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Abstract
We propose the construction of a mixing filter for the detection of analytic singularities and an auto-adaptive spectral approxima-
tion of piecewise analytic functions, given either spectral or pseudo-spectral data, without knowing the location of the singularities
beforehand. We define a polynomial frame with the following properties. At each point on the interval, the behavior of the co-
efficients in our frame expansion reflects the regularity of the function at that point. The corresponding approximation operators
yield an exponentially decreasing rate of approximation in the vicinity of points of analyticity and a near best approximation on
the whole interval. Unlike previously known results on the construction of localized polynomial kernels, we suggest a very simple
idea to obtain exponentially localized kernels based on a general system of orthogonal polynomials, for which the Cesàro means
of some order are uniformly bounded. The boundedness of these means is known in a number of cases, where no special function
properties are known.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
For a 2π -periodic function f :R → R, integrable on [−π,π], the (trigonometric) Fourier coefficients and Fourier
projection Sn(f ) are defined by
fˆ (k) = 1
2π
π∫
−π
f (t) exp(−ikt) dt, Sn(f, x) =
∑
|k|n
fˆ (k) exp(ikx).
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is analytic on [−π,π], then ‖f − Sn(f )‖∞  cρn for some constant c = c(f ) > 0 and ρ = ρ(f ) ∈ (0,1) (cf. [22,
Chapter 3, Section 5]). This rate of approximation changes drastically if f has any singularity, for example, a jump
discontinuity in its first derivative, on [−π,π] (cf. [1, Chapter 7, Theorem 4.1]).
The problem of detection of singularities of a function from spectral data arises in many important applications,
for example, computer tomography [10], nuclear magnetic resonance inversion [2], and conservation laws in differ-
ential equations [31]. A closely related problem is to obtain spectral approximation of piecewise smooth or analytic
functions. These problems are studied by many authors; some recent references are [33,32,34], and references therein.
Typically, one finds first the location of singularities using an appropriate filter, and then uses pseudo-spectral meth-
ods on the maximum intervals of smoothness to compute the approximation on these intervals. A filter is a function
h : [0,∞) → [0,∞), and the corresponding mollifier is given by
Φn(h, x) =
∑
k∈Z
h
(|k|/n) exp(ikx), σn(h,f, x) = 12π
π∫
−π
f (t)Φn(h, x − t) dt.
We note that in classical harmonic analysis parlance, Φn (respectively, σn) is called a summability kernel (respectively,
summability operator).
In [23], we have proved that by choosing a suitably smooth, nondecreasing function h : [0,∞) → [0,∞) with
h(t) = 1 for 0  t  1/2 and h(t) = 0 for t  1, the local maxima of the expressions |σ2n(h,f, x) − σ2n−1(h,f, x)|
give a very accurate and stable approximation of the location of singularities. This includes not just jump disconti-
nuities in f itself, but also the jump discontinuities in derivatives of f of arbitrarily high order, the maximum order
being determined by the smoothness of h. Moreover, we showed in [24] that the polynomials σ2n(h,f ) provide a
spectral degree of approximation to f at different points of the interval [−π,π] commensurate with the smoothness
of f in the vicinity of these points. Thus, the operators σ2n are universal; i.e., can be constructed only with spectral
data, with no a priori knowledge of the location of singularities, and auto-adaptive; i.e., their approximation power
is asymptotically the best possible given the smoothness of f on different intervals. In particular, they solve both the
problems mentioned above in one stroke. Extensions of these ideas in the context of Jacobi polynomials and approx-
imation on the sphere are given in [18,19], and a survey can be found in [25]. Our methods work both with spectral
and pseudo-spectral data.
While these methods are adequate for the detection of jump discontinuities of derivatives of f and an approximation
of a smooth f , they are not adequate for a spectral approximation of piecewise analytic functions. In [33], Tanner has
described algorithms to obtain an approximation to a piecewise analytic function f yielding approximants which
converge exponentially fast on the intervals where f is analytic. He uses filters depending on the point at which the
approximation is taking place, and requires, at least in theory, an a priori knowledge of the location of the singularities.
It is not clear whether the approximants provide a near best approximation globally.
The problem of approximating piecewise analytic functions has been studied before in approximation theory com-
munity by several mathematicians, including Gaier, Ivanov, Saff, and Totik ([8,28,11], and references therein). The
results in this context are typically stated for approximation of aperiodic functions by algebraic polynomials, but ap-
proximation of periodic functions by trigonometric polynomials is often an essential step. For integer n  0, let Πn
denote the class of all algebraic polynomials of degree at most n. We find it convenient to extend this notation for
real, nonnegative values of n as well. For a continuous function f : [−1,1] → R, let ‖f ‖∞ = maxx∈[−1,1] |f (x)|,
and En,∞(f ) := minP∈Πn ‖f − P ‖∞. In [8], Gaier constructed a sequence of linear operators Gn such that for each
continuous f : [−1,1] → R, and integer n 1, Gn(f ) ∈ Πn, and satisfies the following conditions:
max
x∈[−1,1]
∣∣f (x)− Gn(f, x)∣∣M(f )e−αn + c1En/6,∞(f ), (1.1)
and if f is analytic in the complex neighborhood |z − x0| d of a point x0 ∈ [−1,1], then∣∣f (x0)− Gn(f, x0)∣∣M(f )d−4 exp(−cd2n),
where M(f ) is a positive constant depending only on f , and c1, c,α are absolute positive constants. Gaier’s con-
struction is based on the Fourier–Chebyshev coefficients of f and depends heavily on a resulting contour integral.
Necessary and sufficient conditions are given in [28] for a function φ : [0,∞) → [0,∞) so that there exist polynomi-
als P with Pn(0) = 1, and satisfying |Pn(x)| c1 exp(−nφ(x)), x ∈ [−1,1], for some positive constant c1 = c1(φ).
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nomials [5,9,12]. From a computational point of view, it is also desirable to be able to use samples of f rather than
the Fourier information.
In this paper, we will solve the twin problems of detection of singularities and localized spectral approximation
of piecewise analytic functions using either the coefficients in an expansion with respect to a very general class of
orthogonal polynomials, or values of the function at certain points on [−1,1]. In Propositions 2.1 and 5.2, we will
construct a Littlewood–Paley decomposition of the form f = ∑∞n=0∑c2nk=1 bk,n(f )Ψk,n where the convergence is
uniform on [−1,1], each Ψk,n ∈ Π2n+3−1, and the coefficients bk,n(f ) are obtained as a linear combination of either
the coefficients of the orthogonal polynomial expansion of f , or values of f at certain points. The coefficients are
computed in the form bk,n(f ) = τn(f, yk,n) for a linear operator τn and suitably chosen points yk,n. They satisfy the
Riesz condition:
∑
k,n
|bk,n(f )|2 ∼
1∫
−1
∣∣f (t)∣∣2 dμ(t),
where μ is the measure used to define the orthogonal polynomial system. We will demonstrate in Theorems 2.2
and 5.2 the localization of the coefficients by showing that f is analytic at a point x ∈ [−1,1] if and only if there is a
nondegenerate interval I ⊆ [−1,1] containing x such that
lim sup
n→∞
{
max
yk,n∈I
∣∣bk,n(f )∣∣}1/2n < 1.
The partial sums
∑N
n=0
∑
k bk,n(f )Ψk,n are our analogues of the operators G2N+3 . We will show in Theorems 2.1, 5.1
that they satisfy an inequality analogous to (1.1), but without the extra term M(f )e−αn. The construction of these op-
erators do not require an a priori knowledge of the location of the singularities of the target function, and clearly, these
operators are based on a general class of orthogonal polynomials. As shown in [18], the behavior of the coefficients
bk,n(f ) also characterises the membership of f in different local Besov spaces. We will not elaborate on this aspect
in this paper.
In the Fourier space, our construction is described by a mixing filter; i.e., a matrix A such that the Fourier coeffi-
cients in our approximation to f are given by Afˆ, where fˆ is the vector of Fourier coefficients of the target function f .
Unlike the classical filter which modifies each frequency separately, a mixing filter takes a linear mixture of all the
available data at each frequency. In the physical space, the filter gives mollifiers of the form Φ∗n(x, y), which are alge-
braic polynomials of degree at most 8n in x and y, with the property that |Φ∗n(x, y)| c1 exp(−c2(x, y)n) if x 	= y.
There are a number of kernels defined in the literature (see [25] for a survey) where the kernels satisfy a bound of
the form c(Q,x, y)/nQ for every integer Q. This rate is not sufficient for our purpose. Moreover, the constructions
of such kernels depend heavily on the special function properties of the orthogonal polynomial system in question.
In contrast, we require only the existence of a bounded reproducing summability kernel (see Section 5 for precise
definition). Freud [7] has proved the existence of such kernels for a very general class of orthogonal polynomials for
which no asymptotic expansions are known.
Recently, we have developed in [15] the analogue of our theory of polynomial frames in the context of eigenfunc-
tions of the Laplace–Beltrami operator on an arbitrary smooth manifold. In the case of some important manifolds,
these eigenfunctions are closely related to Jacobi polynomials; for example, ultraspherical polynomials in the case
of the Euclidean sphere. In Section 2, we introduce our ideas in the context of Jacobi polynomials. The theory is
illustrated with a few numerical examples in Section 3. In Section 4, we apply this theory to the case of local approx-
imation of functions on the Euclidean unit sphere. In Section 5, the theory in Section 2 is generalized further to the
case of arbitrary systems of orthogonal polynomials, subject to certain technical conditions. The proofs of the new
results are given in Section 6.
2. Jacobi polynomials
In this paper, let α,β −1/2. The Jacobi measure is defined by
dμ(α,β)(x) =
{
(1 − x)α(1 + x)β dx, if x ∈ (−1,1),
0, otherwise.
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pk ∈ Πk , and having a positive leading coefficient such that
1∫
−1
p
(α,β)
k p
(α,β)
j dμ
(α,β) =
{
1, if j = k,
0, otherwise.
If 1 p ∞, and A ⊆ [−1,1], the space Lp(μ(α,β);A) consists of measurable functions f for which
‖f ‖μ(α,β);p,A :=
{
(
∫
A
|f |p dμ(α,β))1/p, if 1 p < ∞,
ess supt∈A |f (t)|, if p = ∞
is finite, with the usual convention that two functions are considered equal if they are equal almost everywhere. The
space Xp(μ(α,β);A) denotes Lp(μ(α,β);A) if 1 p < ∞ and the space of bounded uniformly continuous functions
on A (equipped with the supremum norm) if p = ∞. The mention of the set A will be omitted if A = [−1,1]. In
particular, X∞(μ(α,β)) = C[−1,1], and we will write ‖f ‖∞ rather than the more cumbersome notation ‖f ‖μ(α,β);∞.
We recall that for real x  0, Πx denotes the class of all algebraic polynomials of degree at most x. For 1 p ∞
and f ∈ Lp(μ(α,β)), we define the degree of approximation of f from Πx by
Ex,p(α,β;f ) := min
P∈Πx
‖f − P ‖μ(α,β);p.
Of course, En,∞(α,β;f ) = En,∞(f ) as defined in the introduction. We adopt the following convention regarding
constants: the symbols c, c1, . . . will denote generic positive constants, dependent only on such fixed parameters in
the discussion as p, α, β , etc. Their value may be different at different occurrences, even within the same formula.
It is readily seen that the partial sum of order 2n of the Jacobi polynomial expansion of a function f ∈ L1(μ(α,β))
is given by
∫ 1
−1 f (y)K
(α,β)
n (◦, y) dμ(α,β)(y), where the Christoffel–Darboux kernel Kn is defined by
K(α,β)n (x, y) :=
2n∑
k=0
p
(α,β)
k (x)p
(α,β)
k (y).
However, the sequence of these partial sums need not converge to f for every f ∈ L1(μ(α,β)). To get convergent
sums, we need to use a summability method. It is known [30, Theorem 9.1.4] that for every continuous f , the Cesáro
means of order K > α + β + 1 of the Jacobi polynomial expansion of f converge uniformly to f . In order to get
a near best approximation and exponential localization, we need to introduce an operator based on another related
kernel.
Let K  α +β + 2 be an integer, h : [0,∞) → R be a function which is a K times iterated integral of a function of
bounded variation, h(x) = 1 for 0 x  1/2, and h(x) = 0 for x > 1. Then for x, y ∈ C, n = 0,1, . . . , we define the
kernel
Φn
(
μ(α,β);h,x, y) := 2n∑
k=0
h
(
k
2n
)
p
(α,β)
k (x)p
(α,β)
k (y). (2.1)
Using a summation by parts argument or directly as in [18], one can prove that
sup
n0, x∈[−1,1]
1∫
−1
∣∣Φn(μ(α,β);h,x, y)∣∣dμ(α,β)(y) < ∞.
In addition, it is easy to verify that
∫ 1
−1 Φn(μ
(α,β);h,x, y)P (y)dμ(α,β)(y) = P(x) for every P ∈ Πn. Therefore,
the polynomials
∫ 1
−1 f (y)Φn(μ
(α,β);h,◦, y) dμ(α,β)(y) converge uniformly to f for every continuous f , at a rate
comparable to En,∞(α,β;f ). In [18], we have shown that the smoother the h, the better localized the kernels Φn are;
in particular, if h is infinitely often differentiable, then for every integer Q, |Φn(μ(α,β);h,x, y)|  c(Q,x, y)/nQ.
However, this rate is not enough to detect the possibility of analytic continuation of a function near a point. In order
to obtain an exponential rate of decay, we use the following kernel instead:
Φ∗n
(
μ(α,β);h,x, y) := (4 − (x − y)2)nΦ3n(μ(α,β);h,x, y). (2.2)4
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operators σCn are defined for f ∈ L1(μ(α,β)), x ∈ C, n = 0,1, . . . , by
σCn (α,β;h,f, x) :=
1∫
−1
f (y)Φ∗n
(
μ(α,β);h,x, y)dμ(α,β)(y). (2.3)
We note that σCn (α,β;h,f ) ∈ Π8n. Since Φ∗n(μ(α,β);h,x, y) is a symmetric polynomial of degree 8n in each of
its variables, one has the representation
Φ∗n
(
μ(α,β);h,x, y)= 8n∑
k=0
8n∑
j=0
a
(α,β)
n;k,j (h)p
(α,β)
k (x)p
(α,β)
j (y),
where, for each integer n 0, (a(α,β)
n;k,j (h)) is a symmetric matrix. Defining the Jacobi coefficients of f ∈ L1(μ(α,β))
by
fˆ (α,β; j) =
1∫
−1
fp
(α,β)
j dμ
(α,β), j = 0,1, . . . ,
it follows that
σCn (α,β;h,f ) =
8n∑
k=0
( 8n∑
j=0
a
(α,β)
n;k,j (h)fˆ (α,β; j)
)
p
(α,β)
k .
Thus, the operators σCn can be computed using finitely many Jacobi coefficients of f .
From a computational point of view, we would like to define discrete versions of these operators, which are obtained
using Gauss quadrature formulas. For m 1, let xk,m, k = 1, . . . ,m, be the zeros of p(α,β)m , and
λk,m :=
(
m−1∑
j=1
(
p
(α,β)
j (xk,m)
)2)−1
be the corresponding Cotes numbers. We define the discretized versions of the operators by
σDn (α,β;h,f, x) :=
8n+1∑
k=1
λk,8n+1f (xk,8n+1)Φ∗n
(
μ(α,β);h,x, xk,8n+1
)
. (2.4)
The following theorem is our generalization of the result of Gaier in the context of Jacobi polynomials.
Theorem 2.1. Let 1  p  ∞, α,β  −1/2, f ∈ Lp(μ(α,β)). For integer n  0, let σn(f ) denote either
σCn (α,β;h,f ) or σDn (α,β;h,f ).
(a) We have σn(P ) = P for P ∈ Πn, ‖σn(f )‖μ(α,β);p  c‖f ‖μ(α,β);p , and
E8n,p(α,β;f )
∥∥f − σn(f )∥∥μ(α,β);p  c1En,p(α,β;f ). (2.5)
(b) Let f ∈ C[−1,1], x0 ∈ [−1,1], and f have an analytic continuation to a complex neighborhood of x0, given by
{z ∈ C: |z − x0| d} for some d with 0 < d  2. Then∣∣f (x)− σn(f, x)∣∣ c(f, x0) exp
(
−n d
2 log(e/2)
4e2 log(e2/d)
)
, x ∈ [x0 − d/e, x0 + d/e] ∩ [−1,1]. (2.6)
We note a few interesting features of this theorem. First, we are able to drop the extra term M(f )e−αn in (1.1) at
the expense of a higher estimate c1En/8,∞(f ) in place of c1En/6,∞(f ). Second, our construction can be based either
on the coefficients in general Jacobi polynomial expansions, or based on values of the function. Finally, we think that
our proofs are simpler than those given by Gaier in [8].
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function at a point can be completely characterised using certain coefficients of this expansion. Towards this end, we
define the continuous and discrete frame operators by
τCn (α,β;h,f, x) :=
{
σC1 (α,β;h,f, x), if n = 0,
σC2n(α,β;h,f, x)− σC2n−1(α,β;h,f, x), if n = 1,2, . . . ,
τDn (α,β;h,f, x) :=
{
σD1 (α,β;h,f, x), if n = 0,
σD2n (α,β;h,f, x)− σD2n−1(α,β;h,f, x), if n = 1,2, . . . .
(2.7)
We note that τCn (α,β;h,f ), τDn (α,β;h,f ) ∈ Π2n+3 . The next proposition demonstrates the use of these operators in
obtaining a Littlewood–Paley decomposition of functions in Xp(μ(α,β)), 1 p ∞.
Proposition 2.1. Let 1  p  ∞, α,β  −1/2, f ∈ Xp(μ(α,β)). If Nn  2n+3 + 1 are integers, one has the
Littlewood–Paley decomposition
f =
∞∑
n=0
τCn (α,β;h,f ) =
∞∑
n=0
Nn∑
k=1
λk,Nnτ
C
n (α,β;h,f, xk,Nn)
{
K
(α,β)
n+3 (◦, xk,Nn)−K(α,β)n−1 (◦, xk,Nn)
}
, (2.8)
with convergence in the sense of Xp(μ(α,β)). Moreover, we have for every f ∈ L2(μ(α,β)),
c1
1∫
−1
∣∣f (t)∣∣2(1 − t)α(1 + t)β dt  ∞∑
n=0
Nn∑
k=1
λk,Nn
∣∣τCn (α,β;h,f, xk,Nn)∣∣2  c2
1∫
−1
∣∣f (t)∣∣2(1 − t)α(1 + t)β dt.
If f ∈ C[−1,1], then f =∑∞n=0 τDn (α,β;h,f ), with convergence being uniform.
The following theorem demonstrates that, unlike the Fourier–Jacobi coefficients fˆ (α,β; j), the behavior of the
coefficients τCn (α,β;h,f, xk,Nn) in the Littlewood–Paley expansion (2.8) for points xk,Nn in a neighborhood of a
point x0 reflects the (analytic) regularity of the function f at x0.
Theorem 2.2. Let α,β  −1/2, x0 ∈ [−1,1] and f ∈ C[−1,1]. For integer n  0, let τn(f ) denote either
τCn (α,β;h,f ) or τDn (α,β;h,f ).
(a) The function f has an extension as an analytic function in a complex neighborhood of x0 if and only if there exists
a nondegenerate interval I ⊆ [−1,1] containing x0 such that
lim sup
n→∞
max
x∈I
∣∣τn(f, x)∣∣1/2n < 1. (2.9)
(b) The function f has an extension as an analytic function in a complex neighborhood of x0 if and only if there exists
a nondegenerate interval I ⊆ [−1,1] containing x0 such that
lim sup
n→∞
{
max
x
k,2n+6+1∈I
∣∣τn(f, xk,2n+6+1)∣∣}1/2n < 1. (2.10)
We note that choosing Nn = 2n+6 +1 in Proposition 2.1, and using τCn in place of τn, (2.10) gives a characterization
of regular points of f in terms of the coefficients in the Littlewood–Paley expansion (2.8).
3. Numerical examples
In this section, we illustrate the construction of our localized kernels and their approximation properties using some
numerical examples. We wish to point out several aspects of our theory: (1) the property of near best approximation on
the whole interval, (2) the effect of smoothness of the function h on the ability of the operators in local approximation,
(3) the utility of using the exponentially localized kernels rather than C∞ kernels.
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θ ∈ [0,π], n = 0,1, . . . . The polynomials
pTn =
{
1, if n = 0,√
2Tn, if n = 1,2, . . . ,
are orthonormalized with respect to the measure
dμT (x) = dμ
(−1/2,−1/2)(x)
π
= dx
π(1 − x2)1/2 , x ∈ (−1,1).
For the sake of brevity, we write ΦTn (h, x, y) for Φn(μ(−1/2,−1/2);h,x, y) and Φ∗Tn (h, x, y) in place of
Φ∗n(μ(−1/2,−1/2);h,x, y). The corresponding operators are
V Tn (h,f, x) :=
1
8n+ 1
8n+1∑
k=1
f
(
cos
(2k − 1)π
16n+ 2
)
ΦT4n
(
h,x, cos
(2k − 1)π
16n+ 2
)
,
σ Tn (h,f, x) :=
1
8n+ 1
8n+1∑
k=1
f
(
cos
(2k − 1)π
16n+ 2
)
Φ∗Tn
(
h,x, cos
(2k − 1)π
16n+ 2
)
.
Clearly, both V Tn and σTn yield polynomials in Π8n.
For the function h, we will consider two functions. Both h1 and h∞ below are equal to 1 on [0,1/2], and equal to
0 on [1,∞). For t ∈ (1/2,1) they are defined by
h1(t) := 2 − t, h∞(t) := exp
(
−exp(2/(1 − 2t))
1 − t
)
.
The function h1 is clearly piecewise linear, but not differentiable, and the function h∞ is a C∞ function. The operator
V Tn (h1) is a discretization of the classical de la Vallée Poussin operator. It is known that this operator provides a near
best approximation globally in the sense that for any continuous function f : [−1,1] → R,
En,∞(f )
∥∥f − V Tn (h1, f )∥∥∞  cEn/2,∞(f ).
We demonstrate this global approximation property of the kernels V Tn (h1) and σTn (h1) in the case of two functions,
the first of which is
fa(x) := |x − 1/4|, x ∈ [−1,1].
To define the second function, we recall that the cardinal B-spline of order 4 is the function defined by (cf. [4,
formula (4.1.12), p. 84])
M4(x) = 16
{
x3+ − 4(x − 1)3+ + 6(x − 2)3+ − 4(x − 3)3+ + (x − 4)3+
}
where a+ = max(a,0). We define fb(x) = M4(2x + 2). Thus, fb is analytic on (−1,1), except at ±1/2,0, where it
is twice continuously differentiable. It is well known that En,∞(fa) ∼ n−1, while En,∞(fb) ∼ n−3.
In this section only, let C denote the set of 10,000 equidistant points on [−1,1]. We estimate the supremum norm
of continuous functions f by maxt∈C |f (t)|. In particular, we write
n(f,V ) := max
x∈C
∣∣f (x)− V Tn (h1, f, x)∣∣, n(f,σ ) := max
x∈C
∣∣f (x)− σTn (h1, f, x)∣∣,
and
δn(f,V ) := log2
n(f,V )
2n(f,V )
, δn(f,σ ) := log2
n(f,V )
2n(f,V )
.
Table 1 shows the decay of errors n(f,V ) and n(f,σ ) for different values of n.
In light of the direct theorems of approximation theory, the quantities δn(fa,V ) and δn(fa, σ ) should be close to 1,
and the corresponding quantities for fb should be close to 3. Table 2 confirms this fact (cf. Theorem 2.2(a)).
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Maximum absolute errors
n n(fa,σ ) n(fa,V ) n(fb, σ ) n(fb,V )
8 1.8065 × 10−2 1.3609 × 10−2 1.3838 × 10−4 4.7691 × 10−5
16 9.8889 × 10−3 8.0887 × 10−3 1.684 × 10−5 6.0351 × 10−6
32 4.8372 × 10−3 3.8924 × 10−3 2.0823 × 10−6 7.5158 × 10−7
64 2.3075 × 10−3 1.7856 × 10−3 2.5918 × 10−7 9.3814 × 10−8
Table 2
The smoothness index as predicted by δn’s
n δn(fa,σ ) δn(fa,V ) δn(fb, σ ) δn(fb,V )
8 0.8693 0.7506 3.0387 2.9823
16 1.0316 1.0552 3.0156 3.0054
32 1.0678 1.1243 3.0062 3.0021
Fig. 1. Clockwise, the graphs represent log10 |fa −σT64(h1, fa)|, log10 |fa −V T64(h1, fa)|, log10 |fb −V T64(h1, fb)|, and log10 |fb −σT64(h1, fb)|.
It is clear from Table 1 that the maximum error is less with the de la Vallée Poussin operators than the exponentially
localized operators, although their rate of decrease in both cases is commensurate with the theoretical degree of
approximation.
Next, we illustrate the better localization of the kernels σTn than that given by V Tn . In all the sub-figures of Fig. 1,
the value (−k) on the y axis corresponds to the value 10−k for the errors plotted in the figures. We note that only
8n + 1 values of the function are used in the computation of the transforms V Tn and σTn . In particular, in the top left
figure in Fig. 1, an absolute error of less than 10−20 is obtained away from the singularity, using only 513 samples of
the function fa .
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Next, we wish to illustrate the advantage of the operator σTn (h1) over the operator V Tn (h∞) in the detection of an
analytic singularity. We consider the function
fc(x) = χ(x)+
∞∑
k=0
exp(−√k)
k + 1 cos(kπ/3)Tk(x),
where, in this section only, χ(x) = 1 if x ∈ [−1,−1/√2] and χ(x) = 0 otherwise. Using Pringsheim’s theorem
[16, Theorem 17.13], it is possible to show that fc is infinitely often differentiable in (−1,1), except for the jump
discontinuity at −1/√2, but cannot be extended as an analytic function in any neighborhood of 1/2. Fig. 2 shows
that the operator σTn (h1) can detect this singularity also in the presence of the much stronger jump discontinuity,
whereas the operator V Tn (h∞) does not perform so well. Moreover, the approximation at 1/2 is better with σTn (h1)
than V Tn (h∞). We note that we have used only 129 evaluations of fc in computing the various transforms used in
Fig. 2.
4. Approximation on the sphere
The constructions described for the unit interval can be adapted easily for the unit sphere of a Euclidean space.
Several numerical experiments illustrating the superior local approximation properties of our operators are given
in [13]. Although the operators there are not exponentially localized, we do not feel that additional experiments in this
direction will add anything fundamentally new to this subject. Therefore, we restrict our discussion to a sketch of the
adaptations of the theory, and indicate the differences.
Let q  1 be an integer,
S
q :=
{
(x1, . . . , xq+1) ∈ Rq+1:
q+1∑
j=1
x2j = 1
}
.
A spherical cap, centered at x0 ∈ Sq and radius α is defined by
S
q
α(x0) :=
{
x ∈ Sq : x · x0  cosα
}
.
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and we write μ∗q(Sq) =: ωq . The spaces Xp(Sq) and C(Sq) on the sphere are defined analogously to the case of the
interval.
A spherical polynomial of degree m is the restriction to Sq of a polynomial in q + 1 real variables with total
degree m. For x  0, the class of all spherical polynomials of degree at most x will be denoted by Πqx . For integer
  0, the class of all homogeneous, harmonic, spherical polynomials of degree  will be denoted by Hq , and its
dimension by dq . For each integer  0, let {Y,k: k = 1, . . . , dq } be a μ∗q -orthonormalized basis for Hq . It is known
(cf. [29,26]) that for any integer n  0, {Y,k:  = 0, . . . , n, k = 1, . . . , dq } is an orthonormal basis for Πqn . The
connection with the theory of orthogonal polynomials on [−1,1] is the following addition formula (cf. [26], where
the notation is different):
d
q
∑
k=1
Y,k(x)Y,k(y) = ω−1q−1p(q/2−1,q/2−1) (1)p(q/2−1,q/2−1) (x · y),  = 0,1, . . . .
It is proved in [21] (see also [6]) that if n 1 is an integer, Cn is a finite set of points on Sq such that
max
x∈Sq
min
y∈Cn
dist(x,y) c/n,
for a judiciously chosen constant c > 0, then there exist nonnegative weights wx, x ∈ Cn, such that∑
x∈Cn
wxP1(x)P2(x) =
∫
Sq
P1P2 dμ
∗
q, P1,P2 ∈ Πq8n. (4.1)
We will say that Cn admits a positive quadrature formula of order 16n.
It is possible to define analytic functions on Sq using a parametrization. A more immediate, parameter-free defi-
nition that comes to mind is to think of functions on Sq as functions of q + 1 real variables, and expect an analytic
continuation to a subset of Cq+1, or at least, a real analytic continuation to a subset of Rq+1. Since Sq is not a set of
uniqueness of functions analytic on Cq+1, it is not possible to define the extent of such analytic continuation using
spectral data on the sphere. Nevertheless, one can define an analogue from the approximation theory point of view as
follows. Let x0 ∈ Sq , K be a spherical cap centered at x0 and f :K → C. We write
En(K, f ) := inf
P∈Πqn
‖f − P ‖μ∗q ;∞,K.
The class Aq(x0) is defined to be the class of all functions f ∈ C(Sq) such that for some spherical cap K centered
at x0,
lim sup
n→∞
En(K, f )1/n < 1.
Let h : [0,∞) → R be a q times iterated integral of a function of bounded variation, h(x) = 1 if x ∈ [0,1/2], and
h(x) = 0 if x ∈ [1,∞). The role of the kernels K(α,β)n and Φn(μ(α,β);h,x, y) is played respectively by
KSn (x · y) := ω−1q−1
2n∑
=0
p
(q/2−1,q/2−1)
 (1)p
(q/2−1,q/2−1)
 (x · y) = ω−1q−1K(q/2−1,q/2−1)n (1,x · y)
and
ΦSn (q;h,x,y) := ω−1q−1
2n∑
=0
h
(
/(2n)
)
p
(q/2−1,q/2−1)
 (1)p
(q/2−1,q/2−1)
 (x · y) = Φn
(
μ(q/2−1,q/2−1);h,1,x · y).
For n = 0,1, . . . , x,y ∈ Sq , let
Φ∗n(h,x,y) =
(
1 + x · y
2
)n
ΦS3n(q;h,x,y).
Let {Cn} be a sequence of finite subsets of Sq , with each Cn admitting a positive quadrature of order 16n. We define
the analogues of the operators σCn , σDn , τCn , and τDn by
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∫
Sq
Φ∗n(h,x,y)f (y) dμ∗q(y),
σD,Sn (h,f,x) :=
∑
y∈Cn
wyΦ
∗
n(h,x,y)f (y),
τC,Sn (h,f,x) :=
{
σ
C,S
1 (h,f,x), if n = 0,
σ
C,S
2n (h,f,x)− σC,S2n−1(h,f,x), if n = 1,2, . . . ,
τD,Sn (h,f,x) :=
{
σ
D,S
1 (h,f,x), if n = 0,
σ
D,S
2n (h,f,x)− σD,S2n−1(h,f,x), if n = 1,2, . . . .
The following proposition is the analogue of Proposition 2.1, and can be proved in exactly the same way.
Proposition 4.1. Let 1 p ∞, {Cn} be a sequence of finite subsets of Sq , with each Cn admitting a positive quadra-
ture of order at least 16n. Then for f ∈ Xp(Sq),
f =
∞∑
n=0
τC,Sn (h,f ) =
∞∑
n=0
∑
y∈Cn
wyτ
C,S
n (h,f,y)
{
KSn+3(◦ · y)−KSn−1(◦ · y)
}
, (4.2)
with the series converging in the sense of Xp(Sq). If f ∈ C(Sq), then also f = ∑∞n=0 τD,Sn (h,f ) with the series
converging uniformly. Further, if f ∈ L2(Sq),
c1‖f ‖2μ∗q ;2,Sq 
∞∑
n=0
∥∥τC,Sn (h,f )∥∥2μ∗q ;2,Sq =
∞∑
n=0
∑
y∈Cn
wy
∣∣τC,Sn (h,f,y)∣∣2  c2‖f ‖2μ∗q ;2,Sq .
The analogue of Theorems 2.2 and 2.1 is the following, slightly weaker statement.
Theorem 4.1. Let {Cn} be a sequence of finite subsets of Sq , with each Cn admitting a positive quadrature of order at
least 16n, f ∈ C(Sq), and x0 ∈ Sq . Let σn denote either σC,Sn or σD,Sn and similarly for τn.
(a) For integer n 1, we have∥∥f − σn(h,f )∥∥μ∗q ;∞,Sq  cEn(Sq, f ). (4.3)
If f ∈ Aq(x0), then there exists a nondegenerate spherical cap K ⊆ Sq with center at x0 and ρ ∈ (0,1) (depending
upon x0 and f ) such that∥∥f − σn(h,f )∥∥μ∗q ;∞,K  c1(f,x0)ρn. (4.4)
(b) The function f ∈ Aq(x0) if and only if there exists a nondegenerate spherical cap K ⊆ Sq with center at x0 such
that
lim sup
n→∞
∥∥τn(h,f )∥∥1/2nμ∗q ;∞,K < 1. (4.5)
5. The general case
In this section, we state our main results in a very general form. Thus, instead of the Jacobi measure, we will con-
sider an arbitrary measure, supported on an arbitrary compact subset of [−1,1]. Instead of achieving the discretization
of the summability and frame operators using Gauss quadrature formula, we will formulate our “discretization” using
general functionals. In order to state our results, we need certain notions from measure theory and potential theory. For
the convenience of the reader, we review the measure theoretic notions in Section 5.1; the ideas from potential theory
are reviewed in Section 5.2. The generalizations of the operators and new results in Section 2 are given in Section 5.3.
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We observe that if N  1 is an integer, {xk}Nk=1, {wk}Nk=1 are real numbers, a sum of the form
∑N
k=1 wkf (xk) can
be expressed as a Stieltjes integral ∫ f dν, where ν is the measure that associates the mass wk with each point xk . The
total variation measure in this case is given by |ν|(B) =∑xk∈B |wk|, B ⊂ R. We prefer to use the integral notation
rather than the more explicit sum notation for a number of reasons. First, the precise locations of the points xk , the
values of wk , and sometimes, even the value of N do not play a significant role in our theory. The use of the integral
notation avoids the need to prescribe these quantities explicitly, and develop additional notation for these. Second, we
wish our theory to be applicable to all Lp spaces. If p < ∞, point evaluations are not well defined for every f in
the space, and we have to use some other local measurements, for example, averages over small subintervals around
certain points. Again, the details of exactly what these points and the corresponding subintervals are, and even the
nature of the local measurements do not play any significant role in our theory. The integral notation allows us to treat
both the case of continuous functions and elements of Lp in a unified manner.
Let ν be a (possibly signed) measure on R that is either positive and finite, or has a bounded variation on R,
|ν| denote ν if ν is a positive measure, and its total variation measure if it is a signed measure. We recall that the
support of ν, denoted by supp(ν) is the set of all x ∈ R such that |ν|(I ) > 0 for every interval I containing x. If A ⊆ R
is |ν|-measurable, |ν|(A) > 0, and f :A → R is |ν|-measurable, we write
‖f ‖ν;p,A :=
{ {∫
A
|f |p d|ν|}1/p, if 1 p < ∞,
|ν| − ess supt∈A |f (t)|, if p = ∞.
The class of measurable functions f for which ‖f ‖ν;p,A < ∞ is denoted by Lp(ν;A), with the standard convention
that two functions are considered equal if they are equal |ν|-almost everywhere on A. The class of all uniformly
continuous, bounded functions on A (equipped with the norm of L∞(ν)) will be denoted by C(ν;A). The class
Xp(ν;A) will denote Lp(ν;A) if 1 p < ∞ and C(ν;A) if p = ∞.
In the sequel, we will assume that μ is a fixed, finite, positive, Borel measure with supp(μ) being an infinite subset
of [−1,1]. The mention of the set A will be omitted if A = supp(μ). Thus, for example, we will write Xp(μ) =
Xp(μ; supp(μ)) and C(μ) = C(μ; supp(μ)).
We now formulate certain assumptions on our measures.
Definition 5.1. A sequence {νn} will be called an M–Z (Marcinkiewicz–Zygmund) sequence if each of the following
conditions is satisfied, with constants independent of n.
1. Each νn is a Borel, finite, positive or signed measure having bounded variation on [−1,1].
2. ‖T ‖νn;p  c‖T ‖μ;p, T ∈ Π16n, p = 1,∞. (5.1)
3.
∫
T1T2 dνn =
∫
T1T2 dμ, T1, T2 ∈ Π8n. (5.2)
If 1  p  ∞, a sequence {νn} will be called p-compatible (with μ) if each μ-measurable function is also νn-
measurable for each n, and ‖f ‖νn;p  c‖f ‖μ;p for every f ∈ Xp(μ).
In the case of Jacobi polynomials, it is proved by Lubinsky, Máté, and Nevai [14, Theorem 5] that the mea-
sures νn that associate the mass λk,8n+1 with each xk,8n+1, k = 1, . . . ,8n+ 1, form an ∞-compatible M–Z sequence.
In general, it is natural to construct measures to satisfy (5.2) using Gauss quadrature formulas based on the zeros
of a sufficiently high degree orthogonal polynomial pN . However, if supp(μ) is not an interval, then the zeros of
the corresponding orthogonal polynomials might not be all in supp(μ), in which case, such a measure would not
be ∞-compatible. We will prove the following proposition to demonstrate the existence of ∞-compatible, M–Z se-
quences of measures supported on finite subsets of supp(μ).
Proposition 5.1. Let μ({x}) = 0 for every x ∈ [−1,1]. Then there exists an ∞-compatible M–Z sequence {νn} of
measures such that each of the sets supp(νn) is a finite subset of supp(μ).
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In this section, we review briefly certain ideas from potential theory, based on the discussion in [28, Chapter 2.4].
The logarithmic energy of a positive measure ν on C is defined by
E(ν) :=
∫ ∫
log
(
1
|x − y|
)
dν(x) dν(y),
whenever the integral is well defined. For example, we recall (cf. [28, Chapter I, Example 3.5]) that∫ ∫
log
(
2
|x − t |
)
dμ(−1/2,−1/2)(x) dμ(−1/2,−1/2)(t) = π2 log 4.
Since
max
x∈[−1,1]
(1 − x)a(1 + x)b =
(
2
a + b
)a+b
aabb, a, b 0,
it follows that if α,β −1/2 and α + β + 1 > 0, then∫ ∫
log
(
2
|x − t |
)
dμ(α,β)(x) dμ(α,β)(t)

(
2
α + β + 1
)α+β+1
(α + 1/2)α+1/2(β + 1/2)β+1/2
∫ ∫
log
(
2
|x − t |
)
dμ(−1/2,−1/2)(x) dμ(−1/2,−1/2)(t)
= π2(log 4)
(
2
α + β + 1
)α+β+1
(α + 1/2)α+1/2(β + 1/2)β+1/2.
Thus, μ(α,β) has finite logarithmic energy.
If A ⊆ C is a compact set, the capacity of A, cap(A) is defined by
log
(
1/ cap(A)
)= infE(ν),
where the infimum is taken over all unit, positive, Borel measures ν, with supp(ν) ⊆ A. If A ⊂ C is compact, and
cap(A) > 0, the infimum above is attained by a measure, called equilibrium measure of A, denoted by μA. We write
GA(z) :=
∫
log |x − z|dμA(x)+ log
(
1/ cap(A)
)
. (5.3)
For example, if A = [a, b], one has cap([a, b]) = (b − a)/4, and
G[a,b](z) = log |2z − a − b + 2
√
(z − a)(z − b)|
b − a , z ∈ C \ [a, b].
A point on the outer boundary of A (i.e., the boundary of the unbounded component of C¯ \A) is called regular if GA
is continuous at z, or equivalently, GA(z) = 0. The set A called regular if each of the points on its outer boundary is
regular. It is clear that every interval [a, b] is a regular set. Examples of other regular and nonregular points and sets
are given in [28].
We end this subsection by recalling the well known Bernstein–Walsh inequality (cf. [28, Estimate (2.4), p. 153]).
Lemma 5.1. Let A ⊆ [−1,1] be a regular set, m 0 be an integer, P ∈ Πm. Then for any z ∈ C,∣∣P(z)∣∣ exp(mGA(z))max
x∈A
∣∣P(x)∣∣. (5.4)
In particular, for any x0 ∈ R,  > 0, L ,
max
x∈[x0−L,x0+L]
∣∣P(x)∣∣ (2L

)m
max
x∈[x0−,x0+]
∣∣P(x)∣∣. (5.5)
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It is well known [7, Chapter 1] that there exists a unique system of polynomials pk(x) = γkxk + · · · , γk > 0,
k = 0,1,2, . . . , such that for k, j = 0,1, . . . ,∫
pkpj dμ =
{
1, if k = j,
0, otherwise.
Moreover (cf. [7, Chapter 2]), any function f ∈ L1(μ) is uniquely determined by the sequence of its coefficients
fˆ (k) :=
∫
fpk dμ, k = 0,1, . . . . (5.6)
Next, we define the kernels. For x, y ∈ C, we will write
Kn(x, y) :=
2n∑
k=0
pk(x)pk(y), n = 0,1,2, . . . , (5.7)
and K−1(x, y) = 0. For an integer n  0, a function Φn :C × C → C will be called a reproducing summability
kernel (of order n), if each of the following four conditions is satisfied. For each x, y ∈ C, Φn(x, y) = Φn(y, x),
Φn(x,◦) ∈ Π2n,∫
Φn(x, y)P (y)dμ(y) = P(x), P ∈ Πn, (5.8)
and
sup
x∈supp(μ)
∫ ∣∣Φn(x, y)∣∣dμ(y) c, (5.9)
where c is a constant independent of n, depending at most on μ and the whole sequence {Φn}. We assume in the
sequel that there exists a sequence {Φn} of reproducing summability kernels.
In [18], we have proved that the kernels Φn(μ(α,β), h, x, y) defined in (2.1) are reproducing summability kernels if
α,β −1/2. In [7, Section IV.3], Freud has shown the strong (C,1) summability of a very general class of orthogonal
polynomials. If h is an integral of a function of bounded variation, h(x) = 1 for 0 x  1/2, and h(x) = 0 for x > 1,
it can be shown using a summation by parts argument that a kernel similar to the one defined in (2.1) with these
orthogonal polynomials satisfies all the properties mentioned above. In the case of the Jacobi measure, we were able
to use the special function properties of Jacobi polynomials to obtain localization estimates on the kernels Φ(α,β)n
(cf. [18]). These techniques cannot be used to obtain localization estimates on the kernels in general, for example,
for the orthogonal polynomial systems discussed by Freud. Nevertheless, our simple construction below allows one
to construct exponentially localized kernels based only on the summability estimates. In turn, the localization allows
one to use the ideas in [18] to obtain a characterization of local Besov spaces on the interval also in the case of these
more general systems of orthogonal polynomials.
For x, y ∈ C, and n = 0,1, . . . , let
Φ∗n(x, y) =
(
4 − (x − y)2
4
)n
Φ3n(x, y).
If ν is a Borel, finite, positive or signed measure (with bounded variation), and f ∈ L1(ν), we define the operators
σn(ν;f,x) :=
∫
Φ∗n(x, y)f (y) dν(y), x ∈ C, n = 0,1, . . . .
With ν = μ(α,β) and Φn(μ(α,β), h, x, y) in place of Φn(x, y), σn(ν;f ) reduces to σCn (α,β;h,f ). We observe that Φ∗n
being a symmetric polynomial in x and y, has an expansion of the form
Φ∗n(x, y) =
8n∑ 8n∑
an;j,kpj (x)pk(y),
j=0 k=0
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σn(μ;f ) =
8n∑
j=0
( 8n∑
k=0
an;j,kfˆ (k)
)
pj
is a polynomial with coefficients given as a finite linear combination of the coefficients {fˆ (k)}8nk=0. The more general
definition allows us to compute these operators using, for example, values of f .
Our generalization of Theorem 2.1 is the following.
Theorem 5.1. Let 1 p ∞ and {νn} be a p-compatible M–Z sequence of measures.
(a) We have σn(νn;P) = P for all P ∈ Πn, and∥∥σn(νn;f )∥∥μ;p  c‖f ‖νn;p, f ∈ Lp(νn), 1 p ∞. (5.10)
Further, for each f ∈ Xp(μ),∥∥f − σn(νn;f )∥∥μ;p  cEn,p(f ). (5.11)
(b) Let E(μ) < ∞, supp(μ) be a regular set, f ∈ C(μ), {νn} be an ∞-compatible M–Z sequence of measures,
x0 ∈ supp(μ), 0 < d  2, and f have an analytic continuation to a complex neighborhood of {z ∈ C: |z−x0| d}
of x0. Then∣∣f (x)− σn(νn;f,x)∣∣ c(f, x0) exp
(
−n d
2 log(e/2)
4e2 log(e2/d)
)
, x ∈ [x0 − d/e, x0 + d/e] ∩ supp(μ). (5.12)
If {νn} is a sequence of finite positive or signed Borel measures having a bounded variation on [−1,1], we define
for z ∈ C
τn(ν2n;f, z) =
{
σ1(ν1;f, z), if n = 0,
σ2n(ν2n;f, z)− σ2n−1(ν2n−1;f, z), if n 1. (5.13)
Clearly, the operator τn depends upon two measures: ν2n and ν2n−1 . Although we have to mention the measure to
distinguish between the general case and the continuous case, when each ν2n = μ, we prefer to keep the nota-
tion simpler rather than using the more cumbersome notation τn(ν2n , ν2n−1;f,x). In the Jacobi case, we choose
Φn(μ
(α,β);h,x, y) in place of Φn(x, y). Choosing each νn to be μ(α,β), we obtain τn(μ(α,β);f,x) = τCn (α,β;h,f, x).
We obtain τDn (α,β;h,f, x) by choosing ν2n to be the measure that associates the mass λk,2n+3+1 with each xk,2n+3+1,
k = 1, . . . ,2n+3 + 1.
The following proposition, generalizing Proposition 2.1, shows a representation of any function in Xp(μ), 1 
p ∞, in terms of the operators and kernels introduced so far. The theorem uses two sequences of measures. The
sequence {νn} is determined by the kind of information we have regarding the target function f . Thus, if one starts
with the coefficients {fˆ (k)}, then each of the measures νn is equal to μ. On the other hand, if a set of values of the
form {f (xk,Nn)} are available at a system of points, we should choose νn to be an M–Z measure supported at the
points {xk,Nn : k = 1, . . . ,Nn}, if such a measure can be found. The choice of the sequence {μn} is required only
to satisfy (5.2), and may be used judiciously to obtain a parsimonious representation, or a representation with other
desirable properties depending upon the application.
Proposition 5.2. Let 1  p ∞, {νn} be a p-compatible M–Z sequence, {μn} be a sequence of measures satisfy-
ing (5.2), and f ∈ Xp(μ). We have
f =
∞∑
n=0
τn(ν2n;f ), (5.14)
where the convergence of the series is in the norm of Xp(μ). In the case when each ν2n = μ, we have further
f =
∞∑∫
τn(μ;f,y)
{
Kn+3(◦, y)−Kn−1(◦, y)
}
dμ2n(y). (5.15)n=0
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c1‖f ‖2μ;2 
∞∑
n=0
∥∥τn(μ;f )∥∥2μ;2 =
∞∑
n=0
∥∥τn(μ;f )∥∥2μ2n ;2  c2‖f ‖2μ;2. (5.16)
Next, we describe the generalization of Theorem 2.2.
Theorem 5.2. Let E(μ) < ∞, supp(μ) be a regular set, x0 ∈ supp(μ), f ∈ C(μ), and {νn} be an ∞-compatible M–Z
sequence of measures.
(a) The function f has an analytic continuation to a complex neighborhood of x0 if and only if there exists a nonde-
generate interval I with x0 ∈ I such that
lim sup
n→∞
∥∥τn(ν2n;f )∥∥1/2nμ;∞,I < 1. (5.17)
(b) The function f has an analytic continuation to a complex neighborhood of x0 if and only if there exists a nonde-
generate interval I with x0 ∈ I such that
lim sup
n→∞
∥∥τn(ν2n;f )∥∥1/2nν2n+3 ;∞,I < 1. (5.18)
We note that E(μ)  log(1/2)(μ([−1,1]))2. The condition E(μ) < ∞ implies, in particular, that μ({x}) = 0 for
each x ∈ [−1,1]. Thus, in view of Proposition 5.1, the measures {νn} as required in Theorem 5.2 always exist. We
observe again that the operators τn(ν2n;f ) are defined using global information about f ; the coefficients {fˆ (k)} in
the case when each ν2n is equal to μ. Nevertheless, the exponential localization of these operators enables us to obtain
the characterization of local analyticity of the function. Similar characterizations of local Besov spaces can also be
obtained, using the ideas in [18].
6. Proofs
Since the results in Section 5 clearly generalize those in Section 2, and the results in Section 4 depend upon those
in Section 2, we first prove the results in Section 5, then explain their application to obtain the results in Section 2,
and finally, indicate the proofs of the results in Section 4.
Proof of Proposition 5.1. This proof follows the ideas in [21]. Without loss of generality, we assume that
μ([−1,1]) = 1. Let n  1 be an integer. Since Πn is a finite-dimensional space, there exists a constant, to be de-
noted in this proof only by Bn such that
1∫
−1
∣∣P ′(t)∣∣dt  Bn
1∫
−1
∣∣P(t)∣∣dμ(t), P ∈ Πn. (6.1)
Our assumption that μ({x}) = 0 for each x ∈ [−1,1] implies that the function x → μ([−1, x)) is a continuous,
nondecreasing function on [−1,1], with the range of this function being [0,1]. Therefore, there exist intervals Ik with
mutually disjoint interiors such that [−1,1] =⋃ Ik , and μ(Ik) 1/(4Bn) for each Ik . In this proof only, let I be the
set of integers k such that Ik ∩ supp(μ) is not empty, and we choose a point xk ∈ Ik ∩ supp(μ) for each k ∈ I . In view
of (6.1), we have for any P ∈ Πn,∣∣∣∣‖P ‖μ;1 −∑
k∈I
μ(Ik)
∣∣P(xk)∣∣
∣∣∣∣=
∣∣∣∣∑
k∈I
(∫
Ik
∣∣P(t)∣∣dμ(t)− ∫
Ik
∣∣P(xk)∣∣dμ(t)
)∣∣∣∣∑
k∈I
∫
Ik
∣∣P(t)− P(xk)∣∣dμ(t)

∑
k∈I
∫ ∫ ∣∣P ′(u)∣∣dudμ(t) 1
4Bn
1∫ ∣∣P ′(u)∣∣du (1/4)‖P ‖μ;1.
Ik Ik −1
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(3/4)‖P ‖μ;1 
∑
k∈I
μ(Ik)
∣∣P(xk)∣∣ (5/4)‖P ‖μ;1. (6.2)
In this proof only, let N be the number of elements in I , T denote the linear operator defined by T (P ) =
(P (xk))k∈I , and V be the range of T . The estimates (6.2) imply that T is invertible on V . In this proof only, let x∗ de-
note the linear functional defined on V by x∗(T (P )) = ∫ P dμ. We equip RN by the norm (rk)k∈I →∑k∈I μ(Ik)|rk|.
The estimates (6.2) imply that the dual norm of x∗ with respect to this norm is bounded from above by 4/3. The Hahn–
Banach theorem, together with the characterization of the dual of RN , implies the existence of wk ∈ R, k ∈ I , such
that the functional (rk)k∈I →
∑
k∈I wkrk extends x∗, and has the dual norm bounded from above by 4/3. In this
proof only, let μn be the measure that associates the mass wk with xk , k ∈ I . It is easy to check that the total variation
measure of μn associates the mass |wk| with each xk , k ∈ I . The statement that the functional (rk)k∈I →
∑
k∈I wkrk
extends x∗ means that∫
P dμn =
∫
P dμ, P ∈ Πn. (6.3)
The statement about the dual norm means that |wk| (4/3)μ(Ik) for k ∈ I . Therefore, the estimates (6.2) imply that
‖P ‖μn;1 =
∑
k∈I
|wk|
∣∣P(xk)∣∣ (4/3)∑
k∈I
μ(Ik)
∣∣P(xk)∣∣ (5/3)‖P ‖μ;1, P ∈ Πn.
We note that each μn is supported on a finite subset of supp(μ). Therefore, each μn is trivially ∞-compatible. Setting
νn = μ16n, n = 1,2, . . . , we have thus shown that the sequence {νn} is an ∞-compatible M–Z sequence of measures,
with each νn supported on a finite subset of supp(μ). 
Proof of Theorem 5.1(a). Let P ∈ Πn, x ∈ [−1,1], and Qx ∈ Π3n be defined by
Qx(y) = P(y)
(
4 − (x − y)2
4
)n
, y ∈ R.
Consequently, (5.2) and (5.8) imply that
σn(νn;P,x) =
∫
P(y)
(
4 − (x − y)2
4
)n
Φ3n(x, y) dνn(y) =
∫
Qx(y)Φ3n(x, y) dνn(y)
=
∫
Qx(y)Φ3n(x, y) dμ(y) = Qx(x) = P(x).
Since |4 − (x − y)2| 4 for all x, y ∈ [−1,1], the conditions (5.1) and (5.9) imply that
sup
n0
sup
x∈supp(μ)
∫ ∣∣Φ∗n(x, y)∣∣d|νn|(y) sup
n0
sup
x∈supp(μ)
∫ ∣∣Φ3n(x, y)∣∣dμ(y) c. (6.4)
Therefore, for any f ∈ L∞(νn) and x ∈ supp(μ), we have∣∣σn(νn;f,x)∣∣
∫ ∣∣Φ∗n(x, y)∣∣∣∣f (y)∣∣d|νn|(y) c‖f ‖νn;∞. (6.5)
Thus, (5.10) is satisfied if p = ∞. If f ∈ L1(νn) and g ∈ L∞(μ), we verify using Fubini’s theorem that∫
σn(νn;f,x)g(x) dμ(x) =
∫
f (y)σn(μ;g,y) dνn(y).
Since σn(μ;g) ∈ Π8n, the condition (5.1) implies that ‖σn(μ;g)‖νn;∞  c‖σn(μ;g)‖μ;∞. Therefore, using (6.5) with
μ in place of νn, we obtain that for every f ∈ L1(νn) and g ∈ L∞(μ),∣∣∣∣
∫
σn(νn;f,x)g(x) dμ(x)
∣∣∣∣
∫ ∣∣f (y)σn(μ;g,y)∣∣d|νn|(y) ∥∥σn(μ;g)∥∥νn;∞‖f ‖νn;1
 c
∥∥σn(μ;g)∥∥ ‖f ‖νn;1  c‖g‖μ;∞‖f ‖νn;1.μ;∞
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proved (5.10) for p = 1,∞. An application of the Riesz–Thorin interpolation theorem [3, Theorem 1.1.1] now
yields (5.10) for 1 <p < ∞.
Consequently, for any P ∈ Πn,
E8n,p(f )
∥∥f − σn(νn;f )∥∥μ;p = ∥∥f − P − σn(νn;f − P)∥∥μ;p  c‖f − P ‖μ;p.
Since P is arbitrary, this implies (5.11). 
In order to prove Theorem 5.1(b), we need two lemmas. First, we recall a well known fact from the theory of
approximation of analytic functions [27, Chapter IX, Section 3]. For the sake of completion, we will sketch a proof.
Lemma 6.1. Let x0 ∈ R, d > 0, and f be analytic on the complex neighborhood {z ∈ C: |z− x0| d}. Then for every
 ∈ (0, d) and integer n 1, there exists a polynomial P ∈ Πn−1 such that∣∣f (x)− P(x)∣∣ c(f, x0, d/)(/d)n, x ∈ [x0 − , x0 + ]. (6.6)
Proof. We may consider f (x0 + (◦)) in place of f , and write, in this proof only, δ = d/, so that x0 may be replaced
with 0, d by δ and  by 1, and f is analytic on a disc of radius δ > 1. Let P be the partial sum of the power series
expansion of f around 0 of degree n− 1. Then for x ∈ [−1,1],
f (x)− P(x) = x
n
2πi
∮
|ξ |=δ
f (ξ) dξ
ξn(ξ − x) .
Since |x| 1 and |ξ − x| |ξ | − |x| δ − 1 for x ∈ [−1,1], |ξ | = δ, we deduce that∣∣f (x)− P(x)∣∣ c(f, δ)
2πδn(δ − 1)
∮
|ξ |=δ
|dξ | = c(f, δ)δ−n. 
The next lemma helps us to estimate the norms of σn(νn;f ) on small intervals in terms of the norms of f on
slightly larger intervals.
Lemma 6.2. Let f ∈ C(μ), x0 ∈ supp(μ),  ∈ (0,2), I = [x0 − , x0 + ]∩ supp(μ), J = [x0 −2, x0 +2]∩ [−1,1],
and {νn} be an M–Z sequence of measures. Then for every integer n 0 and x ∈ I ,∣∣σn(νn;f,x)∣∣ c‖f ‖νn;∞,J + c1
(
4 − 2
4
)n
‖f ‖νn;∞. (6.7)
Proof. Let x ∈ I . If y ∈ [−1,1] \ J , then
4 − (x − y)2
4
 4 − 
2
4
,
and hence,∣∣Φ∗n(x, y)∣∣
(
4 − 2
4
)n∣∣Φ3n(x, y)∣∣.
Therefore, (5.1) and (5.9) imply that∣∣∣∣
∫
[−1,1]\J
Φ∗n(x, y)f (y) dνn(y)
∣∣∣∣
(
4 − 2
4
)n
‖f ‖νn;∞
∫ ∣∣Φ3n(x, y)∣∣d|νn|(y) c1
(
4 − 2
4
)n
‖f ‖νn;∞.
The estimate (6.4) implies that∣∣∣∣
∫
J
Φ∗n(x, y)f (y) dνn(y)
∣∣∣∣ ‖f ‖νn;∞,J
∫ ∣∣Φ∗n(x, y)∣∣d|νn|(y) c‖f ‖νn;∞,J .
Together with the definition of σn(νn;f,x), we are thus led to (6.7). 
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let
m = n d
2
4e2 log(e2/d)
.
Since d  2 and e2 exp(−4/e2) > 4.3  d , it is not difficult to see that m  n. In view of Lemma 6.1, we find a
polynomial P ∈ Πm = Πm, such that∣∣f (x)− P(x)∣∣ c(e/2)−m, x ∈ [x0 − 2d/e, x0 + 2d/e]. (6.8)
Hence, |P(x)|  c1 for x ∈ [x0 − 2d/e, x0 + 2d/e], and (5.5) (used with 2 in place of L and 2d/e in place of )
implies that |P(x)| c2(2e/d)m for x ∈ [x0 − 2, x0 + 2] ⊇ [−1,1]. Consequently,∣∣f (x)− P(x)∣∣ c3(2e/d)m, x ∈ supp(μ). (6.9)
Let J := [x0 − 2d/e, x0 + 2d/e] ∩ [−1,1]. Since the measures νn are ∞-compatible, the estimates (6.7) (with d/e in
place of ), (6.8), and (6.9) imply that for x ∈ [x0 − d/e, x0 + d/e] ∩ supp(μ) =: I and integer n 1,
∣∣σn(νn;f − P,x)∣∣ c4
{
‖f − P ‖νn;∞,J +
(
4 − d2/e2
4
)n
‖f − P ‖νn;∞
}
 c5
{
(e/2)−m + (2e/d)m
(
4 − d2/e2
4
)n}
 c6
{
(e/2)−m + (2e/d)m exp(−nd2/4e2)}.
(6.10)
Since m n, σn(νn;P) = P . Using (6.8) and (6.10) we conclude that for x ∈ I ,∣∣f (x)− σn(νn;f,x)∣∣= ∣∣f (x)− P(x)− σn(νn;f − P,x)∣∣ c7{(e/2)−m + (2e/d)m exp(−nd2/4e2)}.
In view of our choice of m,
∣∣f (x)− σn(νn;f,x)∣∣ c8 exp
(
−n d
2 log(e/2)
4e2 log(e2/d)
)
, x ∈ I. 
Proof of Proposition 5.2. We note that f ∈ Xp(μ) implies that En,p(f ) → 0 as n → ∞. Eq. (5.14) follows
from (5.13) and (5.11). Since τn(μ;f ) ∈ Π2n+3 , we verify easily that
τn(μ;f,x) =
∫
τn(μ;f,y)Kn+3(x, y) dμ(y). (6.11)
Further, since Kn−1(x, y), as a function of y, is in Π2n−1 , τn(μ;Kn−1(x,◦)) = 0. Therefore,∫
τn(μ;f,y)Kn−1(x, y) dμ(y) =
∫
f (z)τn
(
μ;Kn−1(x,◦), z
)
dμ(z) = 0,
and (6.11) may be rewritten in the form
τn(μ;f,x) =
∫
τn(μ;f,y)
(
Kn+3(x, y)−Kn−1(x, y)
)
dμ(y).
Since μ2n satisfies the quadrature formula (5.2), this implies (5.15).
In the remainder of this proof only, let
Pm(f, x) :=
∫
f (y)
(
Km(x, y)−Km−1(x, y)
)
dμ(y), x ∈ R, m = 0,1, . . . .
We note that the Parseval identity implies that
f =
∞∑
m=0
Pm(f ), ‖f ‖2μ;2 =
∞∑
m=0
∥∥Pm(f )∥∥2μ;2,
where the convergence of the first series is in the sense of L2(μ).
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Π2m−1 , and Pm(τn(μ;f )) = 0. Similarly, if n− 1m, then for each x ∈ R, Km(x,◦)−Km−1(x,◦) ∈ Π2m ⊆ Π2n−1 ,
and hence, for each x, t ∈ R,∫ (
Φ∗2n(y, t)−Φ∗2n−1(y, t)
)(
Km(x, y)−Km−1(x, y)
)
dμ(y) = 0.
Therefore, if n− 1m, then
Pm
(
τn(μ;f )
)= ∫ (∫ f (t)(Φ∗2n(y, t)−Φ∗2n−1(y, t))dμ(t)
)(
Km(x, y)−Km−1(x, y)
)
dμ(y)
=
∫
f (t)
∫ (
Φ∗2n(y, t)−Φ∗2n−1(y, t)
)(
Km(x, y)−Km−1(x, y)
)
dμ(y)dμ(t) = 0.
Hence, (5.14) implies that for any integer m 0,
∥∥Pm(f )∥∥2μ,2 =
∥∥∥∥∥
∞∑
n=0
Pm
(
τn(μ;f )
)∥∥∥∥∥
2
μ;2
=
∥∥∥∥∥
m∑
n=max(0,m−3)
Pm
(
τn(μ;f )
)∥∥∥∥∥
2
μ;2

(
m∑
n=max(0,m−3)
∥∥Pm(τn(μ;f ))∥∥μ;2
)2
 4
m∑
n=max(0,m−3)
∥∥Pm(τn(μ;f ))∥∥2μ;2
 4
m∑
n=max(0,m−3)
∥∥τn(μ;f )∥∥2μ;2.
This implies
‖f ‖2μ;2 =
∞∑
m=0
∥∥Pm(f )∥∥2μ,2  4
∞∑
m=0
m∑
n=max(0,m−3)
∥∥τn(μ;f )∥∥2μ;2  16
∞∑
n=0
∥∥τn(μ;f )∥∥2μ;2.
The proof of the second inequality in (5.16) is similar. Thus, arguing as before, we see that τn(μ;Pm(f )) = 0
except when nm n+ 3. So, for any integer n 0,
∥∥τn(μ;f )∥∥2μ;2 =
∥∥∥∥∥
∞∑
m=0
τn
(
μ;Pm(f )
)∥∥∥∥∥
2
μ;2
=
∥∥∥∥∥
n+3∑
m=n
τn
(
μ;Pm(f )
)∥∥∥∥∥
2
μ;2

(
n+3∑
m=n
∥∥τn(μ;Pm(f ))∥∥μ;2
)2
 4
n+3∑
m=n
∥∥τn(μ;Pm(f ))∥∥2μ;2  c
n+3∑
m=n
∥∥Pm(f )∥∥2μ;2.
Consequently,
∞∑
n=0
∥∥τn(μ;f )∥∥2μ;2  c
∞∑
m=0
∥∥Pm(f )∥∥2μ;2 = c‖f ‖2μ;2. 
Proof of Theorem 5.2. We will prove part (a). The equivalence of (a) and (b) is a simple consequence of Lemma 6.2
and the fact that σ2n+3(ν2n+3;P) = P for all P ∈ Π2n+3 . Let 2 > > 0, (5.17) be satisfied for J = [x0 − 2, x0 + 2] ∩
[−1,1] in place of I , and 0 < ρ1 < 1 and integer N be chosen so that for all integer nN ,∥∥τn(ν2n;f )∥∥μ;∞,J < ρ2n1 .
Since τn(ν2n;f ) ∈ Π2n+3 and ‖τn(ν2n;f )‖μ;∞  c‖f ‖μ,∞, we see from Lemma 6.2 applied with μ in place of ν2n
that for every x ∈ I := [x0 − , x0 + ] ∩ supp(μ),∣∣τn(ν2n;f,x)∣∣= ∣∣σ2n+3(μ; τn(ν2n;f ), x)∣∣ cρ2n1 + c1(1 − 2/4)2n‖f ‖μ,∞. (6.12)
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energy. Therefore, cap(I ) > 0. In view of a result of Wiener (cf. [28, Theorem 1.1, Appendix A]), I is a regular set.
Letting ρ := max(ρ1, (1 − 2/4)), we obtain from (5.4) and (6.12) that for every z ∈ C, and integer nN ,∣∣τn(ν2n;f, z)∣∣ c(f, x0, )(ρ exp(GI (z)))2n .
We observe that 0 < ρ < 1. Therefore, the series
∑∞
n=0 τn(ν2n;f, z) converges uniformly and absolutely on compact
subsets of the region {z ∈ C: |GI (z)| < log(1/ρ)}. Since I is regular, this is an open neighborhood of I . In view
of (5.14), the sum of this series is an analytic function that coincides with f on I .
The converse assertion follows immediately from Theorem 5.1(b) and the relevant definitions. 
It is proved by Lubinsky, Máté, and Nevai [14, Theorem 5] that the measures νn that associate the mass λk,2n+3+1
with each xk,2n+3+1, k = 1, . . . ,2n+3 + 1, form an ∞-compatible M–Z sequence. Further, it is proved in [18] that
the kernel Φn(μ(α,β);h,x, y) is a reproducing kernel of order n. Theorem 2.1 (respectively, Theorem 2.2) follows
from Theorem 5.1 (respectively, Theorem 5.2) since μ(α,β) has finite logarithmic energy and [−1,1] is a regular set.
Proposition 2.1 follows similarly from Proposition 5.2.
We now turn our attention to the proofs of the results in Section 4. The ideas are the same; we only sketch the proofs
when the technical details are essentially different. First, we recall from [20, Theorem 3.3] that if each Cn admits a
positive quadrature formula of order 16n, and wx, x ∈ Cn, are nonnegative weights satisfying (4.1), then∑
x∈Cn
wx
∣∣P(x)∣∣ c ∫
Sq
∣∣P(ξ)∣∣dμ∗q(ξ), P ∈ Πq16n.
Thus, the sequence of measures associating the weight wx with x ∈ Cn is the spherical analogue of a sequence of M–Z
measures.
We further recall an analogue of the Bernstein–Walsh inequality from [17, Estimate (22)]: For m = 0,1, . . . , 0 <
α < β  π ,
max
x∈Sqβ
∣∣P(x)∣∣ (π(2β − α)
α
)2m
max
x∈Sqα
∣∣P(x)∣∣, P ∈ Πqm. (6.13)
In [17], it was assumed that β < π . However, the same estimate holds clearly for β = π because of continuity.
Proposition 4.1 is proved exactly as Proposition 5.2. There are no new ideas involved, and we omit the proof.
Proof of Theorem 4.1. The proof of (4.3) is similar to that of (5.11). The estimate (4.4) is proved analogously to
Theorem 5.1(b) with the following differences. The role of Lemma 5.1 is played by (6.13). The analogue of Lemma 6.2
can be proved in exactly the same way, using the fact that (1 + x · y)n < 2n if x 	= y. The definition of the class Aq(x0)
is the substitute for Lemma 6.1. This is the reason why the estimate (4.4) is evidently weaker than the estimate (5.12).
Except for these technical differences, the proof of (4.4) follows that of (5.12) in exactly the same way. The proof of
part (b) is similar to that of Theorem 5.2, with no new ideas. 
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