A hierarchical classifier (cascade) is proposed for target detections. In building an optimal cascade, three heuristics are considered: (1) frontier following approximation, (2) controlling error rates, and (3) weighting. Simulations on synthetic data with various underlying distributions are carried out. It is found that weighting heuristic is optimal in both computational complexity and error rates. The contribution of this paper is to initiate a systematic comparison of several potential heuristics that can be utilized in building a hierarchical model. A range of discussions -regarding the implications and the promises of the cascade architecture, as well as techniques that can be integrated into this framework -will be provided.
improvement.
The rest of the paper is organized as follows. Section 2 describes the general architecture of a cascade model. Section 3 describes three types of heuristics, and their related implementation strategies. Section 4 describes the experiments and results. Section 5 gives some discussions.
Some future research topics are raised. Some concluding marks are provided in Section 6.
Architecture of a Cascade
We consider a binary classification problem. A cascade classifier has the following structure:
⇓≥ 0
Here C 1 stands for the first class, and C 2 stands for the second class. In our experiment, "C 1 "
is the clutter class (labelled by "0"s) and "C 2 " is the target class (labelled by "1"s).
Each intermediate node is made by a simple classifier:
otherwise the prediction is C 1 . We choose b j small enough such that the chance that an observation from C 2 is misclassified as an observation from C 1 is small. When a cascade is built, the thresholds b j 's will remain unchanged afterwards.
Note that at the early stage of a cascade algorithm, we would like to choose a simple kernel.
In later stages of a cascade algorithm, we tend to choose more complex kernels, to explore more difficult structures.
In building a cascade model, in the second node, we exclude all the training data that are predicted by the first classifier as in C 1 . In other words, the second simple classifier is built for the "remaining" observations that are classified as in C 2 by the first classifier. In general, the consequent classifier is built for the data that are classified as C 2 by the previous classifier.
Apparently the number of observations decreases, therefore the training of classifiers becomes easier.
For simple decision rules, we can apply Linear Discriminant Analysis (LDA). When a more complex model is needed, we can use Quadratic Discriminant Analysis (QDA). A description on how to find a decision rule via LDA and QDA can be found in [9] . When a more complex decision rule is needed, support vector machines can be applied, for example, with a radial basis function as kernel. More details on how to train support vector machines can be found in [4] .
A Geometric Tour on How (and Why) a Cascade Algorithm Works
We imagine the following simple procedure. A cascade starts with simple linear detectors (function f i 's). If targets are contained in a subregion of the space that is made by all image chips, a sequence of linear detection rules will outline a convex hull of the subregion that include (hopefully) most of the targets. See Figure 2 for an illustration.
There is a point in which no linear classifier will be effective in distinguishing a significant proportion of clutters from targets. However, it can still be true that by utilizing a more complex rule, e.g., quadratic or radial basis SVMs, it is possible to distinguish a significant amount of clutters from targets. A cascade approach shall automatically switch to a more complex decision rule when it is necessary. Figure 1 shows that when the target region has holes, support vector machines with radial basis functions can render an efficient classifier, while both LDA and QDA will fail. Note that since many clutters have been "rejected" in the previous stages, the sample size at the later stage is small. Hence support vector machines can be trained efficiently.
The Optimal Strategies in Building a Cascade
We consider what the optimal strategies are in building a cascade classifier. We limit our analysis on binary classification problems. The general description of a cascade is given. The optimality of a cascade is defined in an empirical sense. Finally, we propose some numerical experiments to compare different strategies. 
Cascade Classifier
Consider the diagram (1). For a fixed natural number L, a cascade with L levels can be written
where symbol x denotes the input, and symbol y denotes the response, which is binary (0 or 1 simple classifier has the form:
where x j is the jth component of a random vector x, and c is a constant. Let f 1 (x) = x j and t 1 = c, then the classifier f 1 (x) ≥ t 1 is equivalent to the classifier in (2).
To evaluate the performance of a given cascade, we consider an empirical approach.
Let N denote the total number of observations. Let N i , i = 0, 1 denote the numbers of observations that belong to classes '0' and '1' respectively. Let N 1 denote the number of observations that are classified as in class '0' by decision rule "f 1 (x) < t 1 ". Let N 2 denote the number of remaining observations. In general, among the N 2i−2 observations that are classified as '1' in the (i − 1)th step, let N 2i−1 denote the number of observations that are classified as class '0' by
and let N 2i denote the number of remaining observations.
Due to the hierarchical structure of a cascade, we must have
. . , L, and
, denote the number of observations that belong to class '0' and '1' respectively. The number of 1's which are misclassified as 0's is
At the same time, the number of 0's which are misclassified as 1's is
The above quantities are embedded in a cascade according to the following diagram:
A hierarchical classifier that has the above architecture is called a level-L cascade. Recall that each simple classifier is a binary classifier. Let If h produces the results in the diagram (3), we have
We define the following function:
where k is a positive integer. A cascade h is optimal if and only if the following condition is satisfied:
Or in other words, the optimal cascade should reside on the frontier of the feasible region. An illustration is shown in Figure 3 .
We consider strategies that can compute an optimal cascade. There are three classes of heuristics:
1. Frontier-following (in Section 3.2.1),
2. Controlled error rates (in Section 3.2.2), and 3. Weighting (in Section 3.2.3).
Before describing the above heuristics in details, we would like to make the following general comments:
1. We conjecture that finding the optimal cascade in a generic situation is a hard problem, especially when the number of levels L is large.
2. The current formulation does not address the generalization error rate. To study the generalization error, we may take advantage of the knowledge in structured risk minimization [17] .
3. Due to the difficulty of computing the optimal cascade, we hope to utilize some greedy algorithm to find a suboptimal cascade. The heuristics, which will be described later, are ways to explore different possibilities in this problem.
4. The frontier gives a set of cascade classifiers. The particular choice of a cascade depends on the cost of different types of errors. It is problem dependent, and we choose not to pursue in this direction.
Three Heuristics
We describe three types of heuristics. Section 3.2.1 describes strategies which follow the frontier of the feasible region. Section 3.2.2 describe a heuristic that is based on controlled error rates.
Section 3.2.3 describes a strategy that is based on the weighted misclassification rate.
Frontier Following
Optimal Cascade. Let h * (k, L) denote the optimal cascade classifier with L levels and k observations which are wrongly classified as 0's. We have
A single cascade classifier, h * (k, L), corresponds to a point on the frontier.
Computing h * (k, 1). When the level of a cascade classifier is 1, in many cases, there are fast algorithms to compute the classifier h * (k, 1), k = 0, 1, 2, . . . , N 1 . As an example, if the classifier are those that are used in CART:
For each variate x j , under the condition E 1→0 ≤ k, one can find the corresponding maximal error rate for E 0→1 . Note that the above problem is for a univariate distribution. The h * (k, 1) is obtained by taking the maximum for all x j 's.
Propagating. We develop a propagation algorithm to approximate the frontier. We start with some notations.
For a cascade, let R 1 (h) denote the region in which the response is predicted to be 1:
Let H A,k 1 denote all the simple classifiers in region A, whose error rate E 1→0 are no larger than
Note that the domain of the classifier h is the region A. Let r * (A, k 1 ) denote the classifier which is in the set H A,k 1 and takes the minimum of E 0→1 :
We may use the following heuristic to approximate the frontier. Note that we can not guarantee that the exact frontier will be found:
Algorithm Prop.
. . denote the solution to the following optimization problem:
End.
Note that the number N 1 in the first row of the above algorithm can be reduced to a small value,
given that the error rate, E 1→0 , can be controlled significantly smaller than the quantity N 1 . By doing so, a large amount of computation can be saved.
An Implementational Strategy. We describe a numerically appealing alternative to implement the algorithm in Section 3.2.1. Let K denote a fixed integer. We consider how to compute
The main idea can be illustrated by the following table:
In the above table, we have
Following a similar description as in Section 3.2.1, for entries in one column of the above table, One question is how to integrate the above algorithm with specific types of classifiers, e.g.
LDA or QDA. We provide a few suggestions. In the LDA, the discriminant direction can be computed first. Then the threshold is varied to achieve different error rates. In the QDA, similar approach can be taken: finding the quadratic form first, then the threshold is varied to obtained different error rates.
The complexity of a propagating algorithm can be relatively high, especially when the error rate E 1→0 is large. Suppose the simple classifiers are based on single variate functions, as in (2).
For a fixed coordinate, the computational complexity of finding the optimal classifier should be at least the order of complexity to sort the N coordinates, which is O (N log(N ) 
Controlled Error Rate
Sometimes we may want to quickly compute a sub-optimal cascade. The following approach can be adapted.
Algorithm CER.
1. Leth 0 be a classifier, which classifies everything to class '1':
The intuition of designing the above procedure is that hopefully, the finalh is close to the optimal classifier, h * (k).
We expect this approach to be very computationally efficient. This algorithm is analogous to the ideas in the MRC.
Weighting
We propose an alternative to the method controlled error rate. This method is also motivated by using Lagrangian multipliers to locate the frontier of a feasible region.
Let λ be a potentially large positive constant. By following a similar argument in Section 3.2.1, the following optimization problem can be solved efficiently.
where A denotes a region, the set H(A)) includes all simple classifiers residing in the region A, and λ is a positive constant.
The starting value of λ is typically large. One can gradually reduce the value of λ to produce a classifier that minimizes both E 0→1 and E 1→0 simultaneously.
We propose the following algorithm.
Algorithm Weighting.
1. Leth 0 be a classifier, which classifies everything to class '1': h 0 (x) = 1, ∀x.
Set = 0. performance on testing data was evaluated by the complementary ROC (c-ROC) curves, with
x-axis representing the missed detection rate and y-axis representing the false alarm rate. Each point on an f curve corresponded to a cascade, which was used to generate a point on the c-ROC curve.
All experiments were conducted in MATLAB codes.
Synthetic Data
In the following two examples, we simulated two data sets with different underlying distributions and compared the performance of three heuristic algorithms. For the method propagating, the levels of cascades were assigned as L = 2n, where n is the number of dimensions. For weighting,
We set λ = 40 and θ = √ 2. 
).
An explanation on the above decision rule is postponed to Appendix A. The conditional density of X in class i (i = 0, 1) is as follows
In the first example, we generated 1000 observations for training and 1000 for testing. In the second example, we assign α 1 = 0.2 and α 2 = 0.8, and both training and testing data sets contain 1000 observations for each class. Simulated data sets for these two examples are shown in Figure 4 . The running time comparisons of three algorithms are given in Table 1 . Figure   5 (a) and 6(a) contain the f -curves based on training data, and Figure 5 (b) and 6(b) are the c-ROC curves for testing data. For both examples, weighting and propagating approximate the theoretical boundaries very well, which implies their good generalization property. A small zigzag phenomenon was observed on the c-ROC curves generated by propagating. In Figure 7 , we study the phenomenon by connecting all pairs of corresponding points, and it is clearly seen that the whole trend is homogeneous despite some small random movements.
An IR Data
The method weighting seems most promising when taking both the performance and running time into consideration. We applied weighting to an infra-red (IR) image data set. The data set consists of 20000 training examples and 6898 testing examples of 300 dimensions. The results are shown in Figure 8 . In the c-ROC curve plot, we compared its performance with Maximal Rejection Classifier (MRC). It is clear that our method outperforms MRC.
Discussion
We will discuss the possibilities of techniques that can be integrated into the above framework.
We also discuss the relation of our approach to other existing methodologies.
Related works
Connection with MART and Boosting. MART [8, 7] is essentially a boosting method for tree models. Boosting has been proven to be an effective method in training classifiers, see [6, 15] .
A disadvantage of both MART and a direct output of boosting is that the trained classifier can be very complex: it is an additive model having a large number of components. Comparing to MART, a hierarchical model is much easier to implement, and will be guaranteed to be fast. The training of a hierarchical model can be faster than boosting. However, we expect boosting to provide a better performance.
It is interesting to note that in a successful application in computer vision, cf. [18] , the researchers first use a boosting approach to find an 'ideal' model. They then use a cascade (hierarchical model) to 'approximate' the 'ideal' one. They reported superior performance in simulations.
Connection with MRC. MRC [5] and an enhanced approach [12, 11] use the structure of a cascade detector. The difference from our proposed method is that in training an intermediate detector f i , we will allow different types of classifiers, e.g. SVM. The function f i can be highly nonlinear. This has not been systematically studied in existing framework. Moreover, we will research on how to choose the function type for f i adaptively. Conceptually, MRC is similar to CER.
Theoretical questions
The following are some theoretical problems for constructing a cascade.
1. What is the optimal strategy in deciding the single classifier at each step of a cascade?
2. Given a cascade, how to evaluate its rate of convergence? And in which sense?
3. How to characterize the generalization error of a cascade?
4. How to characterize the rate of approximation of a searching method to the frontier of (a class of) cascades.
How to guarantee the consistency of a computed cascade?
The detailed discussion on the above problems will be postponed for future publications.
Nonparametric approaches
Zhu and Hastie [19] recently proposed a nonparametric method in classification. They consider the likelihood ratio between two classes. The likelihood ratio is estimated by some kernel based nonparametric density estimation methods. In their framework, LDA and QDA become special cases. They provide evidences that their method can successfully classify data, in the situations that are hard for LDA and QDA. Their work can be considered as a generalization to the existing paradigm of LDA and QDA. It will be interesting to examine how to integrate their method into a cascade algorithm.
More on decision rules that are based on marginal distributions
Many questions that we asked above eventually transfer to how to design a classifier in a univariate case. In fact, many of the classifiers are combinations of a projection followed by a univariate classifier. If we can understand better about what an optimal univariate classifier should be, we have a good guidance to design a cascade. Note that so far, the decision rule
implies a simple cut-off decision rule. In the sense of Neyman-Pearson, such a classifier is only optimal when the likelihood ratio is a monotonic function of the variable. We will study the case with more general assumptions and more data-driven methods.
Regularization
Another interesting problem is to study whether the regularization (or the penalized likelihood methods) can be a framework to build a cascade model. If yes, what is(are) the advantage(s)?
How to integrate multi-scale features
An advantage of a cascade approach is its flexibility to incorporate various types of features, e.g. we avoid re-training from the observation x. To efficiently determine function f i , one can adopt the algorithm that has been used in CART [2] . In fact, for our purpose, a simplified version will suffice.
Note that in many multiscale transforms, e.g. wavelets, beamlets, wedgelets, and ridgelets, there exist fast discrete transform. Since the searching of an optimal univariate function f i is fast too. There will be an fast implementation for the entire procedure.
It is possible to consider f i as a function of a small number of features z j 's. By doing so, we can incorporate the interaction between features. Note that function f i can be highly nonlinear, and nonseparable.
The necessity of using more flexible classifiers
We compare the results between a cascade (using simple classifiers as "x j > c") and support vector machine using radial basis functions. Both methods are applied to an IR data set. The results are plotted in Figure 9 . It is found that SVM outperforms a cascade. It is mentioned earlier that a set of linear classifier can only detect the convex hull of a target region. The experimental results seem to indicate that the target region is not convex. By using more complex simple classifiers in a cascade, this under-performance is likely to be overcome. We leave this as a future work.
Conclusion
We studied three heuristics in building a cascade. The three heuristics are (1) frontier following approximation, (2) controlling error rates, and (3) weighting. Simulations on synthetic data are carried out. It is found that weighting heuristic is optimal in both computational complexity and error rates. The current winner -weighting algorithms -is applied to an IR data set. It is found that it outperforms some state-of-the-art approaches that utilize the same type of simple classifiers. However, it fails to some classifiers that utilize more complex decision rules.
The contribution of this paper is to initiate a systematic comparison on several potential heuristics that can be utilized in building a hierarchical model. We point out the implications and promises of the cascade architecture. We describe the feasibilities of integrating a range of techniques into this framework. Many future research directions are discussed.
A Theoretical boundary for Example 1
The class conditional probability has Gaussian distribution
, i = 0, 1.
In our example, we have Σ 0 = 10I, Σ 1 = I, and P r(Y = 0) = 1 − P r(Y = 1) = 0.7. The log-ratio
So a decision boundary can be described as
[ These figures show how the error rates change while the trained classifiers, which are trained by the training data, are applied to the testing data. This demonstrates the importance of using a more complex classifier at each stage.
