Supervised, semi-supervised, and unsupervised learning estimate a function given input/output samples. Generalization to unseen samples requires making prior assumptions about this function. However, many priors cannot be defined by only taking the function, its input, and its output into account. In this paper, we propose contextual learning, which uses contextual data to define such priors. Contextual data are neither from the input space nor from the output space of the function, but include useful information for learning it. We can exploit this information by formulating priors about how contextual data relate to the target function. Incorporating these priors regularizes learning and thereby improves generalization. This facilitates many challenging learning tasks, in particular when the acquisition of sufficient amounts of training data is prohibitively costly. The first contribution of this paper is a unified view on contextual learning, which subsumes a variety of related approaches, such as multi-task learning and learning using privileged information. The second contribution is a set of patterns for utilizing contextual learning for novel problems. The third contribution is a systematic experimental evaluation of these patterns in two supervised learning tasks.
INTRODUCTION
Figure 1: Context c is informative about function f from input x to output y An important branch of machine learning research focuses on supervised learning, estimating functions from input/output samples with the goal of predicting the correct output for new inputs. However, generalization to unseen samples always requires prior assumptions about the target function (Mitchell, 1980; Schaffer, 1994; Wolpert, 1996) . By incorporating stronger priors into machine learning, we can learn from less input/output samples or solve more challenging problems. But discovering useful priors is difficult, especially if we limit our focus to the input and output of the target function.
For many problems, there are additional data c available that are neither the input x nor the output y of function f but that carry valuable information about how f maps x to y, as illustrated in Fig. 1 . We refer to this kind of data as contextual data. Examples for contextual data are (i) intermediate results computed by the true underlying f , (ii) output of a related function (with input x) that shares computations with f , (iii) input of a related function (with output y) that shares computations with f , or (iv) relations between inputs x i and x j or between outputs y i and y j . Example: Suppose we want to estimate a function from the input/output samples: 3 → 14, 5 → 30, and 2 → 9. From looking at these data, it is not immediately obvious what the true underlying function is. However, if we provide contextual data and the prior that these data correspond to intermediate values that f computes, in this case 3 → 9 → 14, 5 → 25 → 30, and 2 → 4 → 9, we see that the function first squares its input and then adds five to intermediate result, f (x) = x 2 + 5. Contextual data together with a prior about how the data relate to f reveal the underlying function.
Incorporating such priors about how c relates to f is what we call contextual learning. By enforcing consistency with these priors, we regularize learning which improves generalization. Note that we 2 BACKGROUND Before providing a detailed explanation of contextual learning, we would like to discuss its relationship to other approaches in machine learning. Since we argue that additional data provide a means of incorporating priors, we begin with a discussion about the role of priors in machine learning.
Machine learning methods are only able to generalize beyond observed data by incorporating priors (shorthand for prior knowledge) about the target function f . Although not always stated explicitly, prior knowledge about f is reflected in every component of a machine learning approach: in the hypothesis space (e.g. by defining features, kernels, neural network structure), in the generation of training data (e.g. by data augmentation), in the learning procedure (e.g. by learning rate schedule), and in the learning objective (e.g. by including a regularization loss).
In this paper, we focus on incorporating priors into the learning objective by exploiting additional data. This idea per se is not new, and at the very heart of unsupervised and semi-supervised learning. Those paradigms, however, focus on using additional unlabeled input data, whereas contextual learning explicitly considers data that is neither input nor output data of the target function.
There are machine learning approaches that fit our definition of contextual learning, e.g. multi-task learning, multi-view learning, or slow feature analysis. We do not consider contextual learning to be an alternative to these approaches; instead, we provide a unified view that connects these seemingly different approaches, and extract generic patterns from them, which we describe in Section 4.
The contextual learning paradigm is also related to learning using privileged information (Vapnik & Izmailov, 2015) , in which an intelligent teacher provides additional privileged information. We view this as another instance of contextual learning, where the context is given by a teacher. But contextual data does not require a teacher, e.g. if the context is movement or time.
CONTEXTUAL LEARNING
In contextual learning we estimate a function f : x → y and optionally an auxiliary function β by minimizing two objective functions, the main objective L f and the contextual objective L c :
To define L f , we assume a supervised learning setting, in which the goal is to estimate a function f : x → y from a set of N input/output pairs {x i ,
. Then, L f corresponds to a standard supervised learning objective, e.g. mean-squared error for regression, and hinge loss for classification.
The contextual objective is captured by L c , which depends on contextual data c and can include the auxiliary function β. The exact form of L c , c and β depends on the contextual pattern applied (Sec. 4). For all patterns, c are data that are neither from the input space nor from the output space of f but carry valuable information about f , and are only needed for learning, not for prediction. Hence, the training data include M context samples in addition to the N input/output pairs,
). Each of the context samples relates to one or more input/output samples,
To exploit c for learning f , we formulate priors about how c relates to f in the contextual objective L c . To express L c , many patterns require f to be split into two functions, φ and ψ, where φ maps x to an intermediate representation s, and ψ predicts y based on s, hence y = f (x) = ψ(φ(x)) = ψ(s). This split exposes the representation s and facilitates the formulation of L c by relating s and c, possibly using β. Often it allows us to omit ψ and y from L c , i.e. to define L c (φ, β | {x}, {c}). For example, in the multi-task pattern (Sec. 4.2) the intermediate representation s is shared amongst the main task of predicting y with function ψ(s) and an auxiliary task of predicting c with β(s). The auxiliary task regularizes the shared function φ and improves generalization for the main task.
Note that we intentionally kept this formalization narrow to improve readability. It is straightforward to extend the ideas presented here to a reinforcement learning setting, to multiple types of contextual data, to multiple intermediate representations, and to more than one contextual learning objective.
TRAINING PROCEDURES
Since contextual learning requires us to optimize multiple learning objectives affected by different subsets of training data and functions, we need appropriate training procedures. We have identified three common training procedures that differ with respect to the order in which they (i) optimize the two objectives and (ii) modify the functions f and β:
Simultaneous learning jointly trains f and β by optimizing a weighted sum of the two learning objectives L f and L c (Weston et al., 2012) . This procedure introduces the need to find a good weighting of the different learning objectives, which might be difficult if the gradients of the objectives differ by orders of magnitude and vary during learning.
When splitting f into φ and ψ, as described in the previous section, we can choose among two additional procedures. In the decoupled procedure, we first optimize the contextual objective L c (φ, β | {x}, {c}), while adapting φ and β to learn the intermediate representation s. Then, we optimize the main objective L f (φ, ψ | {x, y}), while keeping φ (and β) fixed. This simple procedure is only applicable if the contextual objective provides enough guidance to learn a task-relevant representation s, whereas the simultaneous procedure is also applicable for "weak" contextual objectives L c . To alleviate this problem, the pre-train and finetune procedure first applies the decoupled procedure, but then optimizes L f (φ, ψ | {x, y}) while adapting φ, too, in order to fine-tune s for the task. This strategy is popular in deep learning as unsupervised pre-training (Erhan et al., 2010) and can be applied analogously for contextual learning. For this procedure to have an effect, L f must not be convex (otherwise, the pre-training step would be unlearned).
PATTERNS FOR CONTEXTUAL LEARNING
We will now present different contextual learning approaches, which we have grouped into patterns. We describe for each pattern the general idea, the underlying prior, the contextual data, and the contextual learning objective L c and the auxiliary function β. We point to successful applications of each pattern (also summarized in Appendix A) and visualize the patterns with schemas as in Fig. 2 .
How to read the schemas: The schemas show the functions, drawn as arrows, and the variables introduced in Section 3. Predictions of variables are indicated by·. Learning objectives are depicted in green. If variables are connected by ∼, there exists a learning objective to enforce similarity between them. The =-sign (see Fig. 6 ) indicates that a function is replicated (e.g. by weight sharing). Gray/dashed elements are only required at training time and can be omitted during prediction.
DIRECT PATTERN
The direct pattern leverages known, intermediate results of the computation performed by f . Given these intermediate results as contextual data c, we can learn a function φ that transforms x into the representation s such that s ∼ c, as shown in Fig. 2 . No auxiliary function β is required. The pattern is only applicable if c makes it easier to predict y, and if x contains enough information to predict c. The example in Section 1 is an instance of this pattern. To formalize this pattern, we use a suitable supervised learning objective L c = L direct (φ | {x, c}) that enforces the representation s to be equal to the context c as the contextual objective.
Applications: Machine learning approaches in computational biology frequently use this pattern to combine understanding from biology research with learning. For example, in contact prediction, the goal is to predict which parts of a folded protein are close to each other based on the DNA sequence that describes the protein. Virtually all learning-based approaches to this problem first predict intermediate representations s, such as secondary structures (local 3D structure categories), and then use s to predict contacts (Cheng & Baldi, 2007 ). The representation s can be reliably estimated which greatly facilitates learning φ.
Knowledge transfer, proposed by Vapnik & Izmailov (2015) uses this pattern, but includes an additional step of extracting features β(c) from the context. φ is then learned by regression, such that s ∼ β(c). They also suggest augmenting s with the original input x. Similarly, Chen et al. (2012) suggest to reconstruct only highly predictive features of c using a modified version of AdaBoost. By training the representation to predict both y using ψ, and c using the auxiliary learnable function β : s → c, we incorporate the prior that related tasks share intermediate representations. This pattern corresponds to multi-task learning (Caruana, 1997) , a type of transfer learning (Pan & Yang, 2010) .
MULTI-TASK PATTERN
To apply the multi-task pattern, we can use any suitable learning objective from supervised learning L c = L multi-task (φ, β | {x, c}) in order to learn to predict c from x. Applications: Multi-task learning has been successfully applied in a wide variety of tasks (Caruana, 1997; Pan & Yang, 2010) . Recently, Zhao & Itti (2015) proposed to use object pose information to improve object recognition in a convolutional deep neural network. Similarly, Levine et al. (2015) use image classification and pose prediction as context to teach a robot remarkable vision-based manipulation skills, such as stacking lego blocks or screwing caps onto bottles.
A special case of this pattern exploits unrelated tasks (Romera-Paredes et al. (2012) , Appendix B.2).
MULTI-VIEW PATTERN
The multi-view pattern is complementary to the multi-task pattern, treating contextual data as input instead of output. It applies when c are inputs of a related function (with output y) that share computations with f . This pattern corresponds to multi-view learning (Sun, 2013 ).
When we treat c as auxiliary inputs, we can use them in two different ways: explicitly by correlating them with the original input x (Fig. 4) , or implicitly by predicting the target output (Fig. 5) . In both cases, we learn functions φ : x → s and β : c → s , such that s ∼ s .
The multi-view (correlation) pattern assumes that correlated representations computed from related inputs are a useful intermediate representation for predicting the target output. It can be formalized with a learning objective that enforces the correlation between φ(x) and β(c),
. If we apply the decoupled training procedure, i.e. only optimize the contextual objective, we have to add constraints, e.g. unit variance, to L multi-view in order to avoid the trivial solution of having a constant intermediate representation. In case φ and β are linear, L multi-view with unit variance corresponds to Canonical Correlation Analysis (CCA). Applications: The pattern is often employed in multi-modal scenarios (Sun, 2013) . Chen et al. (2014) show how to enhance object recognition from RGB-only images by leveraging depth data. In computational neuroscience, the pattern is widely used to learn from multiple modalities (e.g., EEG and FMRI) or across subjects (Dähne et al., 2014) . The pattern can also be applied for clustering (Feyereisl & Aickelin, 2012) . The idea is to repeatedly cluster on both {x i } and {c j } and then return the clustering of x with the highest agreement with c. In a recent article, Wang et al. (2015) suggest and compare deep architectures that combine multi-task and multi-view learning, and show that a deep canonically correlated auto-encoder gives superior results for visual, speech, and language learning. The multi-view prediction pattern is based on the prior that predicting the target output from related inputs requires similar intermediate representations. It trains the functions φ : x → s and β : c → s such that both s and s map to the target output using the same prediction function ψ, e.g. using weight sharing. Since s and s are coupled to y via the main objective, we do not only regularize φ, but also ψ. Despite their similarities, we are not aware of any systematic comparison of multi-view and multi-task learning. Neither have we found applications of the prediction pattern in the literature. Our experiments provide a first empirical comparison of these patterns (Sec. 5). Pairwise patterns use contextual data c ij that carry information about the relationship between samples i and j to shape the intermediate representation (Fig. 6 , the = between x i → s i and x j → s j indicates weight sharing).
PAIRWISE PATTERNS

PAIRWISE SIMILARITY/DISSIMILARITY PATTERN
If the context gives information about similarity of samples with respect to the task, we can impose the prior that samples that are similar (dissimilar) according to their context should have similar (dissimilar) intermediate representations. Such context is often available as information about local neighborhoods of samples (Tenenbaum et al., 2000) . Another powerful source of similarity information are time sequences, since temporally subsequent samples often have similar task-relevant properties, as exploited by slow feature analysis (SFA) and temporal coherence (Wiskott & Sejnowski, 2002; Weston et al., 2012) . Additionally, an intelligent teacher can provide information about which samples are similar (Vapnik & Izmailov, 2015) .
Similarity can be enforced with a squared loss on the distance between similar samples:
where 1 denotes the indicator function. Solely using this objective might lead to trivial solutions where all samples are mapped to a constant. We can resolve this problem by imposing additional balancing constraints on s (Weston et al., 2012) or selectively push samples apart that are dissimilar according to the context (or optionally according to the labels y):
where σ is a function that measures the proximity of dissimilar samples in representation s. Candidates for σ are the margin-based σ(d) = max(0, m − d
2 ) for some pre-defined margin m (Hadsell et al., 2006) , the exponential of the negative distance σ(d) = e −d (Jonschkowski & Brock, 2014) , or the Gaussian function (Jonschkowski & Brock, 2015) . Vapnik & Izmailov (2015) incorporate similarity information into support vector machines by replacing the free slack variables with a function of c. This method incorporates the prior that slack variables should be similar for samples with similar context.
Applications:
This pattern has been shown to successfully guide the learner in identifying taskrelevant properties of x. Hadsell et al. (2006) show how to learn a lighting invariant pose representation of objects in the NORB dataset. Weston et al. (2012) show that regularizing a convolutional network with a temporal coherence objective outperforms pure supervised object classification in the COIL-100 dataset by 20% in terms of recognition accuracy. Jonschkowski & Brock (2015) apply the pattern in a reinforcement learning task for robot navigation, and show how leveraging temporal and robot action information enable the robot to learn a 2D state representation from raw observations, despite of the presence of visual distractors.
Note that this pattern only preserves local similarities between samples. If the context provides a global distance metric, Weston et al. (2012) propose to formulate contextual objectives for learning a distance-preserving mapping of x to c, e.g. based on multi-dimensional scaling (Kruskal, 1964) . Alternatively, the distance metric can be learned using context (Fouad et al., 2013) . Instead of exploiting only binary similarity information between samples, the pairwise transformation pattern exploits continuous information about the relative transformations between samples, to make the internal representation (or parts of it) consistent or equivariant with the known relative transformations. Such contextual data is often available in robot and reinforcement learning setups.
Consistency with the transformations c can be enforced in different ways: (a) Hinton et al. (2011) require the transformation c to affect s in a known way, and suggest the transforming autoencoder model shown in Fig. 7a to learn such an s. The idea is to learn to reconstruct the transformed input from the original input and the known transformation. (b) A less strict alternative is to only assume that all transformations are linear in s. Jayaraman & Grauman (2015) suggest to learn these transformations as an auxiliary task using the pattern depicted in Fig. 7b . (c) We can also turn this approach around and try to predict the transformation based on the original and the transformed representation (Agrawal et al., 2015) as depicted in Fig. 7c . All three variants (a)-(c) enforce equivariance of s wrt. to the relative transformations, and can be trained using supervised contextual objective functions. (d) Instead of optimizing for equivariance, we can also enforce that the same transformation has the same effect, when applied to different samples (Fig. 7d) . When transformations are discrete, we formalize this by penalizing the squared difference of the change in internal representation after applying the same transformation:
where ∆ denotes the change caused by the transformation, i.e. ∆φ(x i ) = φ(x i+1 ) − φ(x i ) for sequential data. This objective can be extended to continuous transformations by replacing the indicator function with a similarity function σ(c
) from Section 4.4.1. Our earlier work uses variants of this pattern to enforce only locally consistent transformations (by multiplying σ(φ(x i ) − φ(x j ))) or to enforce only consistent magnitudes of change by comparing norms ||∆φ(x i )|| (Jonschkowski & Brock, 2015) . Applications: Many results in the literature demonstrate the usefulness of the pairwise transformation pattern. Agrawal et al. (2015) report that using relative pose information as context can reduce the error rate on MNIST by half with respect to pure supervised learning. They also demonstrate the approach for scene recognition on the SUN dataset, and show that pre-training using limited of relative pose context data is almost as good class-based supervision. Jayaraman & Grauman (2015) demonstrate a recognition accuracy of ≈ 50% on the KITTI dataset, outperforming pure supervised learning (41.81% accuracy) and SFA (47.04%).
A special case of the pairwise pattern uses contextual data to impose distance information on the label, see Appendix B.1.
EXPERIMENTS
The related work, discussed in the previous section, demonstrated that contextual learning greatly improves generalization capabilities. Our experiments complement these results by systematically comparing the different contextual patterns in two supervised learning tasks. We outline the experimental rationale and results here, and refer to Appendix C for details.
SYNTHETIC TASK
In the first, synthetic, experiment the goal is to predict the position of a randomly moving agent in a 1-dimensional state space s. The learner cannot perceive s directly, but gets an observation x, which embeds s and a set of distractor signals in a high-dimensional space. The learned functions are linear (φ and β), and logistic functions (ψ), respectively. We study the effect of different combinations of contextual data, patterns, and training procedures on prediction accuracy. The contextual data are either a noisy variant of the real state (direct contextual data, Fig. 8a ), a second noisy high-dimensional observation (embedded, Fig. 8b ), or a noisy variant of the agent's actions, i.e. the agent's relative motion (pairwise, Fig. 8c ). We apply the direct, multi-view, multi-task, and pairwise transformation patterns, and perform training using the decoupled and the simultaneous procedures (pre-training is futile with linear functions). We compare to supervised and semi-supervised baselines. Results: While none of the baselines were able to solve the task with the given amount of training data, contextual learning achieved close to optimal performance with about 100 training samples. For each form of contextual data, there was at least one successful contextual learning pattern. Note that different patterns work well with different contextual data as shown in Fig. 8 . We see that for the direct contextual data (Fig. 8a) all contextual patterns except the multi-view prediction pattern are applicable and outperform the baselines. However, for the embedded data (Fig. 8b ) the simultaneously trained multi-view correlation pattern clearly outperforms the rest as the embedded context data exactly matches the priors of the multi-view pattern. The pairwise transformation pattern, when applied to pairwise contextual data (Fig. 8c) , is as effective as learning from direct contextual data.
HANDWRITTEN CHARACTER RECOGNITION
In this experiment, we test contextual learning for handwritten character recognition in images (see Fig. 9 ), where we use the pen trajectory as contextual data. In our experiments, we vary three properties: (i) the representation of the contextual data, either as continuous vectors or discrete categories, (ii) the applied pattern: direct, multi-task, or multi-view, and (iii) the training procedure: decoupled, pre-train/finetune, or simultaneous. In all our experiments, we keep the number of unlabeled data and contextual data fixed and examine how the accuracy of the main task is affected by changing the number of labeled data. All approaches use the same convolutional neural network architecture. As baselines we use purely supervised learning and unsupervised pre-training (deep auto-encoder). 
Results:
The results of this experiment are twofold: First, contextual learning can dramatically improve generalization, achieving the same performance using 5 labels per class as the baselines achieve with 100 (see Fig. 10b ). The second result is that the effectiveness of contextual learning does not only depend on the pattern and how it relates to the task and the contextual data that is available, but also on the representation of the contextual data (compare Figs. 10a and 10b ). When we use the vector of pen coordinates as context, the direct pattern provides some improvement over the baselines, but the multi-task and multi-view patterns do not improve the performance by large amounts (see Fig. 10a ). However, when discretizing the trajectories into a small number of categories and applying the multi-task pattern for predicting these categories, we drastically reduce the number of labels required to solve this task (see Fig. 10b ). This is not the case if we use other patterns. Moreover, we see that multi-task learning applied to the discretized context is not significantly influenced by the training procedure (compare to direct pattern). This shows that the multi-task pattern is able to find a good intermediate representation independently of the main task (Fig. 10c) .
CONCLUSION AND DISCUSSION
For estimating a function from data, input/output samples are the most obvious source of information. However, for many problems there exist other data that carry important information about how the target function maps input to output. The contextual learning paradigm that we present allows to leverage these contextual data to improve generalization by incorporating priors about how contextual data relate to the target function. To connect different lines of work in this area and to facilitate further analysis and application of contextual learning, we introduce a set of contextual learning patterns. We also provide a first comparison of these patterns in two supervised learning tasks.
Our experiments demonstrate that contextual learning can substantially improve generalization. They also show that this effect critically depends on a suitable combination of task, contextual data, and contextual learning pattern. A pattern is appropriate for a task if the given contextual data agrees with the pattern's prior. Further investigation of the interaction of contextual data and learning pattern will be the focus of our future work. Moreover, we do not believe the types of contextual data and patterns presented in this paper to be exhaustive. Ultimately, the patterns should be combined to include several sources of contextual data.
We believe that contextual learning can be a powerful paradigm for improving the effectiveness of learning approaches. In particular, reinforcement learning can benefit significantly from contextual learning (Jonschkowski & Brock, 2015) . Contextual learning is so effective in this setting because of the strong relationship between the different sources of data (observations, actions, and rewards over time). By formulating priors over their relationships, we can exploit these rich contextual data in order to learn better state, action and policy representations. This is contrast to most datasets available in machine learning, which are shaped according to the supervised learning paradigm and thus only consist of input/output samples. We, therefore, suggest to construct datasets that include more contextual data, and augment well-curated datasets such as ImageNet with context. The label distance pattern is a special case of the pairwise pattern, where the context defines distances between labels, not samples (see Fig. 11 ). An instance of this pattern, often used in structured prediction, is hierarchical multi-class learning (Silla Jr & Freitas, 2010) , where a hierarchy is imposed on the labels to penalize misclassifications between samples with similar classes less severely.
B.2 IRRELEVANCE PATTERN
Figure 12: Exploiting irrelevant context.
All patterns discussed so far only use contextual data that are related to the main learning task in a positive sense. RomeraParedes et al. (2012) show how to exploit knowledge about unrelated tasks, by enforcing the context to be orthogonal to the representation for the main task. The authors formalize this idea in a multi-task learning scenario by forcing ψ to be orthogonal to the auxiliary-task predictions β i (see Fig. 12 ) which allows to use knowledge about irrelevant distractors present in the input data. However, it is unclear how to efficiently formulate the orthogonality constraints between ψ and β i for the non-linear case, in order to exploit this pattern in deep learning.
C EXPERIMENTAL METHODS
The implementation of our experiments is based on Theano (Bastien et al., 2012) and Lasagne 1 . We have made our code publically available at: https://gitlab.tubit.tu-berlin.de/ rbo-lab/concarne.
C.1 SYNTHETIC TASK
Task: The task consists of an agent moving randomly through a 1-dimensional state space s t ∈ R where t denotes the time index. The space is split into two regions O 1 = {s | s > 0} and O 2 = {s | s < 0} and the goal of the learner is to determine in which of the two regions the agent is located. However, the learner cannot observe the state space directly, it only gets d-dimensional observations which are obfuscated by d − 1 distractors u (i) Baselines: We compare the contextual learning variants to a supervised method (logistic regression mapping x directly to y) and to two unsupervised methods. For the unsupervised baselines we apply either PCA or SFA to learn a 1-dimensional s, and then train a logistic regression mapping from s to y. For the logistic regression, we use L 2 regularization with C ∈ {0.001, 0.01, 0.1, 1.0, ∞} and choosing the result with the lowest test error. (Note that we do not apply L 2 regularization for training the contextual variants.)
Contextual Patterns: We implemented the four principal contextual patterns from Section 4, using a linear function for φ(x) = w . We apply Stochastic Gradient Descent with Nesterov momentum with value 0.9 to learn φ and ψ using a logistic regression loss in addition to the contextual objective. We train each pattern using the decoupled and simultaneous training procedures (pre-train/fine-tune is futile due to the linearity of φ and ψ, see Section 3.1).
For the direct pattern, we learn φ directly by performing a linear regression on c, using the mean squared error loss. When training simultaneously, we weigh the main and the contextual objective equally. We implement the multi-task pattern by using a linear function β(s) = w T β s for the auxiliary task and optimize it using linear regression. Again, we weigh the main and the contextual objective equally. We implement two versions of the multi-view pattern: first, the correlation variant, using β(c) = w T β c = s , optimizing for s ≈ s , secondly, the prediction variant. For the correlation pattern we have to give weight 0.99 to the supervised and 0.01 to the contextual objective, since the gradients from the contextual MSE loss and the supervised softmax loss differ by several orders of magnitude. Finally, we implement the pairwise pattern, in form of the transformation pattern. We use a simplified version of the variant depicted in Fig. 7c with a fixed auxiliary function β(s i , s j ) = s i − s j . Again, we weigh the main and the contextual objective equally.
Neural network structure and training: We use a convolutional neural network (CNN) with rectified linear units (ReLU). We first apply a convolution with 32 filters of size 5 × 5 followed by ReLU non-linearity and max-pooling. The same sequence is repeated, followed by 50% dropout and a fully connected layer of 32 ReLUs (the intermediate representation s). This is again followed by a 50% dropout and 20 softmax output units. The entire network has 52756 parameters. The supervised task is formulated using the categorical crossentropy loss and optimized using Nesterov momentum with learning rate 0.003, momentum 0.9, and batch size 20 for 100 epochs, followed by 10 epochs with learning rate 0.0003. All experiments are repeated 10 times.
Discretization: In the experiment, we test two different representations of the contextual data. The original continuous vector representation and a discretization into 32 classes, which we obtain with k-means clustering. The rationale behind the discretization is that the exact trajectory cannot be recovered from the image (because it is not clear from the image where the character trajectory starts). We tested the same discretization on the image in the semi-supervised baseline.
Applied patterns: We compare the direct pattern, the multi-task pattern, and the multi-view pattern. The direct pattern uses a mean-squared-error objective to enforce the intermediate representation to be equal to a 32D version of the pen trajectory or the one-hot-vector that corresponds to the discretized trajectory. The multi-task pattern incorporates an additional network layer to predict the context, either a linear layer with mean-squared-error loss to predict the trajectory or a softmax layer with cross-entropy loss to predict its discretization. The multi-view pattern uses two ReLUlayers with 32 units and dropout to compute the intermediate representation s which we tie to s with a mean-squared-error objective. Since this objective creates trivial solutions if trained independently, we optimize it simultaneously with the main objective (weighing them with 0.05 and 0.95, respectively). All other patterns are trained using the pretrain/finetune procedure unless indicated otherwise. For simultaneous training of the multi-task pattern, we used uniform weighting.
Baselines:
We compare against supervised learning on the labeled data and semi-supervised baselines: In the continuous case, we reconstruct the image using a convolutional autoencoder that mirrors the structure of the convolutional network. In the discrete case we use a similar structure as for multi-task learning but predict the discretized image instead of the discretized trajectory.
