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A NEW LOOK AT FINITELY GENERATED METABELIAN
GROUPS
GILBERT BAUMSLAG, ROMAN MIKHAILOV, AND KENT E. ORR
Abstract. A group is metabelian if its commutator subgroup is abelian. For
finitely generated metabelian groups, classical commutative algebra, algebraic
geometry and geometric group theory, especially the latter two subjects, can
be brought to bear on their study. The object of this paper is to describe some
of the new ideas and open problems that arise.
1. Introductory remarks
There was a conference at the City College of New York on March 17 and 18
of 2011, funded by the National Science Foundation, entitled Finitely Presented
Solvable Groups. The first named author of this paper discussed how geometric
group theory and algebraic geometry might play a role in better understanding
finitely generated metabelian groups, in particular the isomorphism problem. In
the past 18 months the present authors have introduced some new ideas which more
closely tie algebraic geometry to the isomorphism problem, in particular, and to
the study of these finitely generated metabelian groups [BMOa, BMOb]. A key
idea is that of para-equivalence of finitely generated metabelian groups, in which
localization of modules plays a fundamental and simplifying role, as it does in
algebraic geometry. The object of the present note is to provide a quick overview
of the general subject and to explain how these ideas come into play. Subsequent
papers will describe this in more detail.
Geometric group theory in the form of hyperbolic groups was introduced by
Gromov in 1983 [Gro84]. Gromov’s idea was to view infinite groups as geometric
objects, and with his extraordinary power and insight he revolutionized part of com-
binatorial group theory. This founded the subject of geometric group theory. In fact,
many of the ideas go back to Dehn in 1910, 1911, Tartakovski [Tar49b], [Tar49c],
[Tar49a], Lyndon, Weinbaum, Greendlinger, Lipschutz, Schupp (see the book [LS77]
for these and a host of references), and Rips [Rip82]. These hyperbolic groups are a
far cry from solvable groups, and more closely resemble free groups. In fact solvable
groups have been largely excluded from geometric group theory. Recently, some at-
tention has been paid to metabelian groups - witness the work of Farb and Mosher
[FM00], Eskin and Fisher and Whyte [EFW07], [EFW].
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The hyperbolic groups of Gromov are finitely presented, unlike many finitely
generated metabelian groups. However, as we will point out in due course, when
viewed as objects in the category of metabelian groups, they are finitely presented
and geometric ideas might, if properly developed, play a part in their study. Geo-
metric ideas of a rather different kind do arise naturally in the case of metabelian
groups through commutative algebra. This suggest that major progress may arise
through ideas borrowed from algebraic geometry.
2. Philip Hall’s approach
In 1954, Philip Hall began a systematic study of finitely generated metabelian
groups [Hal54] . We recall his approach here. To this end, we shall use the following
notation. Given a group G, we denote the conjugate g−1ag of an element a ∈ G
by the element g by ag, the commutator g−1a−1ga of g and a by [g, a] and the
subgroup of a group G generated by the commutators [x, y] = x−1y−1xy, where
x and y range over the elements of G, by [G,G]. Then G is termed metabelian if
[G,G] is abelian. Thus a metabelian group G is an extension of an abelian normal
subgroup A by an abelian group G/A = Q.
Hall first observed that one can view this subgroup A as a Z[Q]-module. Pre-
cisely, Q acts on A on the right by conjugation:
a(gA) = g−1ag (a ∈ A, g ∈ G).
So the integral group ring R = Z[Q] of Q acts on A which, writing it additively,
then becomes a right R-module:
a(Σni=1cigiQ) = Σ
n
i=1ci(g
−1
i agi) (gi ∈ G).
If G is finitely generated, then Q is a finitely generated abelian group. It then turns
out that A is a finitely generated R-module and so one can avail oneself of the
structure theory of classical commutative algebra. In particular, A is Noetherian.
3. A few properties of finitely generated metabelian groups
Philip Hall’s approach to the study of finitely generated metabelian groups de-
scribed above in §2 gave rise to an entire body of results. We describe some of these
below. Items 1, 2, 3 and 6 are due to Hall. A general reference to much of what is
described in this section can be found in the book [LR04].
(1) Finitely generated metabelian groups satisfy the maximal condition for nor-
mal subgroups, that is, any properly ascending chain of normal subgroups
is finite. This follows from the fact, adopting the notation above, that A is
Noetherian.
(2) Every finitely generated metabelian group G is finitely presentable in the
category of metabelian groups, i.e., G can be defined in terms of finitely
many generators and finitely many relations together with all relations of
the form [[x, y], [z, w]] = 1. We write a group presentation in the category
of metabelian groups using double angle brackets, as follows:
G = 〈〈x1, . . . , xm | r1 = 1, . . . , rn = 1〉〉.
(3) It follows from (2) that there are only countably many isomorphism classes
of finitely generated metabelian groups.
(4) Algorithmically, finitely generated metabelian groups are well behaved. So
for example, the word and conjugacy problem are solvable.
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(5) There is an algorithm to decide if a finitely generated metabelian group is
residually nilpotent, i.e., if the intersection of the terms of the lower central
series is trivial.
(6) Finitely generated metabelian groups are residually finite, i.e., the normal
subgroups of finite index have trivial intersection.
(7) Although finitely generated metabelian groups are not necessarily finitely
presented, every finitely presented metabelian group can be embedded in a
finitely presented metabelian group.
(8) Bieri-Strebel have introduced a geometric invariant which distinguishes the
finitely presented metabelian groups from the others [BS81]. It is commonly
believed that the computation of this invariant is algorithmic.
(9) Groves-Miller [GM86] have solved the isomorphism problem for free metabelian
groups, i.e., for metabelian groups which can be presented in the form
G = 〈〈x1, . . . , xm〉〉.
(10) As of now the isomorphism problem for finitely generated metabelian groups
remains, perhaps, the most intriguing open problem about these groups. At
first sight it seems to be connected to Hilbert’s Tenth problem which sug-
gests that this problem is algorithmically undecidable. We shall not touch
on this aspect of the isomorphism problem but go in a different direction.
We will say more about the isomorphism problem in the course of further
discussion.
4. The Bieri-Strebel invariant
Let Q be a finitely generated abelian group. As previously noted, for any ex-
tension G of a (not necessarily finitely generated) abelian group A by Q, the con-
jugation action of G on Q makes A into a Z[Q]–module. It is easy to see that
G is finitely generated if and only if A is finitely generated as a Z[Q]–module. A
homomorphism of Q to the additive group R of real numbers is called a valuation
of Q. Associated to each such valuation v one has the submonoid of Q
Qv = {q ∈ Q | v(q) ≥ 0}.
For valuations v, v′ we write v ∼ v′ if and only if there exists λ > 0 such that v(q) =
λv′(q) for all q ∈ Q. Let n be the torsion-free rank of Q. Then Hom(Q,R) ∼= Rn,
and there is an obvious identification between the set of equivalence classes of
nontrivial valuations of Q and the (n− 1)-sphere Sn−1.
Let A be a finitely generated Z[Q]–module. We can view A as a module over the
commutative ring Z[Qv] ≤ Z[Q]. Define ΣA to be the set of ∼ classes of valuations
v on Q such that A is finitely generated as a Z[Qv]–module.
The module A is said to be tame if ΣA ∪−ΣA = Sn−1, in other words, for every
valuation v of Q, either A is finitely generated as a Z[Qv]–module, or else it is
finitely generated as a Z[Q−v]–module.
Then Bieri and Strebel have proved the following theorems [BS81]:
(1) Submodules of tame modules are tame.
(2) If the finitely generated groupG is an abelian extension of the abelian group
Q, then G is finitely presented if and only if A is tame as a Z[Q]–module.
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5. The geometry of the Cayley graph and metabelian presentations
Gromov, in his paper in his paper [Gro84], introduced into group theory a view
of infinite groups as geometric objects. What follows here is a very short account
of Gromov’s basic idea and possible applications to the study of finitely generated
metabelian groups.
Suppose that G is a group equipped with a finite set X of generators. We
turn G into a metric space Γ = Γ(G,X) by defining the distance d(g, h) between
g and h to be the length of the shortest X-word equal to gh−1. It turns out
that Γ is an invariant of G, for if one changes the finite generating sets involved,
the metric spaces turn out to be quasi-isometric (see [BH99] for more details and
further explanation.) In the event that Γ has the geometry of a two-dimensional
hyperbolic space, then the group G is said to be hyperbolic. These hyperbolic
groups can be described in terms of the complexity of their word problems, i.e., in
terms of what are called isoperimetric functions. Roughly speaking, given a finite
presentation of a group, the isoperimetric function counts the number of times one
uses defining relations to prove that a given relator of the group is the identity.This
function is often referred to as the Dehn function. Hyperbolic groups turn out to be
those finitely presented groups with linear Dehn functions. Little is known about
isoperimetric functions of finitely presented solvable groups. Recently Kassabov and
Riley [KR] showed that the example described in §11, below, has an exponential
Dehn function, but when the extra relation bn = 1 is added, the Dehn function
becomes quadratic. This fascinating area needs further investigation. It would be
interesting to explore whether any of Gromov’s ideas can be adapted to the study
of finitely generated metabelian groups.
Because finitely generated metabelian groups are finitely presentable in the va-
riety of metabelian groups one can associate with them a corresponding relative
isoperimetric function. The first named author computed some of these isoperi-
metric functions of metabelian groups in Rio many years ago. Cheng-Fen Fuh in
her thesis at the Graduate Center of Cuny in 2000, computed the relative isoperi-
metric functions of a number of additional metabelian groups. In particular she
proved that the group 〈a, t | at = a2〉 has a linear relative isoperimetric function.
In the category of all groups, this group has an exponential isoperimetric function.
It is not clear how much of Gromov’s program can meaningfully be carried out for
metabelian groups, but it is conceivable that some of these ideas can be used. This
is a topic that has yet to be explored.
6. Hilbert functions
Let G be a finitely generated metabelian group, γn(G) the n-th term of the lower
central series of G. The Lazard Lie ring L(G) of G is defined to be the additive
abelian group
L(G) =
∞⊕
n=1
γn(G)/γn+1(G)
with binary operation
[aγm+1(G), bγn+1(G)] = [a, b]γm+n+1(G).
L(G) can be thought of as a linearization of G. Then it turns out that L(G)
is metabelian and satisfies the maximal condition on ideals. Several authors have
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proven, following Hilbert and Serre, that h(G) = Σ∞n=1rnt
n, where rn is the torsion-
free rank of γn(G)/γn+1(G), is a rational function, termed the Hilbert function. One
can define other growth functions for these metabelian groups following some of the
ideas that arise in algebraic geometry.
7. Where to go from here
As already noted, the major open problem about finitely generated metabelian
groups is the isomorphism problem. The structure of finitely generated metabelian
groups depends on the ideal theory of finitely generated commutative rings, and
the corresponding submodule theory of the modules over these rings. Adjunction
of inverses to rings and modules, that is, localization, results in simpler rings and
modules. Localization allows one to focus attention on rings with exactly one
maximal ideal, the so-called local rings. These rings need not be finitely generated,
but they remain Noetherian, as do the modules attached to them. This powerful
tool, localization, has been much used in algebraic geometry.
Localization, and the related tool of completion, provide the means for distin-
guishing one algebraic variety from another. They also provide an important way,
not an easy one, to study finitely generated metabelian groups and in particular a
possible way to attack the isomorphism problem. The major object of this paper is
to sketch some of the ideas that will be used in our ongoing work to investigate this
problem. We focus on the flexibility provided by localization to help deepen our
understanding of finitely generated metabelian groups. Note, for instance, that the
first named author used localization in the proof that finitely generated metabelian
groups can be embedded in finitely presented metabelian groups. This will be dis-
cussed further in the sequel. However in order to better understand the point of
view that we have used in investigating finitely generated metabelian groups, we
first recall some notions from algebraic geometry.
8. Affine algebraic sets, localization and completions
The model used in our study of finitely generated metabelian groups is an affine
algebraic set. We remind the reader that an affine algebraic set is a set X of
points in kn, where k is a field, consisting of the zeroes of a set of polynomials
in k[x1, . . . , xn]. These algebraic sets define a topology on k
n, in which they are
the closed sets. This topology is known as the Zariski topology. An irreducible
algebraic set, X , is called a variety, and an algebraic set X is a variety if the set of
polynomials that vanish on X is a prime ideal. The set A = A(X) of polynomial
functions on X can be identified with k[x1, . . . , xn]/I(X), where I(X) is the set of
polynomials vanishing on X . A is called the coordinate ring of X .
Among the points P on X are the so-called non-singular ones. These are the
points at which at least one of the partial derivatives does not vanish at P . The set
of functions in A which vanish at such a non-singular point P is an ideal, m, of A
and A/m ∼= k. It follows that m is a maximal ideal of A and so prime. S = A−m is
multiplicatively closed. Adjoin to A inverses of the elements of S - we will describe
this construction in more detail in §10. The result is a ring denoted AS containing
A in which the elements of S are now invertible. Adjoining the inverses of the
elements of S to m, denoted mS , yields a maximal ideal of AS , the unique maximal
ideal of AS . So AS is a local ring and is called the local ring of the point P . AS
is called the field of fractions of this local ring. In a local ring A with maximal
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ideal m the powers of m have intersection {0}. It follows that A embeds in its
completion using the powers of m. Two such local rings are isomorphic if and only
if the varieties on which the given non-singular points lie are birationally equivalent.
The latter holds only if the two fields of fractions are isomorphic. These ideas can
be adapted to study finitely generated metabelian groups.
9. A new approach to the isomorphism problem for finitely
generated metabelian groups
It seems that some of the ideas described above for studying the birational equiv-
alence of affine algebraic sets can be carried over to studying finitely generated
metabelian groups. To do so, we modify the techniques described above, namely
localization and completion. In order to do so, we observe that a finitely gener-
ated metabelian group Γ contains a normal subgroup G of finite index which is
residually nilpotent, see [LR04], p.73. So one can reduce the isomorphism problem
for finitely generated metabelian groups to a problem involving finite extensions
of finitely generated residually nilpotent groups and the isomorphism problem for
finitely generated residually nilpotent metabelian groups. In the event that a finitely
generated metabelian group G is residually nilpotent, both techniques, localization
and completion, become available. In this section we will describe how this comes
about.
To this end, we need to introduce some additional notation. Let G be a group.
Then we define γ1(G) = G and inductively for n > 1, γn(G) = [G, γn−1(G)]. Then
the series
G = γ1(G) ≥ γ2(G) ≥ · · · ≥ γn(G) ≥ . . .
is termed the lower central series of G. G is termed residually nilpotent if the inter-
section of the terms of the lower central series is trivial. Under these circumstances,
we can avail ourselves of a completion, by analogy with the one we described in the
discussion of algebraic geometry, the pro-nilpotent completion, the inverse limit,
Gˆ, of the quotients G/γn(G). Some of the properties of G carry over to Gˆ. In
particular, if G is polycyclic, then we will prove that the finitely generated sub-
groups of Gˆ are also polycyclic. We will be more interested in our attempts to
better understand the isomorphism problem, to investigate the implications when
two groups G and H have the same lower central quotients, i.e. if
G/γn(G) ∼= H/γn(H), for every n ≥ 1.
If G and H are residually nilpotent groups then we term H para-G if there exists
a homomorphism φ from G to H which induces isomorphisms from G/γn(G) to
H/γn(H) for n > 0. This notion will play an important role in our work. One of
the objectives of our work is to prove that there are surprisingly close connections
between H and G given the right hypothesis, as we will show in Theorem 10.2, our
Telescope theorem, and Theorems 12.1, 12.2 and 12.3. As a simple sample of such
a connection we note first the easily proved
Theorem 9.1. Suppose that G and H are residually nilpotent metabelian groups.
If H is para-G and if H is finitely generated, then G is also finitely generated.
It seems likely that given two residually nilpotent metabelian groups, one can
decide algorithmically whether they have the same lower central quotients. Of
course, if H is para-G, then G and H have the same lower central quotients. If G
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is free in some variety and G and H have the same lower central quotients, then H
is para-G. In particular, if a group H has the same lower central quotients as the
free group G, then H is para-G. These para-G groups are called parafree. There
exists finitely generated parafree groups which are not free. In fact, it appears
that for most groups G, there are para-G groups H which are not isomorphic to
G [Bau67, Bau69]. In order to obtain some deeper connections between a group
H which is para-G, and G, it turns out that localization can play a key role.
Indeed, the use of localization in the study of finitely generated residually nilpotent
metabelian groups parallels that of localization that arises in algebraic geometry
detailed above. The basic idea here goes back to Levine although the work of
Baumslag and Stammbach seem related [Lev89b, Lev89a, BS77].
We note in passing that a related construction to localization, which like lo-
calization is a smaller version of completion, arose from work in low dimensional
topology. Jerome Levine defined what he called the algebraic closure of a group to
study concordance of knots [Lev89a, Lev89b]. Let f : G→ H be a group homomor-
phism which induces an isomorphisms of lower central quotients. Then f induces
an isomorphism of the pro-nilpotent completions. These huge groups, often un-
countable, can be unwieldy. Levine observed that a smaller, countable subgroup of
the pro-nilpotent completion effectively replaces completion when studying finitely
generated groups. Homomorphisms that induce isomorphisms on lower central se-
ries quotients become isomorphisms after taking closure, and the closure can be
described as a direct limit through para-equivalencies of groups. The group closure
functor G 7→ G that appeared in Levine’s work has played a significant role in low
dimensional topology.
For metabelian groups, the localization tools which have their origins in com-
mutative algebra, and are suggested by algebraic geometry, agree with Levine’s
topologically inspired group closure.
10. Localization of finitely generated, residually nilpotent,
metabelian groups and the Telescope Theorem
The objective of this section is to describe, in part, the role localization plays
in our efforts. Statement (3) below is our Telescope Theorem, which shows that in
a sense, our group localization of a group G has the property of being locally G.
That is, every finitely generated subgroup is contained in an isomorphic copy of the
given group G. This has substantial consequences, and motivates our forthcoming
definition of para-equivalence of groups.
We will need what can be viewed as an instantiation of the change of coefficients
involving the second cohomology of a group, which we term here an extension
pushout. In order to define such an extension pushout, suppose that H is a group
and B is an abelian normal subgroup of H with quotient P . So H is the middle of
a short exact sequence
0 −→ B β−→ H −→ P −→ 1.
Here β is the inclusion of B in H . H acts on B as a group of automorphisms by
conjugation, as does P , and so we can form the semi-direct product H ⋉ B. We
will denote the elements of H ⋉B simply as hb (b ∈ B, h ∈ H).
Now suppose that S = 1 + ker {Z[P ]→ Z}, and that s ∈ S. Consider a Z[P ]-
module homomorphism γ : B → B, given by b 7→ b · s. This allows us to form a
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new semi-direct product H ⋉ B. Then it follows that the subgroup K of H ⋉ B
generated by the elements b−1γ(b) (b ∈ B) is normal in H⋉B. We call (H⋊B)/K
the extension pushout of B into B through H via γ. Then, given the conditions
above, the following lemma holds.
Lemma 10.1. (1) The extension pushout E of B into B through H via γ is
isomorphic to H.
(2) The canonical homomorphsm φ of H into E mapping h ∈ H to the coset
hK in E is a monomorphism if H is residually nilpotent, and to a proper
subgroup if γ is not onto.
We will provide details of the proof of Lemma 10.1 in [BMOa].
We come now to the formulation of our Telescope Theorem, Theorem 10.2. To
this end, let G be a finitely generated, residually nilpotent, metabelian group, and
let A be the derived group of G, written additively as usual, and let Q = G/A. Let
I be the augmentation ideal of the group ring R of Q, i.e., the elements of R with
coefficient sum zero. A can be viewed as an R-module as already noted. It then
follows from the residual nilpotence of G, that
∞⋂
n=1
AIn = 0.
Now set S = 1 + I. Then S is multiplicatively closed and contains the identity 1.
Observe that if a ∈ A, a 6= 0 and s ∈ S, then as 6= 0. Suppose the contrary. Now
s = 1 − α, α ∈ I, and 0 = as = a(1 − α) implies a = aα and therefore a = aαn
for every n. Hence a = 0. We now form what is termed A localized at S, which
we denote here by AS , and which consists of the equivalence classes of A× S with
respect to the equivalence relation ∼ defined as follows:
(a, s) ∼ (b, t) if (at− bs)u = 0 for some u ∈ S.
We denote the equivalence class of (a, s) by a/s and turn AS into an R-module in
the obvious way.
Since S is countable, we can enumerate the elements of S:
S = {s0 = 1, s1, s2, . . . , sn, . . . }.
Now for each i = 0, 1, . . . , define Ai = A, and define the Z[Q]-module homomor-
phism γn : An → An+1 given by a 7→ a · sn. The homomorphism
ψ : A0 → AS defined by a 7→ a/1
extends to a homomorphism A1 → AS , and this inductively defines injective ho-
momorphisms An → AS . Then AS becomes a properly ascending union of its
submodules An.
Theorem 10.2. (The Telescope Theorem) Let G be an extension of A by Q.
Then G is the middle term in a short exact sequence of groups
A
φ→֒ G։ Q
where φ is the inclusion of A = A0 in G. Now put G0 = G. Notice that Ai is
a proper submodule of Ai+1. Now let G1 be the extension pushout of A0 through
A1 ⋊G0 via γ0, G2 the extension pushout of A1 through A2 ⋊G1 via γ1, . . . , Gn
the extension pushout of An−1 through An ⋊ Gn−1 and so on. Then by Lemma
10.1 each of the Gn is isomorphic to G and the image of Gn−1 under the canonical
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homomorphism of Gn−1 into Gn is a proper subgroup of Gn. If we abuse the naming
of the various groups involved in the sequence of groups above we obtain a properly
ascending sequence of groups
G = G0 < G1 < · · · < Gn < · · · < G∞ =
⋃
n≥0
Gn.
If we now define GS to be the extension pushout of A = A0 through AS ⋊G via the
map ψ defined above. Then it turns out that GS is isomorphic to G∞. We refer to
GS as G localized at S, or as the telescope of G.
We will give a complete proof of the Telescope Theorem in [BMOa]. As previ-
ously stated, this construction coincides with Levine’s group closure for metabelian
groups. The construction of GS and AS from G and A is functorial.
11. Embedding groups and localization
It turns out that localization not only provides a new tool for studying finitely
generated metabelian groups, as we show in the sections that follow, but also allows
for new embedding theorems which we hope will provide insights into this amazingly
complex family of groups. Here is an illustration of one use of localization which
sheds light on how one can embed a finitely generated metabelian group in a finitely
presented metabelian group. We use a different multiplicative set than used in most
of this paper, and to avoid possible confusion, we denote this new multiplicative
set by K, and preserve the notation S in this paper for the multiplicative set
1 + ker{Z[Q]→ Z} used in our group telescope.
To this end, consider the group
G = 〈b, s, t | [s, t] = 1, bs = bbt, [b, bt] = 1〉,
It turns out that G is actually the result of localization. To see how this comes
about, let W be the wreath product of one infinite cyclic group by another,
W = 〈b〉 ≀ 〈t〉.
It is worth explaining what this means. Here W = AQ, where Q = 〈t〉 and A is the
free abelian group, freely generated by the conjugates of b by the powers of t. W is
not a finitely presented metabelian group. Indeed it can be presented in the form
W = 〈b, t | [b, bti ] = 1, i = 1, 2, . . . 〉
but it cannot be finitely presented. The problem here is that infinitely many of
these commuting relations are needed in order to present W . Now let R be the
integral group ring of T and let K be the set of powers of 1 + t. Then
RK = {r/s | r ∈ R, s ∈ K}
and
AK = {a/s | a ∈ A, s ∈ K}.
AK is then an RK-module and U = gp(t, s = 1+ t) is a free abelian group on s and
1 + t and it acts on AK by right multiplication. So we can form the semi-direct
product AK ⋊ U of AK and U . This then is our group G .
Note how these finitely many relations suffice to make all of the conjugates of
b by the powers of t commute. The following simple observations show how this
comes about. First we have [b, bt] = 1. So
1 = [b, bt] = [b, bt]s = [bs, bts] = [bs, bst] = [bbt, (bs)t] = [bbt, btbt
2
]
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and from this it follows that [b, bt
2
] = 1, and similarly, that all of the conjugates
of b by the powers of t commute. It is this kind of trick that enables one to
embed finitely generated metabelian groups in finitely presented metabelian groups
[Bau73], [Rem73].
If we had chosen K to be the set of non-zero divisors of R, and U to be the
multiplicative subgroup ofRK generated byK, then the semi-direct product U⋉BK
is a metabelian group with an extremely interesting array of subgroups. We will
use variants of this kind of group in constructing completions of finitely generated,
residually nilpotent, metabelian groups.
A careful examination of the group GS reveals surprising aspects which resemble
the nature of the group G discussed above. In fact it allows us to construct a
slightly different way of embedding a finitely generated metabelian group into a
finitely presented metabelian group. Although this does not differ substantially
from the first named author’s original proof, it does lead to a slightly different view
of that theorem. Indeed using the ideas involved in the discussion of theTelescope
Theorem, Theorem 10.1, enables us to prove the following new theorem which is
not easily proved alongs the lines of the earlier proof of the general embedding
theorem.
Every finitely generated residually nilpotent metabelian group can be embedded in a
finitely presented residually nilpotent metabelian group.
So the use of localization might well lead to a deeper understanding of finitely
generated metabelian groups and their close connections with finitely presented
metabelian groups.
12. Some of the implications of the use of localization
Now suppose that G andH are finitely generated residually nilpotent metabelian
groups and that H is para-G. Then H comes equipped with a homomorphism
φ : G → H which induces an isomorphism on the corresponding quotients of their
lower central series. The homomorphism φ is a monomorphism and in particular
induces an isomorphism from Gab = G/[G,G] to Hab = H/[H,H ] . So we can
identify Hab with Gab which we denote simply by Q. Let R be the integral group
ring of Q, I the augmentation ideal of R and let S = 1 + I, as before. Then we
have this crucial results linking the telescopes GS and HS and their submodules
and some consequences of them as detailed below.
(1) The monomorphism φ induces an isomorphism
φS : GS −→ HS .
(2) If we now put A = [G,G] and B = [H,H ] then φS induces an isomor-
phism between the R-modules AS and BS and so φ
−1
S maps BS to AS . In
particular φ−1S maps B into AS .
(3) Now B is a finitely generated R-module and AS is an ascending union of
its R-submodules Ai (see §10), so there exists an integer ℓ such that φ−1S
maps B into Aℓ. As already noted, the R-submodules Ai are isomorphic
to the R-module A. If now G is finitely presented, then A and also the Ai
are tame R-modules and so too are their submodules (see §4). So B is a
tame R-module. Consequently H is also finitely presented. Thus we have
proved the rather surprising theorem:
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Theorem 12.1. Suppose that G and H are finitely generated residually
nilpotent metabelian groups and that H is para-G. Then H is finitely pre-
sented if and only if G is finitely presented.
(4) Recall once again that the Telescope Theorem states that a countable group
GS is a union of an increasing, countable sequence of copies of groups
isomorphic to G. If a finitely generated group H is para-G, then for any
generator ofH , there is some group Gn in this filtration of GS that contains
that generator of H . Thus we have unexpected theorem:
Theorem 12.2. Suppose G is a countable, residually nilpotent, metabelian
group. If a finitely generated group H is para-G, then there are inclusions
G ≤ H and H ≤ G, both inducing isomorphisms on lower central series
quotients.
We call this para-equivalence of groups. That is, G and H are para-
equivalent if H is para-G and G is para-H . Restated, the above theorem
states that if H is finitely generated and para-G, then G and H are para-
equivalent.
(5) Observe, as well, that for similar reasons, the Telescope Theorem implies
another theorem:
Theorem 12.3. Suppose that H is a finitely generated, residually nilpotent,
metabelian group such that H is para-G. If G is polycyclic, then so too is
H. That is, a group para-equivalent to a polycyclic group is also polycyclic.
(6) Finally we note that we can prove a variation of Theorem 12.3 which takes
a somewhat different form.
Theorem 12.4. If G is a finitely generated subgroup of the pro-nilpotent
completion of a residually nilpotent metabelian polycyclic group, then G is
polycyclic.
13. Classifying para-equivalent metabelian groups
he following theorem is mostly a summary of some of the results from the prior
two sections, accumulating these results for the classification theorem and examples
that follow. However, statement i) below holds some new information.
Theorem 13.1. Let G and H be residually nilpotent, metabelian groups with H
finitely generated. Then
i) H is para-equivalent to G if and only if there is a homomorphism G → H
inducing an isomorphism GS → HS.
ii) The function G 7→ GS is functorial. In particular, G and H are isomorphic
if and only if there is a diagram as follows, where the vertical homomor-
phisms are inclusions:
G H
GS HS
✲
∼=
❄ ❄
✲
∼=
.
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In particular, the isomorphism class of the Z[Gab]-module [G,G]S is an invariant
of the para-equivalence class of G.
The difference between statements i) and ii) create the foundation for our
forthcoming Classification Theorem 13.5 for isomorphism classes of para-equivalent
groups.
If Ann([G,G]) is the annihilator of [G,G], viewed as a module over the quotient
ring Z[Gab], then it becomes a faithful module over the ringR = Z[Gab]/Ann([G,G]),
i.e., each non-zero element of R acts non-trivially on [G,G]. Following our analogy
with algebraic geometry, we call R the coordinate ring of G. The coordinate ring,
too, is an invariant of the para-equivalence class of G.
Theorem 13.2. Let G be a finitely generated, residually nilpotent group, and sup-
pose H is a para-G group. Then the coordinate ring of G is isomorphic to the
coordinate ring of H.
We classify isomorphism classes of groups para-equivalent toG using properties i)
and ii) of Theorem 13.1, and some basic observations about submodules of [G,G]S .
Toward that goal, we first consider submodules C ≤ [G,G]S . Following the theory
of ideal classes in Dedekind domains, we call such a sub-module an S-fractional
submodule if it is finitely generated and the inclusion of C in [G,G]S induces an
isomorphism between CS and [G,G]S . We denote the set of S-fractional submodules
by F([G,G]S).
Lemma 13.3. Each S-fractional submodule C ⊂ [G,G]S determines a para-G
group. We’ll call this the para-G group determined by C.
In order to see how to prove Lemma 13.3, we need to use our Telescope Theorem.
Since [G,G] is a finitely generated module, there is some element s ∈ S such that
s · [G,G] ⊂ C. The resulting homomorphism [G,G]→ C induces a homomorphism
of second cohomology groups H2(Gab; [G,G])→ H2(Gab;C) and thereby gives rise
to an extension of C by Gab. The resultant extension is then what we have termed
the para-G group determined by C. Note then an automorphism of GS determines
an automorphism of [G,G]S , and therefore an action of Aut(GS) on F([G,G]S).
We term two fractional S-modules equivalent if such an induced automorphism of
[G,G]S maps one onto the other.
Definition 13.4. We define the ideal class monoid of G, Cℓ(G) to be the set of
equivalence classes
Cℓ(G) = F([G,G]S)
Aut(GS)
.
That is, Cℓ(G) is the set of S-fractional modules where two are equivalent if an
induced automorphism of [G,G]S maps one onto the other.
Some examples in the remaining sections, and especially §14, will help to justify
using the term ideal class monoid. Then we have the following important theorem.
Theorem 13.5. Isomorphism classes of groups para-equivalent to G lie in one-to-
one correspondence to elements of Cℓ(G).
14. Examples
We give a number applications of Theorem 13.5, with minimal explanation.
Details will appear in forthcoming papers.
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For the remainder of this paper we always assume that G is a finitely generated,
residually nilpotent, metabelian group. These hypotheses will not be repeated.
The coordinate ring of G plays a central role in calculating the ideal class monoid
Cℓ(G). In this section and the next, we consider the simplest cases, where the
coordinate ring is a principal ideal domain or a Dedekind domain. The module
theory of Dedekind domains is highly structured, and should admit a deeper analysis
than given here.
Most of our examples in this section lie in a rich, but on the face of it, a relatively
simple class of groups. Throughout the following discussion, we denote the infinite
cyclic group with generator t by T and, as usual, use multiplicative notation for
T . So the integral group ring Z[T ] of T is simply the ring of polynomials in t
and t−1, i.e., consists of finite Laurent polynomials in t. We assume that the
groups G that we consider here take the form T ⋉A, where A is an abelian group,
and that Gab modulo the torsion subgroup of Gab is infinite cyclic. We denote the
coordinate ring of G by R and by AutR(AS) the group of R-homomorphisms of AS .
Now AutR(AS) acts on F(AS) which again gives rise to an equivalence relation on
F(AS). We denote the set of equivalence classes under this equivalence relation by
CℓS(A). It then turns out, for groups of the form T ⋉A as above, that
Lemma 14.1.
Cℓ(G) = CℓS(A).
If A is the additive group of the coordinate ring R of G then the group U of units
in the ring R acts on A by right multiplication and we can form the semi-direct
product U ⋉A. Many of our examples will either take this form or variations of it.
Now Lemma 14.1 states that for groups which split over an infinite cyclic group,
the action of Aut(GS) on the set of S-fractional modules is equivalent to the action
of the group of module automorphisms of AS . The simplest case is that in which
the coordinate ring R is a principal ideal domain. We have the following theorem:
Theorem 14.2. Let A be the additive group of the ring R = Z[T ]/J , where J is
an ideal of Z[T ] and let G = T ⋉ A. If R is a principal ideal domain, then any
finitely generated para-G group is isomorphic to G.
For instance, consider the groups G = T ⋉Z[1/n], n 6= 2, where we view Z[1/n]
is the additive subgroup of the subring of the rational numbers with denominators
a power of n. (The example n = 2 is not residually nilpotent.) Here tn acts on
Z[1/n] by multiplication by n. Then the coordinate ring of G is Z[1/n], a principal
ideal domain. Hence any para-G is isomorphic to G by Theorem 14.2.
Another interesting example is the Lamplighter group, the wreath product of
the group C2 = 〈a | a2 = 1〉 of order 2 and the infinite cyclic group T = 〈t〉:
L = C2 ≀ T = 〈a, t | a2, [a, t−katk] for all k ∈ Z〉.
This coordinate ring of L is Z[T ], a Laurent polynomial ring over a field, and thus
a principal ideal domain. Again Theorem 14.2 applies.
One can construct numerous other interesting examples. Here we give an exam-
ple of a group G such that any group para-equivalent to G is isomorphic to G but
for which the coordinate ring for G is not a principal ideal domain.
Example 14.3. Consider the group G = C2 ⋉ A, where now A is the additive
group of the integral group ring of C2 and C2 acts on A by right multiplication.
14 GILBERT BAUMSLAG, ROMAN MIKHAILOV, AND KENT E. ORR
Then the coordinate ring of G is Z[C2]. One can show that an ideal J ≤ Z[C2] is
S-fractional if and only if J ∩S 6= ∅. But in the ring Z[C2], every S-fractional ideal
is a principal ideal, and hence, every group para-equivalent to G is isomorphic to
G.
We conclude with an example where Cℓ(G) is infinite. We give only one example.
To this end, consider the wreath product:
W = 〈b〉 ≀ 〈t〉 = 〈t, b | [b, t−kbtk] for all k ∈ Z〉.
Then, for example, if J is the ideal of Z[T ] generated by 2t−1 and 2−t. The groups
T ⋉ J and W are para-equivalent. However J is not a principal ideal and therefore
the two groups are not isomorphic. Contrast this with the Lamplighter example, a
quotient group of the above example, and one for which para-equivalence implies
isomorphism.
15. Further examples and Dedekind domains
We consider the next simplest example, where the coordinate ring is a Dedekind
domain.
Recall that a Dedekind domain is an integral domain such that non-zero proper
ideals factor uniquely into products of prime ideals. Such rings are integrally closed,
i.e., they contain the roots of monic polynomials over the integers. The ring of
algebraic numbers in a number field is a Dedekind domain, as well as the coordinate
ring of a nonsingular, geometrically integral, affine algebraic curve over a field k.
We will consider special Dedekind domains, that is, Dedekind domains which
are quotient rings of a Laurent polynomial ring on a single variable. We call such
a Dedekind domain a Laurent domain.
We first consider examples of the form G = T ⋉D where D is a ring of algebraic
integers over a real quadratic extension of the rationals. More precisely we consider
fields of the form Q(
√
d) where d is a square free positive integer. In any such
number field, the ring of algebraic integers is the field of the roots of monic polyno-
mials with coefficients in Z. This is always a Dedekind domain, and for quadratic
extensions has the form
D = Z[
√
d] for d ≡4 2, 3 and D = Z
[
1 +
√
d
2
]
for d ≡4 1.
Such rings have a norm which can be used to compute units in the ring. Given
a unit in the ring D, this defines a homomorphism T → D by sending t to that
unit. D is Laurent if and only if ι is onto for some choice of unit. We made this
computation for all d < 100, and the ring of algebraic integers in Q(
√
d) is a Laurent
domain for the following values of d:
d = 2, 3, 10, 13, 15, 23, 26, 29, 35, 53, 77, 82, 85.
The S-ideal class monoid CℓS(D) forms an abelian group when D is a Dedekind
domain, and elements in this group lie in one-to-one correspondence to isomorphism
classes of groups para-equivalent to T ⋉ D, by Lemma 14.1. In these cases, the
coordinate ring of T ⋉D is precisely D.
The ring D is a principal ideal domain for d = 2, 3, 13, 23, 29, 53, and 77.
For the remaining cases above, one easily computes these abelian groups using
elementary techniques from number theory, and there are exactly two isomorphism
A NEW LOOK AT FINITELY GENERATED METABELIAN GROUPS 15
classes of groups in each para-equivalence class for each remaining value of d above,
with the exception of d = 82. In this last case there are 4 such groups, and the
S-ideal class group is cyclic of order four. For every Laurent domain we have
computed, the homomorphism CℓS(D) → Cℓ(D) is an isomorphism, but we see
little reason to believe this holds in general.
To illustrate these results concretely, we give two isomorphism classes of groups
which are para-equivalent.
If R is a ring, then we denote the ideal of R generated by the elements a, b, . . . by
(a, b, . . . ). Consider the ideal J of A = Z[T ]/(t2− 6t− 1) generated by the image of
(3, t− 2). Standard arguments show that this is a non-principal ideal. (It’s square
is principal.) The ring homomorphism Z[T ] → Z[√10] defined by t 7→ 3 + √10
induces an isomorphism A ∼= Z[
√
10], and sends the ideal J to (3, 1 +
√
10). One
easily shows that both J and A are free abelian groups of rank two. We can write
thse as such, and the inclusion J ⊂ A is the homomorphism
J = Z2
[
3 −2
0 1
]
−−−−−−−−→ Z2 = A.
Here, t acts on the domain and range, respectively, via the matrices:[
2 3
3 4
]
and
[
0 1
1 6
]
.
This determines a para-equivalence of non-isomorphic groups
T ⋉ J → T ⋉A.
We have the following theorem:
Theorem 15.1. For D a Laurent domain, the S-ideal class group CℓS(D) is finite,
and a subgroup of the usual ideal class group of D.
Another class of interesting Laurent domains arise from the ring of cyclotomic
integers, Z[ζn] ∼= Z[t, t−1]/(φn(t)), where φn(t) is the n-th cyclotomic polynomial.
These rings are also Dedekind domains, in fact, the ring of algebraic integers in
Q(ζn), and hence, Laurent domains.
Theorem 15.2. Let G = T ⋉ Z[ζn], where the action of a generator t of T on
Z[ζn] is multiplication by ζn.
i) G is residually nilpotent if and only if n = pk for some prime p and positive
integer k.
ii) In each of these cases, isomorphism classes of groups para-equivalent to G
lie in one-to-one correspondence with
CℓS(D) ∼= Cℓ(D).
Recall that the first is the group of S-fractional ideals of D under the op-
eration of multiplication of ideals, and modulo principal ideals. The latter
group, Cℓ(D), is the classical ideal class group of D, that is, one considers
all ideals in D.
D = Z[ζn] is a principal ideal domain for n < 23, and thus any group para-
equivalent to G = T ⋉Z[ζpk ] is isomorphic to G for prime powers p
k < 23. Exactly
three remaining groups, D ⋊ T , are determined by their lower central series quo-
tients. These are pk = 25, 27, and 32.
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The first interesting case occurs for n = 23. In this case the following is a
para-equivalence of non-isomorphic groups.
T ⋉
(
2,
1 +
√−23
2
)
⊂ T ⋉ Z[ζ23].
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