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Résumé
Nous présentons à travers cet article un nouveau jeu de
données comprenant un corpus de photos de scènes dites
de Manhattan prises avec un iPad Air 1. Ce jeu de données
permet d’évaluer des algorithmes d’estimation de points
de fuite. À la différence des jeux de données existants,
des données inertielles issues des différents capteurs de
l’iPad, synchronisées avec la caméra sont également pré-
sentes. Ces données inertielles peuvent être utilisées pour
améliorer les performances d’un algorithme d’estimation
de points de fuite. Enfin, nous présentons un nouvel algo-
rithme d’estimation de régions d’incertitude sur les points
de fuite estimés à partir des segments vérités-terrain. Le
Toulouse Vanishing Points Dataset est accessible sur la
page http ://ubee.enseeiht.fr/tvpd
Mots Clef
Jeu de données, point de fuite, capteurs inertiels, smart-
phone.
Abstract
In this paper we present the Toulouse Vanishing Points
Dataset, a public photographs database of Manhattan
scenes taken with an iPad Air 1. The purpose of this data-
set is the evaluation of vanishing points estimation algo-
rithms. Its originality is the addition of Inertial Measure-
ment Unit (IMU) data synchronized with the camera un-
der the form of rotation matrices. Moreover, contrary to
existing works which provide vanishing points of reference
in the form of single points, we computed uncertainty re-
gions. The Toulouse Vanishing Points Dataset is publicly
available at http ://ubee.enseeiht.fr/tvpd
Keywords
Dataset, vanishing point, IMU sensor, mobile device.
1 Introduction
L’interprétation d’une image nécessite l’analyse de la géo-
métrie de sa scène et recouvre divers sujets tels que la robo-
tique domestique, l’analyse sémantique de scènes urbaines
et l’étude de l’agencement spatial de scènes intérieures.
C’est un problème difficile dû à l’absence d’information
de profondeur dans l’image. En effet, la projection pers-
pective est une transformation non inversible entre l’espace
tridimensionnel de la scène et le plan image bidimension-
nel. L’analyse des éléments géométriques d’une image joue
ainsi un rôle important dans l’étude de l’agencement spa-
tial de la scène.
Les points de fuite sont des objets géométriques qui
peuvent donner des indications précieuses pour interpréter
une image. Les droites parallèles de la scène sont trans-
formées via une projection projective en un faisceau de
droites qui s’intersectent en un point nommé point de fuite.
Ce point image est la projection de l’intersection à l’infini
de ces droites parallèles. Lorsque la caméra est calibrée,
l’image d’un point de fuite donne la direction 3D de ce
faisceau de droites dans la scène. La plupart des scènes réa-
lisées par l’homme contiennent trois directions dominantes
orthogonales. Elles sont appelées « Scènes de Manhattan »
[12] et sont donc constituées de trois ensembles de droites
parallèles entre elles.
La détection des trois points de fuite associés à ces droites
permet de calibrer la caméra [9, 37] et d’obtenir son orien-
tation dans la scène [2, 21, 24]. Plus récemment, les points
de fuite font partie intégrante de nombreuses approches vi-
sant à interpréter des images de scènes intérieures et exté-
rieures [23, 27, 20] et à estimer l’agencement spatial d’une
pièce (détermination du sol et des murs) [29, 32]. Ce der-
nier sujet nous intéresse plus particulièrement car il rejoint
notre objectif final : la reconstruction 3D de scènes inté-
rieures sur dispositifs mobiles. Ce sujet complexe a été dé-
coupé en plusieurs sous-problèmes dont la localisation de
l’utilisateur, la segmentation des murs et l’affichage des
résultats par l’augmentation de la scène affichée. La ré-
solution de ces trois problématiques passe par l’extraction
d’informations géométriques, et en particulier les points de
fuite.
L’utilisation d’un smartphone ou d’une tablette permet
d’envisager l’exploitation de données inertielles fournies le
plus souvent par la combinaison d’un accéléromètre, d’un
gyroscope et d’un magnétomètre. Leur utilisation permet
d’obtenir en temps réel l’orientation du téléphone et d’amé-
liorer l’estimation du déplacement de la caméra qui ne peut
être toujours fiable. En effet, les images produites par les
caméras CMOS des smartphones peuvent comporter des
flou de bouger et des déformations dues au phénomène de
l’obturateur déroulant (rolling shutter). De plus, le manque
d’éclairage et l’absence de texture ne permet pas d’extraire
des caractéristiques visuelles dans l’image, rendant le pro-
blème d’estimation de la pose de la caméra très difficile.
L’utilisation conjointe de ces capteurs avec de la vision par
ordinateur commence à se développer aujourd’hui, notam-
ment dans les applications utilisant de la réalité augmentée
ou effectuant des reconstructions 3D [34].
Les données visuelles et inertielles sont complémentaires :
ces dernières peuvent certes être obtenues en temps réel
mais elles sont bruitées et soumises à divers biais, tandis
que les données visuelles sont plus stables et précises mais
nécessitent des temps de calculs plus importants. La don-
née du vecteur gravité calculé à partir des capteurs inertiels
peut être utilisée pour guider et simplifier la détection des
points de fuite.
Dans cet article, nous présentons une nouvelle banque
d’images de scènes intérieures et extérieures dites de
« Manhattan » prises avec un iPad Air 1 donc équipé de
capteurs inertiels. Les données issues de ces capteurs sont
enregistrées dans les images elles-mêmes sous la forme
d’une matrice de rotation. Des vérités-terrain pour les
points de fuite de chaque image sont générées, mais au lieu
d’être présentées sous la forme de points pour chacune des
trois directions orthogonales, nous proposons des régions
d’incertitude. Ces régions calculées à partir des segments
vérités-terrain sont des polygones qui contiennent les trois
points de fuite orthogonaux solution exacte obtenus si les
segments avaient été parfaitement annotés.
Nous proposons deux contributions : une nouvelle méthode
de calcul de points de fuite sous forme de régions d’incer-
titude, et la création d’un jeu de données permettant d’éva-
luer des algorithmes d’estimation de points de fuite. À
notre connaissance, il n’existe pas d’autre banque d’images
contenant des données inertielles.
Ce papier est organisé de la façon suivante : La section 2
présente un aperçu des travaux sur les points de fuite et
montre comment utiliser des données a priori provenant de
capteurs inertiels. La section 3 décrit et critique les jeux de
données existants utilisés pour l’évaluation d’algorithmes
d’estimation de points de fuite. La section 4 explique com-
ment nous calculons nos régions d’incertitude à l’aide des
vérités-terrain tandis que la section 5 décrit la méthodolo-
gie utilisée pour l’acquisition des données.
2 Travaux antérieurs
Dans les sections suivantes, nous résumons brièvement les
travaux antérieurs sur l’estimation de points de fuite. Nous
présentons ensuite les données fournies par les capteurs
inertiels et comment elles peuvent être utilisées pour sim-
plifier la détection de points de fuite.
2.1 Estimation de points de fuite
La détection de points de fuite repose sur l’extraction
et l’analyse de caractéristiques visuelles telles que des
gradients d’intensité lumineuse, des contours, des droites
ou des segments qui peuvent être regroupés en grappes.
Chaque grappe contient un faisceau de droites 2D de
l’image correspondant à des droites 3D parallèles de la
scène.
Le regroupement en grappes des segments permet de dé-
finir le nombre de points de fuite de la scène et leur posi-
tion via un processus de minimisation détaillé par la suite.
Inversement, les points de fuite permettent de déterminer
le regroupement en grappes des segments. Les segments
d’une grappe sont ceux situés à une distance raisonnable du
point de fuite considéré. Cette distance segment-point est
définie à partir d’une fonction appelée mesure de consis-
tance. La difficulté consiste à effectuer ce regroupement en
grappes des segments sans connaître au préalable les points
de fuite.
L’utilisation de données a priori sur la scène permet de
simplifier ce problème. Par exemple, la connaissance des
paramètres intrinsèques de la caméra permet de transpo-
ser la notion d’orthogonalité de la scène dans l’image, ce
qui ajoute des contraintes sur la solution. Dans cet article
nous prenons seulement en considération les scènes dites
de Manhattan, ce qui réduit le problème à la recherche d’un
triplet de trois points correspondant à des directions ortho-
gonales dans la scène. Enfin, la connaissance de l’orienta-
tion partielle de la caméra donnée par des capteurs iner-
tiels permet de réduire l’espace de recherche comme nous
le verrons dans la prochaine section.
Généralement, la plupart des méthodes d’estimation de
points de fuite proposées dans la littérature utilisent des
segments comme caractéristiques visuelles qui peuvent
être extraits via des algorithmes de traitement d’images
avancé tel que LSD [18] qui est basé sur une approche à
contrario. D’autres auteurs comme Choi [10] utilisent des
gradients d’intensité lumineuse comme caractéristique vi-
suelle qui indiquent l’orientation locale sur une zone don-
née et permettent d’estimer un seul point de fuite dominant.
L’estimation de points de fuite se décompose généralement
en deux étapes : le regroupement en grappes des segments
et l’estimation des points de fuite pour chaque grappe.
Diverses techniques de regroupement ont été suggérées
dans la littérature : transformée de Hough [5], RANSAC
[30, 38, 1], et J-Linkage [35]. La deuxième étape définit le
point de fuite de chaque grappe comme le point qui mini-
mise une fonction d’erreur W pour chaque segment d’une
grappe. Plusieurs fonctions W ont été proposées : somme
de distances point-segment [3, 30, 35], somme de fonctions
d’erreur d’orientation [14, 28, 31], ou fonction d’erreur
probabiliste [11, 39]. Le triplet final est alors choisi parmi
les solutions possibles, ou comme dans [30] la contrainte
d’orthogonalité peut être exploitée au cours de la procé-
dure d’estimation des points de fuite.
Certaines méthodes ne suivent pas un schéma en deux
temps et essayent plutôt de résoudre le problème globa-
lement : [6] essaie de trouver la rotation (i.e. le triplet de
points de fuite) qui maximise le nombre de segments clus-
térisés. Antunes [3] suit une approche globale dans laquelle
le regroupement et l’estimation des points de fuite sont es-
timés en même temps via la résolution d’un problème d’op-
timisation de chaînes logistiques (Uncapacitated Facility
Location). Une approche globale courante est l’utilisation
d’un schéma espérance-maximisation comme proposée par
Kosecka [24].
2.2 Données inertielles
Au cours des dernières décennies, les progrès en micro-
électronique ont conduit à l’emploi massif de capteurs mi-
niatures devenus bon marché dans les smartphones et les
tablettes. Les capteurs inertiels sont constitués en général
d’un accéléromètre mesurant l’accélération de l’appareil,
de gyroscopes mesurant le moment cinétique et d’un ma-
gnétomètre mesurant son orientation relativement au pôle
Nord magnétique. Les données issues de ces capteurs sont
généralement précises à court terme. En contrepartie, les
données sont soumis à divers biais : facteur d’échelle, bruit
blanc, dépendance à la température qui sont difficile à ca-
ractériser [16]. De plus, les données du gyroscope doivent
être intégrées pour obtenir des mesures d’angle, ce qui
conduit à une dérive des valeurs calculées. La redondance
d’information fournie par tous ces capteurs permet d’utili-
ser des techniques de filtrage tels que des filtres de Kalman
[22] afin d’atténuer les dérives et le bruit des données ob-
tenues.
Dans cet article nous prenons en considération les données
de ces capteurs permettant de calculer l’attitude de l’appa-
reil, ou dit autrement, la matrice de rotation de la caméra
respectivement à un référentiel terrestre. Le kit de dévelop-
pement (sdk) des systèmes d’exploitation permettent géné-
ralement d’obtenir cette matrice de rotation R après fusion
des données des capteurs inertiels. À partir de cette ma-
trice, il est aisé de calculer le point de fuite vertical (i.e. le
zénith) : vzenith = K R [0 0 1]
T, où K est la matrice des
paramètres intrinsèques de la caméra.
Le point de fuite vertical est dual à la ligne d’horizon qui
est la projection du plan passant par le centre de la ca-
méra et de normale parallèle à la direction du point de fuite.
Comme les deux autres points de fuite de la scène de Man-
hattan sont orthogonaux au zénith, l’estimation de leur po-
sition peut être réduite à la recherche d’un point de fuite le
long de la ligne d’horizon.
3 Jeux de données existants
Il existe à ce jour deux jeux de données notables utili-
sés pour la comparaison d’algorithmes de points de fuite.
Le York Urban Database [14, 15] publié en 2008 a été
utilisé dans de nombreux travaux pour évaluer les algo-
rithmes proposés. Il contient 102 images de scènes inté-
FIGURE 1 – Les trois points de fuites forment un repère
orthogonal. C est le centre optique de la caméra qui est
calibrée. La connaissance du zénith permet de limiter la re-
cherche des deux points de fuite orthogonal au zénith (V Px
et V Py ) sur la ligne d’horizon.
rieures et extérieures dites de Manhattan ainsi que des seg-
ments créés à la main et regroupés selon les trois direc-
tions de Manhattan. Les points de fuite sont estimés à par-
tir de ces segments en utilisant l’algorithme proposé par
[11]. Cette méthode statistique estime les points de fuite en
prenant en considération les différentes grappes de façon
séparée. Un triplet de vecteurs orthogonaux est ensuite es-
timé par une méthode de moindres carrés pondérés sur les
directions de Manhattan précédemment estimées. Ainsi la
solution obtenue n’est pas nécessairement optimale au sens
de la distribution statistique estimée sur les intersections
des droites correspondant aux segments annotés. Il arrive
ainsi que la solution donnée soit assez éloignée du lieu des
intersections de ces segments, comme on peut le constater
sur la Figure 2. Dans ce cas précis, les directions de Man-
hattan fournies sont erronées et ne peuvent être envisagées
comme référence pour évaluer et comparer des algorithmes
de détection de points de fuite.
Plus récemment, le PKU Campus Database [25, 26] conte-
nant 200 photographies de scènes de Manhattan a été pro-
posé. Ce jeu de données est inspiré du York Urban Da-
tabase dans le sens où il suit les mêmes conventions de
nommage, les images ont la même résolution et les points
de fuite de référence sont calculés de la même façon
et souffrent donc du problème d’orthogonalisation posté-
rieure mentionné précédemment.
Dans un souci d’exhaustivité, nous mentionnons également
le Eurasian Cities Dataset [4, 36] qui contient 103 images
de scènes extérieures. Cependant cette banque d’images
a été construite pour un objectif sensiblement différent :
l’étude de scènes dites d’Atlanta.
Les algorithmes d’estimation de points de fuite sont géné-
ralement évalués en comparant la position des points esti-
més avec des points de fuite de référence fournis par un jeu
de données. Cette méthode suppose que les points de fuite
de référence sont exacts, ce qui n’est pas le cas des jeux de
données mentionnés précédemment, et généralement diffi-
cile à prouver. De façon générale, il est impossible d’être
FIGURE 2 – Cette figure montre les points de fuites et
les lignes d’horizons fournis par le York Urban Database,
avant et après orthogonalisation. Un des points de fuite es-
timé par [11] est représenté par un carré vert. La ligne d’ho-
rizon en rouge est calculée par la même méthode. Le point
de fuite vert en forme de losange et la ligne d’horizon en
pointillé rose sont obtenus après orthogonalisation de la so-
lution précédente. On peut observer que ce dernier est situé
relativement loin du lieu des intersections des différentes
droites (en vert) de la scène.
exact. Comme le fait constater Xu [39], même avec des
segments créés de façon très précise, il y a beaucoup d’in-
certitudes et d’inconnues qui rentrent en jeu et affectent
l’estimation des points de fuite : les imperfections du sys-
tème optique, les erreurs de calibrage de l’appareil photo,
l’extraction des segments, etc. Seules les images de syn-
thèses (où tous les paramètres sont connus) permettent de
calculer des vérités-terrain exactes pour les points de fuite.
Nous proposons une approche différente qui consiste à cal-
culer des régions d’incertitude pour les points de fuite au
lieu de points. Cette région peut être utilisée pour accepter
ou rejeter la solution d’un algorithme estimant des points
de fuite (le point est respectivement à l’intérieur ou à l’ex-
térieur de la région).
4 Création des vérités terrain
FIGURE 3 – L’incertitude d’un segment dessiné à la main
est modélisée par deux régions circulaires centrées sur les
extrémités du segment a et b. Les droites qui relient toutes
les extrémités possibles contenues dans ces disques en-
gendrent une région appelée double wedge (représentée en
gris). Cette région est délimitée par deux droites l1 et l2 et
contient le point de fuite v associé à ce segment.
L’incertitude d’un segment vérité terrain provient de ses
extrémités et peut être modélisée par des régions circulaires
d’incertitude centrées sur ses extrémités (Figure 3). Shufelt
[33] fut le premier à introduire une modélisation de cette
incertitude pour calculer des points de fuite. Il considère
que la position réelle de l’extrémité d’un segment est un
point de coordonnées réelles situé dans son pixel (qui est
de coordonnées entières). Les droites reliant les extrémi-
tés possibles situées dans leur pixel définissent un double
wedge [7] (la région grisée dans la Figure 3 qui correspond
à un cône du plan). Ce double wedge contient le segment
exact qui aurait du être annoté et contient donc une droite
passant par le point de fuite recherché. Dans notre cas, nous
supposons que tous nos segments annotés à la main ne sont
pas aberrants, ainsi l’intersection de tous les double wedges
associés à une direction de Manhattan donnée définit une
région dans laquelle est situé le point de fuite recherché
(Figure 4). Pour calculer les points de fuite, Shufelt utilise
la sphère de Gauss [5] qui est découpée en accumulateurs
sur laquelle il projette les double wedges en incrémentant
les accumulateurs correspondants. Les maxima de cet es-
pace de vote sphérique représentent les directions de Man-
hattan.
Plus récemment, Xu [39] a introduit une mesure de
consistance probabiliste qui modélise avec une gaussienne
1D l’incertitude sur la position des extrémités des seg-
ments. Cette distance est ensuite utilisée dans un schéma
espérance-maximisation pour déterminer les points de
fuite. Contrairement à Xu, notre approche est géométrique
car notre objectif est de calculer des régions d’incertitude
pour les points de fuite, plutôt que des points. Lors de la
création d’un segment, nous ne supposons pas qu’il est
moins probable de commettre une erreur de 2 pixels que de
1 pixel sur la position de ses extrémités. C’est une des rai-
sons pour laquelle, dans nos régions d’incertitude, au lieu
de mettre en avant un point particulier, nous considérons
que tous les points de fuite du polygone sont équiprobables.
À la différence de [33], nous calculons l’intersection exacte
des double wedges plutôt que d’utiliser des accumulateurs.
FIGURE 4 – L’intersection des double wedges w1, w2, w3
associés à la même direction de Manhattan définit un poly-
gone convexe dans lequel est situé le point de fuite recher-
ché.
L’utilisation de double wedges pour modéliser les incer-
titudes sur les segments permet de prendre en compte de
facto la longueur de ces derniers. Généralement, les seg-
ments longs sont davantage intéressants car les erreurs sur
leurs extrémités perturbent moins la solution. En effet, ces
segments ont un double wedge plus fin qui contribue à ré-
FIGURE 5 – Le polygone jaune est l’intersection des
doubles wedges verts. L’horizon calculé à partir des don-
nées IMU est représenté en cyan.
duire la région d’incertitude associée au point de fuite. Au
contraire, les segments courts ont un double wedge plus
évasé qui ne participe pas à la réduction de la solution.
Pour calculer l’intersection des double wedges, nous re-
formulons ce problème en terme d’opérations booléennes
sur des demi-plans. Soient l1 et l2 les droites délimitant
le double wedge associé au segment [a b] (voir Figure 3).
Sans perte de généralité, considérons les demi-plans h1 et
h2 de frontières respectives l1 et l2 et contenant chacun le
point a soit encore 8i 2 f1; 2g; hi D= fp 2 R3jl>i p  0g
et hi
D
= fp 2 R3jl>i p > 0g où les points p sont en co-
ordonnées homogènes. Le double wedge w associé à [a b]
est défini par
w = (h1 \ h2) [
 
h1 \ h2

;
où hi représente le complémentaire de hi.
L’intersection des double wedges de tous les segments peut
être calculée par intersection et union des demi-plans hi
de chaque segment, ce qui est un problème bien connu en
géométrie algorithmique traité dans [7]. Le calcul de l’in-
tersection est effectué dans le plan projectif, ce qui revient
à travailler dans la sphère de Gauss, nous permettant de
gérer les intersections de droites parallèles dans l’image et
donc les points de fuite à l’infini.
5 Acquisition des données
Le jeu de données présenté contient à ce jour 114 photo-
graphies constitué de 40 scènes intérieures et 74 scènes ur-
baines de la région toulousaine. Les photos ont été prises à
différents moments de la journée, par conséquent avec des
expositions différentes. La Figure 6 montre quelques pho-
tos de notre banque d’images avec les différentes données
que nous fournissons : région d’incertitude des points de
fuite et ligne d’horizon calculée à partir des données iner-
tielles.
Nous avons pris les différentes photos avec un iPad Air 1
sous iOS 8 tenu en mode paysage, en utilisant une résolution
FIGURE 6 – Quelques photos du jeu de données avec leurs
segments annotés à la main (en rouge, vert, bleu). En cyan :
la ligne d’horizon calculée à partir des données inertielles.
Les polygones des régions d’incertitude des points de fuite
associés aux segments verts sont représentés en jaune. Sur
la première ligne, les lignes d’horizon n’intersectent pas les
polygones jaunes à cause du biais des données inertielles.
de 1920x1080 pixels et les paramètres iOS de capture sui-
vants : balance des blancs automatique, exposition automa-
tique et autofocus désactivé. L’auto-focus a été désactivé
car il peut introduire un décalage aléatoire entre le moment
où l’on appuie sur le déclencheur et le moment effectif où
la photo est prise.
Au lieu d’utiliser les données brutes des accéléromètres,
gyroscopes et du magnétomètre, nous avons utilisé la
classe CMDeviceMotion du SDK iOS qui fournit des mé-
thodes de haut niveau calculant le vecteur gravité et l’orien-
tation de l’appareil via des algorithmes de fusion de don-
nées capteur non précisés dans la documentation officielle.
Un échantillonnage de 30Hz a été choisi pour l’acquisition
des données inertielles. Nous avons développé une applica-
tion spécifique pour enregistrer l’orientation de la tablette
lors de la prise des photos, son code source est disponible
sur le site de notre jeu de données.
Calibrage de la caméra et des capteurs inertiels Les
paramètres intrinsèques de la caméra ont été estimés en
utilisant la toolbox Matlab de Bouguet [8]. Les distorsions
optiques mesurées étant très faibles, nous avons choisi de
ne pas en tenir compte. Nos expériences avec les capteurs
inertiels sur l’iPad nous ont révélé que l’on pouvait obte-
nir dans le pire cas 2 degrés d’erreur sur les valeurs du
roulis et du tangage. Le biais de ces capteurs est visible
sur la Figure 6 où les lignes d’horizon calculées à partir de
ces données n’intersectent pas les polygones des régions
d’incertitude des points de fuite associés aux directions de
Manhattan représentées en vert. En outre, aucun étalonnage
de ces capteurs n’a été effectué car nos observations ont ré-
vélé que les défauts de planéité du sol engendrent des er-
reurs plus importantes que la précision de ces capteurs.
Un problème connu affectant les appareils mobiles est la
synchronisation des données inertielles avec les images
fournies par la caméra. Pour des raisons économiques et
techniques, les données issues des capteurs des disposi-
tifs mobiles ne sont pas horodatées avec une horloge com-
mune. Ham [19] montre que les conséquences de cette ab-
sence de synchronisation peut être désastreuse dans la cas
de la recherche du facteur d’échelle d’un objet par fusion
de données inertielles avec des images de la caméra. Nous
avons mesuré un retard moyen des données inertielles par
rapport aux images de la caméra de 16ms avec un écart-
type de 140ms dans le cas où la charge système est élevée,
contre 5ms et un écart type de 18ms dans le cas contraire.
Lorsque la charge système est faible, on peut constater qua-
litativement que les données inertielles sont en retard ponc-
tuellement d’une frame sur les données visuelles. Afin de
tenir compte de cette incertitude temporelle et de lisser les
données, nous calculons la matrice d’orientation moyenne
de l’iPad via la méthode de Curtis [13] sur une fenêtre tem-
porelle couvrant le retard moyen que nous avons mesuré.
Il existe des méthodes de calibrage temporel plus précises
comme [17]. Cette méthode n’est pas adaptée à notre cas
puisque nous utilisons des données inertielles déjà fusion-
nées et notre aquisitions vidéo à 30Hz (limitation maté-
rielle) est visiblement trop faible pour obtenir un calibrage
correct.
Création des segments Pour dessiner précisément les
segments vérités-terrain, nous avons conçu une applica-
tion web (Figure 7) similaire à celle développée par Denis
[14]. Nous supposons que nous commettons dans le pire
des cas une erreur de 4 pixels sur la position des extrémi-
tés de ces segments. Cette valeur a été déterminée expéri-
mentalement sur notre jeu de données, de sorte que pour
toutes les photos, l’intersection des double wedges ne soit
pas vide et contienne les points de fuite calculés à partir
de la mesure de consistance définie par Antunes [3]. Nous
avons également effectué des comparaisons avec la banque
d’images du York Urban Database (Figure 8). Sans sur-
prise, les points de fuite calculés par la méthode de Collins
et Weiss [11] sont généralement situés dans nos polygones,
alors que ce n’est pas nécessairement le cas pour les points
de fuite orthogonalisés. En effet, le processus d’orthogona-
lisation employé ne prend pas en compte les segments (c.f .
section 3).
Le code source de cette application est disponible sur la
page web de notre banque d’images.
6 Conclusion
À travers cet article, nous avons présenté une nouvelle
banque de photographies de scènes dites de Manhattan per-
mettant l’évaluation et la comparaison d’algorithmes d’es-
timation de points de fuite. Ce jeu de données est le seul
à notre connaissance à inclure des données inertielles. Au
lieu de fournir des vérités-terrain exactes pour les points
de fuite sous formes de points, ce qui est délicat compte
FIGURE 7 – L’application web permettant d’annoter les
images avec des segments.
FIGURE 8 – Comparaison avec le York Urban Database.
La ligne d’horizon en rouge et les points de fuite (carrés
rouges) calculés avec [11], les points de fuite calculés avec
[3] (cercles bleus) sont situés dans nos régions d’incerti-
tude (polygones noirs), contrairement aux points de fuite
orthogonalisés (triangles roses). En haut à gauche : la photo
P1030004 avec les segments annotés et les lignes d’horizon
fournies. Les points de fuite et les régions d’incertitudes as-
sociés aux segment verts, rouges et bleus sont représentés
respectivement en haut à droite, en bas à gauche et en bas
à droite.
tenu des diverses imprécisions des modèles utilisés, nous
proposons des polygones modélisant les régions d’incerti-
tude des points de fuite calculés à partir des segments de la
scène. Nous pensons que l’utilisation de données inertielles
permet de faciliter le calcul des points de fuite avec des ré-
sultats plus robustes, notamment lorsqu’un grand nombre
de segments aberrants est présent. Le Toulouse Vanishing
Points Dataset peut être téléchargé sur cette page web :
http ://ubee.enseeiht.fr/tvpd
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