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Fouille de donne´es et segmentation de chroniques par extrema :
conside´rations pre´liminaires
Data mining and time series segmentation via extrema: preliminary investigations
Michel Fliess1,2, Ce´dric Join2,3
RE´SUME´ : La segmentation des chroniques est l’un des outils de fouilles des donne´s. On l’aborde, ici, en prenant des
extrema locaux pour points d’importance perceptuelle (PIP). Un the´ore`me de de´composition additive des chroniques, duˆ a`
Cartier et Perrin, et des techniques alge´briques d’estimation des de´rive´es, de´ja` utiles en automatique et signal, permettent
d’e´vacuer le brouillage duˆ aux fluctuations rapides de toute chronique. Des illustrations nume´riques valident notre approche
et soulignent l’importance du choix du seuil de de´tection.
ABSTRACT: Time series segmentation is one of the many data mining tools. We take here local extrema as perceptually
interesting points (PIPs). The blurring of those PIPs by the quick fluctuations around any time series is treated via an
additive decomposition theorem, due to Cartier and Perrin, and algebraic estimation techniques, which are already useful
in automatic control and signal processing. Our approach is validated by several computer illustrations. They underline the
importance of the choice of a threshold for the extrema detection.
MOTS-CLE´S : chroniques, segmentation, point d’importance perceptuelle (PIP), estimation alge´brique.
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I. INTRODUCTION
Les chroniques, ou  time series , sont omnipre´sentes dans la fouille de donne´es, ou  data mining . Parmi les multiples
me´thodes utilise´es, on privile´gie ici la segmentation (voir, par exemple, [Abonyi et Feil, 2007], [Cho et Fryzlewicz, 2012],
[Dura´n-Rosal et al., 2018a], [Dura´n-Rosal et al., 2018b], [Dura´n-Rosal et al., 2019], [Esling et Agon, 2012], [Keogh et al., 2004],
[Kim et al., 2019], [Lee et al., 2018], [Liu et al., 2008], [Lu et Huang, 2020], [Martı´ et al., 2014]), c’est-a`-dire une approxi-
mation par un nombre fini de segments de droite. De nombreuses e´tudes concre`tes l’ont de´ja` utilise´e dans des domaines varie´s :
hydrome´te´orologie ([Hubert et al., 1989]), e´conomie ([Cheong et al., 2012], finance ([Wan et al., 2016], [Wan et Si, 2017]),
mouvement animal ([Edelhoff et al., 2016], vision par ordinateur ([Liu et al., 2019]), efficacite´ e´nerge´tique des machines
outils ([Seevers et al., 2019]), collecte de donne´es par drones aquatiques ([Castellini et al., 2020]), . . . Prendre pour bouts
des segments des points d’importance perceptuelle (PIP), ou  perceptually important points , consolide ce point de
vue (voir, par exemple, [Fu, 2011], [Fu et al., 2017]), qui l’est encore davantage si ces PIP sont des extrema locaux
([Pratt et Fink, 2002], [Fink et Pratt, 2004], [Fink et Gandhi, 2011], [Yin et al., 2011]). La de´tection des PIP est brouille´e
par les fluctuations rapides de toute chronique. Comment isoler des extrema locaux sur la ligne bleue de la figure 1 ?
Les publications existantes ignorent, semble-t-il, cette difficulte´ majeure. Cet article pre´sente un cadre mathe´matique et
algorithmique afin de de´tecter ces extrema locaux en de´pit des oscillations. Quelques exemples acade´miques sur la re´duction
de dimension, pre´alable a` toute fouille de donne´es, illustrent notre propos.
Notre approche des chroniques, qui s’appuie sur ([Fliess et al., 2018]), consacre´ a` la pre´vision et a` la gestion du risque
pour l’e´nergie photovoltaı¨que, est ne´e en inge´nierie financie`re ([Fliess et Join, 2009], [Fliess et al., 2011]). Elle a e´te´ utilise´e
pour la pre´vision du trafic autoroutier ([Abouaı¨ssa et al., 2016]) et des ressources ne´cessaires en informatique nuagique, ou
 cloud computing  ([Fliess et al., 2019]). Le pivot en est un the´ore`me duˆ a` [Cartier et Perrin, 1995] : toute chronique
X satisfaisant une hypothe`se tre`s laˆche, s’e´crit X = E(x) +Xfluctuat, ou` E(x) est la moyenne, ou tendance ( trend ),
et Xfluctuat les fluctuations rapides autour de 0. La ligne rouge de la figure 1 correspond a` la moyenne. Le the´ore`me de
Cartier et Perrin s’exprime dans le langage de l’analyse non standard, introduit par [Robinson, 1996] et outil merveilleux
pour l’intuition (voir, par exemple, [Lobry et Sari, 2008]). On ne recherche pas les extrema sur X , mais sur E(X), plus
lisse. La de´tection d’un extremum est lie´e a` l’annulation de la de´rive´e d’ordre 1. On y parvient graˆce aux techniques
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d’estimation alge´brique ([Fliess et al., 2008], [Mboup et al., 2009]) pour traiter du cas bruite´, connu comme important et
difficile ([Lanczos, 1956]). Si la de´rive´e est proche de 0 durant un certain temps, la chronique est remplace´e par un plateau,
c’est-a`-dire un segment horizontal. Des techniques alge´briques analogues ont de´ja` e´te´ employe´es pour de´tecter des ruptures,
ou  change-points ([Fliess et al., 2010]).
Cette communication est organise´e comme suit. Les rappels du § II sont consacre´s aux chroniques et a` l’estimation
alge´brique. On pre´sente au § III des illustrations nume´riques, qui soulignent l’importance du seuil de de´tection des extrema.
Quelques prolongements sont propose´s au § IV.
II. RAPPELS SUR LES CHRONIQUES ET L’ESTIMATION ALGE´BRIQUE
A. Chroniques et analyse non standard
L’analyse non standard, qui repose sur la logique mathe´matique, fournit un sens pre´cis aux notions d’infiniment petit et
d’infiniment grand. On recommande la pre´sentation par [Nelson, 1977] (voir aussi [Nelson, 1987], [Diener et Diener, 1995],
[Diener et Reeb, 1989]), conceptuellement plus simple.
Soit l’intervalle [0, 1], avec e´chantillonnage infinite´simal, comme souvent en analyse non standard,
T = {0 = t0 < t1 < · · · < tν = 1}
ou` ti+1 − ti, 0 ≤ i < ν, est infinite´simal, c’est-a`-dire tre`s petit.
Remarque 2.1: Les notions d’infiniment petit ou grand sont des ide´alisations mathe´matiques. On doit conside´rer, en
pratique, un laps de temps d’une seconde (resp. heure) comme tre`s petit par rapport a` une heure (resp. mois). C’est pourquoi
l’analyse non standard s’applique au monde re´el.
Une chronique X est une fonction T → R. La mesure de Lebesgue sur T est la fonction ` de´finie sur T\{1} par
`(ti) = ti+1− ti. La mesure de tout intervalle [c, d] ⊂ T, c ≤ d, est sa longueur d− c. L’inte´grale sur [c, d] de la chronique
X(t) s’e´crit ∫
[c,d]
Xdτ =
∑
t∈[c,d]
X(t)`(t)
X est S-integrable si, et seulement si, l’inte´grale
∫
[c,d]
|X|dτ est limite´e, c’est-a`-dire non infiniment grande, et, si d− c is
infinite´simal,
∫
[c,d]
|X|dτ l’est aussi. X est S-continue en tι ∈ T si, et seulement si, f(tι) ' f(τ) quand tι ' τ (on e´crit
a ' b si a− b est infinite´simal). X est presque continue si, et seulement si, elle est S-continue sur T \R, ou` l’ensemble R
est rare 1. X est Lebesgue inte´grable si, et seulement si, elle est S-inte´grable et presque continue.
La chronique X est rapidement fluctuante, ou oscillante, autour de 0, si, et seulement si, elle est
— S-inte´grable,
—
∫
A
Xdτ est infinite´simal pour ensemble quadrable 2.
The´ore`me de Cartier-Perrin : Si la chronique X est S-inte´grable, il y a de´composition additive 3 ([Cartier et Perrin, 1995]) :
X(t) = E(X)(t) +Xfluctuat(t) (1)
ou`
— la moyenne E(X)(t) est Lebesgue-inte´grable,
— Xfluctuat(t) est rapidement fluctuante.
La de´composition (1) est unique a` une quantite´ additive infinite´simale pre`s.
Remarque 2.2: Cette moyenne, ou tendance, souvent de´signe´e par le mot anglais  trend , est a` rapprocher du lissage
par moyenne glissante ou  moving average  (voir, par exemple, [Me´lard, 2008]). On la retrouve aussi en analyse technique
(voir, par exemple, [Be´chu et al., 2014], [Kirkpatrick et Dahlquist, 2016], [Tsinaslanidis et Zapranis, 2016]), branche de
l’inge´nierie financie`re. Tre`s diffe´rent est le sens habituel de trend dans la litte´rature sur les chroniques (voir, par exemple,
[Enders, 2014]).
B. Estimation alge´brique des de´rive´es
Le § II-A de´montre que l’on peut passer au continu si les donne´es sont en nombre suffisant et la pe´riode d’e´chantillonnage
petite. La de´rive´e est, en fait, estime´e sur la moyenne et non sur les donne´es brutes.
Soit la fonction polynoˆmiale de degre´ 1
p1(t) = a0 + a1t, t ≥ 0, a0, a1 ∈ R
1. R est rare ([Cartier et Perrin, 1995]) si, pour tout re´el standard α > 0, il existe un ensemble interne A ⊃ R tel que `(A) ≤ α.
2. Un ensemble est quadrable ([Cartier et Perrin, 1995]) si sa frontie`re est rare.
3. Voir [Lobry et Sari, 2008] pour une pre´sentation plus abordable
Le calcul ope´rationnel classique (voir, par exemple, [Yosida, 1984]) permet de re´e´crire p1
P1 =
a0
s
+
a1
s2
D’ou` en multipliant par s2
s2P1 = a0s+ a1 (2)
et en de´rivant par rapport a` s, qui, dans le domaine temporel, correspond a` la multiplication par −t :
s2
dP1
ds
+ 2sP1 = a0 (3)
Le syste`me triangulaire (2)-(3) d’e´quations fournit a0, a1. On se de´barrasse de sP1, s2P1, an s2 dP1ds , c’est-a`-dire, dans le
domaine temporel, des de´rive´es par rapport au temps, en multipliant les deux membres des e´quations (2) et (3) par s−n,
n ≥ 2. Les inte´grales ite´re´es correspondantes, qui, en pratique, sont remplace´es par des filtres line´aires nume´riques, sont des
filtres passe-bas : elles atte´nuent les oscillations parasites. Une feneˆtre temporelle courte suffit pour estimer avec pre´cision
a0, a1.
La ge´ne´ralisation aux polynoˆmes de degre´ supe´rieur est e´vidente, donc aussi celle aux de´veloppements de Taylor tronque´s.
Renvoyons a` [Mboup et al., 2009] pour plus de de´tails.
Remarque 2.3: Les manipulations alge´briques pre´ce´dentes sont employe´es avec succe`s en inge´nierie (voir, par exemple,
[Sira-Ramı´rez et al., 2013]). Le passage en 0 de la de´rive´e premie`re a e´te´ utilise´e, en particulier, en traitement du signal
([Fedele et al., 2009]).
III. ILLUSTRATIONS
A. Polynoˆmes par morceaux
Soit y(t) de´fini par 
y(t) = −10t+ 0.50 0 ≤ t < 10
y(t) = 5t− 99.5 10 ≤ t < 20
y(t) = −49.5 20 ≤ t < 25
y(t) = t2 − 49.5 25 ≤ t < 35
y(t) = 50.5 35 ≤ t ≤ 45
alte´re´ par un bruit uniforme´ment re´parti entre −5 et 5. Soit 0.1s la pe´riode d’e´chantillonnage. La segmentation obtenue est
pre´sente´e figure 2-(a). L’estimation de de´rive´e l’est, selon le § II-B, avec un polynoˆme de degre´ 2 sur une feneˆtre de 40
e´chantillons. La figure 2-(b) en atteste la qualite´. On note la de´tection des plateaux. La segmentation est peu repre´sentative
durant la branche parabolique, de courte dure´e heureusement 4.
B. Sinusoı¨des
Soient deux sinusoı¨des de fre´quences 5s et 30s, e´chantillonne´es toutes les 0.01s (voir figures 3-(a) et 4-(a)). Elles sont
alte´re´es par un bruit uniforme´ment re´parti entre −0.25 et 0.25. La de´rive´e est estime´e avec un polynoˆme de degre´ 2, sur
une feneˆtre glissante de dure´e 2s. On de´tecte les extrema avec un seuil e´gal a` 0.2 (voir figures 3-(b) et 4-(b)). Avec la petite
fre´quence, ce seuillage conduit a` un plateau (figures 4-(c) & 4-(d)), mais pas avec la grande (figures 3-(c) & 3-(d)).
C. CAC 40
On reprend, pour la segmenter, la chronique du CAC 40, repre´sente´e par la figure 1. Avec des seuils diffe´rents, 1 et 5,
pour de´tecter les passages par ze´ro de la de´rive´e, on modifie notablement les re´sultats (figures 5-(c) et 6-(c)).
IV. CONCLUSION
1) On examinera d’autres poins d’importance perceptuelle, comme ceux de courbure localement maximale (voir, de´ja`,
[Join et Tabbone, 2008]).
2) Aux chroniques multivarie´es correspondent des courbes gauches, c’est-a`-dire non planes. Le choix des PIP exige une
e´tude ge´ome´trique plus de´licate (voir, par exemple, [Cagnac et al., 1971]). L’analyse technique, qui examine, souvent,
prix et volumes ([Be´chu et al., 2014], [Kirkpatrick et Dahlquist, 2016], [Tsinaslanidis et Zapranis, 2016]), y gagnerait
certainement 5.
3) Des applications ve´ritables sont en cours d’e´tude, la reconnaissance de signatures entre autres. Plusieurs publica-
tions proposent, de´ja`, des techniques diverses d’analyse des chroniques (voir, par exemple, [Henniger et al., 2014],
[Hsu et al., 2015]). Nos premiers re´sultats de´montent l’inanite´ de rechercher mesures ou distances universelles de
similarite´, c’est-a`-dire inde´pendantes du but poursuivi.
4. Voir, a` ce sujet, le point 1 du § IV.
5. Certains liens entre analyse technique, PIP et segmentation des chroniques ont de´ja` e´te´ entrevus (voir, par exemple, [Tsinaslanidis et Zapranis, 2016],
[Wan et al., 2016], [Wan et Si, 2017], [Yin et al., 2011]).
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Fig. 1: CAC 40. En bleu : valeur quotidienne du CAC 40 du 1er janvier 2009 au 31 de´cembre 2019. En rouge : moyenne
(glissante).
(a) En bleu : signal. En rouge : segmentation
(b) Ve´ritable de´rive´e (noir - -), de´rive´e estime´e (bleu), seuils (rouge - -), passage en 0 (noir *)
Fig. 2: Polynoˆmes par morceaux
(a) En bleu : signal. En rouge : segmentation (b) Ve´ritable de´rive´e (noir - -), de´rive´e estime´e (bleu), seuil (rouge - -),
passage en 0 (noir *)
(c) Zoom de (a) (d) Zoom de (a)
Fig. 3: Sinusoı¨de : fre´quence e´leve´e
(a) En bleu : signal. En rouge : segmentation (b) Ve´ritable de´rive´e (noir - -), de´rive´e estime´e (bleu), seuil (rouge - -),
passage en 0 (noir *)
(c) Zoom de (a) (d) Zoom de (a)
Fig. 4: Sinusoı¨de : fre´quence basse
(a) En bleu : chronique. En rouge : segmentation (b) De´rive´e estime´e (bleu), seuil (rouge - -), passage en 0 (noir *)
(c) Zoom de (a)
Fig. 5: CAC 40 : Seuil bas
(a) En bleu : chronique. En rouge : segmentation (b) De´rive´e estime´e (bleu), seuil (rouge - -), passage en 0 (noir *)
(c) Zoom de (a)
Fig. 6: CAC 40 : Seuil haut
