We address two challenges in topic models: (1) Context information around words helps in determining their actual meaning, e.g., "networks" used in the contexts artificial neural networks vs. biological neuron networks. Generative topic models infer topic-word distributions, taking no or only little context into account. Here, we extend a neural autoregressive topic model to exploit the full context information around words in a document in a language modeling fashion. The proposed model is named as iDocNADE.
Introduction
Probabilistic topic models, such as LDA (Blei, Ng, and Jordan 2003) , Replicated Softmax (RSM) (Salakhutdinov and Hinton 2009 ) and Document Autoregressive Neural Distribution Estimator (DocNADE) (Larochelle and Lauly 2012) are often used to extract topics from text collections and learn document representations to perform NLP tasks such as information retrieval (IR), document classification or summarization.
To motivate our first task of incorporating full contextual information, assume that we conduct topic analysis on a collection of research papers from NIPS conference, where one of the popular terms is "networks". However, without context information (nearby and/or distant words), its actual meaning is ambiguous since it can refer to such different concepts as artificial neural networks in computer science or biological neural networks in neuroscience or Computer/data networks in telecommunications. Given the Copyright c 2019, Association for the Advancement of Artificial Intelligence (www.aaai.org). All rights reserved. context, one can determine the actual meaning of "networks", for instance, "Extracting rules from artificial neural networks with distributed representations", or "Spikes from the presynaptic neurons and postsynaptic neurons in small networks" or "Studies of neurons or networks under noise in artificial neural networks" or "Packet Routing in Dynamically Changing Networks".
Generative topic models such as LDA or DocNADE infer topic-word distributions that can be used to estimate a document likelihood. While basic models such as LDA do not account for context information when inferring these distributions, more recent approaches such as DocNADE achieve amplified word and document likelihoods by accounting for words preceding a word of interest in a document. More specifically, DocNADE (Larochelle and Lauly 2012; Zheng, Zhang, and Larochelle 2016) (Figure 1, Left) is a probabilistic graphical model that learns topics over sequences of words, corresponding to a language model (Manning and Schütze 1999; Bengio et al. 2003 ) that can be interpreted as a neural network with several parallel hidden layers. To predict the word v i , each hidden layer h i takes as input the sequence of preceding words v ăi . However, it does not take into account the following words v ąi in the sequence. Inspired by bidirectional language models (Mousa and Schuller 2017) and recurrent neural networks (Elman 1990; Gupta, Schütze, and Andrassy 2016; Vu et al. 2016b; 2016a) , trained to predict a word (or label) depending on its full left and right contexts, we extend DocNADE and incorporate full contextual information (all words around v i ) at each hidden layer h i when predicting the word v i in a language modeling fashion with neural topic modeling.
While this is a powerful approach for incorporating contextual information in particular for long texts and corpora with many documents, learning contextual information remains challenging in topic models with short texts and few documents, due to (1) limited word co-occurrences or little context and (2) significant word non-overlap in such short texts. However, distributional word representations (i.e. word embeddings) have shown to capture both the semantic and syntactic relatedness in words and demonstrated impressive performance in natural language processing (NLP) tasks. For example, assume that we conduct topic analysis over the two short text fragments: "Goldman shares drop sharply downgrade" and "Falling market homes Figure 1 : DocNADE (left), iDocNADE (middle) and DocNADE 2 (right) models. Blue colored lines signify the connections that share parameters. The observations (double circle) for each word v i are multinomial. Hidden vectors in green and red colors identify the forward and backward network layers, respectively. Symbols Ý Ñ v i and Ð Ý v i represent the autoregressive conditionals ppv i |v ăi q and ppv i |v ąi q, respectively. Connections between each v i and hidden units are shared, and each conditional Ý Ñ v i (or Ð Ý v i ) is decomposed into a tree of binary logistic regressions, i.e. hierarchical softmax.
weaken economy". Traditional topic models will not be able to infer relatedness between word pairs across sentences such as (economy, shares) due to the lack of word-overlap between sentences. However, in embedding space, the word pairs (economy, shares), (market, shares) and (falling, drop) have cosine similarities of 0.65, 0.56 and 0.54.
Therefore, we incorporate word embeddings as fixed prior in neural topic models in order to introduce complementary information. The proposed neural architectures learn task specific word vectors in association with static embedding priors leading to better text representation for topic extraction, information retrieval, classification, etc.
The multi-fold contributions in this work are: (1) We propose an advancement in neural autoregressive topic model by incorporating full contextual information around words in a document to boost the likelihood of each word (and document). This enables learning better (informed) document representations that we quantify via generalization (perplexity), interpretability (topic coherence) and applicability (document retrieval and classification). We name the proposed topic model as Document Informed Neural Autoregressive Distribution Estimator (iDocNADE).
(2) We propose a further extension of DocNADE-like models by incorporating complementary information via word embeddings, along with the standard sparse word representations (e.g., one-hot encoding). The resulting two DocNADE variants are named as Document Neural Autoregressive Distribution Estimator with Embeddings (DocNADE 2 ) and Document Informed Neural Autoregressive Distribution Estimator with Embeddings (iDocNADE 2 ).
(3) We also investigate the two contributions above in the deep versions of topic models. (4) We apply our modeling approaches to 8 shorttext and 6 long-text datasets from diverse domains. With the learned representations, we show a gain of 8.4% (185 vs 202) in perplexity, 8.8% (.62 vs .57) in precision at retrieval fraction 0.02 and 5.2% (.664 vs .631) in F 1 for text categorization, compared to the DocNADE model (on average over 14 datasets). The code and data are available at https://github.com/pgcool/iDocNADE.
Neural Autoregressive Topic Models
RSM (Salakhutdinov and Hinton 2009; ), a probabilistic undirected topic model, is a generalization of the energy-based Restricted Boltzmann Machines RBM (Hinton 2002; Gupta, Runkler, and Andrassy 2015; Gupta et al. 2015b) , that can be used to model word counts. NADE (Larochelle and Murray 2011) decomposes the joint distribution of observations into autoregressive conditional distributions, modeled using non-linear functions. Unlike for RBM/RSM, this leads to tractable gradients of the data negative log-likelihood but can only be used to model binary observations. DocNADE (Figure 1 , Left) is a generative neural autoregressive topic model to account for word counts, inspired by RSM and NADE. For a document v " rv 1 , ..., v D s of size D, it models the joint distribution ppvq of all words v i , where v i P t1, ..., Ku is the index of the ith word in the dictionary of vocabulary size K. This is achieved by decomposing it as a product of conditional distributions i.e. ppvq " ś D i"1 ppv i |v ăi q and computing each autoregressive conditional ppv i |v ăi q via a feed-forward neural network for i P t1, ...Du,
gp¨q is a non-linear activation function, W P R HˆK and U P R KˆH are weight matrices, c P R H and b P R K are bias parameter vectors. H is the number of hidden units (topics). W :,ăi is a matrix made of the i´1 first columns of W. The probability of the word v i is thus computed using a position-dependent hidden layer Ý Ñ h i pv ăi q that learns a representation based on all previous words v ăi ; however it does not incorporate the following words v ąi . Taken together, the log-likelihood of any document v of arbitrary length can be computed as:
Following RSM, we re-introduced the scaling factor D in Eq. 1 to account for documents of different lengths, which is ignored in the original DocNADE formulation.
iDocNADE (Figure 1 , Right), our proposed model, accounts for the full context information (both previous v ăi and following v ąi words) around each word v i for a document v. Therefore, the log-likelihood L iDocN ADE for a document v in iDocNADE is computed using forward and backward language models as:
i.e., the mean of the forward ( Ý Ñ L ) and backward ( Ð Ý L ) loglikelihoods. This is achieved in a bi-directional language modeling and feed-forward fashion by computing position dependent forward ( Ý Ñ h i ) and backward ( Ð Ý h i ) hidden layers for each word i, as:
where Ý Ñ c P R H and Ð Ý c P R H are bias parameters in forward and backward passes, respectively. H is the number of hidden units (topics).
Two autoregressive conditionals are computed for each ith word using the forward and backward hidden vectors,
for i P r1, ..., Ds where Ý Ñ b P R K and Ð Ý b P R K are biases in forward and backward passes, respectively. Note that the parameters W and U are shared between the two networks. DocNADE 2 and iDocNADE 2 with Embedding priors: We introduce additional semantic information for each word into DocNADE-like models via its pre-trained embedding vector, thereby enabling better textual representations and semantically more coherent topic distributions, in particular for short texts. In its simplest form, we extend (i)DocNADE with word embedding aggregation at each autoregressive step k to generate a complementary textual representation, i.e., ř kăi E :,v k . This mechanism utilizes prior knowledge encoded in a pre-trained embedding matrix E P R HˆK when learning task-specific matrices W and latent representations in DocNADE-like models. The position dependent forward Ý Ñ h e i pv ăi q and (only in iDocNADE 2 ) backward Ð Ý h e i pv ąi q hidden layers for each word i now depend on E as:
Algorithm 1 Computation of log ppvq in iDocNADE or iDocNADE 2 using tree-softmax or full-softmax
if tree-softmax then 11:
ppv i |v ăi q " 1 12:
for m from 1 to |πpv i q| do 14:
if full-softmax then 17:
compute ppv i |v ăi q using equation 6 18: compute ppv i |v ąi q using equation 7 19: As in equations 6 and 7, the forward and backward autoregressive conditionals are computed via hidden vectors Ý Ñ h e i pv ăi q and Ð Ý h e i pv ąi q, respectively. Deep DocNADEs with/without Embedding Priors: DocNADE can be extended to a deep, multiple hidden layer architecture by adding new hidden layers as in a regular deep feed-forward neural network, allowing for improved performance (Lauly et al. 2017) . In this deep version of DocNADE variants, the first hidden layers are computed in an analogous fashion to iDocNADE (eq. 4 and 5). Subsequent hidden layers are computed as:
where n is the total number of hidden layers. The exponent "pdq" is used as an index over the hidden layers and parameters in the deep feed-forward network. Forward and/or backward conditionals for each word i are modeled using the forward and backward hidden vectors at the last layer n. The deep DocNADE or iDocNADE variants without or with embeddings are named as DeepDNE, iDeepDNE, DeepDNE 2 and iDeepDNE 2 , respectively where W p1q is the word representation matrix. However in DeepDNE 2 (or iDeepDNE 2 ), we introduce embedding prior E in the first hidden layer, i.e.,
. Learning: Similar to DocNADE, the conditionals ppv i " w|v ăi q and ppv i " w|v ąi q in DocNADE 2 , iDocNADE or iDocNADE 2 are computed by a neural network for each word v i , allowing efficient learning of informed representations
, as it consists simply of a linear transformation followed by a nonlinearity. Observe that the weight W (or prior embedding matrix E) is the same across all conditionals and ties contextual observables (blue colored lines in Figure 1 
. Binary word tree (tree-softmax) to compute conditionals: To compute the likelihood of a document, the autoregressive conditionals ppv i " w|v ăi q and ppv i " w|v ąi q have to be computed for each word i P r1, 2, ...Ds, requiring time linear in vocabulary size K. To reduce computational cost and achieve a complexity logarithmic in K we follow Larochelle and Lauly (2012) and decompose the computation of the conditionals using a probabilistic tree. All words in the documents are randomly assigned to a different leaf in a binary tree and the probability of a word is computed as the probability of reaching its associated leaf from the root. Each left/right transition probability is modeled using a binary logistic regressor with the hidden layer
as its input. In the binary tree, the probability of a given word is computed by multiplying each of the left/right transition probabilities along the tree path.
Algorithm 1 shows the computation of log ppvq using iDocNADE (or iDocNADE 2 ) structure, where the autogressive conditionals (lines 14 and 15) for each word v i are obtained from the forward and backward networks and modeled into a binary word tree, where πpv i q denotes the sequence of binary left/right choices at the internal nodes along the tree path and lpv i q the sequence of tree nodes on that tree path. For instance, lpv i q 1 will always be the root of the binary tree and πpv i q 1 will be 0 if the word leaf v i is in the left subtree or 1 otherwise. Therefore, each of the forward and backward conditionals are computed as:
where U P R TˆH is the matrix of logistic regressions Algorithm 2 Computing gradients of´log ppvq in iDoc-NADE or iDocNADE 2 using tree-softmax
for m from 1 to |πpviq| do 5:
weights, T is the number of internal nodes in binary tree, and
Each of the forward and backward conditionals ppv i " w|v ăi q or ppv i " w|v ąi q requires the computation of its own hidden layers
With H being the size of each hidden layer and D the number of words in v, computing a single layer requires OpHDq, and since there are D hidden layers to compute, a naive approach for computing all hidden layers would be in OpD 2 Hq. However, since the weights in the matrix W are tied, the linear activations Ý Ñ a and Ð Ý a (algorithm 1) can be re-used in every hidden layer and computational complexity reduces to OpHDq.
With the trained iDocNADE 2 (or DocNADE variants), the representation ( Ð Ñ h e P R H ) for a new document v* of size Di s extracted by summing the hidden representations from the forward and backward networks to account for the context information around each word in the words' sequence, as
Therefore;
The DocNADE variants without embeddings compute the representation
U} are learned by minimizing the average negative log-likelihood of the training documents using stochastic gradient descent (algorithm 2). In our proposed formulation of iDocNADE or its variants (Figure 1 ), we perform inference by computing L iDocN ADE pvq (Eq.3). 
Evaluation
We perform evaluations on 14 (8 short-text and 6 long-text) datasets of varying size with single/multi-class labeled documents from public as well as industrial corpora. See the supplementary for the data description and example texts. Table  1 shows the data statistics, where 20NS: 20NewsGroups and R21578: Reuters21578.
Generalization: Perplexity (PPL)
We evaluate the topic models' generative performance as a generative model of documents by estimating the logprobabilities for the test documents. We use the development (dev) sets of each of the datasets to build the corresponding models. See the hyperparameters for generalization in the supplementary material. A comparison is made with the baselines (DocNADE and DeepDNE) and proposed variants (iDocNADE, DocNADE 2 , iDocNADE 2 , iDeepDNE, DeepDNE 2 and iDeepDNE 2 ) using 50 (in supplementary) and 200 (T200) topics, set by the hidden layer size H.
Quantitative: Table 1 shows the average held-out perplexity (P P L) per word as, P P L " exp`1 N ř N t"1 1 |v t | log ppv t q˘where N and |v t | are the total number of documents and words in a document v t . To compute PPL, the log-likelihood of the document v t , i.e., log ppv t q, is obtained by L DocN ADE (eqn. 2) in the DocNADE (forward only) variants, while we average PPL scores from the forward and backward networks of the iDocNADE variants. Table 1 shows that the proposed models achieve lower perplexity for both the short-text (120 vs 134) and longtext (269 vs 294) datasets than baseline DocNADE with full-softmax (or tree-softmax). We observe that iDoc-NADE shows improved generalization performance over DocNADE 2 , i.e., 122 vs 129 and 269 vs 290 for short-text and long-text, respectively. In total, we show a gain of 8.4% (185 vs 202) in PPL score on an average over the 14 datasets. Table 2 illustrates the generalization performance of deep variants, where the proposed extensions outperform the DeepDNE for both short-text and long-text datasets. We report a gain of 22.1% (134 vs 172) in PPL due to iDeepNDE 2 over the baseline DeepDNE, on an average over 11 datasets.
Inspection: We quantify the use of context information in learning informed document representations. For the 20NS dataset, we randomly select 50 held-out docu- Observe that iDoc-NADE achieves lower PPL for the majority of the documents. The filled circle(s) points to the document for which PPL differs by a maximum between iDocNADE and Doc-NADE. We select the corresponding document and compute the negative log-likelihood (NLL) for every word. Figure 4d shows that the NLL for the majority of the words is lower (better) in iDocNADE than DocNADE. See the supplementary material for the raw text of the selected document from 20NS and additional analysis on R21578 dataset.
Interpretability: Topic Coherence
Beyond PPL, we compute topic coherence (Chang et al. 2009; Newman, Karimi, and Cavedon 2009; Das, Zaheer, and Dyer 2015; to assess the meaningfulness of the underlying topics captured. We choose the coherence measure proposed by Röder, Both, and Hinneburg (2015) that identifies context features for each topic word using a sliding window over the reference corpus. The higher scores imply more coherent topics. Quantitative: We use gensim module (coherence type = c v) to estimate coherence for each of the 200 topics (top 10 and 20 words). Table 3 shows average coherence over 200 topics using short-text and long-text datasets, where the high scores for long-text in iDocNADE (.660 vs .633) suggest that the contextual information helps in generating more coherent topics than DocNADE. On top, the introduction of 
Applicability: Document Retrieval
To evaluate the quality of the learned representations, we perform a document retrieval task using the 14 datasets and model DocNADE iDocNADE DocNADE 2 iDocNADE 2 W10 W20 W10 W20 W10 W20 W10 W20 20NSshort . 744 .849 .748 .852 .747 .851 .744 .849 TREC6 .746 .860 .748 .864 .753 .858 .752 .866 R21578title .742 .845 .748 .855 .749 .859 .746 .856 Polarity .730 .833 .732 .837 .734 .839 .738 .841 TMNtitle .738 .840 .744 .848 .746 .850 .746 .850 TMN .709 .811 .713 .814 .717 .818 .721 .822 Avg (short) .734 .839 .739 .845 .742 .846 .741 .847 Reuters8 .578 .665 .564 .657 .574 .655 .554 .641 20NS .417 .496 .453 .531 .385 .458 .417 .490 R21578 .540 .570 .548 .640 .542 .596 .551 .663 AGnews .718 .828 .721 .840 .677 .739 .696 .760 RCV1V2 .383 .426 .428 .480 .364 .392 .420 .463 Avg (long) .533 .597 .543 .629 .508 .569 .528 .604 Table 3 : Topic coherence with the top 10 (W10) and 20 (W20) topic words from topic models (T200) their label information. We use the experimental setup similar to Lauly et al. (2017) , where all test documents are treated as queries to retrieve a fraction of the closest documents in the original training set using cosine similarity measure between their representations (eqn. 12 in iDoc-NADE and Ý Ñ h D in DocNADE). To compute retrieval precision for each fraction (e.g., 0.0001, 0.005, 0.01, 0.02, 0.05, 0.1, 0.2, etc.), we average the number of retrieved training documents with the same label as the query. For multi-label datasets, we average the precision scores over multiple labels for each query. Since Salakhutdinov and Hinton (2009) and Lauly et al. (2017) showed that RSM and DocNADE strictly outperform LDA on this task, we only compare Doc-NADE and its proposed extensions. See the supplementary material for the experimental setup and hyperparameters. Table 1 shows the IR-precision scores at retrieval fraction 0.02. Observe that the introduction of both pre-trained embedding priors and contextual information leads to improved performance on the IR task for short-text and longtext datasets. We report a gain of 8.8% (.62 vs .57) in precision on an average over the 14 datasets, compared to Doc-NADE. On top, the deep variant i.e. iDeepDNE 2 (Table 2) demonstrates a gain of 8.5% (.64 vs .59) in precision over the 11 datasets, compared to DeepDNE. Figures (5g, 5i , 5m) and (5a, 5d and 5j) illustrate the average precision for the retrieval task on short-text (TMNtitle, AGnewstitle and 20NSshort) and long-text (20NS, Reusters8 and AGnews) datasets, respectively. See the supplementary material for the IR curves for the remaining datasets.
Applicability: Text Categorization
Beyond the document retrieval, we perform text categorization to measure the quality of word vectors learned in the topic models. We consider the same experimental setup as in the document retrieval task and extract the document representation (latent vector) of 200 dimension for each document (or text), learned during the training of DocNADE variants. To perform document categorization, we employ a logistic regression classifier with L2 regularization. We also data glove doc2vec DocNADE DocNADE 2 iDocNADE iDocNADE 2 F1 acc F1 acc F1 acc F1 acc F1 acc F1 acc 20NSshort . 493 .520 .413 .457 .428 .474 .473 .529 .456 .491 .518 .535 TREC6 .798 .810 .400 .512 .804 .822 .854 .856 .808 .812 .842 .844 R21578title .356 .695 .176 .505 .318 .653 .352 .693 .302 .665 .335 .700 Subjectivity .882 .882 .763 .763 .872 .872 .886 .886 .871 .871 .886 .886 Polarity .715 .715 .624 .624 .693 .693 .712 .712 .688 .688 .714 .714 TMNtitle .693 .727 .582 .617 .624 .667 .697 .732 .632 .675 .696 .731 TMN .736 .755 .720 .751 .740 .778 .765 .801 .751 .790 .771 .805 AGnewstitle .814 .815 .513 .515 .812 .812 .829 .828 .819 .818 .829 .828 Avg (short) .685 .739 .523 .593 .661 .721 .696 .755 .666 .726 .700 .756 Reuters8 .830 .950 .937 .852 .753 .931 .848 .956 .836 .957 .860 .960 20NS .509 .525 .396 .409 .512 .535 .514 .540 .524 .548 .523 .544 R21578 .316 .703 .215 .622 .324 .716 .322 .721 .350 .710 .300 .722 AGnews .870 .871 .713 .711 .873 .876 .880 .880 .880 .880 .886 .886 RCV1V2 .442 .368 .442 .341 .461 .438 .460 .457 .463 .452 .465 .454 Avg (long) .593 .683 .540 .587 .584 .699 .605 .711 .611 .710 .607 .713 Avg (all) .650 .718 .530 .590 .631 .712 .661 .738 .645 .720 .664 .740 (Le and Mikolov 2014) . Table 4 shows that glove leads DocNADE in classification performance, suggesting a need for distributional priors. For short-text dataset, iDocNADE 2 (and DocNADE 2 ) outperforms glove (.700 vs .685) and DocNADE (.700 vs .661) in F1. Overall, we report a gain of 5.2% (.664 vs .631) in F1 due to iDocNADE 2 over DocNADE for classification on an average over 13 datasets.
Inspection of Learned Representations
To analyze the meaningful semantics captured, we perform a qualitative inspection of the learned representations by the topic models. Table 5 shows topics for 20NS dataset that could be interpreted as religion, which are (sub)categories in the data, confirming that meaningful topics are captured. Observe that DocNADE 2 extracts a more coherent topic.
For word level inspection, we extract word representations using the columns W :,vi as the vector (200 dimension) representation of each word v i , learned by iDocNADE using 20NS dataset. Figure 6 shows the five nearest neighbors of some selected words in this space and their corresponding similarity scores. We also compare similarity in word vectors from iDocNADE and pre-trained glove embeddings, again confirming that meaningful word representations are learned. See the supplementary for the top-20 neighbors of 
Conclusion
We show that leveraging contextual information and introducing distributional priors via pre-trained word embeddings in our proposed topic models result in learning better word/document representation for short and long documents, and improve generalization, interpretability of topics and their applicability in text retrieval and classification.
In future work, we would like to investigate the application of learned representations (of either word or document) in downstream NLP tasks such as named entity recognition (Lample et al. 2016) , relation extraction (Gupta et al. 2015a; Santos, Xiang, and Zhou 2015; , textual (-long) similarity learning with complementary learning (Mueller and Thyagarajan 2016; , semi-supervised bootstrapping (Batista, Martins, and Silva 2015; Gupta, Roth, and Schütze 2018) for information extraction, etc.
Label: training
Instructors shall have tertiary education and experience in the operation and maintenance of the equipment or sub-system of Plant. They shall be proficient in the use of the English language both written and oral. They shall be able to deliver instructions clearly and systematically. The curriculum vitae of the instructors shall be submitted for acceptance by the Engineer at least 8 weeks before the commencement of any training.
Label: maintenance The Contractor shall provide experienced staff for 24 hours per Day, 7 Days per week, throughout the Year, for call out to carry out On-call Maintenance for the Signalling System.
Label: cables Unless otherwise specified, this standard is applicable to all cables which include single and multi-core cables and wires, Local Area Network (LAN) cables and Fibre Optic (FO) cables.
Label: installation The Contractor shall provide and permanently install the asset labels onto all equipment supplied under this Contract. The Contractor shall liaise and co-ordinate with the Engineer for the format and the content of the labels. The Contractor shall submit the final format and size of the labels as well as the installation layout of the labels on the respective equipment, to the Engineer for acceptance. To perform document retrieval, we use the same train/development/test split of documents discussed in data statistics (experimental section) for all the datasets during learning. For model selection, we use the development set as the query set and use the average precision at 0.02 retrieved documents as the performance measure. We train DocNADE and iDocNADE models with 200 topics and perform stochastic gradient descent for 2000 training passes with different learning rates. Note that the labels are not used during training. The class labels are only used to check if the retrieved documents have the same class label as the query document. See Table 9 for the hyperparameters in the document retrieval task.
Experimental Setup and Hyperparameters for doc2vec model Doc2Vec We used gensim (https://github.com/ RaRe-Technologies/gensim) to train Doc2Vec models for 12 datasets. Models were trained with distributed bag of words, for 1000 iterations using a window size of 5 and a vector size of 500.
Classification task
We used the same split in training/development/test as for training the Doc2Vec models (also same split as in IR task) and trained a regularized logistic regression classifier on the inferred document vectors to predict class labels. In the case of multilabel datasets (R21578,R21578title, RCV1V2), we used a one-vs-all approach. Models were trained with a liblinear solver using L2 regularization and accuracy and macro-averaged F1 score were computed on the test set to quantify predictive power.
Hyperparameter
Search 
Hyperparameters for PPL and IR
See Tables 8 and 9 for hyperparameters in generalization and retrieval tasks.
(from 20NewsGroups data set) The CD-ROM and manuals for the March beta -there is no X windows server there. Will there be? Of course. (Even) if Microsoft supplies one with NT , other vendors will no doubt port their's to NT. 
