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DescriptiveAnalysisofMatrix-ValuedTime-Series
In this article we present a technique of data analysis applied to three-dimensional tables
as, for instance, matrix-valued time-series. The main goal of the method is to describe the evo-
lution of the statistical units with respect to time in a space summarizing the set of matrices.




arge data sets are common in most sciences. In particular, factor analysis is widely used to
study a set of observations of p variables measured on n statistical units. Nevertheless, few
methods [Kroonenberg (1983)], [Escoufier (1985)], [Casin (1995), (1996)] are developed to
analyserepeatedobservationsofnp  matrices.Withoutlossofgeneralitywewillconsiderrepeti-
tions of these matrices only over the time.
As a global approach we conduct a three-steps analysis of this type of data:
1. Analysing each data matrix to get an idea of the data structure at time t, tT {} ,..., 1 ;
2. Constructing and analysing theTp  matrix whose rows contain the means or medians
of each data matrix to get an idea of the global evolution of the process under study;
and, finally,
3. Finding a common space to describe the evolution of statistical units and relationships
between variables with respect to time.
In the article we have mainly developed the third point with techniques based on Principal





which consists in projections, with respect to time, of statistical units or variables on principal di-
rectionsofthecommonspace.Wecalltheseprojectionstrajectories, andweclassifythemtoexhi-
bitsimilarities.InSection4weapplyourmethodtoa26 8 26  matrix:26yearsofobservationsof
8 variables of rates of mortality in 26 Swiss cantons.
We define a data set as a three-dimensional matrix denoted by  () ,..., ; ,..., ; ,..., xijt i n j p t T 111 ,
where xijt represents the value of the j
th variable for thei
th statistical unit at time t.
Another way to define such a data set is given by   {} | ,..., Xt T t 1 , where X t is the np 
matrix of observations at time t.
The first step in the analysis of our data sets is to perform PCA on the T matrices X t to explore
thestructureofeachmatrixinordertopointoutimportantchangesinthestructureofthedata.In
this article we do not discuss this type of question.
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45The second step consists in applying PCA to X u, theTp  matrix of the means over statistical
units, whicht
throwequals(. ) ,..., x jt j p 1 .ThegoalofthisPCAistosummarizeandexhibittheglobal
evolution of the T matrices in subspaces generated by principal axes of X u.
In the third step, PCA is conducted on Xx ij   () , thenp  mean matrix over the time, to define
directionsofprojectionofstatisticalunitsorvariablestostudytheirevolutionwithrespecttot.We
remarkthatifT 1, thereisnocommonspacetodefine, andusualPCAprovidesexactlywhatwe
search for. Let us recall that the optimum properties of PCA are direct consequences of the pro-








, where V is the variance-covariance matrix related
to X.
Hence the concern of this article is to extend the PCA approach for the cases whenT 	1.
Inthiscontextthefollowingquestionarises:howtodefineV, whenTmatricesofsizenp  have
to be analysed simultaneously, and the common space will be defined through a criterion based
on a ratio similar torV ()  .
2. General Framework
Given a data set there exists at least four ways to define the matrix V with respect to 
,
a matrix constructed by means of the set of matrices X t.
Let us consider   11 1 1 ( ... ), the identity matrix I, and Xn X t
c
t  () / I 11 . To simplify the
notation let XX tt
c  andVX X tt
c
t
c   ().
1. XXX X T   ( ... ) 12 , WV t 1  ;























































































4. Xc X tt  , W4    kXXk cc ij i j ij i j , .
GivenV, let{} , ,...,   12 r beasetofrorthogonalvectorsandletusdefine (, ) ( )  Vr Vk 
as the sum of the squared lengths of the projections of the rows of
onk kr , , ,...,  12 . In cases
1and4k
p  anddefinesaglobalmeasureofdispersionofthedatasetcapturedbythespace
generated by the vectors of.
Atanytimet, (, )  Vt isthedispersionofthedatamatrixX t capturedbythespacegenerated
by.A s



















































W (, )  measures the mean dispersion of the data set captured by the space generated by the
set .
Cases2and3arenotrelevanttoourproblemasthedimensionoftheprojectiondirectionsdo
not match the original data.
I nC a s e4w eh a v e
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and we can write







which shows that the dispersion captured by is composed of a within each year part and
























  W .
As in the standard PCA we can consider a dual approach based on the study of the columns
instead of the rows of the data matrices, and we define for{} , ,..., uu u s 12 , a set of orthogonal
vectors, (, ) ( )      V ru Vk .
In that framework we should solve the following optimisation problem (OP):
max ( , )
   V andmax ( , )
    V
to get the directions of projections of the statistical units and the variables on their respective
optimal subspace.
In fact, essentially for computational reasons we consider a slightly different optimisation
problem and we solve OP sequentially. We start to solve OP with andcontaining one vector.
Then we solve OP, with  and  still containing only one element, under the constraint of
orthogonality of that solution to the previous one and so on.
Itiswellknownthatsuchsolutionsaregivenbythesingularvaluedecompositionoftheabove
given
matrix. The obtained eigenvectors generate the common spacesc andc.
Classical methods as generalized PCA, generalised canonical analysis, or STATIS method fit in
that general framework [Antille (2001)].
3. Trajectories
In the previous section we proposed a way to obtain a common space to represent the data
set.
Inthecommonspacec, atanytimet, thestatisticalunitshavetheirrespectivepositionsgiven
by XD t , where D is the pr  matrix of eigenvectors of  

 . Similarly, at any time t,  XG t gives the
coordinates of the variables inc, where G is thenr  matrix of eigenvectors of

; and wherer,
withrr a n k 
 () , is equal to the number of eigenvectors we select to describe the data.










eA k-dimensional trajectory of the i
th statistical unit with respect to time is defined by




() , X t
i ()is thei
th row of X t and D k ()is a pk  sub-matrix of D;
the coordinates of thet
th vertex of that trajectory are given bypit.A sk can be seen as a degree of
freedomlefttotheanalystthereareasmanyas2
k trajectories; someofthembeinginterestingfor
graphical purposes, others for clustering statistical units.
Amongtheone-dimensionalortwo-dimensionaltrajectoriesonlythosecorrespondingtothe
largest singular values have statistical interpretation. The one-dimensional trajectories should be
plottedversusthetime, andgraphicalcomparisonsarequiteeasy(seeFigures4and5).Thetwo-
dimensional trajectories have to be plotted in the plane generated by two chosen principal axes
(see Figure 3)
In order to compare trajectories we propose two distinct points of view, a location and an
evolution one.
Inthelocationapproach, comparisonsarebasedondistancesbetweenverticesoftrajectories
i and j, defined by
di j p p p p p
L
ij p it jt p
t
(, )    ,
p being theLp — norm. In this case two trajectories are equal if they match exactly.
In the evolution approach, proximities are based on distances betweenei
tq, lags of order q for
the trajectory i, ande j
tq — lags for j, where
ep p l
tq
lt lt q   , tq T  1 ,..., , 11  qT ,
with too large values of q being meaningless. In this case two trajectories are similar if they are
linked by a translation.
Asitcanbeeasilyseen, graphicalpresentationsoftrajectoriesareoftenuselessastherearetoo
many overlappings or simply too many trajectories on the plot. Clustering trajectories provide
a way to detect similar statistical units with respect to the defined principal axes.
4. Application
As an illustration of our descriptive approach to analysing matrix-valued time-series we study
the evolution of 8 mortality causes in the 26 Swiss cantons during 26 years. As there exist impor-
tant geographical, economic, and cultural differences between cantons we expect to point out
these differences by analysing our set of data, a 26 8 26  matrix. Moreover, sizes of the popu-
lationarealsoverydifferent, sowehavetoconsiderthepercentagesofdeathduetoinfection, tu-
mour, diabetes, hart disease, respiration, accident, suicide, and others for each canton. To con-
struct the common space we choose the mean matrix over the time and perform a PCA on that
matrix after standardization. In that case the Kaiser criterion implies that only the first three com-
ponents are interesting as they capture 74.11% of the total dispersion. Eigenvectors, correlation
withtheaxes, andcontributionofthevariablestotheconstructionoftheaxesaregiveninTable1.
As computation was performed on a standardized matrix, correlations are equal to the coordina-
tesofthevariablesonthecorrespondingaxis.Figure1containstherepresentationofthevariables
in the common space of dimension two. As it can be seen, the first axis opposes heart disease to
infection and other causes of death, and the second axis opposes accident to tumour and dia-
betes.
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Eigenvectors, correlation, and contribution of the variables
CP1 CP2 CP3
Infection –.45 –.81 19.9 .13 .16 1.64 .03 .03 .06
Tumour –.34 –.61 11.27 –.49 –.60 24.37 .25 .26 5.97
Diabetes .30 .54 8.72 –.37 –.45 13.57 .44 .47 19.00
Heart disease .52 .94 26.71 .14 .17 2.05 –.16 –.18 2.72
Respiration –.26 –.47 6.82 –.25 –.30 6.18 –.19 –.20 3.50
Accident –.14 –.25 1.85 .70 .84 47.63 .15 .16 2.14
Suicide –.10 –.17 .93 –.17 –.21 2.98 –.80 –.87 65.24
Others –.49 –.88 23.8 .13 .15 1.58 .12 .13 1.37
Thelocationsofthecantons(thelistofabbreviationsisprovidedintheappendixtothepaper)
on the first PCA plane provide information on the similarities of causes of death; for instance, on
the first axis we observe that GE and VS have the highest rate of mortality due to infection as
pointed out on Figure 1.
The main interest of this descriptive method is due to the possibility of following graphically
theevolutionofcantonswithrespecttotimeandmakingcomparisons.Theweaknessoftheme-
thod is a large amount of information, which could be included in such projections. Drawing all
thetrajectoriesdoesnotmakesenseas, usually, theywilloverlap, andthefigurewillbealmostco-
vered by lines. Drawing trajectories for a few cantons, which seems similar on the compromised

















Plots of variables versus time allow observing the evolution of causes of death as shown on
Figure 6, where we see the increase of diabetes. The trajectory of the infections changed sharply
around 1985, when the AIDS started to be counted as an infection.
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tories of the cantons with respect to the first PCA plane. As it can be seen, the structure provided
bytheclassificationisclosetothelatentstructureshownonFigure2.Thisfactisexplainedbythe
repartition of causes of death, which was almost stable during the observation period as the
structure reflected by time is similar to the one given by the common space.














In this article a descriptive method of analysing three-dimensional matrices is presented.
Principal component analysis of a matrix, summarizing the data, provides directions of projections
of statistical units for construction of their trajectories with respect to time. Plots, clustering
methods, and classification trees of trajectories allow comparison of the evolution of the units. For
thevariablesadualapproachcanbeperformed, andcomparisonswithrespecttotimearepossible.
Appendix
The following table contains the list of abbreviations of the Swiss cantons.
Table2
1.Zurich ZH 8.Glarus GL 15.Appenzell R AR 22.Vaud VD
2.Berne BE 9.Zug ZG 16.Appenzell I AI 23.Valais VS
3.Lucerne LU 10.Fribourg FR 17.St Gallen SG 24.Neucha tel NE
4.Uri UR 11.Solothurn SO 18.Grisons GR 25.Geneva GE
5.Schwytz SZ 12.Basel-City BS 19.Aargau AG 26.Jura JU
6.Obwalden OB 13.Basel-L BL 20.Thurgau TG
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Â íàñòîÿùåé ñòàòüå ìû ïðåäñòàâëÿåì ìåòîä àíàëèçà äàííûõ, ïðèìåíÿåìûé äëÿ
òðåõìåðíûõ òàáëèö, íàïðèìåð, äëÿ âðåìåííûõ ðÿäîâ ñ ìàòðèöàìè â êà÷åñòâå çíà÷å-
íèé. Îñíîâíàÿ çàäà÷à äàííîãî ìåòîäà — îïèñàíèå ýâîëþöèè ñòàòèñòè÷åñêèõ åäèíèö
îòíîñèòåëüíî âðåìåíè â ïðîñòðàíñòâå, ñóììèðóþùåì ìíîæåñòâî ìàòðèö. Áîëåå





òîðíûé àíàëèç øèðîêî ïðèìåíÿåòñÿ äëÿ èçó÷åíèÿ ìíîæåñòâà íàáëþäåíèé p ïåðåìåí-
íûõ, èçìåðåííûõ äëÿ n ñòàòèñòè÷åñêèõ åäèíèö. Òåì íå ìåíåå, ñðåäè ñóùåñòâóþùèõ
[Kronenberg(1983)], [Escoufier(1985)], [Casin(1995), (1996)]êðàéíåìàëîìåòîäîâäëÿàíàëèçà
ìàòðèö ðàçìåðíîñòè Tnp  .
Äëÿ ýòîãî òèïà äàííûõ ìîæåò áûòü ïðîâåäåí òðåõñòóïåí÷àòûé àíàëèç.
 Àíàëèç êàæäîé ìàòðèöû äàííûõ äëÿ ïîëó÷åíèÿ òî÷å÷íûõ ïðåäñòàâëåíèé îá èõ ñòðóê-
òóðå.
 ÊîíñòðóèðîâàíèåèàíàëèçìàòðèöûTp  , ÷üèñòðîêèñîäåðæàòñðåäíèåèëèìåäèàííûå
çíà÷åíèÿ êàæäîé ìàòðèöû äàííûõ äëÿ ïîëó÷åíèÿ ïðåäñòàâëåíèÿ î ãëîáàëüíîé ýâîëþöèè
èçó÷àåìîãî ïðîöåññà.
 Íàõîæäåíèå îáùåãî ïðîñòðàíñòâà äëÿ îïèñàíèÿ ýâîëþöèè ñòàòèñòè÷åñêèõ åäèíèö
è âçàèìîîòíîøåíèé ìåæäó ïåðåìåííûìè îòíîñèòåëüíîtT  .
Êàæäûé èç ýòèõ øàãîâ îñíîâàí íà àíàëèçå ãëàâíûõ êîìïîíåíò (ÀÃÊ), âûïîëíåííîì äëÿ
ðàçëè÷íûõ ìàòðèö. Îáùåèçâåñòíî, ÷òî îïòèìàëüíûå ñâîéñòâà ÀÃÊ ÿâëÿþòñÿ íåïîñðåäñòâåí-








,ã ä åV — êîâàðèàöèîííàÿ
ìàòðèöàýòîãîìíîæåñòâàäàííûõ.Âäàííîìêîíòåêñòåâîçíèêàåòñëåäóþùèéâîïðîñ:êàêîï-
ðåäåëèòüV, êîãäàìàòðèöûTðàçìåðîìnp  äîëæíûáûòüïðîàíàëèçèðîâàíûîäíîâðåìåííî?
Òîãäà îáùåå ïðîñòðàíñòâî áóäåò îïðåäåëåíî ÷åðåç êðèòåðèé, îñíîâàííûé íà îòíîøåíèè,
ñõîäíîì ñrV ()  .
Â ñòàòüå ïðåäñòàâëåíî ÷åòûðå ðàçíûõ ñïîñîáà îïèñàíèÿ ìíîæåñòâ ìàòðèö. Òàêèì îáðà-
çîì, ìûèìååì÷åòûðåðàçëè÷íûåêîâàðèàöèîííûåìàòðèöûV, èñïîëüçóåìûåäëÿîïðåäåëå-
íèÿ ÷åòûðåõ ãëîáàëüíûõ ìåð äèñïåðñèè (,) ( )  Vr Vk  ìíîæåñòâà äàííûõ, îõâà÷åííûõ
ïðîñòðàíñòâîì, ïîðîæäåííûì ìíîæåñòâîì îðòîãîíàëüíûõ âåêòîðîâ{} , ,...,   12 r . Êàê
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53è â ñëó÷àå ñòàíäàðòíîãî ÀÃÊ, ïðè èñïîëüçîâàíèè äâîéñòâåííîãî ïîäõîäà ìû ïîëó÷àåì
(, ) ( )  Vr u
t
V k t  — ãëîáàëüíóþ ìåðó äèñïåðñèè â äâîéñòâåííîì ïðîñòðàíñòâå.
Ïðè òàêîé ïîñòàíîâêå çàäà÷è, äëÿ ïîëó÷åíèÿ íàïðàâëåíèé ïðîåêöèé ñòàòèñòè÷å-
ñêèõåäèíèöèïåðåìåííûõíàèõñîîòâåòñòâóþùååîïòèìàëüíîåïîäïðîñòðàíñòâî, ìûäîëæ-
íû ðåøèòü ñëåäóþùóþ îïòèìèçàöèîííóþ çàäà÷ó:max ( , )
   V è max ( , )
   V
t . Îáùåèçâåñòíî,
÷òî ðåøåíèÿ ýòîé çàäà÷è ïîëó÷àþòñÿ ñïåêòðàëüíûì ðàçëîæåíèåì V èV
t. Ýòè ñîáñòâåííûå
âåêòîðû ãåíåðèðóþò îáùèå ïðîñòðàíñòâà. Êëàññè÷åñêèå ìåòîäû, òàêèå êàê îáîáùåííûå
ÀÃÊ, êàíîíè÷åñêèé àíàëèç èëè ìåòîä ÑÒÀÒÈÑ ñîîòâåòñòâóþò ýòîé ïîñòàíîâêå çàäà÷è [Antille
(2001)].
Äåñêðèïòèâíûé ìåòîä àíàëèçà âðåìåííûõ ðÿäîâ ñ ìàòðèöàìè â êà÷åñòâå çíà÷åíèé,î á -
ñóæäàåìûé â íàñòîÿùåé ñòàòüå, ñîñòîèò â ïðîåöèðîâàíèè îòíîñèòåëüíî âðåìåíè ñòàòèñòè-
÷åñêèõ åäèíèö èëè ïåðåìåííûõ íà îñíîâíûå íàïðàâëåíèÿ îáùåãî ïðîñòðàíñòâà. Ìû íàçû-
âàåì ýòè ïðîåêöèè òðàåêòîðèÿìè. Ðàçìåðíîñòü òðàåêòîðèè ðàâíà ðàçìåðíîñòè ïîäïðî-
ñòðàíñòâà, íà êîòîðîå ïðîèçâîäèòñÿ ïðîåêöèÿ. Ñðåäè îäíîìåðíûõ èëè äâóìåðíûõ òðàåêòî-
ðèé ìîãóò áûòü ñòàòèñòè÷åñêè èíòåðïðåòèðîâàíû òîëüêî òðàåêòîðèè, ñîîòâåòñòâóþùèå
ìàêñèìàëüíûìñîáñòâåííûìçíà÷åíèÿì.Îäíîìåðíûåòðàåêòîðèèäîëæíûáûòüíàíåñåíûíà
ãðàôèê ïðîòèâ T, ÷òî ïîçâîëÿåò äîñòàòî÷íî ïðîñòî ïðîèçâîäèòü ãðàôè÷åñêèå ñðàâíåíèÿ
(ðèñ. 4 è 5). Äâóìåðíûå òðàåêòîðèè íàíîñÿòñÿ íà ïëîñêîñòü, ãåíåðèðóåìóþ äâóìÿ ãëàâíûìè
îñÿìè (ðèñ. 3).
Äëÿ ñðàâíåíèÿ òðàåêòîðèé, íà îñíîâàíèè êëàññèôèêàöèè, ìû ïðåäëàãàåì èñïîëüçî-
âàòü äâå ðàçíûå òî÷êè çðåíèÿ — ðàñïîëîæåíèÿ è ýâîëþöèè. Ñ òî÷êè çðåíèÿ ðàñïîëîæåíèÿ,
ñðàâíåíèÿ îñíîâûâàþòñÿ íà ðàññòîÿíèÿõ ìåæäó âåðøèíàìè äâóõ èëè áîëåå òðàåêòîðèé.
Â ýòîì ñëó÷àå äâå òðàåêòîðèè ðàâíû, åñëè îíè ïîëíîñòüþ ñîâïàäàþò. Â ïîäõîäå, îñíîâàí-
íîì íà ýâîëþöèè, ñðàâíåíèÿ ñòðîÿòñÿ íà ðàññòîÿíèÿõ ìåæäó âðåìåííûìè èíòåðâàëàìè îä-
íîãî è òîãî æå ïîðÿäêà q äëÿ äâóõ èëè áîëåå òðàåêòîðèé. Â ýòîì ñëó÷àå äâå òðàåêòîðèè ïî-
äîáíû, åñëè ñâÿçàíû ïåðåìåùåíèåì. Êëàñòåðû òðàåêòîðèé äàþò âîçìîæíîñòü âûÿâëÿòü
ñõîäíûå ñòàòèñòè÷åñêèå åäèíèöû îòíîñèòåëüíî óæå îïðåäåëåííûõ ãëàâíûõ îñåé.
Â êà÷åñòâå èëëþñòðàöèè âûøåèçëîæåííîãî èçó÷àåòñÿ óðîâåíü ñìåðòíîñòè ïî 8 ïðè-
÷èíàìâ26øâåéöàðñêèõêàíòîíàõâòå÷åíèå26ëåò.Äëÿêîíñòðóèðîâàíèÿîáùåãîïðîñòðàí-
ñòâà âûáðàíà ìàòðèöà ñðåäíèõ çíà÷åíèé çà ýòîò ïåðèîä âðåìåíè è ïðîâåäåíà ÀÃÊ ýòîé
ìàòðèöû ïîñëå ñòàíäàðòèçàöèè. Íà ðèñ. 1 âîñïðîèçâåäåíû ïåðåìåííûå â îáùåì ïðîñò-
ðàíñòâå ðàçìåðíîñòè 2. Êàê ïîêàçàíî íà ðèñóíêå, ïåðâàÿ îñü ïðîòèâîïîñòàâëÿåò ñåð-
äå÷íî-ñîñóäèñòûå è èíôåêöèîííûå çàáîëåâàíèÿ äðóãèì ïðè÷èíàì ñìåðòè, à íà âòîðîé
îñè — äèàáåò — ñàìîóáèéñòâàì. Ïîëîæåíèå êàíòîíîâ íà ïëîñêîñòè ïåðâûõ äâóõ ãëàâíûõ
êîìïîíåíò äàåò èíôîðìàöèþ î ñõîäñòâàõ â ïðè÷èíàõ ñìåðòíîñòè. Íî îñíîâíîé èíòåðåñ
äàííîãî äåñêðèïòèâíîãî ìåòîäà çàêëþ÷àåòñÿ â ïîëó÷åíèè ãðàôè÷åñêîãî èíñòðóìåíòà äëÿ
ïðåäñòàâëåíèÿ ýâîëþöèè êàíòîíîâ âî âðåìåíè è âîçìîæíîñòè ñðàâíèâàòü èõ (ðèñ. 4 è 5).
Îòîáðàæåíèå «ïåðåìåííûõ ïðîòèâ âðåìåíè» ïîçâîëÿåò íàáëþäàòü ýâîëþöèþ ïðè÷èí
ñìåðòíîñòè (ðèñ. 6). Äëÿ ãëîáàëüíîãî ñðàâíåíèÿ ðåêîìåíäóåòñÿ èñïîëüçîâàòü êëàññèôèêà-
öèþ òðàåêòîðèé (ðèñ. 7). Ñòðóêòóðà, ïðåäñòàâëåííàÿ ýòîé êëàññèôèêàöèåé, áëèçêà ñêðû-
òîé (ëàòåíòíîé), ïîêàçàííîé íà ðèñ. 2. Ýòîò ôàêò îáúÿñíÿåòñÿ òåì, ÷òî ðàñïðåäåëåíèå
ïðè÷èí ñìåðòíîñòè îñòàâàëîñü ïðàêòè÷åñêè íåèçìåííûì â òå÷åíèå âñåãî ïåðèîäà íàáëþ-
äåíèÿ.
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