Intelligent PID controllers, or i-PID controllers, are PID controllers where the unknown parts of the plant, which might be highly nonlinear and/or time-varying, are taken into account without any modeling procedure. Our main tool is an online numerical differentiator, which is based on easily implementable fast estimation and identification techniques. Several numerical experiments demonstrate the efficiency of our method when compared to more classic PID regulators.
I. INTRODUCTION
Recent model-free control strategies have been proposed in [16] and [15] . They are based on new techniques for fast identification and estimation (see [17] and the references therein) and they have been shown to be quite efficient not only via academic examples in [15] , [16] but also thanks to concrete case-studies 1 in [23] , [27] , [48] .
This setting is based for a SISO system on the local description y (n) = F + αu (1) where α is some given constant. The function F = y (n) − αu, which is obtained via an estimation of the n th -order derivative of the output signal, carries the whole information on the process we want to control: it might include severe nonlinearities as well as complex time-varying phenomena, like frictions. In all the examples we have investigated until now, we took n = 1 or n = 2. If n = 2, we obtained the desired behavior via the following intelligent PID controller 2 , or i-PID controller,
where y * is a reference output trajectory, and e = y−y * . The aim of this communication is to show the superiority of those i-PID regulators with respect to more classic approaches of PID control. Our paper is organized as follows. Sect. II is devoted to a short review of model-free control and gives the definition of M.
Fliess [8] , and Kessler [28] (see, e.g., [1] , [2] , [3] , [5] , [6] , [7] , [9] , [10] , [11] , [12] , [21] , [22] , [24] , [26] , [29] , [30] , [31] , [32] , [33] , [34] , [36] , [38] , [40] , [41] , [42] , [43] , [45] , [47] , [49] , [51] and the references therein). It might always be argued that some already existing methodologies were ignored and/or misused. Only time and the combined effort of many control engineers will be able to establish our thesis on a completely firm basis.
II. I-PID CONTROLLERS
A. Model-free setting 3 1) General principles: Take a finite-dimensional SISO system E(t, y,ẏ, . . . , y (ι) , u,u, . . . , u (κ) ) = 0 which is linear or not, where E is a sufficiently smooth function of its arguments. Assume that for some integer n, 0 < n ≤ ι, ∂E ∂y (n) ≡ 0. The implicit function theorem yields then locally y (n) = E(t, y,ẏ, . . . , y (n−1) , y (n+1) , . . . , y (ι) , u,u, . . . , u (κ) )
By setting E = F + αu, we obtain Eq. (1) where • α ∈ R is a non-physical constant parameter, which is chosen by the engineer in such a way that F and αu are of the same magnitude,
• F is determined thanks to the knowledge of u, α, and of the estimate of y (n) .
Remark 2:
A system might only be partially unknown as in Sect. III-C. It is straightforward to adapt the previous method to this case.
2) Numerical differentiation 4 : Start with a polynomial time function
, t ≥ 0, of degree N . The usual notations of operational calculus (see, e.g., [50] ) yield X N (s) = N ν=0
x (ν) (0) s ν+1 . Multiply both sides by positive powers of the algebraic derivative d ds . The quantities x (ν) (0), ν = 0, 1, . . . , N , which are linearly identifiable, satisfy the following triangular system of linear equations:
Multiplying both sides of Eq. (3) by s −N ,N > N , permits to get rid of time derivatives, i.e., of s µ d ι XN ds ι , µ = 1, . . . , N ,
Consider now an analytic time function, defined by the power series
which is assumed to be convergent around t = 0. Approximate x(t) by the truncated Taylor expansion x N (t) = N ν=0 x (ν) (0) t ν ν! of order N . Good estimates of the derivatives are obtained by the same calculations as above.
3) Noise removal: Corrupting noises are viewed as highly fluctuating phenomena, which are attenuated via low pass filters (see [13] for more details). Such filters may be obtained for instance by multiplying both sides of Eq. (3) by s −N , whereN > 0 is large enough.
B. Controllers
If n = 2 in Eq. (1), the desired behavior is obtained via the intelligent PID controller, or i-PID controller, (2) where • K P , K I , K D are the tuning parameters, • y * is a reference output trajectory, • e = y − y * is the output tracking error. Remark 3: If n = 1 in Eq. (1), replace Eq. (2) by the intelligent PI controller, or i-PI controller,
Remark 4: We were never obliged until now to choose n 2 in Eq. (1). If nevertheless this happens we would easily extend the generalized proportional-integral controllers, or GPI controllers, of [19] to intelligent generalized proportional-integral controllers, or i-GPI controllers.
Let us emphasize the following differences with respect to more classic approaches of PID controllers:
• No identification procedure is needed since the whole structural information is contained in the term F which is canceled. We are able to control high dimensional and/or strongly nonlinear systems without any complex and time-consuming parameter tuning.
• The flatness-based-like output reference trajectory (see, e.g., [18] , [44] ) is much more flexible than the step trajectory between two setpoints which still is quite common in industry. It permits to a large extent to avoid overshoots and undershoots.
III. COMPUTER SIMULATIONS AND COMPARISONS All computer simulations are performed with a corrupting additive white Gaussian noise, which is zero-mean and with variance 0.01. With classic PID regulators standard low-pass filters are utilized whereas robustness with respect to noises for i-PID controllers is ensured via the principles of Sect. II-A.3.
A. A stable linear system
The transfer function
defines a stable linear system. 1) A classic PID controller: We follow Dindeleux [11] and apply Broïda's method by approximating the inputoutput behavior (5) by the delay system
The parameters K, T , τ are obtained via graphical methods: K = 4, T = 2.018, τ = 0.2424. It yields the following PID coefficients:
2) The i-PI controller: The very simple modelẏ = F + u is used. Write [•] e the estimate of a given quantity. Introduce the i-PI controller
3) Simulation results: Fig. 1 shows that our i-PI controller behaves slightly better than the classic PID regulator. The situation is much more revealing if we assume that • our system is changing with time, • a fault is occurring. The system poles are no more located at 1 but at 1.5, i.e., its transfer function becomes (s + 2) 2 (s + 1.5) 3 Fig. 2 demonstrates that the difference between our i-PI controller becomes quite important with the classic PID regulator if we do not perform again the graphical identification techniques.
The actuator failure in Fig. 3 is a 50% power loss. Here again our i-PI controller behaves much better than the standard PID controller.
B. An unstable nonlinear system
Consider the unstable nonlinear systeṁ 
The parameters K, τ are again obtained via a graphical method around the operating point u = 1, y = 1.5: K = 2, τ = 0.2. It yields according to [11] the PID coefficients: K p = 100 110Kτ = 2.2727, K i = 1 6.66Kτ 2 = 1.8769 and K d = 0.35 K = 0.175. Remark 5: The quality of the above parameters strongly depends on the accuracy of the identification by Eq. (7). This identification here is quite "subtle", i.e., not very natural.
2) The i-PI controller: The coefficients K P and K I in Eq. (4) are selected in such that −2 is the double pole of the closed loop dynamics.
3) Simulation results: Fig. 4 shows the poor performances of the classic PID control with steps as reference trajectories. Note that for the numerical simulations we utilized for the PID controller, as often in industry, only the derivative of the output variable y:
Replace, following the principles of flatness-based control, the step reference trajectories by suitable smooth trajectories, which are defined here via Bézier polynomials. Even if the performance of the classic PID regulator increases, Figs. 5 and 6 demonstrate that the i-PI controller behaves much better.
4) Anti-windup: Set, for instance, −2 ≤ u ≤ 0.4. According to Fig. 7 we obtain second-rate performances without anti-windup (see, e.g., [25] ). With an anti-windup on the classical part of the i-PI controller, Fig. 8 shows that the reference trajectory should be modified according to the principles of flatness-based control.
C. An example of a partially known system
Consider the following spring mÿ = −K(y) + F(ẏ) − dẏ + F ext (8) where y is the position of a point mass m, F ext = u is the control, d is the damping, K(y) = k 1 y + k 3 y 3 contains a cubic Duffing nonlinearity, F(ẏ) is the friction. The mass m = 0.5 is perfectly known. The error on the coefficient k 1 = 5 is 40% since we are utilizing the valuek 1 = 3 in the simulations. The true values of the coefficients d and k 3 , which are unknown, are 1 and 2 in the simulations. Choose for the friction 5 in the numerical simulations the classic Tustin model [46] : Fig. 9 -(a) shows a quite "brutal" behavior when the sign of the speed is changing.
1) A classic PID controller:
We design a PID controller with respect to the partially known model mÿ = −k 1 y + u. Its coefficients are selected such that all closed loop poles are equal to −3: K p = −k 1 + 27m, K i = −27m, K d = 9m.
2) The i-PID controller: Select a reference trajectory y ⋆ . Set u ⋆ = mÿ ⋆ +k 1 y ⋆ . The designed control is
where
which is bringing together all the complex and poorly known phenomena (damping, friction, nonlinearity), is estimated via
which is deduced from Eq. (8).
• The i-PID controller PID(e), e = y − y ⋆ , is chosen such that −3 is the only pole. 3) Simulation results: Fig. 9-(c,d) demonstrate excellent results for the control (9) , when compared to those in • Fig. 9 -(e,f) with a flatness-based nominal trajectory and a classic PID controller, but without taking into account the unknown effects,
• Fig. 9-(g,h) with a classic PID controller, but without a flatness-based nominal trajectory and without taking into account the unknown effects. When the friction is becoming more important, the tracking performances without estimating G are deteriorating whereas those of the i-PID controller (9) are unaltered.
IV. CONCLUSION
The first two examples seem to show that delay systems defined by transfer functions of the form T (s)e −Ls , T ∈ R(s), L ≥ 0, which play since Ziegler & Nichols [52] such a fundamental role in the parameter tuning of PID controllers, might loose their importance. See [20] for a general study of this class of systems.
Consider the following problems with classic PID regulators:
• How to ensure good performances with disparate plants without having to tune again and again the PID parameters?
• How to guarantee a suitable adaptation when the plant is changing with time? Our intelligent PID controllers offer a most efficient answer to those crucial points for any industrial application, which is moreover easily implementable: F in Eq. (1) is estimated online.
The first example in Sect. III-A demonstrates that the familiar mathematical robustness criteria are becoming pointless here. It should be clear that the robustness of our i-PID controllers depends on practical implementation issues, like the quality of the sensors, the magnitude of the corrupting noises, the sampling period, and the computer capability.
A more detailed presentation will appear in [14] , where some important questions, like multivariable systems, and non-minimum phase systems, will also be examined. 
