The aim of the present study is to perform a comparative analysis of two actuator disc methods (ACD) and two analytical wake models for wind farm power production assessment. To do so, wind turbine power production data from the Lillgrund offshore wind farm in Sweden is used. The measured power production for individual wind turbines is compared with results from simulations, done in the WindSim software, using two ACD methods (ACD (2008) and ACD (2016)) and two analytical wake models widely used within the wind industry (Jensen and Larsen wake models). It was found that the ACD (2016) method and the Larsen model outperform the other method and model in most cases. Furthermore, results from the ACD (2016) method show a clear improvement in the estimated power production in comparison to the ACD (2008) method. The Jensen method seems to overestimate the power deficit for all cases. The ACD (2016) method, despite its simplicity, can capture the power production within the given error margin although it tends to underestimate the power deficit.
Introduction
As a wind turbine extracts energy from the wind, it creates a region downstream where the wind velocity is decreased, and the turbulence intensity is increased. This region is commonly called the wake region and represents the effect of the wind turbine on the free flow of the wind. Turbines are currently placed in close configurations for several economic, environmental, and technical reasons [1] . The results of these configurations are that turbines often operate in the wake of other turbines which results in reduced production. In the context of an offshore wind farm this power loss is in the order of 5% to 20% [2] . It is thus apparent that the ability to accurately predict wind turbine wakes has a significant impact on increasing wind farm profitability. This insight can provide value in at least two stages of a wind farm's project lifespan, i.e., the pre-construction phase and the operational phase. In the pre-construction phase the value is added by being able to calculate with higher accuracy the wind flow conditions within the planned wind farm and layouts that decrease wake losses and turbine loads may be designed for. During the operational phase wind farm managers in many cases sacrifice power production in favor of decreasing wind flow related loads to extend the lifetime of the wind turbines. Subsequently, by accurately modelling wind farm wakes, wind farm managers could create better controller strategies per inflow condition that may increase the power production without negatively impacting the operational lifetime of the wind farm. Recently Hou et al. (2017) [3] developed a novel wind farm optimization layout for offshore wind farm micro siting.
Traditionally the impact of wakes is accounted for by using analytical wake models such as the Jensen [4] and the Larsen [5] models. Even though these models are extremely fast in computing the wake deficit of an entire wind farm, they depend on coefficients that need to be empirically determined per case, making them not generically applicable to all sites. An example of one such empirical variable is the wake expansion coefficient of the Jensen model, presented later in Section 2.2. Furthermore, they also suffer from intrinsic simplifications when calculating, for instance, the wake to wake interaction and the turbulence characteristics of the wake [6, 7] . A recent validation of three wind turbine analytical wake models in a complex terrain context using wind farm production data may be found in [8] . Furthermore, three wake models [4, 9, 10] for two wind turbine farms where benchmarked in [11] . A similar validation for the standalone DWM model and the actuator line (ACL) method in OpenFOAM R [12] are performed in [13] . The validation is done for the Lillgrund offshore wind farm located in Øresund, between Sweden and Denmark and the ACL data is provided by [14] .
More advanced computational fluid dynamics (CFD) techniques to assess wind turbine wakes are performed by modelling the wind turbine forces in a spatially filtered Navier-Stokes equation e.g., Large Eddy Simulations (LES). Two widely used methods to model the wind turbine forces are the ACL method and the actuator disc (ACD) methods. The ACL method, proposed by [15] , involves distributing the calculated forces along rotating lines that represent the blades of an actual wind turbine. Research with LES and the ACL method has been performed by e.g., [16] [17] [18] . The ACD method, in which the wind turbine rotor is represented by distributing the forces over a porous disc, has been investigated with LES by e.g., [19] [20] [21] [22] [23] . Although LES provide high fidelity results compared to field measurements, the computational requirements of the method are far too high and therefore not currently suitable for the engineering requirement of computing wakes for an entire wind farm [14, 22] . A less computationally expensive alternative to LES are the Reynolds averaged Navier-Stokes simulations (RANS). Here the effects of the turbulent eddies are determined by turbulent models without resolving them in detail and in which steady state averaged results are computed. RANS simulations have been used with the ACD method to simulate wind turbine wakes by numerous researchers, e.g., [22, [24] [25] [26] [27] .
In previous work from [28] an ACD method is introduced for modelling wakes in the wind farm development software WindSim [29] , herein referred to as the ACD (2008) method. Recently, a new ACD method has been developed and validated against three different wind tunnel test cases in [30] , this method herein referred to as the ACD (2016) method. In this paper, a comparative analysis of these two ACD methods and the Jensen and Larsen analytical wake models is performed in the context of a case study. This is done by comparing power production measurement data from the Lillgrund offshore wind farm with results from the RANS simulations.
The paper unfolds as follows: Section 2 introduces the methodological framework and shortly presents the two ACD methods, the analytical wake models, and the boundary conditions of the numerical set-up of the study. Section 3 presents the offshore wind farm Lillgrund, where the data are taken from and the inflow directions used for the comparative analysis. In Section 4 the results are presented and discussed. Lastly, in Section 5 the main conclusions of this study are drawn and proposals for further research are highlighted. Figure 1 presents the methodological framework of the study. The wind farm power production is found by taking into account wind turbine wake losses. The wake losses can be assessed, among other ways, by using the analytical wake models or the ACD method. Herein two ACD methods and two analytical wake models are used to assess the power production through simulations. The results from the simulations are compared with the power production data from the offshore wind farm Lillgrund.
Methodological Framework
In the remaining portion of this section the two ACD methods will be introduced along with the two analytical wake models and the boundary conditions used to set-up the simulations of the study. 
ACD Method
The ACD method is a way to represent the wind turbine's effect on the wind flow in a simulation. To do so, a thrust force calculated from the 1D momentum theory is applied to a porous disc, which in turn acts as a momentum sink.
For the ACD (2016) method presented in [30] the thrust force F i at each cell of the disc is calculated from
where U d,i is the velocity of the flow at i-th cell of the disc, a i is the axial induction factor calculated for each individual cell of the disc, A i is the surface area of the cell facing the undisturbed wind flow direction and C T is a modified thrust coefficient dependent on the velocity at the disc U d,i and ρ is the air density set to 1.225 kg m −3 . In most cases wind turbine manufacturers offer C T as a function of U ∞ , the undistributed wind velocity. This C T is reasonable for the first wind turbine of the row but not for the downstream wind turbines were the flow has been disturbed. Hence, in the present case a C T which is a function of U d , the velocity at the disc, is needed [31] . This function can be established from the 1D momentum theory by combining the definition of the trust coefficient C T and the axial induction factor a
Hence from Equations (2) and (3) the following is obtained
The power production is estimated by finding the average induction factor over the disc as a = 1 N ∑ N i=1 a i , and then for each velocity U d,i over the disc an undisturbed wind velocity U ∞,i is found using the following equation
For each undisturbed wind velocity, a power is found using the power curve. This power is then averaged over the disc. The data for the thrust coefficient curve C T (U ∞ ) is supplied by [32] and the data for the power curve is provided by [33] .
The main differences between the ACD (2016) method and the ACD (2008) method presented in [28] are shown in Table 1 . Even though the two ACD methods seem quite similar, there are however some crucial differences. The equation used to find the thrust at each cell is slightly different between the ACD (2016) and ACD (2008) method. In the ACD (2016) method the thrust coefficient updates at each iteration depending on the wind velocity at the rotor position (U d,i ), whereas in the ACD (2008) method the thrust coefficient is kept constant during the simulation and is found by the undisturbed wind velocity. This static behavior of the ACD (2008) method and its limitations has been already pointed in [28] . It should be noted that the ACD (2008) method in WindSim has not only an ACD with a uniform distribution but also has ACDs with a polynomial and a parabolic thrust distribution. These were not considered in this study as the power production of the wind turbine for the ACD (2008) is assessed solely from the local velocity at the disc (U d ) at hub height. Hence for distributions other than the uniform the power production of the first wind turbine varied significantly from the measured data. 
Analytical Wake Models
Two analytical wake models are used in this study, the Jensen [4] and the Larsen [5] . The Jensen model is based on the description of a single wake behind a rotor. Here the normalized wind velocity deficit as presented in [6] is used δU =
, at a distance x behind a single wind turbine with a thrust coefficient C T is found by
where k is the wake expansion coefficient, D the rotor diameter of the wind turbine and V the wind velocity in the wake at position x ( Figure 2 ). The wake expansion coefficient k is found by k = A j ln(z h /z 0 ). Where A j is a constant equal to A j = 0.5, z h the wind turbine hub height and z 0 is the effective roughness height. When multiple wakes influence the velocity at a position, the total normalized velocity deficit δU tot. , is found by
where δU j is the normalized wind velocity deficit from the j-th wind turbine. The Larsen model is based on turbulent boundary layer equations and a similarity assumption. By neglecting different terms in the governing equations, two different versions of the model are presented in [5] . Here we will be using the first order wake model in which the normalized velocity deficit is described by
where r x is the radial distance at a position x downstream of the rotor and c 1 is a computed parameter. The parameter c 1 is found by
where
TI h is the ambient turbulence intensity at hub height (z h ), Rnb is a constant dependent on the rotor diameter and the ambient turbulence intensity at hub height. A notable difference between the Jensen and Larsen models is that the wake deficit for the Larsen model is not uniform, as is the case for the Jensen model, but differs radially in the cross-section of the wake, due to r x . The effect of multiple wakes on the velocity field at a position is also taken into account by Equation (7).
The power production at each wind turbine is found by the velocity at hub height minus the velocity deficit calculated by either the Jensen or Larsen wake model.
Boundary Conditions
The simulations are performed by the commercial CFD code WindSim. The RANS equations are solved via a general collocated velocity method (GCV) [34] in a body-fitted coordinate grid formulation (BFC). Therefore, the variables are stored on a collocated mesh. The GCV method, however, uses a segregated pressure-based solver strategy, thus a momentum interpolation algorithm is performed to evaluate mass fluxes on the control volume faces. This algorithm is a variant of the Rhie-Chow momentum interpolation method [35, 36] , which avoids the undesired side effect of producing solutions that depend on the relaxation factors used [37] . The k − ε two equation turbulence model is used to close the equations. Full mathematical formulation of the model can be found in [38] , whereas a detailed description of the computational domain and mesh can be found in Section 2.3.1. The hybrid method of [39] is used to discretize the convective terms. The diffusion terms, on the other hand, are discretized by using the central differencing scheme. At the inlet of the domain, a log law velocity profile is set with the turbulence parameters obeying the following equations
where U(z) is the streamwise wind velocity at height z, U * i is the inlet friction velocity, κ is von Kármán's constant set to 0.41, z 0 is the effective roughness height, k is the turbulent kinetic energy and ε is the dissipation rate. The ambient turbulence intensity at hub height (TI h ) assuming an isotropic normal stress approximation is given by
where U h is the streamwise wind velocity at hub height z h and C µ is an empirical constant equal to 0.09. This value for C µ was recommended by [40] after researching free turbulent flows. By knowing the values for the turbulence intensity at hub height (see Section 3), using Equation (14) the appropriate value for the effective roughness height (z 0 ) is found. The wall function of the ground surface is described by the following equations
where U r is the absolute value of the velocity parallel to the wall at the first grid node and z r is the normal distance of the first grid node from the wall. Here the wall friction velocity U * w is calculated from U * w = τ w /ρ, the wall shear stress is τ w = sρU 2 r and s = κ ln zr z 0 2 . The lateral walls of the domain are impermeable and frictionless. The outlet and top plane are treated as a fixed pressure boundary. Moreover, a diffusive link is set at the top plane to help preserve the inlet boundary profile calculated via Equation (13) ( [41] ). The pressure value at the outlet is set to zero.
Body-Fitted Grid
A top view of the body-fitted grid used within this study is presented at ground level in Figure 3 . The grid is composed of topologically six-sided control volumes/cells. The domain used for the simulation has dimensions of (x, y, z) = (86R, 86R, 11R ). An inner equidistant region (within the dashed box Figure 3 ) with a cell size of R/6 is defined for the domain containing the ACDs, while outside this equidistant region the resolution expands. The equidistant region is automatically defined by the software after the wind turbine locations are selected. The total number of cells is approximately 3.8 million. Table 2 presents the main parameters of the domain, R is the rotor radius and (Lx, Ly, Lz), (lx, ly, lz) are respectively the length of the domain and inner equidistant region. 
Lillgrund Offshore Wind Farm
The total rated power of the Lillgrund wind farm is 110.4 MW which consists of 48 Siemens SWT-2.9-93 wind turbines with a rated power of 2.3 MW each. The rotor diameter of the Siemens SWT-2.9-93 wind turbine is 92.6 m and the hub height is at 65 m. The wind farm layout is shown in Figure 4 . The convention used herein to label each individual wind turbine is to assign them a letter and number, the letter represents the column in which the wind turbine is located ranging from A-H and the number represents the appointed row ranging from 1-8. A distinct feature of the Lillgrund wind farm is the very tight configuration of the wind turbines, with a separation distance of 6.6 rotor radii (R), for the columns and 8.6R for the rows. The reason behind this unusually compact inter-row spacing according to [42] is that the layout was initially developed for a smaller wind turbine model. This model was however unavailable when the construction permit for the wind farm was finally given. As a result, the developers decided to use a larger wind turbine while keeping the original layout. Another noteworthy feature of this layout is the gap in the middle of the farm where wind turbines D5 and E5 should have been placed. This gap increases the separation distance locally and will influence the total wake recovery and power production of the wind turbines downstream of the gap. The turbulence intensity per direction used in this study was estimated by data extracted from a met mast, located to the south-west as seen in Figure 4 , during approximately a two-year period prior to the erection of the wind turbines (1st of September 2013 to the 28th of February 2016) [43] . The inflow directions on which this study will focus are shown in Table 3 (Figure 4) .
Records from the wind turbines' SCADA system are available for 10 min time periods. The power production of each wind turbine per inflow direction and undisturbed wind speed is thus available. Due to data availability limitations the power production data are binned based on inflow directions and wind velocity measurements. The directional bins are ±2.5 • wide and the velocity bins are ±0.5 m s −1 wide as seen in Table 3 below. The inflow wind direction is calculated by the average wind turbine yaw position from a group of wind turbines. For the 120 • direction, the group of wind turbines consists of turbines A1 to A7; similarly, for the 222 • direction the wind turbines B8 to D8 are used. The undisturbed wind velocity used per direction is derived by averaging the undisturbed wind velocity of all wind turbines in the noted groups. The undisturbed velocity of each wind turbine in the group is found by comparing the 10 min power production of the turbine to the official power curve as found in [33] . It should be noted, that for these data a filtration depending on the atmospheric stability condition has not been performed.
Results and Discussion
Results of the comparative analysis will be presented in this section after normalization. The normalization is done by dividing the power production of each wind turbine of the row/column with the measured power production of the first wind turbine in the row/column. The reported error bar range is equal to the normalized standard deviation of the measured power production. Figure 5 below presents the results of Row 3 and 5 for the 120 • wind direction. It is observed that the power production of the first wind turbine is captured by all methods/models. Regarding the second wind turbine of the row, however, the ACD (2016) method and the Larsen model do not capture the steep reduction of the measured power output. In contrast, the ACD (2008) method and the Jensen model give results within the error range. The power production of the third wind turbine is captured within the error range when using the ACD (2016) and the Larsen model, which is not the case for the ACD (2008) and the Jensen model. None of the methods/models can capture the sharp power production increase observed in the measurements from the second to the third wind turbine. The power production of the subsequent wind turbines in Figure 5a is captured within good accuracy when using the ACD (2016) method, whereas the other method/models underestimate the power production. Regarding Figure 5b , the increase of the power output observed between the C5 and F5 wind turbines due to the gap, is captured best by the ACD (2016) method. Other researchers have also studied the Lillgrund wind farm case. Researchers in [44] used the k − ε and the k − ε f p turbulence models to investigate their effects on the simulated power production for rows 3 and 5. Their results with the k − ε turbulence model coincide with the ones presented here for the ACD (2016) method case. On the other hand, the k − ε f p made better predictions of the power production, especially for the second wind turbine in the row. Furthermore, other scholars have used LES with an ACD method to simulate power production for the same wind turbines rows of the Lillgrund wind farm [23] . Their simulations predicted with better accuracy the power production of the same wind turbine rows including the power deficit of the second wind turbine and the power increase between the C5 and the F5 wind turbines. That is expected since LES fully resolves the effect of the large turbulent eddies.
Results of columns B and D for the 222 • wind direction case are presented in Figure 6 . Here again the ACD (2016) method and the Larsen model over-predict the power production of the second wind turbine, whereas the ACD (2008) and the Jensen model under-predict the power production. It is known from literature that ACD models generally perform poorly in the near wake of a wind turbine [25] . For the Lillgrund wind farm with its exceptionally close spacing, this might impact the accuracy of the results. The second wind turbine in the row/column can be considered lying in the near wake region and this could explain the over-prediction of the method. For the remaining wind turbines in the rows the ACD (2016) method and the Larsen model outperform the ACD (2008) method and the Jensen model. In another study, [11] , in which the focus of the comparative analysis was on the wind turbines positioned in column C for a main wind direction of 222 • at a wind speed of 8 ± 0.5 m s −1 , it was found that the three wake models [4, 9, 10] performed similarly for the Lillgrund case. Here we find that the Larsen wake model in general outperforms the Jensen wake model. This highlights the complexity of this type of analysis. One may argue that it should not be expected that similar conclusions would be found when investigating different columns/rows (with or without a gap in between turbines in this case) of wind turbines, wind velocities and slightly different wake models. In that sense similar studies such as the ones performed by [11, 13, 14, 23, [44] [45] [46] may complement each other. In addition, they highlight the strengths and limitations of each model/method and offer to researchers better possibilities to gain a deeper and more integrated insight into the particular usefulness of every model/method under different circumstances and cases.
Results similar to those of the ACD (2016) method presented here when using the k − ε turbulence model were obtained in [44] . In addition, they showed that their results improved with the k − ε f p turbulence model. In [44, 47] it was shown with wind measurements and LES that the k − ε turbulence closure model is not capable of replicating wakes of isolated wind turbines. Specifically, the k − ε turbulence closure model, under-predicts the wake effects due to it being too diffusive. Here the goal is not to investigate the influence of the effect of using different turbulence closer models, rather we are interested in a comparative analysis of two ACD methods and two analytical wake models for a wind farm configuration. Moreover, LES with an ACD and ACL method have been performed by [14, 23] respectively, with quite good accuracy. The researchers in [23] have generally slightly over predicted the measurements whereas results of [14] vary depending on the particular wind turbine examined.
While this study has provided a clear comparison between the ACD (2016) and ACD (2008) actuator disc methods and two analytical wake models with experimental data, it is also important to mention its limitations:
• When presenting the results, the directional uncertainty as proposed by [48] has not been considered.
•
Yaw misalignment errors are not considered.
The data has not been filtered for stability.
• The study has been performed only for cases where the wind direction is in-line to the row of wind turbines.
Only the k − ε turbulence model is used.
In the simulations one power curve is used; in reality depending on the environmental conditions e.g., turbulence intensity or air density, wind turbines operate on a range of power curves.
Despite these limitations, the present study has presented a straightforward comparison among different methods to estimate the power production of a wind farm. Even though the ACDs used in this study are both based on the 1D momentum theory, it is shown that they provide different results as a consequence of how the forces are calculated and distributed over the disc and how the power is estimated. The ACD (2016) method and the Larsen model, in most cases, seem to better estimate the power production in comparison to the other method and model. The Jensen model in particular seems in general to greatly underestimate the power production of the downwind turbines.
Conclusions
This paper compared the power production results of four different methods/models against measurements for the offshore wind farm of Lillgrund, which is in Sweden. Two ACD methods based on the 1D momentum theory are compared along with two analytical wake models, the Jensen and the Larsen. The ACD (2016) method, despite its simplicity, can capture the power production within the error margin although it tends to underestimate the power deficit. One may say that the ACD (2016) method in RANS, which has much lower computational requirements than the ACD method in LES at the cost of lower accuracy, could represent a good compromise.
It should be noted that the ACD (2008) approach uses a simplified approach to calculate the power production of the wind turbine, that is the wind velocity at hub height. The ACD methods presented in [20, 49] on the other hand use an average of the wind speed over the rotor. As such, it would be interesting for a future study to include a more advanced ACD method in a comparison study with the ACD (2016).
Additionally, [44] showed that by using the k − ε f p turbulence model the power production results for the second wind turbine in the row are in closer agreement with the measurements than when using the k − ε model. Hence future work could focus on researching the impact of using different turbulence closure models on the results. Also, as the Lillgrund wind farm is quite unique due to its very close inter-row spacing of the wind turbines, it would be advantageous to apply a similar comparative analysis using these methods/models on wind farms with larger distances between wind turbines. Furthermore, as stability has an impact on wake development it is important to explore wind farm cases in which the data can be filtered for stability. Finally, it would prove beneficial to continue investigating the offshore Lillgrund wind farm for other wind flow conditions to obtain a more comprehensive understanding of the performance of the methods/models.
