ABSTRACT Low-dose computed tomography (LDCT) images tend to be severely degraded by excessive mottle noise and steak artifacts. In this paper, an algorithm of modified smooth patch ordering (MSPO) is proposed to improve the LDCT images. In the MSPO method, the non-local means (NLM) algorithm is modified by replacing the Leclerc robust function with the modified bisquare robust function, to serve as weight function for the estimate of each pixel value. Then, the modified NLM algorithm is combined with smooth ordering of the pixels, patch classification, and subimage averaging scheme to denoise the LDCT image. Additionally, the prewhitening of the LDCT image is carried out to enhance image denoising, and the total-variation filter is utilized as a post-processing step to further remove the residual noise of the recovered image. Subjective and objective evaluations on the actual thoracic phantom and clinical data are carried out for validating the effectiveness of the proposed method. The results from computer experiments demonstrate that the proposed MSPO approach performs better in both artifact suppression and structure preservation, when compared with several existing methods. Especially, the MSPO approach can be directly applied to process digital imaging and communications in medicine (DICOM) images, and has great potential in most current CT systems.
I. INTRODUCTION
X-ray computed tomography (CT) has been broadly utilized in the diagnostic field. Due to the large amount of dose during CT scans, the potential harm caused by radiation exposures becomes a public concern [1] . The wellknown ALARA (as low as reasonably achievable) principle is used to confine radiation dose in the medical community. Among all the methods for radiation dose reduction (such as reducing tube voltage, tube current, and scanning time, etc.), the most simple and straightforward way is to lower mA (milliampere)/mAs (milliampere second). However, low current scanning protocols often result in degraded reconstruction images, characterized by the increased mottle noise and streak artifacts [2] . To suppress artifacts in low-dose CT (LDCT) images, many techniques have been explored. They can be roughly divided into three categories: sinogram filtering, iterative reconstruction, and post-processing approaches.
The first category refers to the techniques that directly smoothen raw data before performing standard filtered-back projection (FBP). The research [3] on CT measurements explained that the projection data obey approximately a Gaussian distribution after system calibration and logarithm transformation. penalized weighted least-squares filtering [3] , Nonlinear smoothing [4] , bilateral filtering [5] , segmentation-based filtering [6] , and penalized-likelihood filtering [7] were respectively proposed to reduce the excessive quantum noise and keep edges in projection data. The second category, i.e., iterative reconstruction, treats the LDCT imaging as an ill-posed inverse problem, and solves the problem by maximizing or minimizing a prior-regularized cost function, which is constructed based on the noise properties of the projections. Different priors have been proposed in the past decade, such as the Markov random field (MRF) priors [8] , [9] , the total-variation (TV) based priors [10] - [13] , the non-local means (NLM) priors [14] - [16] , and dictionary learning (DL) priors [17] , [18] . Although having generated excellent outcomes by the two categories of methods, they can't be broadly used, due to the difficulty in obtaining wellformatted CT projection data. Moreover, the iterative reconstruction approaches involve high calculation cost.
The third category, i.e., post-processing method, by contrast, does not rely on projection data and can be easily integrated into the current CT workflow. Over years, some algorithms have been proposed to improve the LDCT image quality, for instance, partial differential equations based filtering [19] , [20] , NLM filtering [21] , [22] , DL based filtering [23] , [24] , block-matching 3D filtering [25] , [26] , and deep learning based filtering [27] , [28] . However, it is not easy to reduce noise and artifacts properly with traditional algorithms because the noise contained in the LDCT images does not obey a uniform distribution.
The processing methods based on local patches have attracted increasingly attention and turned out to be effective in preserving patch-wise features. The literatures [29] - [33] described these methods, and the relations between patches were investigated in different aspects. The representative examples include weighted averaging of pixels with similar surrounding patches [29] , searching for a representative dictionary in the patches and applying it to sparse representation [30] , clustering the patches into disjoint sets and handling each patch diversely [31] , [32] , gathering groups of similar patches and applying a sparse transform to them [33] . Recently, Ram et al. [34] , [35] applied a 1D wavelet transform to the image by operating on a permuted order of the image pixels, and the permutation they proposed was obtained from a shortest path ordering of the image patches. Thereafter, they proposed a very straightforward strategy that relied solely on patch ordering [36] . The smooth patch ordering (SPO) method proposed in [36] was demonstrated valid in image denoising and inpainting. However, this method has the following two limitations: first, the distances between the patches were not used in the denoising processing; second, the 1D smoothing filters needs to learn separate training set, which is computationally expensive. Ram et al. overcame these two limitations by applying the NLM algorithm to the SPO method in [37] .
Inspired by the ideas of [36] and [37] , we propose a new algorithm, namely, modified smooth patch ordering (MSPO) in this paper. The NLM algorithm is modified by replacing the Leclerc robust function [38] with the modified Bisquare robust function [39] , to serve as weight function for estimate of each pixel value. Then, combined with smooth ordering of the pixels, patch classification, and subimage averaging scheme, the modified NLM algorithm is used as the smoothing filter to eliminate the need for a separate training set.
Additionally, to enhance image denoising, the prewhitening of the LDCT image is carried out to obtain the background of uncorrelated noise. Moreover, instead of the second iteration in SPO method, the TV filter is used as a post-processing step to further remove the residual noise of the recovered image. The results from Shepp-Logan head phantom experiment show that the TV filter as a post-processing step has better image processing effect and less computation costs. We also evaluate the capability of the proposed MSPO method in LDCT image processing. The results of the actual thoracic phantom and clinical data experiments indicate that the MSPO algorithm can achieve an excellent performance in both artifact suppression and structure preservation. This paper is outlined as follows. Section 2 first briefly introduces the concepts of SPO method and NLM algorithm. The proposed MSPO method is then described. Section 3 demonstrates the computer experiment results. Finally, Section 4 gives a brief conclusion for this paper.
II. MATERIALS AND METHODS

A. THE SPO METHOD
An image processing scheme based on smooth patch ordering was proposed in [36] , Let A be an image of size N 1 ×N 2 where N 1 N 2 = N , let B be a corrupted version of A, the corrupted image satisfied
where M is a linear operator which corrupts the data, b and a are the column stacked versions of B and A, v is an additive white Gaussian noise. In order to reconstruct a from b in the SPO method, K different permutation matrices P k were randomly constructed and used to denoise the image b. Then, a ''simple'' 1D smoothing operator H was applied on P k b. Finally, P −1 k was applied to the result, and the reconstructed image was obtained as follows:
B. THE ORGINAL NLM ALGORITHM
The NLM algorithm was originally proposed by Buades et al. [38] in 2005. For a given a noisy image g = {g(i)|i ∈ I }, the estimated value for a pixel i by using the NLM filter is determined through computing a weighted average of surrounding pixels, following the formula below:
where
where the weights {w(i, j)} j depend on the similarity between the intensity g( i ) and g( j ). i and j denote the local neighborhoods centered at positions i and j, respectively.
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The calculation of the weight is based on the square of the Euclidean distance between g( i ) and g( j ), defined as:
where h is a degree of the filtering controlling the decay of the exponential function. When h is very large, the NLM filter has strong capability of image smoothing; when h is very small, the NLM filter has weak capability of image smoothing. Hence, for higher values of noise presented in an image, the constant h is set to be larger. Fig. 1 shows the proposed image processing scheme that includes three steps. In the first step, a prewhitening linear filter is applied to the input LDCT image B, and the prewhitened G is obtained. In the second step, a modified NLM via smooth patch ordering scheme is used to denoise LDCT image G. In the last step, the TV model is utilized to further remove the residual noise and artifacts. In the following, we introduce each step in details.
C. THE PROPOSED MSPO ALGORITHM
1) THE PREWHITENING LINEAR FILTER
The current SPO and NLM methods usually assume that the image noise is uncorrelated (white), however, the noise is correlated in most actual denoising applications. In this case, the calculation of Euclidean distance is restricted, which eventually results in a poor denoising performance. Therefore, we carry out a prewhitening of the LDCT image. According to [39] , the prewhitened image G(l) is calculated by the formula:G
whereG(l) andB(l) denote the discrete Fourier transform of G(l) and B(l), respectively, ε is a very small positive number being added to ensure stability. |H (l)| is the square root of the noise Power Spectral Density.
2) THE MODIFIED NLM VIA SMOOTH PATCH ORDERING SCHEME
The SPO method was demonstrated [36] to be valid in both image denoising and inpainting, but it has the following two limitations. First, the distances between the patches were not used in the denoising processing. Second, the 1D smoothing filters needs to learn a separate training set, which is computationally expensive. For this reason, we propose a modified NLM via smooth patch ordering scheme, which applies the similar permutations as that in [36] , and uses the modified NLM method as the smoothing filter, in order to waive the need for a separate training set. Additionally, we use the modified Bisquare robust function as weight function to estimate each pixel value, because it leads to better experiment result [39] when compared with the Leclerc robust function [38] . Moreover, similar to the method proposed in [36] , both patch classification and subimage averaging scheme are used to further improve the denoising results. Each of the methods is described in detail below.
a: PERMUTATION MATRIX BUILDING
We aim to build a matrix P which generates a smooth signal when it is applied to the original image A. However, the image A generally can not be obtained in actual measurement, so we have to use the patches from the corrupted image. In this section, we use the patches extracted from the prewhitened LDCT image G to build permutation matrix. Let g be the column stacked version of G, g i is the ith sample in the vector g, ξ i denotes the column stacked version of the √ n × √ n patch around the location of g i in G. We reorder the points ξ i in order to form a smooth path. The ''smoothness'' of the path can be measured by the totalvariation measure.
where {ξ
in their new arrange. Minimizing p TV leads to heavy computational burden, so we introduce a simple approximate solution. We start from the random point ξ j 0 to its nearest neighbor ξ j 1 with a probability
or to its second nearest neighbor ξ j 2 with a probability
where ξ j 1 and ξ j 2 are derived from the set of unvisited points, γ is a constant, and α is determined to satisfy:
We confine the nearest neighbor search executed for each patch within a surrounding square neighborhood, which includes B × B patches. After all the patches in that neighborhood have been visited, we search for the first and second nearest neighbors among all of the unvisited patches in the LDCT image. The restriction greatly reduces the overall computational complexity.
In order to better denoise the recovered image, we randomly establish K different permutation matrices P k through the above method, and apply each one of them to the prewhitened LDCT image G.
b: THE MODIFIED NLM FILTER
To overcome the aforementioned limitations of the SPO method, the modified NLM method is used as the smoothing filter in our study. The Leclerc robust function was utilized in the original NLM algorithm to calculate the weight. In order to get better result on the experiment, we use the modified Bisquare robust function as weight function to estimate each pixel value. According to [39] , the formula (4) can be revised as:
where h = √ nσ η, here η and σ are both positive constants. The modified NLM method is to replace the value of a pixel with the weighted average of pixels located in a square search neighborhood I surrounding g(j), and it can be expressed by (3) and (9) . Let p k denote the vectors containing the permutation of the pixel indices used by the matrixes P k . The neighborhood I k,n of the pixel g(j) can be expressed by using the permutations as follows:
where j k n is the index of the pixel g(j) in g p k , and the total neighborhood of g(j) can be defined as:
c: PATCH CLASSIFICATION AND SUBIMAGE AVERAGING SCHEME
To enhance the overall performance of the proposed algorithm, the operations of patch classification and subimage averaging are introduced to the smooth patch ordering scheme.
By patch classification, all of the overlapped patches extracted from the LDCT image G are divided into two sets, the smooth patches are denoted by S s , and the patches with edges or texture are denoted by S e . We use different permutation matrices and smoothing filters for different image regions. According to [36] , the following classification rule is used to divide the patches:
where std(ξ i ) is the standard deviation of the patch ξ i , and C is a scalar design parameter.
The number of all overlapped
, with the column stacked versions of the patches form a n × N p matrix denoted by X . We extract the patches column by column from the patches in the top left corner. When we relate all the patches to a pixel resided in a different position, the subimages are obtained. The column stacked versions of all the subimages of size
The column stacked version of G j is denoted by the vector g j = R j g of length N p , where the N p ×N matrix R j extracts the jth subimage from the image g.
Each subimage g j is divided into two signals g j,s and g j,e . The signal g j,s of length |S s | contains the pixels corresponding to the smooth patches, and the signal g j,e of length |S e | contains the pixels corresponding to the patches with edges and texture.
The |S s | × N p matrices P k,s are constructed to extract g j,s from g j , and the |S e | × N p matrices P k,e are constructed to extract g j,e from g j . Both the signals g p j,s and g p j,e are obtained by using the matrices P k,s and P k,e to reorder the signals g j,s and g j,e . The reordered subimage g p j and the permutation matrices P k are defined as:
Next, the modified NLM filter H mentioned above is applied to the reordered subimage. When we select different values for the two parameters Q and η, the filter H is divided into two different forms h s and h e . The parameters Q s and η s are used in the filter h s , the parameters Q e and η e are used in the filter h e . The filters h s and h e are applied to g p j,s and g p j,e , respectively.
Firstly, the K random matrices P k are calculated by using the patches in X , and are then applied to each subimage g j . Secondly, the operator H is applied to each of the reorder subimages g p j = P k g j , and the inverse permutations P −1 k are used to obtain the reconstructed subimagesˆ y i . Thirdly, all the reconstructed subimagesˆ y i are plugged into their original places in the image canvas. Last but not least, both the different values obtained for each pixel and the images obtained with different permutations are averaged. Therefore, the reconstructed imageŷ can be obtained by:
where D = To further remove the residual noise of the recovered image, the TV filter is used as a post-processing step in this proposed method. The TV model was introduced by Rudin et al. [40] , For a given a noisy imageŷ and a denoised imageŷ MSPO , the energy function is defined as:
where the first term is a regularization term that denotes the total variation ofŷ MSPO , the second term is a fidelity term, and λ is a given Lagrange multiplier. By using the gradient descent method, the TV model was obtained as follows:
The TV filter is used as a post-processing step in this study for the following two reasons. On one hand, the good performance of TV model in preserving edges and details just can avoid the medical misdiagnosis which is often caused by ignoring the detailed features of the medical image. On the other hand, the results from Shepp-Logan head phantom experiment show that the TV filter as a postprocessing step has better image processing effect and less computation costs than the second iteration of the proposed scheme.
The Shepp-Logan phantom is used to validate the importance of each step of the proposed MSPO algorithm. Fig.2 shows the processing results of LDCT image by six different methods. Fig. 2 (a) is the Shepp-Logan phantom with 256 pixels×256 pixels. Fig. 2 (b) is the LDCT image that is reconstructed from simulated noisy data by using the FBP with Hanning filter (cutoff frequency equal to 80% Nyquist frequency). Fig. 2 (c) displays the processed image by SPO method without the second iteration, in which edges are blurred and there are obvious noise and artifacts. Fig. 2 (f) shows the processed image by MSPO method without a postprocessing step, in which edges are preserved and there are a few residual noise. By comparison, it is clear that the first two steps (see Fig. 1 ) of the MSPO algorithm greatly improve the performance in both artifact suppression and edges preservation. Fig. 2 (d) and Fig. 2 (g) are obtained by using the second iteration as a post-processing step in Fig. 2 (c) and Fig. 2 (f) , respectively. We can see that there are obvious noise and artifacts in Fig. 2 (d) , the local details are blurred and there are new artifacts in Fig. 2 (g) . Fig. 2 (e) and Fig. 2 (h) are obtained by using TV filter as a post-processing step in Fig. 2 (c) and Fig. 2 (f) , respectively. It is can be seen that there are still some artifacts in Fig. 2 (e) . It is observed from Fig. 2 (h) that the residual noise is removed effectively, and that edges and details are preserved. By contrast, we can conclude that the TV model is more suitable to serve as a post-processing step than the second iteration to remove the residual noise in the two methods. Moreover, by comparing 
processed image by using the TV filter instead of the second iteration in SPO method (f) processed image by MSPO method without a post-processing step, (g) processed image by using the second iteration as a post-processing step in MSPO method, and (h) processed image by using the TV filter as a post-processing step in MSPO method. Fig. 2 (h) , we can find that the MSPO algorithm performs better than the SPO algorithm, when the TV filter instead of the second iteration is used as a post-processing step.
Fig. 2 (e) with
In order to clarify the above three steps, the proposed MSPO algorithm is summarized in Table 1 .
III. EXPERIMENTS AND DISCUSS
In this section, the experiments based on both actual thoracic phantom and clinical data are performed to validate the proposed MSPO method. All experiments are implemented in MATLAB 2012b on a PC with Intel(R) Pentium(R) CPU 2.60 GHz and 4Gb RAM. 
A. THE ACTUAL THORACIC PHANTOM
In this study, we take an anatomical model of a human chest torso as the actual thoracic phantom, and CT images were collected from a multi-detector row Siemens Somatom Sensation 16 CT scanner with a tube voltage of 120 kVp. The original high-dose CT (HDCT) image was gathered with a higher tube current of 240 mAs. Fig. 3 (a) illustrates the processed HDCT image by the artifact suppressed large-scale nonlocal means (AS-LNLM) method. The processed HDCT image is considered as the reference image, because it has better performance in noise suppression than the original one. Fig. 3 (b) shows the LDCT image which was obtained with a reduced tube current of 30 mAs. Both Fig. 3 (a) and (b) are composed of 512 pixels×512 pixels.
To evaluate the performance of the proposed MSPO method, several algorithms, including the improved NLM (INLM) algorithm [39] , K-means singular value decomposition based (K-SVD-based) algorithm [30] , and SPO algorithm [36] , are chosen for the comparative experiments on LDCT images. The parameters for the proposed MSPO method are listed in Table 2 . The parameters in INLM, K-SVD-based, and SPO are set according to the suggestions in [39] , [30] , and [36] . Fig. 3 (c-f) show the processed outcomes of the LDCT image by INLM, K-SVD-based, SPO, and MSPO methods respectively. To further compare the performance of multiple denoising methods, the zoom-in images of the local regions of interest (ROIs), marked by red squares in Fig. 3 (a) , are shown in Fig. 4 . The zoom-in images in the first and second rows in Fig. 4 are cropped from Fig. 3 (a) and Fig. 3 (b) , respectively. By comparing the HDCT images with the LDCT images, we can clearly see that mottle noise and streak artifacts severely degrade the reconstructed images. Fig. 4 (c1-c4) are cropped from the Fig. 3 (c) processed by INLM, in which some edges and details are blurred seriously (pointed by red arrows) and there are still some residual artifacts (indicated by blue arrows). Fig. 4 (d1-d4) and Fig. 4 (e1-e4) are cropped from the Fig. 3 (d) processed by K-SVD-based and the Fig. 3 (e) processed by SPO, respectively. By comparison, K-SVD-based and SPO methods perform better than INLM method in edges and details preservation. However, the two methods introduce new artifacts to the processed images. Base on the above comparison, INLM, K-SVD-based, and SPO are all inappropriate for LDCT images processing since blurring details and new or residual artifacts may lead to misdiagnosis. The image processed by the proposed MSPO method is shown in Fig. 3 (f) , and its corresponding zoom-in images of ROIs are illustrated in Fig. 4 (f1-f4) . We can easily observe from the processed images by MSPO that mottle noise and steak artifacts are suppressed heavily, and the fine details and edges can be well preserved. With the original phantom as reference, we can conclude that the processed images by MSPO are the most close to the reference images. Fig. 3 and Fig. 4 demonstrate that the proposed MSPO technique performs better than other methods.
For quantitative comparison, the peak signal-to-noise ratio (PSNR), the root mean square error (RMSE), and the structural similarity (SSIM) [41] , all of which have been widely used in CT reconstructed image quality evaluation, are utilized in this paper. The PSNR and RMSE can be calculated VOLUME 5, 2017 Fig. 3 (a) . The zoom-in images in the first row are cropped from Fig. 3 (a) , the zoom-in images in the second row are cropped from Fig. 3 (b) , the zoom-in images in the third row are cropped from Fig. 3 (c) , the zoom-in images in the forth row are cropped from Fig. 3 (d) , the zoom-in images in the fifth row are cropped from Fig. 3 (e) , the zoom-in images in the last row are cropped from Fig. 3 (f) .
as follows:
where u n and u original n are the pixel values of the denoised image and the original image respectively, and N is the total number of pixels in the reconstructed image. The SSIM index, which measures the structure and perceptual similarity between two images, can be calculated by
here c 1 and c 2 are constants set according to [41] . In order to clearly compare the PSNR, RMSE, and SSIM values of different denoising methods, the five ROIs marked by red squares in Fig. 5 (a) are chosen to computer the values. Table 3 shows the PSNR, RMSE, and SSIM values in the ROIs. Fig. 5 (b-d) plot the bar charts of PSNR, RMSE, and SSIM values in Table 3 , respectively. We can see that MSPO technique has the highest PSNR/SSIM and the lowest RMSE for all of the ROIs. It is well-known that a lower RMSE value and a higher PSNR value indicate a better quality of the reconstructed images. In addition, a higher SSIM value manifests that the reconstructed images are more similar to the reference images in the structure and perceptual similarity. As a brief summary, the images processed by MSPO method are the most close to the reference images.
B. CLINICAL DATA
The clinical data is used to validate the effectiveness of the proposed MSPO method for real data. In this study, a 53 years male patient was scanned at high and low doses respectively on a SIEMENS Sensation Cardiac 64-slice CT scanner. The high-dose scan was obtained with 120 kVp, 520 mAs protocol, whereas the low-dose scan was obtained with 120 kVp, 100 mAs protocol. The clinical CT images were acquired in digital imaging and communications in medicine. The standard abdomen window is used in the illustration. Fig. 6 (a) is HDCT image, and Fig. 6 (b) is the corresponding LDCT image. Both Fig. 6 (a) and (b) contain 512 pixels×512 pixels with a physical size of 34.4 cm×34.4cm. We can observe that the mottled noise and steak artifacts severely degrade the image quality under low dose CT scanning condition. Fig. 6 (c-f) display the processing results of the LDCT image (shown in Fig. 6 (b) ) by the four methods (i. e., INLM, K-SVD-based, SPO, and MSPO). The parameters for the proposed MSPO method are listed in Table 2 . The parameters in INLM, K-SVD-based, and SPO are set according to the suggestions in [39] , [30] , and [36] . Fig. 7 illustrates the zoomin ROIs marked by red squares in Fig. 6 (a) . The zoomin images from the first to the last row in Fig. 7 correspond to Fig. 6 (a-f) respectively. When taking the HDCT images as reference, we can see from Fig. 6 (c, d) and Fig. 7 (c1-c3, d1-d3 ) that the INLM and K-SVD-based algorithms can suppress noise and artifacts but tends to obfuscate the existing structure, introducing some strange striped artifacts. Fig. 6 (e) and Fig. 7 (e1-e3) illustrate the processed images by SPO. By comparison, the SPO method performs better than INLM and K-SVD-based algorithms in structure preservation. However, the SPO introduces more new artifacts to the processed images. From Fig. 6 (f) and Fig. 7  (f1-f3) , we can clearly see that a significant improvement of image quality has been obtained by using the proposed MSPO method. In the processed images, not only mottle noise and steak artifacts are suppressed effectively, the structures are also preserved well. The proposed MSPO algorithm has better performance than other denoising algorithms.
The standard deviation (STD) of ROI is used in this section for quantification. Due to the unavoidable displacements caused by patient breath and movements in scans, the clinical LDCT and the corresponding HDCT images have no exact Fig. 5 (a) ) of processed images by INLM, K-SVD-based, SPO, and MSPO methods.
TABLE 4.
The STD values of five ROIs (marked by red squares in the following abdomen image) for the LDCT images, the HDCT images, and the processed images by INLM, K-SVD-based, SPO, and MSPO methods.
spatial matching to each other. Thus, some Euclidean distance metrics such as the mean squared error (MSE) are not appropriately used to quantify image quality [23] . The ROIs ( ) are marked by red squares in the abdomen image in Table 4 . The STD of the ROIs can be calculated by
where x p ij andx p are point intensity and the averaged intensity of all the pixels within respectively, and | | is the pixel number in . Table 4 depicts the STD values of five ROIs (marked by red squares in the abdomen image in Table 4 ) for the LDCT images, the HDCT images, and the processed images by INLM, K-SVD-based, SPO, and MSPO methods. As seen from Table 4 , the STD values of the MSPO processed images are more close to those of the HDCT images than those of the LDCT images and the processed images by INLM, K-SVD-based, and SPO. It means that the images processed by MSPO are the most close to the HDCT images. Based on both visual effect and quantitative analysis, it is fair to conclude that the proposed MSPO approach performs better than other algorithms in both artifact suppression and structure preservation.
C. PARAMETER SETTING ANALYSIS
From the above Table 2 , it is clear that the proposed MSPO method has 13 parameters to be set. All of the parameters are set manually by comprehensive analysis of objective evaluation index and the visual effect of processed images. The PSNR index, RMSE index, and SSIM index are used in the actual thoracic phantom, and the STD value is utilized in clinical data.
In this section, we take the settings of σ and η s in the actual thoracic phantom as examples to analyze the parameter setting. The images processed by the proposed MSPO algorithm with the different settings of σ and η s on the LDCT image (shown in Fig. 3 (b) ) are shown in Fig. 8 , and the PSNR, RMSE, and SSIM values in different parameters are listed in Table 5 , where the processed HDCT image is taken as the reference image. We firstly fix the values of other parameters (to clarify, all of the fixed values of parameters below are chosen according to Table 2 ), the PSNR, RMSE, and SSIM indices in different value of σ were obtained. As seen from Table 5 , when σ = 65, the highest PSNR and SSIM values are obtained. However, We can observe from Fig. 8 that there are obvious color deviation between the reference image and the processed image (σ = 65, η s = 5). When σ = 70 and σ = 75, the images in Fig. 8 are both close to the reference image, and the PSNR and SSIM values are higher at σ = 70 than those at σ = 75. Judging from both evaluation criteria FIGURE 7. The zoom-in ROIs marked by red squares in Fig. 6 (a) . The zoom-in images in the first row are cropped from Fig. 6 (a) , the zoom-in images in the second row are cropped from Fig. 6 (b) , the zoom-in images in the third row are cropped from Fig. 6 (c) , the zoom-in images in the forth row are cropped from Fig. 6 (d) , the zoom-in images in the fifth row are cropped from Fig. 6 (e) , the zoom-in images in the last row are cropped from Fig. 6 (f) . and the visual effect of processed images, σ = 70 is the best choice in this experiment. Then we change the value of η s and fix the values of other parameters. By comparison, the highest PSNR and SSIM values are obtained when η s = 5. We can see from Fig. 8 that the images are more close to the reference image at σ = 70, η s = 5and η s = 6 than that at η s = 4. From the analyses made above, it is clear that η s = 5 is the best choice in this study. Moreover, the similar analysis is applied FIGURE 8. The processed images by using the proposed MSPO method, and comparison with the different settings of σ and η s on the LDCT image (shown in Fig. 3 (b) ). The first image is the same with the HDCT image shown in Fig. 3 (a) . to other parameter settings in the actual thoracic phantom and clinical data, so as to achieve the desired results. Table 6 lists the computation costs (in seconds) for the four methods (i.e., INLM, K-SVD-based, SPO, and MSPO). It is clear that the SPO method takes much more time than the proposed MSPO algorithm. The computational cost of MSPO is greatly reduced by using the TV filter as a post-processing step, rather than the second iteration in SPO method. Additionally, in SPO method, the 1D smoothing filters needs to learn a separate training set, which is computationally expensive. We can see from Table 6 that the INLM method requires minimal time. According to [39] , three acceleration techniques were combined in the INLM method. As a summary, the proposed MSPO algorithm performs better than K-SVD-based and SPO in computation cost.
D. COMPUTATION COSTS
IV. CONCLUSION
In this paper, we propose a post-processing approach, namely, modified smooth patch ordering (MSPO), for LDCT image processing. The proposed approach is based on the modified NLM algorithm and smooth ordering of the pixels in LDCT image. The modified NLM algorithm is obtained by replacing the Leclerc robust function with the modified Bisquare robust function as weight function to estimate each pixel value. Additionally, the prewhitening of the LDCT image, patch classification, subimage averaging scheme, and the TV filter as post-processing step are all used in this scheme to obtain a better denoising performance. Both subjective and objective assessments are conducted, and the results from the actual thoracic phantom and clinical data demonstrate that the proposed MSPO approach achieves better performance in both artifact suppression and structure preservation. Moreover, without requiring CT raw data, the MSPO approach can be directly applied to any existing CT systems in hospitals.
Some residual artifacts can still be observed in the processed images by MSPO method. This is a common observation for post-processing approaches, because the noise in the LDCT images does not obey a uniform distribution and is hard to be eliminated perfectly. In these cases, a few directly raw data pre-processing strategy might be required to alleviate heavy noise contamination for the MSPO algorithm. Moreover, the proposed method may be modified by dividing the patches into more than two types. Further, more ways should be found to reduce the calculation cost. For instance, some acceleration methods base on the graphics processing unit (GPU) have been applied by Xu and Mueller [42] and Xu et al. [43] to process the medical images. In the future, we plan to explore the techniques using GPU based parallelization to speed up the computation. 
