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Обучение нейронных сетей для распознавания дорожной разметки трудоёмкий процесс из-за разряженой
структуры целевого класса. Без использования дополнительных приёмов при обучении модели, полученные
модели зачастую сильно ошибаются в трудных условиях: слабом или слишком насыщенном освещение, при
наличии изгибов дорог, объектов на дороге и т.д. Чтобы улучшить качество сегментации, предлагается
в ходе обучения модели, после изначального предобучения, дополнить функцию потерь дополнительным
слагаемым - метрикой схожести карт активации между последовательными слоями нейронной сети.
Введение
Распознавание дорожной разметки необхо-
димо для понимания обстановки участниками
транспортного движения, а также локализации
положения транспортного средства на дорожном
покрытии. Применение автоматизированного ал-
горитма для распознавания дорожной разметки
затрудняется всей вариативностью возможного
окружения: наличия машин вокруг, колебания
освещения и плохих погодных условий, стёртой
или полностью отсутствующей разметки.
Зачастую задачу сегментации дорожной
разметки сводят к постановке в виде классиче-
ской задачи сегментации изображения, исполь-
зуя нейросетевые модели с полносвязаными ар-
хитектурами. Обучение данных моделей сильно
зависит от количества сигнала предсказываемо-
го класса. Т.к. в обучающей выборке линии до-
рожной разметки зачастую представлены в виде
тонких линий, то количество пикселей разметки
сильно меньше, чем количество пикселей фона,
что сильно затрудняет процесс обучения модели.
I. Обзор существующих решений
Один из способов преодоления этого огра-
ничения заключается в искусственном увеличе-
нии размеров дорожной разметки в обучающей
выборке, но использование данного решения вно-
сит неточности в качестве локализации размет-
ки. Также в литературе были предложены ме-
тоды многоклассовой сегментации - Multi Task
Learning [2] и установка дополнительных соеди-
нений между слоями - Message Passing [3]. Ме-
тод MLT требует дополнительных усилий при
сборе обучающей выборки, потому-что помимо
необходимого класса дорожной разметки, долж-
ны быть существенно представлены области объ-
ектов других классов. ML метод работает через
добавление дополнительных соединений между
слоями нейронной сети и значительно (на 35%)
замедляет производительность вычислительного
графа нейронной сети.
II. Дистилляция карт активаций
Предлагаемый метод заключается в добав-
ление нового штрафа в функцию потерь. Тем са-
мым метод не будет затрагивать производитель-
ность нейронной сети при непосредственном ис-
пользовании, а будет увеличивать вычислитель-
ную сложность только во время обучения. Цель
добавления нового штрафа в функцию потерь
заключается в следующем - стимулировать кар-
ты активаций нижних слоёв нейронной сети ми-
микрировать под карты активации верхних слои
нейронной сети. Процесс обучения мимикриро-
ванию называется дистилляцией.
Интуиция этого метода исходит из следую-
щего наблюдения. После предобучения нейрон-
ной сети, карты активаций в слоях нейронной се-
ти накапливают достаточное количество разно-
образной контекстной информации, которая поз-
воляет визуальной определять разметку доро-
ги. Эту информацию стоит усилить, через до-
бавления дистилляции между соседними слоями.
Т.е. карты активации первого слоя должны стре-
миться предсказывать карты активации второ-
го слоя, а карты активации второго слоя пред-
сказывают карты активации третьего слоя и т.д.
Тем самым слои нижнего уровня стремятся из-
влекать больше контекстной информации.
Как показали эксперименты из таблицы 1,
данный шаг даёт дополнительную информацию
нейронной сети при обучении и позволяет при
использовании нейросетевых моделей с меньшим
поличество параметров получать аналогичное
большим нейросетевым архитектурам показате-
ли целевых метрик, например по сравнению с ар-
хитектурой модели SCNN [3].
В силу неполной изученности метода, его
эффективное применение на данный момент до-
стигнуто только на небольших нейросетевых мо-
делей, таких как: ENet [4], ResNet-18 и ResNet-34
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Рис. 1 – Архитектура сети ENet с добавлением дистилляции между блоками энкодеров
[5]. Более детально распишем методологию ра-
боты метода на примере модели с архитектурой
ENet.
III. Методология
Добавление дистилляции между слоями
нейронной сети может происходить в произволь-
ный момент обучения нейронной сети, но добав-
ление должно происходить когда нейронная сеть
достаточно обучилась. На примере архитектуры
ENet (рисунок 1), добавление штрафа на точ-
ность дистилляции происходит следующим об-
разом: между блоками E1-E4 добавляется вы-
считывание агрегата над активациями нейрон-
ной сети и берётся сумма евлидова расстоянии
между агрегатами последовательных слоёв. За
генерирование агрегата на основе карт актива-
ции слоя, отвечает блок называемый AT-GEN.
Обозначим блок AT-GEN как Ψ(.). Он принима-
ет на вход матрицу активаций m по счёту слоя
- матрицу Am и преобразует её по следующей
формуле:
Ψ(Am) = Φ(B(G2sum(Am))), (1)
где преобразование G(.) суммирует пока-
нально возведённые в квадрат значения карт ак-
тиваций слоя, преобразование B(.) масштабирует
размер полученного агрегата через билинейную
дискретизацию, а преобразование Φ(.) является
поканальным softmax преобразованием.
Использую данное для G определение, ито-
говый вид функция штрафа основанной на точ-
ности дистилляции между последовательными








где Am - это матрица активаций слоя m, M
это количество слоёв на которых добавляется ди-
стиляция по картам активаций, L2 это функция
эвклидова расстояния, а Ψ это функция описан-
ная ранее в формуле 1.
IV. Эксперименты
Для сравнения результатов был выбран ме-
тод называемый Deep Supervision [6]. Он заклю-
чается в том, чтобы карты активации предска-
зывали аналогичные целевому классу силуэты.
Также тестирование метода проводилось на раз-
личных обучающих выборках: CuLane [3] и BDD-
100 [7].
Таблица 1 – Сравнение результатов
Алгоритм TuSimple BDD100KAccuracy Accuracy IoU
ENet 93.02% 34.12% 14.64
ENet-Deep 94.69% 35.61% 15.38
ENet-SAD 96.64% 36.56% 16.02
ResNet-34 92.84% 34.12% 12.24
ResNet-34-Deep 94.52% 31.72% 13.59
ResNet-34-SAD 96.24% 32.68% 14.56
Заключение
Из полученной таблицы 1 делаем вывод,
что добавлении дистилляции между слоями ней-
ронной сети для решения задачи распознава-
ния дорожной разметки оправдано как минимум
для небольших нейросетевых архитектур. При-
менимость метода для нейросетевых архитектур
большего размера предстоит изучить.
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