This study conducts a benchmarking study, comparing 23 different statistical and machine learning methods in a credit scoring application. In order to do so, the models' performance is evaluated over four different data sets in combination with five data sampling strategies to tackle existing class imbalances in the data. Six different performance measures are used to cover different aspects of predictive performance. The results indicate a strong superiority of ensemble methods and show that simple sampling strategies deliver better results than more sophisticated ones.
INTRODUCTION
Private household debt is a crucial figure in the analysis of an economy's development and its financial system's stability. The amount of household debt, loans and debt securities as a percentage of GDP is still rising in many advanced economies after a small decline during and in the aftermath of the Global Financial Crisis. In the United States, this ratio stood at around 79% in 2016 after reaching its peak in 2007 when household debt, loans and debt securities amounted for almost 98% of GDP. A similar development can be observed in the United Kingdom, Spain and Portugal. In countries such as France or Australia, the ratio has been increasing steadily since 2000, with no decrease after the Global Financial Crisis. Two exceptions are Germany and Japan, where the figure has decreased since the beginning of the century.
Another important trend is the constant rise in private debt in emerging countries. In China, the amount of household debt, loans and debt securities as a percentage of GDP almost quadrupled between 2006 and 2016 from 11% to 44%. In India, the number increased from less than 3% in 2000 to almost 10% in 2016 (IMF, * Address: Institute for Economic Geography and GIScience, Department of Socioeconomics, Welthandelsplatz 1, A-1020 Vienna, Austria. Email: anna.stelzer@wu.ac.at. The author gratefully acknowledges Florian Huber for his helpful comments and support. Date: July 31, 2019. 2018). Even though these numbers are still low compared to those economically more advanced countries mentioned above, they show that private debt is increasing in significance in some of the largest economies in the world as well as in those that still have a lot of untapped economic potential.
These trends, together with the fact that a large-scale default in private debt has proven to be able to destabilize financial markets considerably during the Global Financial Crisis, emphasize the importance of a reliable and precise evaluation of consumer credit default risks, which is not only crucial for the economic success of individual creditors, but also for global financial stability.
One way of assessing credit default risk is credit scoring, which is the evaluation of risk associated with giving a loan to an individual or an organization (Crook et al., 2007) . In order to do so, empirical models estimate the probability that a debtor will behave undesirably in the future, for example if he or she repays installments late or defaults on the loan completely (Lessmann et al., 2015) . In this sense, all potential borrowers can be categorized into being either "good" or "bad" customers, where being a good customer implies full repayment until the end of the loan term and being a bad customer implies at least a partly default on the loan. Scorecards, tools developed in the credit industry evaluating such risks, provide a mapping that connect the data collected on all existing customers to the binary space of two classes, good and bad. The mapping usually uses the information of a loan applicant or borrower to calculate a numeric score. A low score indicates that the customer is more likely to belong to a certain class, whereas a high score implies that he or she belongs to the other class. In a further step, the score is compared to a threshold τ. Customers with a score above that threshold are assigned one class, customers with a score below τ are assigned the other class (Hand, 2005) .
The use of machine learning methods in the realm of credit scoring has already been widely discussed and a variety of classification techniques has been proposed and assessed in that context (see, for example Baesens et al., 2003; Lessmann et al., 2015; Nanni and Lumini, 2009; Yeh and Lien, 2009) . Even early studies on the topic indicated that methods based on machine learning such as a multilayer perceptron perform better in the context of credit scoring and bankruptcy prediction than traditional statistical methods (for an overview, see Nanni and Lumini, 2009; Lessmann et al., 2015) . This paper aims to enrich the existing literature by combining several of foci of the credit scoring literature and evaluating the merits of each method. The predictive performance of a variety of classifiers on four different data sets is compared with each other by employing several performance measures frequently used in the credit scoring literature. Furthermore, different sampling techniques are used and compared with respect to class imbalances in the data, namely, down-sampling, up-sampling, synthetic minority over-sampling technique (SMOTE), BorderlineSMOTE (BSMOTE) and Randomly Over Sampling Examples (ROSE). This approach allows to compare models both in relative and absolute terms with respect to class imbalances, that is, whether a technique performs better than others when imbalances exist or whether this relative advantage disappears once the unequal class distributions are handled with suitable data preprocessing methods. In addition, it points into the right direction when one is concerned with credit risk predictions in practice.
The remainder of the paper is structured as follows. Section 2 provides a short review of the existing literature. Section 3 introduces all classifiers used in the study. Section 4 gives an overview of the experimental design, namely, the data sets used, all data preprocessing steps, sampling methods and performance measures.
The classifiers' performance will be presented and discussed in Section 5, while the last section summarizes and concludes the paper.
LITERATURE REVIEW
While other studies only evaluate few models, Baesens et al. (2003) is one of the first papers comparing classification methods on a larger scale in the credit scoring context. 17 different individual classifiers are applied on eight different credit scoring data sets in order to give a reliable impression of a classifier's performance, which may vary from data set to data set. The authors find that linear classifiers perform only slightly worse than non-linear ones, which points to the fact that only weak non-linearity exists in the data.
Furthermore, they conclude that most methods performed similarly well and only a few of their tested models are truly inferior to other alternatives.
Yeh and Lien (2009) apply methods such as k-nearest neighbors (KNN), logistic regression, discriminant analysis, Naive Bayes, artificial neural networks (ANN) and classification trees on a data set of customers' credit default in Taiwan. The goal of the study is to obtain reliable estimates of default probability, and the authors find that ANN is the only technique able to achieve this objective. While the first two cited studies only consider individual classifiers, Nanni and Lumini (2009) While the choice of classifiers is an important one, credit scoring poses some other task-specific challenges.
Brown and Mues (2012) focus on the issue of imbalanced data sets. Loans tend to be granted more readily to customers who are expected to have a low probability of default and considered able to repay the loan in full.
This circumstance is usually reflected in the data and, consequently, the instances in the available data are not chosen at random. Most data sets containing information about borrowers have many more good customers than bad ones. Brown and Mues (2012) apply ten forecasting techniques to five different credit scoring data sets with varying class frequencies and evaluate their performance with respect to class imbalances. They find that ensemble methods such as stochastic gradient boosting and random forests perform relatively well in the face of severe class imbalances. Furthermore, according to Brown and Mues (2012) , commonly used techniques like linear discriminant analysis (LDA) and logistic regression can compete with more complex methods, but the use of a linear kernel least squares support vector machine is not advisable when very large class imbalances exist in the data. Lessmann et al. (2015) extend the study by Baesens et al. (2003) by applying individual classifiers as well as homogeneous ensemble methods, which combine predictions of the same kind of individual classifiers, and heterogeneous ensembles, which incorporate predictions of different classifiers, on eight different credit scoring data sets. While most benchmarking studies use only one performance measure to compare different classification methods with each other, Lessmann et al. (2015) use a multiplicity of measures that also cover three different aspects of a scorecard.
First, measures such as the AUC, short for area under curve, namely the Receiver Operating Characteristics or ROC curve, or the H-measure assess the discriminatory ability of a classifier. Second, metrics like accuracy (i.e., the percentage of correctly classified cases, short PCC) of a classifier is concerned with the correctness of a classifier's categorial prediction. Third, measures like the Brier Score evaluate the accuracy of probabilistic predictions. The authors conclude that several classifiers predict credit default risk significantly more accurately than the industry standard logistic regression. Moreover, they find that some advanced methods perform extremely well, but that many novel scoring techniques cannot improve upon their predecessors, indicating that not all efforts in the development of novel scoring techniques may be worthwhile. Additionally, while some of the best performing methods in their study belong to the family of heterogeneous ensembles, the authors recommend using random forest as a benchmark for new model testing, as it is a very robust, well-performing classifier, which is also available in standard software.
CLASSIFIERS FOR CREDIT DEFAULT PREDICTIONS
This section presents the general procedure in estimating a customer's scorecard using the probability of non-default as well as the classification models in this study.
Using classification models, credit scorecards are built by estimating the probability of non-default or default. Given a n-dimensional vector of a customer i's characteristics
one can estimate the probability of a binary response variable y i ∈ {0; 1} either taking one value or the other, where y i = 0 indicates a good customer or no default and y i = 1 indicates the opposite, i.e., a defaulting customer. Now, define p(y i = 0|x i ) = p(+|x i ) as the posterior probability that no default will occur for costumer i and correspondingly, p(y i = 1|x i ) = p(−|x i ). Once p(+|x i ) has been estimated using one of the methods described below, the estimated probability is compared to a threshold τ in order to decide whether to label the respective customer or loan as good or bad. If p(+|x i ) ≥ τ, the customer or loan is considered "good", if p(+|x i ) < τ, the label "bad" is assigned. Following Lessmann et al. (2015) , τ is calculated for every data set so that the share of instances classified as "good" in the test set equals the fraction of "good" instances in the training set.
The techniques employed in this study to estimate p(+|x i ) include ten individual models comprising commonly used statistical and machine learning methods. Statistical models include logistic regression and discriminant analysis, while machine learning methods include different variants of support vector machines (SVM), decision trees, artificial neural networks (ANN), a k-nearest neighbor classifier (KNN) and Naive Bayes (NB). Furthermore, ten homogeneous ensemble models are included, as well as three heterogeneous ensembles, which all combine predictions from the aforementioned individual classifiers. An overview over all 23 models is presented in Table 1 .
All individual models and homogeneous ensembles were implemented using the caret package in R by Kuhn et al. (2018) , the remaining heterogeneous models are based on customized computer code, using base models implemented in caret. The techniques include linear and non-linear models (e.g., linear SVM and SVM with radial or polynomial kernel function), as well as parametric and non-parametric methods (e.g., logistic regression and classification trees), covering several different approaches in the credit scoring literature. Given the number of models in this study and the fact that all of the employed techniques are well documented elsewhere in the literature, they will not be described in detail here. However, as most of the models in use belong to a family or type of techniques, a rough overview over the latter is given in the following.
Individual models Logistic Regression
The logistic regression (LogReg) specifies that an appropriate function of p(y i = 1|x i ) is a linear function of the observed values of the available predictors (Yeh and Lien, 2009 ). Thus, p(y i = 1|x i ) is specified as
where the scalar α is the intercept and β is the n-dimensional parameter vector. Both α and β are usually estimated using maximum likelihood methods. Logistic regression therefore produces a simple probabilistic formula for classification tasks but has the downside of only capturing linear relationships adequately and not properly considering interaction effects of predictors.
Discriminant Analysis
Discriminant Analysis (DA), another standard tool for classification, maximizes the distance between different groups and minimizes the distance within each group. In order to do so, DA assigns an instance x i to a class y i ∈ {0; 1} which has the largest posterior probability p(y i |x i ). According to Bayes' Rule, the posterior probability is defined as
DA assumes p(x i |y i ) to be a multivariate Gaussian with mean vectors µ 0 , µ 1 and covariance matrices Σ 0 , Σ 1 .
The classification rule then states that x i is assigned to class 1 if
When the two classes are assumed to have different covariance matrices Σ 0 and Σ 1 , the decision boundary is quadratic in x i and the classifier is called quadratic discriminant analysis (QDA). When the classes have the same covariance matrices, i.e., Σ 0 = Σ 1 , the decision rule simplifies and becomes linear in x i . Hence, the classifier is called linear discriminant analysis (LDA, Baesens et al., 2003) . However, the assumption of a Gaussian distribution is rarely justified in classification problems, and while using QDA allows for more generalization, globally quadratic boundaries may also not be suitable for a classification problem at hand.
Moreover, LDA struggles in the face of large data samples or with many predictors, as the linear boundaries lead to underfitting. Therefore, Hastie et al. (1994) propose the use of regression procedures to estimate non-linear classification boundaries. By using regression methods, the predictors are either expanded or selected in a first step. After this basis transformation, a (penalized) LDA is conducted in the new space.
When choosing a simple linear regression as regression method, as in this study, this procedure results in a more flexible form of LDA, called flexible discriminant analysis (FDA).
Support Vector Machine
Support vector machine (SVM) classifiers, first proposed by Cortes and Vapnik (1995) , use hyperplanes as boundaries to divide data into groups of similar class values. SVM to implement non-linear class boundaries by mapping input vectors non-linearly into a high-dimensional feature space (Kumar and Ravi, 2007) . Then, the hyperplanes, which are the optimal separating boundaries for the classes, are constructed. The maximum margin hyperplane is the one that creates the greatest separation between the classes. All training cases closest to it are called support vectors. If the data are linearly separable, we speak of a linear SVM (SVM-L).
However, if the data do not fulfill this requirement of linearity, SVM can use kernels to map a classification problem into a higher dimensional space. By doing so, additional dimensions are added to the data so that it becomes separable. In this study, a SVM with radial basis kernel function (SVM-R) is used in addition to SVM-L.
Artificial Neural Networks
The artificial neural network (ANN) is inspired by biological neural networks of the human nervous system.
Instead of neurons, ANN uses a network of artificial neurons or nodes in order to solve learning problems.
The nodes of neural networks have one-way connections to other nodes, effectively connecting input and output variables (Ripley, 1996) . The nodes can be parallel and interconnected and are arranged in different layers (Kumar and Ravi, 2007) , which results in great flexibility in the modelling processes. Thus, ANN can easily handle non-linearity and interaction effects. However, one of the disadvantages of these complex structures is that ANN is a black-box model and no simple probabilistic formula for classification can be derived.
Classification and Regression Tree
Classification and Regression Trees (CART) utilize a decision-tree-like structure to partition the data space so that cases of the same class will be grouped together. Starting at a root node, trees grow by splitting the data upon one variable at each node, resulting in a tree where each branch represents an outcome of those splits. Each leaf node, that is, the last nodes of a tree, represents a class that is assigned. CARTs conduct the data splitting process using one predictor at a time and the splitting decision is based on minimizing heterogeneity in the sample, so that after each split, the resulting subset is more similar than the one before.
There are different types of classification and decision trees, for example, the C4.5 trees or C5.0 trees by Quinlan (1992 Quinlan ( , 1993 . The CART technique was developed by Breiman et al. (1984) and is the base model for the random forest classifier. One drawback of decision trees in general is that their splitting rules and decisions rely heavily on the data structure, which makes them very sensitive to even small changes in the data.
k-Nearest Neighbor
K-Nearest neighbor classifiers (KNN) label instances by assigning them with the class of similarly classified cases. The k closest observations to x i , as measured in Euclidean distance, are found in the input space.
The class of the majority of the k-nearest neighbors then determines the class of x i (Hastie et al., 2003) .
The probability of default is calculated by dividing the number of default cases by the number of the overall nearest neighbors for a chosen k. The parameter k can be chosen in the tuning process to ensure optimal performance of the model.
Naive Bayes Classifier
The Naive Bayes classifier (NB) starts by learning the class-conditional probabilities p(x j |y i ) for j = 1, . . . , n, and then proceeds by classifying a new instance by using Bayes' rule, equation 2, to estimate p(y i = 0|x i ).
In order to do so, NB assumes class conditional independence, i.e., the effect of an attribute value on a given class is independent of the values of other attributes (Yeh and Lien, 2009 ). This simplifies p(x j |y i ) such that p(x i |y i ) = n j=1 p(x j |y), where p(x j |y) are calculated using frequency counts for discrete variables and a normal or kernel based method for continuous variables (Baesens et al., 2003) . While the assumption of class conditional independence simplifies computation significantly, it also poses a major weakness of NB, as it implies that predictive performance strongly depends on this assumption to hold.
Homogeneous ensembles
As mentioned before, homogeneous ensemble methods combine predictions of multiple base models of the same type.
Bagging
Bagging, short for bootstrap aggregating, is a general strategy to boost a model's performance and was proposed by Breiman (1996a) . It creates a number of new training sets by bootstrap sampling the original training data. After the base models are trained on the bootstrap samples, their predictions are then averaged (for continuous target variables) or the class of a test case is assigned according to the bootstrap samples' majority vote (for discrete target variables). This approach reduces the predictions' variance (Hastie et al., 2003) . This simple ensemble method can significantly improve predictive performance, especially for unstable base learners like classification trees. As the latter change dramatically with changes in the data, diversity is ensured in the bagging ensemble, which results in predictions that are more robust. In this study, CART (Bag-CT) and FDA (Bag-FDA) serve as base models for bagging ensembles.
Boosting
Another family of simple ensemble methods, which boost the performance of models with weak predictive performance, is boosting, as proposed by Schapire and Freund (2012) . Similarly to bagging, boosting makes predictions by training models on re-sampled data and the final prediction is determined by a vote of the included base models. But while bagging chooses the samples according to bootstrap sampling, boosting chooses the samples in such a way that the base learners trained on those data samples are all weak, but complementary classifiers. By doing so, new information is introduced whenever a base model is called and trained on another part of the training data. An additional difference to bagging is that the base models do not have an equal vote when choosing the final prediction. Instead, each base model's vote is assigned a weight that is based on its past predictive performance.
Just like bagging, a variety of different boosting algorithms exists, and boosting is not restricted to a specific kind of base model, even though the most commonly used ones are decision trees. This study presents results for boosted classification trees (Boost-CT), boosted logistic regression (Boost-Logit) as well as the following boosting algorithms.
One specific boosting algorithm is AdaBoost by Freund and Schapire (1997) . Given a specific classification problem with a training set and a type of base model, AdaBoost iteratively trains the base models with another training set in each round. The training sets are chosen by maintaining a distribution over the training instances, which assigns a weight to each observation. This weight measures the significance of predicting the right class of the given training case in the current round. While the weights are set equally in the beginning, the weights of incorrectly classified training cases increase with each round. This implies that cases that are more difficult to classify receive higher weights effectively focusing more on these cases (Schapire and Freund, 2012) .
Gradient boosting is another boosting method that is based on the fact that boosting can be understood as an approach which minimizes an appropriate loss function. Gradient boosting (Friedman, 2001 ) proposes a two-step procedure. Starting with a weak base model, an improved model is constructed by fitting a new classification function using least squares with the residuals of the current base model. Once this new classification function is formed, it is combined additively with the old base model, effectively resulting in a new, improved model. These steps are repeated for a given number of iterations.
Stochastic gradient boosting (SGB, Friedman, 2002 ) is yet another gradient descent algorithm modified on the grounds of the bagging procedure of Breiman (1996a) . This modification introduces randomness into the gradient boosting procedure by drawing a random data sample from the training data (without replacement).
Instead of the full data set, only this subset is used to train base models in each round and update the current iteration. Friedman (2002) finds that this introduction of randomization improves the accuracy of gradient boosting substantially, however, the reason for this is unclear.
Random Forests
Random Forests (RF), developed by Breiman (2001), combine tree models and improve predictions by incorporating the principles of both bagging and boosting. Decision trees are trained on bootstrap samples of the training data. Unlike in ordinary decision trees, a tree cannot, however, choose upon all variables at a given node. Instead, the tree is generated using random feature selection, which introduces additional diversity.
After a given number of trees has been grown, the final prediction is generated by collecting all the trees' votes. While this procedure makes RF a black box model, it has proven to be a successful and robust ensemble method. Breiman (2001) In contrast, rotation forests (rotForest) are an evolution from RF. rotForest split the feature space into subsets on which a principal component analysis is applied. Then, a new feature space is reassembled while keeping all components in order to ensure variability in the data. The data are linearly transformed into new variables and used to train a decision tree. As the decision trees' splits of the feature set will vary, different rotations are obtained, resulting in a diversity of classifiers (Rodriguez et al., 2006) .
Model Averaging
The last homogeneous ensemble approach is model averaging. This study presents results for model averaged neural networks (avNNEt). Using neural network models based on Ripley (1996) as individual classifiers, the same base model is fit to the data using different random number seeds. Using all resulting models for prediction, the model scores are averaged and translated into classes.
Heterogeneous ensembles
Like homogeneous ensembles, heterogeneous ensemble methods pool the predictions of many classifiers. In contrast to the former, the latter do so by combining different types of base models as they may have different views on the data and therefore complement each other in order to improve predictions.
Averages
For the simple (AvgS) and the weighted average (AvgW), predictions of all individual models as well as all homogeneous ensembles are combined using a simple or a weighted average respectively. The weights for the weighted average were calculated according to the models' predictive accuracy in the cross-validated performance evaluation in the training set.
Stacking
Stacking (Stack, see, for example, Breiman, 1996b) is a heterogeneous ensemble method which combines individual models of different kinds in order to obtain final predictions. Individual models can be considered first-level learners, the combining model is called a second-level learner or meta-learner (Zhou, 2012) . In a first step, the first-level learners are trained using the original data. Then, the output of this first step is used to create a new training data set for the meta-learner while keeping the class labels from the original data. In a second step, the meta-learner is trained on that new data set and predicts the class on its basis. In this study, all individual models and homogeneous ensemble methods were used as first-level learners and a stochastic gradient boosting model was used as the meta-learner combining the information from the base models.
EXPERIMENTAL DESIGN

Data sets
As mentioned before, four different data sets are used in this study to compare the predictive performance of the classification techniques described above. The first two are among the most used data sets in the credit scoring literature, namely German Credit (GC) and Australian Credit (AC) from the UCI Machine Learning Repository (Dua and Taniskidou, 2017) . The third data set, Taiwanese Credit (TC) from Yeh and Lien (2009) is a data set containing information about customers' default payments in Taiwan and was accessed via (Dua and Taniskidou, 2017) . The last and fourth data set, Give me some credit (GMSC), was provided by a financial institution for the 2011 Kaggle Competition (Kaggle, 2011) . An overview over the data sets' characteristics is available in Table 2 . These data sets vary with respect to the number of observations, the number of predictive variables as well as the prior default rate, i.e., the share of defaulting customers in the sample. While the number of predictive variables and instances in a data set is compelling from a computational point of view, the varying default rates in the data are of bigger interest for this study. While the prior default rate in GC and TC are fairly high (30% and 22% of all instances defaulted in the respective data set), AC exhibits an unusually high prior default rate, namely 55%. GMSC, on the other hand, has by far the lowest prior default rate, with only 7% of the instances in the data defaulting. As computational aspects are not the focus of this study and the number of models estimated is substantial, only a subset of the larger data sets, namely TC and GMSC, is used in all calculations. 10% and 5% of the data sets TC and GMSC are used, respectively. The subsets are randomly sampled from the original data while maintaining the original default rate in the subset, which is central in finding the best techniques for handling data with unequal class distributions. Supplementary material in Appendix A provides summary statistics of both the original and the reduced data and shows that the data structure does alter significantly. Notes: Data sets, GC -German Credit, AC -Australian Credit, TC -Taiwanese Credit, GMSC -Give me some credit.
Data preprocessing and partitioning
The step of data preprocessing is vital in order to ensure comparability of the models, as some of them require the data adopted to be in a certain format. For example, as not all classification methods used can work with factorial input, consequently, categorial variables are transformed into dummy variables where one base category is omitted to ensure full rank of the data, which is another requirement for some models.
Furthermore, it is important to test whether there is enough variation in all predictors, as some classifiers, for example tree based models, become unstable if a variable only has a single unique value. Therefore, all predictors in the data sets are checked for (near) zero variance and problematic predictors are removed from the data. Highly correlated predictors pose another challenge for some classification models. Thus, the pairwise correlation between the predictors of one data set is calculated and if two variables have an absolute correlation higher than 0.9, one of those variables, namely the one with the highest correlation to other predictors, is removed from the data set.
In a next step, the data are randomly split into two partitions. 75% of the data are allocated into the training set, which will be utilized to train and calibrate the used models. The remaining 25% of the data form the test data which serve as a hold-out-sample in order to evaluate the models' performance. In the splitting process, the overall class distribution of the data sets is maintained so that the prior default rate remains roughly the same in both, the training and the test set. After splitting the data, numerical predictors are re-scaled into the interval between zero and one and missing values in the data are imputed using a k-nearest neighbor method.
The five closest neighbors of an observation with a missing value are found based on Euclidean distance and the value for the predictor is imputed using the mean of these values. However, it is worth noticing that there are no missing values in the target variables in the data in use.
After all these preprocessing steps have been conducted, different sampling methods are applied to all four data sets. Using up-sampling, down-sampling, SMOTE, BorderlineSMOTE and ROSE results in a total of 24 different data sets with varying prior default rates (DR). An overview is provided in Table 3 .
As shown in Table 1 , many of the classification methods are based on the use of one or more parameters, which ensures the optimal performance of the respective model. Consequently, before the performance of all classifiers can be compared, the models in use have to be calibrated in order to find an optimal choice of parameters. This optimization is done using a grid of possible values for the parameters and 10-fold cross-validation within the training set: The training set is split into ten partitions or folds, and for each of the folds comprising 10% of the training data, a model is built on the remaining 90% of the data. The last 10%
are then used as reference to check the predictive performance of that model. This implies that ten models are built on the training data and the average performance across all folds is reported. The process of 10-fold cross validation is conducted for each value and each parameter in the grid and the values, which result in the best model performance, are chosen for the final model. This strategy results in a multiplicity of models that are calculated and compared in order to find a best-performing model specification.
Sampling methods
As mentioned before, this study not only aims to evaluate the relative performance of classifiers in the face of class imbalances, but also identifies a best strategy in absolute terms in how to deal with unbalanced data.
In order to do so, five sampling strategies are employed on all data sets and the classifiers in question are applied to them. Notes: Non-default (ND), default (D) and default ratio (DR). Data sets: GC -German Credit, AC -Australian Credit, TCTaiwanese Credit, GMSC -Give me some credit.
Sampling strategies alter the class distribution in the original training set in an additional preprocessing step, while the test data remain unchanged. A model is then trained with that data and evaluated on the (still unbalanced) test data. Sampling strategies are not the only approach to classifying unbalanced data.
One example are cost-sensitive learning methods which make use of a cost matrix which contains a class misjudged punishment coefficient in order to raise the misjudgment cost weight of default samples. This simplifies the original classification task into an optimization problem to minimize the misclassification of all observations. The study by Hand and Vinciotti (2003) is an example that accounts for misclassification costs in the solution to a classification problem with imbalanced data, with relatively good results. While all strategies concerning imbalanced data have different foci, sampling methods have the advantage that they require no knowledge about misclassification costs and can be combined with any classification method, as the only change required is to the training data rather than to the model itself (Drummond and C. Holte, 2003) . As a result, sampling methods prove to be an alternative that is flexible and relatively easy to implement as one can make use of the large variety of already implemented classification methods and combine them with different sampling strategies.
Under-sampling or down-sampling is a fairly simple approach which creates a new data set by randomly sampling from the original data so that all classes have the same frequency as the minority class.
Oversampling or up-sampling on the other hand increases the samples of the minority class by sampling with replacement from the original data, until the class distributions are equal. However, this approach increases the risk of overfitting the model in the training set, possibly resulting in poor predictive performance when the model is evaluated on the test data.
Chawla et al. (2002) proposed the Synthetic Minority Oversampling Technique (SMOTE) to overcome this problem by blending under-sampling of the majority class with a special form of over-sampling the minority class. New samples are inserted between minority class instances and its neighbors instead of directly oversampling with replacement instances of the minority class. Each minority class observation is sampled and synthetic observations are introduced in the neighborhood of the k minority class nearest neighbors. The new synthetic examples lead to a more general data space with respect to the minority class, so that the surrounding majority instances do not subsume the minority class instances. In addition to the creation of synthetic examples, the number of instances from the majority class, which is supposed to be sampled for each instance of the minority class, can also be specified so that the ratio between both classes reaches a specified point, effectively resulting in under-sampling of the majority class. Chawla et al.
(2002) tested the approach using C4.5 decision trees, Ripper and NB classifiers and concluded that SMOTE improved accuracy for those classifiers when compared to simple under-sampling.
However, He et al. (2018) point out that some weaknesses exist in the SMOTE approach. For example, the selected neighbor and the current instance need not be in the same class. As a result, improved versions of SMOTE are proposed, e.g., BorderlineSMOTE (BSMOTE) by Han et al. (2005) . BSMOTE aims at improving classifications by only over-sampling the minority instances that lie near the borderline separating one class from the other. The instances on or nearby the borderline are more likely misclassified than those far away from it. Consequently, they bear more important information for the classification process.
Another sampling technique is the Random Over Sampling Examples approach (ROSE) proposed by Menardi and Torelli (2014) . It is a smoothed bootstrap-based technique building on the generation of new artificial examples from the classes. The algorithm essentially draws an observation from the training set belonging to one of the two classes, then, a new instance is generated in its neighborhood. While ROSE may be considered a special case of oversampling, in contrast to the latter, the risk of overfitting can be reduced following this approach.
Performance measures
Once the classifiers are applied to all variations of the original data sets, their predictive performance is evaluated by employing the following performance metrics.
Accuracy, or the percentage of correctly classified (PCC), is one of the simplest and most widely used performance measures in the classification literature. It is the fraction of correctly classified observations within a given test set and, therefore, requires discrete class predictions. Those can be retrieved by comparing p(+|x i ) to the previously mentioned threshold τ. Given discrete class predictions, a confusion matrix (see e.g., Table 4 ), which gathers information about the class predictions and actual classes in a test set, can be obtained. The accuracy measure is given by
where TP stands for True Positives, the ratio of actual positive instances which were classified as positive, FN stands for False Negatives, the fraction of actual positive cases which are labelled as negative. FP and TN denote False Positives, negative cases wrongly classified as positives, and True Negatives, correctly labelled negative cases, respectively. The accuracy metric ranges from zero to one, where the higher the metric, the more accurately a model can predict classes in a data set. While accuracy and error rate, which is given by 1 − Accuracy, are reasonable performance measures in balanced data sets, other metrics are more appropriate in the presence of unbalanced data with unequal error costs, as it is the case in credit scoring, where labelling a defaulting customer as a "good" borrower is more expensive than the other way around.
Cohen's κ (Cohen, 1960) is also based on the confusion matrix, but adjusts accuracy by accounting for the possibility of a correct prediction by chance alone. While accuracy cannot distinguish between a correct prediction based on class frequencies in the data and a correct prediction based on a good classification model, κ rewards classifiers only when they are correct more often than by always guessing the most frequent class. κ ranges from zero to one, where the upper bound indicates perfect agreement between predictions and actual classes and zero indicates perfect disagreement between the two. κ is defined as
where p a is the proportion of actual agreement, i.e., accuracy, and p e is the expected agreement between predictions and the true classes based on the data's distribution.
While accuracy and κ assess the correctness of categorial predictions, the AUC, short for area under the curve, assesses a classifier's discriminatory ability. It is based on the Receiver Operating Characteristic (ROC) curve and represents the area under the ROC curve. In the ROC curve, the true positive rate (TPR), or Sensitivity, on the vertical axis is plotted against the false-positive rate (FPR), or 1 − Specifity, on the horizontal axis, where
The AUC reduces this two-dimensional depiction of classification performance into a single scalar, which represents the probability that a classifier will rank a randomly chosen positive instance higher than a randomly chosen negative one (Fawcett, 2006) . Consequently the AUC ranges from 0.5 to 1, where a classifier with an AUC of 0.5 has no predictive value and a higher score implies a better predictive performance. One big deficiency of the AUC is that it assumes different cost distributions for different classification methods, whereas the distribution of misclassification costs actually depends on the classification problem at hand, and not the classification model in use.
The H-Measure, proposed by Hand (2009), is another performance metric which evaluates a classifier's discriminatory ability, like the AUC, but it can overcome the deficiency of different cost distributions of the latter. In order to do so, the relative classification costs are specified using a beta-distribution, which makes the H-Measure consistent across classifiers.
Covering another aspect of predictive performance, the Brier Score (BS) evaluates the accuracy of probability predictions. It is equal to the mean squared error of a probability estimate p(+|x i ) and a zero and one response variable.
The last performance metric, the Kolmogorov-Smirnov statistic (KS), assesses a model's capability to identify positive and negative instances in the data correctly (see, e.g., He et al., 2018) . It is given by the maximum difference between the cumulative score distribution of positive and negative, i.e.,
where q stands for the cumulative quantile and TPR(q) and FPR(q) represent the values of TPR and FPR, respectively, when the cumulative quantile is accumulated to q. TPR and FPR are defined as in equations 6 and 7, respectively.
A larger value of the KS implies better predictive performance of a classifier.
All these performance metrics are flawed in some aspect for the given credit scoring classification problem. Lessmann et al. (2015) summarize some of the disadvantages of the given metrics. As mentioned before, accuracy is considered a dismal performance indicator for imbalanced data. Furthermore, measures that evaluate categorial predictions such as accuracy, κ or KS depend on the choice of τ, and different choices of the threshold can result in misleading values for accuracy and κ. AUC and BS are global performance indicators, as they consider the whole score distribution. However, such a perspective implies that all thresholds are equally probable, an assumption that is not plausible in credit scoring (Hand, 2005) . As only customers or loan applicants with a probability above the threshold will be accepted, accuracy is particularly important in the upper tail of the distribution. Using several performance measures together and summarizing a classifier's rank over all of them should lead to a reliable estimate of its predictive performance. Therefore, this study reports the classifiers' ranks in all six performance measures described above as well as the average rank across all measures.
PERFORMANCE EVALUATION
The following section presents the benchmarking results of the 23 classifiers across four credit scoring data sets and for each sampling strategy. A model's predictive performance is evaluated across the six different performance measures described above. For each data set and performance indicator, a classifier's rank was evaluated. Tables 5 to 10 This study adopts the nonparametric testing framework proposed by Demšar (2006) for comparing classifiers over different data sets. In a first step, the Friedman test (Friedman, 1937; 1940) , a non-parametric equivalent of the repeated-measures ANOVA, is conducted for each performance measure. The Friedman statistic χ 2 F and its p-values (in brackets) are reported at the bottom of each result table for all performance measures, respectively. The null-hypothesis, stating that all models perform equally well, is rejected if p < 0.05, indicated by an underlined Friedman statistic. Once the null-hypothesis is rejected, the Nemenyi test is performed as a post-hoc test. The Nemenyi test is used to compare classifiers pairwise, where the best performing classifier per measure is tested against all other models. If a classifier performs significantly worse than the best model, its rank is underlined in all tables. However, for the vast majority, the results of this test point to no or very few significant differences in the models' performances. In the following, the benchmarking results will be discussed in more detail for each data sampling scenario before drawing overall conclusions.
The performance metrics for all classifiers on the original data sets, which have undergone no sampling procedures, are provided in Table 5 . The overall best-performing classifier on the original credit scoring data is Boost-CT, the boosted classification tree. While the Friedman statistics for accuracy, κ and the Brier score are not significant and thus we cannot assume that the classifiers differ in terms of these three metrics, two classifiers, namely CART and KNN, perform significantly worse than Boost-CT according to two other test metrics. CART's predictions are less accurate in terms of AUC and KS, KNN predicts worse in terms of KS. Interestingly, FDA performs relatively well in terms of PCC, κ or BS but quite poorly in terms of AUC, HM and KS, resulting in a low overall rank, the same holds for CART. At least for those two classifiers, this seems to confirm the importance of using several different performance measures in order to obtain a reliable impression of the quality of a model's predictions, as different metrics may give contradictory results.
In the data sets that have been preprocessed using down-sampling, Boost-CT performs relatively well again, but is outperformed by parRF, parallel random forest. Again, individual classifiers rank clearly below ensemble methods, although no model performs significantly worse than parRF according to the Nemenyi test. While boosting models perform relatively well again, parRF and RF now also rank amongst the best-performing classification techniques. This implies that these techniques still work relatively well with relatively small data sets, even though a lot of information is lost during the down-sampling process. In addition, heterogeneous ensembles rank slightly better when performed on down-sampled data than on the original data. Interestingly, both Table 5 and 6 also support the finding of Baesens et al. (2003) in that linear classifiers do not perform worse than non-linear ones, indicating that there is at most weak non-linearity in the data used.
When applying the classifiers to the up-sampled data (see Table 7 ), the Friedman statistic indicates that there are significant differences in the predictive performance of the models for all metrics. However, conducting the Nemenyi test only allows concluding that NB makes significantly worse predictions than the best algorithm, parRF. The models of the family of random forest classifiers (RF, parRF and rotForest) and boosting classifiers (Boost-CT, AdaBoost, SGB, LogitBoost), again, belong to the best performing classifiers. However, with the up-sampled data, bagging techniques like Bag-CT or bagFDA as well as simple and weighted averages, AvgS and AvgW, also rank quite well. Table 8 provides the results for classifiers applied to data which were sampled using SMOTE. Again, the Friedman statistic leads to the rejection of the hypothesis that there are no differences between the predictive performance of the classifiers for all performance measures. According to the Nemenyi test, SVM-R and KNN both perform significantly worse in terms of AUC, HM and KS than the best algorithm, which is again Boost-CT. The next best models are, again, RF and parRF.
This pattern changes when looking at Table 9 , which provides results for the data sets sampled using ROSE. Here, three individual classifiers, ANN, NB and SVM-L, rank amongst the ten best models.
avNNet, the overall best ranked model, does not seem to be significantly better than any other method, but for once, it outperforms the classifiers that performed well in the other data scenarios. The two averages, AvgS and AvgW, again rank quite high overall. Generally, all these findings are mostly in line with the existing literature. They confirm the results of Nanni and Lumini (2009) and Lessmann et al. (2015) , who concluded that ensemble methods exceed the predictive performance of their base models or individual classifiers in general.
However, some conclusions contradict previous findings in the literature. ANN, which is very often cited as one of the most successful classification strategies in studies only comparing individual classifiers (see, for example, Yeh and Lien, 2009; Baesens et al., 2003) only performs well on data sampled with ROSE and adequately on the original data. In all other data scenarios, it is never the best individual classifier and ranks amongst the worst performing classifiers overall.
However, comparing the different sampling strategies yields some surprising results. Table 11 displays the aggregated, averaged ranks of the classifiers in the six different data scenarios. The second to last line, AvgR, summarizes the average rank of the sampling method, which is reflected in the last line reporting the overall rank of a sampling strategy. Remarkably, up-sampling and down-sampling, the two simplest sampling strategies, outperform the more sophisticated competing sampling methods. BSMOTE ranks third, ROSE fourth, and SMOTE is even outranked by the original data scenario, i.e., no sampling method at all. This implies that the development and usage of more complicated sampling methods may not be worthwhile.
It also contradicts the finding of Drummond and C. Holte (2003), who compare the performance of C4.5 decision trees on under-sampled and up-sampled data and conclude that under-sampling is preferable to Notes: Bold face indicates the best performance of a classifier (i.e., lowest average rank over all data sets and all performance metrics) with respect to different sampling strategies.
up-sampling. However, they only use one performance measure and one classifier. Thus, the results of the present study might be more robust.
Concerning the classifiers' relative performance, the results per data scenario show that the relative rank of a model hardly changes with differently sampled data, especially amongst the best models. Therefore, a model that performs well on balanced data, like RF or a boosting model, also performs relatively well on unbalanced data. Overall, it can be concluded that choosing RF or a boosting method in combination with up-sampling seems to be a good strategy in a credit scoring application with unequal class distributions.
CONCLUSION
This study evaluates 23 classification strategies in the credit scoring context on four different data sets in combination with five different sampling strategies addressing class imbalances by utilizing six different performance measures. The predictive exercise shows that ensemble methods are clearly superior to most individual models. Especially boosting or random forest methods perform well throughout all data sampling scenarios. While only three heterogeneous ensembles are included in this study, results by Lessmann et al. (2015) indicate that sophisticated heterogeneous models may still outperform the best performing homogeneous ensembles. However, homogeneous ensemble approaches such as AdaBoost or random forests have the advantage that they not only perform relatively well, but are also readily implemented within different computational platforms and are very well-documented and researched methods. More complicated heterogeneous models are still much harder to implement and tune properly. However, they provide a fruitful avenue for further research.
Moreover, this paper shows that well-performing classifiers should be combined with simple up-sampling or down-sampling in order to obtain the best possible predictive performance in the face of unequal class distributions. This result is somewhat surprising, considering the diversity of other, more sophisticated sampling methods. It highlights, however, the importance of using a variety of models and performance measures when evaluating a sampling strategy on a specific classification problem. Using only a limited number of classification strategies and performance measures may not give a robust enough picture of a sampling strategy's impact. Overall, the results of this study support other findings in the literature that there are several easily accessible, relatively simple to implement alternatives to current industry standards like logistic regression or discriminant analysis, which would improve classifications in the credit scoring application, especially in combination with suitable data sampling strategies. With increasing interest in machine learning and data mining methods, further advances can be expected and may prove to be a very fruitful research area for both academics and professionals concerned with credit scoring. For further research, the inclusion of more heterogeneous ensembles in combination with data sampling may be a promising way to find optimal strategies in the credit scoring context. It may also be worth to further explore differences in the models' implementations, not only in terms of accessibility and handling, but also in terms of performance,
as Fernández-Delgado et al. (2014) found that performance differences may not only exist between models, but also between one model's different implementations. 
A. ADDITIONAL RESULTS
