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Abstract
In this paper, we use ECO method and the concept of succession rule to enumerate restricted
classes of combinatorial objects. Let  be the succession rule describing a construction of a
combinatorial objects class, then the construction of the restricted class is described by means
of an approximating succession rule k obtained from  in a natural way. We give su6cient
conditions for the rule k to be 7nite; 7nally we determine 7nite approximating rules for various
classes of paths, and the approximation of the corresponding algebraic language with a regular
one. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this section we brie;y recall some concepts related to ECO method. It constructs
a class of combinatorial objects by means of an operator which performs a “local
expansion” on the objects, in their active sites. We refer to [2] for further details, proofs
and de7nitions. Let p1 be a discriminating parameter on O, that is p1 :O→N+, such
that |On|= |{O∈O: p1(O)= n}| is 7nite. An operator # on the class O is a function
from On to 2On+1 , where 2On+1 is the power set of On+1.
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Proposition 1.1. Let # be an operator on O. If # satis5es the following conditions:
1: for each O′ ∈On+1; there exists O∈On such that O′ ∈#(O);
2: for each O;O′ ∈On with O =O′; #(O)∩#(O′)= ∅;
then the family of sets Fn+1 = {#(O): O∈On} is a partition of On+1.
Once the parameter p1 is 7xed, if we are able to de7ne an operator # which satis7es
conditions 1 and 2, then Proposition 1.1 allows us to construct each object O′ ∈On+1
from an object O∈On, and each object O′ ∈On+1 is obtained from one and only one
O∈On.
The recursive construction determined by # can be described by introducing the
concept of generating tree [5, 9]. A generating tree is a rooted tree whose vertices are
objects of O. The objects having the same value of the parameter p1 lie at the same
level, and the sons of an object are the objects it produces through #. The general
form for a succession rule  is:
(b)
(h) (c1)(c2) : : : (ch);
meaning that the root object has b sons, and the h objects O′1; : : : ; O
′
h, produced by an
object O are such that |#(O′i )|= ci, 16i6h; (b) is called the axiom and (k) (e1(k))
(e2(k)) · · · (ek(k)) is the production; (b), (k), (ei(k)), are called labels of .It should
be pointed out that our de7nition of succession rule coincides with that of ECO-system
given in [1]. A succession rule is 5nite if it has a 7nite number of diKerent labels.
Let  be the succession rule which describes the generating tree of O, representing
the construction obtained through #, and f(x)=
∑
n¿0 fnx
n the generating function of
O according to p1; we introduce a second parameter p2, and study the restricted
class Ok = {O∈O: p2(O)6k}: We say that O is the limit of the nested family of
combinatorial objects classes {Ok}k¿0 (or brie;y Ok →O as k→∞), if for any k ∈N,
there is n1 ∈N, such that for n6n1, then Okn =On, and, for n¿n1, then Okn ⊂On. By
applying ECO method we recursively construct the class Ok , its generating tree and
the corresponding succession rule k , referred to as the k-approximation of . The
succession rule must satisfy the following properties:
(1) the number sequences de7ned by  and k coincide for the 7rst g(k) terms, g(k)
being a non decreasing linear function of k;
(2) k → as k→∞.
We then calculate the generating function fk(x) for the class Ok , such that fk(x)→f(x)
as k→∞, and, in a similar way, we determine a language Lk in bijection with Ok
such that Lk →L as k→∞, L being a language in bijection with O. We give suf-
7cient conditions on the parameter p2 in order to determine if fk(x) is a rational
function, k a 7nite rule and Lk a regular language.
The method we propose is successfully applied to diKerent classes of combinatorial
objects such as polyominoes, paths, permutations [2], and in this paper we show its
application to various classes of lattice paths.
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Fig. 1. Dyck paths studied according to the semilength (parameter p1) and height (parameter p2).
2. A general way to construct an approximating rule
In the sequel we denote the set of values assumed by a parameter p on O by p[O].
Let p1 be a discriminating parameter, we introduce a second parameter p2 on O such
that
∀k ∈ p2[O]; ∃n1 such that ∀n¿n1;
∃O ∈ O such that p1(O) = n and p2(O) = k: (1)
The parameter p2 is not discriminating, since {O∈O: p2(O)= k} is in7nite.
Example 2.1. Let D be the class of Dyck paths (see Fig. 1). The path’s length and area
(that is the region bounded by the path and the x-axis) are discriminating parameters;
the height (that is the greatest ordinate of the points of a path) and the peak number
are not discriminating parameters and verify condition (1).
We are interested in studying the class Ok = {O∈O: p2(O)6k} and in counting its
objects according to p1; we modify the operator # on O satisfying Proposition 1.1, in
order to obtain an operator #k which de7nes a recursive construction of the class Ok .
A parameter p2 is called an approximation parameter for the couple (O; #) if it
satis7es condition (1) and moreover:
for each O′ ∈ #(O) then p2(O′)¿p2(O); ∀O ∈ O: (2)
Let us denote the set {O∈Ok : p1(O)= n} by Okn and de7ne an operator #k on the
class Ok , by #k(O)=#(O)∩Okn+1, for each O∈Okn . It is easy to prove the following
theorem:
Theorem 2.1. Let p2 be an approximation parameter for (O; #) then the operator #k
on Ok satis5es Proposition 1:1 for all k.
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Starting from the succession rule  related to #, we study the approximating rule
k describing #k .
Lemma 2.1. Let # be an operator on O satisfying Proposition 1:1 and p2 an approx-
imation parameter for the couple (O; #). If a non decreasing function g: N→N such
that |#(O)|6g(p2(O)); ∀O∈O; exists; then k is a 5nite rule.
Proof. For any 7xed k and O∈Ok , we have p2(O)= h6k. The approximating rule
k is 7nite, since the number of sons of the node corresponding to O in the generating
tree described by  is such that |#(O)|6g(h)6g(k). Therefore this node has at most
g(k) labels and k is 7nite.
The 7niteness of a rule is strongly related to the parameter p2, and moreover, diKer-
ent operators give rise to diKerent approximation rules k for the same class O. The
condition of Lemma 2.1 is easy to test, and it is generalized by the following lemma.
Lemma 2.2. LetW(O)= {O′ ∈#(O): p2(O′)=p2(O)}. If a non decreasing function
g: N→N such that |W(O)|6g(p2(O)); ∀O∈O; exists; then k is a 5nite rule.
Proof. For any 7xed O∈Ok , such that p2(O)= k, we have that O′ ∈#k(O) if and only
if O′ ∈#(O) and p2(O′)= k, therefore O′ ∈W(O). The hypothesis that |W(O)|6g(k),
implies |#k(O)|6g(k), which clearly bounds the number of labels of k .
Since W(O)⊂#(O), for all O∈O, the condition of Lemma 2.1 implies the one
of Lemma 2.2. Let f(x)=
∑
n¿0 fnx
n be the generating function of O according to
p1 (fn= |On|); and fk(x)=
∑
n¿0 fn; kx
n the generating function of Ok according to p1
(fn; k = |{O∈Ok : p1(O)= n}|); it should be clear that limk→∞ fk(x)=f(x).
The conditions of Lemmas 2.1 and 2.2 are su6cient for the rules k to be 7nite,
and, consequently for the generating function fk(x) to be rational; neverthless the rule
k may be not 7nite for some couples (O; #), while the generating function fk(x) is
rational (as in (iii) of Example 2.2). Therefore we determine a su6cient condition on
p2 to establish that fk(x) is rational. Let us examine the following two cases:
1. |W(O)|6g(p2(O) for a non decreasing function g(x): then Lemma 2.2 ensures that
k is 7nite, and fk(x) is rational.
2. Otherwise k may be an in7nite rule; however, if the rule is of the form
(h) (e1) : : : (er(h))a1(h) : : : al(h);
except for a 7nite number of productions, then fk(x) is rational (we refer to [1]
for further details).
Theorem 2.2. Let p2 be an approximation parameter for the couple (O; #) such that
|#(O′)|¿|#(O)|; ∀O′ ∈#(O); if and only if p2(O′)=p2(O); then fk(x) is rational
for any k.
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Fig. 2. The operator # for Motzkin paths.
Proof. Let O′ ∈#(O). The rules we consider are algebraic according to the form de-
7ned in [1], therefore there is a constant l∈N such that |{O′ ∈#(O): |#(O′)|¿|#(O)|}|
= l. An approximation parameter p2 satis7es p2(O′)=p2(O) or p2(O′)¿p2(O): the
former case occurs l times and implies |#(O′)|¿|#(O)|, and the latter gives |#(O′)|6
|#(O)|. The operator #k works as # on the objects O such that p2(O)¡k. A 7nite
number of applications of operator # leads to:
• the label of O∈O is (h) in the succession rule k , p2(O)6k, and O′ ∈#(O) exists
such that p2(O′)= k;
• the set #(O)= {O′1; : : : ; O′h−l; : : : ; O′h} is such that:
— the l objects O′h−l+1; : : : ; O
′
h have the same value of O for p2 and their labels
are greater than h and exactly a1(h) : : : al(h), respectively; # and #k coincide on
these objects;
— the h−l objects O′1; : : : ; O′h−l have a value greater than p2(O) for p2, and exactly
it is equal to k. This means that |#k(O′i )|6l, i=1; : : : ; h − l, and the objects
belonging to this set have the same value of O′i for p2; while the remaining
ones have a value greater than p2(O′i ) for p2, which is equal to k on its turns.
So, these objects are not constructed by #k , and the number of objects produced
by the operator #k from O′i , i=1; : : : ; h− l, is less than or equal to l.
The above arguments suggest the following form for the production of the label (h)
in rule k :
(h) (e1) : : : (er(h))a1(h) : : : al(h);
therefore fk(x) is rational.
Example 2.2. In the plane Z×Z, we consider lattice paths with three steps types: a
rise step denoted by (1; 1) and coded by the letter x, a fall step denoted by (1;−1),
and coded by the letter Ox, a k-length horizontal step denoted by (k; 0) and coded by
the letter ak . A Motzkin path is a sequence of rise, fall and 1-length horizontal steps
running from (0; 0) to (n; 0), and remaining weakly above the x-axis. The number of
Motzkin paths of length n is the nth Motzkin number [7]. The last sequence of fall
and horizontal steps of a Motzkin path is called last descent and a peak is a couple of
consecutive rise and fall steps. Let M be the class of Motzkin paths, and the parameter
p1 the length of the paths. We recall the operator # de7ned in [2] and constructing M.
Let M ∈M, then the set #(M) is obtained by performing these operations (see Fig. 2):
— replace a horizontal step belonging to the last descent of M with a rise step and
append a fall step at the end of M ;
— add a horizontal step at the end of M .
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Let us note that:
(i) the number of horizontal steps in the paths is a discriminating parameter, but not
an approximation parameter for the couple (M; #);
(ii) the area is an approximation parameter for the couple (M; #). It satis7es
Lemma 2.2, but not Lemma 2.1, indeed for all M ∈M we have |{M ′ ∈#(M):
p2(M)=p2(M ′)}|=1. The reader can verify that |#k(M)|6k + 1, therefore the
number of labels of the rule k is bounded.
(iii) the height of the paths is an approximation parameter for the couple (M; #), but
it satis7es neither Lemma 2.2 nor 2.1. For any 7xed k, the approximating rule
k is not 7nite, but the generating function fk(x) is rational (since Theorem 2.2
holds), and there exists a 7nite rule k1 equivalent to 
k .
Let O′ and O be two classes of combinatorial objects, p′ and p discriminating
parameters for O′ and O respectively; a bijection ’ :O′→O according to (p′; p) is
such that, for all O′ ∈O′, p2(O′)=p(’(O′)).
Let O′ be a language L and the parameter p′ the length of the words in L (denoted
by | · |); we consider a class of objects O and a discriminating parameter p1 such that
’ :L→O is a bijection according to (| · |; p1). Let # be an operator on O, satisfying
Proposition 1.1, p2 an approximation parameter for (O; #) satisfying Lemma 2.1, and
p̂2 a parameter on L such that ’ is a bijection according to (p̂2; p2) too; then:
Corollary 2.1. For any 5xed k; letLk = {w∈L: p̂2(O)6k} and Ok = {O∈O: p2(O)
6k}; the following statements hold:
(1) there is a bijection between Lk and Ok according to (p̂2; p2);
(2) Lk is a regular language;
(3) L= limk→∞Lk .
Proof.
1. Let ’k :Lk →Ok be de7ned by ’k(w)=’(w), for each w∈Lk . Clearly, |w|=
p1(’k(w)) and p̂2(w)=p2(’k(w)); furthermore ’k is injective, being a restriction
of ’, and surjective. In fact, for any 7xed O∈Ok , the word w=’−1(O)∈L, and
p̂2(w)= p̂2(’−1(O))=p2(O)6k, therefore w∈Lk . Thus p̂2 is an approximation
parameter for L.
2. Following 1. we have that Lk is in bijection with Ok , satisfying the 7nite rule k ;
so Lk is regular.
3. It immediately follows from the inclusion Lk−1⊆Lk .
Of course, as k→∞, we have:
Lk →L;
Ok → O;
k → ;
fk(x)→ f(x):
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Fig. 3. The application of #k to D∈Dk . The marked points denote the active sites of D.
3. Enumerating restricted classes
In the sequel we apply the theory developed in the previous section to diKerent
classes of lattice paths. Starting from the results found in [2], we determine an approx-
imation parameter and a 7nite approximating rule for each class of paths.
3.1. Dyck paths
The class D of Dyck paths contains the paths made up of rise and fall steps running
from (0; 0) to (2n; 0) and remaining weakly above the x-axis. The last sequence of fall
steps in a Dyck path D is called last descent. It is well known that the number of Dyck
paths having semilength n is the nth Catalan number [6]. Let p1 be the semilength of
the paths, Dn the set of Dyck paths having length 2n, and # the operator which inserts
a peak into any point belonging to the last descent of a Dyck path. The succession
rule  describing this operator # on D is

{
(1)
(h) (2)(3) : : : (h)(h+ 1):
Let the parameter p2 be the height of the paths which is an approximation parameter
for (D; #). For any 7xed k ∈N+, we examine the class Dk = {D∈D: p2(D)6k}. The
operator #k we want to de7ne on D∈Dk , works as # on D but in this case the active
sites of D∈Dk are the points in its last descent having height less than k (see Fig.
3).
Theorem 2.1 ensures us that #k de7nes a construction for Dk . Moreover, for each
D∈D; |#(D)| is bounded by p2(D) + 1, therefore, for Lemma 2.1, the rule k de-
scribing #k is 7nite:


(1)
(1) (2)
(2) (2)(3)
: : : : : :
(k − 1) (2)(3) : : : (k − 1)(k)
(k) (2)(3) : : : (k)(k)
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Fig. 4. The 7rst levels of the generating tree of the class D3 obtained by means of #3.
This is another approach to prove the result appeared in [4]. The rule k counts the
objects of Dk and the sequence of numbers obtained by k coincides with the Catalan
numbers for the 7rst k terms, and k → as k→∞.
As a particular case of the previous treatment we have the succession rule 3 for
the class D3:
(1)
(1) (2)
(2) (2)(3)
(3) (2)(3)(3):
It gives rise to the sequence of the odd index Fibonacci numbers, meaning that the
class of Dyck paths having height at most 3 is counted by this number sequence. Fig. 4
shows the 7rst levels of the generating tree of D3.
Let w be a Dyck word, belonging to the language LD, and the parameter p̂2 de7ned
by p̂2(w)= max{|u|x − |u| Ox: w= uv}. By applying Corollary 2.1, the language LkD of
Dyck words w with p̂2(w)6k is in bijection with Dk , it is a regular language, and
LkD →LD as k→∞ (see Fig. 5).
The generating functions fk(x) of the languages LkD , k¿1 according to the length
of the words verify the following recurrence:
f1(x) =
1
1− x2 ;
fk(x) =
1
1− x2fk−1(x) ; k ¿ 2:
As k→∞, fk(x)→f(x), satisfying the well known functional equation f(x)= 1=1−
x2f(x), whose solution is the generating function of Catalan numbers f(x)= 1 −√
1− 4x2=2x2.
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Fig. 5. The automata recognizing the regular languages LkD , k¿1.
Fig. 6. The application of #k to S ∈Sk . The marked points denote the active sites of S.
3.2. Schr9oder paths
A SchrPoder path is a sequence of fall, rise and 2-length horizontal steps, running
from (0; 0) to (2n; 0) and remaining weakly above the x-axis; the number of paths
of semilength n is the nth SchrPoder number [8]. The class S of SchrPoder paths is
constructed by an operator # which inserts a horizontal step or a peak both at the end
of the path and into each point belonging to the last sequence of fall steps of the path.
Brie;y, the operator # is described by the succession rule  [3]:

{
(2)
(2h) (2)(4)2 : : : (2h)2(2h+ 2):
Let p1 be the semilength of the paths and p2 their height; it is easy to prove that p2
is an approximation parameter. The operator #k on Sk = {S ∈S: p2(S)6k} works
as # on S for all the points in the last sequence of fall steps of S ∈Sk having height
less than k, while inserts a horizontal step in the same points having height k (see
Fig. 6).
Theorem 2.1 ensures that #k satis7es Proposition 1.1. It gives rise to the rule k ,
which is 7nite since the condition of Lemma 2.1 is satis7ed (indeed, for each S ∈S;
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Table 1
O |#(O)| g(p2) |W(O)| k
Dyck the number of points |#(O)|6p2(O) + 1 |W(O)|6p2(O) k + 1
path in the last descent of O labels
SchrPoder 2∗ the number of points |#(O)|6 2p2(O) |W(O)|6 2p2(O) + 1 2k
path in the last descent of O labels
Fig. 7. The automata recognizing the regular languages LkS ; k¿1.
|#(S)|62p2(S)):
k

(2)
(2) (2)(4)
(4) (2)(4)(4)(6)
: : : : : :
(2k) (2)(4)2 : : : (2k)2(2k + 1)
(2k + 1) (2)(4)2 : : : (2k)2(2k + 1)2:
The number sequence de7ned by k coincides with the SchrPoder numbers for the 7rst
k + 1 terms.
Example 3.1. Approximating parameters and 7nite rules for some (O; #) according to
Lemmas 2.1 and 2.2, being p1 the semilength and p2 the height of the paths. The
results obtained in the previous examples are summarized in Table 1.
Let LkS be the subset of SchrPoder words in bijection with the paths of S
k ; by
applying the general results of Section 2, LkS is a regular language and L
k
S →LS as
k→∞ (see Fig. 7).
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Fig. 8. The operator # for Motzkin paths.
Fig. 9. The 7rst levels of the generating tree for Motzkin paths obtained by means of #.
The generating functions fk(x) of the languages LkS ; k¿1 according to the length
of the words verify the following recurrence:
f0(x) =
1
1− x2 ;
fk(x) =
1
1− x2 − x2fk−1(x) ; k ¿ 2:
As k→∞; fk(x)→f(x), satisfying the functional equation f(x)= 1=1− x2− x2f(x),
veri7ed by the generating function of SchrPoder numbers.
3.3. Motzkin paths
An alternative way to the one proposed in [2] to construct Motzkin paths is based
on the following de7niton of the operator # (see Fig. 8):
— if a rise step precedes the last sequence of fall steps of M ∈Mn, that is the last
descent of M , # inserts a horizontal step into each point of the last descent;
— otherwise, # inserts a horizontal step into each point of the last descent of M , or
replaces the horizontal step preceding the last descent with a peak.
This operator satis7es Proposition 1.1, and the generating tree we obtain (see Fig. 9)
is isomorphic to the tree having (1) as root and whose node labels are recursively
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Fig. 10. The operator #k on Mk .
de7ned by the coloured rule:
(h) (2)(3) : : : (h)( Oh)
( Oh) (2)(3) : : : (h)(h+ 1):
Let the parameter p2 be the height of the paths; it is an approximation parameter, and
Mk = {M ∈M: p2(M)6k}; k ∈N. The operator #k works on M ∈Mk as follows
(see Fig. 10):
— if the ordinate of the highest point in the last descent of M is less than k or the
last descent is preceded by a horizontal step then #k(M)=#(M);
— otherwise, #k(M) is the set of Motzkin paths obtained by inserting a horizontal
step into each point of the last descent of M .
Lemma 2.1 is satis7ed, since for each M ∈M; |#(M)|6p2(M) + 1; thus the
approximating rule k is 7nite and it has the following form:
k

(1)
(1) (2)
(2) (2)( O2)
( O2) (2)(3)
: : : : : :
(k) (2)(3) : : : (k)( Ok)
( Ok) (2)(3) : : : (k)(k + 1)
(k + 1) (2)(3) : : : (k + 1)(k + 1):
The subsets LkM of Motzkin words in bijection with M
k are recursively constructed as
follows:
L0M = (a)
∗
L1M = (a ∪ xa∗ Ox)∗ = (a ∪ xL0M Ox)∗
: : : : : :
LkM = (a ∪ aLk−1M Ox)∗:
E. Pergola et al. / Theoretical Computer Science 270 (2002) 643–657 655
Fig. 11. The operator # for GranDyck paths.
By applying the general results of Section 2, for each k ∈N; LkM is a regular
language and LkM →LM as k→∞.
The generating functions fk(x) of the languages LkM ; k¿0, according to the length
of the words verify the following recurrence:
f0(x) =
1
1− x ;
fk(x) =
1
1− x − x2fk−1(x) ; k ¿ 1:
As k→∞; fk(x)→f(x), satisfying the functional equation f(x) = xf(x)+x2f(x)2+
1, whose solution is the generating function of Motzkin numbers.
3.4. Grand Dyck paths
A Grand Dyck path is a sequence of rise and fall steps running from (0; 0) to (2n; 0).
The number of Grand Dyck paths having semilength n is
(2n
n
)
. Let G be the class of
Grand Dyck paths; an operator # constructing Gn+1 from Gn can be de7ned as follows
(see Fig. 11):
— if the last step of G ∈ G is a fall step, then #(G) is obtained by inserting a peak
into any point of the last descent of G or a valley (that is a couple of consecutive
fall and rise steps) into the last point of G;
— otherwise, #(G) is obtained by inserting a valley into any point of the last sequence
of rise steps of G or a peak into the last point of G.
The succession rule  describing the operator # on G is:
(2)
(h) (3)(3)(4) : : : (h)(h+ 1):
Let p2(G) be the height of the path G de7ned by p2(G)= max {|h|: (x; h)∈G}.
Surely p2 is an approximation parameter, so for k ∈N+ we de7ne Gk = {G ∈G: p2(G)
6k}. The operator #k works as # on G ∈Gk , but in this case the set of active sites
of G is restricted to the points having |h|¡k, being h the ordinate of the point itself
(see Fig. 12 for an example).
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Fig. 12. The operator #k for GranDyck paths.
Fig. 13. The automata recognizing the regular languages LkG ; k¿1.
By applying Lemma 2.1 the succession rule for #k is 7nite and it is:
k

(2)
(2) (3)(3)
: : : : : :
(k) (3)(3)(4) : : : (k)(k + 1)
(k + 1) (3)(3)(4) : : : (k)(k + 1)(k + 1):
The words of LG are generated by the unambiguous grammar:
S → aAbS|bBaS|!
A→ aAbA|!
B→ bBaB|!:
For any 7xed k¿1, the language LkG is (Hk−1 ∪ Gk−1)∗ (see Fig. 13), being Hk
and Gk recursively de7ned as
H0 = x Ox; G0 = Oxx;
Hk = xH∗k−1 Ox; Gk = OxG
∗
k−1x:
Their generating functions, fHk (x) and fGk (x), according to the length of the words
satisfy:
fH0 (x) = fG0 (x) = x
2;
fHk (x) =
x2
1− fHk−1 (x)
;
fGk (x) =
x2
1− fGk−1 (x)
;
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therefore, the generating function fk(x) of LkG is:
f0(x) =
1
1− 2x2 ;
fk(x) =
1
1− fHk−1 (x)− fGk−1 (x)
:
As k→∞ we have that fHk (x)→fH (x); fGk (x)→fG(x) and fk(x)→f(x), and then
fH (x) = fG(x) =
1−√1− 4x2
2
; f(x) =
1
1− fH (x)− fG(x) =
1√
1− 4x2 :
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