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The theory of stochastic fields, and in particular of Markov fields in the sense of DOBRUSHIN [ 1 ] and NELSON has some close analogies to probabilistic potential theory. Our purpose here is to discuss the analogy between phase transition and the existence of non-constant harmonic functions of a Markov process. In particular we derive a general integral representation of stochastic fields as mixtures of phases using the Martin boundary technique. A similar approach based on the "harmonic" martingales of (1.7) below has already been suggested in [6] . But it turns out that DYNKIN's construction of the boundary in [4] is a much more convenient method. Moreover it allows to drop the Markov property, and this is desirable in Statistical Mechanics (example 2a below) and also of interest in Quantum field theory (cf. [13] (1))...P(~(n-1)~ n ) (V = {0,...,n-1} ; w, E(t) = w(t) for t > n). Proposition (1.7)
shows that the fields P EC(II) may be identified with the non-negative normalized martingales X = (XV) such that each XV is 3Fv -measurable, that is, of the form X{0~ " ,,n-1}(~) -h(~(n),n) correspondence between the stochastic fields in C(II) and the probability measures on the essential part A of the Martin boundary of n, and in particular between A and the set of extreme points of C(II).
As corollaries we get two results which have been obtained independently by GEORGII [7] and PRESTON [12] . The first characterizes the phases of n by a 0-1 law on the tail field. The (3.8) . PROOF. -Immediate from our construction of A .
SPECIAL INTEGRAL REPRESENTATIONS
Let If = be a collection of local characteristics and assume that V has a-countable base. In many applications the real object of interest is not so much the set C(II) of all stochastic fields with local characteristics II , but rather a suitable convex subset of C(ll). We will shortly discuss two examples. 
