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Abstract. In this study, the Landau–Zener (LZ) transition method is applied to investigate a weak non-
adiabatic effect on the Zak phase and the topological charge pumping in the Rice–Mele model. The non-
adiabatic effect is formulated using the LZ transfer matrix. The effective lower band wave function picks up
the Stokes phase as well as the usual dynamical phase through two avoided crossings appearing in the two
band instantaneous energy spectrum. The interference effect from the upper band has a decisive influence
on the decay behavior of the lower band population. A non-adiabatic extension of the Zak phase can then
be formulated, corresponding to the center of mass of the lower band Wannier function. Furthermore, we
estimate the validity of the LZ formalism and verify the breakdown of the quantization of the topological
charge pumping by changing the sweeping speed.
PACS. XX.XX.XX No PACS code given
1 Introduction
The theory of topological physics has been realized and
is being investigated in detail using real experimental sys-
tems. Specifically, systems of cold atoms in optical lattices
have a significant possibility of simulating the physics be-
cause such systems have a high parameter controllabil-
ity, isolation from environment, and no impurities [1,2].
Very recently, as a typical verification experiment in one-
dimensional (1D) topological physics, topological charge
pumping phenomena [3,4,5] have been realized in cold
atoms in a 1D optical lattice [6,7,8]. It is therefore impor-
tant to theoretically consider the topological physics and
obtain new knowledge that has yet to be obtained.
Motivated by the experimental successes of the topo-
logical charge pumping, various studies on 1D topological
physics have been conducted in recent years. For example,
the interaction effect for the topological charge pumping
under adiabatic conditions has been extensively studied
[9,10,11,12,13,14]. The breakdown of the quantization of
topological charge pumping has also been discussed [15,
16]. The effect of the initial nonequilibrium state for topo-
logical charge pumping and interband coherence correc-
tion during adiabatic pumping in a periodically driven
system were also reported [17,18,19]. The generalization
of the Zak phase to the thermal states [20] and the rein-
terpretation of the microscopic meaning of the Zak phase
[21] have also been reported. However, some areas in this
field have yet to be investigated in detail.
During the past three decades, numerous papers on
theoretical topological physics have been submitted. The
fundamental framework of topological physics has been
theoretically developed [4,5]. In conventional topological
insulators, the topological properties are based on the fol-
lowing assumptions: the bulk band gap exists, and the
system is close to equilibrium, i.e., the model is under
adiabatic conditions. This naturally brings up a question
of how the non-adiabaticity affects the topological prop-
erties, which needs to be answered. However, there have
been few studies on the theoretical formulation and quan-
titative evaluation of non-adiabatic effects [16]. Therefore,
this paper discusses the non-adiabatic effects on the topo-
logical properties using a typical model, focusing on the
properties of the lower band ground state, particularly
the lower band topological properties of the system. The
target model is the Rice–Mele (RM) model [22]. If we in-
troduce an adiabatic modulation parameter in this model
and change the model parameter, it exhibits a quantiza-
tion of the Zak phase [23] under an inversion symmetric
condition. In addition, under a certain periodic adiabatic
parameter sweeping, the model exhibits a two-dimensional
instantaneous energy band topology in the adiabatic pa-
rameter dimension. The instantaneous energy band topol-
ogy then leads the topological charge pumping. The RM
model is much close to some experimental cold atom sys-
tems in an optical superlattice [7,8,24]. In this study, we
primarily deal with a weak non-adiabatic effect, where the
transition probability between the lower and upper bands
is small. The non-adiabatic dynamics for the lower band
population is formulated by applying the Landau-Zener
(LZ) transition method [25,26,27]. Using the analytical
population dynamics, we can formally construct the cen-
ter of mass (CM) shift for the lower-band Wannier func-
tion after one pumping cycle and formulate a lower band
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Fig. 1. (a) The band structure of the t − k parameter space.
(b) The band structure for k = pi and 0. Two avoided crossings
appear. For both cases, J0/∆0 = 0.4 and δ0/∆0 = 0.2
.
pumped charge related to the topological charge pump-
ing. A similar prescription is described in [28,29]. After
formulating the non-adiabatic effect, the breakdown of the
quantization of the CM shift is numerically estimated us-
ing the obtained formula.
This paper is organized as follows. In Sec. 2, the RM
model is introduced and the proper linearized form of the
RM model for the LZ transition method is explained. In
Sec. 3, we show the LZ transition method. In particular,
the LZ transfer matrix is introduced. In Sec. 4, we de-
scribe the dynamics of the lower band population under
the assumption of an adiabatic-impulse approximation. In
Sec. 5, we formulate the non-adiabatic extension form of
the Zak phase and the CM shift of the lower band Wannier
function corresponding to an electric polarization [30,31,
32]. In Sec. 6, we estimate the validity of the LZ formula-
tion by using a numerical simulation. In Sec. 7, we discuss
the current experimental conditions used for testing our
results. Finally, the conclusion is given in Sec. 8.
The aim of this work is different from that of previ-
ous works such as [29,33,34], which focused on the effects
of an external force for the system and the Stueckelberg
interferometry.
2 Rice-Mele model
We start by considering the bulk momentum representa-
tion of the RM model. The Bloch vector representation is
written in the following form:
hˆRM (k, t) = dx(k, t)σˆx + dy(k, t)σˆy + dz(k, t)σˆz , (1)
where σˆi (i = x, y, z) is the Pauli matrix; dx(k, t) =
J1(t) + J2(t) cos k; dy(k, t) = J2(t) sin k; and dz(k, t) =
−∆0 cos(Ωt), J1(t) = J0 + δ0 sin(Ωt); J2(t) = J0 −
δ0 sin(Ωt); and Ω = 2π/T . In addition, T is the inter-
val time of one cycle in the RM model. J0 > 0, δ0 > 0,
and ∆0 > 0. The instantaneous energy spectrum has two
bands, given by E±(k, t) = ±|d|. The typical instanta-
neous energy spectrum is plotted in Fig.1 (a). When we
focus on a certain wave number k, the t dependent in-
stantaneous energy spectrum at k can be regarded as a
two-level system including some avoided crossings in a cer-
tain parameter regime (see Fig. 1 (b)). Assuming that the
two bands never touch each other along one pumping cy-
cle (interval time T ), and a specific case ∆0 > 2δ0 and
J0 > δ0, an avoided crossing appears around t = T/4 ≡ t1
and 3T/4 ≡ t2 for any fixed k. At the avoided crossings,
a non-adiabatic transition may occur depending on the
sweeping speed, depending on Ω. The energy landscape is
shown in Fig.1 (a). In what follows, the focus is placed on
the energy landscape. Here, the LZ transition around the
avoided crossing point for a certain fixed k is considered.
Around the avoided crossing points t = t1 and t2, hˆRM can
be linearized in terms of t as t = t1 ± δt and t = t2 ± δt.
The linearized Hamiltonian for hˆRM is generally given in
the following form:
hˆRM (k, δt) = A(k)σˆx +B(k)σˆy +∆0Ωδtσˆz . (2)
Here, A(k) and B(k) are k-dependent functions (indepen-
dent of t), A(k) = (J0 + δ0) + (J0 − δ0) cos k, B(k) =
(J0 − δ0) sin k, and the O(δt2) order terms are dropped.
Let us introduce the rotational transformation of the
Pauli matrix. In the spin space, for the i-axis rotation
(i = 1(x), 2(y), 3(z)) with a certain angle ρ, the rotated
j-component Pauli matrix σ˜j is given by
σ˜j(ρ) ≡ σˆj cos ρ+ ǫijkσˆk sin ρ. (3)
Here, we use the above rotational transformation
twice: The first is the z-axis rotation with ρ =
tan−1(B(k)/A(k)), and the second is the y-axis rotation
with ρ = −π. Thus, hˆRM (k, δt) can be transformed into
the following form:
h˜RM (k, δt) = −
√
A2(k) +B2(k)σ˜x −∆0Ωδtσ˜z , (4)
where σ˜x(z) is a rotated x(z)-component Pauli matrix. In
addition, h˜RM (k, δt) is the canonical form for applying the
LZ transition formula.
Now, the general LZ application form is defined
as h˜RM (k, δt) ≡ −∆(k)2 σ˜x − vδt2 σ˜z , and thus ∆(k) ≡
2
√
A2(k) +B2(k) and v = 2∆0Ω. Here, the adiabaticity
parameter is introduced by δ¯(k) = ∆2(k)/(4v). In the LZ
transition method, the transition probability for the up-
per band at an avoided crossing is given as exp[−2πδ¯(k)].
Thus, δ¯(k) characterizes the degree of the adiabaticity. In
this study, we assume the weak nonadiabatic regime. This
means that δ¯(k) is large to a certain extent, that is, the
transition probability for the upper band at an avoided
crossing is small (Practically, we assume that the transi-
tion probability is less than 50% for all k). In what follows,
we set ~ = 1 and take ∆0 as the unit of energy, ∆0 = 1.
3 Landau-Zener transition
The LZ transition is the transition between the lower
and upper bands at avoided crossings. The linearized RM
model h˜RM (k, δt) of Eq. (4) has two avoided crossings,
namely, at t = t1 and t = t2. The linearized Hamiltonian
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is given in the following matrix form
h˜±RM (k, δt) =[ ±∆0Ωδt √A2(k) +B2(k)eiρ˜(k)√
A2(k) +B2(k)e−iρ˜(k) ∓∆0Ωδt
]
,(5)
where h˜
+(−)
RM (k, δt) is defined around t = t1(2) and ρ˜(k) =
tan−1[B(k)/A(k)]. From the above matrix, the LZ transfer
matrix can be introduced around the two avoided crossing
points at t = t1 and t2. The matrix is known to have the
following form: [27,29,33,35,36]:
Γ±(k) =[√
qLZ(k)e
−i(γnb(k)∓ρ˜(k)) ±
√
pLZ(k)
∓
√
pLZ(k)
√
qLZ(k)e
i(γnb(k)±ρ˜(k))
]
,
(6)
where γnb(k) is the Stokes phase [35,36], pLZ(k) =
e−2piδ¯(k) is the transition probability between the lower
and upper bands, and qLZ(k) = 1 − pLZ(k). In addition,
γnb(k) is given by the following form:
γnb(k) =
π
4
+ δ¯(k)[ln δ¯(k)− 1] + arg[Γ (1− iδ¯(k))], (7)
where Γ (z) is the complex gamma function. Here, we com-
ment briefly on the derivation of Eq. (6) and the Stokes
phase γnb(k). First, the LZ transfer matrix of Eq. (6) is a
slightly modified version of the usual LZ transfer matrix
derived in [27] because Γ±(k) has an additive phase fac-
tor e−i(±ρ˜(k)) in the diagonal elements compared with the
usual LZ transfer matrix [27]. The phase factor comes from
the factor e±iρ˜(k) in the off-diagonal part in Eq. (5). The
usual LZ transfer matrix is obtained when the off-diagonal
part of Eq. (5) is
√
A2(k) +B2(k) [27]. In [29,33], the
LZ transfer matrix of Eq. (6) is derived from Eq. (5). Its
derivation process is as follows:
(i) Although the factor e±iρ˜(k) exists in the off-diagonal
part in Eq. (5), the Schro¨dinger equation of the linearized
Hamiltonian in Eq. (5) provides the Weber equation [26].
Accordingly, the same procedure as the derivation given
in [27] can be applied.
(ii) The Weber equation can be solved asymptotically. The
solution is given by the Weber function [26,27]. Thus, the
solution gives the probability amplitudes for the upper
and lower band states. Then, the phase part of the Weber
function is the origin of the part of the Stokes phase [27,
35,36].
(iii) Then, the Weber function solution is substituted into
the Schro¨dinger equation for the linearized RM Hamil-
tonian in Eq. (5), and a slightly modified expression of
Eq. (A.12) in [27] can be obtained, which includes the
e−i(±ρ˜(k)) factor.
(iv) Using the modified expression of Eq. (A.12) in [27]
and following the same procedure in appendix A in [27].
the LZ matrix of Eq. (6) can be obtained.
Here, Γ+(k) and Γ−(k) act as a transfer matrix be-
tween the lower and upper bands at t1 and t2, respectively.
In the matrix Γ±(k), the diagonal terms are lower-to-lower
t
t1 t2t=0 t=T
E
adiabatic adiabatic adiabatic
impulse impulse
Fig. 2. Schematic figure of the adiabatic-impulse approxima-
tion and the Landau–Zener transition. The blue shaded area
represents an impulse regime, which is an extremely narrow
time interval. In the adiabatic regime, the transition between
the upper and lower bands is negligible. In the blue shaded
regime, the system is described using the linearized Hamilto-
nian h˜RM (k, δt).
and upper-to-upper state transitions, and the off-diagonal
terms are a lower-to-upper state transition and vice versa.
As explained in detail below, the adiabatic-impulse ap-
proximation is employed. Therefore, the matrix Γ±(k) acts
on extremely narrow time intervals, t1−0 ≤ t ≤ t1+0 and
t2 − 0 ≤ t ≤ t2 + 0. Accordingly, we ignore the dynamical
phase accumulated in such a narrow time regime.
In addition, we should comment on the approach of
the adiabatic perturbation theory (APT) carried out in
[16]. Both the ATP and LZ transition approaches focus on
the small Ω regime. In the former approach, the Floquet
lowest energy population after a single pumping cycle has
a O(Ω3) error, and thus for a large Ω regime, the former
approach is broken. In the later approach, as long as the
double avoided crossings in the band structure are created
by tuning the parameters and the largest gap regime in the
band is sufficiently larger than Ω, a large transfer to the
excitation band at the avoided crossing can be handled,
and using the LZ transfer matrix in Eq, (6) it is possible
to incorporate the influence of the interband coherence.
4 Time evolution in adiabatic-impulse
approximation
The adiabatic-impulse approximation is applied to the
band structure, as shown in Fig. 1 (a). Here, we assume
that the avoided crossing regime for the target parameter
regime is narrow. In the other time regimes, the system
is under adiabatic conditions. A schematic figure of the
adiabatic-impulse approximation is shown in Fig. 2. Under
these conditions, the time evolution of the wave function
expanded by the instantaneous eigenstates is considered,
with a focus on the change in the lower band occupation.
First, we prepare the wave function constituted by a linear
combination of the periodic functions of the instantaneous
lower and upper bands,
|Ψ(k, t)〉 = c1(k, t)|u1(k, t)〉+ c2(k, t)|u2(k, t)〉, (8)
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where c1(2)(k, t) ∈ C is the coefficient of the instantaneous
eigenstate of the lower (upper) band, and |u1(2)(k, t)〉 is
determined by the Bloch theorem at time t. The time
evolution of c1(2)(k, t) can then be calculated from the
adiabatic-impulse approximation. In the adiabatic regime,
the time evolution is obtained by considering the following
unitary operator:
U(k, t, t′) =
[
e−i
∫
t
t′
E+(k,t
′′)dt′′ 0
0 e−i
∫
t
t′
E−(k,t
′′)dt′′
]
.
(9)
The operator U acts on the coefficient vector (c2, c1)
t and
gives the adiabatic time evolution from t′ to t. By contrast,
around the avoided crossing corresponding to the impulse
regime, the time evolution of c1(2)(k, t) can be obtained
by applying the LZ transition matrix Γ±(k). It should be
noted that the width of the impulse regime is assumed
as a single point. Even under such an assumption, the
adiabatic-impulse approximation is believed to give fairly
correct results, as mentioned in [27]. Under this situation,
the coefficient c1(2)(k, T ) can be connected to c1(2)(k, 0)
by applying the unitary operator U and the LZ transi-
tion matrix Γ±(k). By introducing the coefficient vector
defined by c(k, t) = (c2(k, t), c1(k, t))
t, the one-cycle time
evolution can be written in the following form:
c(k, T ) = U(k, T, t2 + 0)Γ+(k)U(k, t2 − 0, t1 + 0)
× Γ−(k)U(k, t1 − 0, 0)c(k, 0). (10)
From this relation, the time evolution of the wave function
|Ψ(k, t)〉 can be obtained. The time evolution includes the
interband transition effect. The interband transition is a
non-adiabatic effect. In this work, we put c1(k, 0) = 1
as an initial state. For the time evolution described by
Eq. (10), in this study we focus only on the dynamics
of the lower band, i.e., the dynamics of c1(k, t), is of key
interest. The contribution of the lower-to-upper band after
one pumping cycle may be regarded as a dissipation from
the lower band state [28]. In this work, however, we do
not focus on this contribution.
From Eq. (10), the lower band population denoted by
|c1(k, T )|2 is given by
|c1(k, T )|2 = 1− 2pLZ(k) + 2(1− pLZ(k))pLZ(k)
× cos
[∫ t2
t1
[E+(k, t
′)− E−(k, t′)]dt′ − 2γnd(k)
]
.
(11)
Here, it should be noted that in Eq. (11) the coefficient
c1(k, t) picks up the Stokes phase γnb(k) twice because
the LZ transition matrix Γ (k) acts twice along the time
evolution. Under a classical assumption, the lower band
population may be |c1(k, T )|2 = 1 − pLZ(k) + p2LZ(k);
however, Eq. (11) includes the cosine factor, whose phase
factor is determined by the information regarding the in-
stantaneous energy spectrum of both the lower and upper
bands. Thus, the cosine factor can be regarded as the in-
terference effect of the upper band.
In addition, we mention the large T limit for Eq. (11).
We then obtain |c1(k, T )|2 → 1 − 2[1 − cos(β)]pLZ(k),
where β is the phase of the cosine part of the RHS in
Eq. (11). Because pLZ decays exponentially with the in-
crease of T , |c1(k, T )|2 tends to decay exponentially with
the increase of T . It is also interesting to compare Eq. (11)
with the result in [16]. In [16], a Floquet analysis shows
that the lowest order deviation from unity in the nonadia-
batic population transfer is proportional to Ω2. Although
it is difficult to verify the complete relationship between
our result of Eq. (11) and the Ω2 decay behavior, as in
[16], if the lowest energy Floquet state is prepared as the
initial state through a suitable smooth switch-on of the
driving, exponentially small corrections are recovered. Ac-
cordingly, Eq. (11) in the large limit of T is expected to
exhibit similar behavior as the result obtained by the Flo-
quet analysis in a suitable smooth switch-on driving case.
5 Non-adiabatic extension of the Zak phase
Using Eq. (11), a non-adiabatic extension of the Zak phase
can be formulated. The Zak phase is known to correspond
to the electric charge polarization in a strongly correlated
electron system [30,31,32]. To formulate the extension
form, by first using the lower band sector of |Ψ(k, t)〉, we
construct the lower band Wannier function |W (t)〉 [5] as
follows:
|W (t)〉 = 1√
N
N∑
m=1
eimk|m〉 ⊗ c1(k, t)|u1(k, t)〉
=
∫ pi
−pi
dk
2π
|k〉 ⊗ c1(k, t)|u1(k, t)〉, (12)
where m is a lattice site, |m〉 is the state in which a par-
ticle is localized at site m, and N is the total number
of lattice sites. Accordingly, from |W (t)〉, the CM of the
lower band Wannier function is given as 〈W (t)|xˆ|W (t)〉,
where xˆ is the position operator of the particle as viewed
from a continuous space. In general, the CM is known to
correspond to the Zak phase [5,31,32]. Hereafter, the CM
〈W (t)|xˆ|W (t)〉 is denoted by P (t). If c1(k, 0) = 1, i.e., the
initial state at t = 0 is in the lower band state and we use
c1(k, T ) obtained from Eq. (10), the CM at t = T , P (T )
can be calculated as follows:
P (T ) =
i
2π
∫ pi
−pi
dk
[
c∗1(k, T )∂kc1(k, T )
+|c1(k, T )|2〈u1(k, T )|∂ku1(k, T )〉
]
, (13)
where the first term in the integrant in the LHS vanishes
because c∗1(k, T ) and c1(k, T ) are symmetric for k because
E±(k, t), δ¯(k), and pLZ(k) are symmetric for all k, i.e,
c
(∗)
1 (k, T ) = c
(∗)
1 (−k, T ). Therefore, P (T ) is determined
by only the lower band population |c1(k, T )|2 after a sin-
gle pumping cycle. In addition, because in an adiabatic
limit T → ∞, |c1(k, T )| → 1, the representation P (T ) is
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smoothly connected to the usual (adiabatic) Zak phase
form [5]. In this sense, Eq. (13) can be regarded as a non-
adiabatic extension form of the Zak phase [37].
Furthermore, by using Eq. (13), we can directly write
the displacement of P (t) from t = 0 to t = T as follows:
P (T )− P (0) ≡ ∆P (T ) ≡ ∆P0(T ) + δP (T ), (14)
∆P0(T ) ≡ i
2π
∫ pi
−pi
dk
[
〈u1(k, T )|∂ku1(k, T )〉
−〈u1(k, 0)|∂ku1(k, 0)〉
]
, (15)
δP (T ) ≡ i
2π
∫ pi
−pi
dk γd(k)〈u1(k, T )|∂ku1(k, T )〉, (16)
γd(k) ≡ |c1(k, T )|2 − 1, (17)
where |c1(k, T )|2 is given by Eq. (11), ∆P0(T ) represents
the adiabatic portion of the displacement ∆P (T ), and
γd(k) represents the deviation from the full population
of the lower band for each k.
Here, the meaning of the total deviation∆P (T ) should
be further discussed: ∆P (T ) is the total shift of the CM
of the lower band Wannier function after a single pump-
ing cycle. The total deviation ∆P (T ) corresponds to the
lower band pumped charge, and not the total pumped
charge of the system, which is generated by both the lower
and upper band contributions. Here, to distinguish them
we denote the two charges by QL and Qsys, respectively.
In an adiabatic limit, the lower band pumped charge QL
corresponds to the total pumped charge Qsys of the sys-
tem because the upper band contribution is negligible.
This situation corresponds to the usual topological charge
pumping [5]. Therefore, we clearly define the lower band
pumped charge QL as
QL ≡ ∆P (T ). (18)
Here, if we assume the adiabatic limit T → ∞, QL is as
follows:
QL = ∆P0(T ) = CN , (19)
where we use the fact that ∆P0(T ) is regarded as the lower
band Chern number CN [5]. Thus, in adiabatic situation,
because CN is known to take an integer value [3,38], the
lower band pumped charge current QL takes an integer
value, i.e., the topological charge pumping is recovered.
However, in non-adiabatic situation, QL does not take an
integer value. This indicates the breakdown of the quan-
tization of the topological charge pumping owing to the
decay of the lower band population |c1(k, T )|2.
6 Estimation of the LZ formulation
In this section, we evaluate the adiabatic impulse approx-
imation and the LZ formulation with the help of a nu-
merical simulation. In particular, we estimate the lower
band population |c1(k, T )|2, and demonstrate how the LZ
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Fig. 3. Lower band population |c1(k, T )|
2 for T = 100(a),
50(b), 40(c), and 10(d). The solid line shows the analytical
result of Eq. (11). The blue circle shows the numerical result.
result of Eq. (11) captures the weak non-adiabatic dynam-
ics in the RM model. To this end, we numerically calculate
the dynamics of the RM model obeying the Schro¨dinger
equation. We then use the momentum representation of
the Schro¨dinger equation,
i
d
dt
|Ψ(k, t)〉 = hˆRM(k, t)|Ψ(k, t)〉, (20)
and use the spin up and down bases, |Ψ(k, t)〉 = a1(k, t)| ↑
〉 + a2(k, t)| ↓〉, where a1(2)(k, t) ∈ C and σˆz | ↑ (↓)〉 =
+1(−1)| ↑ (↓)〉. In solving Eq. (20), we employ a fourth-
order Runge-Kutta method. To obtain the lower band
population at t = T after one pumping cycle, we employ
a gauge fixed exact solution of the instantaneous eigen-
vector of the lower band in the RM model. This is given
by
|uex1 (k, t)〉 =
(
cos[φ(k, t)/2]
−e−iθ(k,t) sin[φ(k, t)/2]
)
, (21)
where the parameters φ(k, t) and θ(k, t) are determined
by J1 + J2e
ik = [tanφ(k, t)]eiθ(k,t). By solving Eq. (20)
for each k and using the exact solution |uex1 (k, t)〉, we can
obtain the numerical result of the lower band population
at t = T as |〈uex1 (k, T )|Ψ(k, T )〉|2.
Let us estimate the LZ analytical form of Eq. (11). We
calculate both the LZ analytical lower band population
[39] and the numerical one obtained by solving Eq. (20).
In this study, we vary the sweeping speed by varying T for
the one pumping cycle from T = 10 ([~/∆0]) to T = 100.
Here, T is connected to the driving frequency as Ω =
2π/T . In our target parameter set in the RM model, the
minimum band gap at the two avoided crossings is 4δ0 =
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0.8 (we take ∆0 as the energy unit). Fig. 3 shows the
analytical and numerical results for T = 100, 50 40, and
10 in −π ≤ k ≤ 0. The T = 100 case in Fig. 3 (a) is
assumed to be adequately adiabatic because the driving
frequency is quite small for the minimum band gap, i.e.,
Ω ≪ 4δ0. The result therefore indicates that both the
analytical and numerical lower band population |c1(k, t)|2
remains completely in the lower band after one pumping
cycle. Therefore, our analytical form of Eq. (11) covers the
adiabatic dynamics of the lower band population.
Next, see Fig. 3 (b), (c), and (d), these are for T = 50,
40 and 10. In this parameter regime, we observed some de-
cays of the lower band population, where the upper band
population is finite at t = T . For T = 50 in Fig. 3(b),
please see the analytical result. Although the driving Ω
is small, that is, the situation is fairly adiabatic, a decay
from |c1(k, T )|2 = 1 occurs, particularly around k = −π,
because the band gap at k = −π is smallest in the first
Brillouin Zone, and the analytical result is almost consis-
tent with the numerical calculation, which is shown with
the blue circles in Fig. 3(b).
Furthermore, let us focus on a faster driving case. As
shown in Fig. 3 (c), the analytical result for T = 40 seems
to indicate that the degree of decay around k = −π is
larger than that in the case of T = 50. Although the nu-
merical result seems to almost capture the behavior of the
analytical result, slightly different values in the analytical
result |c1(k, T )|2 are shown at near k = −π. We expect
that this difference originates from the adaptability of the
adiabatic-impulse approximation and the LZ formalism.
More concretely, as noted in [27], the validity of the LZ
transition method is determined based on an inequality
condition 4[d2x(k, t1(2)) + d
2
y(k, t1(2)) + δ
2
0 ] ≫ Ω2, where
the LHS is proportional to the band gap. We estimate this
condition for our target case. At near k = −π, the band
gap is small, and thus the LHS tends to be small. However,
the RHS tends to be large for a small T . Therefore, un-
der this situation, the degree of the inequality condition
is weak as approaching the minimum band gap around
k = −π [40]. As a result, as shown in Fig. 3 (c), we expect
that a deviation of the analytical result from the numerical
result tends to appear at near k = −π for a small T . This
result indicates the limitation of the adiabatic-impulse ap-
proximation and the LZ transition method. Such a devia-
tion tendency also appears for a further fast driving case.
Please see the T = 10 case in Fig. 3 (d). Although at
a glance, the analytical result of the lower band popula-
tion is almost consistent with the numerical result, a large
deviation occurs between the analytical result and numer-
ical one around k = −π, and also in this case we find a
further deviation at near k = 0. We expect that this find-
ing may also originate from the same reason with around
k = −π. In addition, we should comment the maximum
decay regime for T = 10. Seen from the band structure
and band gap tendency, as shown in Fig. 1, the maximum
decay is intuitively expected to occur around the minimum
band gap regime k = ±π. As shown in our analytical and
numerical results, this intuition is true for T = 50 and 40,
as shown in Fig. 3 (b) and (c), but not for T = 10. We
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Fig. 4. (a) T -dependence of the total pumped charge of the
system. (b) The decay behavior of ∆P ′(T ) and Qsys(T ) when
varying T .
expect that this difference originates from the interference
effect of the upper band, which is determined by the dif-
ference between the lower and upper band instantaneous
energy spectrums and the Stokes phase as Eq. (11).
Furthermore, it is interesting to compare ∆P (T ),
which was introduced in the previous section, with the
total pumped charge Qsys of the system. In particular, we
compare the analytical ∆P (T ) with the numerical Qsys
obtained by solving Eq. (20). Numerically, the total charge
current of the system can be calculated by [5,41]
J(t) =
∫ pi
−pi
dk
2π
〈Ψ(k, t)|∂hˆRM(k, t)
∂k
|Ψ(k, t)〉, (22)
Using the current J(t), the total system pumped charge
is given by
Qsys(t) =
∫ t
0
dt′ J(t′). (23)
By contrast, it is difficult to directly calculate ∆P (T )
of Eq. (14) owing to the gauge dependence. To avoid this
difficulty, we shift the target time interval of the RM
model, Ωt→ Ωt˜ = Ω(t− T/4+ δt), where δt is a positive
small displacement. Then, without a loss of generality, we
can construct the same CM shift ∆P ′(T ) ≡ P ′(T )−P ′(0),
where t˜ = 0 and t˜ = T are extremely close to the inversion
symmetric point of the RM model. Under adiabatic con-
dition, the values of P ′(T ) and P ′(0) are known to be 1/2
and−1/2, respectively [5,23]. In non-adiabatic regime, the
finite γd(k) in P (T )
′ of Eq. (14) causes a breakdown of
the discrete gauge invariance P ′(T ) → P ′(T ) + j (where
j is an arbitrary integer) [5]. Thus, under non-adiabatic
situation, while P ′(0) remains in −1/2 by using the ex-
act solution of the instantaneous eigenvector of the lower
band in Eq. (21), P ′(T ) is expected to deviate from the
value of 1/2. Here, to estimate the value of∆P (T ) qualita-
tively, we assume that the equivalence ∆P (T ) = ∆P ′(T )
is almost consistent. We calculate ∆P ′(T ) using the ex-
act solution of the instantaneous eigenvector of the lower
band in Eq. (21).
To begin with, in Fig. 4(a) we plot the time-
dependence of Qsys(t) for various sweeping speeds. For
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T = 100 and 70, Qsys(T ) = 1, whereas for T = 50,
Qsys(T ) does not reach unity, which clearly represents a
breakdown of the adiabatic condition and the quantization
of the topological charge pumping. Figure 4(b) shows the
T -dependence of ∆P ′(T ) and Qsys(T ). Both cases clearly
show a breakdown of the adiabatic condition and deviate
from unity when decreasing T . Interestingly, the decay be-
havior represents an oscillatory damping. This is expected
to be caused by the interference term in Eq. (11). In addi-
tion, the result displays a reasonable behavior for a small
T regime, ∆P ′(T ) > Qsys(T ). This is because ∆P
′(T )
includes only the lower band CM shift, whereas Qsys(T )
includes the current contribution of both the lower and
upper bands, where the current contribution of the upper
band is inverse to that of the lower band, which origi-
nates from the upper band Chern number CN = −1 [5].
Remarkably, figure. 4(b) indicates that, in the LZ formu-
lation, a non-adiabatic breakdown of∆P ′(T ) and Qsys(T )
occurs from a slow sweeping speed to a certain extent com-
pared to the inverse minimum band gap at the avoided
crossing.
7 About experiment
Here, we mention the verification of our results for a cold
atom optical lattice experiment. Measuring the CM is not
too difficult because an experimental method has previ-
ously been established, e.g., a band mapping method [7,8].
The RM model has already been implemented in an opti-
cal super lattice system [7,24] and a continuous RM model
has also been developed [8]. These experimental systems
can reach our considered parameter regime in terms of
J0,δ0 and ∆0 in the RM model. However, some experi-
mental limitations still remain. For example, a perfect full
occupation of the lower band state has not been realized
[8] owing to a finite temperature effect, and a harmonic
trapping potential in the experimental systems also breaks
the translational symmetry of the system. These obstacles
must be overcome before highly accurate measurements of
both the lower band population after one pumping cycle
and the CM shift of the lower band Wannier function are
carried out because the deviation from the quantization
value in our estimation described in this study is small,
i.e., at most 5− 10% in a weak non-adiabatic regime.
In addition, throughout this work, we focused on the
weak non-adiabatic effects, i.e., a small correction for the
lower band population. Our estimation for such a small
correction can also provide a deeper understanding and a
key to a high precision control of quantum devices such as
superconducting qubits [27,42].
8 Conclusion
A weak non-adiabatic effect for the Zak phase and the
topological charge pumping in the RM model has been
discussed. The dynamics of the lower band state has been
formulated by applying an adiabatic-impulse approxima-
tion and using the LZ transition method. We have derived
the lower band population after one pumping cycle. The
formula of Eq. (11) includes the interference effect from
the upper band. From the lower band population after one
pumping cycle, we have obtained a LZ analytical formula
describing a non-adiabatic extension of the Zak phase,
which corresponds to the total CM shift of the lower band
Wannier function. We then estimated the validity of the
LZ analytical method. In particular the analytical lower
band population has been estimated through a compari-
son with the results of a dynamic numerical simulation.
The analytical lower band population of Eq. (11) almost
captures the non-adiabatic dynamics of the lower band
population in the system for the weak adiabatic regime.
Furthermore, the breakdown of the quantization of the
total pump charge of the system has been numerically
evaluated for various sweeping speeds and compared with
the CM shift of the lower band Wannier function obtained
using the LZ analytical method. The results indicate that
the decay behavior depending on the sweeping speed ex-
hibits some oscillating behavior, which may originate from
the interference factor in Eq. (11). In addition, we found
that the breakdown of the quantization of the topological
charge pumping starts earlier than the qualitative starting
point characterized by the minimum band gap in the RM
model.
If cold atom optical lattice experimental system is fur-
ther cooled and achieves the full occupancy for the lower
band in the experimental RM model, our finding can be
measured.
The general idea and prescription used to derive
Eqs. (11), (14), and (15) are effective in investigating the
non-adiabatic effects in wider topological models.
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