This paper provides an asymptotic theory for the spurious regression analyzed by Ferson, Sarkissian and Simin (2003). The asymptotic framework developed by Nabeya and Perron (1994) is used to provide approximations for the various estimates and statistics. Also, using a fixed-bandwidth asymptotic framework, a convergent t test is constructed, following Sun (2005) . These are shown to be accurate and to explain the simulation findings in Ferson et al. (2003). Monte Carlo studies show that our asymptotic distribution provides a very good finite sample approximation for sample sizes often encountered in finance. Our analysis also reveals an important potential problem in the theoretical hypothesis testing literature on predictability. A possible reconciling interpretation is provided.
Introduction
A recent paper by Ferson, Sarkissian and Simin (2003a) , hereafter FSS, points out the possibility of spurious rejection in financial predictive regression inference, or a type II spurious predictive regression as defined in Chiarella and Gao (2002) where type I and type II spurious regressions are defined as "spurious acceptance" and "spurious rejection", respectively. The authors use extensive simulations to show that if the expected (excess) return follows a persistent process and the so-called true R 2 , to be defined in next section is not extremely low, then spurious regression bias will emerge in finite samples so that one spuriously rejects the hypothesis of no predictability too often. The key mechanism in their study is that stock returns can be decomposed into a persistent component (expected return) and a large noise component. In an empirical investigation, they show the t statistic and regression R 2 from some previous studies that would be significant by standard criteria are no longer significant. This research has drawn the financial profession's attention, see for example, among others, Torous, Valkanov and Yan (2005) , and Amihud and Hurvich (2004) . FSS comment that their finding of spurious regression in financial economics is "well outside the classic setting of Yule (1926) and Granger and Newbold (1974) 
1 , in part because the dependent variable in predictive regression, i.e. the stock returns "are much less persistent than the levels of most economic time series." They remarked "even though stock returns are not highly autocorrelated ... thus one may think that spurious regression problems are unlikely. However ... there is a spurious regression bias...". Indeed, as will be further discussed below, the classic spurious regression theory developed in Phillips (1986 Phillips ( , 1998 is not able to provide a satisfactory explanation for FSS's finite sample results. The purpose of this paper is to provide an asymptotic framework in which FSS type spurious regression can be studied analytically. As in their paper, this paper studies only the short horizon predictive regression. Such an analytical framework is important in understanding the underlying generating mechanism of spurious bias. It allows us to find out "what exactly goes wrong" in the FSS Monte Carlo set-up. It is also important if we would like to generalize their finite sample results and provide guidance on when one should be alerted. In fact, our analytical analysis not only shows that many of FSS's findings are quite predictable with our proposed asymptotics, but also reveals other important implications for the predictive regression inference literature.
The motivation of our proposed framework comes from the ARMA(1, 1) time series representation of stock returns under FSS's assumptions. It will be shown analytically, under the assumptions of persistent expected returns and large noise component in (observed) stock returns, this ARMA(1, 1) representation has both the AR root and the MA root close to unity. This observation immediately implies that the classic spurious regression theory in which the dependent variable is characterized by a (nearly) integrated process asymptotically is not expected to deliver useful finite sample implications. However, Nabeya and Perron (1994)'s (hereafter NP) nearly white noise, nearly integrated asymptotic framework seems particularly relevant in this case. Specifically, their asymptotics postulate the following ARMA(1, 1) process, y t = (1 + c/T ) y t−1 + u t , u t = e t + γ T e t−1 ,
where the rate of which the AR and MA coefficients approach the boundary values are specified so that non-degenerate asymptotic theory can be obtained. As is obvious, in this framework, both AR and MA roots are local to 1, hence this representation mimics the behavior of return process even asymptotically. To see more of the intuition behind this framework, we note y t can be equivalently written as and X t = P t j=1 exp ((t − j) c/T ) e t−j is a near-integrated process. This representation is interesting because it decomposes stock returns into two components, one of which is the noise component a T e t , and the other is persistent component b T X t , completely analogous to the model in FSS. Moreover, the fact that b T = O ³ 1 √ T´i mplies that as time accumulates, the persistent component X t will not dominate in stock returns. I think of this implication as a specially appealing property of this asymptotic framework since it is both theoretically and empirically unreasonable that stock returns behave more and more like nearly integrated series as is true when b T X is unbounded. The usefulness of this framework is confirmed in our simulation studies. Notice this representation is interestingly related to Torous and Valkanov (2000) where they also proposed an asymptotic framework that captures the large noise component in stock returns. A comparison between our results and the results under their asymptotics is the author's ongoing project.
With the NP asymptotics, the asymptotic distributions of regression coefficients and various statistics of interest are derived. Simulation shows the asymptotics provide very good finite sample approximations. Among other results, I show the R 2 has a non-degenerate limit distribution, implying it is an inadequate measure of goodness of fit, and also the simple t statistic diverges at rate √ T , which is the same rate of divergence one would get from classic spurious regression. The divergent t statistic has important implications for the predictive regression literature because many popular inference theories rely on a convergent (simple) t statistics, the limiting distribution of which involves Dickey Fuller distribution from the test of unit root in the predicting variable. This result hence has the following implication: suppose the stock returns are indeed predictable by some observable highly persistent variable, then, caution must be taken if another irrelevant highly persistent variable is used in hypothesis testing using the currently available testing procedures because a rejection of null could be spurious, a point alluded by FSS (2003).
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The rest of the paper is organized as follows. Section 2 provides a brief summary of FSS (2003) findings. Section 3.1 presents easy-to-derive analytical results for their model. Section 3.2 derives asymptotic theory for spurious regression in this setting. Section 4 reports the simulation results concerning the finite sample approximation of various asymptotic distributions as well as the behavior of a convergent t test obtained by employing the fixed-b asymptotics, namely, by making the bandwidth M in HAC variance estimator as a fixed proportion of the sample size T . Discussion about the interpretation of FSS's inference as well as other existing procedures in predictive regression is contained in Section 6. Section 7 concludes. Proofs are relegated to a technical appendix.
Simulation results from FSS (2003a, b)
FSS's (2003a, b) simulation investigation is based on the following standard model of stock return. Let r t+1 be the future stock return, Z * t be the unobserved latent variable in DGP which is interpreted as the (unobserved) expected stock return. The DGP for future stock return from FSS (2003a) is truncation lag M = 240 in the construction of HAC estimator yields a well-behaved t statistic 2.23, very close to 1.96. But they do not recommend this because of the arbitrariness and lack of theoretical support involved in this construction.
5. The data mining and spurious regression reenforce each other. They show again through simulation in a set of to-be-mined predicting instruments, more persistent variable is more likely to be chosen based on largest R 2 criterion. Hence, when analyst has searched among many potential regressors for one that produces a largest R 2 in the predicting regression, he or she is more likely to run into the problem of spurious regression bias.
The rest of the paper will address all these findings. Specifically, an asymptotic theory which could explain all these results will be developed For result 4 above, our simulation reveals an interesting explanation.
Theory

Analytical results and observational equivalence
In this section, two simple lemmas are derived directly from FSS's stock return model. And then based on these two lemmas, it is shown how the quantitative finite sample prediction from the classic asymptotic theory is not adequate, hence there is a need for an alternative theory.
The first lemma shows that this setup implies (obviously) an ARMA(1,1) representation for the stock returns, which is a well-known result. Following footnote 8, I will set μ = 0 from now on. Lemma 1 The model specified above implies the following ARMA (1, 1) 7 representation for r t+1 r t+1 = ρ * r t + η t+1 + θη t 7 An ARMA(1,1) representation for stock return has a long history in financial economics. Fama and French (1988) presents a stock price model which implies the return has an ARMA(1,1) representation. See also the discussion in Perron and Vodounou (1998). Cochrane (2001) also derives a similar univarite representation for stock return. However, this model has been challenged by many others recently. Shively (2000) and Khil and Lee (2002) propose an ARMA(2,2) representation for stock returns which captures the empirical finding of positive short-horizon autocorrelation and negative long-horizon autocorrelation.
where η t is serially uncorrelated and the variance of which σ 2 η and θ satisfy the following system, imposing an invertability condition,
P roof. The proof is simple by observational equivalence argument, hence omitted. The lemma first says stock return will inherit the first order autoregressive persistence from the expected stock return Z * . If Z * is highly persistent as FSS conjectures, so is the 1st order AR persistence of stock returns. However, given the strict positivity of persistence parameter ρ * and σ 2 u , the MA coefficient in the ARMA representation is strictly negative. θ hence generates cancelling effect on the observational persistence of stock returns, which is closely related to the well-known (nearly) observational equivalence in unit root testing. See Campbell and Perron (1991) for an excellent non-technical introduction. To match the weak autocorrelation feature of stock returns, ρ * and |θ| must be close to each other. And the ARMA representation is then said to be observationally equivalent (with respect to the covariance structure) to the observed stock returns behavior. FSS note that the difference between their model and the "classic" spurious regression as studied in Phillips (1986) is that they allow nonzero and possibly large variance of u t in order to "accommodate the large noise component of stock returns". Equivalently, As shown above, nonzero variance σ 2 u is needed to accommodate the fact that the observed stock return is (observationally) not first order persistent.
Lemma 2
The proof follows from straightforward manipulation of system (1) and hence omitted.
Notice this lemma further implies that |θ| ↑ ρ * as σ 2 u → ∞. Hence, the larger the σ 2 u , the stronger the cancellation between θ and ρ * will be. And in the limit, the stock return r t+1
will be serially uncorrelated. The intuition behind this lemma is simple. As the variability of noise term becomes dominant in returns (σ 2 u → ∞), the return itself will behave more like "white noise"
8 . Notice the connection with the true R 2 defined in FSS (2003a FSS ( , 2003b Table I , the behavior of θ is exactly the same as described above.
[Insert T able I Here]
With the two lemmas, it should be noted that the asymptotic theory of Phillips (1986 Phillips ( , 1988 is not appropriate in our situation, primarily because the cancelling effect between the AR and MA roots in the postulated stock return process. A prominent example where the classic theory fails to produce useful small sample prediction is that the highly autocorrelated regression residuals, prescribed by Phillips' theory is not at all observed in FSS (2003).
Alternative asymptotic theory: nearly integrated, nearly white noise
One of the reasons that Phillips' (1986) asymptotics is not expect to be adequate in explaining FSS's findings is because his asymptotic framework does not capture the fact that dependent variable (the stock returns) behaves like nearly white noise, but has strong AR persistence, with cancelling MA persistence. However, this feature fits well in the asymptotic framework of nearly white noise developed in Nabeya and Perron (1994) , see also Perron and Ng (1996) . Recall, the asymptotics are based on the following local-to-unity specification. Assuming {e t } to be i.i.d. (0, σ 2 e ), y t = (1 + c/T ) y t−1 + w t , w t = e t + γ T e t−1 ,
y t is then nearly integrated in finite sample, but a white noise in the limit. The focus here is the issue of spurious regression in this framework. Specifically, I develop an asymptotic theory when a nearly white noise process y t is regressed on an independent (nearly) integrated process x t and an intercept term.
Remark 1 With the dependent variable, the stock returns, decomposed into persistent and noise components, it seems possible to consider the asymptotic framework whereby the regressand is simply a nearly integrated process plus white noise. But this is not expected to deliver satisfactory finite sample approximation because it is not capable of capturing the relative variance between the white noise error term and the nearly integrated expected returns. In fact, in such an asymptotic framework, nearly integrated component will always dominate in the limit, implying stock return behaves more and more like an integrated process. Our nearly white noise asymptotics avoid such undesirable feature, and keep the (nearly) stationary behavior of stock return in the limit. Torous and Valkanov (2000) propose a simple modification to this framework, that has close relationship with ours. Details can be found in Deng (2005) .
To specify the appropriate model for the regressor, recall the alternative representation of stock returns,
Following the simulation setup of FSS, it is natural to set the regressor x to be b T e X t where e X t is an independent (nearly) integrated process generated by i.i.d. variable e * t with variance σ 2 e * , say, and b T as defined for y t . The behavior of several statistics and estimates are studied. Results are collected in the following theorem. Notice, importantly, the qualitatively same results can be easily obtained when the regressor x t is exactly integrated. In what follows, let e ∞ (r) = lim T →∞ e [T r] /σ e . And only the result on residual first order autocorrelation will be presented, but higher order autocorrelations can be easily obtained following the proof in the Appendix. Standard notations are used throughout. ⇒ signifies weak convergence of probability measure. W (t) and V (t) are independent Wiener processes and W cx (t) and V cy (t) are independent diffusion processes associated with regressor x t and regressand y t respectively and
where,
The above results are interesting. They show some both quantitatively and qualitatively different properties from most of the existing spurious regression theory. It may be useful to summarize the classic asymptotic theory of spurious regression of Phillips (1986 Phillips ( , 1998 in the following lemma for easy comparison. Therefore, the following results pertain to the regression where an I (1) (or near I(1)) variable is regressed on an independent I (1) (or near I (1)) variable (and a constant).
Lemma 3 (Phillips (1988 (Phillips ( , 1998 ) Under certain regularity conditions,
Result 1 and 2 in Theorem 1 contrast with Phillips' results by showing OLS estimateβ is still inconsistent but now the intercept estimate no longer diverges. Recall FSS claimsβ is "well behaved". Our asymptotic result suggests this claim should be qualified. The simulation reported in next section reveals that the standard deviation of the slope distribution is much smaller than a standard normal. A small standard deviation can lead to a conclusion that the slope estimate is consistent.
Result 3 says that the conventional t statistic will still diverge at the rate √ T resulting in spurious rejection. In view of result 1, the reason for diverging t statistic is not just the poor estimate of the variance term as believed in FSS in large sample. An important issue arising from this result is that our model does not produce a convergent simple t statistic on which many existing testing theory in predictive regression relies crucially. The implications of our result on the current literature will be further discussed below.
Result 4 shows R 2 is in fact a random variable in large sample, allowing us to provide some probabilistic explanation for the FSS's finding that data mining and spurious bias reenforce each other. The result is reported in the Monte Carlo section. Result 5 shows that DW statistic has a nondegenerate limiting distribution, which is a complicated function of nuisance parameter and functional of diffusion and Wiener processes. This is also different from previous result. Result 6 shows that the residual first order autocorrelation converges to a limiting random variable, unlike the Phillips' result that says autocorrelation converges to 1 at very fast rate T . Recall FSS find that the autocorrelation not inflated and also points out this result is not compatible with Phillips' (1986) theory. Here, It is shown here under our asymptotic framework their Monte Carlo result can be explained as r no longer converges.
Result 7 shows some similarity with the classic spurious regression. It shows t test based on HAC variance estimator is still divergent given the well-known HAC estimation consistency requirement M → ∞, M/T → 0 as T → ∞. The same rate of divergence has been obtained in Phillips (1998) for classic spurious regression model. Based on the above results, the spurious regression bias of this kind may be more serious than others, especially compared with the classic spurious regression bias in Phillips (1986 Phillips ( , 1988 and Durlauf and Phillips (1988) . This is because several commonly used statistics (like DW , r 1 ) have nondegenerate distributions. Thus, there is no simple "rule of thumb" for us to even get alerted by using conventional statistics.
A convergent t test
Recently, a type of long run variance estimator is becoming popular. This class of estimator uses the kernel-based method, but without truncation, i.e. the bandwidth is equal to sample size, i.e. M = T or more generally with truncation lag being a fixed proportion of sample size, i.e. M = bT where b is a fixed constant, see Kiefer and Vogelsang (2002) . It is shown in many situations that such an estimator can improve the performance of a test statistic. Sun (2002 Sun ( , 2005 considers the spurious regression issue using standard asymptotics, where the author shows once such an variance estimator is used, t statistic will have a well-defined distribution under null. He also shows by simulation using a properly selected b could alleviate the spurious regression problem in the context of his interest. I will follow these ideas and develop the corresponding theory in our case. This study is relevant because as FSS find out when they used a very long lag in case of a large sample (which could potentially corresponds to a fixed b.), the spurious regression problem can be reduced 10 , but they do not recommend it due to the difficulties (or arbitrariness) in deciding how "long" the lag should be. Further comment on this piece of their finding is given in next section. Let t β,b
10 See FSS (2003a) footnote 7.
13 denote this version of t statistic to signify its dependence on b. It is stated as a corollary to theorem 1 with the following condition on the kernels.
• Assumption 1 (Sun (2005) ): Kernel condition
The following conditions on the kernels used in construction of HAC variance estimator is imposed to ensure positive definiteness, i.e. the kernels belong to the following class,
, k (0) = 1, and
Also let M to be the truncation lag (or bandwidth). Obviously, the Bartlet Kernel used in Newey-West estimator satisfies this condition.
where F, H, and G are defined as in Theorem 1.
It shows the t statistic then has a well-defined distribution, which is what to expect given result 6 in Theorem 1. Before moving on to the next section, note that the above derived limiting distributions could be potentially used for performing hypothesis testing. The difficulty lies in the localizing parameter c and δ since they can not consistently estimated without strong assumptions 2003) etc.. But the problem at hand may be a little more involved since there are two localizing parameters instead of one, which could result in very conservative procedures. I do not pursue this direction in the present paper. In the next section on Monte Carlo, the simulation results concerning the asymptotic and finite sample distributions of slope coefficient, regression R 2 and simple t statistics will be reported. The convergent t test and the interaction between data mining and spurious regression bias are also evaluated in simulation.
4 Monte Carlo
Finite sample approximation
This section presents the results on the finite sample approximation provided by the asymptotic distributions of three statistics, the slope coefficient, the regression R 2 and simple t statistics. The purpose of this exercise is to see how informative our asymptotic theory is when sample size is finite. The experimental design is the following.
1. T : T ∈ (300, 800) To generate the corresponding asymptotic distribution, it is necessary to compute the localization parameters c and δ. They are calculated as in Nabeya and Perron (1994) as c = T (ρ − 1), and δ = √ T (1 + θ) , where θ is the implied MA coefficient. The variance of e t is calculated as σ The simulations show that our asymptotic distributions are very good finite sample approximations. For all three statistics, when the sample size is 300, there is some small discrepancy between the finite sample and asymptotic densities, mainly at the mode of the distributions. When the sample size is increased to 800, the asymptotic and finite sample densities are very close. Referring to our previous comment on the claim FSS made about the well-behaved slope coefficient b β, the simulation here shows the impression of a consistent slope estimate could well result from the small standard deviation of slope coefficient's distribution. In summary, these Monte Carlo exercises illustrate the usefulness of our proposed asymptotic framework as well as the implied asymptotic distributions.
Spurious regression and data mining
FSS (2003a, b) also discusses the interaction between pure spurious regression and data mining, the latter of which has also been studied in Foster et al (1997) . Their simulation finding is that spurious regression effect interacts with data mining such that in a set of to-be-mined instruments, the more persistent instrument variables will be chosen based on the "largest R 2 " criterion. Hence it worsens the spurious effect. This section establishes a theoretical justification for this Monte Carlo result. Using our asymptotic theory, the mean and median values of the R 2 as a function of localizing parameters c and δ are simulated 13 .
These are plotted in Figure 4 and Figure 5 .
[Insert F igure 4, 5 Here]
The distribution of R 2 is unimodal. Hence, the mean and median are two relevant measures of the location of large probability mass. The finding provides surpportive explanation for their result. That is, the mean and median of R 2 are monotonically decreasing in |c| uniformly in δ considered. Therefore, our results imply more persistent "predicting variables" are with higher probability to produce higher R 2 . This provides a clear picture of the interaction between data mining and spurious regression bias.
Convergent t statistic
In this subsection, the following question is investigated: can we reduce the size distortion resulted from spurious regression by using the convergent t statistic with normal critical values 14 ? A yes to this question means we can be agnostic about the spurious bias and conventional distribution can be used with some caution. The answer to this question certainly depends on the kernel and the fixed proportion b one chooses. A simulation study is then conducted using the Bartlet kernel as in Sun (2005) 15 . Again 5000 replications are used.
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The other parameter values used in simulation are:
1. T : T ∈ (66, 824) 13 We set the localization parameters for regressor and regresand the same in these simulations. 14 This question follows from Sun (2005) , where the author shows using convergent t test with normal critical value performs better than the naive non-HAC t test. 15 Other popular kernels, in particular, the recently proposed sharp origin kernel in Phillips et al. (2003) are also tried. It turns out no improvement can be found using this and other kernels. 16 We have replicated some of FSS (2003a)'s simulation results and find, though with a smaller number of replications, our simulated t values differ theirs only at 4th decimal. Hence, we can safely compare our simulation results with theirs. Experiment 2 is a response to the the comment made by FSS (2003a), see their footnote 7, also mentioned above. In fact, this experiment can be regarded as simulating the (approximate) asymptotic distribution given the large sample size T = 5000.
The data series are simulated the same way as in FSS (2003a) did. Table II records The general conclusion from these exercises is that all the distributions have heavier tails than the standard normal, hence lead to spurious rejection. In particular, the distribution with T = M represents a substantial departure from the standard normal, a lot worse than the HAC with truncation in FSS (2003a, 2003b) . Turning to the comparison of the relative closeness of these distributions to the standard normal, there appear to be somewhat mixed results. For sample size T = 824, b = 0.10 and b = 0.05 seem to be very close to each other and both are the closest to the standard normal on average, especially so when true R 2 is large and ρ is close to 1, i.e. the "problematic region", see Tables II and III together with 17 These densities are shown to be symmetric, therefore it makes sense to report our 97.5% critical value alone. Also, the normal density is not plotted to ensure a better picture of the densities of interest. , where it is found that the same b produces the most desirable result in a fractional integration context. However, with T = 66, smaller b seems to be slightly better. This is not surprising, though, because for a small sample of this size, more lags basically add more noise to the estimation, see also FSS (2003a, b). Furthermore, since financial data is usually much larger than 66, this seems to be a less troublesome result. It is therefore concluded from this limited set of simulations, with a reasonably large sample size, b = 0.05 (or b = 0.1 or any value in between) is a sensible choice to potentially alleviate the spurious regression bias.
To get some idea on the magnitude of corresponding size distortions incurred by using the convergent t test, three representative sample sizes 1000, 1250, 1500 are studied with the following specification-true R 2 = 0.10, ρ = 0.98. It is found that the t statistic decreases somewhat slowly, for T = 1000, 1250, 1500, the actual sizes are 11.28%, 10.84% and 10.20% respectively at 5% nominal level for b = 0.05. It is also verified that for these sample sizes that b = 0.05 and 0.1 are again the preferable choices.
What is really interesting is that FSS reported a well-behaved t value 2. b The small sample spurious regression problem remains by using the new convergent t test unless one has a large sample.
5 Relation with the literature on predictive regression inference FSS (2003) have already pointed out that when performing a conventional test, the null hypothesis is that the slope coefficient is zero, hence ruling out the persistent expected return. Thus, spurious regression presents no problem from this perspective. FSS' simulation and the theory provided in this paper further imply that the conventional inference theories may be better viewed as tests conditional on the belief that the stock returns are white noise (or simply serially uncorrelated). Otherwise, it is hard to interpret the situation where the test rejects the zero slope hypothesis of more than one persistent predictors. This is because a first rejection may suggest the NINW representation of the stock returns, which will, in turn, produce a divergent, hence "significant" t statistic for any (other) irrelevant persistent predictor (for example, the second predictor). Should one believe both rejections are really evidence of statistical significance? A possible explanation to reconcile the problem presented above is that all conventional tests are a conditional test of β = 0 given r t is white noise. Campbell et al. (1997) and Campbell (2001) present a model where returns can be white noise even when they are predicted by a persistent variable. In the current framework, this amounts to have the error term u t be a composite error (shock to expectations of future dividends and shock to expectations of future returns), see, for example, Campbell (2001) . Aside from the concern whether such situation is generic or not, it shows it is possible to maintain the white noise assumption under both null and alternative. The above discussion and the finding of a divergent t statistic imply for conventional model a rejection can not be interpreted as sole evidence against β = 0. Interestingly, this interpretation implies the testing idea in Lanne (2000) is fundamentally different from all others because his test exploits the fact that r t 's univariate property is dependent on the testing outcome, a feature that could result in "inconsistent" inference. The observation Lanne (2000) made is that under the alternative, stock return has a unit root and so he proposed to test the stationarity of the stock returns as a general test to see if stock returns can be predicted by any highly persistent variable.
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The discussion so far has been directing our attention to the univariate property of stock returns. In other words, our results provide a testable condition on the possible spurious regression bias discussed in Ferson et al. (2000) . But distinguishing white noise and NINW may not be easy. One reason is that, as far as we know, all available tests against ARMA(1,1) alternative have power against other forms of serial correlation, see, for example, Andrews and Ploberger (1996) and King and McAleer (1987) . Therefore, a rejection by those tests can not be simply interpreted as an indication of ARMA behavior. Nevertheless, a careful investigation to present some evidence whether stock returns can be better characterized as NINW or weakly stationary process is an interesting avenue of future research. 21 22 Now, it is not difficult to see the difference in FSS approach. Similar to conventional inference, FSS also present a conditional test problem. But their conditional hypothesis is now β = 0 given r t is NINW. Hence, a rejection by conventional tests does not necessarily imply the significance of the predictor, but could also result from the fact that stock returns are NINW under which the t statistic is divergent.
Conclusions
The predicting variable in return predictive regression in finance is usually highly autocorrelated. By postulating a persistent expected return as well as a large noise component, FSS (2003a FSS ( , 2003b ) used simulation to show these two facts together are an indication of possible spurious regression in financial economics. They discovered some new finite sample results, which lead them to comment that their finding is well outside of the classic setting. Motivated by the implications of their model on the univariate time series property of stock 20 Due to simple observational equivalence argument, our analysis suggests this approach will have low power because the important large noise component which produces a NINW stock return process under the alternative is not fully realized. Similar comments are made also in Campbell and Yogo (2005) 21 Khil et al. (2002) is a recent study on the univariate behavior of stock returns (on a daily and monthly basis). Their advocate an ARMA(2,2), which does not support either of the assumptions, though. 22 Some preliminary results of our study show, for example, the supLM test by Andrews and Ploberger (1996) has non-trivial local power against NINW process. Applying the supLM test on the SP500 monthly stock returns data in Ferson et al. (2000), we get a rejection for full sample and some selected subsamples. But, also notice, the test has power against other forms of serial correlation as well. We also applied the LM test for testing AR(1) against ARMA(1,1) (see King and McAleer (1987) ) to the same data set. We obtain highly significant statistics using full sample. And the full sample estimation of ARMA(1,1) model in Matlab gives AR root 0.999 and MA root 0.983. Some subsample estimates can be smaller. We will report all these studies in a subsequent paper.
returns, an alternative new asymptotic theory for their Monte Carlo results is developed. The use of a new asymptotic framework, namely, the nearly integrated/nearly white noise framework allows us to obtain analytical asymptotic distributions of various statistics and slope coefficient. It turns out that the finite sample behavior of several statistics can be well predicted by our asymptotic theory and simulations show our asymptotic distributions provide very good finite sample approximation. One conclusion that transpires from our study is that the autocorrelation of the dependent variable should not be taken to be indicative of spurious regression bias. This observation is important in applied work and is essentially a restatement of the well known observational equivalence issue in unit root testing (see, for example, Campbell and Perron (1991)). A convergent t statistic is also constructed and properties studied in the Monte Carlo simulation. The findings reported here allow us to explain an interesting simulation result in FSS (2003a, b) . A probabilistic interpretation is provided for the interaction between data mining and spurious regression bias. The implications from this study are general in and outside of the financial econometrics framework. In the last section, further implications of the FSS's spurious regression problem is provided. The importance of understanding univariate behavior of stock return is emphasized and it is acknowledged that the difficulty in that area remains.
Technical Appendix
As is shown in Nabeya and Perron (1994) , under the assumptions in the text, one can write
and X t = P t j=1 exp ((t − j) c/T ) e t−j is a near-integrated process. And the regressor is b T X * t , where X t = P t j=1 exp ((t − j) c/T ) e * t−j . And e * t−j , with variance σ 2 e * is independent of e t−j for all t and j. We first state the following useful lemma in Perron and Ng (1998) collected from Nabeya and Perron (1994) whose proof is based on the above representation. Lemma A.2 is a direct result as well.
Lemma 4 (A.1) (Perron and Ng (1998)). Let {y t } be generated as nearly white noise and let e ∞ (r) = lim T →∞ e [T r] /σ e . Then as T → ∞, (a) T
e (e ∞r + δV c (r)), and (d) T
Proof of Lemma (A.2).
where the last relation follows from an LLN for {e t } and convergence results for a T and b T . Also notice under this specification, for the regressor x t , we havē
Proof of theorem 1.
because of standard asymptotic results for x t . For the estimated intercept term, we have,
, proving (b). Next,
Next consider Durbin Watson statistic,
since the last two terms go to 0. Therefore
Now, consider r 1 . We have shown that
The second term
The Third term
The last term
Finally,
higher order autocorrelation can be easily obtained analogously. Next, consider the HAC t test. First, 
