Several results regarding the stability and the stabilization of linear impulsive positive systems under arbitrary, constant, minimum, maximum and range dwell-time are obtained. The proposed stability conditions characterize the pointwise decrease of a linear copositive Lyapunov function and are formulated in terms of finite-dimensional or semi-infinite linear programs. To be applicable to uncertain systems and to control design, a lifting approach introducing a clock-variable is then considered in order to make the conditions affine in the matrices of the system. The resulting stability and stabilization conditions are stated as infinitedimensional linear programs for which three asymptotically exact computational methods are proposed and compared with each other on numerical examples. Similar results are then obtained for linear positive switched systems by exploiting the possibility of reformulating a switched system as an impulsive system. Some existing stability conditions are retrieved and extended to stabilization using the proposed lifting approach. Several examples are finally given for illustration.
Introduction
Linear positive systems [1] have been recently the subject of an increasing attention because of their natural ability to represent many real-world processes such as, among others, communication networks [2, 3] , biological networks [4] [5] [6] [7] , epidemiological networks [4, 8] , disease dynamics [9] , etc. Besides their applicative potential, linear positive systems have been shown to exhibit a number of interesting theoretical properties of independent interest. For instance, it is now well-known that linear copositive Lyapunov functions can be used in order to formulate exact stability conditions taking the form of linear programs [10] . The design of structured and bounded state-feedback controllers [11, 12] and certain classes of static output feedback controllers [13] are known to be convex and hence easily tractable. The L p -gains for p = 1, 2, ∞ can be exactly computed using convex programming and these gains are identical to the p-norm of the static matrix-gain of the system [14, 15] . The famous Kalman-Yakubovich-Popov Lemma has been shown to admit a linear formulation in this setting [16] . Robust analysis results also nicely extends and simplifies in this context, and often becomes necessary and sufficient criteria for stability [12, 15, [17] [18] [19] . Their generalization to delay-systems with discrete-delays also led to the surprise that the system is stable if and only if the system with zero delay is stable [12, [20] [21] [22] [23] . Extensions to deterministically [24] [25] [26] [27] or stochastically [28, 29] switched systems have also been considered. Positive systems have also been recently used as (conservative) comparison systems for establishing the stability of various classes of systems such as systems with delays [30] [31] [32] [33] . Finally, the design of interval observers heavily relies on the use of positive systems theory [34] [35] [36] . It was notably shown in [36] that the observer-gain that minimizes the L ∞ -gain of map between the disturbance input and the observation error is independent of the output matrices of the error system.
We consider here the case of linear positive impulsive systems, a class of systems that seems to have been quite overlooked until now as only very few results can be found; see e.g. [37] [38] [39] . Such systems can be used to represent certain classes biochemical, population or epidemiological models having deterministic jumps in their dynamics. They can also be used to represent processes that can be represented as linear positive switched systems; see e.g. [27] for some examples including epidemiology [40] [41] [42] , traffic congestion models [43] , etc. Impulsive systems are also known to be able to exactly represent sampled-data systems as emphasized in [44] [45] [46] [47] . Such systems are also interesting from a theoretical standpoint as they can be useful for the analysis and design of interval observers for linear impulsive systems (and hence sampled-data and switched systems) or for analyzing the stability of nonlinear impulsive, switched and sampled-data systems; see e.g. [37] .
The goal of this paper is hence the derivation of novel stability and stabilization conditions for linear positive impulsive systems using the concepts of arbitrary, constant, minimum, maximum and range dwelltimes. The concept of minimum dwell-time has been introduced by Morse in [48] in order to formulate stability conditions for general (i.e. not necessarily positive) switched systems. The concept of average dwell-time has been proposed in [49] in order to obtained less conservative conditions that by using minimum dwell-time conditions. Since then, a large body of the literature has been focusing on these concepts as a way to efficiently characterize the stability of switched systems or, more generally, the stability of hybrid systems; see e.g. [50] . The notion of minimum dwell-time has been revisited in [51] where novel sufficient LMI conditions derived from mode-dependent quadratic Lyapunov functions were proposed. Based on a theoretical result proved in [52] , these conditions were later extended and made necessary and sufficient in [53] through the consideration of mode-dependent homogeneous Lyapunov functions. Analogous results using polyhedral Lyapunov functions have been also obtained in [54] . Unfortunately, these conditions were inapplicable to uncertain systems and to control design because of their complex nonlinear dependency in the matrices of the system. This problem motivated the introduction of the so-called looped-functionals, a particular class of indefinite (i.e. not necessarily positive definite) functionals having the advantage of reformulating the complex conditions of [51] into conditions being linear in the matrices of the system; see e.g. [55] [56] [57] , thereby extending the scope of the conditions to uncertain and nonlinear systems. Yet, these conditions were difficult to apply in the context of control design because of the presence of multiple products between decision matrices and the matrices of the system; see e.g. [56] [57] [58] [59] . Clock-dependent conditions have been shown to provide an essential framework for solving this latter problem as they produce stability conditions that are linear/convex in the matrices of the system and can be used for design purposes. Their computational complexity has also been shown to be much lower than that of looped-functionals [59] . Since then, clock-dependent conditions have been used for the analysis and control of switched, impulsive, sampleddata and LPV systems; see e.g. [47, [60] [61] [62] [63] [64] [65] [66] [67] [68] . Such results have also been applied to more practical problems such as fault tolerant control [69, 70] or estimation [62, 71] .
The first part of the paper is similar to the ones in [47, 72] where stability conditions are formulated in terms of the decrease of a Lyapunov function of a given type. Unlike in the previous references where quadratic Lyapunov functions are involved, we exploit here the positivity of the system and consider a linear copositive Lyapunov function [10] . The resulting conditions are stated in terms of finite-dimensional linear programs or semi-infinite dimensional linear programs, which are then relaxed into clock-dependent conditions using a lifting approach similar to that of [47, 59, 65, 66] . Since linear copositive Lyapunov functions are used here, the clock-dependent conditions consist of infinite-dimensional linear programs. This has to be contrasted with the fact that when quadratic Lyapunov functions are used, clock-dependent conditions take the form of infinite-dimensional semidefinite programs, which may be harder to solve that their linear counterpart. Three possible ways for efficiently checking these conditions are then proposed. The first one relies on a discretization approach which is largely inspired from [60] and where the infinite-dimensional decision variable is assumed to be continuous and piecewise linear. This method has also been considered, in turn, in [59, 61, 62, 64, 67, 73] . By doing so, the infinite-dimensional program becomes finite-dimensional and can be solved using conventional algorithms such as interior point methods; see e.g. [74] . The second method is based on Handelman's theorem [75] which characterizes the positivity of a given polynomial on a compact polytope by formulating it as a nonnegative linear combination of products of the (affine) basis functions that describe the polytope. This result has been applied in various contexts [12, 15, 76, 77] and, notably, for characterizing the robust stability of uncertain linear positive systems in [12, 15] . An important property of this approach is that the obtained characterization for the positivity of the polynomial can be exactly formulated as a finite-dimensional linear program, which can again be solved using well-known approaches. Finally, the last one is based on Putinar's Positivstellensatz [78] which characterizes the positivity of a given polynomial on a compact semialgebraic set by formulating it as a weighted linear combination of the basis functions that describe the set and where the weights are sum of squares polynomials. The resulting problem takes, in this case, the form of a finite-dimensional semidefinite program [79] that can be solved using standard semidefinite programming solvers such as SeduMi [80] or SDPT3 [81] used in conjunction with the package SOSTOOLS [82] . It is notably emphasized that these relaxations are asymptotically exact meaning that when the discretization order, the number of products of basis functions or the degree of the sum of squares weights are sufficiently large, then the relaxed problem is feasible if the original one is. Several examples are considered in order to demonstrate the practicality of the relaxed conditions and to compare them in terms of number of variables and solving time. The results are then extended to control design by considering the clock-dependent conditions and the dual impulsive system [27, 83] . By finally exploiting the possibility of formulating a switched system as an impulsive system, we derive a number of stability conditions for linear positive switched systems. Notably, we recover stability conditions similar to those in [26, 27] which are the positive counterpart of those obtained in [51] in the context of general linear switched systems while some other ones seem to be new. Novel stabilization conditions under arbitrary, minimum and mode-dependent range dwell-time conditions are then obtained and illustrated through few examples.
Outline. The structure of the paper is as follows: in Section 2 preliminary definitions and results are given. Section 3 is devoted to the dwell-time stability analysis of linear positive impulsive systems while Section 4 addresses their stabilization. These results are then applied to switched systems in Section 5.
Notations. The cone of positive (nonnegative) vectors of dimension n are denoted by R n >0 (R n ≥0 ). The set of diagonal matrices of dimension n is denoted by D n and that of diagonal matrices with positive diagonal elements by D n 0 . For a set of matrices {A 1 , . . . , A N } of compatible dimensions, we define diag i (A i ) to be the block diagonal matrix with the A i 's as diagonal blocks and by col i (A i ) the matrix consisting of the A i 's stacked in column. The n-dimensional vector of ones is denoted by 1 n .
Preliminaries
Let us consider here the following class of linear impulsive system:
where x, x 0 ∈ R n ≥0 are the state of the system and its initial condition, respectively. The notation x(t + ) is a shorthand for lim s↓t x(s), i.e. the trajectories are assumed to be left-continuous. The sequence of impulse instants {t k } k∈N is assumed to be strictly increasing and to grow unboundedly. As a consequence, it does not admit any accumulation point and may not lead to any Zeno behavior for dynamics of the system. Note that this assumption is not restrictive for the current paper as we only focus here on dwell-time results. We define the dwell-times as the values
The following result states necessary and sufficient conditions for the impulsive system (2.1) to be positive:
Proposition 2.1. The following statements are equivalent:
(a) The system (2.1) is positive; i.e. for any x 0 ≥ 0, we have that x(t) ≥ 0 for all t ≥ 0.
(b) The matrix A is Metzler (all its off-diagonal entries are nonnegative) and J is nonnegative. (c) There exists a λ ∈ R n >0 such that λ A < 0;
(d) There exists a µ ∈ R n >0 such that Aµ < 0;
Similarly, the next result establishes conditions for which a nonnegative matrix is Schur stable:
Proposition 2.3. Let B ∈ R n×n be a nonnegative matrix. Then, the following statements are equivalent:
(a) B is Schur stable;
The following generic stability result will be important in the sequel:
Proposition 2.4. Let the sequence {t k } k∈N for the system (2.1) be given and assume that it satisfies the strict increase and unboundedness conditions. Then, the following statements are equivalent:
(a) The impulsive system (2.1) is asymptotically stable.
(b) The dual impulsive systemẏ
is asymptotically stable.
(c) The discrete-time system
(d) The discrete-time system
(e) The discrete-time systemx
(f ) The discrete-time systemỹ
The meaning of the above result is that we can choose the most convenient system to work with in order to derive stability and stabilization conditions for the original impulsive system (2.1). This result is also important as it will be used to demonstrate that despite the systems can be all equivalent in terms of stability, the obtained stability conditions will not be necessarily equivalent. This point is discussed for the case of positive switched systems in [27] and the same discussion remains valid in the case of linear positive impulsive systems. Notably, the difference between the results obtained using the system (2.3) and the "swapped" version (2.4) will be emphasized in Section 3.7 and in Section 5.5. The interest for using the dual system (2.5) and its "swapped" version (2.6) will be emphasized in the sections related to stabilization; i.e. Section 4 and Section 5. Note that the term "dual system" is used here in the same way as in [27] where the system is obtained by simply replacing the matrices of the system by their transpose.
Finally, it seems interesting to mention that the above result pertains on the establishment of the asymptotic stability of the system (2.1). The results can be easily extended to the case of exponential stability by considering the change of variables z(t) = e αt x(t), α > 0, and the resulting comparison systeṁ
By applying the asymptotic stability results to the above system, we can conclude on the α-exponential stability of the system (2.1). Note that, in this case and for some given sequence {t k } k∈N , the geometric convergence rate of the discrete-time system (2.3) will be given by sup k∈N0 e −αT k .
Stability of linear positive impulsive systems
We derive here several stability results for linear positive impulsive systems. The case of arbitrary dwelltime (T k ∈ R >0 ) is considered first in Section 3.1 and is followed by stability results under constant dwell-time (T k =T ), minimum (T k ≥T ), maximum (T k ≤T ) and range dwell-time (T k ∈ [T min , T max ]) in Section 3.2, Section 3.3, Section 3.4 and Section 3.5, respectively. Computational results are given in Section 3.6 together with some discussions regarding their conservatism. Comparative examples are finally given in Section 3.7.
Stability under arbitrary dwell-time
Let us consider first the stability under arbitrary dwell-time (T k ∈ R >0 ), with the additional condition that the sequence {t k } grows unboundedly. We then have the following result: Theorem 3.1. Let A ∈ R n×n and J ∈ R n×n be a Metzler and a nonnegative matrix, respectively. Then, the following statements are equivalent: (a) There exists a λ ∈ R n >0 such that λ A < 0 and
Moreover, when one of the above statements holds, then the system (2.1) is asymptotically stable under arbitrary dwell-time; i.e. for any sequence of impulse times verifying T k ∈ (0, ∞).
Proof : We prove first that (a) implies the asymptotic stability of the system (2.1) under arbitrary dwelltime. To this aim, let us consider the linear copositive Lyapunov function V (x) = λ x where λ ∈ R n >0 . The first condition in (3.1) is equivalent to saying thatV (x(t)) ≤ −µV (x(t)) for some µ ∈ R >0 whereas the second one is equivalent to saying that V (x(t + k )) ≤ ε V (x(t k )) for some ε ∈ (0, 1) and all k ∈ N. These conditions, all together, imply that V (x(t)) → 0 as t → ∞ regardless the impulse sequence {t k } k∈N . To prove the equivalence with (b), we first remark that the conditions of statement (a) coincide with the stability conditions obtained for the linear positive switched systemż = M σ z with σ ∈ {1, 2}, M 1 = A and M 2 = J − I n using a common copositive Lyapunov function. Using now [24 
whereas that of statement (b) becomes
It can be shown that the conditions (3.3) could have also been obtained by considering the polyhedral Lyapunov function V (x) = max
Such functions have been successfully used for the analysis of LPV and linear switched systems in [85, 86] and linear positive switched systems in [27] . and those in Remark 3.2, (a), to Aλ < 0 and (
The interpretation of these conditions is that when the flow persists, we simply need to find a Lyapunov function that is decreasing along the flow of the system and non-increasing at the jumps. We can see that the conditions (3.5) exactly characterize this for the candidate Lyapunov function
The following example illustrates the discussion below Proposition 2.4 about the non-equivalence between the stability conditions obtained from the impulsive system (2.1) and its dual (2.2): There is no vector λ ∈ R n >0 such that the conditions (3.1) hold since λ A < 0 implies that λ 1 − λ 2 < 0 while λ (J − I n ) < 0 implies that −λ 1 + λ 2 < 0, yielding then a contradiction. On the other hand, we can readily see that λ = 1 1 solves the conditions (3.3), emphasizing then the gap between the conditions of Theorem 3.1 and Remark 3.2.
Stability under constant dwell-time
We consider now the case of constant dwell-times -the case where T k =T , for someT > 0 and for all k ∈ N -or, in other words, the case where jumps occur periodically. Even if quite restrictive, this case will be useful for deriving the results in Section 3.3 and Section 3.4. The following result can be seen as a "positive systems" counterpart of the constant dwell-time result in [56, 57, 72] and provides a stability condition in terms of the discrete-time system (2.3). It can also be connected to the result obtained in [39] : Theorem 3.5 (Stability under constant dwell-time). Let A ∈ R n×n and J ∈ R n×n be a Metzler and a nonnegative matrix, respectively. Then, the following statements are equivalent:
(a) The linear positive impulsive system (2.1) is asymptotically stable under constant dwell-timeT .
(b) The copositive linear form V (x(t)) = λ x(t), λ ∈ R n >0 is a discrete-time Lyapunov function for thē T -periodic impulsive system (2.1) in the sense that the inequality
holds for some µ > 0, all x(t k ) ∈ R n ≥0 and all k ∈ N.
(c) There exists a vector λ ∈ R n >0 such that the inequality
holds or, equivalently, the matrix Je AT is Schur stable.
(d) There exists a vector λ ∈ R n >0 such that the inequality
holds or, equivalently, the matrix e A T J is Schur stable.
(e) There exist a differentiable vector-valued function ζ :
, and a scalar ε > 0 such that the inequalities
, and a scalar ε > 0 such that the LMIs
and
hold for all τ ∈ [0,T ]. The equivalence between the two statements immediately follows. Proof of (c) ⇔ (d): This follows from Proposition 2.2 or Proposition 2.3. Proof of (e) ⇒ (c): Assume that the statement (e) holds. From (3.11), after integration from 0 toT , we find that
From (3.12), we have that
which, together with (3.16), implies that
which implies, in turn, that the condition (3.9) holds with λ = ζ(T ). Proof of (c) ⇒ (e): Assume that (3.9) holds for some λ ∈ R n >0 . Define then the vector-valued function
, where λ is as in (3.9) . Clearly, we have that
for all τ ∈ [0,T ] and hence the function ζ = ζ * verifies the inequality (3.11) . From the definition of ζ * (τ ), we have that ζ * (T ) = λ and hence
From (3.9), we have that λ Je AT < λ or, equivalently, that ζ * (T ) Je AT < ζ * (T ) which together with (3.20) implies that ζ
which proves that the condition (3.12) holds with ζ = ζ
The main advantages of the conditions of statements (e) and (f) in the above results are the following. First of all, the conditions are affine in the matrices A and J of the system, allowing then for an immediate extension to uncertain matrices and to control design (the latter requiring some additional steps that will be detailed in Section 4). A particularity of the approach is that we only need the vectors ζ(T ) and ξ(0) to be positive while most of the Lyapunov approaches would require the whole vector-valued functions ζ(τ ) and ξ(τ ) to be positive on their domain (see e.g. [50] ), a constraint that is computationally way more complex. The explanation is that, in spite of the fact that the conditions in statements (e) and statement (f) look like continuous-time stability conditions, they are in fact lifted discrete-time stability condition for which only the behavior of the inequalities at the extremal points of the domain of the lifting variable (i.e. the points τ = 0 and τ =T ) are actually meaningful. The same discussion is made in [56, 57, 72] in the context of looped-functionals and in [47, 59, 65] in the context of clock-dependent conditions.
The main drawback of this procedure lies in the increase of the computational complexity as the conditions of statement (e) and statement (f) are infinite-dimensional linear programming conditions which may be hard to solve. Note, however, that they should be less complex than the infinite-dimensional semidefinite programming conditions obtained in [47, 59, 65] . Verifying these conditions in an efficient way will be the topic of Section 3.6.
Stability under minimum dwell-time
Let us consider now the minimum dwell-time case. In this setup, the dwell-times are assumed to satisfy the condition T k ≥T , k ∈ N. Even though we do not assume here the existence of an upper-bound for the dwell-times a priori, we will restrict ourselves to the case of persistent impulses; i.e. for any chosen sequence {t k } k∈N , there exists an upper-bound for the dwell-times. Hence, we exclude the case that T k * = ∞ for some k * ∈ N, which is not restrictive, as in such a case, the system would become a standard continuous-time linear positive system.
The following result can be seen as a "positive systems" counterpart of the results in [56, 57, 72] and provides a stability condition in terms of the discrete-time system (2.3). It can also be connected to [39] : Theorem 3.7 (Minimum dwell-time). Let A ∈ R n×n and J ∈ R n×n be a Metzler and a nonnegative matrix, respectively. Then, the following statements are equivalent:
(a) The linear form V (x(t)) = λ x(t), λ ∈ R n >0 is a Lyapunov function for the system (2.1) in the sense thatV
hold for some µ, ν > 0, for all x(t), x(t k ) ∈ R n ≥0 and for any sequence
(b) There exists a vector λ ∈ R n >0 such that the inequalities
hold for all θ ≥T .
(c) There exists a vector λ ∈ R n >0 such that the conditions
hold.
(d) The pair A, Je AT − I admits a common linear copositive Lyapunov function.
(e) We have that
Moreover, when one of the above statements holds, the linear positive impulsive system (2.1) is asymptotically stable under minimum dwell-timeT .
Proof : The proof that (a) is equivalent to (b) follows from the same arguments as in the proof of Theorem 3.7. The proof that (b) implies (c) is immediate. To prove the converse, we assume that λ Je AT − λ < 0, which implies that λ Je
where we have used the fact that e As ≥ 0 for all s ≥ 0. Note also that since λ T A < 0, then we have that λ (e As − I n ) ≤ 0 for all s ≥ 0. Finally, adding the latter inequality to (3.35) implies that
holds for all s ≥ 0, which proves the implication. The rest of the proof can be carried out as for Theorem 3.7. ♦ Remark 3.8 (Swapped system). As in the constant dwell-time case, a stability condition involving the swapped system (2.4) can be formulated. In this case, the conditions of Theorem 3.7, (c) become
Note, however, that the proof corresponding to the conditions above is completely different than the proof considered for Theorem 3.7, (c) since it relies on perturbation arguments; see e.g. [47, 59, 65] for a proof in the quadratic Lyapunov function framework. Affine conditions corresponding to the conditions (3.37)-(3.38) can be obtained using the conditions in Theorem 3.5 and Remark 3.6.
The above results interestingly connect the problem of finding a common linear copositive Lyapunov functions for a linear positive switched system with two subsystems to the problem of establishing whether a linear positive impulsive system is stable under some minimum dwell-time constraint. Indeed, in the context of Theorem 3.7, the matrix of the first subsystem is A and that of the second subsystem is Je AT − I n . When the swapped system is considered (see Remark 3.8), the matrix of the first subsystem is also A but that of the second subsystem is e AT J − I n . In this regard, characterizing the existence of a linear copositive Lyapunov function can be achieved using existing methods; such as those developed in [27, 87] . However, these conditions are difficult to consider when the matrix A is uncertain or when design is the main goal. The statements (f) and (g) provide alternative equivalent conditions that are affine in A and J and can then be hence considered for uncertain systems and for design purposes. A last interesting point is that the results for arbitrary dwell-time can be retrieved by lettingT → 0 in the above theorem as also noticed in [51, 66] .
Stability under maximum dwell-time
We consider now the maximum dwell-time case. In this setup, the dwell-times are assumed to satisfy a maximum dwell-time condition; i.e. T k ≤T , k ∈ N. The following result can be seen as a "positive systems" counterpart of the results in [56, 72] and provides a stability condition in terms of the discrete-time system (2.3): Theorem 3.9 (Maximum dwell-time). Let A ∈ R n×n and J ∈ R n×n be a Metzler and a nonnegative matrix, respectively. Then, the following statements are equivalent:
hold for some µ, ν > 0, all x(t), x(t k ) ∈ R n ≥0 and any sequence {t k } k∈N ∈ IT .
(b) There exists a vector λ ∈ R n >0 such that the inequalities λ A > 0 (3.41)
hold for all θ ≤T .
(c) There exists a vector λ ∈ R n >0 such that the conditions λ A > 0 (3.43)
(d) The pair −A, Je AT − I admits a common linear copositive Lyapunov function.
(g) There exist a matrix function ξ :
Moreover, when one of the above statements holds, the linear positive impulsive system (2.1) is asymptotically stable under maximum dwell-timeT .
Proof : The proof follows from the same lines as the proof of Theorem 3.7. ♦ Remark 3.10 (Swapped system). As in the constant and minimum dwell-time case, a stability condition involving the swapped system (2.4) can be formulated. In this case, the conditions of Theorem 3.9, (c) become
and λ e AT J − λ < 0. (3.53)
As for the minimum dwell-time case, the proof corresponding to the conditions above is completely different than the proof considered for Theorem 3.7, (c) since it relies on perturbation arguments; see e.g. [47, 59, 65] for a proof in the quadratic Lyapunov function framework. Affine conditions corresponding to the conditions (3.52)-(3.53) can be obtained using the conditions in Theorem 3.5 and Remark 3.6.
Remark 3.11. The requirement that µ be positive in the statement (a) of Theorem 3.9 (or equivalently that (3.41) holds for some λ ∈ R d >0 in the other statements) is equivalent to saying that the matrix −A is Hurwitz stable, which excludes unstable matrices with stable eigenvalues. The motivation for its consideration is that it allows for the simplification of the stability conditions by turning the semi-infinite dimensional feasibility problem (3.42) into the finite-dimensional problem (3.44). Indeed, while it is clear that if the condition (3.42) holds for all θ ≤T , then (3.44) holds as well, the converse is not true in general. Adding the condition (3.43) precisely allows to recover that reverse implication. Finally, it is important to stress that if −A is not Hurwitz stable, then a maximum dwell-time condition can still be obtained using the range dwell-time results discussed in the next section.
Stability under range dwell-time
We address now the range dwell-time case, that is the case when T k ∈ [T min , T max ], k ∈ N, for some prescribed bounds 0 < T min ≤ T max < ∞. The following result can be seen as a "positive systems" counterpart of the results in [56, 57, 72] and provides a stability condition in terms of the discrete-time system (2.4):
Theorem 3.12 (Stability under range dwell-time). Let A ∈ R n×n and J ∈ R n×n be a Metzler and a nonnegative matrix, respectively. Then, the following statements are equivalent:
(a) The copositive linear form V (x(t)) = λ x(t), λ ∈ R n >0 is a discrete-time Lyapunov function for the impulsive system (2.1) in the sense that the inequality
(b) There exists a vector λ ∈ R n >0 such that the inequality λ e Aθ J − I n < 0 (3.55)
Proof : It is readily seen that the Lyapunov condition (3.54) is equivalent to the inequality (3.55). The proof of the equivalence between the statements (b) and (c) follows from exactly the same arguments as in the proof of Theorem 3.5. It is thus omitted. ♦ Remark 3.13 (Non-swapped system). Analogous conditions can be obtained by using instead the original discretized system (2.3) instead of the swapped one (2.4). In this case, the condition (3.55) of statement (b) is naturally substituted by λ Je Aθ − I n < 0 (3.58)
while the conditions of statement (c) have to be replaced by the existence of a vector-valued function ξ :
hold for all τ ∈ [0,T ] and all θ ∈ [T min , T max ].
Remark 3.14. As stated in Remark 3.11, when the matrix −A is not Hurwitz stable, a maximum dwell-time condition can be obtained from Theorem 3.12 by setting T min = 0 (or a very small value such as 10 −5 ) and T max =T .
Computational considerations
It seems important to carefully address the problem of verifying the infinite-dimensional stability conditions of the previous results. We detail here three methods for accurately and efficiently verifying them. Only the relaxation of the conditions in Theorem 3.5, (e) are considered here for simplicity. However, relaxed finite-dimensional results for the other conditions can be easily obtained using the same procedure.
Piecewise linear approach
This approach is based on the piecewise linear approximation of the function ζ or ξ in the results. This method has been initially proposed in [60] in order to relax infinite-dimensional LMI conditions arising in the analysis of switched systems into finite-dimensional LMI conditions. Below is the approximation of the conditions in Theorem 3.5, statement (e): 
verifies the conditions of Theorem 3.5, statement (e).
, such that the following conditions
hold for all i = 0, . . . , d g − 1.
Proof : The proof follows from direct substitutions. ♦ Remark 3.16 (Asymptotic exactness). The above relaxation yields a finite-dimensional linear program that can be efficiently solved. Moreover, this relaxation can be shown to be asymptotically exact in the sense that if the original conditions of Theorem 3.5, statement (e), hold then we can find a d g ∈ N for which the above conditions are feasible. This can be proved using the same arguments as in [73] .
Sum of squares approach
This approach is based on Putinar's Positivstellensatz [78] and is solved using semidefinite programming methods, as initially proposed in [79] . Before stating the main result, we need first to define some terminology. A multivariate polynomial p(x) is said to be a sum-of-squares (SOS) polynomial if it can be written as p(x) = i q i (x) 2 for some polynomials q i (x). A polynomial vector p(x) ∈ R n is said to componentwise sum-of-squares (CSOS) if each of its components is an SOS polynomial. Checking whether a polynomial is SOS can be exactly cast as a semidefinite program [79, 88] that can be easily solved using semidefinite programming solvers such as SeDuMi [80] or SDPT3 [81] . The package SOSTOOLS [82] can be used to formulate the SOS program in a convenient way. This approach has been used for instance for the analysis and control of delay systems [89] [90] [91] , hybrid systems [92] , sampled-data systems [93] impulsive systems [47, 56] , switched systems [57, 65] , pseudo-periodic systems with impulses [59] and stochastic impulsive systems [67] .
Below is the approximation of the conditions in Theorem 3.5, statement (e):
Proposition 3.17. Let d s ∈ N, ε > 0 and > 0 be given and assume that there exists polynomial vectors ζ : R → R n and γ : R → R n of degree 2d s such that
Then, the conditions of Theorem 3.5, statement (e) hold with the same ζ(τ ) and the system (2.1) is asymptotically stable under constant dwell-timeT .
Proof : Clearly, the condition in (ii) is equivalent to saying that ζ(T ) > 0 and that in (iv) is equivalent to the condition (3.12). We then consider the condition in (iii), which implies that
Since γ(τ ) is CSOS, then we have that γ(τ ) ≥ 0 for all τ ∈ R and, therefore, this implies that ζ(τ ) A −ζ(τ ) ≤ 0 for all τ ∈ [0,T ] which is exactly the condition (3.11). The proof is complete. ♦ Remark 3.18 (Asymptotic exactness). As for the piecewise linear approximation, it can be shown that the above relaxation is asymptotically exact in the sense that if the original conditions of Theorem 3.5, statement (e), hold then we can find a d s ∈ N for which the above conditions are feasible. This was proved in the context of the relaxation of the LMI conditions characterizing the stability of switched systems in [65] . The same arguments apply here.
Handelman-based approach
This approach is based on Handelman's Theorem [75] that states that if a polynomial is positive on a compact polytope of the form {x :
. . , N }, then it can be expressed as a nonnegative linear combinations of products of the functions f 1 , . . . , f N . This elegant result has been considered in [12] for deriving finite-dimensional linear programs establishing the stability of linear uncertain positive systems or in [77, 94] for the construction of Lyapunov functions and the verification of polynomials optimization problems.
Proposition 3.19. Let d h ∈ N, ε > 0 and > 0 be given and assume that there exists a vector-valued polynomial ζ : R → R n of degree d h and parameters
j has nonnegative coefficients and
Proof : The proof follows from the same line as for Proposition 3.17 with the difference that we consider here Handelman's theorem in place of Putinar's Positivstellensatz. Following similar arguments as in the proof of Proposition 3.17, if the conditions in statement (i) and (iii) are satisfied then we have that ζ(τ ) A −ζ(τ ) ≤ 0 for all τ ∈ [0,T ]. The fact that the condition is stated in terms of the nonnegativity of the coefficients (as opposed to the nonnegativity of the eigenvalues of the Gram matrix for the sum of squares relaxation) comes from the fact that Handelman's theorem deals with an equality between the supposedly positive polynomial and a nonnegative sum of products of the basis functions of the polytope. However, we are not interested here in finding an equality but in finding a positive lower bound for the polynomial that can be expressed as a nonnegative sum of products of basis functions. The polynomial in statement (iii) can be rewritten in the form col
)×n is affine in the scalars θ ij ≥ 0 and contains all the coefficients of the polynomials in (iii). Using now the fact that τ ≥ 0, then if (θ) ≥ 0 (i.e. the polynomials have nonnegative coefficients) we have that (θ) col
. This completes the proof. ♦ Remark 3.20. It is also important to stress that the third condition could have also been formulated in terms of an SOS condition instead of in terms of a condition on the coefficients on some polynomial. However, the former would lead to semidefinite programming conditions as opposed to linear programming ones for the latter. It is finally interesting to note the latter condition shares similarities with the those obtained from Polya's theorem [95, 96] .
Remark 3.21 (Asymptotic exactness, [75] ). As for the piecewise linear approximation, the relaxed problem is also a finite-dimensional linear program. Moreover, it can also be shown in this case that the above relaxation is asymptotically exact in the sense that if the original conditions of Theorem 3.5, statement (e), hold then we can find a d h ∈ N for which the above conditions are feasible.
Examples
We illustrate here the efficiency obtained results and compare them with existing ones. Comparisons between the proposed relaxation results are also made for completeness. Clearly, the matrix A is Hurwitz stable whereas the J is Schur anti-stable. Simple calculations show that the matrix e AT J is Schur stable provided that T > T * min := log(2)/3 ≈ 0.2311. Using the minimum dwell-time stability result of Theorem 3.7, (a), we find the value 0.2311 for the estimated minimum dwell-time value. As this value coincides with the lower bound obtained for the constant dwell-time case, then we can conclude that the estimated minimum dwell-time is exact. This proves that the proposed method is way less conservative than the one proposed in [39] where the value 1.0986 is found for the minimum dwell-time. When δ = 1, the conditions of Theorem 3.7, (a) and of Remark 3.8 both yield the value 0.2443 for the minimum dwell-time. This value was also found in [47, 72] using conditions based on quadratic Lyapunov functions. This value also coincides with the minimal value obtained in the constant dwell-time case, emphasizing then the exactness of the computed minimum dwell-time.
On the other hand, when δ = 3, the conditions of Remark 3.8 yield the value 0.4290 while the value 0.3615 is obtained using the conditions of Theorem 3.7, (a). The latter value is also found when using the conditions based on the use of quadratic Lyapunov functions stated in [47, 72] and coincides with the value obtained in the constant dwell-time case. Hence exactness of the estimate of the minimum dwell-time is again proved. Moreover, the discrepancy between the results obtained with the conditions in Theorem 3.7 and in Remark 3.8 demonstrate the non-equivalence of the conditions and in the necessity of considering both in order to obtain less conservative result. Note that this phenomenon does not occur when considering quadratic Lyapunov function; see e.g. [56] . A comparison of the different computational methods described in Section 3.6 is performed and the results are summarized in Table 1 where we can see that all the approaches are able to approach the value obtained using the condition of Theorem 3.7, (b), when the discretization order d g or the polynomial degrees d s or d h increase. However, this comes at the price of an increase of the computational complexity and the solving time. We can see that the sum of squares approach performs the best here in terms of solving time and total number of variables (sum of the number primal and dual variables). Then, comes the relaxation based on Handelman's theorem and, finally, the discretization approach, which performs the worst here. Note that the poor convergence and high computational complexity of the discretization approach was also pointed out in [59, 65] . However, for larger problems, the approach based on Handelman's Theorem may be beneficial over the SOS one because of the linear nature of the conditions, as opposed to the semidefinite structure of the SOS conditions that may indeed scale badly. Clearly, the matrix A is anti-(Hurwitz)stable whereas J is Schur stable. It is immediate to establish that for any T < T * max = 2 log(10) ≈ 4.6051, the matrix e AT J is Schur stable. Using Theorem 3.9, (c), we find the value 4.6051 for the estimated maximum dwell-time, which coincides with the value T * max computed for the constant dwell-time case. Hence, the estimate of the maximum dwell-time is exact and is way more accurate than the value 1.2040 computed with the method of [39] . The matrix A is unstable whereas J is Schur stable, hence the system admits a maximum dwell-time. However, since A is not is anti-(Hurwitz)stable, then Theorem 3.9 does not apply (see Remark 3.11 and Remark 3.14) and we have to consider instead a range dwell-time result; i.e. Theorem 3.12. We get the results summarized in Table 3 where we compare the SOS approach for solving the conditions of Theorem 3.12, (c) and a gridding approach for solving the condition of 3.12, (b) where we consider N p = 201 gridding points. We can observe that despite the complexity in terms of the total number of variables is comparable, the SOS conditions are way faster to solve than the gridded ones. This demonstrates that, once again, the SOS approach is the method of choice. It seems also important to mention that, unlike the SOS approach, the gridded approach in non-exact as we only consider N p points in the interval [T min , T max ] instead of the whole interval. Table 2 : Comparison of different numerical results obtained for the maximum dwell-time using Theorem 3.9 and Theorem 3.12. When using Theorem 3.12, we set T min = 10 −5 and Tmax =T . The gridded conditions are considered over Np = 201 gridding points. For each method, we give the estimate for the maxium dwell-timeT , the number of primal/dual variables of the optimization problem and the overall solving time in seconds. For fairness, the solver SeDuMi is used for solving all the optimization problems. In this case, the matrices A and J are unstable but we can prove that when T ∈ (0.2779, 0.6056) then the matrix e AT J is Schur stable. As in the previous example, we compare the SOS approach for solving the conditions of Theorem 3.12, (c) and a gridding approach for solving the condition of 3.12, (b) where we consider N p = 201 gridding points. While the methods have a comparable complexity in terms of the number of variables, the SOS method is again faster than the gridded approach. Note also that it is not possible to verify the accuracy of the estimate for the minimum dwell-time by comparing it with the values obtained for the constant dwell-time case. The maximum dwell-time is readily seen to be accurate in the present case.
Stabilization of positive linear impulsive systems
As mentioned in the introduction, the rationale for introducing lifted conditions for characterizing the stability of linear positive impulsive systems under dwell-time constraints is to allow for the possibility of deriving similar conditions for uncertain systems and to extend them to control design; see e.g. [47, 65, 66] . To this aim, let us consider in this section the systeṁ
where u c ∈ R mc×n and u d ∈ R m d ×n are the continuous and the discrete control inputs, respectively. In this section, no assumption is made on the system as only the positivity of the closed-loop system will matter; see e.g. [11, 12] . As in Section 3, we will cover the cases of arbitrary dwell-time (T k ∈ R >0 in Section 4.1, constant dwell-time (T k =T ) in Section 4.2, minimum dwell-time (T k ≥T ) in Section 4.3, maximum dwell-time (T k ≤T ) in Section 4.4 and range dwell-time (T k ∈ [T min , T max ]) in Section 4.5. Illustrative examples are given in Section 4.6.
Stabilization under arbitrary dwell-time
For the arbitrary dwell-time case, we propose the following state-feedback control law
where K c ∈ R mc×n and K d ∈ R m d ×n . The reason for considering such structure is that such controllers can be easily designed using the stability conditions for arbitrary dwell-times. Another motivation is that the control problem under arbitrary dwell-time can be interpreted as an infinite horizon control since we do not keep track in the control law of the next impulse time. By considering the stability conditions in Remark 3.2, (a), we can readily obtain the following result: and
Proof : The closed-loop system (4.1)-(4.2) is given bẏ
By substituting the matrices of the closed-loop system in the conditions of Remark 3.2, (a), yields the conditions
Defining X ∈ D n 0 as λ =: X1 n , we obtain the conditions in (4.4) where we have used the changes of variables U c = K c X and 
Stabilization under constant dwell-time
For the constant dwell-time case, we propose the following state-feedback control law [47, 67] :
where
Unlike in the arbitrary dwell-time case, the proposed controller does depend on the clock which measures the time elapsed since the last impulse time and anticipates over the next impulse time. In this regard, this controller can be interpreted as a finite-time stability controller over one dwell-time interval. Stabilization is then ensured by repeating this procedure over all dwell-time intervals. This controller structure is reminiscent to the problems of designing optimal finite-horizon LQ controllers [97] whose solutions take the form of a time-varying state-feedback control law obtained from the solution of a differential Riccati equation. The difference here is that the time is replaced by the clock. The following result can be understood as being the "positive systems" version of the results in [56, 72] : 
hold for all τ ∈ [0,T ]. Moreover, in such a case, suitable controller gains can be computed using the relations K(τ ) = U (τ )X(τ ) −1 and
→ R mc×n and scalars ε, α > 0 such that the inequalities
hold for all τ ∈ [0,T ]. Moreover, in such a case, suitable controller gains can be computed using the relations
Proof : The equivalence between statement (a) and statement (b) comes from Proposition 2.2 and the fact that the state-transition matrix (
We prove now that (c) implies (b). To prove this, it seems important to stress first that the proof of Theorem 3.5 can be straightforwardly extended to time-inhomogeneous systems using state-transition matrices; see e.g. [58, 59] . First of all, the conditions in 
, to get the following equivalent conditions:
We can recognize above the constant dwell-time stability conditions stated in Remark 3.6 applied to the dual of the closed-loop system (4.1)-(4.7). The rest of the proof uses the same argument as in the proof of Theorem 3.5. The reverse implication (i.e. (b) implies (c)) and the equivalence between the statements (c) and (d) also follow from the same arguments as in the proof of Theorem 3.5. ♦
Stabilization under minimum dwell-time
For the minimum dwell-time case, we propose the following state-feedback control law [47, 67] :
The rationale behind the use of this controller is the following. We consider a clock-dependent controller that depends on the time elapsed since the last impulse as in the constant dwell-time case. The only difference is that the matrix gain becomes constant when the value of the clock exceeds the value of the minimum dwell-time. The reason for locking the value of the controller gain is twofold. The first reason is for convenience since the stability conditions can be used in a non-conservative way for designing such controllers. The second one is to avoid implementation difficulties by enforcing the controller gain to be bounded as τ increase towards infinity. The following result can be understood as being the "positive systems" version of the results in [56, 72] : 
Proof : As for the constant dwell-time case, the conditions in 
We can recognize above the minimum dwell-time stability conditions of Theorem 3.7, (f), applied to the dual of the closed-loop system (4.1)-(4.17). The rest of the proof follows from the same arguments as in the proof of Theorem 3.5. ♦
Stabilization under maximum dwell-time
For the maximum dwell-time case, we propose the following state-feedback control law [47, 67] :
As for the constant dwell-time case, the controller matrix gain depends on the clock in order to exploit the stability conditions in a convenient and efficient way. The following result can be understood as being the "positive systems" version of the results in [56, 72] and is the maximum dwell-time counterpart of Theorem 4.3: and
hold where
Proof : Similarly to as in the constant and minimum dwell-time case, the conditions in 
, we get that the conditions (4.31), (4.32) and (4.33) are equivalent to
We can recognize above the maximum dwell-time stability condition stated in Remark 3.10 applied to the dual of the closed-loop system (4.1)-(4.26). The rest of the proof follows from the same arguments as in the proof of Theorem 3.5. ♦
Stabilization under range dwell-time
For the range dwell-time case, we also consider the state-feedback control law of the form (4.26). The following result can be understood as being the "positive systems" version of the results in [56, 72] : 
Moreover, in such a case, suitable controller gains can be computed using the relations
Proof : Similarly to as in the constant, minimum and maximum dwell-time case, the conditions in (4.37) ensure that the matrix A + BK c (τ ) is Metzler for all τ ∈ [0,T ] and that the matrix
Considering now the change of variables
, we get that the conditions (4.38) and (4.39) are equivalent tȯ
We can recognize above the range dwell-time stability condition stated in Remark 3.13 applied to the dual of the closed-loop system (4.1)-(4.17). The rest of the proof follows from the same arguments as in the proof of Theorem 3.5. ♦ Remark 4.6. A dwell-time-scheduled control law of the form
×n can be easily designed using the above result by simply substituting the matrix
Then, the controller gain can be simply computed using
Examples
We illustrate in this section the efficiency of the proposed result on several stabilization problems.
Example 4.7 (Stabilization under minimum dwell-time).
Let us consider the impulsive system (4.1) with matrices
The uncontrolled version of the above system cannot be stable under minimum dwell-time since the matrix A is not Hurwitz stable. Hence, we propose to compute a control law of the form (4.17) that makes the closed-loop system positive and asymptotically stable under minimum dwell-timeT = 0.1. To this aim, we apply the SOS method of Section 3.6.2 to the conditions of Theorem 4.3, (b), with polynomial degree d s = 1 and we get the following controller matrices To validate the design, we perform a simulation with randomly generated impulse times satisfying the minimum dwell-time condition and we obtain the results depicted in Figure 1 where we can see the controller efficiently stabilizes the system and drives the state of the closed-loop system to zero. When u ≡ 0 and u d ≡ 0, the above system is not stable under maximum dwell-time since the matrix J is not Schur stable. Hence, we propose to find a control law of the form (4.7) that makes the closed-loop system positive and asymptotically stable with maximum dwell-timeT = 0.1. We apply the SOS method of Section 3.6.2 to the conditions of Theorem 4.4, (b), with polynomial degree d s = 1 and we get the following controller matrices
The design is validated based on a simulation where randomly generated impulse times satisfying the minimum dwell-time condition are considered. The obtained results are depicted in Figure 2 where we can see the controller efficiently stabilizes the system and drives the state of the closed-loop system to zero. 
This system is unstable for any impulse sequence {t k } k∈N and hence the goal is to find a control law of the form ( To validate the design, we perform a simulation with randomly generated impulse times satisfying the minimum dwell-time condition and we obtain the results depicted in Figure 3 where we can see the controller efficiently stabilizes the system and drives the state of the closed-loop system to zero. 
Application to linear positive switched systems
The objective of this section is to derive several stability and stabilization conditions for linear positive switched systems lying in the same spirit as those obtained for impulsive systems. This is performed by exploiting the possibility for representing any switched system as an impulsive system, a procedure that will be described in Section 5.1. Using this reformulation, the results obtained in the previous sections are applied in order to derive stability and stabilization conditions linear positive switched systems under arbitrary switching (Section 5.2), minimum dwell-time switching (Section 5.3) and (mode-dependent) range dwell-time switching (Section 5.4). Some existing stability conditions are retrieved (e.g. minimum dwelltime) whereas the others seem to be novel. The stabilization conditions are also all novel and have not been reported anywhere before. Several illustrative examples are finally treated in Section 5.5.
Switched systems as impulsive systems
Let us consider the linear switched systeṁ
where x, x 0 ∈ R n and u ∈ R m are the state of the system, the initial condition and the control input. The signal σ : R ≥0 → {1, . . . , N } is a left-continuous switching signal that changes values at the time instants {t k } k∈N , where this sequence obeys the same assumptions as the sequence considered for the system (2.1). This switched system can be reformulated as an impulsive system (actually a reset system) of the forṁ
is the standard basis for R N . In this regard, we can clearly see that the set of impulsive systems with multiple jump maps contains the set of switched systems. Note that these sets are not equal as switched systems cannot implement state discontinuities. As a final remark, it is important to mention that the switched system (5.1) with u ≡ 0 is positive if and only if all the matrices A i , i = 1, . . . , N are Metzler; see e.g. [87, 98] .
Stability and stabilization under arbitrary switching 5.2.1. Stability under arbitrary switching
Interestingly, we can recover from Theorem 3.1 the well-known conditions for stability under arbitrary switching of linear positive systems that can be found, for instance, in [24, 87, 99, 100] . This is stated in the following result: hold.
(b) There exists a vector λ ∈ R n >0 such that the conditions 6) hold.
Moreover, when one of the above equivalent statements holds, then the linear positive switched system (5.1) with u ≡ 0 is asymptotically stable under arbitrary switching.
Remark 5.3. It is interesting to remark that the stability condition of statement (b) can be retrieved by using the polyhedral Lyapunov function [27, 54, 85, 86] for more details.
Stabilization under arbitrary switching
We have the following stabilization result under arbitrary switching can be obtained from Corollary 5.1:
Corollary 5.4. The following statements hold:
(a) There exists a control law of the form u(t) = K σ(t) x(t) such that the controlled system (5.1) is positive and asymptotically stable under arbitrary switching if there exist matrices X ∈ D n 0 , U i ∈ R m×n , i = 1, . . . , N , and a scalar α > 0 such that the conditions
hold for all i = 1, . . . , N . Moreover, in such a case, suitable controller gains can be obtained using the expression
(b) There exists a control law of the form u(t) = Kx(t) such that the controlled system (5.1) is positive and asymptotically stable under arbitrary switching if there exist matrices X ∈ D n 0 , U ∈ R m×n and a scalar α > 0 such that the conditions
hold for all i = 1, . . . , N . Moreover, in such a case, suitable controller gains can be obtained using the expression K = U X −1 .
Proof : The proof of statement (a) is based on the substitution of the matrix of the closed-loop system A i + B i K i into (5.6). Defining X ∈ D n 0 as λ =: D1 n , then the change of variables U i := K i X yields the second condition of (5.6). The positivity of the closed-loop system is ensured by the first condition of (5. 
(c) There exist a matrix function
. . , N , and a scalar ε > 0 such that the inequalities
hold for all τ ∈ [0,T ].
Proof : Decomposing λ as λ = col(λ 1 , . . . , λ N ) and evaluating the conditions of Theorem 3.7 for all J = J ij , i, j = 1, . . . , N, i = j, leads to the result. ♦
Stabilization under minimum dwell-time switching
We consider here the following control law
. . , N . The above control law is analogous to the control law (4.17) with the difference that it is now mode-dependent. The rationale for such a control law is explained in Section 4.3. The following result is obtained by applying Theorem 4.3 to the closed-loop system (5.2)-(5.19) and can be seen as the "positive systems" version of a result in [65] : 
hold for all i, j = 1, . . . , N , i = j, where
. . , N , and scalars ε, α > 0 such that the inequalities
Proof : The proof readily follows from the substitution of the impulsive system formulation (5. Moreover, when one of the above statements hold, the linear positive switched system (5.1) is asymptotically stable under range dwell-time (T min , T max ).
Proof : The proof readily follows from the substitution of the impulsive system formulation (5.2) of the system (5.1) in the conditions stated in Remark 3.13. ♦
Stabilization under range dwell-time switching
We consider here the control law
where 
. . , N , and scalars α, ε > 0 such that the inequalities
and all i, j = 1, . . . , N , i = j. Moreover, in such a case, suitable controller gains can be computed using the relations
Proof : The proof readily follows from the substitution of the impulsive system formulation (5.2) of the system (5.1) in the conditions stated in Theorem 4.5. Both matrices are Hurwitz stable but do not admit any common linear copositive Lyapunov function. We then look for an estimate for the minimum dwell-time and we get the results summarized in Table 4 . We can see that by increasing the degree of the polynomials in the sum of squares program, we can reach the value obtained by the original linear program. The sum of squares conditions are also able to approach the values of minimum dwell-time computed using the conditions of Corollary 5.5, (a), when the degree d s of the polynomials increases. As in the previous example, these matrices are Hurwitz stable but do not admit any common linear copositive Lyapunov function. We can observe in Table 4 that the sum of squares conditions are again able to approach the values of minimum dwell-time computed using the conditions of Corollary 5.5, (a), when the degree d s of the polynomials increases. Note that the matrix A 1 is Hurwitz stable and A 2 is anti-stable. Then the system cannot be stable under arbitrary switching or under minimum dwell-time switching. We hence consider a mode-dependent range dwell-time criterion and let T Table 5 where we can recover the values by choosing a sufficiently large polynomial degree d s . Compared to the gridding approach, the SOS approach yields more accurate conditions that are faster to solve. For simulation purposes, we generate a random sequence of dwell-times satisfying the minimum dwell-time constraint and we obtain the trajectories depicted in Figure 4 where we can see observe the stabilizing effect of the controller. For simulation purposes, we generate a random sequence of dwell-times satisfying the range dwell-time constraint and we obtain the trajectories depicted in Figure 5 where we can see observe the stabilizing effect of the controller. 
Conclusion
Several stability and stabilization conditions for linear positive impulsive systems and linear positive switched systems have been obtained using the notion of dwell-times. Discrete-time stability conditions have been obtained and reformulated using a lifting approach in order to get conditions that can be applied for design purposes. Because of their infinite-dimensional nature, several relaxation approaches have been proposed to make the lifted conditions finite-dimensional. Several examples have been given for illustration.
Possible extensions are the stability analysis and stabilization linear positive impulsive systems with inputs using the L 1 -, L 2 -and L ∞ -gains in the same way it has been done with linear positive systems [15, 15, 102, 103] , linear positive systems with delays [15, 22, 104] , linear positive switched systems [27] and linear positive Markov jump systems [29] . The consideration of the obtained conditions for the design of interval observers [34] [35] [36] for (not necessarily positive) linear impulsive systems or linear switched systems is also an interesting application of the developed theory. Developing lifted conditions for polyhedral Lyapunov functions is also quite appealing due to the universal properties these functions have. Finally, the extension to positive/monotone nonlinear systems is also of potential interest.
