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Résumé. Les travaux présentés dans cet article s’inscrivent dans le paradigme
des recherches visant à acquérir des relations sémantiques à partir de folkso-
nomies (ensemble de tags attribués à des ressources par des utilisateurs). Nous
expérimentons plusieurs approches issues de l’état de l’art ainsi que l’apport de
l’apprentissage automatique pour l’identification de relations entre tags. Nous
obtenons dans le meilleur des cas un taux d’erreur de 23,7 % (relations non re-
connues ou fausses), ce qui est encourageant au vu de la difficulté de la tâche
(les annotateurs humains ont un taux de désaccord de 12%).
1 Introduction
Notre travail se situe dans le cadre d’un système d’agrégation de descriptifs de commerces.
Dans ce système, chaque commerce est décrit (entre autres) par un jeu de tags. Des connais-
sances sur la compatibilité ou l’incompatibilité de ces tags peuvent aider à prendre la décision
d’agréger ou pas deux descriptifs. Par exemple, un descriptif contenant le tag fitness ne peut
pas être agrégé avec un descriptif contenant le tag menuisier car, a priori, un même commerce
ne peut pas à la fois rendre des services de menuiserie et avoir un lien avec le fitness. Par contre,
les tags peinture et carrelage sont compatibles car ils peuvent, par exemple, être associés à un
magasin d’ameublement. Pour acquérir ces informations de compatibilité, nous disposons de
données dont la structure est identique à celle d’une folksonomie. Les folksonomies sont le
produit de systèmes d’annotation collaborative tels Flickr ou Delicious qui permettent à une
communauté d’utilisateurs d’annoter manuellement des ressources (urls, photos) à l’aide de
descripteurs (tags). Le but de notre étude est de tester diverses approches pour l’acquisition de
relations entre tags à partir de folksonomies. L’approche retenue sera ensuite intégrée au sys-
tème d’agrégation de descriptifs décrit plus haut. En plus de tester les approches état-de-l’art,
nous explorons aussi l’apport de l’apprentissage automatique pour la détection de relations
sémantiques à partir de folksonomies, ce qui, à notre connaissance, n’a pas encore été proposé.
L’article comprend 5 sections. La section 2 décrit les approches existantes pour l’identifi-
cation de relations entre tags à partir de folksonomies. Les expériences menées sont décrites
en section 3. Les données expérimentales et les résultats obtenus sont présentés en section 4.
Les perspectives de travail sont discutées en section 5.
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2 Travaux apparentés
Hotho et al. (2006b) définissent une folksonomie comme un 4-uplet F := (U, T,R, Y )
où U = {u1, ...un} est un ensemble d’utilisateurs, T = {t1, ...tm} est un ensemble de tags,
R = {r1, ...rp} est un ensemble de ressources et Y ⊆ U × T × R. Un triplet (u, t, r) ∈ Y
correspond à l’attribution du tag t à la ressource r par l’utilisateur u. Tur := {t ∈ T |(u, t, r) ∈
Y } est l’ensemble des tags donnés à la ressource r par l’utilisateur u. Les travaux visant à
identifier des relations entre tags à partir de folksonomies font état de trois types d’approches :
statistiques, vectorielles et exploitation de ressources sémantiques 1.
Les approches statistiques sont les plus fréquemment employées. Elle portent sur la co-
occurrence des tags, c’est-à-dire le nombre de fois où t1 et t2 ont été attribués à une même res-
source par un même utilisateur, et qui est définie ainsi : w(t1, t2) = |{(u, r) ∈ U ×R|t1, t2 ∈
Tur}|. Les mesures peuvent être asymétriques, comme dans le cas de Schmitz (2006) qui uti-
lise la probabilité qu’une ressource ayant reçu le tag t1 soit également annotée avec le tag t2
ou symétriques comme la mesure Jaccard employée par Hassan-Montero et Herrero-Solana
(2006) dans le but de construire une hiérarchie de concepts.
Les approches vectorielles consistent à représenter chaque tag dans un espace vectoriel
dont les dimensions correspondent soit aux autres tags, soit aux ressources, soit aux utilisateurs.
Par exemple, dans l’espace vectoriel correspondant aux ressources, chaque tag t est représenté
par un vecteur ~t = {w(t, r1), ..w(t, r|R|)} où w(t, r) := |{(t, u) ∈ T × U |t ∈ Tur}|. Les
vecteurs sont comparés avec la mesure Cosinus. Ces approches ont été employées par Specia
et Motta (2007) en association avec des connaissances issues d’ontologies en ligne dans le but
de regrouper des tags en clusters et d’identifier des relations entre ces clusters. Heymann et
Garcia-Molina (2006) les utilisent pour construire une taxonomie de tags.
Les approches exploitant des ressources sémantiques existantes consistent à projeter les
tags de la folksonomie dans une ressource sémantique structurée en graphe 2 afin d’en déduire
des relations sémantiques entre les tags - voir par exemple les travaux de Djuana et al. (2011).
Cette technique a également été employée par Cattuto et al. (2008) ainsi que Markines et al.
(2009) pour évaluer les approches vectorielles et statistiques. Pour cela, ils se basent sur la
corrélation entre le score donné par la mesure à évaluer et la distance taxonomique de Jiang et
Conrath (1997) calculée à partir de WordNet.
3 Expériences
Nos expériences ont consisté à tester les approches statistiques et vectorielles ainsi qu’à
tester l’apport de l’apprentissage automatique. Nous avons utilisé deux types de ressources :
(i) un ensemble de triplets (u, t, r) correspondant à l’attribution d’un tag t au lieu r par la
source Internet u. La structure de ces données est identique à celle d’une folksonomie, à
ceci près queR est un ensemble de lieux (et non de documents) et que U est un ensemble
de sources Internet décrivant les lieux (et non des utilisateurs). Toutes les approches
testées s’appuient sur l’ensemble des tags (T ) et l’ensemble des ressources (R) ainsi que
1. Plus anecdotiquement, d’autres travaux exploitent la structure de graphe des folksonomies et utilisent une ver-
sion adaptée de l’algorithme PageRank (Hotho et al. 2006).
2. Par exemple : taxonomie, ontologie, thésaurus.
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sur la fonctionR(t) = {r ∈ R|t ∈ Tur, ∀u} qui renvoie l’ensemble des lieux ayant reçu
le tag t, quelles que soient les sources ayant attribué ce tag 3.
(ii) un arbre de tags initialement conçu pour la catégorisation de commerces (exemple de
chemin : RACINE > manger > restaurant > chic). Les relations hiérarchiques ainsi que
la distance entre deux tags sont potentiellement des indicateurs de leur compatibilité.
Cinq expériences ont été menées :
• OVERLAP (approche statistique) : OVERLAP est une mesure de type statistique dérivée
de Jaccard. Elle correspond à un coefficient de chevauchement entre les lieux ayant reçu t1 et
les lieux ayant reçu t2 :
Overlap(t1, t2) =
|R(t1) ∩R(t2)|
min(|R(t1)|, |R(t2)|)
• COSINUS (approche vectorielle) : Dans cette approche, chaque tag t est représenté par
un vecteur~t = {inter(t, t1), ...inter(t, t|T |)} où inter(t, ti) = |R(t)∩R(ti)|. Ici, nous consi-
dérons que deux tags sont d’autant plus compatibles qu’ils ont des patrons de co-occurrences
similaires (i.e. ils ont tendance à apparaître avec les mêmes tags). Par rapport à OVERLAP, cette
approche a l’avantage de permettre de rapprocher deux tags même s’ils n’ont pas ou peu été
attribués aux mêmes lieux. La similarité des vecteurs de deux tags est évaluée avec la mesure
Cosinus :
Cosinus(~t1, ~t2) =
∑|T |
i=1 inter(t1, ti) · inter(t2, ti)√∑|T |
i=1 inter(t1, ti)
2 ·
√∑|T |
i=1 inter(t2, ti)
2
•ML_TAGTREE (apprentissage automatique à partir d’informations issue d’une res-
source sémantique) : Cette approche exploite des informations tirées de l’arbre de tags. À
partir de cet arbre de tags, nous pouvons extraire, pour chaque paire de tags (t1, t2), 10 va-
riables, décrivant soit des propriétés associées aux nœuds représentant les tags, soit des calculs
de distance entre les tags :
1. nb. de chemins entre t1 et t2
2. distance min. entre t1 et t2 (nombre minimum d’arcs à parcourir pour relier t1 à t2).
3. distance max. entre t1 et t2 (nombre maximum d’arcs à parcourir pour relier t1 à t2).
4. nb. de chemins dans lesquels t1 précède t2 ou t2 précède t1
5. booléen indiquant si t1 et t2 sont à même distance de leur plus proche ancêtre commun
6. distance min. entre un des tags et leur plus proche ancêtre commun
7. distance max. entre un des tags et leur plus proche ancêtre commun
8. nb. de tags dans {t1, t2} qui sont placés directement sous le nœud racine
9. nb. de tags dans {t1, t2} correspondant à un nom de marque (i.e Campanile, Ikéa...)
10. nb. de tags dans {t1, t2} ayant pour propriété de déclencher, lors de l’ajout du tag à un
lieu, l’ajout automatique de tags plus génériques que lui 4
3. La prise en compte du nombre de sources ayant attribué t à r est une information pertinente mais qui est, en
l’état actuel du système, coûteuse à récupérer. Nous réservons son utilisation à des expériences ultérieures.
4. Cette information n’est pas calculée automatiquement, elle a été encodée lors de la création manuelle de l’arbre
de tags.
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Ces 10 variables ont été utilisées pour apprendre un modèle de classification à partir d’exemples
de paires de tags annotées comme COMPATIBLE ou INCOMPATIBLE. L’apprentissage a été réa-
lisé avec C5, un outil de génération d’arbre de décision 5 qui est une version améliorée de
l’algorithme de Quinlan (1996).
• ML_SIMPLE : Dans cette expérience, nous utilisons toujours C5 auquel nous fournis-
sons 4 variables très simples pour apprendre l’arbre de décision :|R(t1) ∩ R(t2)|, |R(t1) ∪
R(t2)|,min(|R(t1)|, |R(t2)|) etmax(|R(t1)|, |R(t2)|).
• ML_ALL : Dans cette expérience, nous utilisons toujours C5, auquel nous fournissons
toutes les informations utilisées dans les expériences précédentes. Le modèle de classifica-
tion est donc appris à partir de 16 variables : la mesure Overlap, la mesure Cosinus, les 10
variables de ML_TAGTREE et les 4 variables de ML_SIMPLE.
4 Données expérimentales et résultats
Données Nous disposons de 15 millions de lieux, 3696 tags et 100 sources fournis
par la société Nomao (http://fr.nomao.com). Pour apprendre les différents modèles de
classification et évaluer nos expériences, nous avons constitué un jeu de 590 paires de tags
annotées avec 2 classes : COMPATIBLE ou INCOMPATIBLE. Un tiers des paires a été annoté
par au moins deux annotateurs 6. Le taux de désaccord entre annotateurs est de 12%, soit un
Kappa (Carletta, 1996) de 0,77. La répartition COMPATIBLE/INCOMPATIBLE est de 41%/59%
respectivement.
Résultats Les approches ont été évaluées par validation croisée à 10 blocs. Pour les
approches OVERLAP et COSINUS, un seuil de compatibilité a été appris en faisant varier sur
les données d’apprentissage le seuil à partir duquel on considère que deux tags sont compa-
tibles ; puis ce seuil a été évalué sur les données de tests. Nous avons comparé les résultats des
approches deux à deux et pour chaque couple, nous avons appliqué le t-test unilatéral appa-
rié. Nous considérons qu’une approche est significativement meilleure que l’autre si la valeur
p du t-test est en-dessous de 5%. Nous obtenons les classements suivants (les valeurs p sont
indiquées entre parenthèses) :
– ML_ALL est significativement meilleure que ML_TAGTREE (p = 2%) et COSINUS
(p = 0.2%)
– ML_SIMPLE est significativement meilleure que COSINUS (p = 1%)
– OVERLAP est significativement meilleure que COSINUS (p = 2%)
Le tableau 1 indique la moyenne, médiane et l’écart-type des taux d’erreurs obtenus lors des
10 itérations. Nous observons que ML_SIMPLE obtient le taux d’erreur le plus stable.
Discussion Tout d’abord, nous notons que nous obtenons au mieux un taux d’erreur de
23,7%, que l’on peut considérer comme satisfaisant compte tenu de la difficulté de la tâche pour
les humains (12% de désaccords). En effet, sur certaines paires de tags, il est très difficile de
déterminer si les deux tags sont compatibles, par exemple : hamburger vs. traiteur, concession-
naire vs. réparation de vélo. Ensuite, vient le choix de l’approche qui sera finalement utilisée
pour déterminer la compatibilité de deux tags. Même si ML_ALL est meilleure que COSINUS
et ML_TAGTREE, elle est bien plus complexe à mettre en œuvre que deux autres approches au
5. http://rulequest.com/download.html
6. Nous avions 7 annotateurs en tout. En cas de désaccord, l’annotation retenue est celle de l’annotateur ayant le
plus faible taux de désaccord avec les autres annotateurs.
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taux d’erreur moyen taux d’erreur médian écart-type
ML_ALL 0,237 0,229 0,052
ML_SIMPLE 0,258 0,254 0,045
OVERLAP 0,264 0,254 0,053
ML_TAGTREE 0,293 0,288 0,077
COSINUS 0,327 0,348 0,071
TAB. 1 – Moyenne, médiane et écart-type des taux d’erreur obtenus par validation croisée
taux d’erreur équivalent (ML_SIMPLE et OVERLAP) puisqu’elle nécessite le calcul de toutes
les informations. Entre ML_SIMPLE et OVERLAP, nous retenons finalement ML_SIMPLE car
c’est celle qui semble la plus robuste, au vu de la stabilité de son taux d’erreur.
5 Conclusion et perspectives
Nous avons présenté une étude visant à identifier des compatibilités entre descripteurs de
lieux dans le but de l’intégrer à un système d’agrégation de descriptifs de lieux : la présence
de tags incompatibles empêchera l’agrégation de deux descriptifs. Nous avons introduit l’uti-
lisation de l’apprentissage automatique et nous avons testé trois modes de représentation des
données : informations issues d’une ressource sémantique, un jeu de 4 indices "simples" et la
combinaison des informations utilisées dans toutes nos expériences. Au final, c’est l’appren-
tissage automatique basé sur le jeu des 4 indices qui a été choisi car cette approche se place
parmi les meilleures en termes de taux d’erreur et qu’elle est également la plus robuste.
La première perspective de travail est l’intégration de la compatibilité des tags dans le sys-
tème d’agrégation et l’évaluation de son apport. Pour autant, notre méthode de détection de
tags compatibles reste perfectible. Nous pensons à l’exploitation de ressources linguistiques
plus riches que notre arbre de tags, comme par exemple le réseau lexical JEUX DE MOTS
(Lafourcade, 2007) qui a l’avantage d’indiquer des relations lexicales entre mots (synonymie,
hyponymie, etc.). Les autres perspectives de travail concernent la variation des différents para-
mètres de C5, l’essai d’autres approches d’apprentissage automatique (SVM, Naive Bayes...)
ainsi que l’annotation de nouveaux exemples sélectionnés via des approches d’apprentissage
actif (Settles, 2009).
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Summary
The work presented in this paper deals with the extraction of semantic relations from folk-
sonomies (set of tags attributed to resources by users). We experimented several state-of-the
art methods as well as the added-value of machine learning for the identification of seman-
tic relations between tags. We obtain an error rate of 23,7% (wrong or undetected relations),
which is encouraging knowing that human annotators have a disagreement rate of 12%.
