Entanglement entropy in quantum many particle systems and their simulation via ansatz states by Barthel, Thomas
Entanglement entropy in quantum many-particle
systems and their simulation via ansatz states
Von der Fakulta¨t fu¨r Mathematik, Informatik und Naturwissenschaften der
RWTH Aachen University zur Erlangung des akademischen Grades eines
Doktors der Naturwissenschaften genehmigte Dissertation
vorgelegt von
Diplom-Physiker
Thomas Barthel
aus Leipzig
Berichter: Univ.-Prof. Dr. Ulrich Schollwo¨ck
Univ.-Prof. Dr. Herbert Schoeller
Tag der mu¨ndlichen Pru¨fung: 10. Dezember 2009
Diese Dissertation ist auf den Internetseiten
der Hochschulbibliothek online verfu¨gbar.

Contents
Zusammenfassung v
Summary vii
1. Introduction and overview 1
1.1. Challenge in the analysis of quantum many-particle systems . . . . . . . 2
1.2. Techniques for the analysis of quantum many-particle systems . . . . . . 3
1.3. Potential of tensor contraction states for the description of 2D systems . . 10
1.4. Entanglement entropy in physical states of interest . . . . . . . . . . . . 13
1.5. Promising classes of tensor contraction states and their entanglement prop-
erties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.6. Content of the thesis and outlook . . . . . . . . . . . . . . . . . . . . . . 20
I. Scaling of entanglement entropy in many-particle systems 23
2. Entanglement and boundary critical phenomena 25
2.1. Re´nyi entropy and conformal field theory . . . . . . . . . . . . . . . . . 26
2.2. S = 1/2 transverse Ising and XXZ chains in boundary magnetic fields . . 28
2.3. Majorization relations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.4. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3. Entanglement scaling in critical two-dimensional fermionic and bosonic sys-
tems 33
3.1. Calculating entropy from Green’s matrices . . . . . . . . . . . . . . . . . 35
3.2. Critical fermionic entanglement and the Widom conjecture . . . . . . . . 36
3.3. Critical bosonic entanglement . . . . . . . . . . . . . . . . . . . . . . . 39
3.4. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4. Entanglement entropy beyond the free case for collective models 43
4.1. Lipkin-Meshkov-Glick model . . . . . . . . . . . . . . . . . . . . . . . 44
4.2. Entanglement entropy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.3. Thermodynamic limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.4. Critical scaling of the entropy . . . . . . . . . . . . . . . . . . . . . . . . 46
4.5. Finite-size corrections . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
iii
Contents
5. Dephasing, the steady state, and its entanglement entropy for integrable sys-
tems 51
5.1. Dephasing for quadratic Hamiltonians . . . . . . . . . . . . . . . . . . . 52
5.2. Examples and counter-examples for dephasing . . . . . . . . . . . . . . . 57
5.3. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.4. Entanglement entropy of the steady state and simulatabilty . . . . . . . . 62
5.5. Bethe Ansatz integrable systems . . . . . . . . . . . . . . . . . . . . . . 62
5.6. Nonintegrable systems . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
II. Simulation of many-particle systems via tensor contraction states 65
6. Spectral functions in one-dimensional quantum systems at finite temperatures 67
6.1. Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6.2. Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.3. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
7. Dynamical reordering for the evaluation of causal circuits of fermionic isome-
tries 79
7.1. Physical algebra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
7.2. Fermionic MERA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
7.3. Jordan-Wigner transformations . . . . . . . . . . . . . . . . . . . . . . . 82
7.4. Dynamical reordering . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
7.5. Time evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
7.6. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
8. Contraction of fermionic operator circuits for the simulation of fermionic lat-
tice systems 89
8.1. Fermionic operator circuit . . . . . . . . . . . . . . . . . . . . . . . . . 91
8.2. Contractions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
8.3. Operator order and contraction sequence . . . . . . . . . . . . . . . . . . 101
8.4. Computational costs and locality . . . . . . . . . . . . . . . . . . . . . . 103
8.5. Further operations on FOCs . . . . . . . . . . . . . . . . . . . . . . . . . 104
8.6. Fermionic PEPS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
8.7. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
8.8. Alternative derivation of the rule for partial multiplications . . . . . . . . 110
Bibliography 111
Publication list 123
Acknowledgments 125
iv
Zusammenfassung
Im Gegensatz zu klassischen Vielteilchensystemen, fu¨r welche die Anzahl der Freiheits-
grade linear mit der Systemgro¨ße anwa¨chst, wa¨chst sie fu¨r quantenmechanische Viel-
teilchensysteme exponentiell an. Auf der einen Seite verspricht die resultierende Kom-
plexita¨t der Quantensysteme großes Potential bei direkter technischer Ausnutzung. So
werden seit einigen Jahren zum Beispiel intensivst die Grundlagen fu¨r die Realisierung
von Quantencomputern und deren Anwendungsmo¨glichkeiten erforscht. Auf der anderen
Seite erschwert dieser hohe Komplexita¨tsgrad, besonders in Regimen starker Korrelatio-
nen, den Zugang zum Versta¨ndnis der physikalischen Prozesse in derartigen Systemen u¨ber
analytische oder numerische Verfahren. So kommt es, dass einige technologisch hoch rel-
evante Systeme wie die Hochtemperatursupraleiter bis zum heutigen Tage unzureichend
verstanden sind.
Ein Hauptgegenstand dieser Arbeit besteht daher in der Entwicklung von effizienten nu-
merischen Methoden fu¨r stark korrelierte quantenmechanische Gittersysteme. Fu¨r eindi-
mensionale Systeme gibt es eine solche sehr erfolgreiche Methode, die Dichtematrixrenor-
mierungsgruppe (DMRG). Das Charakteristikum dieser Methode ist, dass der physikalis-
che Zustand u¨ber eine bestimmte Klasse von Ansatzzusta¨nden mo¨glichst gut approximiert
wird, diese aber so konstruiert sind, dass das exponentielle Wachstum der Anzahl der
Freiheitsgrade vermieden wird. Mittels DMRG ko¨nnen Grundzusta¨nde eindimensionaler
wechselwirkender Vielteilchensysteme oft mit extrem hoher Pra¨zision bestimmt werden.
Dies deutet bereits darauf hin, dass Grundzusta¨nde die prinzipiell exponentiell wachsende
Zahl von Freiheitsgraden oft gar nicht ausscho¨pfen, sondern u¨ber wesentlich weniger Pa-
rameter effizient beschrieben werden ko¨nnen. Die der DMRG zugrundeliegende Klasse
von Ansatzwellenfunktionen sind die sogenannten Matrixproduktzusta¨nde. Bei der Wahl
von entsprechenden geeigneten Ansatzwellenfunktionen fu¨r ho¨here Raumdimensionen,
kommt es entscheidend darauf an, dass diese in der Lage sind, das Skalierungsverhalten
der Quantennichtlokalita¨t (z.B. u¨ber die Verschra¨nkungsentropie quantifiziert) mit einer
mo¨glichst geringen Parameteranzahl richtig modellieren zu ko¨nnen.
Aus diesem Grunde wird im ersten Teil der Arbeit numerisch und analytisch untersucht,
wie die Quantennichtlokalita¨t in verschiedenen physikalisch relevanten Szenarien mit der
Systemgro¨ße oder der Zeit skaliert. Unter anderem wird das Skalierungsverhalten der
Re´nyi-Entropien im Rahmen der 1+1-dimensionalen konformen Feldtheorie hergeleitet
und die Abha¨ngigkeit von den Randbedingungen bestimmt. Bestehende Vermutungen und
analytische Hinweise zum Verhalten der Verschra¨nkungsentropie in kritischen fermion-
ischen und bosonischen Systemen werden numerisch mit hoher Pra¨zision besta¨tigt. Fu¨r
integrable Systeme werden allgemeine Bedingungen hergeleitet, unter denen ein System
lokal in einen statischen Zustand konvergiert. Dieser ist nicht-thermisch und tra¨gt In-
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formationen u¨ber den Anfangszustand des Systems. Die Verschra¨nkungsentropie ist fu¨r
derartige statische Zusta¨nde extensiv. Fu¨r kurze Zeiten steigt die Verschra¨nkungsentropie
in der Regel linear in der Zeit an, was letztendlich in einem exponentiellen Wachstum
des Rechenaufwands fu¨r die DMRG resultiert. Daraus folgt, dass zeitabha¨ngigen DMRG-
Simulationen der direkte Zugang zu langen Zeiten im Allgemeinen verwehrt ist.
Der zweite Teil der Arbeit fokussiert auf die Weiterentwicklung der erwa¨hnten nu-
merischen Verfahren. Zuna¨chst wird die zeitabha¨ngige DMRG mit einer allgemeinen
Extrapolationsmethode fu¨r die wa¨hrend der Simulation bestimmten Observablen kom-
biniert. Auf diese Weise kann das Problem des Entropiewachstums umgangen und Spek-
tralfunktionen mit hoher Pra¨zision bestimmt werden. Das Verfahren wird am Beispiel
des Heisenberg-Antiferromagneten im Vergleich mit Bethe-Ansatz-Daten fu¨r T = 0 und
Quanten-Monte-Carlo-Daten fu¨r T > 0 demonstriert. Fu¨r die Simulationen von ho¨herdi-
mensionalen Systemen haben sich die Projected-Entangled Pair-States (PEPS) und Multi-
scale Entanglement Renormalization Ansatzzusta¨nde (MERA) als geeignete Wellenfunk-
tionsklassen erwiesen. Zuna¨chst konnten diese ausschließlich fu¨r Spinsysteme verwendet
werden. Im Rahmen der Doktorarbeit werden Varianten dieser Zustandsklassen fu¨r den
fermionischen Fall vorgeschlagen und es wird eine Methode entwickelt, die es erlaubt, die
bekannten Algorithmen fu¨r Spinsysteme auf den Fall von Fermionen zu u¨bertragen. Dabei
steigt der notwendige Rechenaufwand nur um einen vernachla¨ssigbaren Overhead. Erste
numerische Testanwendungen verliefen erfolgreich. Damit steht ein neues Verfahren zur
Verfu¨gung, mit dem nun z.B. das zweidimensionale Hubbard-Modell untersucht werden
kann. Dieses Modell ist ein Kandidat fu¨r die Beschreibung der Physik in Hochtemperatur-
supraleitern.
vi
Summary
In contrast to classical many-particle systems for which the number of degrees of freedom
grows linearly with the system size, it grows exponentially for quantum many-particle
systems. On the one hand, the resulting complexity of the quantum systems has a high
potential for technological advances if it can be exploited directly. For example, in re-
cent years, the fundamentals for the realization of quantum computers and their possible
applications have been investigated intensely. On the other hand, the high complexity, es-
pecially in strongly correlated regimes, often makes the analytical or numerical analysis
of underlying physical phenomena very difficult. This is why some systems of high tech-
nological relevance, like the high-temperature superconductors, are still unsatisfactorily
understood.
A main topic of this thesis is the development of efficient numerical methods for the
simulation of strongly correlated quantum lattice models. For one-dimensional systems,
the density-matrix renormalization-group (DMRG) is such a very successful method. The
physical states of interest are approximated within a certain class of ansatz states. These
ansatz states are designed in a way that the number of degrees of freedom are prevented
from growing exponentially. With the DMRG method, ground states of interacting one-
dimensional systems can often be determined with very high precision. This observa-
tion indicates already that ground states actually do not exhaust the available exponential
number of degrees of freedom but can be described efficiently with much fewer param-
eters. The ansatz states used in DMRG are the so-called matrix product states. A very
useful criterion for the construction of corresponding appropriate ansatz states for higher-
dimensional systems is the quantum nonlocality as for example quantified by the entangle-
ment entropy. The ansatz states should be able to reproduce the scaling properties of the
quantum nonlocality in the physical states of interest with as few parameters as possible.
The first part of the thesis, therefore, provides analytical and numerical analysis of the
scaling of quantum nonlocality with the system size or time in different, physically relevant
scenarios. For example, the scaling of Re´nyi entropies and their dependence on bound-
ary conditions is derived within the 1+1-dimensional conformal field theory. Conjectures
and analytical indications concerning the properties of entanglement entropy in critical
fermionic and bosonic systems are confirmed numerically with high precision. For inte-
grable models in the thermodynamic limit, general preconditions are derived under which
subsystems converge to steady states. These steady states are non-thermal and retain in-
formation about the initial state. It is shown that the entanglement entropy in such steady
states is extensive. For short times, the entanglement entropy grows typically linearly with
time, causing an exponential increase in computation costs for the DMRG method. Conse-
quently, time-dependent DMRG simulations usually have no direct access to the long time
vii
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regime.
The second part of the thesis focuses on the development and improvement of the above-
mentioned numerical techniques. The time-dependent DMRG is complemented with an
extrapolation technique for the evaluated observables. In this way, the problem of the
entropy increase can be circumvented, allowing for a precise determination of spectral
functions. The method is demonstrated using the example of the Heisenberg antiferromag-
net and results are compared to Bethe-Ansatz data for T = 0 and quantum Monte Carlo
data for T > 0. For the simulation of higher-dimensional systems, projected-entangled
pair-states (PEPS) and the multiscale entanglement renormalization ansatz (MERA) turn
out to be appropriate wavefunction classes. Initially, they could only be used for spin
systems. Within this thesis, variants of those state classes are being suggested for the
fermionic case. It is shown how the known algorithms for spin systems can be translated
into corresponding algorithms for the fermionic systems. The occurring computation costs
increase only by a marginal overhead. First numerical benchmarking tests proceeded suc-
cessfully. Thus, new techniques are available which can for example be used to examine
the two-dimensional Hubbard model. This model is a candidate for the description of
high-temperature superconductivity.
viii
1. Introduction and overview
This thesis is concerned with quantum many-particle lattice systems, i.e., fermions or
bosons that hop from site to site of a lattice and interact with each other or, similarly,
interacting spins that are localized on the sites of a lattice. The two major topics are:
1. An investigation of the scaling of entanglement entropy in ground states and time-
evolved states – in particular the question of how subsystem entropies scale with
the linear size of the subsystem and how they depend on the various other system
parameters,
2. The development of appropriate ansatz states, which are of tensor-contraction type,
and corresponding algorithms for the simulation of such systems with classical com-
puters.
The two topics are intimately connected. Entanglement entropy is one of the most promi-
nent and useful quantitative measures for quantum nonlocality. The “more quantum” a
system really is in a certain parameter regime, the more degrees of freedom are involved.
The maximum number of the degrees of freedom scales exponentially with the number N
of lattice sites. Studying the entanglement entropy teaches us that systems of interest often
do actually not exploit this seemingly insurmountable number of degrees of freedom. This
allows us in some cases to approach such systems with analytical techniques or (at least)
to simulate them on our classical computers. The second part of this thesis is focused
on corresponding simulation algorithms that operate on different classes of what will be
called tensor contraction states. A key issue here is the organization of the degrees of
freedom of the corresponding class of ansatz states. It should reproduce the entanglement
properties of the investigated systems appropriately. A deviation from this principle would
result in numerical inefficiency or even complete failure of the simulation. The degrees of
freedom in the ansatz state, in a sense, have to match the physical degrees of freedom that
the considered quantum system actually exploits.
It is the goal of this work to provide substantial contributions to the field of many-
particle quantum physics. In particular, analytical and numerical investigations are con-
ducted providing new insights on the scaling of the entanglement entropy in ground states
and time-evolving states, and new practical simulation techniques are developed based on
tensor contraction states.
1
1. Introduction and overview
1.1. Challenge in the analysis of quantum many-particle
systems
The fundamental difficulty in the analysis of quantum many-body (lattice) systems is due
to the large size of the Hilbert space. Given a lattice L consisting ofN sites, and associated
with each site x ∈ L, a local Hilbert space Hx of dimension d, the total Hilbert space
H = ⊗xHx has dimension
dim(
⊗
x∈LHx) = dN , (1.1)
i.e., the dimension scales exponentially in the number of lattice sites. In contrast to clas-
sical many-body systems where the number of degrees of freedom increases linearly with
the system size, it increases exponentially for quantum systems. This mathematical prop-
erty corresponds to the fact that quantum systems are “nonlocal”. For classical systems
the state of the full system can be specified by specifying the states of all subsystems, e.g.,
for each lattice site the number of particles and/or the spin orientation. For a quantum
system in a pure state |ψ〉 ∈ H, however, it is in general not sufficient to specify the re-
duced density matrices ρˆx = TrL\{x} |ψ〉〈ψ| for all sites x. The state |ψ〉 contains more
information than the collection of subsystem density matrices, in particular information
about correlations of the subsystems. In comparison to classical systems, the nonlocality
makes quantum systems much more complex but also more powerful – a notion that can
be substantiated in the following sense:
If, on the one hand, we had a scalable quantum computer [1], which is a computing
device that exploits quantum nonlocality, several tasks like factoring [2, 3] or searching
in an unsorted database [4, 5] could be executed faster than with any known algorithm on
classical computers. Conversely, the quantum computer can of course execute any classical
program with the same number of operations as the classical computer.
On the other hand, quantum systems are harder to analyze. What precisely “harder”
means is a topic of complexity theory. Following earlier works [6, 7], it was for example
shown in Ref. [8] that the 2-local Hamiltonian problem is QMA-complete: The k-local
Hamiltonian problem concerns Hamiltonians on N qubits (spins 1/2) which contain only
interaction terms acting on at most k, not necessarily neighboring, qubits. The problem
poses the question whether the ground state energy of such a Hamiltonian is below some
energy E or above E + ∆E with some finite (small) ∆E. The complexity class Quantum
Merlin Arthur (QMA), introduced in Refs. [9, 6], is the quantum analog of the classical
complexity class NP; see footnote 1 for short definitions. For the complexity classes P,
1 The complexity classes that are referred to here concern decision problems, i.e., questions on an infinite set
of inputs, e.g., given as bit strings, that have answers ’yes’ or ’no’, corresponding to a single output bit.
The specification of solutions to many practically relevant tasks such as the traveling salesman problem,
where the answer is a route, require more than one bit. Such tasks are called function problems. As long as
the number of output bits scales polynomially in the number of input bits, such problems can be mapped
to a collection of decision problems and the results on the corresponding complexity classes translate
trivially.
P is the class of decision problems that can be solved in polynomial time on a classical computer,
2
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NP, and QMA, the following inclusion relations hold:
P ⊆ NP ⊆ QMA, (1.2)
and it is generally believed that the classes are distinct; the converse would have earth-
shattering consequences. A problem is called hard for a given complexity class, if all other
problems of that class can be mapped to it with, at most, a polynomial loss in computation
efficiency. The problem is called complete, if it is hard and itself inside the class.
So the result of Ref. [8] implies that the problem of finding the ground state energy of
arbitrary 2-local Hamiltonians is already among the hardest problems in QMA. Hence,
it is potentially even too complex for a quantum computer to solve in polynomial time:
QMA is the quantum analog of NP; the quantum analog of P would be BQP, which
is the class of decision problems solvable by a quantum computer in polynomial time,
with an error probability of at most 1/3. In an effort to restrict the class of considered
Hamiltonians to physically more relevant settings, the result of Refs. [6, 8] has been ex-
tended to the 2-local Hamiltonian problem restricted to nearest-neighbor interactions on a
two-dimensional (2D) square qubit lattice [10], or even translationally invariant nearest-
neighbor interactions on a one-dimensional (1D) lattice [11].
In comparison to the discussed problem of finding the ground state energy for quantum
systems, the task of finding the ground state energy of classical k-local Hamiltonians is
equivalent to the so-called MAX-k-SAT problem. MAX-2-SAT is NP-complete, even un-
der restriction to geometrically local interaction terms in two-dimensional real-space. So,
quantum local Hamiltonian problems are harder to solve than classical ones, if QMA6=NP.
1.2. Techniques for the analysis of quantum many-particle
systems
The astonishing results presented in the previous section do however not imply that deter-
mining ground state properties of a particular (physical) system is in general a hopeless
endeavor. Complexity theorists rather prove that certain classes of Hamiltonians contain
representatives for which ground state properties are hard to obtain. The Hamiltonians that
are constructed to prove the hardness of the ground state energy decision problems are still
relatively artificial and, in particular not translationally invariant [10], or work with local
Hilbert spaces of relatively large dimension [11].
meaning that the number of operations scales polynomially with the number of input bits.
NP is the set of all decision problems where for each ’yes’-case, there exists a proof for the fact that
the answer is really ’yes’ that can be verified in polynomial time by a deterministic Turing machine (a
classical computer) – or, equivalently, the set of decision problems solvable in polynomial time by a non-
deterministic Turing machine. NP contains for example the traveling salesman problem.
QMA is the set of decision problems where for each ’yes’-case, there exists a polynomial-size quantum
proof (a quantum state for a polynomial number of qubits) which convinces a polynomial-time quantum
verifier (a program on a quantum computer that finishes in polynomial time, e.g., a quantum circuit with a
polynomial number of gates) with high probability of the fact that the answer is really ’yes’. Also, when
the answer is ’no’, every polynomial-size quantum state is rejected by the verifier with high probability.
3
1. Introduction and overview
The technical challenges posed by quantum nonlocality and the general complexity of
determining ground state properties, or good approximations thereof, can be approached
in different ways. Several of the most successful analytical and numerical techniques are
summarized in the following and it is stressed what approximations are used to reduce the
complexity of the problem. This will also motivate the need for the numerical methods
addressed in this thesis and put them into context. In particular, the theoretical under-
standing of strongly correlated two-dimensional fermionic or frustrated spin systems is
still incomplete and the development of new techniques for those cases is of great interest
as discussed below in Sec. 1.3.
Exact diagonalization
The Hamiltonians of systems below a certain size can be diagonalized exactly. One can
treat larger systems by not determining all eigenstates but only the ground state [12, 13]
by Krylov subspace methods as for example the Lanczos algorithm [14], and by exploiting
symmetries. Similar techniques can be used to obtain time-evolved states [15, 16]. For the
Sz = 0 sector of translation invariant spin 1/2 models one can nowadays treat systems of
around 40 sites.
Exact diagonalization of quasi-free systems and Bethe ansatz integrable systems
The complexity of the problem is reduced drastically for quasi-free and Bethe ansatz in-
tegrable systems [17–20]. Quasi-free systems, Hamiltonians which are quadratic forms
in annihilation and creation operators, can be diagonalized by solving a single-particle
eigenstate equation. The ground states and thermal states are Gaussian states, i.e., fully
characterized by the single-particle Green’s functions 〈aia†j〉 and 〈aiaj〉. Hence, there are
at most O(N2) degrees of freedom.
Certain models of interacting one-dimensional lattice systems can be solved by the
Bethe ansatz. Here, the many-particle physics is reduced not to single-particle but to
two-particle physics, in the sense that the many-particle scattering matrices are two-body
reducible [21, 18], i.e., that they can be expressed as products of two-body scattering ma-
trices. For example, the ground state is determined by solving a system of M coupled
equations for M rapidities, for example with M = N/2 for the Sz = 0 sector of a spin
model.
Mean-field theory
Mean-field approaches reduce the problem with interaction, in an approximation, to a
quasi-free one. The interactions with other particles are accounted for by introducing a
(self-consistent) extra term in the single-particle Hamiltonian. In the case of a density-
density interaction, the extra term could for example be the density operator coupled to
a scalar (mean) field that represents the density of the other particles. The single-particle
4
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problem is then solved self-consistently with respect to the mean field. The resulting many-
particle state is a tensor product of the single-particle states, showing the severity of the
approximation. It should be valid for phases where correlations between the particles and
the fluctuations of the order parameter around its mean-field value are small. The mean-
field approach can be formulated rigorously in the path integral picture as a Hubbard-
Stratonovich transformation, introducing a new auxiliary field, followed by a saddle-point
approximation with respect to the auxiliary field.
Density functional theory
The situation is quite similar in density functional theory [22–25], where the Kohn-Sham
equations, which are again single-particle equations, have to be solved self-consistently
with respect to the electron density. The approximation applied here concerns the exchange-
correlation energy functional which is actually nonlocal but usually approximated to be
local, e.g., in the local density approximation or generalized gradient approximation.
Dynamical mean-field theory
Dynamical mean-field theory (DMFT) [26–29] goes beyond the mean-field approxima-
tions. The interacting lattice problem is reduced to a self-consistent impurity problem
where particles interact only on a single site: Using the so-called cavity method, one de-
rives from the action of the full lattice model an effective action S0eff for a single site.
This effective action is drastically simplified by considering the limit of an infinite lattice
coordination or, equivalently, infinite space dimension. Taking this limit as an approxi-
mation, S0eff becomes a function of the single-particle Matsubara Green’s function G0(τ);
terms with higher-order Green’s functions vanish. This Green’s function G0(τ) takes the
role of the mean-field and has to be determined self-consistently. Therefore, this approach
is referred to as ”dynamical” mean-field theory, as G0(τ) encodes temporal correlations.
The approximation neglects higher-order nonlocal fluctuations. In order to calculate the
onsite Green’s function from a given effective action S0eff, one can apply a mapping to an
equivalent impurity problem, mentioned above. This is still a many-particle problem, but a
simpler one. In many cases it can be tackled numerically by exact diagonalization (restrict-
ing the size of the non-interacting bath), quantum Monte Carlo, numerical renormalization
group, density-matrix renormalization group (see below), and several other methods.
Perturbation theory
In perturbative approaches, the Hamiltonian is split into an exactly solvable part Hˆ0 and
the rest λVˆ , the perturbation, i.e., Hˆ = Hˆ0 + λVˆ . Observables are then expanded as
power series in the perturbation and estimates for them are obtained by evaluation of sums
or integrals for truncated versions of the series2:
2The perturbative expansions often have convergence radius zero and are rather asymptotic series, meaning
that the infinite series is divergent but an optimal truncation order of the series exists which yields the best
5
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The linked-cluster expansion technique [30–33] is based on the Rayleigh-Schro¨dinger
perturbation theory and is applicable if the ground state of the unperturbed Hamiltonian Hˆ0
is a product state with respect to real-space. The perturbative series can then be organized
as sums of terms that act on small real-space clusters for which the necessary maximum
cluster size increases with the truncation order of the expansion. This reduces the problem
to a perturbation theory on small clusters, and enables efficient numerical calculations.
A predominantly analytical approach is the diagrammatic perturbation theory where
Hˆ0 contains only single-particle terms and the many particle path integral is expanded
in the perturbation. This leads via Wick’s theorem to series expressions for observables
as sums and integrals over products of unperturbed single-particle Green’s functions and
vertex functions of the interaction Vˆ . The terms can be visualized in the form of Feynman
diagrams. An alternative operator based derivation is commonly known as the S-matrix
expansion. In certain physical situations, one can identify subclasses of diagrams that
dominate (in certain limits) all other diagrams of the same order and allow for an exact
summation of the perturbation series for that dominating diagram subclass, as for example
in the random phase or non-crossing approximations.
Functional renormalization group
Perturbative approaches are restricted to weak interactions. But even for weak interactions,
they are often plagued by infrared divergences when there is more than one energy scale in
the problem. To solve this, one can supplement the diagrammatic perturbation theory with
a renormalization group (RG) procedure [34–37] which treats the energy scales succes-
sively, as in the functional RG techniques [38–42]. One introduces an infrared cutoff Λ in
the free single-particle Green’s function g (the propagator), resulting in a Λ-dependence of
all vertex functions3 . Differentiating with respect to Λ yields an exact hierarchy of differ-
ential equations for the vertex functions. By integrating the full infinite set of differential
equations from a cutoff value Λ0 with the trivial propagator gΛ0 = 0 to a value Λ1 < Λ0,
such that gΛ1 = g, one would obtain the exact vertex functions of the interacting system.
In the cases of interest, this is typically not possible and the approximation consists in
truncating the hierarchy of differential equations at a certain order. In this way, the com-
plexity of the problem has been reduced to an integration of a coupled system of differential
equations for a set of momentum and frequency dependent vertex functions.4 The latter
dependencies pose the largest remaining technical complication. The approximation used
approximation to the exact result (for the observable).
3The k-particle vertex function is the sum of all one-particle irreducible diagrams with k amputated incoming
and k amputated outgoing lines (open indices at interaction vertices). Diagrams are called “one-particle
irreducible” if they stay connected when a single propagator line is cut. The 1-particle vertex function is
the self-energy. From the vertex functions one can for instance obtain all Green’s functions.
4The scheme introduced in Refs. [41, 43] focuses on vertex functions, i.e., derives the RG equations for ver-
tex functions from the effective action. Alternative schemes derive RG equations for amputated connected
Green’s functions from the effective interaction [40] or for other related k-particle functions from the Wick
ordered interaction [42]. Truncating those different exact hierarchies of differential equations corresponds
to slightly different approximations.
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here differs profoundly from the one in the one-step perturbation theory and the method is
not necessarily restricted to weak interactions. The criterion is that the truncation of the
hierarchy needs to be valid along the full path of the renormalization procedure.
Quantum Monte Carlo
Numerical approaches to many-particle quantum systems have become more and more
important. A prominent class are sampling techniques. Two of the earliest examples are the
variational Monte Carlo (VMC) and the diffusion Monte Carlo (DMC) [44–47]. In VMC,
an ansatz is made for the many-particle wavefunction, e.g., a Jastrow-type wavefunction
[48]. The parameters of the trial wavefunction are optimized by minimizing the energy
expectation value. For this purpose, the energy can be evaluated by sampling. In DMC, a
trial wavefunction is evolved in imaginary time, corresponding in the infinite time limit to
a projection onto the ground state. The time integrals for the corresponding propagators
are evaluated by sampling. There are several quantum Monte Carlo (QMC) techniques that
work at finite temperature and are especially suited for examinations of lattice models. All
those schemes work by expressing expectation values in the form
〈Aˆ〉 ≡ Tr ρˆAˆ =
∑
c
p(c)A(c) (1.3)
and Monte Carlo sampling occurs with respect to the configurations c. The way in which
such a representation is achieved, is specific for the different methods. In the method of
the seminal Ref. [49], also called world line Monte Carlo, the Hamiltonian is split into p =
O(1) easily diagonalizable parts Hˆ = ∑pi=1 Hˆi and the thermal density matrix is then ex-
panded using a Suzuki-Trotter decomposition, e.g., e−βHˆ = (
∏p
i=1 e
−∆τHˆi)M +O(∆τ2),
with ∆τ = β/M . Inserting suitable completeness relations between the exponential fac-
tors in this expansion, expectation values of observables that are diagonal in the chosen
basis are of the form (1.3) and can be evaluated by sampling over the pM sets of basis
states.5 The described method requires extrapolation in the imaginary time step ∆τ . Al-
ternative expansion schemes avoid this. One is the stochastic series expansion [50] which
is basically a high-temperature series expansion of the partition function and observables.6
5The typical situation for the splitting of the Hamiltonian is that each Hˆi =
P
b Hˆi,b is a sum of short-ranged
interaction terms with disjoint spatial support. Each exponential factor can hence be written as a product of
commuting local terms e−∆τHˆi = Ui =
Q
b Ui,b and matrix elements can be conveniently evaluated with
respect to an orthonormal product basis |σ〉 = |σ1 . . . σN 〉. The expectation value for an observable Aˆ
that is diagonal in this basis attains the form Z〈Aˆ〉 = limM→∞ Pσ1...σpM 〈σ1|U1|σ2〉 〈σ2|U2|σ3〉 . . .
〈σp+1|U1|σp+2〉 . . . 〈σpM |Up|σ1〉 〈σ1|Aˆ|σ1〉, where Z is the partition function. Z = Z〈1〉 and Z〈Aˆ〉
are of the desired form
P
c p(c)A(c), where c =
LpM
n=1 σn and A(c) = 1 or 〈σ1|Aˆ|σ1〉, respectively.
6The Hamiltonian is a sum of bond terms Hˆ =
P
b Hˆb. Following a Taylor expansion of the ob-
servables in the inverse temperature β, one arrives at the form Z〈Aˆ〉 = PσP∞N=0 Pb1,...,bN
(−β)N
N !
〈σ|QNn=1 Hˆbn |σ〉 〈σ|Aˆ|σ〉, which can be evaluated by sampling over the choice of bonds
b1, . . . , bN and basis states |σ〉. For a Hamiltonian with Nb identical bond interaction terms Hˆb, the
average expansion order is roughly N¯ ∼ βNb〈Hˆb〉 and the variance typically scales as (N − N¯)2 ∼ N¯
[50, 51].
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The second alternative is the path integral formulation of QMC [52], where one starts
from the many-body path integral and a splitting of the Hamiltonian into a part Hˆ0 that is
diagonal in a basis of real-space product states and the rest Vˆ . As in the diagrammatic per-
turbation theory, the path integral is expanded in Vˆ . Sampling occurs over the terms in Vˆ ,
the set of basis states, and for the evaluation of the imaginary-time integrals. Yet another
variant of QMC departs from the fixation on real-space. In the diagrammatic Monte Carlo
[53], the many-body path integral is expanded (with a different splitting of the Hamilto-
nian) just as in diagrammatic perturbation theory and sampling occurs, e.g., over Feynman
diagrams. The method is, however, restricted to cases where the perturbation series is
actually convergent and not of asymptotic character.
In the Monte Carlo schemes, the complexity of the many particle problem is reflected
in the necessary sampling time to obtain observables to a given degree of accuracy. Ini-
tially, transitions between different configurations c during the sampling were done by
local changes. Due to this, autocorrelation times for the observables, and hence the nec-
essary simulation times, diverged at second order phase transitions. This was solved by
introducing loop and worm algorithms for the configuration updates [54, 55, 51]. They are
equivalents of the cluster updates [56] in classical Monte Carlo. Still, the computational
cost grows with the amount of quantum correlations. To obtain ground state properties
with the stochastic series expansion or path integral representation in the vicinity of a con-
tinuous quantum phase transition,7 one needs to scale the temperature for the simulation
with the energy gap, resulting in a divergent average expansion order. The efficiency of the
Monte Carlo schemes also relies on the condition that the function p(c) in Eq. (1.3) can be
treated as a probability distribution, i.e., is non-negative. For several frustrated spin mod-
els, and quite generically for fermionic models, this has not been achieved. In such cases,
the simulation cost scales exponentially in the system size and the inverse temperature.
This is known as the so-called sign problem of QMC [62, 63].
Numerical renormalization group
A purely numerical RG scheme for impurity problems (a small interacting system coupled
to a bath of free particles), as occurring in the DMFT calculations described above, is the
numerical renormalization group (NRG) technique [37, 64]. The energy band of the bath
is split into a logarithmic set of intervals |ε| ∈ [Λ−(n+1),Λ−n). The first approximation
used in this method is to retain only one bath mode for each interval. The resulting dis-
7 Continuous phase transitions can occur when an external control parameter g is varied. They are accom-
panied by the onset of an order parameter at the critical point g = gc and a divergence of the correlation
length in its proximity. In classical systems at finite temperature, the transitions are driven by the compe-
tition between the energy of the system and the entropy of its thermal fluctuations. In quantum systems,
phase transitions are also possible at zero temperature, when a non-thermal parameter is varied [57, 58].
At the quantum critical point, the order is destroyed solely by quantum fluctuations. The spatial order
parameter fluctuations become long-ranged and the energy gap to the first excited state vanishes. (That
the gap necessarily vanishes when the correlation length diverges can be proven by application of Lieb-
Robinson bounds [59–61].) Due to scale-invariance, observables depend via power laws on the system
parameters, characterized by so-called critical exponents.
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cretized model is mapped to a model on a semi-infinite chain by tridiagonalization of the
impurity-bath coupling. The first site of the chain corresponds to the impurity system, the
remaining sites to the bath degrees of freedom at lower and lower energy scales. This is the
starting point for the RG scheme: Starting from the Hamiltonian restricted to the first few
sites, in each step, the restricted Hamiltonian is diagonalized and the resulting eigenbasis
is truncated to a finite number of states to retain only the low-energy subspace. Then an-
other site is added, and the Hamiltonian for the enlarged system, projected to the reduced
basis, is again diagonalized. In this way, the ground state can be determined by iterative
diagonalization, accompanied with a truncation of high energy degrees of freedom. The
computation cost scales cubically in the number of retained energy eigenstates.
Density-matrix renormalization-group
The density-matrix renormalization-group (DMRG) method was developed in a similar
spirit [65, 66]. The objective is to calculate the ground state for a one-dimensional lattice
system numerically. The method borrows the idea from NRG to work in an optimally
chosen reduced basis. The (finite) system is split into three parts, a small central part for
which the full basis is used and the left and right parts for which truncated sets of, say χ,
basis states are retained. In each step of the simulation, the Hamiltonian of the full system
is projected to the reduced Hilbert space for such a splitting of the system and the ground
state |ψ〉 of the projected Hamiltonian is determined, e.g., by using the Lanczos algorithm
[14]. Then one changes the choice for the splitting of the system and moves the central
part for instance one site to the right, i.e., shifts one site from the central to the left part
and one from the right to the central part. In doing so, the (reduced) basis of the left part
is enlarged by a factor of d, which is the Hilbert space dimension for a single site. The
RG-like feature consists now in retaining only χ of those dχ basis states for the left part.
The applied criterion for the selection of states is not the energy, as in NRG, but the states
are chosen as eigenstates of ρˆL = TrC,R |ψ〉〈ψ|, where TrC,R denotes the trace over the
central and the right part of the system. One retains the χ eigenstates of ρˆL that have
the largest eigenvalues. This corresponds to keeping the most important summands in the
Schmidt decomposition [67] of |ψ〉; see, e.g., [68, 69]. One continues now and sweeps
forth and back through the system, optimizing the retained basis states more and more to
obtain a better and better approximation to the real ground state. The computation cost and
(ultimately) achievable accuracy of the approximation are determined by the number χ of
retained basis states. Once the ground state is converged, observables can be evaluated
easily. Variants of this method can be used to calculate for example spectral functions
[70–72], time-evolved states [73–76], and to address systems at finite temperature [77–79]
or in the thermodynamic limit [80, 81].
As it turns out, DMRG is not necessarily to be understood as a renormalization tech-
nique, but can, equivalent to the description above, be formulated as a variational method
on a certain class of ansatz states [82] (see, e.g., also [68, 69]), the so-called matrix prod-
uct states (MPS) [83–85]. All DMRG methods have in common that the manipulated
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many-particle states are always of MPS form
|ψ〉 =
∑
σ1,...,σN
Tr(Aσ11 A
σ2
2 · · ·AσNN )|σ1σ2 . . . σN 〉, (1.4)
where (|σi〉|σi = 1, . . . , d) are basis states of the Hilbert space of site i and the Aσii are
matrices (of size χ × χ). The ground state algorithm, e.g., as described above in the
traditional interpretation of DMRG, corresponds to an iterative variational optimization of
the energy functional E(ψ) = 〈ψ|Hˆ|ψ〉/〈ψ|ψ〉. In each step of the iteration, the matrices
for a small (central) subsystem are optimized, while all other matrices are kept fixed.8 One
continues with the optimization of a neighboring site and sweeps forth and back through
the lattice until the energy converges. In many examples of interacting systems, DMRG
has been used to determine ground state properties correctly up to machine precision. In
other DMRG algorithms, e.g., real- or imaginary-time evolution operators are applied to an
MPS. Applying an evolution operator for a small time step to ψ exactly, requires in general
an increase in the matrix size χ → χ′ > χ. Due to limited computational resources, one
can not let the matrix size increase further and further. So, after each time step, the matrix
size is decreased by an optimal truncation procedure. It employs a Schmidt decomposition
of the state. The computation cost is polynomial in the matrix size χ. It scales for example
as χ3 in the ground state and time-evolution algorithms for systems with open boundary
conditions; see Sec. 1.5 for further details.
1.3. Potential of tensor contraction states for the description of
2D systems
The MPS in Eq. (1.4) is the prototype for the sort of ansatz states considered in the fol-
lowing: When expanding the many-body state in basis states |σ1 . . . σN 〉 that are tensor
products of site basis states {|σi〉|σi = 1, . . . , d}, one generally obtains an exponential
number of expansion coefficients ψσ1...σN , i.e., |ψ〉 =
∑
σ ψσ|σ〉. For the ansatz states
considered here, one reduces the number of degrees of freedom and expresses the expan-
sion coefficients in the form of partially contracted sets of tensors. Therefore, they will be
8Let the central subsystem consist of (usually two) sites i, i + 1, . . . , j, and let us define Bσi...σj :=
Aσii A
σi+1
i+1 · · ·Aσjj . Taking the derivative of the energy functional E(ψ) with respect to B :=
(Bσi...σj | . . . ), one obtains an effective eigenvalue equation for it that can be solved with the Lanc-
zos method [14]. After doing so we want to move, e.g., to the right, to optimize the degrees of
freedom for the correspondingly shifted central system. Hence, one needs a transformation such that
Bσi...σjA
σj+1
j+1 ≈ A˜σii B˜σi+1...σj+1 holds in a controllable approximation. This can be achieved by a
singular value decomposition Bσi...σj = Cσii ΛD
σi+1...σj , where Λ is the diagonal matrix of singular
values. This corresponds to the Schmidt decomposition of |ψ〉 = Pm λm|`m〉 ⊗ |rm〉 and the singular
values λm are the square roots of the eigenvalues of the reduced density matrix ρˆL =
P
m λ
2
m|ψm〉〈ψm|.
The number of nonzero singular values is now in general larger than the original χ and therefore, needs
to be truncated to retain only the largest χ, or some other number, corresponding to a suitable precision
criterion. With the corresponding (diagonal) projection matrix P , the algorithm proceeds to the next iter-
ation step with A˜σii = C
σi
i P and B˜
σi+1...σj+1 = PΛDσi+1...σjA
σj+1
j+1 . See, e.g., [69] for more details
on the relation between the traditional and the MPS interpretation of DMRG.
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called tensor contraction states, see Fig. 1.1. For MPS (1.4), those tensors are simply the
matrices Aσii and the partial contractions are matrix products. The structure of a decom-
position of ψσ into a product of tensors is to be chosen such that the number of degrees
of freedom (tensor elements) scales only polynomially with the system size N and such
that an efficient optimization algorithm for the tensor elements can be devised. As pointed
out before, the scaling of entanglement entropy can be used as a guiding principle for con-
structing such ansatz states. For this purpose, the next section summarizes results about
the scaling of entanglement entropy in physically relevant scenarios.
With the existing analytical and numerical techniques, described in the previous section,
weakly interacting regimes are typically well covered. For larger spatial dimensions & 3,
mean field approaches often work astonishingly well (for each model there exists an upper
critical dimension above which mean field theory yields the correct critical exponents).
For interacting electrons in three dimensions, e.g., the validity of the Fermi-liquid descrip-
tion9 is well accepted. Furthermore, strongly interacting one-dimensional lattice systems
are for instance very well covered by DMRG and QMC. Regarding the long-wavelength
properties, also the Luttinger liquid description10 is often a very good approximation. Also
functional RG may yield an, at least qualitative, understanding. The situation is different
for (strongly) interacting two-dimensional models. Except for certain limits, the Fermi liq-
uid theory is not applicable and a controlled functional RG is already hard to implement.
QMC works very well in several interesting cases, but it is inefficient for fermionic and
frustrated magnetic models where the sign problem [62, 63] occurs. DMRG is essentially
a technique for one-dimensional systems and inefficient for two dimensions. The reasons
for this inefficiency will be explained in Sec. 1.5. Hence, there are several interesting
two-dimensional (or effectively two-dimensional) systems which are still unsatisfactorily
understood. A prominent example are high-temperature superconductors [91–93]. The
Fermi-Hubbard model is a candidate for the description of the physics of the copper-oxide
planes, typical for those superconductors. With the different types of tensor contraction
states described above and the corresponding optimization algorithms, as addressed in this
thesis, one attempts to fill that gap in the analytical and numerical description of two-
dimensional models.
9The Fermi liquid theory describes the properties of “normal” metals. It was first introduced on a phe-
nomenological basis by Landau. It relies on an one-to-one correspondence between the low-energy exci-
tations of the free Fermi gas and those of the interacting electron system which are termed quasiparticles.
They can be envisaged as particles whose motion is disturbed by the surrounding particles and which
themselves perturb the particles in their vicinity. Remaining weak interactions between the quasiparticles
lead to finite life times and scattering that can be described by a Boltzmann equation. The theory was
substantiated by a microscopic perturbative derivation [86, 87], where the one-particle propagator and the
two-particle vertex function are the key quantities, and also by renormalization group calculations.
10In one dimension, the Fermi liquid theory is not applicable since the low energy regime is dominated
by collective excitations. In particular, the single particle Green’s function for a fixed momentum, as
calculated in second order perturbation theory, does not feature a single quasiparticle pole. Luttinger
liquid theory [88–90] focuses on the physics around the two Fermi points. The system can be mapped
to a bosonic quasi-free model which, then, reflects already the separation of spin and charge degrees of
freedom.
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|ψ〉 =
∑
σ
· |σ〉
σ1
σ2
σ3 σ4
σN. . .
|MPS〉 =
∑
σ
· |σ〉
A
σ1 σ2 σ3 σN
|MPS,2D〉 =
∑
σ
· |σ〉A
σ1 σ2 σ3 σ4 σ5
σ10 σ9 σ8 σ7 σ6
σ11 σ12 σ13 σ14 σ15
σ20 σ19 σ18 σ17 σ16
|PEPS2D〉 =
∑
σ
· |σ〉A
σ1 σ2 σ3 σ4 σ5
σ6 σ7 σ8 σ9 σ10
σ11 σ12 σ13 σ14 σ15
σ16 σ17 σ18 σ19 σ20
|MERA1D〉 =
∑
σ
· |σ〉
0
1
2=Nτ
τ
A
σ1 σ2 σ3 σ4 σ5 σ6 σ7 σ8
(a)
(c)
(d)
(e)
(b)
Figure 1.1.: (a) General state encoded by dN coefficients ψσ. (b-e) Different options for
organizing the degrees of freedom in a tensor contraction state. (b) MPS en-
coded byN rank-3 tensorsAi with dimensions (χi, χi+1, d). (c) Trying to use
an MPS for describing 2D ground states fails. For a fixed refinement param-
eter χ, the maximum entanglement entropy SmaxMPS for subsystem A does not
increase whenA is stretched in the horizontal direction, although the entangle-
ment in ground states actually scales with the surface area ofA (up to logarith-
mic corrections). (d) 2D PEPS encoded by N rank-5 tensors with dimensions
(χ, χ, χ, χ, d) for the bulk of the system, and tensors of correspondingly lower
rank for the open boundaries of the system. (e) 1D MERA encoded by rank-4
tensors that represent disentangling unitaries and rank-3 tensors that represent
projecting isometries. The different layers τ of the MERA can be interpreted
as realspace renormalization steps. In each step, the number of sites is halved.
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Entanglement entropy quantifies quantum nonlocality for pure states; see Sec. 1.1. For
a system divided into two subsystems A and B = L \ A, containing NA and NB sites,
respectively, the entanglement entropy for the state |ψ〉 is defined as the von Neumann
entropy of the subsystem density matrix, i.e.,
SA(ψ) = −Tr ρˆA log2 ρˆA where ρˆA = TrB |ψ〉〈ψ|, (1.5)
and SA = SB. The entropy equals zero for product states; SA(|ψA〉 ⊗ |ψB〉) = 0.
States that maximize the entropy are of the form |φ〉 = ∑Nmini=1 |iA〉 ⊗ |iB〉/√Nmin with
Nmin = min(NA, NB) and sets {|iA,B〉} of orthonormal states on the subsystem Hilbert
spacesHA andHB, respectively. They are called maximally entangled and yield the max-
imum entanglement entropy SA(φ) = log2 dNmin = log2 d · Nmin. For our purposes, it
is most interesting to look at simply connected subsystems. For this case, the maximum
entanglement entropy for a subsystemA of linear size ` in a D-dimensional lattice (e.g., a
hypercube of edge length `, or ball of radius `) in a larger environment B is
Smax(`,D) = log2 d ·NA = O(`D), (1.6)
i.e., proportional to the subsystem volume. States with an extensive entanglement entropy
dominate in the Hilbert space. When one draws pure states |ψ〉 ∈ HA ⊗ HB randomly
according to the Haar measure, those states are with high probability close to a maximally
entangled state [94].
In the following, the thermodynamic limit NB → ∞ of a finite system A in an infinite
environment B is assumed. It was mentioned before that systems of interest often do
actually not exploit the (insurmountable) maximum number of degrees of freedom. This is
reflected in the way the entanglement entropy scales with the subsystem size for the states
of interest. A central result is that in ground states of gapped systems with short-range
interactions, the entanglement entropy does not scale with the volume of the subsystem as
in Eq. (1.6), but rather with the subsystem surface area as `D−1, which is called the area
law, or as `D−1 log ` for some cases of critical systems; see footnote 7 on critical points.
Ground states in 1D
For non-critical systems, the correlation length ξ is finite and the entanglement for a sub-
system A of length ` with the rest of the system saturates for ` & ξ. This picture was con-
firmed in several numerical calculations. Exact results were for instance obtained for the
XY model and the XXZ model in a transverse magnetic field, by Jordan-Wigner transfor-
mation, the Bethe Ansatz, or the corner transfer matrix method; see for example [95–97].
S
gap
1D (`)
`&ξ−−→ S∗. (1.7)
Only the surroundings (length scale ξ) of the edges of the subsystems contribute to their
entanglement. Recently, this area law was proven on general grounds for gapped one-
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dimensional models with finite-range interactions and a non-degenerate ground state [98]
on the basis of Lieb-Robinson bounds [59–61].
For ξ  1, i.e., close to a critical point, the long-range properties of the non-critical
system can often be described by a massive 1 + 1-dimensional relativistic quantum field
theory. Calculations in this framework [97] yield S∗ ∼ c3 log2 ξ. Here, c is the “conformal
anomaly number” or “central charge” of the conformal symmetry that governs the system
at the critical point.
At criticality (see footnote 7), the correlation length ξ diverges. As the energy gap van-
ishes, the corresponding field theory becomes “massless” and thus invariant under con-
formal transformations. The corresponding conformal field theories [99] are classified
by the representations of the conformal group in 1 + 1 dimensions, namely the central
charges c and c¯ of the holomorphic and the anti-holomorphic sectors.11 As derived in
Refs. [100, 101, 97], the entanglement entropy scales logarithmically with the linear sub-
system size `,
Scrit1D (`) =
c
3
log2 `. (1.8)
Explicit calculations for the XY model and the XXZ chain [96] confirm this result.
Ground states in D dimensions
For the case of quasi-free fermionic models, it was shown in Ref. [102] that for both the
critical and the non-critical case,
SFermi(`,D) ∼ `D−1S(`, 1), (1.9)
holds when the subsystem A is a D-dimensional cube. For the critical case, one can
indeed give lower and upper bounds to the entropy, proving that the area law is violated by
a logarithmic factor [103, 102]
O(`D−1 log2 `) ≤ ScritFermi(`,D) ≤ O(`D−1(log2 `)2). (1.10)
Assuming (without proof) that the Widom conjecture [104] can be applied to the given
case, Gioev and Klich derived further the dependence of the prefactor on the system pa-
rameters [102], finding
ScritFermi(`,D) =
`D−1 log2 `
(2pi)D−1
· 1
12
∫
∂Ω
dSx
∫
∂Γ
dSk |nx · nk|+ o(` log2 `), (1.11)
where Ω is the real-space region of A, rescaled by ` such that Vol(Ω) = 1. Vectors nx
and nk denote the normal vectors on the real-space surface ∂Ω and the Fermi surface ∂Γ.
11The classification concerns the representations of the Virasoro algebra which is the algebra of the gener-
ators of local conformal transformations. The conformal symmetries (including translations, rotations,
and scalings) in 1+1 dimensions are so restrictive that several computations are considerably simplified.
For example, two-point correlators of “quasi-primary” fields are fixed by the symmetries up to a scalar
coefficient.
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This is confirmed numerically with high accuracy in Chapter 3 and in the corresponding
Refs. [105, 106].
For quasi-free bosonic models and specific subsystem geometries, early field theoretical
and numerical calculations [107–109] indicated that the area law is obeyed both for the
gapped as well as the critical case. This is confirmed by the derivation of bounds on the
entropy [110, 111] for gapped systems, and by numerical calculations in the critical case
in Chapter 3 and Ref. [105].
Time-evolved states
Calabrese and Cardy [112] examined the evolution of entanglement entropy for a pure
state which is not an eigenstate of the (critical) Hamiltonian in the framework of 1+1-
dimensional conformal field theory. They found linear increase of entanglement with time
for t < `/2 and saturation to a value ∝ ` for t > `/2.
Scrit1D (`, t) ∝
{
t for t < `/2
` for t > `/2
(1.12)
Here, logarithmic corrections in the subsystem length ` have been omitted and units chosen
such that the maximum propagation speed of excitations is equal to one. To make sure that
this is not solely a feature of critical systems, the authors also inspect the spin-12 Ising
chain in a transverse magnetic field at and away from the critical field h = 1. Another
quite general result was presented in Ref. [113], where an upper bound on the evolving
entanglement entropy is given which is linear in time. Chapter 5 and Ref. [114] designate
conditions for both fermionic and bosonic quasi-free D-dimensional systems for which
the entanglement entropy converges to an extensive value due to a dephasing effect, i.e.,
lim
t→∞S
dephase(`, t,D) = . . . ∝ `D (1.13)
which is the worst possible scaling as in Eq. (1.6).
For further details on entanglement entropy in many-particle systems, the interested
reader is referred to the recent review [115]. In the following section, the presented results
allow us to estimate how the number of degrees of freedom in a particular tensor contrac-
tion state needs to be scaled with system size or time, in order to obtain the correct scaling
of entanglement entropy, necessary to accurately describe the simulated system.
1.5. Promising classes of tensor contraction states and their
entanglement properties
In Sec. 1.3, the potential use of tensor contraction states for the simulation of many-particle
quantum systems, particularly two-dimensional models, was motivated. Compared to an
exact description, the degrees of freedom in those ansatz states are reduced in such a
way that many physical states of interest can still be described with a high accuracy at
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manageable computational costs. Here, several important examples for such classes of
states are presented and it is discussed how the substantially reduced number of degrees of
freedom has to be scaled with the system size in order to realize the scaling of entanglement
entropy as occurring in non-critical or critical ground states, or during time evolution.
First, the tensor contraction states which are of interest to this thesis are introduced
and upper bounds on the entanglement entropy, that can be encoded with those states, are
derived.
Matrix product states
For MPS [83–85], which are also know as finitely-correlated states and which are illus-
trated in Fig. 1.1b, the expansion coefficients ψσ = 〈σ|ψ〉 of the many-particle state with
respect to a basis of product states |σ〉 = |σ1 . . . σN 〉 are chosen as a product of matrices
Aσii with sizes χi × χi+1. For each lattice site, there are d of such matrices; see Eq. (1.4).
In other words, whereas the expansion coefficients for an arbitrary state are encoded as
a single tensor of rank N where all indices have dimension d, in an MPS, the expansion
coefficients are given by N tensors Ai of rank three with dimensions (χi, χi+1, d). The
indices one and two of the tensor for a site i are contracted with indices two and one of
the tensors Ai−1 and Ai+1. Note that, in order to define the MPS for a given lattice it is
necessary to define an ordering of the lattice sites. The dimensions χi, the refinement pa-
rameters, are typically chosen constant in the bulk of the system. The number of degrees
of freedom ∼ dχ2N is for fixed χ linear in the system size instead of exponential.
An upper bound for the maximum possible entanglement entropy SmaxMPS(i, j) for a split-
ting of the full system into a block A of sites {i, i + 1, . . . , j}, contiguous in the chosen
ordering, and the rest B, is given by
SmaxMPS(i, j) = log2 χi + log2 χj . (1.14)
This is seen as follows: The MPS (1.4) can be written as
|ψ〉 =
χi∑
α=1
χj∑
β=1
∑
σ
([Aσii · · ·Aσjj ]α,β · |σi . . . σj〉)
⊗ ([Aσj+1j+1 · · ·Aσi−1i−1 ]β,α · |σj+1 . . . σi−1〉) (1.15)
=:
χi∑
α=1
χj∑
β=1
|αβA〉 ⊗ |αβB〉 SVD=
χiχj∑
m=1
λm|mA〉 ⊗ |mB〉. (1.16)
The states {|αβA〉} and {|αβB〉} are defined by the matrix elements inside the paren-
theses of the first two lines. They are neither orthogonal nor normalized, and span χiχj-
dimensional subspaces ofHA andHB, respectively. Introducing orthonormal bases {|aA〉}
and {|bB〉} for those subspaces, the last equality results from a singular value decomposi-
tion (SVD) of the χiχj × χiχj matrix Ψ with
Ψab =
χi∑
α=1
χj∑
β=1
〈aA|αβA〉〈bB|αβB〉 SVD=
χiχj∑
m=1
〈aA|mA〉λm〈bB|mB〉. (1.17)
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Hence, the states {|mA〉} and {|mB〉} are orthonormal and the χiχj nonzero eigenvalues
of the subsystem density matrix are given by λ2m. The maximum entanglement entropy for
the given bipartition of the system, that can be encoded by the MPS, is given for the case
where all λ2m have the value 1/χiχj . Using the definition (1.5), this yields S
max
MPS(i, j) =∑χiχj
m=1(χiχj)
−1 log2(χiχj), i.e., Eq. (1.14).
Projected entangled-pair states
As we will see below, MPS are well suited for the simulation of 1D systems but generally
fail for higher dimensions. Their suitable generalization to D > 1 is given by tensor
product ansa¨tze [116–118], also known as projected entangled pair states (PEPS) [119]
and illustrated in Fig. 1.1d. As for MPS in 1D, the PEPS is encoded by assigning a tensor of
rank z+1 and size dχz to each lattice site. Here, z denotes the lattice coordination number,
the number of nearest neighbors for each site. Each tensor is contracted with the tensors
of all neighboring sites (indices of dimension χ) and has one open index (dimension d),
corresponding to the physical Hilbert space of that site. In a way, the tensor contractions
encode the correlations in the system – similar to the multiplications of transfer matrices.
An upper bound for the maximum possible entanglement entropy SmaxPEPS(A) for a split-
ting of the full system into a subsystem A, and the rest B, is given by
SmaxPEPS(A) = |∂A| log2 χ, (1.18)
where |∂A| denotes the surface area of the subsystem A, or more precisely, the number of
tensor contractions cut by the bipartition, see Fig. 1.1d. For a continuous block of linear
size `, it is ∝ `D−1, corresponding to the area law discussed in Sec. 1.4. The result (1.18)
can be obtained in the same way as for the MPS by a Schmidt decomposition
|ψ〉 =
χ|∂A|∑
γ=1
∑
σ,σ′
AσγB
σ′
γ |σA〉 ⊗ |σ′B〉 SVD=
χ|∂A|∑
m=1
λm|mA〉 ⊗ |mB〉. (1.19)
Multiscale entanglement renormalization ansatz
Another class of ansatz states is given by the multiscale entanglement renormalization
ansatz (MERA) [120]. A MERA is also given by a set of partially contracted tensors. The
particular form is motivated by a real-space renormalization picture. For each renormal-
ization step, nearest-neighbor unitaries act on the lattice, followed by isometries which
reduce the number of sites (corresponding to Kadanoff’s spin block transformation [34]),
yielding a new lattice with less sites. The unitaries are supposed to optimally disentan-
gle those sites from the rest of the system that are projected onto a single site of the new
lattice by the following isometry. For a finite D-dimensional lattice system with LD sites
and L = zNτ , where in each renormalization step, the number of sites reduces by a fac-
tor zD, the renormalization procedure ends after Nτ steps, i.e., the corresponding MERA
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consists ofNτ layers of tensors, see Fig. 1.1e. In such a construction, the number of tensor
contractions cut by the boundary ∂A of a bipartition is roughly given by
SmaxMERA(A)
log2 χ
∼
Nτ−1∑
τ=0
qτ |∂A| =
{
Nτ |∂A| = |∂A| logz L for D = 1
|∂A|1−qNτ1−q → |∂A|1−q for D > 1
(1.20)
where q = 1/zD−1. So also for MERA, in D > 1, the upper bound on the entanglement
entropy is proportional to the surface area |∂A| of the subsystem. In D = 1, it contains
the factor logz L, where L is the linear size of the full system A ∪ B.
Scaling of entanglement entropy versus scaling of the refinement parameter χ
The (maximum) scaling of the entanglement entropy Smax(χ) in the ansatz states, derived
above, is to be compared to the scaling of the entanglement S in the physical states of inter-
ests, discussed in Sec. 1.4. There, S was often given as a function of the linear subsystem
size `. Choosing in the comparison for finite systems of total linear size L a linear subsys-
tem size ` = O(L), one obtains the relation between χ and L. This yields the following
very rough scaling relations. The scaling of χ determines to a large extent the computa-
tional costs for ground state and time-evolution algorithms as those are polynomial in χ.
Situation Entanglement χPEPS χMERA
D ≥ 1, random state S(`) ∼ `D log2 d ∝ dL ∝ d(1−q)L
D = 1, non-critical S(`)→ S∗ ∼ c3 log2 ξ ∝ ξc/6 ∝ ξc/(6Nτ )
D = 1, critical S(`) ∼ c3 log2 ` ∝ Lc/6 ∝ 2c/6
D > 1, free fermions, non-critical S(`) ∼ γ`D−1 ∝ 2γ ∝ 2(1−q)γ
D > 1, free fermions, critical S(`) ∼ γ`D−1 log2 ` ∝ Lγ ∝ L(1−q)γ
D > 1, free bosons S(`) ∼ γ`D−1 ∝ 2γ ∝ 2(1−q)γ
D ≥ 1, time evolution S(`, t) ∼ γt`D−1 ∝ 2γt ∝ 2(1−q)γt
D ≥ 1, steady state S(`,∞) ∼ γ`D ∝ 2γL ∝ 2(1−q)γL
The variable q, occurring in the column for the MERA refinement parameter χMERA,
is defined as above as q = 1/zD−1, where zD is the factor by which the number of sites
reduces in each renormalization step. The column “χPEPS” states, for spatial dimensions
D > 1, the scaling of the refinement parameter χ for a PEPS and, for D = 1, its scaling
for an MPS, which is basically a 1D version of the PEPS. The table states rough scaling
relations for the required χ. For more precise relations one needs to consider the full
spectra of the subsystem density matrices as in Refs. [95, 121], not merely their entropy.
The DMRG and hence MPS have also been applied for 2D systems [122, 123]. For
this purpose, one chooses a certain ordering of the sites and puts the MPS onto the lattice
accordingly, see Fig. 1.1c. This approach is however not efficient when the entanglement
entropy obeys an area law: In the example of Fig. 1.1c the subsystem A is rectangular.
Let the edge lengths be labeled `x and `y. With an area law, the subsystem entropy is
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proportional to the surface 2(`x + `y). For the MPS, an upper bound for the entanglement
entropy is however given by 2`y logχ. As in Eq. (1.14), it is proportional to the number of
tensor contractions cut by the bipartition. Hence the refinement parameter χ needs to be
scaled exponentially in the horizontal extension Lx of the system.
According to the comparison in the table above, algorithms on MPS (for 1D), PEPS,
and MERA are generally efficient for the simulation of non-critical ground states. For
critical 1D systems, χPEPS needs to be scaled with a (small) power of the system size L. In
this case, the MERA states are favorable since χ can be kept constant when increasing the
system size. For D > 1, this advantage of the MERA is most likely lost, as both MERA
and PEPS obey an area law in this case.
However, the situation is less fortunate for time-evolved states, e.g., after quenches of
system parameters as considered in Chapter 5. The typically linear increase of S in time
and, for the steady state, the extensive scaling of S with the subsystem size ` require
an exponential scaling of the refinement parameter χ with t and L. Therefore, in time-
evolution simulations there is usually a maximum time at which the simulation needs to
be stopped, because entanglement entropy has grown to an extent that makes it infeasible
to continue representing the state of the system, with a given small deviation tolerance, in
form of an MPS, PEPS, or MERA with the given limited computer resources. See however
Chapter 6 for an application where this problem can be circumvented almost completely.
Optimization algorithms
To obtain a ground state, the tensor contraction states, introduced above, are typically op-
timized by iterative variation of the energy functional where, as in DMRG, a small set
of tensors is optimized in each step, or some form of imaginary time evolution is imple-
mented, see, e.g., [66, 124, 74, 81, 119, 125–129]. For all algorithms, the computational
costs scale polynomially in the refinement parameter χ.
The considerations about how χ is to be scaled with the system size naturally only
apply to simulations of finite-size systems. However, several algorithms work directly
in the thermodynamic limit [80, 81, 126, 127, 129]. For such simulations at a critical
point (except for the case of the 1D MERA), the finite refinement parameter χ induces an
effective finite correlation length ξ ∼ χκ [130, 131] just like other perturbations.
There are further classes of tensor contraction states which, due to a lack of locality
in the organization of the degrees of freedom, do not allow for an optimization in the
above sense, see, e.g., [132–134]. Such states are then typically optimized by Monte Carlo
techniques as in the traditional VMC method mentioned in Sec. 1.2. Algorithms for PEPS
and MERA scale polynomially in χ, but the leading power is already relatively high for
the 2D case. Hence, Monte Carlo optimization of those states is also a useful option.
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1.6. Content of the thesis and outlook
The first part of this work, extends the current knowledge on the scaling of entanglement
entropy in many-particle ground states, especially at criticality. The scaling of entan-
glement is derived within the framework of 1+1-dimensional boundary conformal field
theory, see Chapter 2. Instead of the von Neumann entropy, Re´nyi entropies are used,
generalizing the result (1.8). A special focus lies on the effect of the boundary conditions
which result in different additive constants to the entropy. Majorization relations for the
spectra of the subsystem density matrix are shown to hold along renormalization group
flows. Exact numerics for the scaling of entanglement entropy in critical 2D Fermi and
Bose systems are presented in Chapter 3. The scaling behavior, Eq. (1.11), for critical
fermionic systems, as conjectured in the literature, is confirmed to a high precision. For
the special case, where the Fermi surface of the critical system is zero-dimensional, an area
law with a sublogarithmic correction is observed. Calculations for critical Bose systems
confirm earlier indications for an area law. Whereas, in the rest of the thesis, translation
invariant models in finite spatial dimensions are considered, the entanglement scaling in
“collective” systems with an infinite lattice coordination number, or, equivalently, infinite
dimension is discussed in Chapter 4 together with some applications. At the critical point,
the entanglement is found to scale logarithmically with the subsystem size.
It is investigated in Chapter 5 how integrable models evolve in time, particularly in what
sense and due to what effect they can converge to a steady state. Sufficient preconditions,
examples, and counter-examples for such a convergence are given. The steady states differ
from the typical canonical ensembles: Due to the large number of integrals of motion they
carry memory of the initial states. The entanglement entropy in the steady states is found
to be extensive, i.e. proportional to the subsystem size; see Eq. (1.13).
The second part of the thesis, focuses on the simulation techniques employing tensor
contraction states. In Chapter 6, a new MPS (DMRG) method is presented that allows
for the precise determination of finite temperature spectral functions. In order to simulate
a finite temperature state, a purification is used. The limitation to finite physical times,
which occurs due to the growth of the entanglement entropy, is circumvented by contin-
uation of the measured observables via linear prediction to infinite times. The method is
benchmarked versus exact Bethe ansatz calculations for T = 0 and QMC for finite tem-
peratures. The proposed method seems to be favorable compared to the QMC approach,
since it avoids an ill-conditioned analytical continuation of the spectral function from the
imaginary to the real-time axis, as well as sign problems.
The PEPS and MERA simulation algorithms for higher-dimensional systems, as ad-
dressed in the previous section, are actually limited to the case of spin models. However,
several models of high interest, such as the 2D Fermi Hubbard model, are fermionic. In
principle, one could apply a Jordan-Wigner transformation in order to map the fermion
model to a spin model. But such transformations generate unfavorable nonlocal Jordan-
Wigner string operators which completely spoil the efficiency of the algorithms for PEPS
and MERA. To solve this problem, a fermionic variant of the MERA is introduced in Chap-
ter 7 and nonlocal operators are avoided by dynamically changing the particular mode
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ordering, chosen for the Jordan-Wigner representation, after each renormalization stage
in the fermionic MERA. In Chapter 8, this solution is developed into a general method
that allows to simulate the fermionic version of any spin tensor contraction state with the
same computational cost as for the corresponding spin case, up to marginal overheads.
The major part of the chapter applies to tensor contraction states in general. As a specific
example it is described in some detail how a spin PEPS algorithm needs to be modified for
simulations of fermionic systems.
Needless to say, there is much room for future research. Much of our knowledge about
the scaling of quantum nonlocality is based on quasi-free models. It is an important task
to add further results for interacting systems. The novel numerical approaches based on
tensor contraction states, especially those for fermions as developed in this thesis, pro-
vide new routes to some long-standing questions on quantum many-particle systems of
technological relevance – e.g., the phenomena of high-temperature superconductivity, or
frustrated magnetism. The scaling of the number of degrees of freedom and computational
cost seem to be manageable. Further research in this matter is concerned with the opti-
mization of the numerical algorithms for the specific needs of their applications in order to
achieve good convergence and reasonable computation times.
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2. Entanglement and boundary critical phenomena
Boundary critical phenomena are investigated from a quantum information
perspective. Bipartite entanglement in the ground state of one-dimensional
quantum systems is quantified using the Re´nyi entropy Sα, which includes the
von Neumann entropy (α → 1) and the single-copy entanglement (α → ∞) as
special cases. The contribution from the boundary entropy to the Re´nyi entropy
is identified, and entanglement loss along boundary renormalization group (RG)
flows is derived. This property, which is intimately related to the Affleck-Ludwig
g-theorem, can be regarded as a consequence of majorization relations between
the spectra of the reduced density matrix along the boundary RG flows. It is also
pointed out that the bulk contribution to the single-copy entanglement is half of
that to the von Neumann entropy, whereas the boundary contribution is the same.
Recently much work has been done to understand entanglement in quantum many-body
systems. In particular, the behavior of various entanglement measures at or near a quantum
phase transition [57, 58] has received a lot of attention; see Sec. 1.4 and Refs. [135–137,
96, 97, 101, 138–144]. These entanglement measures include the von Neumann entropy
and the single-copy entanglement, among others. The former is the most studied measure
and quantifies entanglement in a bipartite system in the so-called asymptotic regime [145],
whereas the latter was recently suggested to quantify the entanglement present in a single
copy [144]. For a system in a pure state |ψ〉 (e.g., the ground state) that is partitioned into
two subsystems A and B, the von Neumann entropy is
S1 ≡ −TrAρA log2 ρA (2.1)
where ρA = TrB|ψ〉〈ψ| is the reduced density matrix for A, and the single-copy entangle-
ment is S∞ ≡ − log2 λ1, where λ1 is the largest eigenvalue of ρA.
Studies of the von Neumann entropy for quantum spin chains [137, 96, 97, 101, 138–
142] have revealed that its dependence on the size ` of the block A is very different for
noncritical and critical systems. For the former, the von Neumann entropy increases loga-
rithmically with ` until it saturates when ` becomes of order the correlation length ξ, while
for the latter (having ξ =∞) it diverges logarithmically with `. Remarkably, the prefactor
of the logarithmic term is universal and proportional to the central charge of the underly-
ing conformal field theory (CFT) [100, 97]. Furthermore, it has been shown numerically
[146] that the entanglement loss along the (bulk) renormalization group (RG) flows, which
is consistent with the CFT predictions for the von Neumann entropy [97, 100] and with
Zamolodchikov’s c-theorem [147], can be given a more “fine-grained” characterization in
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terms of the majorization concept [148]. A theoretical analysis of majorization in these
systems also appeared recently [149].
Boundary critical phenomena [150] in one-dimensional (1D) quantum systems (equiv-
alently, 2D classical systems) have attracted a lot of interest, especially in the context of
boundary CFT. A closely related subject is the theory of boundary perturbations of certain
conformally invariant theories, so-called integrable boundary quantum field theory [151],
which is relevant to quantum spin chains with nontrivial boundary interactions, impuri-
ties in Luttinger liquids, Kondo physics, tunneling in fractional quantum Hall devices, and
open string theory. In these problems, the Affleck-Ludwig g-theorem [152, 153] plays a
similar role as the c-theorem does for bulk critical phenomena.
This chapter presents an investigation of boundary critical phenomena in quantum spin
chains from a quantum information perspective. The findings provide new insights into
the information-theoretic explanation of the boundary entropy and the g-theorem charac-
terizing the intrinsic irreversibility due to information loss along boundary RG flows [154].
The Re´nyi entropy (also known as the α-entropy),
Sα = (1− α)−1 log2 TrAραA, (2.2)
is used as an entanglement measure, partly motivated by the fact that both the von Neu-
mann entropy and the single-copy entanglement are special cases of the Re´nyi entropy,
corresponding to α → 1 and α → ∞, respectively. Using CFT expressions for the Re´nyi
entropy are derived which include a boundary entropy contribution, and it is shown that a
majorization relation underlies an entanglement loss along boundary RG flows (i.e., when
a system with a boundary interaction flows from an unstable to a stable fixed point). The
analytical arguments are supported with numerical density-matrix renormalization group
(DMRG) calculations [66, 68].
2.1. Re´nyi entropy and conformal field theory
Consider a 1D lattice of interacting spins with lattice spacing a. Let L be the total length
of the system, and let the two subsystemsA and B be blocks of consecutive spins of length
` and L− `, respectively. Then CFT predicts that for an infinite spin chain at criticality,
Sα =
c
6
(
1 + α−1
)
log2
`
a
+ c′α (2.3)
where c is the central charge and c′α is a non-universal constant [97]. For a semi-infinite
spin chain with the block A starting at the origin where a boundary interaction is applied,
we have instead
Sα =
c
12
(
1 + α−1
)
log2
2`
a
+
1
2
c′α + Sb. (2.4)
Here Sb = log2 g is the boundary entropy [152, 153], with g = 〈B|0〉, where |B〉 is a
boundary state [155, 156, 99] 1 and |0〉 is the ground state. It is emphasized that, compared
1The boundary states are also well-defined for systems off criticality, see Ref. [151].
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with the corresponding expression for S1 in Ref. [97], there is an extra factor 1/2 in front
of c′α and Sb in Eq. (2.4).
The corresponding Re´nyi entropies for finite L are found from Eqs. (2.3) and (2.4) by
standard conformal mappings [99]. As a result, the Re´nyi entropy for periodic boundary
conditions (PBC) [open boundary conditions (OBC)] is given by replacing
`
a
7→ L
pia
sin
pi`
L
(2.5)
in Eq. (2.3) [Eq. (2.4)]. For the OBC case it has been assumed that the BC on the left
and right ends are identical; otherwise one has to consider the complicating effects of a
boundary condition changing operator.
From these results one sees that the contribution of the bulk universal part to the single-
copy entanglement S∞ is always half of that to the von Neumann entropy S1, thus ex-
tending the conclusion in Ref. [144] for the XX chain (c = 1) to all conformally invariant
critical systems. However, it is stressed that the contribution of the boundary entropy to
Sα does not depend on α.
The details of the CFT derivation of the above results (which makes use of CFT ex-
pressions for TrAραA from Ref. [97]) will be given elsewhere. Here, instead, a heuristic
argument to justify Eqs. (2.3) and (2.4) is presented. As is well known, the central charge
c, which measures the (effective) number of gapless excitations, describes the way a spe-
cific system reacts to the introduction of a macroscopic length scale into the system [99].
Therefore, when the entire (infinite) system is partitioned into a block of length ` and its
environment, one may expect that the Re´nyi entropy Sα depends only on c and `/a with
some short distance cutoff a, e.g., the lattice spacing for quantum spin chains. Because
both the Re´nyi entropy and the central charge are additive, one can see 2 that the Re´nyi
entropy must be linear as a function of the central charge, i.e., Sα = cfα(`/a) + hα, with
fα a universal function and hα a non-universal (i.e., model-dependent) function. The spe-
cific form of the function fα may be determined by calculating the Re´nyi entropy for any
exactly solvable model, for instance the massless Dirac fermion field as done in Ref. [143]
for PBC, thus confirming Eq. (2.3). The calculation may be extended to the massless Dirac
fermion with a conformally invariant boundary, leading to the conclusion that hα consists
of the non-universal bulk part 1/2 c′α and the universal boundary part Sb. The bulk univer-
sal part of Eq. (2.4) and its counterpart for finite L result from the substitution c 7→ c/2,
` 7→ 2` and L 7→ 2L in Eq. (2.3) and its corresponding counterpart, due to the fact that one
may “unfold” the system by identifying left-movers at position x (x = ja, with j labeling
lattice sites) with right-movers at −x so that the resulting system consists of only right
movers subject to PBC and with the system size scales ` and L doubled and the number of
gapless degrees of freedom halved. The factor 1/2 in front of c′α in the second bulk term
in Eq. (2.4) also originates from this halving of the number of gapless degrees of freedom.
2For a composite systemAB consisting of two non-interacting systemsA and B, one has SABα (cAB, `/a) =
SAα (c
A, `/a) + SBα (c
B, `/a) and cAB = cA + cB. This implies that SAα (cA, `/a) = cAfα(`/a) + hAα .
So fα is not model-specific whereas hα is.
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2.2. S = 1/2 transverse Ising and XXZ chains in boundary
magnetic fields
Let us now address the implications of these CFT predictions for models of semi-infinite
quantum spin chains and let us first consider the S = 1/2 transverse Ising chain in a
boundary magnetic field, described by
HIsing = −
∞∑
j=0
(Sxj S
x
j+1 + hS
z
j ) + hbS
x
0 . (2.6)
Here h is the transverse bulk magnetic field, and hb is the boundary magnetic field. The
field is set to h = 1/2 so that the model is bulk critical with central charge c = 1/2. The
second model is the S = 1/2 XXZ chain, for which
HXXZ =
∞∑
j=0
(Sxj S
x
j+1 + S
y
j S
y
j+1 + ∆S
z
jS
z
j+1) + hbS
x
0 . (2.7)
Here ∆ denotes the anisotropy and hb is the (transverse) boundary magnetic field. The
model is bulk critical with central charge c = 1 for −1 < ∆ ≤ 1.
For both models, the points hb = 0 and hb = ±∞, corresponding to the free and fixed
conformally invariant BC, are boundary critical fixed points; the former is unstable and the
latter is stable. A boundary magnetic field hb > 0 is generally a relevant perturbation of the
free BC hb = 0, and generates a boundary RG flow of hb towards the fixed point hb =∞.
For 0 < hb <∞, the conformal invariance is lost, and the competition between boundary
ordering and bulk criticality introduces a crossover length ζ ∝ hd−1b [157], where d < 1 is
the scaling dimension of the relevant boundary perturbation. For the Ising model, d = 1/2,
and for the XXZ model, d = 2piR2, where R =
√
(1/2pi)− (1/2pi2) arccos ∆ is the
compactification radius. Furthermore, for both models, g for fixed BC is less than g for
free BC, which implies that the Re´nyi entropy is less for fixed than for free BC. This is also
consistent with the g-theorem [152, 153], which states that g decreases along boundary
RG flows. For the transverse Ising model, g = 1 (free) and g = 1/
√
2 (fixed) [155, 156];
for the XXZ model, g = pi−1/4(2R)−1/2 (free) and g = pi1/4R1/2 (fixed) [157]. It is
emphasized that even away from boundary critical points, Eq. (2.4) is still valid for ` > ζ,
due to bulk criticality.
HXXZ reduces to the isotropic XXX (Heisenberg) model for ∆ = 1 (R = 1/
√
2pi). This
case is special, because the boundary perturbation is marginal (d = 1). In fact, g = 2−1/4
for both free and fixed BC. The line from hb = 0 to hb =∞ is a line of fixed points; there
is no RG flow since g is the same everywhere along the line. To see this, let us consider the
finite XXX chain with identical boundary interactions at the two boundaries. This corre-
sponds to a free scalar boson field with a dynamical boundary interaction [158], for which
it was found that when both ends have the same BC, the partition function is independent
of the boundary interaction strength, reflecting the fact that the energy levels do not feel
the presence of the boundary interaction. Combining this with the CFT prediction [159]
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Figure 2.1.: Bipartite entanglement for the bulk critical transverse Ising model, quantified
by the von Neumann entropy S1 of the reduced density matrix. The block
size ` is given as T (`) (see text) which allows for a direct check of the CFT
predictions (2.3) and (2.4). The fit yields the predicted boundary entropies.
S = (pic/3β)L + 2Sb for the Gibbs entropy S ≡ −β2∂F/∂β, it is to be concluded that
the boundary entropy does not depend on the boundary magnetic field hb.
To check the CFT predictions, quasi-exact DMRG results are analyzed. Fig. 2.1 shows
the entanglement in the bulk critical transverse Ising model (2.6) for PBC and OBC with
different boundary fields hb. For PBC the DMRG variant described in Ref. [160] is used.
The block size ` is shown as T (`), with
TPBC(`) = log2
(
L
pia
sin
pi`
L
)
(2.8)
and
TOBC(`) =
1
2
log2
(
2L
pia
sin
pi`
L
)
, (2.9)
appropriate for a linear fit of the finite L counterparts of (2.3) and (2.4). The fits for PBC,
free OBC and fixed OBC yield the desired central charge (c = 0.500, 0.502, 0.498 ≈
1/2) and the predicted boundary entropies (Sfreeb = −0.003 ≈ 0, Sfixedb = −0.497 ≈
log2 1/
√
2), which can be read off from the differences of the axis intercepts. The curves
for nonzero hb converge for large ` to the fixed BC curve (the smaller the value of hb, the
larger the crossover length ζ). This implies that the boundary entropy for any nonzero hb is
the same as that for fixed BC, consistent with the explicit construction of boundary states
in Ref. [151].
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2.3. Majorization relations
Let us first recall the definition of majorization [148]. Consider two probability distribu-
tions λ ≡ {λi} and µ ≡ {µi} whose elements are ordered such that λ1 ≥ λ2 ≥ · · · ≥ λr,
and similarly for µ. The distribution λ is said to be majorized by µ, written λ ≺ µ, if∑k
i=1 λi ≤
∑k
i=1 µi for k = 1, . . . , r− 1 and
∑r
i=1 λi =
∑r
i=1 µi (= 1). Here the proba-
bility distributions are formed by the eigenvalues of the reduced density matrix ρA, and r is
the Schmidt rank. An elementary result [148] states that λ ≺ µ if and only if φ(λ) ≥ φ(µ)
for all Schur-concave functions φ 3. In fact, the Re´nyi entropy is Schur-concave for any
index α. Therefore it is necessary (but not sufficient) for the Re´nyi entropy for all indices
α to be monotonic with some system parameter (` or hb) for the corresponding spectra of
the reduced density matrix to be subject to a majorization relation.
The CFT results (2.3) and (2.4) show that at (both bulk and boundary) criticality the
Re´nyi entropy increases monotonically with the block size ` (for this to hold for a finite
chain of lengthL, `must be less thanL/2). In particular, the largest eigenvalue λ1 = 2−S∞
of ρA decreases with increasing `. This indicates that ρA′ ≺ ρA if the block A is a
sub-block of A′ 4. Indeed, the majorization relation follows from the fact that any two
eigenvalue distributions, corresponding to two different block sizes, only cross once when
the eigenvalues λi are plotted versus the eigenvalue index i. That is, an index i∗ exists,
such that λi decreases with increasing ` for i ≤ i∗, and λi increases with increasing `
for i > i∗. The uniqueness of this crossing is guaranteed by the fact that the eigenvalue
distribution follows λi ∝ qβi for both bulk and boundary conformal theories, apart from
degeneracies ni. Here q = exp(2piiτ) for conformal theories and q = exp(−piδ) for
boundary conformal theories, and βi are integers related to the scaling dimensions of the
descendant operators. The conformal invariance requires that both τ and δ should be
proportional to 1/ ln `. The discreteness of ni and βi ensures that they do not change when
the block size ` is varied (for finite L, ` must be restricted to even or odd values if the
model has a parity effect).
Next, let us consider the behavior of the Re´nyi entropy along boundary RG flows. By
combining the derived CFT results with the g-theorem, it follows that the Re´nyi entropy
decreases (more precisely, does not increase) along boundary RG flows. In particular, the
largest eigenvalue λ1 of ρA increases along the boundary RG flow. Furthermore, one may
argue that along the boundary RG flow, the eigenvalues of ρA take the same form λi ∝ qβi
as at the conformally invariant fixed point at the end of the flow, except that the dependence
of q on ` is different (again, the discreteness of the degeneracies ni and βi ensures that they
remain the same along the flow). However, for any nonzero hb, the bulk criticality requires
that the dependence δ ∼ 1/ ln ` is recovered for ` > ζ. It then follows that there is one and
only one crossing for the eigenvalue distributions versus i along the boundary RG flows.
3A function φ is Schur-concave if λ ≺ µ⇒ φ(λ) ≥ φ(µ).
4A rigorous proof for this fact was attempted in Ref. [149] for bulk conformal theories, where it was claimed
that all eigenvalues except the largest one increases with increasing block size `. This is not valid, as one
can see from the exact solution for the XX model [95], which shows that the second largest eigenvalue
first increases with ` before it starts decreasing. The turning point is at `/a ∼ 1800.
30
2.3. Majorization relations
 1e-14
 1e-12
 1e-10
 1e-08
 1e-06
 1e-04
 0.01
 1
 10  20  30  40  50  60  70  80
de
ns
ity
 m
at
rix
 s
pe
ct
ru
m
eigenvalue index i
free
hb=0.01hb=0.03hb=0.10hb=0.30
fixed
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
Figure 2.2.: Eigenvalue distributions for the reduced density matrix of a block of size
` = 128a in the bulk critical transverse Ising model (2.6) for various values of
the boundary magnetic field hb. The quasi-exact DMRG results confirm the
majorization relation along the boundary field RG flow (see text). The inset
shows that the crossing of the spectra occurs at i∗ = 1.
More precisely, an index i∗ exists, such that λi increases for i ≤ i∗, and decreases for
i > i∗ along the flows. This in turn implies the majorization relation.
A rough estimate for the crossing index i∗ can be obtained from the CFT predictions for
the largest eigenvalue λ1. This gives i∗ ∼ `c/6 for PBC and i∗ ∼ `c/12 for OBC. Thus the
block size ` must be sufficiently large to observe that the crossing occurs at i∗ > 1. For
instance, to see that the second largest eigenvalue decreases with increasing `, ` should
at least be 1800a for the semi-infinite XX chain, as estimated from the exact solution
[95]. DMRG calculations of the reduced density matrix spectra show majorization along
boundary RG flows, where eigenvalues down to ∼ 10−15 are considered. Fig. 2.2 shows
the crossing point i∗ of the spectra in the bulk critical transverse Ising model with block
size ` = 128a and various values of the boundary field hb. The crossing of the spectra
occurs here at i∗ = 1.
For the Heisenberg XXX model (∆ = 1) the Re´nyi entropy does not depend on the
boundary magnetic field: ∂Sα/∂hb = 0. These constraints (of which there is an infinite
number, one for each α) imply that the spectra of ρA do not vary with hb. Therefore
the presence of a line of fixed points here amounts to the statement that all of these critical
points share the same eigenvalue distribution, so there is no boundary RG flow (a boundary
RG flow would require a preferential direction characterized by (strict) majorization).
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2.4. Conclusions
In this chapter, the interrelations between the boundary entropy, the Affleck-Ludwig g-
theorem and entanglement in quantum spin systems with boundary interactions have been
investigated. The intrinsic irreversibility along boundary RG flows, as embodied in Affleck-
Ludwig g-theorem, is connected with the majorization relation solely characterized by the
ground state itself. The results will bring new insights into our understanding of 2D sta-
tistical mechanical systems with boundary interactions and (perturbed) conformal theories
defined on manifolds with boundaries. The equivalence between 1D quantum systems and
2D classical systems indicates that majorization relations should still be preserved in 2D
classical systems, even if it does not make sense to speak of quantum entanglement for
classical cases.
During the preparation of this part of the thesis, two related works [161, 162] appeared
which reached the same conclusion as here regarding the connection between the von
Neumann entropy and the single-copy entanglement for bulk conformal theories.
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3. Entanglement scaling in critical two-dimensional
fermionic and bosonic systems
The reduced density matrices of quadratic fermionic and bosonic models are
related to their Green’s function matrices in a unified way and the scaling of
the entanglement entropy of finite systems in an infinite universe is determined
exactly. For critical fermionic 2D systems at T = 0, two regimes of scaling
are identified: generically, one finds a logarithmic correction to the area law
with a prefactor dependence on the chemical potential that confirms earlier
predictions based on the Widom conjecture. If, however, the Fermi surface of the
critical system is zero-dimensional, one finds an area law with a sublogarithmic
correction. For a critical bosonic 2D array of coupled oscillators at T = 0,
the numerical results show that the entanglement entropy follows the area law
without corrections.
Entanglement is a key feature of the non-classical nature of quantum mechanics. It is a
necessary resource for quantum computation and is at the heart of interesting connections
between quantum information theory and traditional quantum many-body theory, such as
in quantum critical phenomena [163, 137, 135] or the quantum Hall effect [164, 165].
One of the most widely used entanglement measures for pure states is the entropy of
bipartite entanglement: For a pure state |ΨAB〉 of a bipartite ”universe” AB consisting of
system A and environment B it is given by the von Neumann entropy
SA = −Tr ρA log2 ρA, (3.1)
where ρA = TrB |ΨAB〉〈ΨAB| is the reduced density matrix of system A.
An important question is how the entanglement entropy scales at T = 0 with the size
of the system, assuming the universe to be in the thermodynamic limit. This was first
studied by Bekenstein in the context of black hole entropy [166]. As opposed to thermo-
dynamic entropy, which is extensive, entanglement entropy was found to be proportional
to the area of the black hole’s event horizon, its physical locus being essentially the hyper-
surface separating system and environment. Entanglement entropy scaling hence depends
decisively on the dimension d of the universe. As discussed in Sec. 1.4, this so-called area
law has been extensively studied. In one dimension, d = 1, scaling is well understood
both for fermions (or equivalently spins) [137, 138, 167] and bosons [168, 169]. For one-
dimensional spin chains at T = 0, one finds that the entanglement entropy SA(L) of a
system A of linear size L saturates away from criticality, but scales as log2 L when the
system becomes critical [137, 170, 140, 171, 141], i.e. when correlation lengths diverge.
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In the latter case, conformal field theory (CFT) yields [101, 97]
SA(L) =
c+ c¯
6
log2 L+ k, (3.2)
where c and c¯ are the holomorphic and the anti-holomorphic central charges of the field
theory. Essentially, there is no physical limit to the boundary region between system and
environment.
The situation is far less clear in higher dimensions d > 1. The area law implies that,
away from criticality, the entanglement entropy is essentially proportional to the surface
area of system A
SA ∼ Ld−1 , (3.3)
as confirmed in analytical calculations for (bosonic) non-critical coupled oscillators [110].
At criticality, the correlation lengths diverge and one may expect corrections to the area
law, as for d = 1. For critical ground states of fermionic tight-binding Hamiltonians, the
entanglement entropy was indeed found to scale as
SA ∼ Ld−1 log2 L , (3.4)
for both lattice models [103] and continuous fields [102]. The prefactor could only be
derived [102] assuming (i) the validity of the Widom conjecture [104] and (ii) its applica-
bility to the functional form of binary entropy. For bosons at criticality, numerical evidence
for the area law (3.3) was found for a three-dimensional array of coupled oscillators [108].
Callan and Wilczek derived the area law in approximative field theoretical calculations
[109].
Beyond the fundamental physical interest, entanglement scaling sets the scope of nu-
merical methods using tensor contraction ansatz states (see Secs. 1.3–1.5) such as the
density-matrix renormalization-group (DMRG) [66, 68], because the computation time
required to simulate a quantum state using these methods on classical computers increases
exponentially with its entanglement entropy.
In this chapter, the bipartite entanglement entropy is studied in a unified treatment for
exactly solvable two-dimensional fermionic and bosonic models at T = 0. To this purpose,
the reduced density matrix of a quadratic model is related to its Green’s function matri-
ces, generalizing work by Cheong and Henley [172] based on a coherent-state method
developed by Chung and Peschel [121]. For the critical fermionic two-dimensional tight-
binding model one finds as expected (3.4), but the exact calculation allows to identify the
dependence of the scaling law prefactor on the chemical potential µ. This verifies exactly
the behavior predicted in [102], where the validity of the Widom conjecture and its appli-
cability to the binary entropy were assumed. Interestingly, one observes a sublogarithmic
correction to the area law if the gap of the model closes in a zero-dimensional region of
momentum space (i.e. one or more points). For a critical bosonic two-dimensional model
of coupled harmonic oscillators it is found that the entanglement entropy saturates to the
area law (3.4), which confirms [108, 109].
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The generic quadratic Hamiltonians studied here are
HF,B =
∑
ij
[
a†iVijaj +
1
2
(a†iWija
†
j + h.c.)
]
, (3.5)
where ai ≡ ci and ai ≡ bi are fermionic and bosonic operators for HF and HB respec-
tively. Previous field-theoretical work did not indicate any qualitative dependence of the
entanglement entropy scaling on the presence or absence of interactions in the systems.
For one-dimensional systems it is known that the decisive difference is the presence or
absence of criticality, in whatever way it comes about. This is why the quasi-free case is,
for once, highly relevant.
3.1. Calculating entropy from Green’s matrices
Let us consider a bipartite universe AB of N modes (or sites). System A consists of n
sites; in the calculations, eventually, the thermodynamic limit N →∞ will be taken. The
relation between the Green’s function matrices of systemA and its reduced density matrix
ρA = TrB ρ can be derived by determining the matrix elements of the full density matrix
ρ with respect to coherent states and integrating out the variables of the environment B.
3.1.1. Fermionic systems
The Green’s function matrix for system A with respect to the operators Ai ≡ c†i + ci and
Bi ≡ c†i − ci, as defined by
[GBA]ij = Tr ρBiAj with i, j ∈ A, (3.6)
can be obtained exactly for the solvable Hamiltonian HF , Eq. (3.5), following [173]. It
can then be shown that ρA is given by
〈ξ|ρA|ξ′〉 = det
(
1−GBA
2
)
e−
1
2
(ξ?−ξ′)T ·(GBA+1)(GBA−1)−1·(ξ?+ξ′) , (3.7)
where ξ = (ξ1 . . . , ξn) are the Grassmann variables associated with system A, and |ξ〉
are the corresponding coherent states with ci|ξ〉 = ξi|ξ〉. Indeed (3.7) reproduces all two-
particle Green’s functions correctly and is, due to Wick’s theorem, thus the correct reduced
density matrix.
To calculate the entropy of system A, we can diagonalize ρA by the Bogoliubov trans-
formation
fq =
∑
i
[
Pqi+Qqi
2 ci +
Pqi−Qqi
2 c
†
i
]
, (3.8)
where PP T = QQT = 1 (due to the anti-commutation rules), Pq GTBA = νqQq and
Qq GBA = νqPq . The diagonalized reduced density matrix reads
ρA =
(∏
q
1−νq
2
)
· e−
P
q εqf
†
q fq , (3.9)
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with pseudo-energies εq = ln
1−νq
1+νq
, yielding the entropy
SA =
∑n
q=1 h(
1+νq
2 ), (3.10)
with the so-called binary entropy
h(x) = −x log2 x− (1− x) log2(1− x) . (3.11)
3.1.2. Bosonic systems
For the quadratic Hamiltonian HB the Green’s function matrices GAA and GBB with
respect to the operators Ai ≡ b†i + bi and Bi ≡ b†i − bi can be obtained as in [174]. With
respect to the bosonic coherent states bi|φ〉 = φi|φ〉, the reduced density matrix then reads
〈φ|ρA|φ′〉 = K ′e 14 (φ?+φ′)T ·(GAA−1)(GAA+1)−1·(φ?+φ′)
×e− 14 (φ?−φ′)T ·(GBB−1)−1(GBB+1)·(φ?−φ′) , (3.12)
where K ′ =
√
det (1 +GAA)(1−GBB) is determined by the normalization of ρA.
The Bogoliubov transformation
gq =
∑
i
[
Pqi+Qqi
2 bi +
Pqi−Qqi
2 b
†
i
]
, (3.13)
with P TQ = QTP = 1, PqGAA = µqQq and QqGBB = −µqPq diagonalizes ρA, giving
ρA =
(∏
q
2
µq+1
)
e−
P
q qg
†
qgq , (3.14)
where q = ln
(
µq+1
µq−1
)
are pseudo-energies. The entropy SA is the sum of the quasi-
particle entropies,
SA =
∑n
q=1
(
µq+1
2 log2
µq+1
2 − µq−12 log2 µq−12
)
. (3.15)
When choosing T = 0, i.e. when ρ is the ground state density matrix, Eq. (3.10) and (3.15)
give the entanglement entropy.
3.2. Critical fermionic entanglement and the Widom conjecture
The form of the logarithmic correction to the entanglement entropy in d > 1 dimensional
critical fermion models and bounds on it have been derived by Wolf [103], Gioev and
Klich [102]. Assuming that the Widom conjecture [104] holds also for d > 1 and that
the non-analyticity of the binary entropy h can be ignored at one point in the calculation,
Gioev and Klich [102] arrive at
SA ≡ SΩ(L) = c(µ)L log2 L+ o(L log2 L), (3.16)
c(µ) =
1
2pi
1
12
∫
∂Ω
dSx
∫
∂Γ(µ)
dSk |nx · nk| , (3.17)
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Figure 3.1.: The prefactor c(µ) in the entanglement entropy scaling law as a function
of the chemical potential µ for the ground state of the two-dimensional
fermionic tight-binding model in comparison to the result of Gioev and
Klich [102]. Insets show the hopping parameters and the Fermi surfaces for
µ = −3,−2,−1, 0.
where Ω is the real-space region of A, rescaled by L such that Vol(Ω) = 1. Vectors nx
and nk denote the normal vectors on the real-space surface ∂Ω and the Fermi surface
∂Γ(µ). With the method introduced in Section 3.1 applied for T = 0, one can calculate
the entanglement entropy for finite L exactly and thus check (3.16), also shedding some
light on the validity of the assumptions leading to (3.17).
3.2.1. Two-dimensional systems with a one-dimensional Fermi surface
The two-dimensional tight-binding model with periodic boundary conditions
H = −∑x,y (c†x,ycx+1,y + c†x,ycx,y+1 + h.c.) (3.18)
has the dispersion relation
E(k) = −2 · (cos kx + cos ky) . (3.19)
The ground state Green’s function matrix, from which the entanglement entropy is calcu-
lated, reads in the thermodynamic limit
Gr,r′ =
∫
Γ(µ)
d2k
(2pi)2
eik·(r−r′) , (3.20)
with r = (x, y). Fig. 3.1 shows the scaling prefactor c(µ) as fitted from the exact en-
tanglement entropy of an L × L square with the rest of the universe, which was obtained
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Figure 3.2.: The scaling prefactor c(µ) for the ground state of a two-dimensional fermionic
tight-binding model with next-nearest neighbor hoppings in comparison to the
result of [102]. Insets show the hopping parameters and the Fermi surfaces for
µ ∈ [−0.25,−1.75] in the quartered Brillouin zone.
from (3.10). It is in excellent agreement with (3.17) and supports thus also the Widom
conjecture for d = 2. The same agreement was found in the model
H = −∑x,y ((1 + (−1)y)c†x,ycx,y+1 + c†x,ycx+1,y+1 + c†x,ycx−1,y+1 + h.c.) (3.21)
which has a two-banded dispersion relation
E(k) = ±2
√
1 + 4 cos kx cos2 ky + 4 cos2 kx cos2 ky (3.22)
and a disconnected Fermi surface for µ ∈ [−2, 2], Fig. 3.2.
In a later work [106], the correctness of (3.16), (3.17) was in analogous manner also con-
firmed for a three-dimensional fermionic system.
3.2.2. Two-dimensional systems with a zero-dimensional Fermi surface
Especially for a comparison with bosonic systems, it is interesting to investigate models
with a zero-dimensional Fermi surface. In particular the two-dimensional model
H = −∑x,y (h · c†x,ycx+1,y + (1 + (−1)x+y)c†x,ycx,y+1 + h.c.) , (3.23)
is chosen which has for 0 ≤ h ≤ 1 the two-band dispersion relation
E(k) = ±2
√
1 + h2 cos2 kx + 2h cos kx cos ky, (3.24)
i.e. a gap of size 4(1 − h) at k = (pi, 0). Fig. 3.3 shows for µ = 0 and h → 1 how
the entanglement entropy converges to the area law with a sublogarithmic correction,
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Figure 3.3.: The upper right inset shows the entanglement entropy per surface unit
SΩ(L)/L (block of n = L2 sites) for a two-dimensional fermionic tight-
binding model with modulated vertical hopping (see the second inset) at
T = 0. The energy gap 4(1 − h) closes in the point k = (pi, 0). The ex-
trapolation limL→∞ SΩ(L)/L suggests a divergence for h→ 1.
SΩ(L) = L · o(log2 L), meaning limL→∞ SΩ(L)/(L log2 L) = 0. The curves SΩ(L)/L
for finite gaps were extrapolated to obtain limL→∞ SΩ(L)/L. Those values indicate in-
deed a divergence for h→ 1. This result is consistent with Eq. (3.16), as the scaling coef-
ficient c(µ), Eq. (3.17), vanishes for systems in d > 1 dimensions with a zero-dimensional
Fermi surface. Further investigations have to determine the analytical form of the sublog-
arithmic correction and its universality.
3.3. Critical bosonic entanglement
An important question is whether the logarithmic correction observed in the entanglement
entropy scaling law for critical one-dimensional bosonic systems is also present in higher
dimensional systems. To investigate this, let us examine a two-dimensional system of
coupled oscillators
H = 12
∑
x,y
(
Π2x,y + ω
2
0 Φ
2
x,y + (Φx,y − Φx+1,y)2 + (Φx,y − Φx,y+1)2
)
, (3.25)
where Φx,y, Πx,y and ω0 are coordinate, momentum and self-frequency of the oscillator at
site r = (x, y). The masses and coupling strengths are set to unity. The system has the
dispersion relation
E(k) =
√
ω20 + 4 sin
2 kx/2 + 4 sin2 ky/2, (3.26)
i.e. a gap of size ω0 at k = (0, 0).
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Figure 3.4.: The entanglement entropy per surface unit SΩ(L)/L (block with n = L2
sites) for the bosonic two-dimensional system of coupled harmonic oscillators
at T = 0. The curves converge for small energy gaps ω0. The extrapolation
limL→∞ SΩ(L)/L yields, for the critical limit, the area law SΩ(L) ≈ 0.45 ·L.
In the low-energy limit, the harmonic oscillators can be reduced to a field theory only
containing (∇φ)2, which describes a massless free bosonic model. The scaling of entan-
glement entropy in this model has been studied by Srednicki [108] numerically in d = 3
dimensions and by Callan and Wilczek [109] with approximate field theoretical methods
for all d > 1. Both provide evidence for the area law (3.3).
Applying the transformation
bi =
√
ω
2
· (Φi + i
ω
Πi) (3.27)
with ω =
√
ω20 + 4, the Hamiltonian (3.25) is mapped to the canonical form (3.5) and is
thus amenable to the method introduced in Section 3.1. The translation invariant Green’s
function matrices GAA and GBB of system A are at T = 0
GAA(r,0) = 1pi2
∫ pi
0
∫ pi
0 d
2k ωE(k) cos kxx cos kyy
GBB(r,0) = − 1pi2
∫ pi
0
∫ pi
0 d
2k E(k)ω cos kxx cos kyy
and the entanglement entropy is obtained from Eq. (3.15). Special care has to be taken for
the limit ω0 → 0, as this results in a singularity of the integrand for GAA. This was done
by calculating the entropy for ever smaller but finite gaps ω0 and refining in each numerical
integration the momentum space resolution until the integral converges. The limit ω0 → 0
was then investigated by extrapolation. Fig. 3.4 displays the entanglement entropy as a
function of the linear size L of system A for several ω0. The curves converge for ω0 → 0
and a finite-size scaling analysis yields (see the inset) limω0→0 limL→∞ SΩ(L)/L ≈ 0.45,
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i.e. the critical model obeys for d = 2 the area law SΩ(L) ≈ 0.45 · L. The fact that no
logarithmic correction is observed although the system is critical may be attributed to the
fact that the gap closes in a single point (or zero-dimensional region) of momentum space.
This is very similar to the same situation for fermionic systems analyzed in Section 3.2.2.
3.4. Conclusions
A relation between Green’s function matrices of quadratic fermionic and bosonic Hamil-
tonians to reduced density matrices was used to study bipartite entanglement entropy in
critical two-dimensional systems. Here, three different regimes for the scaling of the en-
tropy have been identified and substantiated with exact quantitative results:
• For critical fermionic systems with a one-dimensional Fermi surface, it follows the
area law with a logarithmic correction and the corresponding prefactor determined in
[102] under assumption of the Widom conjecture is correct. This gives also support
for the Widom conjecture in two dimensions.
• For critical fermionic systems with a zero-dimensional Fermi surface, it follows the
area law with a sub-logarithmic correction.
• For critical bosonic systems, it follows the area law without corrections.
Those findings demonstrate the subtle nature of entanglement at criticality, the physical
explanation of which remains a challenging topic for future research.
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4. Entanglement entropy beyond the free case for
collective models
A perturbative method to compute the ground state entanglement entropy
for interacting systems is presented. It is applied to a collective model of
mutually interacting spins in a magnetic field. At the quantum critical point, the
entanglement entropy scales logarithmically with the subsystem size, the system
size, and the anisotropy parameter. The corresponding scaling prefactors and
the leading finite-size correction to the entropy are determined. The derived
analytical predictions are in perfect agreement with numerical results.
In recent years, much effort has been devoted to the characterization of ground state entan-
glement in many-particle systems. Especially, its relationship with quantum phase tran-
sitions (QPTs) has been investigated, following the seminal works in one-dimensional
(1D) systems [135–137]. From these studies several fundamental questions have emerged
concerning the universality of the observed behaviors, as well as their classification. For
example, the entanglement entropy is known to scale logarithmically with the subsystem
size in 1D critical spin chains (see, e.g., Refs. [100, 137, 101, 140] and Sec. 1.4), though its
precise form depends on the boundary conditions, cf. [97, 175] and Chap. 2. It is natural
to wonder how that behavior is modified in higher-dimensional systems.
To address this question, the Lipkin-Meshkov-Glick model (LMG) [176] of mutually
interacting spins in a magnetic field is examined, i.e. a system with an infinite coordina-
tion number. Although the model was introduced in nuclear physics, it has been used to
describe many other physical systems such as Bose-Einstein condensates [177] or small
ferromagnetic particles [178] to cite just a few. Its entanglement properties have been
analyzed from different perspectives [179–181], but its entropy has only been studied nu-
merically [182].
The aim of this chapter is to investigate analytically the entanglement entropy in the
LMG model. First, the model is studied in the thermodynamic limit for which it can
be mapped onto a free bosonic system, allowing for an exact evaluation of the entropy
[183, 184, 105]. In a second step, the finite-size corrections to the entropy at and away
from the transition point are addressed. This leads to the derivation of a perturbative
method, because for a large but finite number of spins, the bosons are weakly interact-
ing. At the critical point, the entropy is found to grow logarithmically with the subsystem
size as in the critical 1D XY model [170, 167] which is the 1D counterpart of the LMG
model. However, the scaling prefactor differs from the 1D case and also disagrees with
previous numerical studies [182]. It is also shown that, at the quantum critical point,
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the entropy scales logarithmically with the system size and the anisotropy parameter, and
the associated scaling prefactors are computed. Away from criticality, the dependence of
the entropy on the subsystem size is found to differ considerably from the scaling in finite-
dimensional systems. The validity of the chosen approach is confirmed by numerical exact
diagonalization results. Further details are presented in [185].
4.1. Lipkin-Meshkov-Glick model
The LMG model describes the collective behavior ofN spins 1/2 with a mutual anisotropic
(XY ) ferromagnetic interaction, subjected to an external transverse magnetic field h. The
corresponding Hamiltonian H can be expressed in terms of the total spin operators
Sα =
∑
i σ
i
α/2, (4.1)
where σα are the Pauli matrices. Introducing the anisotropy parameter γ, it reads
H = − 1
N
(
S2x + γS
2
y
)− h Sz. (4.2)
Without loss of generality, one can assume 0 6 γ < 1 and h > 0. As discussed in
the literature, this system undergoes a second-order QPT at h = 1, between a symmetric
(h > 1) and a broken (h < 1) phase, which is well described by a mean-field approach.
The corresponding classical ground state is fully polarized in the field direction (〈σiz〉=1)
for h > 1, and twofold degenerate with 〈σiz〉=h for h < 1. Entanglement originates from
quantum fluctuations around these classical ground states.
4.2. Entanglement entropy
The entanglement entropy in the ground state |ψ〉 is defined as
E = −TrA (ρA ln ρA) = −TrB (ρB ln ρB) , (4.3)
where ρA,B = TrB,A (|ψ〉〈ψ|). For practical reasons, E is defined here with the natural
logarithm ln instead of log2 as is often done. This definition relies on a splitting of the
system into two blocks A and B, of sizes L and (N −L) respectively. Here, it amounts to
introducing
SA,Bα =
∑
i∈A,B σ
i
α/2. (4.4)
To describe quantum fluctuations and thus to compute the entanglement entropy, it is con-
venient to use the Holstein-Primakoff representation of these spin operators [186]
SAz = L/2− a†a, (4.5)
SA− =
√
L a†
√
1− a†a/L = (SA+ )†, (4.6)
SBz = (N − L)/2− b†b, (4.7)
SB− =
√
N − L b†
√
1− b†b/(N − L) = (SB+)†, (4.8)
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with SA,B± = S
A,B
x ± iSA,By . In this way, the LMG Hamiltonian can be mapped onto a
system of two interacting bosonic modes a and b, which satisfy the canonical commutation
rules. The above transformation is valid in the symmetric phase, but can also be used in
the broken phase, provided one first rotates the z-axis to bring it along the classical spin
direction [181].
4.3. Thermodynamic limit
At fixed τ = L/N , the Hamiltonian can be expanded in 1/N . At order (1/N)0 and for
h > 1, one gets
H = NH(−1) +H(0) +O(1/N) (4.9)
with H(−1) = −h/2 and
H(0) = −1 + γ
4
+
2h− γ − 1
2
(
a†a + b†b
)
+
γ − 1
4
[
τ
(
a†2 + a2
)
+ (1− τ)(b†2 + b2)
+2
√
τ(1− τ)(a†b† + ab)]. (4.10)
This effective bosonic Hamiltonian for the spin excitations is quadratic, and thus exactly
solvable. Following [183, 184], the reduced density matrix can be written as ρA = e−K
where, at the order considered here, K reads
K(0) = κ(0)0 + κ
(0)
1 a
†a + κ(0)2
(
a†2 + a2
)
. (4.11)
The key ingredients leading to this form are: i) the eigenvalues of ρA are non-negative
and smaller than one, which explains the exponential form; ii) Wick’s theorem holds for
quadratic Hamiltonians, constraining K(0) to be quadratic. The three coefficients κ(0)i can
be determined from the three conditions
TrAρA = 1, 〈〈a†a〉〉 = 〈a†a〉 and 〈〈a†2〉〉 = 〈a†2〉, (4.12)
where 〈Ω〉 = 〈ψ|Ω|ψ〉 and 〈〈Ω〉〉 = TrA(e−KΩ). To compute these expectation values,
one simply has to diagonalize H(0) and K(0). Then, the κ(0)i ’s are obtained by solving the
3×3 nonlinear system of equations (4.12). From these coefficients, one finally obtains the
entropy [105]
E(0) = µ+ 1
2
ln
µ+ 1
2
− µ− 1
2
ln
µ− 1
2
, (4.13)
with µ = α−1/2
√[
τα+ (1− τ)][τ + α(1− τ)], and
α =

√
h−1
h−γ for h > 1,√
1−h2
1−γ for h < 1.
(4.14)
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Figure 4.1.: Entanglement entropy as a function of the magnetic field, with fixed γ = 1/4,
τ = 1/4 and N = 32, 64, 128, 256 (from numerics) and ∞ (E(0)). Arrows
indicate the behavior of the finite-size correction in various regions. For h <
1, the figure shows E(0) + ln 2 for the reason given in the text. The inset is a
zoom around h =
√
γ where E(0) = 0, for N = 64 (black line) and∞ (red
line).
It is interesting to note that α = limN→∞ 4〈S2y〉/N also plays an important role for the
concurrence which is a two-spin entanglement measure [180, 181].
In the broken phase h < 1, the ground state is twofold degenerate in the thermodynamic
limit. The two quantum states belong to the maximum spin sector S = N/2 and are
eigenstates of the spin-flip operator
∏
i σ
i
z . This degeneracy is lifted for finiteN . Here, the
entropy stemming from quantum fluctuations around one of the (fully polarized) classical
ground states has been calculated. The classical ground states do not coincide with the
quantum ground states just discussed. However, they are closely related and it turns out
that the difference between E(0) and the actual entropy is equal to ln 2. Also note that for
h =
√
γ, the entropy E(0) vanishes since, there, the two degenerate quantum ground states
can be chosen as separable [181].
The comparison of E(0) with numerical results obtained from exact diagonalization is
shown in Fig. 4.1. For large N , excellent agreement is observed in both phases.
4.4. Critical scaling of the entropy
The main characteristic of the entropy E(0) is that it is finite for h 6= 1 whereas it diverges
at the critical point, in the vicinity of which one has
E(0) = −1
4
ln |h− 1|+ 1
2
ln[τ(1− τ)] + 1
4
ln(1− γ) +
1− x ln 2 +O(|h− 1|1/2), (4.15)
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with x = 1 for h > 1 and x = 5/4 for h < 1. The dependence on h differs from the one
given in Ref. [182] where, numerically, the entropy was found to behave as −16 ln |h− 1|.
The discrepancy comes from the too small investigated system sizes as shown in [185]. It
is also interesting to note that the same prefactor −1/4 was reported in the Dicke model
[187] using a different approach and it is very likely shared by a large class of collective
models.
As already observed for many physical quantities [180, 181], the 1/N expansion of
the entropy is singular at the critical point h = 1. This is reminiscent of a nontrivial
scaling behavior to be discuss in the following. To this purpose let us use the same scaling
hypothesis as in Refs. [180, 181] which assumes that in the vicinity of the critical point, a
physical observable Φ can be written as the sum of a regular and a singular contribution,
ΦN (h, γ) = Φ
reg
N (h, γ) + Φ
sing
N (h, γ) . (4.16)
Here, singular means that the function and/or its derivatives with respect to h diverge at
the critical point, following a power law. In addition, one has
ΦsingN (h ' 1, γ) ∼
(h− 1)ξhΦ(1− γ)ξγΦ
NnΦ
GΦ(ζ), (4.17)
where the scaling variable
ζ = N(h− 1)3/2(1− γ)−1/2 (4.18)
is introduced. The exponents ξhΦ, ξ
γ
Φ and nΦ are characteristics of the observables Φ. The
behavior of ΦsingN at the critical point is then obtained by noting that since no divergence
can occur at finite N so that one must have
GΦ(ζ) ∼ ζ−2ξhΦ/3 (4.19)
and consequently
ΦsingN (h = 1, γ) ∼ N−(nΦ+2ξ
h
Φ/3)(1− γ)ξγΦ+ξhΦ/3. (4.20)
To perform such an analysis for the entropy, one is led to consider Φ = eE which,
contrary to E , behaves as a power law at lowest order. Combining Eqs. (4.15)-(4.20), one
readily identifies ξhΦ = −ξγΦ = −1/4, and nΦ = 0. In the large N limit, one thus predicts
E(h = 1) ∼ χN lnN + χγ ln(1− γ) + χτ ln[τ(1− τ)], (4.21)
with χN = χγ = 1/6 and χτ = 1/2. This means that, at criticality and for fixed N ,
the entropy scales as 12 lnL, just like in critical 1D systems. If χγ is in agreement with
previous numerical results [182], it is not the case for χτ which was found to be close to
1/3.
To check the predictions, a finite-size scaling analysis of these prefactors has been per-
formed. As can be seen in Fig. 4.2, the exponents have not yet reached their asymptotic
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Figure 4.2.: Exponents χγ and χτ as a function of 1/N obtained from numerical diagonal-
ization of H . For clarity, both 2χτ and 6χγ are plotted which are expected to
be equal to 1 in the thermodynamic limit (dotted lines are guides for the eyes).
Inset: log2− log2 plot of the entropy as a function of N at fixed γ and τ . The
dotted line has a slope χN = 1/6.
value at N = 2000 which is the largest size analyzed in Ref. [182]. A simple extrapola-
tion of these finite-size results to the thermodynamic limit confirms the predicted values of
χN , χγ and χτ (dotted lines).
As a final word about the values of the prefactors, let us mention that the approach
chosen here similarly predicts χN = 1/6 in the Dicke model. This is consistent with the
value of 0.14± 0.01 obtained numerically [187].
4.5. Finite-size corrections
In the following the validity of the scaling hypothesis (4.17) is checked. To this purpose,
one must at least compute the 1/N correction to the entropy, which requires to develop
a perturbation theory to go beyond the free (quadratic) boson case. This calculation will
be performed in the symmetric phase only, since this is sufficient to extract the scaling
exponents. First of all, one has to expand
H = NH(−1) +H(0) +H(1)/N +O(1/N2), (4.22)
where H(1) is quartic in a and b. The idea is then to expand
K = K(0) +K(1)/N +O(1/N2), (4.23)
with
K(1) = κ(1)0 + κ
(1)
1 a
†a + κ(1)2
(
a†2 + a2
)
+ κ(1)3 a
†2a2
+κ(1)4
(
a†3a + a†a3
)
+ κ(1)5
(
a†4 + a4
)
. (4.24)
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K(1) can not contain any terms of order higher than four in a, because H(0) is quadratic
and H(1) quartic in a and b. In the framework of diagrammatic perturbation theory, all
terms correspond to certain vertices. Tracing out mode b cannot generate, in K(1), terms
of sixth order in a as every effective 6-legged vertex originates from the contraction of at
least two bare 4-legged vertices and is thus of order 1/N2 or higher. Analogous to the
quadratic case, the κ(1)i can be determined from the conditions
TrAρA = 1, 〈〈a†a〉〉 = 〈a†a〉, 〈〈a†2〉〉 = 〈a†2〉, (4.25)
〈〈a†2a2〉〉 = 〈a†2a2〉, 〈〈a†3a〉〉 = 〈a†3a〉, 〈〈a†4〉〉 = 〈a†4〉,
which must be satisfied at order 1/N . These expectation values can be evaluated by dia-
grammatic perturbation theory. An alternative route, used here, is to compute them by i)
diagonalizing the quartic operators H(0) +H(1)/N and K(0) +K(1)/N using the canoni-
cal transformation method described in Ref. [188] which requires to solve a linear systems
of 48 equations for H and of 6 equations for K; ii) solving the 6× 6 linear system result-
ing from (4.25) to obtain the coefficients κ(1)i . This second step can be done numerically,
but obviously, the full exact solutions of this problem cannot be given explicitly. How-
ever, the main interest being the behavior of the entropy near the critical point, its leading
contribution has been extracted. It reads
E(1) = −3(1− γ)
1/2
8(h− 1)3/2 +O[(h− 1)
−1]. (4.26)
This correction is in complete agreement with the scaling hypothesis (4.17) since, at this
order and in the vicinity of the critical point, one has
eE = eE
(0)+ 1
N
E(1) (4.27)
∼ [τ(1− τ)]1/2 (1− γ)
1/4
(h− 1)1/4
[
1− 3(1− γ)
1/2
8N(h− 1)3/2
]
.
As a check for the veracity of this perturbative method, in Fig. 4.3, the numerical and
analytical 1/N corrections to the entropy are compared as functions of h. For increasing
N , the numerical corrections converge quickly towards the analytical one. The inset is a
check of the Taylor expansion (4.26) in the vicinity of the critical point.
The scaling (4.21) of the entanglement entropy has to be compared to results obtained
for other critical spin systems. In 1D, the entropy at the critical point also scales loga-
rithmically with the subsystem size L with a prefactor depending on the universality class
[137]. For example, in the XY model in a transverse field, the entropy obeys a scaling law
similar to (4.21) but with differing prefactors [170, 167]. Away from criticality, the en-
tropy of typical finite-dimensional systems is, on scales greater than the correlation length,
proportional to the surface area of the considered subsystem. (At criticality, logarithmic
corrections can occur [109, 103, 102, 105, 106].) Non-critical collective models however
behave differently, due to their infinite coordination number. In particular, the expansion
of (4.13) for h 6= 1 and small τ = L/N yields the scaling E(0) ∝ −τ ln τ +O(τ).
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Figure 4.3.: Behavior of N
[Enum − E(0)] as a function of h for fixed τ = 1/4 and N =
32, 64, 128, 256 (from numerics [black lines]) and∞ (E(1) obtained from the
perturbative expansion [red lines]). Inset: Comparison between E(1) (dots)
and its Taylor expansion (4.26) (solid line).
It should be emphasized that the perturbation theory developed here and applied to the
LMG model should not be associated to this model. It may be extended to more complex
systems, provided one is able to determine K(1).
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5. Dephasing, the steady state, and its entanglement
entropy for integrable systems
Here, the relaxation in bosonic and fermionic many-particle systems is ad-
dressed. For integrable systems, the time evolution can cause a dephasing effect,
leading for finite subsystems to certain steady states. An explicit derivation of
those steady subsystem states is given and sufficient prerequisites are devised
under which the dephasing takes place. Also simple scenarios are presented, in
which dephasing is ineffective and the dependence on dimensionality and criti-
cality is discussed. It follows further that, after a quench of system parameters,
bipartite entanglement entropy will become extensive. This provides a way of
creating strong entanglement in a controlled fashion, and hinders, on the other
hand, the efficient simulation of time evolution via tensor contraction ansatz
states for long times.
In equilibrium statistical physics we usually work with canonical ensembles, characterized
by density matrices
%ˆ ∝ e−
P
k αkOˆk (5.1)
that can be derived by maximizing the entropy under the constraint of fixed expectation
values 〈Oˆk〉 for a few (macroscopic) observables like energy or particle number [189].
However, it is in general unclear whether a given system in a certain initial state will
evolve to any steady state at all and if so, whether that state is indeed one of the canonical
ensembles. Recent experiments, especially with ultracold gases, have revived the interest
in this important topic of nonequilibrium physics. In such experiments with integrable
systems, absence of thermalization was observed (e.g., in [190]). Here it will be deduced
analytically under what circumstances integrable systems relax to non-canonical steady
states.
It was conjectured in [191] that the time evolution in an integrable system with con-
served observables Iˆk should lead to the corresponding maximum entropy ensemble [189]
%˜d =
1
Z
e−
P
k αk Iˆk , (5.2)
where the αk are determined by the initial state. So far, the conjecture was discussed by
analyzing specific observables for specific systems [191–194]. In [195] it was found that
certain observables do not relax to the ones predicted by the ensemble %˜d as conjectured
in [191]. So here the focus will be not on observables but states themselves.
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It is essential, for the conjecture to hold, to restrict oneself to measurements in a finite
subsystem, i.e. (5.2) should not be interpreted as the steady state of the full system (see a
first discussion in [196]). A general proof is given, showing explicitly how state relaxation
in such subsystems can occur due to dephasing. The necessary prerequisites are devised,
the relaxation speed is discussed, and simple examples and counter examples for dephas-
ing are given. The results allow for a simple interpretation of the discrepancies between
[191] and [195]. On general grounds it follows further that through dephasing the bipartite
entanglement entropy in a pure state will become extensive. This may be of interest for
quantum computation applications where entanglement is needed as a resource. It has also
implications for the ability to simulate such systems on classical computers. The chapter
begins with the treatment of free systems, it is then pointed out how this could be gener-
alized to Bethe Ansatz integrable models and the chapter closes with a short discussion of
nonintegrable systems.
5.1. Dephasing for quadratic Hamiltonians
Let us first address the situation of quadratic Hamiltonians (for t > 0),
Hˆ =
∑
ij
[a†iVijaj +
1
2
(a†iWija
†
j + h.c.)] + const. , (5.3)
where ai are bosonic or fermionic (ζ := ±1) ladder operators,
[ai , a
†
j ]−ζ = δij and a
ᵀ := (a1, a2, . . . ). (5.4)
This covers also lattice regularized free field theories. The Hamiltonian is diagonalized by
a linear canonical transformation(
a
a†
)
= U
(
η
η†
)
, Hˆ = (η†)ᵀεη =
∑
k
εkη
†
kηk , (5.5)
where ε is the diagonal matrix of one-particle energies. For quadratic systems, the ground
state, thermal or evolved states are all Gaussian. Assuming such a Gaussian initial state
%ˆt=0, due to the Wick theorem, the state is always fully characterized by the one-particle
Green’s functions G (superscripts a, η indicate the chosen one-particle basis basis)
%ˆ = %ˆ(G) , Ga ≡ 〈
(
a
a†
)
·
(
a†
a
)ᵀ
〉%ˆ = UGηU † . (5.6)
The initial state %ˆ0 might, e.g., be the ground state of a different quadratic Hamiltonian
(“quench” of system parameters at t = 0). In the following, bipartitions of the full system
into a subsystem Ω and its environment Ω⊥ are considered. The projection onto Ω is
denoted by ΘΩ, and the volume by V := Vol Ω + Vol Ω⊥. In the situation where Ω⊥
is approaching the thermodynamic limit, the quantum number labels k become a set of
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d continuous labels and one discrete label k → (k, s) (e.g., a d-dimensional momentum
vector and a band index, εk = εks denoting the dispersion relation) with k ∈ Γ, Vol Γ
finite, and the density of states ρs ∝ 1/V . Again, due to the Wick theorem, reduced
density matrices TrΩ⊥ %ˆ of quadratic systems are functions of the one-particle subsystem
Green’s functions G, i.e. TrΩ⊥ %ˆ = %ˆ(G), where G is defined by
Ga := ΘΩGaΘᵀΩ (5.7)
with the projection
[ΘΩ]i,j = δi,j ∀i∈Ω, j∈Ω∪Ω⊥ (5.8)
onto the subsystem Ω.
5.1.1. Theorem
Let the Green’s function Gd be defined by
[Gηd ]kk′ := δkk′ [Gηt=0]kk , (5.9)
i.e., in the eigenbasis representation, Gd is the diagonal part of the initial state Green’s
function Gt=0. Under preconditions (a-c), stated after the proof in Sec. 5.1.3, the steady
t→∞ state of the subsystem Ω is then given by
lim
t→∞TrΩ⊥ %ˆt = TrΩ⊥ %ˆd with TrΩ⊥ %ˆd = %ˆ(Gd) , (5.10)
i.e. subsystem states relax to the reduced density matrices of %ˆd = %˜d, the maximum
entropy ensemble (5.2) with
Iˆk = η
†
kηk and αk = ln
(
ζ/(1− [Gηd ]−1kk )
)
. (5.11)
5.1.2. Proof
To compare the two reduced density matrices in proposition (5.10), we can first compare
the corresponding subsystem Green’s functions. That is, instead of addressing (5.10) di-
rectly, it is analyzed first under what preconditions the Green’s function version
lim
t→∞Gt = Gd (5.12)
of the theorem is true. Those Green’s functions can be expressed as
Gad = ΘΩ(UGηdU †)ΘᵀΩ , and (5.13)
Gat = ΘΩ〈uˆ†t
(
a
a†
)(
a†
a
)ᵀ
uˆt〉%ˆ0ΘᵀΩ = ΘΩUuηt Gη0 (uηt )† U †ΘᵀΩ, (5.14)
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where uˆt = eHˆt/i~, u
η
t = e
Et/i~, and E := ( ε −ε ). Hence, the time-evolved subsystem
Green’s function Gat is of the form
Gat =
1
V
∑
kk′
e(Ek−Ek′ )t/i~fkk′ , with (5.15)
fkk′ := V ·ΘΩUk [Gη0 ]kk′ U †k′ΘᵀΩ, (5.16)
where Uk are the one-particle eigenstates with [Uk]i := Uik, as introduced in Eq. (5.5).
The integrand fkk′ in Eq. (5.16) is a matrix valued function of k and k′, whose matrix
indices label points in Ω.
The comparison of Gat , Eq. (5.15), to G
a
d, Eq. (5.13), tells us that the Green’s function
version (5.12) of the theorem is true, if the nondiagonal contributions to Gat , k 6= k′ in the
sum of Eq. (5.15), vanish for t→∞. The summation over k, for a fixed ∆k = k−k′ 6= 0,
corresponds for increasing t to a Fourier transform with respect to ever higher frequencies
which may vanish due to phase averaging (hence let us call the effect “dephasing”): To see
this, we can rewrite Gat , Eq. (5.15), with (k, k
′) 7→ (k, s,k′ = k + ∆k, s′) as1
Gat →
∑
ss′
1
Vρs
∑
∆k
∫
ddk e−iϕ
ss′
∆k(k)tfss
′
∆k(k) , (5.17)
with phase function ϕ and group velocity difference g defined as
ϕss
′
∆k(k) :=
Eks − E(k+∆k)s′
~
and gss
′
∆k(k) := ∂kϕ
ss′
∆k(k). (5.18)
In the following, indices s, s′, and ∆k are suppressed, and everywhere nondiagonal contri-
butions to (5.17) are considered, i.e. s 6= s′ or ∆k 6= 0. If ϕ is continuously differentiable,
i.e. ϕ ∈ C1, g is finite on the support supp(f) ⊂ Γ of f , and if the matrix elements of f
are L1 integrable2, the integral of (5.17) vanishes for t → ∞ according to the Riemann-
Lebesgue Lemma. This is due to the fast oscillation of the Fourier kernel e−ig·(k−k0) t in
the vicinity of every point k0. Further, if the amplitude f is bounded in a vicinity B of k0,
the contribution of B to the integral is of O(VolB/t), i.e. vanishes at least as 1/t.
But what happens at points k0 where g, the difference of group velocities (5.18), van-
ishes? If such a zero of g, is isolated, i.e. if the Hesse matrix of ϕ at k0 is invertible, and if
the amplitude f is smooth in a vicinity of k0, its contribution to the integral in Eq. (5.17)
is still vanishing. This follows from the Morse lemma and a Gaussian integral. We can
also treat the case where the Hesse matrix
Hϕ :=
∂
∂k
(
∂
∂k
)ᵀϕ|k0 =: W ᵀhW (5.19)
has only n (1 ≤ n ≤ d) nonzero eigenvalues {hi}1≤i≤n. With the coordinate transforma-
tions
M1 : k 7→ (q′, q′′) := q = W · (k − k0), (5.20)
1One needs to exclude cases where single modes give, in the thermodynamic limit, finite contributions to the
sum.
2f ∈ L1 means that R ddk|[f(k)]ij | exists ∀ij .
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a) b)
k1
k2
q1
q2
ϕ(k)
ϕ(k)|k0 = ϕ(k0) + h1q21 +O(q3)
B2
|Q′| = Q1 =
√
P
√
P
√
P
Q1 ≡ q1√
h1
Q2 ≡ q2
Figure 5.1.: Sketch of (a) the coordinate transformation for Eq. (5.22) and (b) the integra-
tion path in Eq. (5.25) for a non-isolated zero of the difference g of group
velocities, Eq. (5.18), in d = 2 dimensions and with n = 1 nonzero eigenval-
ues of the Hesse matrix (5.19).
where q′ ∈ Rn, q′′ ∈ Rd−n, and
M2 : q 7→ (Q′,Q′′) = (h−1/2q′, q′′), (5.21)
the contribution from a vicinity B of k0 becomes (see Fig. 5.1)∫
B
ddke−iϕ(k)tf(k) =
∫
B2
ddQe−it
P
Q′2i +O(Q3)f2(Q)
∼
∫
dP e−itPF (P ) , (5.22)
where
B2 ≡M2(M1(B)), (5.23)
f2 ≡ f ◦M−11 ◦M−12 , and (5.24)
F (P ) :=
1
2
√
P
∫
B2,|Q′|=
√
P
dd−1Qf2(Q). (5.25)
See Fig. 5.1 for an illustrative example of the considered coordinate transformations and
the integration contour in Eq. (5.25). Integral (5.22) has again the form of a Fourier trans-
form and vanishes for t→∞, if F ∈ L1(B2). If F is bounded in the vicinity of P = 0, the
integral vanishes as O(VolB/t). Those conditions on F have to be interpreted as stricter
conditions on the amplitude f when approaching zeros of g, appropriate to still guarantee
the dephasing. Zeros of g with multiplicity ` − 1 > 0 (i.e. Hϕ = 0) can be treated in a
general fashion only for the case of d = 1 dimensions by substituting Q = q`. In higher
dimensions they are a lot more complicated; see, e.g., [197] for the two-dimensional case.
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In the cases discussed so far, it was assumed that ϕ is continuously differentiable (ϕ ∈
C1). For the sake of brevity let us now only consider the scenario
ϕ(k) = ϕ0 + |k|` +O(k`+1). (5.26)
This is for ` = 1 nondifferentiable. The cases ` = 1 and ` = 2 cover very typical
examples (for example the linear or quadratic dispersion relations of magnons, phonons,
or free particles). The contribution of a (small) sphere of radius K around k0 = 0 to the
integral in (5.17) is with the substitution P = k`
≈
∫ K`
0
dP ei(ϕ0+P )tF˜ (P ), F˜ (P ) :=
P
1−`
`
`
∫
|k|=P 1`
dd−1k f(k). (5.27)
This contribution vanishes for t→∞ if F˜ ∈ L1loc and if F˜ is bounded, the contribution is
of O(Kd/t).
So far, for a few general, physically relevant scenarios, sufficient conditions have been
established under which (every matrix element of) the integral in (5.17) goes to zero as
t → ∞. As Vol Γ is finite and as we have a finite number of bands s, those conditions
guarantee hence that all nondiagonal contributions to Gat vanish. The Green’s function
version (5.12) of the theorem is then true. Due to Wick’s theorem, expectation values of
arbitrary observables Oˆ on Ω are given by polynomials in [Gat ]ij . Nondiagonal contribu-
tions to 〈Oˆ〉 will consequently also vanish if we restrict to finite subsystem sizes Vol Ω.
From the convergence Gat → Gad follows then the proposition (5.10). Finally, (5.11) fol-
lows from 〈η†kηk〉%˜d = 1/(eαk − ζ) and ζ〈η†kηk〉%ˆd = [Gηd ]kk − 1. 
5.1.3. Preconditions
During the proof, the following prerequisites were collected that are sufficient to guarantee
convergence to the steady state (5.10):
(a) Vol Ω is finite and V → ∞.
(b) The parametrization k → (k ∈ Γ, s) of the quantum numbers is possible with a
finite Vol Γ and a finite number of bands s.
(c.1) ϕ ∈ C1, g finite on supp f ⊂ Γ, and f ∈ L1. If this is not given for the vicinity of a
point k0, we require for such a point
(c.2) if g(k0) = 0, then the Hesse matrix Hϕ|k0 , Eq. (5.19), exists and is nonzero, and
F ∈ L1 [Eq. (5.25)], or
(c.3) if, at k0 = 0, ϕ(k) = ϕ0 + |k|` +O(k`+1) then F˜ ∈ L1 [Eq. (5.27)].
Of course, (c.3) can be generalized to the case |k|` → |A · (k − k0)|` with some nonzero
matrix A.
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k
k
a) ℓ = 1
ϕ ∝ k, |k|
f ∝ 1/kmf ∝ 1/km
m = 1, 1
2
, 0
dephasing
if m < 1,
dephasing O(1/t)
if m ≤ 0.
b) ℓ = 2
ϕ ∝ k2
m = 1, 1
2
, 0,−1
dephasing
if m < 1,
dephasing O(1/t)
if m ≤ −1.
Figure 5.2.: Phase function ϕ, sin(ϕ(k)t), and the nondiagonal contribution f to Gat in the
paradigmatic case (5.29) for d = 1 dimensions. As follows from Eq. (5.30),
for both, linear dispersion (a), or quadratic dispersion (b) of g, dephasing oc-
curs ifm < 1, i.e. if f diverges slower than 1/k. Dephasing occurs asO(1/t),
for the linear dispersion if m ≤ 0 (no divergence), or m ≤ −1 (f(k) ∼ k) for
the quadratic dispersion.
With those conditions, all nondiagonal contributions to the subsystem Green’s function
matrixGat vanish for t→∞ and dephasing to the steady state ensemble is effective, (5.10).
If f , F , and F˜ are, in the corresponding situations, bounded instead of only L1 integrable,
nondiagonal contributions to Gat decay (more quickly) as O(1/t). Below, illustrative ex-
amples are given. Among those are simple scenarios where some of the prerequisites are
violated and dephasing does in fact not occur.
5.2. Examples and counter-examples for dephasing
5.2.1. Finite subsystem size Vol Ω
At the end of the proof, a reason for requiring (in the thermodynamic limit) a finite sub-
system size Vol Ω, precondition (a), was given. A simple counter-example consists in
violating precondition (a) by choosing Ω⊥ = ∅ and measuring correlators between eigen-
modes
ζ〈η†k′ηk〉%ˆt = e−iϕkk′ t[Gη0 ]kk′ − δkk′ . (5.28)
This expectation value is for all times oscillating; i.e. measurements in infinite subsystems,
can reveal the phases and nondiagonal contributions (“rephasing”).
5.2.2. Paradigmatic example for zeros of g or divergences of f
If g has zeros or if the amplitude f has divergences, dephasing properties are dominated
by the vicinities of such points. Thus, one can illustrate precondition (c) by considering
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a) b)
k
kx−pi/2 pi/2 −pi pi
εk+
εk
f˜(k)
f˜(k)
1 + γ1 + γ
1− γ1− γ
γ
ω
Figure 5.3.: a) One-dimensional fermionic dimerized tight-binding model (5.31). Disper-
sion relation εk± = ∓ϕ(k)/2 for γ = 1, 12 , 15 , 0 and the nondiagonal contri-
bution f˜(k) to 〈c1c†0〉t according to Eq. (5.33) for quenches γ = 12 → 0, 15 →
1
2 , 0 → 12 (top to bottom). b) The d-dimensional harmonic lattice model.
Dispersion relation εk = −ϕ(k)/2 for ω = 45 , 25 , 0 with γ = 1, and the non-
diagonal contribution f˜(k) to 〈bxb†x′〉t according to Eq. (5.36) for quenches
ω = 45 → 0, 0→ 45 , 25 → 45 (top to bottom).
the paradigmatic scenario
ϕ(k) ∼ ϕ0 + |k|`, f(k) ∼ 1/km near k = 0 (5.29)
(for some fixed s, s′,∆k and fixed matrix indices i, j ∈ Ω). The integral in (5.17) is then
eiϕ0t
∫
ddk
1
|k|m e
i|k|`t ∼
∫
dq
1
qχ
eiqt, χ =
m+ `− d
`
. (5.30)
Hence this (nondiagonal) contribution to Gat , for t→∞,
• does not vanish if χ ≥ 1,
• vanishes as 1/t1−χ if 0 < χ < 1,
• and (at least) as 1/t if χ ≤ 0;
see Fig. 5.2. In this scenario, both preconditions (c.2) and (c.3) apply with F, F˜ ∝ P−χ
and are not only sufficient but also necessary.
5.2.3. One-dimensional fermionic dimerized tight-binding model
The first explicit example is (ai ≡ cx, ~ = 1)
Hˆ = −
∑
x
(1 + γ(−1)x)[c†xcx+1 + h.c.] , (5.31)
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the dimerized fermionic tight-binding model, where modes ck and ck+pi are coupled and
the dispersion relation is
εk± = ±2
√
cos2 k + γ2 sin2 k, (5.32)
i.e. gapless if γ = 0. The eigenmodes are labeled ηk±. The ground state for a certain
dimerization γ0 is evolved with a different value γ 6= γ0 for some time t. Details of the
calculation are skipped here. Using Eq. (5.17), the nondiagonal contributions 〈cxc†x′〉ndt
from 〈ηk+η†k−〉 and 〈ηk−η†k+〉 to 〈cxc†x′〉t can be written as
〈cxc†x′〉ndt =
∫ pi
2
0
dkf˜(k) ·
{
cos(ϕ(k)t), odd x− x′
i sin(ϕ(k)t), even x− x′ (5.33)
Fig. 5.3a displays εk± = ∓ϕ(k)/2 and f˜ for (x, x′) = (1, 0) and three different quenches
with γ 6= 1. The zeros of g are k = 0,±pi2 and have each, in the notation of the paradig-
matic situation (5.29), one of the characteristics (`,m) = (2,−2), (1, 0), (2,−1). Hence,
χ < 0 and dephasing of O(1/t) is guaranteed. The same is given for all other (x, x′) and
has also been checked numerically. However, if one switches to γ = 1, ϕ has the constant
value −4 for all k and no dephasing can occur – we have uncoupled dimers.
5.2.4. Harmonic lattice model
As a second explicit example let us consider the harmonic lattice model in d dimensions,
i.e. a lattice of coupled quantum mechanical harmonic oscillators (ai ≡ br, ~ = 1). Con-
trary to the first example, it will not dephase in all cases.
Hˆ =
1
2
∑
r
[P 2r + ω
2Q2r + γ
d∑
i=1
(Qr −Qr+ei)2] . (5.34)
The dispersion relation is
εk =
√
ω2 + 4γ
∑d
i=1 sin
2 ki/2, (5.35)
i.e. gapless for ω = 0. With the bosonic operators br := (Qr + iPr)/
√
2, the Hamiltonian
Hˆ is brought to the form (5.3) and is hence amenable to the theorem. Using (5.17) one
arrives at
〈brb†r′〉ndt =
∫ pi
−pi
ddkf(k) cos(2εkt), f = eik·(r−r
′)f˜ ,
f˜ =
1
16
(1/ε− ε)(α2 − 1/α2), αk =
√
εk/ε
′
k, (5.36)
where one switches at t = 0 the oscillator frequency from ω′ to ω and where ε′k is the
dispersion relation before that quench. The dephasing properties are dominated by the
vicinity of k = 0; compare to Fig. 5.3b.
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ω′ ω ` m χ d = 1 d = 2 d = 3
finite finite 2 0 2−d2 O( 1√t) O(1t ) O(1t )
0 finite 2 1 3−d2 no O( 1√t) O(1t )
finite 0 1 2 3−d1 no no O(1t )
Table 5.1.: Dephasing properties of the d-dimensional harmonic lattice model (5.34). The
system is prepared in the ground state for the oscillator frequency ω′. At t = 0,
the frequency is switched to ω (quench ω′ 7→ ω). The rightmost columns spec-
ify for each kind of quench the resulting decay of the nondiagonal contribu-
tions to the subsystem Green’s function Gt. The colors in the leftmost columns
where chosen as to match those of the corresponding curves for f˜ in Fig. 5.3b.
The colors in the rightmost columns match those of corresponding curves in
Fig. 5.4.
• If one switches between two noncritical (i.e. finite) values ω′, ω > 0 (ω′ 6= ω), the
phase function, which is here just 2εk, is quadratic around k = 0 corresponding to
` = 2 in (5.29). Also, 1/εk − εk = O(1) and α2k − 1/α2k = O(1) around k = 0,
meaning that the amplitude f has no divergence. The characteristic of the point k =
0 in terms of (5.29) is thus (`,m) = (2, 0), i.e. χ = 2−d2 and, hence, dephasing is
effective with nondiagonal contributions to the subsystem Green’s function decaying
as O(1/√t) for d = 1 and as O(1/t) for d > 1.
• For ω′ = 0 and ω > 0, one has 1/εk−εk = O(1) but α2k−1/α2k = O(1/k) around
k = 0, as ε′k = O(k). The characteristic in terms of (5.29) is thus (`,m) = (2, 1)
and consequently one has no dephasing for d = 1, dephasing ofO(1/√t) for d = 2,
and of O(1/t) for d = 3.
• For ω′ > 0 and ω = 0, one has around k = 0 a linear dispersion εk = O(k) and
hence 1/εk − εk = O(1/k), α2k − 1/α2k = O(1/k), and thus (`,m) = (1, 2). So,
there is no dephasing for d = 1 and 2, and dephasing of O(1/t) for d = 3.
On the Brillouin zone surface there are further isolated zeros of the phase function ϕ (here
just 2εk) with ` = 2; for d = 1 at k = ±pi, for d = 2 at (±pi, 0) and (0,±pi). Due to
this and the fact that the amplitude fk is for all discussed quenches finite at those points
(m = 0, i.e. χ = (m+`−d)/` = 1−d/2), they do not change the dephasing characteristics
which we obtained by considering the critical point at k = 0.
Those results were confirmed numerically for d = 1, 2 and are summarized in Table 5.1
and Fig. 5.4.
60
5.2. Examples and counter-examples for dephasing
 0  50  100  150  200
<
b 1
 
b+
0>
n
d t
time t
d=1, ω=0.0→0.4
d=2, ω=0.0→0.4
d=2, ω=0.1→0.4
Figure 5.4.: Dephasing in the d-dimensional harmonic lattice model (5.34). As discussed
in the text and summarized in Table 5.1, the displayed nondiagonal contri-
butions to the correlator 〈b1b†0〉t do not decay for d = 1 and the quench
ω = 0 → 0.4, decay as O(1/√t) for the same quench in d = 2 dimen-
sions, and as O(1/t) for the quench ω = 0.1 → 0.4 in d = 2 dimensions.
This is confirmed in the double logarithmic plot of the insets.
5.2.5. Hardcore bosons in a one-dimensional box
As a last example, consider free hard-core bosons in a one-dimensional box; the Hamilto-
nian contains only the hopping term. The system is prepared in the ground state for a box
of size L˜ which is switched to L > L˜ at t = 0, [191]. The Jordan-Wigner transforma-
tion yields a model of free fermions. The transformation between one-particle eigenstates
before and after the quench (|q〉 and |k〉) is
Vkq = 〈k|q〉 = e
i(k−q)/2√
LL˜
sin(L˜(k − q)/2)
sin((k − q)/2) =: Vk−q. (5.37)
The weight of V∆k is concentrated in the interval |∆k| . 2pi/L˜. With the Fermi momen-
tum qF , the initial Green’s function [G η˜0 ]qq′ = δqq′(1 − θ(qF − |q|)) is diagonal in the |q〉
basis and [Gη0 ]kk′ = [V G η˜0V †]kk′ , which appears in (5.16), is hence also concentrated in
|k − k′| . 1/L˜. Thus |ϕ∆k(k)| and |g| are very small on the support of [Gη0 ]kk′ , namely
. 1/L˜, such that dephasing is ineffective. In [191], the bosonic momentum distribution
〈nˆk〉 was found to relax to the one of the corresponding steady state ensemble %ˆd. How-
ever, as the dephasing is ineffective, relaxation (5.10) of subsystem density matrices does
not occur. This is also visible in the observables: As derived in [195], correlators do not
relax to the value predicted by %ˆd; see also non-decaying oscillations of 〈nˆx〉 in Ref. 41 of
[191] and Fig. 10 of [192]. That a particular observable, here 〈nˆk〉, may relax anyway is a
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different issue. In [195] it was shown for a slightly modified setup how relaxation of 〈nˆk〉
occurs.
5.3. Discussion
The dephasing theorem (5.10) confirms the conjectured (5.2), clarifies its interpretation,
and devises conditions for its applicability: It is of course not possible that the system
converges from an initially pure state to an ensemble (5.2), which is a mixed state of the
full system Ω ∪ Ω⊥. It is rather such that, under the preconditions as given in Sec. 5.1.3,
subsystem states of Ω converge due to the dephasing effect to reduced density matrices of
the ensemble (5.2).
Dephasing properties are determined in particular by points where the gradient g = ∂kϕ
of the phase function, Eq. (5.18), vanishes or the amplitude f , Eq. (5.16), diverges. Also
note that the notion of integrals of motion standing in involution as used for classical
systems does not carry over to quantum mechanics, [198]. Hence it was per se not clear
what operators Iˆk were to be chosen in the maximum entropy ensemble (5.2). The theorem
settles this question.
5.4. Entanglement entropy of the steady state and simulatabilty
As αk, Eq. (5.11), becomes finite for finite k regions, the subsystem (entanglement) en-
tropies will finally be dominated by the extensive contribution
SΩ = Vol Ω
∑
k
log[(1 + ζe−αk)−ζ ] + o(Vol Ω) (5.38)
(cmp. also to [112] for the one-dimensional case). As discussed in detail in Sec. 1.5, this
means that the required computational resources to simulate such systems on classical
computers (via tensor contraction ansatz states as MPS, PEPS, or MERA) scale exponen-
tially in the system size, preventing access to arbitrarily long times. On the other hand, this
shows that quenches are a simple tool for the controlled generation of strong (extensive)
entanglement.
5.5. Bethe Ansatz integrable systems
In Bethe Ansatz solvable models [20], the transfer matrix τˆ(λ) is conserved for any value
of the spectral parameter λ.
[τˆ(λ), τˆ(λ′)] = 0 and [τˆ(λ), Hˆ] ∀λ,λ′ . (5.39)
Initial states %ˆ0 can be expanded in a τˆ(λ)-eigenbasis |λ〉 and, via time evolution, nondi-
agonal contributions will attain quickly oscillating phases
%ˆt =
∑
λ,λ′
e(Eλ−Eλ′ )t/i~|λ〉〈λ|%ˆ0|λ′〉〈λ′|. (5.40)
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It will be shown elsewhere that, as in the free case, the nondiagonal contributions to the
density matrix TrΩ⊥ %ˆt of a finite subsystem Ω will under appropriate preconditions decay.
Then, the steady state in the thermodynamic limit will, in generalization of (5.10), be given
by
lim
t→∞TrΩ⊥ %ˆt = TrΩ⊥ %ˆd , %ˆd =
1
Z
e−
R
dλ ρ(λ)αλτˆ(λ) , (5.41)
where ρ denotes the density of quasiparticles.
5.6. Nonintegrable systems
Whether or how thermalization occurs in nonintegrable systems is in general unclear. Intu-
itively, information about the initial state gets smeared out by scattering events which are,
contrary to the integrable case [199], able to change the quantum numbers of the involved
particles and not factorisable. The results above are expected to carry over to nonintegrable
cases, if system and initial state allow for a description by an integrable theory of quasi-
particles (e.g., Fermi gases and Luttinger liquids) and quasiparticle lifetimes exceed time
scales necessary to observe dephasing. In such cases, first relaxation to the steady state of
the integrable theory will occur, followed by decay to the thermal ensemble. Numerical
results in [200] may be interpreted in this vein.
After finishing this part of the thesis, further investigations for time-evolution after
quenches addressed for example the non-integrable Hubbard model in higher dimensions
with a dynamical mean field theory approach [201], an interacting model of spinless
fermions [202], or the Bose-Hubbard model [203].
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Part II.
Simulation of many-particle systems
via tensor contraction states
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6. Spectral functions in one-dimensional quantum
systems at finite temperatures
An application of time-dependent density-matrix renormalization-group simu-
lations (t-DMRG) at finite temperatures is presented. It is demonstrated how a
combination of finite-temperature t-DMRG and time-series prediction allows for
an easy and very accurate calculation of spectral functions in one-dimensional
quantum systems, irrespective of their statistics, for arbitrary temperatures. This
is illustrated with spin structure factors of XX and XXX spin-12 chains. For the
XX model we can compare against an exact solution and for the XXX model
(Heisenberg antiferromagnet) against a Bethe Ansatz solution and quantum
Monte Carlo data.
Strongly correlated quantum systems pose central challenges in theoretical condensed-
matter physics. In the case of one-dimensional systems, one now has a full range of tech-
niques to address static and dynamic ground-state properties. However, condensed-matter
experiments typically work at finite temperatures that cannot be simply approximated by
the ground-state physics, and the low-temperature physics of such systems is of high in-
terest of its own. Due to the homogeneity of the systems under study in space and time,
the experimental responses are best represented in momentum-frequency space, as, for
example, by spin structure factors
Sµν(k, ω) =
∑
`
eik`
∫
dt eiωt〈Sˆµ` (t)Sˆν0 (0)〉, (6.1)
where the average is taken with respect to some finite-T density operator and [Sˆµ` , Sˆ
ν
`′ ] =
iδ``′µνγSˆ
γ
` . Functions of this form will be referred to as spectral functions in the fol-
lowing; the proposed method does not depend on the specifics. Theoretical approaches to
calculate such spectral functions with high accuracy are very limited. On the other hand,
experimental progress makes such calculations very timely: For example, due to small
neutron flux, neutron-scattering techniques were in the past essentially limited to finding
scattering maxima. Now, they have advanced to a degree that both the amplitude and the
lineshape, which contain important information on the many-body physics involved, can
be investigated with high accuracy (e.g., Refs. [204] and [205]).
For finite-temperature quantum Monte Carlo (QMC) calculations (e.g., positive-definite
path integral [49, 62] or stochastic series expansion [50] representation), spectral functions
have to be extracted by analytic continuation from imaginary-time results [206], which is
ill-conditioned and numerically challenging. In the context of DMRG [66, 124, 68], early
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approaches for finite-temperature spectral functions have built on transfer-matrix DMRG
[207, 208], which gives thermodynamics for homogeneous infinite systems at high preci-
sion. In a first step, analytic continuation techniques as in QMC were employed [209]. In a
second development, transfer matrices were evolved in real-time to access autocorrelation
functions [210, 211]; the time scales reachable limit resolution in frequency space. While
this approach would also be amenable to the prediction techniques used in the following
to circumvent this issue, the determination of momentum-space correlators will be partic-
ularly easy with the t-DMRG methods [74–76] used here. In an unrelated development,
a ground-state DMRG-like technique has been proposed that invokes a random-sampling
and averaging procedure [212]. Its feasibility for dynamical quantities has only been tested
for very small systems; it is also limited to low temperatures.
In this chapter, a (to my knowledge first) application of t-DMRG at finite temperatures
is presented. This technique is limited to finite maximum times t, as entanglement entropy
builds up roughly linearly in time, cf. Secs. 1.4 and 1.5. It is shown how to circumvent this
limitation by combining t-DMRG with the linear prediction method [213, 214], allowing
us to obtain very accurate results for spectral functions with frequency and momentum
dependence in the entire temperature range. While the demonstration focuses on a few
particular cases, it will be obvious that the approach generalizes straightforwardly.
6.1. Method
6.1.1. DMRG at finite temperature
In recent years, DMRG [66, 124] has emerged as a key method for the ground-state physics
of strongly correlated one-dimensional quantum systems [68]. The time-evolution of pure
states in one-dimensional strongly correlated spin, bosonic or fermionic models can now
be simulated by t-DMRG [74–76] over times 10-100 times longer than the typical inverse
energy scale of the problem (e.g., inverse hopping energy). It was quickly demonstrated
[77] that this method can be easily extended to the simulation of the static and dynamic
behaviors at T > 0 by using the purification [215, 216, 67] of the density operator: Any
density operator ρˆ of some physical systemH can be encoded by a pure state of a combined
physical and ancillary system, |ρ〉 ∈ H ⊗ A, such that the density matrix is retained by
tracing out A,
ρˆ = trA|ρ〉〈ρ|. (6.2)
The ancillary system A can be taken as a copy of the physical state space H; Fig. 6.1.
In the case of interest, (unnormalized) thermal density operators ρˆβ = e−βHˆ , the cor-
responding purification can be constructed by an imaginary-time evolution starting from
the purification of the (trivial) infinite-T (β = 0) density operator ρˆ0 = 1. A possible
purification for this β = 0 ensemble is
|ρ0〉 = ⊗L`=1|ρ0,`〉 with |ρ0,`〉 =
∑
σ`
|σ`〉 ⊗ |σ`〉′, (6.3)
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H
A
| i  ˆ
Figure 6.1.: The purification of a density operator ρˆ on a Hilbert space H is a pure state
|ρ〉 on an enlarged Hilbert space H⊗A such that ρˆ = trA|ρ〉〈ρ|. The infinite
temperature state ρˆ0 ∝ 1 is obtained by preparing each pair of a physical site
and the corresponding auxiliary site in a maximally entangled state.
where {|σ`〉} and {|σ`〉′} denote the bases of the physical state space of site ` and its
associated ancillary state space, respectively. With this, one has ρˆ0 = TrA |ρ0〉〈ρ0|. Finite
temperatures β > 0 are reached by imaginary-time evolution
ρˆβ = e−βHˆ = TrA |ρβ〉〈ρβ| with |ρβ〉 = e−βHˆ/2|ρ0〉.
Proper normalization is restored by imposing 〈ρβ|ρβ〉 = 1. The mixed state ρˆβ can then
be evolved in time as |ρβ(t)〉 = e−iHˆt|ρβ(0)〉 and ρˆβ(t) = TrA |ρβ(t)〉〈ρβ(t)|.
As a product state, the initial β = 0 purification |ρ0〉 is uncorrelated, and hence, for
the DMRG simulation, can be expressed exactly with block Hilbert spaces of dimension
m = 1. Imaginary-time evolution will introduce correlations, requiring one to increase m.
For the evaluation of expectation values, both physical and ancillary degrees of freedom
are traced over. As an example, take
TrH(Szi (t)S
z
j (0)ρˆβ) = TrH⊗A(S
z
i (t)S
z
j (0)|ρβ〉〈ρβ|)
= 〈ρβ|eiHˆtSzi e−iHˆtSzj |ρβ〉. (6.4)
While this approach has been found to yield thermodynamic quantities [78] and static cor-
relators [69] at T > 0 to very high accuracy, real-time simulations are plagued by the same
limitations as at T = 0: the propagation of excitations through the system leads to entan-
glement growth in the purified state. As entanglement entropy is related roughly exponen-
tially to DMRG resources, this strongly limits achievable simulation times (cf. Sec. 1.5), or
inversely the ω-resolution for spectral functions, as those are derived by Fourier transfor-
mation from the real-time data. In order to circumvent this limitation at very low numerical
cost, a linear prediction technique [213, 214] is adapted that has already been employed
successfully at T = 0 in Ref. [217, 72].
6.1.2. Linear prediction
For a time series of complex data x0, x1, . . . , xN at equidistant points in time tn = n ·
∆t (and tobs := N∆t) one makes a prediction of xN+1, xN+2, . . .. In our case, tobs
is the (physical) time where the t-DMRG calculation was stopped – usually because the
computational cost to simulate further with a given accuracy has become too high. For the
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data points beyond t = tobs, linear prediction makes the ansatz
x˜n = −
p∑
i=1
aixn−i. (6.5)
The (predicted) value x˜n at time step n is assumed to be a linear combination of p previous
values {xn−1, . . . , xn−p}. Once the coefficients ai are determined from the known data,
the ansatz is used to calculate (an approximation of) all xn with n > N .
The coefficients ai are determined by minimizing the least-square error in the predic-
tions over a subinterval (tobs − tfit, tobs] of the known data, i.e. we need to minimize
E ≡
∑
n∈Nfit
|x˜n − xn|2/wn (6.6)
whereNfit is the fitting intervalNfit = {n|tn ∈ (tobs−tfit, tobs]}, andwn is some weighting
function. Here, for the simulations, wn ≡ 1 was chosen. It was found that tfit = tobs/2 is a
robust choice. It is a compromise between choosing tfit small enough to eliminate spurious
short-time behavior from the true long-time behavior and choosing tfit large to have a good
statistics for the fit and allow for a large number p of coefficients ai in the ansatz (6.5).
Minimization of the error E, Eq. (6.6), with respect to the coefficients ai yields the system
of linear equations
Ra = −r, (6.7)
where R and r are the autocorrelations
Rji =
∑
n∈Nfit
x∗n−jxn−i/wn, rj =
∑
n∈Nfit
x∗n−jxn/wn.
Equation (6.7) is solved by a = −R−1r. For positive wn, R is a positive-definite matrix.
One may wonder why the extrapolation to infinite time is possible in this fashion. As
demonstrated below, linear prediction generates a superposition of oscillating and expo-
nentially decaying (or growing) terms, a type of time dependence that emerges naturally in
many-body physics: Green’s functions of the typical formG(k, ω) = (ω−k−Σ(k, ω))−1
are in time-momentum representation dominated by the poles; e.g., for a single simple pole
at ω = ω1 − iη1 with residue c1, it will read G(k, t) = c1e−iω1t−η1t, and similarly it will
be a superposition of such terms for more complicated pole structures. So the ansatz of
the linear prediction is well suited for the typical properties of the response quantities we
are interested in. Note, however, that the method is not generally applicable for genuine
nonequilibrium situations, as, e.g., for the evolution of a local observable after a nonin-
finitesimal quench of system parameters (cf. Chap. 5). In such cases, typically, too many
different frequencies can contribute to the signal, making the ansatz inappropriate.
To see the special form of time-series generated by the prediction, let us introduce vec-
tors xn := [xn−1, . . . , xn−p]ᵀ such that (6.5) takes the form
x˜n+1 = A · xn, (6.8)
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with
A ≡

−a1 −a2 −a3 · · · −ap
1 0 0 · · · 0
0 1 0 · · · 0
...
. . . . . . . . .
...
0 · · · 0 1 0
 . (6.9)
Prediction therefore corresponds to applying powers ofA to the initial vector xN . A (right)
eigenvector decomposition of A with eigenvalues αi leads to
x˜N+m = [Am · xN ]1 =
p∑
i=1
ciα
m
i , (6.10)
where coefficients ci are determined from xN and the eigenvectors of A. The eigenvalues
αi encode the physical resonance frequencies and dampings. The connection is given as
αi = eiωi∆t−ηi∆t. Excluding exponentially growing terms as unphysical, all αi should
obey |αi| ≤ 1. In numerical practice, eigenvalues |αi| > 1 may occur, and various reme-
dies exist, all based on the assumption that the corresponding ci are small. Common
manipulations of occurring |αi| > 1 are αi → αi/|αi|, αi → 1/α∗i , and αi → 0. Af-
ter testing all three, the last option was chosen. When linear prediction is applicable, the
choice should not matter (see discussion at the end of Sec. 6.2.1).
From the study of several examples, it was found that the error of the linear prediction
is roughly a function of p ·∆t, i.e. p should be adapted to the choice of the time step ∆t in
the DMRG time evolution. In the simulations, p ·∆t = tfit/2 was chosen as a compromise
between a large p to allow for a superposition of as many different oscillations as possible
and a small p to have good statistics for the fit of the coefficients ai.
At T = 0, critical one-dimensional systems exhibit power-law decays in their time-
dependent correlators. The superposition of exponential decays is then taken to mimic
these power-laws [217]. At finite temperatures, time-dependent correlators S(k, t) decay
typically exponentially for large times (due to thermal broadening), making linear predic-
tion especially well-suited for this situation.
6.2. Applications
6.2.1. XX model
The Hamiltonian of the XX model reads
HˆXX =
∑
i
(Sˆxi Sˆ
x
i+1 + Sˆ
y
i Sˆ
y
i+1) + h
∑
i
Sˆzi , (6.11)
where the critical field h = −1 was chosen. Let us consider the observable
S(`, t) =
1
2pi
〈[Sˆ−` (t), Sˆ+0 (0)]〉β, (6.12)
71
6. Spectral functions in one-dimensional quantum systems at finite temperatures
R
e 
S(
k,t
)
time t
k=pi/4, exact
k=pi/2, exact
k=3pi/4, exact
DMRG
linear prediction
-0.2
-0.15
-0.1
-0.05
 0
 0.05
 0.1
 0.15
 0  5  10  15  20  25  30
tobs-tfit tobs
10-12
10-10
10-8
10-6
10-4
 0  25  50  75  100  125  150
Figure 6.2.: XX model at β = 10: The exact ReS(k, t) and the result of DMRG simulation
followed by linear prediction are in excellent coincidence. The inset shows the
long-time behavior of the deviation to the exact result. At t = tobs, the DMRG
simulation was stopped (gray area). For the prediction, the deviation (6.6) of
predicted to simulated values was minimized on the interval (tobs − tfit, tobs]
(dark gray) with respect to the coefficients ai in (6.5). The hatched interval
(tobs − p · ∆t, tobs], determines the value of the first predicted value at t =
tobs + ∆t.
which is the spectral function of the corresponding model of hardcore bosons. This al-
lows for a detailed analysis of the method, as correlators for this model can be calculated
numerically exactly by the evaluation of Pfaffian determinants [218, 219, 69].
The DMRG simulation employed a fourth-order Trotter-Suzuki decomposition and a
time step ∆t = 0.2. Deviations |||ρexact∆t 〉 − |ρDMRG∆t 〉||/∆t between exactly time-evolved
state and its DMRG approximation were bounded from above by 0.005 per time unit.
A lattice of L = 100 sites was used 1. To demonstrate the potential of the prediction
method, the calculations was stopped at times tobs = 10.4 for β = 10 and tobs = 26.6 for
β = 50 (which can be reached with very moderate computational resources corresponding
to DMRG block Hilbert spaces of dimension m . 200). For the linear prediction (6.5),
the parameter p was chosen as p = 14 for β = 10 and p = 34 for β = 50. The fitting
interval was taken from half the maximal computation time onward (tfit = tobs/2 and
p ·∆t = tobs/4).
In Fig. 6.2 it can be seen that very accurate predictions are possible far into the future. As
1 The finite temperature causes a finite correlation length in the t = 0 state. During time evolution, correla-
tions are built up further only inside causal cones. Hence for small enough β and t, finite-size effects are
negligible if measurements are restricted to the middle of the system.
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Figure 6.3.: Lineshapes for the XX model at various values of the quasimomentum k (from
left to right: k = pi/8, pi/3, and 3pi/4) at β = 10 and β = 50 : exact (solid
lines) and predicted (dots) lineshapes are in excellent agreement. For com-
parison, Parzen-filtered lineshapes (dashed lines) obtained from (raw) DMRG
data are shown.
Fig. 6.3 shows, for both temperatures, lineshapes can be calculated very accurately upon
Fourier transformation of the predicted data, allowing for precise experimental analysis.
In contrast, even upon windowing (here done by a Parzen filter), the raw data provide com-
pletely wrong line maxima and widths. Almost the whole spectral function is reproduced
very exactly. The sole exception occurs for values of k very close to zero and pi: here, the
group velocity vanishes, dω/dk → 0, leading to a very slow decay of correlators which is
not captured perfectly for the chosen temperatures and maximum simulation times tobs.
In Sec. 6.1.2, arguments were given for the parameter choice tfit = tobs/2 and p ·∆t =
tfit/2 for the prediction method. There is one further parameter involved: For the determi-
nation of prediction coefficients ai in (6.5), the autocorrelation matrixR has to be inverted,
(6.7), and requires some regularization. To this purpose, one may either add a small regu-
larization constant before the inversionR−1 → (R+ε1)−1, or project out the eigenspaces
with eigenvalues below ε i.e. R−1 → (PεRPε)−1 (pseudo inverse).
In cases where the linear prediction method is not appropriate, or the tobs achievable with
t-DMRG is too small, the results of the prediction are generally sensitive to variation of the
parameters tfit, p, and ε. In this respect, the pseudo inverse approach R−1 → (PεRPε)−1
is favorable, as it produces stronger variations in the result for small changes in ε, if the
linear prediction is not applicable. If the method is applicable, the regularization parameter
ε can be varied over several orders of magnitude without effect, but should of course be
chosen as small as possible (10−7–10−6 in the simulations). An efficient procedure to fix
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Figure 6.4.: The longitudinal spin structure factor Szz(k, ω) for the isotropic Heisenberg
antiferromagnet at β = 4 as obtained from DMRG time evolution followed
by linear prediction with tobs = 7.25, tfit = 3.5, and p = 15. Blue lines mark
the bounds (6.15) on the (T = 0) two-spinon spectrum.
ε is to examine plots of the eigenvalues αi(k) of (6.9) as functions of the quasimomentum
k for several ε. For too small ε, noisy scatter and many abrupt jumps appear, resulting
in completely wrong lineshapes for some k-values; ε is sufficiently big when αi(k) shows
smooth “band structures” with only a few abrupt jumps. In cases where this is only possible
with large ε, the prediction method is not applicable.
6.2.2. Isotropic Heisenberg spin-1
2
antiferromagnet
For the Heisenberg antiferromagnet (XXX model)
HˆHAFM =
∑
i
Sˆi · Sˆi+1 (6.13)
the longitudinal spin structure factor (spectral function)
Szz(`, t) = 〈Sˆz` (t)Sˆz0(0)〉β (6.14)
was calculated. This case is interesting and challenging as already at T = 0 a whole
continuum of excitations contributes to the spin structure factor as opposed to the simple
dispersion of the XX model with a single peak in S(k, ω) for each momentum. As con-
cluded from (T = 0) Bethe ansatz calculations, the dominant contributions stem from a
two-spinon continuum bounded from below and above by [224, 225]
εL(k) =
pi
2
| sin k| and εU (k) = pi| sin k2 |. (6.15)
The exact contribution of the two-spinon continuum was derived in Ref. [226, 227] and the
contribution of the four-spinon continuum computed in Ref. [220] (see also Ref. [228]).
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Figure 6.5.: Line shapes of the longitudinal spin structure factor Szz(k, ω) for the isotropic
Heisenberg antiferromagnet as obtained from DMRG and linear prediction at
finite T , compared to the T = 0 Bethe ansatz result. The Bethe ansatz data
(“B.A.”, provided by J.-S. Caux [220]) comprises the two- and four-spinon
contributions, accounting for about 98% of the total weight.
The t-DMRG calculation was done for a lattice of 128 sites1, with a fourth-order Trotter-
Suzuki decomposition and time steps ∆β = ∆t = 0.125. The truncation error χ2 =∑
i>m λ
2
i (χ is the 2-norm of the discarded Schmidt coefficients λi) was chosen as χ
2 ≤
10−12 during the cooling and χ2 ≤ 10−10 during the real-time evolution, resulting in a
maximum DMRG block Hilbert-space dimension of m . 1200 for the maximum simu-
lation times tobs = 6.25, 7.25, 10.5 at β = 1, 4, 16, respectively. The parameters for the
linear prediction (6.5) were correspondingly chosen as p = 13, 15, 21 (p · ∆t = tobs/4)
and tfit = tobs/2.
The result of DMRG simulation, combined with linear prediction is displayed in Figs. 6.4
and 6.5. The structure factor converges for β →∞ to the T = 0 Bethe ansatz results from
Ref. [220].
Fig. 6.6 illustrates robustness of the linear prediction against variation of the correspond-
ing parameters. Changing the regularization parameter by a factor of 10 or the length p·∆t
of the prediction interval by a factor 1.5 has no visible effect.
There is no Bethe ansatz result available for T > 0. Instead, Figs. 6.7 and 6.8 compare to
recent quantum Monte Carlo (QMC) data [221]. QMC simulations yield the spin structure
factor Sµν(k, τ) on the imaginary-time axis. This observable can be determined to very
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Figure 6.6.: Testing the robustness of the linear prediction method at the example of
Szz(k, ω). The black curves (p = p0 and ε = ε0) correspond to the same
DMRG data as in Fig. 6.5 (∆β = ∆t = 0.125; for β = 1, 4, 16, the predic-
tion parameters were chosen as p0 = 13, 15, 21 and ε0 = 10−7, 10−7, 10−6,
respectively). The blue tilted crosses correspond to simulations where the
length p · ∆t of the prediction interval was increased by a factor of 1.5. The
red crosses correspond to calculations where the regularization parameter ε
for the inversion of the autocorrelation matrix R was increased by a factor of
10.
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Figure 6.7.: Comparison of the longitudinal spin structure factor Szz(k, ω) for the isotropic
Heisenberg antiferromagnet as obtained from DMRG and linear prediction
on the one hand, and QMC and the maximum entropy method on the other
hand (provided by S. Grossjohann [221]). The maximum deviation is about
20%. Labels “Bryan” and “historic” refer to the maximum entropy methods
of Refs. [222] and Ref. [223], respectively.
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Figure 6.8.: Comparison of the longitudinal spin structure factor Szz(k, τ) on the
imaginary-time axis. DMRG with linear prediction (lines) and QMC [221]
(dots) agree very well (maximum discrepancy of ∼ 5 · 10−4). It is to be con-
cluded that the deviations in Szz(k, ω) stem from the ill-conditioned analytic
continuation which has to be carried out for the QMC data and amplifies small
discrepancies.
high precision. The actual quantity of interest is however Sµν(k, ω), where
Sµν(k, τ) =
1
2pi
∫ ∞
−∞
dωe−ωτSµν(k, ω). (6.16)
To obtain Sµν(k, ω) from Sµν(k, τ), one can employ several variants of the maximum
entropy method (see, e.g., Ref. [206] for a review). The longitudinal spin structure factor
Szz(k, ω), Fig. 6.7, shows a maximum deviation of about 20%. If one compares however
on the imaginary-time axis, Szz(k, τ) given in Fig. 6.8, QMC and DMRG with linear
prediction (the DMRG data was transformed according to (6.16)) agree with a maximum
deviation of∼ 5 · 10−4. The discrepancy of the corresponding data for Szz(k, ω), is hence
to be attributed to the fact that the maximum entropy method, employed to transform the
QMC data to frequency space, is ill-conditioned. This is due to the exponential in (6.16).
Small errors of Szz(k, τ) get blown up by the numerical analytic continuation.
6.3. Discussion
It has been demonstrated how a combination of finite-temperature t-DMRG and linear pre-
diction allows for a very accurate calculation of spectral functions, at finite temperatures.
The method is for one-dimensional systems favorable to the usual QMC approach: As
t-DMRG has no sign problem, fermionic systems are also directly accessible. Also, no
analytic continuation of correlators as in QMC calculations is necessary. As opposed to
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some other approaches, the proposed method works over the entire temperature regime.
An attractive feature of the method is provided by the increasing availability of t-DMRG
codes – which need only minor modification to simulate at finite temperatures – and the
simplicity of the numerically inexpensive prediction method.
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circuits of fermionic isometries
A natural way to obtain fermionic variants of tensor product type ansatz states
is to replace the tensors by fermionic operators. In this chapter the focus is on
fermionic versions of the multiscale entanglement renormalization ansatz which
are circuits of fermionic unitaries with a causal cone. This can be employed to
simulate strongly correlated fermions in higher dimensions. To work with such
states on a classical computer it is necessary to represent the components of
the circuit in a appropriate representation – typically the occupation number
representation. Doing so in a naı¨ve way for dimensions d > 1, due to the trans-
formation, nonlocal Jordan-Wigner string operators appear. A mode reordering
scheme is presented that avoids the appearance of any Jordan-Wigner string
operators outside the causal cone, providing, hence, a local way of computing
local expectation values. Primitives of such a reordering scheme are highlighted.
The scheme gives rise to a variational description of fermionic models that, in
comparison to quantum Monte Carlo simulations, does not suffer from a sign
problem.
Strongly correlated quantum lattice models pose some of the most intriguing problems in
quantum physics, presumably being at the basis of phenomena such as high-temperature
superconductivity. To theoretically describe such models is often very difficult, an obvi-
ous obstacle being the prohibitive dimension of Hilbert space even for moderately sized
systems when naively representing ground states. In recent years, it has increasingly be-
come clear, however, that typical ground states of physically meaningful local models are
lurking in some corner of Hilbert space, one that can often even be identified. Hence to
faithfully describe such a state, even though it may be impossible to parametrize the en-
tire physical space, one merely has to parametrize those quantum states from the relevant
set (or good approximations to it), requiring significantly fewer parameters, cf. Chap. 1.
The most prominent and to date most powerful incarnation of this idea is provided by the
density-matrix renormalization group (DMRG) method [66, 68], requiring only linearly
many parameters in the system size, but still giving an exceptionally good description of
gapped one-dimensional spin chains and a very reasonable one for critical chains.
To realize such an idea in higher-dimensional systems is significantly more difficult,
although a lot of progress was made in recent years [119, 118, 120, 125, 229, 128, 230–
232, 129] specifically when it comes to generalizing DMRG ideas to higher dimensions
(cf. Sec. 1.5), including variations of tensor product ansa¨tze or projected entangled pair
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states (PEPS) [116–119], or circuits of the multiscale entanglement renormalization ansatz
(MERA). This is a scale invariant approach related real-space renormalization [34], and
proposed first in Ref. [120].
To describe higher dimensional fermionic systems, such as the Fermi-Hubbard model
itself [233] in such a fashion, appears particularly promising, but also particularly chal-
lenging. Here, other key methods of describing quantum lattice models like the powerful
quantum Monte-Carlo method are hampered by the sign problem [49, 62, 63]. Surely,
fermionic models can readily be represented as spin models, yet at the expense of los-
ing locality (or by doubling the degrees of freedom and increasing the locality region of
Hamiltonians [234]). If one considers a term fˆ †j fˆk, j < k, then its spin representation
under the Jordan-Wigner transformation (JWT) is
σ−j ⊗
⊗
j<l<k
σzl ⊗ σ+k .
For a pair of nearest neighbor sites 〈j, k〉 on an L × L lattice, the occurring string oper-
ator that is supported not only on the spins associated with j and k, but in fact all spins
between j and k, will typically have a length of order L. It should be clear that for a
two-dimensional model no order can be chosen to let this apparent problem disappear.
This chapter presents a method to study strongly correlated fermionic models using a
fermionic variant of MERA, i.e., circuits of fermionic unitary gates with causal cones of
bounded size, in a way that is not overburdened by string operators at all.
When describing the system and computing local expectation values, one has to deal
with operators having an identical support as compared to that of a corresponding spin
system (fermionic gates of the circuit replaced by regular ones), and strings can be made
to disappear. The causal cone is, e.g., during the evaluation of a local observable, formed
by those unitaries of the circuit that cannot be canceled with their conjugates due to the
presence of the observable; cmp. Fig. 7.1. The key point of the suggested approach is to
acknowledge that while any fixed mode ordering will give rise to the above problem, we
are not forced to keep the order fixed during the evaluation of the circuit. Instead, one
can employ a dynamical reordering of the fermionic modes in the essential part of the
lattice (e.g., the causal cone in the evaluation of local expectation values), reordering and
projecting out particles “on the fly”, in dynamical Jordan-Wigner transformations.
7.1. Physical algebra
The following three sections prepare the ground of the dynamical reordering idea. The
algebra G(L) of a set of n fermionic modes is spanned by products of anticommuting
fermionic operators {fˆj , fˆ †j : j = 1, . . . , n}, with
{fˆj , fˆk} = 0, {fˆj , fˆ †k} = δj,k. (7.1)
Physical operators form the subalgebra F(L), the so-called physical algebra, of opera-
tors respecting the fermion number parity [235–237]. Each element commutes with the
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fermion number parity operator (−1)Nˆ . In practical terms, this means that they are even
polynomials in the fermionic creation and annihilation operators. Hence, the physical al-
gebra splits into a direct sum of an even and an odd part,
F(L) = F (even)(L)⊕F (odd)(L). (7.2)
For a subset I ⊂ L of some sites, one the corresponding physical algebra is denoted by
F(I) and contains all fˆj , fˆ †j with j ∈ I.
7.2. Fermionic MERA
A fermionic unitary is a parity-preserving unitary gate acting on fermionic modes, Uˆ =
eihˆ, where hˆ ∈ F(L) is a hermitian operator. In the considered circuits, unitaries are
local, i.e., have a small support I independent of n (e.g., two sites) such that Uˆ ∈ F(I). A
fermionic MERA is now an ordered product of such fermionic unitaries and has a causal
structure, i.e. causal cones for which the size of every cross-section is bounded; see below.
This chapter focuses on conjugation as necessary for the evaluation of expectation values
of local observables Aˆ ∈ F(L). So we want to evaluate local observables Aˆ, with respect
to fermionic MERA states that have been prepared by applying a fermionic unitary circuit
to the vacuum state |ø〉,
E = 〈ø| . . . Uˆ2Uˆ1AˆUˆ †1 Uˆ †2 . . . |ø〉, (7.3)
or by applying it to some other product state with odd fermion number parity, e.g., fˆ †n|ø〉
instead of |ø〉. In the fermionic MERA the top layer defines the parity, similar to fixing
the topological degrees of freedom in Kitaev’s toric code [238]. In fact, there is a natural
discrete time label t in a circuit, in that t = 0, . . . , T labels the time at which a single gate
is being applied. The mentioned causal cone (see Fig. 7.1), is formed by those unitaries in
the circuit that cannot be sequentially canceled with their conjugates from the dual vector
in Eq. (7.3) due to the presence of the local observable Aˆ. Efficient schemes will have a
causal cone of a fixed width, in that a local operator will only touch for each time step
a constant number of unitaries. The sequence of sequentially computing the expectation
values respecting the discrete time order gives rise to a contraction. One can also allow for
time steps where partial projections are applied onto the fermionic vacuum in some mode.
Let us now turn to aspects that are specific for fermions. An important property for the
elements of disjoint sub-algebras Uˆ ∈ F(I) and Vˆ ∈ F(J ), I ∩ J = ∅, is that their
elements commute:
[Uˆ , Vˆ ] = 0.
This has the important consequence that just as for spin systems, all unitaries outside a
causal cone can be canceled, and the fermionic variant inherits the same cone as the spin
system. For details on MERA and unitary circuits, see also Refs. [120, 125, 229, 128, 230].
As shown in the following, the computation of the expectation value Eq. (7.3) can be done
without having to deal with string operators outside the causal cone.
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7.3. Jordan-Wigner transformations
In a numerical implementation, fermionic operators will be encoded in an occupation num-
ber representation: This representation necessarily depends on the chosen order of the
fermionic modes. As it will be necessary to change the ordering of the fermionic modes at
different times, it makes sense to first highlight the status of the JWT. For the entire system
L one can take some order O corresponding to an element of the symmetric group Sn, for
example the trivial order O = (1, . . . , n). For this order O, a basis for the Hilbert space is
given in the occupation number representation,
|i1, · · · , in〉O = (fˆ †O1)i1 . . . (fˆ
†
On
)in |ø〉, (7.4)
giving an identification of the total Hilbert space with the (C2)⊗n, the Hilbert space of
n spins 1/2. Expressing fermionic operators in the occupation number representation
amounts to a map JO : G(L) → M(L) where M(L) is the algebra of linear operators on
(C2)⊗n. This map is the well-known Jordan-Wigner transformation (JWT), depending on
L and the chosen order O ∈ Sn of the corresponding fermionic modes. For example, for
an annihilation operator it yields
JO(fˆOk) =
(k−1⊗
l=1
σzl
)
⊗ σ+k , (7.5)
where σx,y,zk denote the familiar Pauli operators and σ
+
j = (σ
x
j + iσ
y
j )/2. In this light, a
JWT simply gives fermionic operators in the occupation number (or spin) representation
for a given ordering O.
Local fermionic operators are identified with nonlocal operators in the respective spin
systems. Also, physical operators contain strings that depend on the order chosen. Con-
sider a local physical operator acting on sites I, the spin representation will in general also
be supported on the spins in between with respect to order O. E.g., for the local fermionic
number operator one finds JO(fˆ
†
Oj
fˆOj ) = σ
z
j , but the occupation number representation
of fˆ †Oj fˆOk
JO(fˆ
†
Oj
fˆOk) = σ
−
j ⊗
⊗
j<l<k
σzl ⊗ σ+k (7.6)
with j < k contains a string of Pauli operators on [j, k].
For physical operators Aˆ ∈ F(L) conservation of the fermion number parity manifests
itself in the occupation number representation for an ordering O as follows: Splitting
the basis (7.4) into two parts, depending on the parity of
∑
k ik, the spin representation
A = JO(Aˆ) of an operator Aˆ attains the form
A = A(even) ⊕A(odd). (7.7)
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t=0
Figure 7.1.: Example for the evaluation of a local observable (central black box) with re-
spect to a fermionic MERA (gray boxes). Each gray box represents a single
fermionic unitary. The ones in dark gray compose the causal cone of the ob-
servable, all other lie outside of it and cancel each other. Only for conceptual
clarity, a 1D MERA is depicted, and not a two-dimensional one, for which
dynamical reordering becomes relevant.
7.4. Dynamical reordering
The new scheme to contract a fermionic unitary circuit to be described in the following
will be called dynamical reordering. It is demonstrated that the contraction can be done
with essentially the same complexity compared to the corresponding spin circuit: For the
contraction of the unitary circuit, a “time order” is introduced, with t = 0 corresponding
to the local operator Aˆ itself. In each step exactly one operation is executed (like adding
modes, partially projection, or conjugation with a unitary). The general idea of dynamical
reordering is to order only the modes we are currently using (inside the causal cone) at a
time t in a non-trivial fashion, with order Ot explicitly dependent on t. As we proceed,
new modes appear in the causal cone, and they are added to the description. When they are
discarded (e.g., due to projection), they are removed from the description Ot as t evolves.
Hence, one arrives at an entirely local description of the fermionic tensor network, without
encountering any string operators outside the cone. To do so one can apply the subse-
quent rules, providing a complete set of primitives, required to contract the unitary circuit.
The rules are formulated for the occupation number representations of the participating
fermionic operators, as they would be stored for a numerical implementation.
7.4.1. Contraction primitives
(a) Local representation of fermionic local operators:
Consider a local operator Aˆ ∈ F(I), that is, it is an even polynomial in the operators
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{fˆj , fˆ †j } for j ∈ I. The spin representation of the fermionic operator Aˆ in order O
is given by
A = JO(Aˆ). (7.8)
This representation only involves k = |I| spins.
(b) Reordering fermionic modes:
Consider some fermionic operator Aˆ and an order Ot at some time t. The new spin
representation at a time t+ 1 in the new swapped order Ot+1 reads,
JOt+1(Aˆ) = pJOt(Aˆ)p, (7.9)
with p =
∏
i 1⊗ sOti ,Oti+1 ⊗ 1
sOti ,Oti+1 = |0, 0〉〈0, 0|+ |0, 1〉〈1, 0|+ |1, 0〉〈0, 1| − |1, 1〉〈1, 1|, (7.10)
where the i are chosen such that the corresponding sequence of nearest-neighbor
pair permutations of modes gives rise to the overall permutation Ot+1 = pi(Ot); so
familiar fermionic swaps can be applied to the local spin representation.
(c) Prepending fermionic modes:
Let us have an operator Aˆ at some time t, represented as A = JOt(Aˆ) in the order
Ot. Prepending a new fermionic mode yields the new order Ot+1 = (k,Ot). Then
the new representation of A′ = JOt+1(Aˆ) is given by
(A′)(even) = |0〉〈0| ⊗A(even) + |1〉〈1| ⊗A(odd),
(A′)(odd) = |0〉〈0| ⊗A(odd) + |1〉〈1| ⊗A(even). (7.11)
in the even and odd sectors, i.e. A′ = 1⊗A.
(d) Conjugation with fermionic unitaries having the same support:
Consider a subset of modes I at time t. Let Uˆ , Aˆ ∈ F(I) be fermionic operators
with support in I. Then,
JOt+1(Uˆ AˆUˆ
†) = JOt(Uˆ)JOt(Aˆ)JOt(Uˆ †) (7.12)
if the same order Ot+1 = Ot is taken. If Uˆ is stored in a different order, the permu-
tation rule has to be applied first.
(e) Partial trace over the first mode: Let us have some operator Aˆ at time t in order Ot,
and trace out the first mode Ot1, i.e. O
t = (Ot1, O
t+1). Then the spin representation
of the resulting fermionic operator is
JOt+1(TrOt1 Aˆ) =
∑
〈i, j2, · · · , jk|JOt(Aˆ)|i, i2, · · · , ik〉
× |j2, · · · , jk〉〈i2, · · · , ik|, (7.13)
where k = |Ot|.
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t = 0 t 
t + 1 t + 1 t + 1 t + 1 t + 1
t t t t 
(a) (b) (c) (d) (e) (f)
Figure 7.2.: The basic primitives described in the text of (a) expressing local gates in an
occupation number representation, (b) reordering fermionic modes, (c) adding
fermionic modes, (d) conjugating with fermionic unitaries, (e) partial traces,
and (f) partial projections.
(f) Partial projection over the first mode:
Let us consider the same orderings Ot and Ot+1 as for rule (e), but instead of trac-
ing out mode r = Ot1 from operator Aˆ, let us now consider the projection of the
mode to the empty state |0〉 or the state of a filled mode |1〉. The corresponding
projectors in F(I) are Pˆ (0)r = fˆrfˆ †r and Pˆ (1)r = fˆ †r fˆr, respectively. Hence the pro-
jected fermionic operators are Pˆ (i)r AˆPˆ
(i)
r with i = 0, 1. Their occupation number
representations follow by applying the partial trace (7.13):
JOt+1(Trr Pˆ
(i)
r AˆPˆ
(i)
r ) =
∑
|j2, · · · , jk〉〈i2, · · · , ik|
× 〈i, j2, · · · , jk|JOt(Aˆ)|i, i2, · · · , ik〉. (7.14)
7.4.2. Proofs for the contraction rules
ad (b) To prove the reordering rule for two modes with labels j, k with j = Oti and k =
Oti+1, i.e., two modes that are neighboring in the order O
t, one needs to show that
JOt(Sˆj,kAˆSˆ
†
j,k) = sj,kJOt(Aˆ)s
†
j,k = JOt+1(Aˆ), (7.15)
where Sˆj,k acts as Sˆj,kfˆjSˆ
†
j,k = fˆk and Sˆj,kfˆkSˆ
†
j,k = fˆj . One finds
Sˆj,k = 1− fˆ †j fˆj − fˆ †k fˆk + fˆ †j fˆk + fˆ †k fˆj , (7.16)
see Ref. [236, 237]. Its spin representation sj,k = JOt+1(Sˆj,k) is given by
sj,k = |0, 0〉〈0, 0|+ |0, 1〉〈1, 0|+ |1, 0〉〈0, 1| − |1, 1〉〈1, 1|. (7.17)
The reordering rule for more than two modes follows by iteration.
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ad (c) To derive the rule for adding modes, note that the local JWT gives
JOt(fˆOtk) = (⊗
k−1
l=1 σ
z
l )⊗ σ+k , (7.18)
and hence one obtains for Ot+1 = (x,Ot) that
JOt+1(fˆOt+1k+1) = JOt+1(fˆOtk) = σ
z
1 ⊗ JOt(fˆOtk). (7.19)
Exploiting the conservation of the fermion number parity for any operator Aˆ ∈
F(I), it follows that
JOt+1(Aˆ) =
∑
ν
(σz1)
2ν ⊗ JOt(Aˆν) = 1⊗ JOt(Aˆ), (7.20)
where Aˆν collects all monomial terms of degree 2ν such that Aˆ =
∑
ν Aˆν . With
A′ = JOt+1(Aˆ) and A = JOt(Aˆ), for the even and odd sectors, this gives
(A′)(even) = |0〉〈0| ⊗A(even) + |1〉〈1| ⊗A(odd), (7.21)
and similarly (A′)(odd) = |0〉〈0| ⊗A(odd) + |1〉〈1| ⊗A(even).
ad (e) To show the rule for the fermionic partial trace (7.13), note that for any operator Bˆ
that does not act on mode O1, i.e. Bˆ ∈ F(I \ {O1}), matrix elements obey
O〈i1, · · · , ik|Bˆ|j1, · · · , jk〉O = δi1,j1 O′〈i2, · · · , ik|Bˆ|j2, · · · , jk〉O′ , (7.22)
where O = (O1, O′) and k = |O|. With the definition
TrO1(Aˆ) = O〈j1, j2 . . . , jk|Aˆ|j1, i2, · · · , ik〉O
|j2, · · · , jk〉O′ O′〈i2, · · · , ik|, (7.23)
it follows that Tr(AˆBˆ) = Tr(TrO1(Aˆ)Bˆ) for any Aˆ ∈ F(I). This means that the
given expression (7.23) for TrO1 is the (fermionic) partial trace for mode O1. The
resulting occupation number representation JO′(TrO1 Aˆ) of the partial trace is given
in Eq. (7.13).
Rules (c), (e), and (f) were given for the case where only the very first mode O1 of the
ordering is affected (i.e., partial trace of the first mode etc.). Combining those rules with
the rule for reordering modes, they are generalized to the case where an arbitrary mode Oj
is affected. In the corresponding expressions in the occupation number representation this
results in extra sign factors. For the generalization of rule (d), note that when one wants to
perform a contraction in which the support is not the same for the two involved operators,
one can add the corresponding modes in both operators, reorder and apply rule (d).
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7.4.3. Consequences
The main point now is that if one follows this recipe of rules (a-f), and keeps only local
descriptions at each time, involving exactly the non-trivial support, one gets an identical
value for E in Eq. (7.3) as if one had performed a global Jordan-Wigner transformation
and computed it – then with a significant overhead in complexity.
With the basic building blocks, rules (a-f), one can thus contract causal fermionic cir-
cuits, as in Fig. 7.1, and also build, e.g., reduced density matrices for MERA [229, 128].
One hence arrives at the following observation:
Observation (Computation of expectation values): When computing expectation values
E = 〈Ψ| . . . Uˆ2Uˆ1AˆUˆ †1 Uˆ †2 . . . |Ψ〉 (7.24)
where the fermionic circuit Uˆ = Uˆ1Uˆ2 . . . prepares a MERA state from an elementary
(unentangled) state vector |Ψ〉, the support of the causal cone in each time step is ex-
actly the same as if one had a spin system with the same topology at each time. Hence,
such a fermionic circuit acting on a higher-dimensional fermionic system can be described
entirely locally, using the above rules, with the same time and memory complexity.
For some important circuits one also allows for general isometries, which in our case
here are treated as unitaries with a subsequent partial projection. As it turns out, general
isometries also can be taken account of without this detour, by directly contracting appro-
priately ordered fermionic operators. One can show that indeed the memory requirements
remain unchanged and that the operational overhead is small, and results solely from the
necessity of reordering the spin representation of the operators encountered during the
contraction. This gives rise to a more general theory of fermionic operator circuits; see
Chapter 8.
7.5. Time evolution
One also finds the following: For the time evolution (both real and imaginary) of local
fermionic Hamiltonians, one aims at determining updates of each of the fermionic unitaries
forming the circuit such that (Uˆ ′1)†(Uˆ ′2)† . . . |Ψ〉 is an optimal approximation to the evolved
state exHˆUˆ †1 Uˆ
†
2 . . . |Ψ〉. This can be done, using the above rules.
7.6. Summary
In this chapter, a time-adaptive Jordan-Wigner transformation (dynamical reordering) tech-
nique has been introduced. It helps to contract fermionic unitary circuits, in particular ex-
pectation values of local observables with respect to a MERA, with the same complexity
as for the corresponding spin model. This opens up a way to describe fermionic higher-
dimensional models without encountering a sign problem. It is the hope that this work
stimulates further interest in numerically assessing strongly correlated fermionic models
using unitary circuits.
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First promising numerical results can be found in Ref. [239]. After finishing this part of
the thesis, two other groups presented work on higher-dimensional fermionic systems. Nu-
merics on fermionic MERA were given in Ref. [240] and on fermionic PEPS in Ref. [241].
See Chapter 8 for more details.
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simulation of fermionic lattice systems
A fermionic operator circuit is a product of fermionic operators of usually
different and partially overlapping support. Further elements of fermionic
operator circuits (FOC) are partial traces and partial projections. The presented
framework allows for the introduction of fermionic versions of known qudit
operator circuits (QUOC), important for the simulation of strongly correlated
d-dimensional systems: The multiscale entanglement renormalization ansa¨tze
(MERA), tree tensor networks (TTN), projected entangled pair states (PEPS), or
their infinite-size versions (iPEPS etc.). After the definition of a FOC, a method
is presented that allows for contracting a FOC with the same computation
and memory requirements as a corresponding QUOC, for which all fermionic
operators are replaced by qudit operators of identical dimension. A given scheme
for contracting the qudit circuit relates to an analogous scheme for the corre-
sponding fermionic circuit, where additional marginal computational costs arise
only from reordering of modes for operators occurring in intermediate stages of
the contraction. This chapter constitutes hence a substantial generalization and
improvement of the – perhaps more intuitive – approach of Chap. 7. The results
generalize efficient schemes for the simulation of d-dimensional spin systems, as
algorithms on MERA, TTN, or PEPS to the fermionic case.
Strongly correlated quantum lattice models pose some of the most intriguing physical
questions and technical challenges, due to the fact that the number of degrees of freedom
increases exponentially with the system size. Especially for the analysis of ground state
properties in one-dimensional systems, the density-matrix renormalization-group (DMRG)
[66, 68] provides a numerical approach that is often extraordinarily accurate. It works by
variational optimization of a suitable class of states, in this case, the matrix product states
[83–85]. For two- and three-dimensional systems, quantum Monte-Carlo methods (e.g.,
positive-definite path integral [49, 62] or stochastic series expansion [50] representation)
are extremely successful for bosonic and unfrustrated spin models, but are bothered by the
sign problem [62, 63] for some interesting frustrated spin and fermionic models, including
the notorious Fermi-Hubbard model
Hˆ = −
∑
〈i,j〉,σ
(fˆ †iσfˆjσ + h.c.) + U
∑
i
nˆi↑nˆi↓ − µ
∑
i,σ
nˆiσ
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which is a candidate for the description of the essential physics of high-temperature super-
conductivity. Recently, new tools such as the diagrammatic Monte Carlo method have been
developed [53, 242], which have a less severe sign problem and have, e.g., been demon-
strated to give precise results for the repulsive Fermi-Hubbard model in the (correlated)
Fermi liquid regime [243]; see Secs. 1.1 and 1.2.
In a complementary development, generalizations of DMRG ideas to higher dimensions
have been put forward, see Secs. 1.3 and 1.5. To this purpose, first, one needs to give an
tensor-contraction ansatz for the many-particle state for which the number of degrees of
freedom does only scale polynomial with system size but is (hopefully) still appropriate
to describe, e.g., the ground states of the higher-dimensional system. Second, a way of
efficiently evaluating interesting local observables or correlators with respect to the ansatz
states needs to be identified. Third, a corresponding algorithm to determine or approxi-
mate the ground state within the ansatz class on a classical computer needs to be worked
out. Focusing first on spin (or equivalently qudit) lattices, several suggestions have been
put forward, such as tensor product ansa¨tze or projected entangled pair states (PEPS)
[116–119, 244, 245], tree tensor networks (TTN) [246], or multiscale entanglement renor-
malization ansa¨tze (MERA) [120, 125, 231, 128, 129].
This chapter addresses the question of how higher-dimensional fermionic systems can
be studied via ansatz states. If one maps the system to a spin model by expressing states
and operators in the occupation number representation with respect to a fixed ordering of
the modes, inevitably long-range (O(Ld−1), whereL is the linear size of the d-dimensional
lattice) interaction terms occur, rendering simulation unfeasible: If one considers, e.g., a
term fˆ †j fˆk, j < k, then its spin representation under the Jordan-Wigner transformation
[247] is
σ−j ⊗
⊗
j<l<k
σzl ⊗ σ+k ,
containing a so-called Jordan-Wigner string.
Accompanied by first numeric results, fermionic generalizations of MERA states were
suggested in Refs. [240, 239] and for PEPS in Ref. [241]. In Chap. 7, an algorithm for
fermionic MERA was given that is based on dynamical reorderings of fermionic modes;
see also Ref. [239]. It exploits the possibility to change the ordering of the fermionic modes
during the algorithm to confine all occurring Jordan-Wigner strings to a sublattice of finite
extend, the causal cone of, e.g., a local observable in the MERA. Going beyond that result,
here, the question is posed whether a given general circuit of fermionic operators (FOC,
examples in Fig. 8.1) can be contracted with the same efficiency as a corresponding circuit
of qudit operators (QUOC). This is answered in the affirmative for the case where all
operators in the FOC are parity-symmetric (either fermion number parity preserving or
changing): It is shown constructively that the elementary contraction operations for such
a FOC can be executed in an arbitrary sequence and detailed account of the algorithm
is given. As compared to the requirements for the contraction of a certain QUOC with
a given contraction scheme, the number of operations and memory requirements for the
90
8.1. Fermionic operator circuit
same contraction scheme, applied to a corresponding FOC, increase only by a marginal
amount.
This allows to translate the algorithms already developed for spin systems (for PEPS,
e.g., in Refs. [117, 119, 127, 126, 248], for MERA, e.g., in Refs. [125, 229, 128, 129]) to
the fermionic case without loss of computational efficiency. Giving further details for the
case of PEPS, it is argued that application of the FOC scheme to fermionic PEPS appears
to provide a more efficient algorithm than that presented in Ref. [241] where a mapping to
a spin system was employed by choice of a fixed mode ordering.
In Sec. 8.1 the idea of the FOC is introduced and it is given a proper definition. Rules
for the execution of the elementary contraction operations for two or one operators are
derived in Sec. 8.2, after which the importance of a predefined order among the operators
constituting the FOC is pointed out in Sec. 8.3. It is also explained how this operator
order can be modified with marginal computational cost, allowing to efficiently execute
the elementary contractions in an arbitrary sequence. The implications on computational
efficiency and locality considerations are summarized in Sec. 8.4. Sec. 8.5 introduces
further useful operations on FOCs that are employed in an efficient contraction algorithm
for fermionic (i)PEPS in Sec. 8.6. The chapter closes with a short discussion in Sec. 8.7.
8.1. Fermionic operator circuit
8.1.1. General structure
A fermionic operator circuit (FOC) is a product of (not necessarily physical, i.e., in general
not particle number parity preserving) fermionic operators Aˆi : Fm → Fn of in general
different support, specified by sets of mode labels m,n ⊂ L. Further elements of FOCs
are partial traces and partial projections. Each mode label x ∈ L occurs at most twice,
once for an incoming mode of some operator and, the second time, for an outgoing mode
of the same or another operator. This means for graphical representations of FOCs as
graphs, where each vertex corresponds to one operator Aˆi, that each arc (directed edge) of
the graph carries a set of unique mode labels. As explained in Sec. 8.1.2 this convention
allows for a convenient definition of the FOC such that it has a well-defined value.
Prominent examples of FOCs are fermionic versions of known qudit operator circuits
(QUOC), important for the simulation of strongly correlated d-dimensional systems: mul-
tiscale entanglement renormalization ansa¨tze (MERA) [120] and tree tensor networks
(TTN) [246]; Fig. 8.1. As shown in Sec. 8.6 also the fermionic variants of tensor prod-
uct ansa¨tze or projected entangled pair states (PEPS) [116–119] are covered in the FOC
framework; Fig. 8.8. For a MERA, a possible choice for mode labels are the renormaliza-
tion step τ combined with a site label from the corresponding lattice.
For numerical purposes, each fermionic operator Aˆ : Fm → Fn of the circuit is stored
in an occupation number representation with respect to certain orderings m and n of the
sets of modes m,n ⊂ L. Such orderings are considered as bijective enumerations m :
{1, . . . , |m|} → m and n : {1, . . . , |n|} → n of the sets, where |m| denotes the number of
elements in m. One may also treat such enumerations as vectors. For a chosen ordering n
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Figure 8.1.: (a) The graphical representation of a FOC as a directed graph. The nodes
represent fermionic operators. The arcs (directed edges) represent (partial)
multiplications, partial traces, and open indices. Each arc is labeled by the
set of modes it corresponds to. The operator corresponding to a certain vertex
maps from the modes of all incoming arcs to the modes of the outgoing arcs.
In the example, the arc “e” corresponds to a partial multiplication, arc “p” to
a partial trace, and arcs “a” and “b” to open incoming and outgoing indices,
respectively. The node at the top corresponds to a ket vector from Fm∪n and
the node at the bottom left to a bra vector (element of the dual of Ff∪i∪j). As
a whole, the circuit is a fermionic operator mapping from Fa to Fb.
(b) A FOC for the calculation of the expectation value of a local observable
(square in the center) with respect to a MERA state with two renormalization
steps. The hatched flat rectangles represent isometries which correspond to
a coarse graining step in a (real-space) renormalization procedure. The other
rectangles represent unitaries that are supposed to reduce entanglement of ad-
jacent blocks before a coarse graining step. The circuit contains only those
unitaries and isometries of the MERA that lie inside the so-called causal cone
of the observable; all others cancel out.
(c) FOC for a tree tensor network (TTN) state, here for a genuine tree system,
the Bethe lattice with coordination number z = 3. To have the value of a FOC
well-defined, one needs to specify an ordering among the operators, assigning
to each operator a number τ = 1, 2, . . . . In example (a), τ is (arbitrarily) cho-
sen to increase from the bottom to the top. In example (b), a natural ordering,
motivated by the picture of subsequent renormalization steps, is also directed
from the bottom to the top; as will be explained later, the ordering inside one
layer is irrelevant, as the contained isometries are all parity-preserving and op-
erate on disjoint sets of modes. Analogously in example (c), one can choose τ
to increase in radial direction, starting from the central node.
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of the modes in n, the basis states of the Fock space Fn are denoted by
|n〉n = |n1, . . . , n|n|〉n := (fˆ †n1)n1 . . . (fˆ †n|n|)n|n| |ø〉n , (8.1)
where |ø〉n labels the vacuum state of the Fock space Fn and fˆi are the corresponding
anticommuting ladder operators with {fˆi, fˆ †j } = δij . The operator Aˆ can hence be stored
as the complex 2|n| × 2|m| matrix
Jn,m(Aˆ) =
∑
n,m
|n) n〈n|Aˆ|m〉m (m|. (8.2)
This is an occupation number representation or Jordan-Wigner transform [247] of the op-
erator Aˆ. Of course it is also possible to restrict (for each set of modes) to a reduced basis.
The only information about the basis states actually needed is their particle number par-
ity; see Sec. 8.2.1. The states occurring in (8.2) are elements of different Hilbert spaces:
|m〉m ∈ Fm, |n〉n ∈ Fn, |m) ∈ B|m|, and |n) ∈ B|n|, where B|n| denotes the |n|-qubit
Hilbert space
B|n| = (C2)⊗|n|. (8.3)
A similar approach can be used for anyonic systems [249].
8.1.2. Definition of a FOC
A fermionic operator circuit is specified by a set of fermionic operators {Aˆi : Fm → Fn},
where each mode label occurs at most twice, once as an incoming mode of an operator
Aˆi and once as an outgoing mode of an operator Aˆj . Mode labels which occur two times
in this fashion imply a (partial) multiplication, Fig. 8.4a, or (partial) trace, Fig. 8.4b, of
the corresponding operators with respect to that set of modes. Both operations together
define a general contraction of two operators, namely contraction of some outgoing modes
of Aˆ with some incoming modes of Bˆ and, simultaneously, of some incoming modes of
Aˆ with some outgoing modes of Bˆ; see Fig. 8.4c. Mode labels, which occur only once,
correspond to modes that the FOC as a whole maps from or maps to.
To have the value of a FOC well-defined, one needs to specify an ordering of the con-
tained operators {Aˆi}. The value of the FOC is then defined by the one resulting from
doing the contractions in the order AˆN ◦ . . . ◦ Aˆ2 ◦ Aˆ1, where “Bˆ ◦ Aˆ” denotes the con-
traction of all common modes of the operators Aˆ and Bˆ; see Fig. 8.4c. As discussed in
Sec. 8.3, this operation is associative but in general not commutative, Bˆ ◦ Aˆ 6= Aˆ ◦ Bˆ.
8.1.3. Remarks on the definition
In Sec. 8.2, as for the partial contraction operation, also a rule for a partial projection of
some modes to basis states (i.e., {nˆi} eigenstates) will be given. This is actually already
covered by the contraction operation but perhaps useful to have explicitly, as such projec-
tions are frequently used in considerations on operator circuits.
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Figure 8.2.: The operator order goes from the bottom to the top. Left: Example for an op-
erator circuit on a lattice L = m ∪ n ∪ p ∪ q. It corresponds to the expression
Trm∪q( n〈ø|Aˆ4 · . . . · Aˆ1|ø〉p ), cmp. Eq. (8.4), where, e.g., Aˆ1 = aˆ1 ⊗ Idp∪q.
For convenience, the definition of fermionic operator circuits, Sec. 8.1.2, re-
quires that each mode occurs at most twice, once as an incoming mode and
once as an outgoing mode of some operators. This can be achieved by a re-
labeling of the modes, yielding the FOC Aˆ4 ◦ . . . ◦ Aˆ1 (right). This does not
change the matrix elements of the operators and the FOC. One has for exam-
ple m(2)⊕n(2)〈m′n′|Aˆ1|mn〉m(1)⊕n(1) = m⊕n〈m′n′|aˆ1|mn〉m⊕n , where m,
n, m(i), n(i) are orderings of the sets of modes m, n, mi, and ni. Here, with
the relabeling, also the partial projections for operators aˆ2 and aˆ3 have been
executed.
Note that the operators {Aˆi} are not assumed to be from the so-called algebra of phys-
ical operators – i.e., particle number parity preserving. This is for example useful when
calculating correlators of the form 〈fˆ †i fˆj〉 with respect to MERA or TTN states. In such a
calculation, the operators fˆ †i and fˆj become (clearly not parity preserving) elements of a
FOC.
However, it will be explained in Sec. 8.3 that in order to be able to do the contraction of
the FOC in an arbitrary sequence (necessary to get optimum numerical efficiency), i.e., to
be able to deviate from the order AˆN ◦ . . . ◦ Aˆ2 ◦ Aˆ1, it is in general necessary that each
Aˆi is either parity preserving or parity changing.
That mode labels are required to be unique is not a limitation. Consider for example an
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operator circuit that is defined on a lattice L and does not have that property,
Trt( o〈ø|AˆN · . . . · Aˆ2 · Aˆ1|ø〉i ). (8.4)
Here t ⊂ L denotes a subset of modes that are traced out, and i and o ⊂ L denote subsets
of modes that are projected out; t ∩ (i ∪ o) = ∅. The circuit hence maps from FL\(t∪i) to
FL\(t∪o). Each operator Aˆi acts nontrivially on a subset of the modes: Aˆi = aˆi ⊗ IdL\`i
with aˆi : F`i → F`i where `i ⊂ L. Now, relabeling of the modes to make the modes
unique as depicted in Fig. 8.2, does of course not change the matrix elements of the FOC.
It yields a proper FOC AˆN ◦ . . . ◦ Aˆ2 ◦ Aˆ1, where each operator Aˆi has the same matrix
elements as the corresponding aˆi (partial projections onto the vacuum can be executed in
the same step, as in our example, or introduced as separate elements of the FOC). The
contraction rules in Sec. 8.2 are constructed such that this FOC and (8.4) have the same
matrix elements, i.e., are related by a trivial relabeling of incoming and outgoing modes.
8.1.4. Rationale behind calculations and derivations
• The fermionic operators are maps from one Fock space of “incoming modes” to
another (in general unrelated) Fock space of “outgoing modes”. In general, they are
of different dimension.
• Each arc (directed edge) in a graphical representation of a FOC corresponds to a set
of unique fermionic modes.
• Vacuum states are mode specific. Ladder operators of other unrelated modes com-
mute with the vacuum state for other modes. Take for example n = {1, 2} and
n = (1, 2), then
fˆ †3 |n1n2〉n = fˆ †3(fˆ †1)n1(fˆ †2)n2 |ø〉n
= (−1)n1+n2(fˆ †1)n1(fˆ †2)n2 |ø〉n · fˆ †3
= (−1)n1+n2 |n1n2〉n · fˆ †3 (8.5)
The rationale behind this is that if one has an expression m∪n〈ø|AˆmAˆn|ø〉m∪n for
disjoint sets of modesm and n, and where Aˆm and Aˆn are polynomials in the ladder
operators of the modes in m and n, respectively, it evaluates to
n〈ø|m〈ø|AˆmAˆn|ø〉m |ø〉n = m〈ø|Aˆm|ø〉m n〈ø|Aˆn|ø〉n .
8.1.5. Notation
The Einstein summation convention is employed, i.e., basis state labels that occur twice in
an expression presuppose summation over that basis.
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Basis states for a certain set m ⊂ L of |m| fermionic modes and an ordering m of those
modes will be denoted by |m〉m = (Fˆmm )†|ø〉m , wherem ∈ {0, 1}|m| and
Fˆmm := (fˆm|m|)
m|m| · . . . · (fˆm2)m2(fˆm1)m1 .
The number of particles in a basis state |m〉m is denominated by
m¯ :=
∑
i
mi. (8.6)
The parity of the basis state is (−1)m¯.
Whenever references to Fock spaces for unions of sets of modes occur, as in Fm∪n, it is
implied that those sets of modes are disjoint, i.e., m ∩ n = ∅ in that case.
With Bˆ ·n Aˆ, a partial multiplication is denoted. Only the outgoing modes n of Aˆ are
contracted with the corresponding same incoming modes n of Bˆ. Correspondingly Trr Bˆ
denotes a partial trace, the contraction of incoming modes r with outgoing modes r. The
expression Bˆ ◦ Aˆ denotes a (partial) contraction of all common incoming/outgoing modes
of Aˆ with corresponding outgoing/incoming modes of Bˆ.
8.2. Contractions
In the following, rules are given for all elementary contraction operations needed during
the evaluation of a FOC. No non-local Jordan-Wigner transformations occur. The only
reordering of modes necessary is for incoming or outgoing modes of single operators,
directly before a partial multiplication, trace etc. that they are affected by.
8.2.1. Reordering of modes
Assume we are given a fermionic operator Aˆ : Fm → Fn in the occupation number
representation Jn,m(Aˆ). The contraction rules to follow, will pose some preconditions on
the orderings of modes (to get simple formulae). One needs hence to be able to derive
from Jn,m(Aˆ) representations Jn′,m′(Aˆ) with different mode orders.
All reorderings can be written as sequences of two mode swaps. Let us assume that
m′ = m and that orderings n and n′ differ only in modes nj and nk (for 1 ≤ j < k ≤ |n|),
i.e., n′j = nk and n
′
k = nj . Where in the old representation, |n) corresponds to the state
|n〉n = (fˆn1)n1 . . . (fˆnj )nj . . . (fˆnk)nk . . . |ø〉n , it corresponds in the new representation
to |n〉n′ = (fˆn1)n1 . . . (fˆnk)nj . . . (fˆnj )nk . . . |ø〉n .
To derive the corresponding transformation on the representations of Aˆ, note that an
operator Sˆjk that swaps the modes, i.e., SˆjkfˆjSˆ
†
jk = fˆk and SˆjkfˆkSˆ
†
jk = fˆj is given by
[236]
Sˆjk = 1− fˆ †j fˆj − fˆ †k fˆk + fˆ †j fˆk + fˆ †k fˆj . (8.7)
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Figure 8.3.: To implement contraction schemes for FOCs on a computer, every operator
Aˆ : Fm → Fn is stored in an occupation number representation Jn,m(Aˆ).
The primitive contraction rules, given in Sec. 8.2, pose some preconditions
on the orderings of modes (to get simple formulae). Hence, before apply-
ing those rules, it is in general necessary to change, e.g., from Jn,m(Aˆ) to
a representation Jn′,m′(Aˆ) with different mode ordering. In the depicted ex-
ample, the order of the outgoing modes changes from n = (n1, n2, n3) to
n′ = (n2, n3, n1). As explained in Sec. 8.2.1, this requires application of the
swap matrix S [Eq. (8.9)] – in this example two times.
With Sˆjk|ø〉n = |ø〉n , one has hence
Jn′,m(Aˆ) = Jn,m(SˆjkAˆ) = Jn,n(Sˆjk)Jn,m(Aˆ) (8.8)
The occupation number representation (Jordan-Wigner transform) of a term fˆ †j fˆk is σ
−
j ⊗
(
⊗k−1
l=j+1 σ
z
l ) ⊗ σ+k , where the σα denote the Pauli matrices. The swap operator for two
consecutive modes is in the relevant subspace
S := J(i,i+1),(i,i+1)(Sˆi,i+1)
= |0, 0)(0, 0| − |1, 1)(1, 1|
+|0, 1)(1, 0|+ |1, 0)(0, 1|. (8.9)
In practice one may choose to execute all mode reorderings by application of correspond-
ing sequences of swap operators for consecutive modes; see Fig. 8.3.
Swapping of whole sets of modes, e.g., useful when retaining reduced bases, can be
done as well. Consider an operator Bˆ : Fm → Fu∪v∪x∪z given in the representation
Jn,m(Bˆ) with n = u⊕ v⊕ x⊕ z where u, v, x, z are orderings for the modes in u, v, x, and
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Figure 8.4.: Listing of all (contraction) operations that are needed to evaluate a FOC: (a)
partial multiplication Bˆ ·n Aˆ, (b) partial trace Trr Aˆ, (c) partial contraction
Bˆ ◦ Aˆ = Trr Bˆ ·n Aˆ. The latter is not a primitive operation, but rather a com-
bination of operations (a) and (b). In all cases, the lower operator is defined to
come first in the operator ordering.
z. Swapping v and x, is achieved by (uxvz|Jn′,m(Bˆ)|m) = (−1)x¯v¯(uvxz|Jn,m(Bˆ)|m),
where n′ = u⊕ x⊕ v⊕ z.
8.2.2. Contraction of some outgoing modes of Aˆ with the corresponding
incoming modes of Bˆ
The partial multiplication of two operators is depicted in Fig. 8.4a. Let Aˆ : Fm → Fn∪p
and Bˆ : Fn∪q → Fk, i.e., the operators’ outgoing/incoming supports overlap in the modes
n. Let m, n, p, and q be orderings for the modes in m, n, p, and q. Assuming we have
the two operators in representations A = Ja,m(Aˆ) and B = Jk,b(Bˆ) with a = n ⊕ p and
b = n⊕ q, the resulting operator Cˆ := Bˆ ·n Aˆ : Fm∪q → Fk∪p with orderings c1 = k⊕ p,
c2 = m⊕ q is
Cˆ = Bˆ ·n Aˆ
= |k〉k (k|B|n′q) b〈n′q| · |np〉a (np|A|m) m〈m|
= (−1)p¯q¯+(p¯+q¯)(n¯+n¯′)|k〉k (k|B|n′q)
× q〈ø| n〈ø|(Fpp )†Fn
′
n (F
n
n )
†F qq |ø〉n |ø〉p
×(np|A|m) m〈m|
= (−1)p¯q¯ · |kp〉c1 (k|B|nq)(np|A|m) c2〈mq|
=: |kp〉c1 (kp|C|mq) c2〈mq|, (8.10)
where C is the representation C = Jc1,c2(Cˆ). In short, the transformation rule for the
occupation number representations reads
(kp|C|mq) = (−1)p¯q¯(k|B|nq)(np|A|m). (8.11)
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In appendix 8.8, an alternative derivation of this rule is given, where the support of oper-
ators Aˆ and Bˆ is extended prior to the contraction such that there is no need for applying
the commutation prescription (8.5). The result is the same.
8.2.3. Partial trace of an operator
The partial trace of an operator is depicted in Fig. 8.4b. Let Aˆ : Fm∪r → Fn∪r i.e., the
operator’s outgoing and incoming supports overlap in the modes r. Such operators can
always be decomposed in the form
Aˆ = Aˆ+ + Aˆ−, (8.12)
where Aˆ+ is the particle number parity preserving and Aˆ− the parity changing component,
i.e.,
(−1)Nˆn+NˆrAˆ± = ±Aˆ±(−1)Nˆm+Nˆr (8.13)
with Nˆr :=
∑
i∈r fˆ
†
i fˆi.
The correct expression for the partial trace follows from its defining property that Tr(AˆBˆ) =
Tr(Trr(Aˆ)Bˆ) for all operators Bˆ that have no support on modes r. Hence, let us consider
such an operator Bˆ : Fn∪r → Fm∪r with no support on r, i.e., fˆiBˆ± = ±Bˆ±fˆi ∀i∈r. Let
m, n, r be orderings for the modes in m, n, and r. Further let a = m ⊕ r and b = n ⊕ r.
The operator’s matrix elements obey
a〈mr′|Bˆ|nr〉b
= a〈ø|Fˆ r′r Fˆmm Bˆ(Fˆnn )†(Fˆ rr )†|ø〉b
= (−1)r¯′m¯+r¯n¯ m〈ø| r〈ø|Fˆmm Fˆ r
′
r Bˆ(Fˆ
r
r )
†(Fˆnn )
†|ø〉r |ø〉n
= δrr′(−1)r¯(m¯+n¯) m〈m|Bˆ+ + (−1)r¯Bˆ−|n〉n
= δrr′ m〈m|Bˆ|n〉n . (8.14)
Requiring that
Tr(AˆBˆ) = b〈nr|Aˆ|mr〉a m〈m|Bˆ|n〉n = Tr((Trr Aˆ)Bˆ),
is true for all operators Bˆ with the properties stated above, leads to the conclusion that the
partial trace for the modes r is simply given by the expression
Trr Aˆ =
∑
r
|n〉n b〈nr|Aˆ|mr〉a m〈m|. (8.15)
Hence, assuming we have the operator in the representation Jb,a(Aˆ), the resulting operator
Trr Aˆ : Fm → Fn is in the occupation number representation
(n|Jn,m(Trr Aˆ)|m) = (nr|Jb,a(Aˆ)|mr). (8.16)
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Please note that the orderings of the modes has been chosen such that, in Eq. (8.14),
two sign factors compensate – that of a mode reordering with one from commuting Fˆ rr
and the operator Bˆ. A sign factor (−1)r¯(m¯+n¯) would occur in the expressions for the
partial trace, had we swapped the order of m (n) and r in the ordering of the incoming
(outgoing) modes, i.e., a = r⊕m (b = r⊕ n) instead of our choice here. For such a case,
the preparative mode reordering would take account of the sign factor and then, having
realized the preconditions of it, one would apply rule (8.16).
8.2.4. Contraction of some outgoing modes of Aˆ with the corresponding
incoming modes of Bˆ and vice versa
Combining partial multiplication (8.10) with partial trace (8.15) one obtains a general par-
tial contraction, namely, that of some outgoing modes n of operator Aˆwith the correspond-
ing incoming modes of Bˆ and, simultaneously, contraction of some outgoing modes r of Bˆ
with the corresponding incoming modes of Aˆ. This corresponds to the partial contraction
depicted in Fig. 8.4c.
Let Aˆ : Fm∪r → Fn∪p and Bˆ : Fn∪q → Fk∪r, i.e., the operators outgoing/incoming
supports overlap in the modes n and r. Let m, n, r, p, q, k be orderings for the modes in m,
n, r, p, q, and k. Assuming we have the two operators in representationsA = Jn⊕p,m⊕r(Aˆ)
and B = Jk⊕r,n⊕q(Bˆ), with a = k⊕ p and b = m⊕ q, the resulting operator Cˆ : Fm∪q →
Fk∪p is
Cˆ = Trr Bˆ ·n Aˆ
= (−1)p¯q¯+r¯(p¯+q¯) · |kp〉a (kr|B|nq)(np|A|mr) b〈mq|,
i.e.,
(kp|Ja,b(Cˆ)|mq)
= (−1)p¯q¯+r¯(p¯+q¯) · (kr|B|nq)(np|A|mr). (8.17)
In the following, Bˆ ◦ Aˆ denotes a (partial) contraction of all common incoming/outgoing
modes of Aˆ with corresponding outgoing/incoming modes of Bˆ according to Eq. (8.17).
8.2.5. Partial projection
The partial projection for an operator is not a new primitive. It is actually an application
of the partial multiplication. It is however useful to give it explicitly as partial projections
are frequently used in considerations about operator circuits. Let Aˆ : Fm → Fr∪n. Let r,
m, n be orderings for the modes in r, m, and n. Further let a = r⊕ n. After projection of
modes r onto a basis state ({nˆi}i∈r eigenstate) |r′〉r = (Fˆ r′r )†|ø〉r , the resulting operator
Aˆ′ : Fm → Fn is
Aˆ′ = r〈r′| · |rn〉a (rn|Ja,m(Aˆ)|m) m〈m|
= |n〉n (r′n|Ja,m(Aˆ)|m) m〈m|, (8.18)
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Figure 8.5.: The most general FOC with three operators. To verify that the contraction
of operators as given by rule (8.17) is associative, one needs to compare the
results of Cˆ ◦ (Bˆ ◦ Aˆ) and (Cˆ ◦ Bˆ) ◦ Aˆ. Both do indeed agree.
i.e.,
(n|Jn,m(Aˆ′)|m) = (r′n|Ja,m(Aˆ)|m). (8.19)
A sign factor (−1)r¯′n¯ would occur, if we would swap the order of modes r and n in the
order a of the outgoing modes.
8.3. Operator order and contraction sequence
In Sec. 8.1.2, the value of the FOC was defined as the value resulting from executing
the contractions of the constituting operators Aˆi with respect to a certain operator order,
AˆN ◦ . . . ◦ Aˆ2 ◦ Aˆ1. This definition is only sufficient if the contraction (8.17) of operators,
as depicted in Fig. 8.4c, is indeed associative. For the most general FOC of three operators
Aˆ : Fa∪b∪c → Fd∪e∪f , Bˆ : Ff∪g∪h → Fc∪k∪n, and Cˆ : Fe∪j∪k → Fa∪h∪m one finds
indeed (see Fig. 8.5)
Cˆ ◦ (Bˆ ◦ Aˆ) = (Cˆ ◦ Bˆ) ◦ Aˆ, (8.20)
confirming the consistency of the contraction rule (8.17).
Numerically it may be more efficient to execute for example first the contraction be-
tween Aˆ1 and Aˆ3 and contract the result with Aˆ2 afterwards. To be able to choose an
arbitrary sequence for the contractions as is possible for the corresponding QUOCs, one
needs to be able to change the ordering of the operators without changing the value of
the FOC. In the elementary contractions, the ordering of the affected operators matters,
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Figure 8.6.: To allow for arbitrary contraction sequences, one needs to be able to change
the operator ordering. In the diagrams, the operator order is defined to increase
from the bottom to the top. If all operators are parity-symmetric (either pre-
serve or change the fermion number parity; s = 0 or s = 1), swapping of op-
erators can be done and the resulting sign factors taken account of efficiently.
(a) The generic rule (8.21) for swapping two operators that are neighbors in
the ordering. (b) An Identity for the most generic FOC with three operators,
the same as in Fig. 8.5, depicted in a slightly different fashion. A minus sign
at the contraction arc for a mode set n indicates that a sign factor (−1)n¯ is to
be inserted in the contraction formula (see text).
i.e., for two operators Aˆ : Fm∪r → Fn∪p and Bˆ : Fn∪q → Fk∪r, one has in general
Trr Bˆ ·n Aˆ 6= Trn Aˆ ·r Bˆ. However, if each of the two operators is either parity preserving
(s = 0) or parity changing (s = 1), one finds the simple relation
Trr Bˆ ·n Aˆ = (−1)sAsB Trn[(Pˆn ·n Aˆ ·r Pˆr) ·r Bˆ], (8.21)
where Pˆn : Fn → Fn with n〈n′|Pˆn|n〉n = δnn′(−1)n¯. In the more compact notation this
reads Bˆ ◦ Aˆ = (−1)sAsB Pˆn ◦ Aˆ◦ Pˆr ◦ Bˆ. In an implementation, instead of inserting the Pˆn
in this fashion as operators or applying them directly to Aˆ or Bˆ, more efficiently, one may
introduce a binary counter (with initial state 0) for each contraction arc – in this case, for
the contraction with respect to modes n. Whenever a factor Pˆn arises when swapping the
order of operators that have both support on n, the state of the binary counter is inverted.
Once, the contraction with respect to modes n is executed, one inserts the factor (−1)n¯ in
the corresponding expression, if the state of the counter is 1. In the graphical representation
of a FOC, the state 1 of the counter is denoted by a minus sign at the corresponding
contraction arc as exemplified in Fig. 8.6. The numerical overhead for keeping track of
those signs is marginal.
In the following, operators Aˆ : Fm → Fn that are either fermion number parity pre-
serving or changing,
(−1)NˆnAˆ = ±Aˆ(−1)Nˆm , (8.22)
are called parity-symmetric. Also FOCs that contain only parity-symmetric operators are
called parity-symmetric.
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Using the above result, it is possible to do the operator contractions of a parity-symmetric
FOC in an arbitrary sequence. One starts with the predefined operator order. To execute
the contraction of two (arbitrary) operators of the FOC:
• Apply rule (8.21) to bring the two operators into direct neighborhood in the operator
order, keeping track of the resulting sign factors for the contraction arcs and of the
global sign,
• apply mode swapping operators as described in Sec. 8.2.1, to bring the occupation
number representations of the two operators into accord with the precondition of the
general contraction rule (8.17), and
• replace the two operators by their contraction according to the rule (8.17).
Consequently, the contraction of a FOC can be done efficiently – with the same sequence
of partial contractions as for a corresponding qudit operator circuit. No non-local Jordan-
Wigner transformations occur. Marginal computational overheads result from keeping
track of certain sign factors when doing contractions in a sequence that deviates from
the ordering of the circuit’s operators and reordering of modes for incoming or outgoing
modes of single operators, directly before a partial multiplication, trace etc. that they are
affected by.
The operator order is part of the definition of a FOC. For the example of the fermionic
MERA it can be chosen to agree with the physical interpretation as consecutive renormal-
ization steps; i.e., the operator order is increasing with the renormalization number. As all
unitaries (isometries) of a particular renormalization stage commute, the ordering among
those can be chosen arbitrarily. In Sec. 8.6 a useful operator ordering for fermionic PEPS
is presented.
8.4. Computational costs and locality
Given a contraction sequence for a qudit operator circuit (QUOC), the same sequence can
be used for a corresponding parity-symmetric FOC (for which all qudit operators are re-
placed by parity-symmetric fermionic operators of identical dimension). There is hence
no memory or computational overhead per se. For the elementary contraction operations
stated in Sec. 8.2, a certain ordering of the modes was being assumed, prior to the opera-
tion. If one uses the contraction operations as stated there, one gets a marginal overhead
from the corresponding preparative mode reorderings; Sec. 8.2.1. The number of numer-
ical operations needed for a reordering is proportional to the size of the operator matrix:
every reordering can be achieved by a sequence of swaps of consecutive modes. The prod-
uct of appropriate swaps yields a reordering operator that is sparse with exactly one entry
±1 in each row and column. To apply such an operator to either side of Aˆ : Fm → Fn,
requires only χmχn operations, where χm and χn are the dimensions of the (possibly re-
duced) incoming and outgoing Hilbert spaces. Every contraction of the operator, except
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for partial traces or projections, would however already require a larger number of numer-
ical operations. The computational overhead is hence marginal. There is no overhead in
memory requirements.
Further, all considerations about locality, hence, carry over directly from those of the
known QUOCs (for instance the qudit MERA) to the corresponding FOC (e.g., the fermionic
MERA). In the calculation of local expectation values w.r.t. a MERA, only operators in-
side a causal cone of the observable enter the actual calculation (all others cancel). That
Jordan-Wigner strings outside the causal cone can be avoided for the fermionic MERA has
already been shown by an alternative approach in Ref. [239], see also Ref. [240].
8.5. Further operations on FOCs
8.5.1. Hermitian conjugation
The Hermitian conjugate of a FOC is simply given by
(AˆN ◦ . . . ◦ Aˆ1)† = Aˆ†1 ◦ . . . ◦ Aˆ†N . (8.23)
The operator order is reversed and one has to take the Hermitian conjugate of each fermionic
operator in the circuit. In the representation as a directed graph, all arcs are reversed. The
Hermitian conjugate is, e.g., of interest when calculating expectation values with respect
to a (pure) FOC state. Fig. 8.8a shows it for the example of a fermionic PEPS.
8.5.2. Reversing contraction arcs
For algorithms operating on FOCs, as for example the one for fermionic PEPS presented in
Sec. 8.6, it is sometimes useful to reverse contraction arcs, i.e., to change outgoing modes
of one operator to incoming modes and vice versa at the operators it is contracted with;
see Fig. 8.7a. Let Aˆ : Fm∪r → Fn∪s∪p and Bˆ : Fn∪s∪q → Fk∪r, i.e., the operators
outgoing/incoming supports overlap in the modes n, r and s. Let m, n, r, s, p, q, k be
orderings for the modes in m, n, r, s, p, q, and k. For reversing the arc corresponding
to modes n, i.e., changing the modes n to be incoming (outgoing) at operator Aˆ (Bˆ), the
relations between Aˆ and Bˆ and the resulting operators (as depicted in Fig. 8.7a) are
k⊕r〈kr|Bˆ|nsq〉n⊕s⊕q = (−1)n¯q¯ k⊕n⊕r〈knr|Bˆ′|sq〉s⊕q ,
n⊕s⊕p〈nsp|Aˆ|mr〉m⊕r = (−1)n¯p¯ s⊕p〈sp|Aˆ′|mnr〉m⊕n⊕r ,
such that Bˆ ◦ Aˆ = Bˆ′ ◦ Aˆ′.
8.5.3. Singular value decomposition and truncation
It is possible to decompose an operator Aˆ : Fm∪n → Fu∪v by singular value decomposi-
tion with respect to arbitrary splittings of the incoming and outgoing modes. The resulting
circuits can be chosen to be of the form Cˆ ◦Bˆ or Cˆ ◦Λˆ◦Bˆ, where Λˆ : Fz → Fx (|x| = |z|)
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Aˆ
Bˆ
m p
k q
s n r
Aˆ′
Bˆ′
m p
k q
s n r=
u v
m n
Aˆ x
u v
m n
Cˆ
Bˆ z
x
u v
m n
Cˆ
Λˆ
Bˆ
(a)
(b) (c) (d)
Figure 8.7.: In all subplots, the operator order is defined to increase from the bottom to the
top. (a) It is possible to reverse contraction arcs. The resulting operators can be
expressed in terms of matrix elements of the original operators; see Sec. 8.5.2.
Reversing the arc for modes n yields the sign factor (−1)n¯(p¯+q¯). (b–d) It is
possible to decompose operators (Aˆ) by singular value decomposition, result-
ing in circuits of the form (c) or (d). This also allows for the reduction of
retained Hilbert space dimensions: Contract operators Bˆ and Cˆ to obtain an
operator Aˆ, apply the singular value decomposition to it and truncate (some of
the smallest) singular values, to obtain an approximation of Cˆ ◦ Bˆ. Reversing
contraction arcs and truncation of Hilbert spaces via singular value decom-
position are for example employed in the contraction algorithm for fermionic
PEPS in Sec. 8.6.
105
8. Contraction of fermionic operator circuits for the simulation of fermionic lattice systems
is a diagonal operator encoding the singular values; see Figs. 8.7b–8.7d. This also allows
for truncation of modes (or the reduction of Hilbert space dimensions): Contract two oper-
ators Cˆ : Fm∪x → Fu and Bˆ : Fn → Fx∪v, as in Fig. 8.7c to obtain an operator Aˆ, apply
the singular value decomposition to it and truncate (some of the smallest) singular values,
to obtain an approximation of Cˆ ◦ Bˆ where the dimension of the retained Hilbert space for
the modes in x has been reduced.
Let m, n, u, v, x, and z be orderings of modes in m, n, u, v, x, and z. The contraction of
the FOC Cˆ ◦ Bˆ, as depicted in Fig. 8.7c yields
Cˆ ◦ Bˆ = (−1)m¯v¯|uv〉u⊕v u〈u|Cˆ|xn〉x⊕n
× x⊕v〈xv|Bˆ|n〉n n⊕m〈nm|. (8.24)
With the occupation number representation A := Ju⊕v,n⊕m(Aˆ) of Aˆ, one can hence de-
compose the operator by applying the singular value decomposition to the matrix A˜ defined
by
(uv|A˜|nm) := (−1)m¯v¯(uv|A|nm), (8.25)
A˜ = UΛV, (8.26)
where U and V are unitary and Λ is the diagonal matrix of singular values. The operators
of the resulting circuit Cˆ ◦ Bˆ can then be chosen as (0 < α < 1)
Ju,x⊕m(Cˆ) = UΛα, Jx⊕v,n(Bˆ) = Λ1−αV. (8.27)
When the singular values are to be separated into a third operator Λˆ as depicted in Fig. 8.7d,
the operators of the resulting circuit Cˆ ◦ Λˆ ◦ Bˆ are given by
Ju,x⊕m(Cˆ) = U, Jx,z(Λˆ) = Λ, Jz⊕v,n(Bˆ) = V. (8.28)
Reduction of Hilbert space dimensions (truncation) via singular value decomposition is
for example employed in the algorithm for evaluating expectation values with respect to
fermionic PEPS in an approximative fashion; see Sec. 8.6.
8.6. Fermionic PEPS
The FOC framework incorporates a fermionic version of the class of qudit states called
tensor product ansa¨tze [116–118] or projected entangled pair states (PEPS) [119]. In Ref.
[241] it was suggested to obtain fermionic PEPS by applying fermionic parity-symmetric
(projection) operators to a tensor product of maximally entangled pair states. The detour
over maximally entangled states is not necessary (but also not harmful); as depicted on
the left hand side of Fig. 8.8a, a fermionic PEPS on a square lattice, equivalently, can
be defined by assigning to each lattice site (x, y) (away from the boundaries) a parity-
symmetric fermionic operator Aˆ : Fa∪m → Fb∪n∪s where a and m are sets of incoming
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〈ψ|Oˆ|ψ〉 = = =:
= =( )†
(a)
(b)
Figure 8.8.: (a) A fermionic PEPS can be constructed as a FOC, where fermionic oper-
ators are assigned to each lattice site. As chosen here for a square lattice,
each operator has two sets of incoming modes from operators on neighboring
sites and two outgoing sets of modes to operators of the remaining nearest
neighbors. One outgoing set of modes corresponds to the physical site Hilbert
space. The Hermitian conjugate of the circuit AˆN ◦ · · · ◦ Aˆ1 is Aˆ†1 ◦ · · · ◦ Aˆ†N .
All contraction arcs and the operator order (gray line below/above the circuit)
are reversed. This side effect can be reverted (without changing the value of
the FOC) by applying Eq. (8.21) and the rule derived in Sec. 8.5.2 with only
a marginal computational overhead. (b) To evaluate a local expectation value,
the FOCs for bra, local observable, and ket have to be composed. The operator
order can again be changed for later convenience – in this case no additional
sign factors occur, as all swapped operators have no common contraction arcs.
For the definition of the objects on the right hand side, see also Fig. 8.9a.
modes from operators on neighboring sites (x + 1, y) and (x, y + 1), and b and n are
outgoing modes to operators on sites (x−1, y) and (x, y−1). The set of modes s composes
the local physical Hilbert space of site (x, y). In the FOC framework, the generalization
to more complicated or higher-dimensional lattices is straightforward. The choice of the
direction of the contraction arcs is (an arbitrary) part of the definition of the state and can
also be changed later as described in Sec. 8.5.2. To complete the definition of the fermionic
PEPS one needs to specify an (initial) operator order. An example is given on the left hand
side of Fig. 8.8a, where the gray line below the lattice indicates the lexicographic order
with respect to lattice coordinates (−x, y).
In Ref. [241] it was described how the FOC of a fermionic PEPS can be mapped to a
QUOC by choosing a fixed ordering of all modes. This was achieved with one additional
bond per horizontal contraction arc (i.e., a factor of four in the number of degrees of free-
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Figure 8.9.: (a) Definition of the objects on the right hand side of Fig. 8.8b – here, in par-
ticular, for the site where the local observable acts nontrivially. (b) The FOC
for the evaluation of a local observable is contracted by considering the first
row of the FOC as a state |χ1〉 and applying the other rows as operators to it
|χy〉 = Tˆy|χy−1〉. Doing this in an exact manner, the number of degrees of
freedom per site for the states |χy〉 would in general increase exponentially
with y. One can decrease them during the algorithm for the case of a finite
(infinite, translationally invariant) lattice by applying the DMRG (iTEBD) al-
gorithm.
dom per site) and a correspondingly reduced computational efficiency (a factor of several
powers of four) for the evaluation of expectation values, calculation of ground states etc.
The approach presented here is an alternative one, emphasizing that the mapping to a
QUOC (with a fixed mode order) is not necessary. All manipulations and contractions on
fermionic PEPS can be done according to the rules described in Secs. 8.2, 8.3, and 8.5.
In that case, compared to the same operations on a corresponding qudit PEPS (replac-
ing the fermionic operators with qudit operators of identical dimensions), only marginal
computational overheads arise.
Fig. 8.8 shows graphically how the FOC for the evaluation of a local expectation value
〈ψ|Oˆ|ψ〉 can be constructed. For the bra vector (dual vector) 〈ψ|, operator order and con-
traction lines reverse as a side effect of taking the Hermitian conjugate; Sec. 8.5.1. For later
convenience this is reverted by applying Eq. (8.21) and the rule derived in Sec. 8.5.2. After
composing bra, observable, and ket, the operator order can again be changed conveniently,
this time without any sign factors occurring, as all swapped operators share no common
contraction arcs; Fig. 8.8b. As in the qudit case [119], the contraction of the resulting
circuit can be executed row by row, i.e., by treating the lowest row as a one-dimensional
state 〉χ1 to which the operators of the following row Tˆy (row transfer matrix) are applied;
〉χy = Tˆy〉χy−1. No additional sign factors occur due to operator reorderings (Fig. 8.9),
but only due to mode reorderings (Sec. 8.2.1) before contractions (marginal overhead). An
essential aspect of PEPS algorithms is that contractions, e.g., for the evaluation of expec-
tation values, cannot be executed exactly, as the stepwise application of the row transfer
matrices would in general lead to an exponential growth in the number of modes per site
for 〉χy. As suggested in Ref. [119], this can be circumvented by applying a variant of the
density-matrix renormalization-group (DMRG) algorithm [66, 68] to each state 〉χy, be-
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fore executing the contractions to the next row. The only purpose of the DMRG procedure
is here to reduce the number of degrees of freedom in each step to a manageable number,
and hence, do contractions in an approximative fashion. The essential operation is to do
Schmidt decompositions of 〉χy. This can be done for FOCs as described in Sec. 8.5.3.
The FOC framework also allows to simulate infinite fermionic PEPS. To this purpose,
the fermionic PEPS is to be defined by repetition of an elementary cell FOC; see Ref. [126]
for the qudit case. The algorithm does not deviate substantially from the finite-size case.
The biggest difference being that, for the reduction of degrees of freedom in states 〉χy,
one has to use a translationally invariant formulation of the DMRG algorithm, basically
the iTEBD algorithm as described in Ref. [250], again based on the ability to do singular
value decompositions (Sec. 8.5.3). With this, one has a translation of the algorithms for
the calculation of approximative ground state or time-evolved qudit (i)PEPS [119, 126] to
the fermionic case without reduction of the computational efficiency, as those algorithms
are based on the ability to contract operator circuits just as in our example.
8.7. Discussion
In chapter 7 (see also Ref. [239]) it was shown that contractions of fermionic unitary cir-
cuits with a causal cone (e.g., the evaluation of local observables w.r.t. a MERA) can be
done without occurrence of any Jordan-Wigner strings outside the causal cone. Here, this
result was extended in proving that arbitrary parity-symmetric fermionic operator circuits
can actually be contracted with the same computational effort and memory requirements as
a corresponding QUOC. This remarkable result follows from the fact that a given contrac-
tion sequence for a QUOC can be implemented for a corresponding FOC with essentially
the same number of computational operations. The required contraction primitives have
been presented and the marginal computational overheads been discussed.
This allows to translate algorithms on QUOCs to corresponding algorithms on FOCs.
For example in the algorithm for scale-invariant MERA as studied in Refs. [129, 251, 252],
the super operator simply becomes a fermionic super operator. Its iterative application to
an observable yields the expectation value of the observable in the thermodynamic limit.
For the special example of the FOC being a MERA, in Ref. [240], first numerical results
where presented (postponing a description of the algorithm for a later publication). A
scheme for fermionic PEPS was suggested in Ref. [241]. The suggested mapping to a
QUOC used there seems numerically less efficient than the contraction scheme presented
here. Instead of encoding the fermionic sign factors by increasing tensor dimensions, they
can be taken account of during contractions, specifically in preparative mode reorderings,
and operator order swaps. The resulting marginal overhead appears smaller.
It will be interesting to see to what extent variational ansa¨tze like fermionic variants of
PEPS or MERA, both satisfying entropic area laws [115, 253], will be able to appropri-
ately grasp the correlations present in critical fermionic strongly correlated models, models
that are known to violate such area laws logarithmically [103, 102, 105, 106, 254]. First
numerical results [240, 241, 239] seem promising. It is the hope that the framework dis-
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cussed in this work will help in constructing fermionic variants of variational approaches
to simulate strongly correlated fermions in higher dimensions.
8.8. Alternative derivation of the rule for partial multiplications
For the same preconditions as in Sec. 8.2.2, let us derive the partial multiplication rule –
this time by extending the supports of operators Aˆ and Bˆ prior to the contraction.
Let Dˆ : Fm → Fn, and let m, n, r be orderings of the modes in m, n, and r. Extending
the incoming and outgoing supports of Dˆ by modes r (on which the resulting operator is
supposed to act trivially), one arrives at Dˆ′ : Fm∪r → Fn∪r with
Dˆ′ = |nr〉n⊕r n〈n|Dˆ|m〉m m⊕r〈mr|. (8.29)
This is confirmed by Trr Dˆ′ = Dˆ, according to (8.15), and fˆxDˆ′± = ±Dˆ′±fˆx for all x ∈ r.
Using the rule (8.29) to extend the supports of the operators Aˆ : Fm → Fn∪p and Bˆ :
Fn∪q → Fk by modes q and p, respectively, defines operators Aˆ′ : Fm∪q → Fn∪p∪q and
Bˆ′ : Fn∪p∪q → Fk∪p. The partial multiplication Cˆ = Bˆ ·n Aˆ amounts now simply to the
usual operator product Cˆ = Bˆ′·Aˆ′. Assuming we have the two operators in representations
A = Ja,m(Aˆ) and B = Jk,b(Bˆ) with a = n ⊕ p and b = n ⊕ q (p and q are orderings for
the modes in p, and q),
Aˆ′ = |npq〉a⊕q a〈np|Aˆ|m〉m m⊕q〈mq|,
and
Bˆ′ = |kp〉k⊕p k〈k|Bˆ|nq〉b b⊕p〈nqp|
= (−1)p¯q¯|kp〉k⊕p (k|B|nq) n⊕p⊕q〈npq|.
The result Cˆ : Fm∪q → Fk∪p of the multiplication with orderings c1 = k⊕p, c2 = m⊕q
is then
Cˆ = Bˆ′ · Aˆ′
= (−1)p¯q¯|kp〉k⊕p (k|B|nq)(np|A|m) m⊕q〈mq|
= |kp〉c1 (kp|C|mq) c2〈mq|,
coinciding with Eq. (8.10).
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