Abstract
Introduction
In order to provide many multimedia applications such as video-on-demand (VOD), teleshopping, telework, news-on-demand, etc., a storage system should consider both storage capacity and strict timing requirements of video data. However, these requirements are not satisfied easily in the storage and concurrent access to large volume of video objects, even though the stored data are highly compressed. For instance, a 100-minute-long video object compressed by MPEG which can achieve compression ratio of about 200 : 1 requires more than 1 GBytes storage space [7] . In addition, current storage device cannot support the required bandwidth of disks when thousands of viewers access video data simultaneously.
In general, video servers employs disk-array-based system to meet both storage capacity and bandwidth [8] . Thus, they can provide the aggregated storage capacity and bandwidth by accessing disks in parallel as shown in Figure 1 .
To achieve these improvements of I/O performance, disk striping and declustering techniques have been widely adopted [1, 2, 10] . Typical functions of retrieving video objects are VCR-like operations such as fast-forward and rewind, as well as normal playback [9] . The playback requests for video objects from different clients are absolutely independent of each other and may arrive at random time intervals. Thus, the performance of a video server is mainly dependent on hot spots (i.e., overloaded disks) caused by the clustering of resource requests to biased disks. This becomes more complicated with VCR-like variablerate playback requests [5, 6] . The obvious remedy is to remove hot spots using a load-balancing mechanism on the disks, which is usually achieved by efficient disk placement. Recent researches on the data placement have been focused on eliminating particular disk overload for VCR-like retrieval-oriented operations [2, 3] .
In addition to the normal playback, the capability of viewing a video stream at variable speeds is a desirable feature. Moreover, to support variable-rate concurrent playbacks, one must resolve the concentration phenomena of resources in particular disks. As proposed in [4, 5, 6] , we have concentrated on a disk placement method in which the video storage system distributes video segments evenly on multiple disks for playback at any desired speed in order to ensure uniform loadbalance of multiple disks. It is clear that the storage system in multimedia databases should support not only playback but also modification of video clips such as insertion and deletion. However, the modification operations may cause a problem of load-concentration on particular disks even if the video segments are placed in the exact order initially. Figure 2 illustrates the impact of accessing video object stored on multiple disks after video segments are inserted and deleted.
This load-concentration by modification causes significant performance degradation such as decreasing the number of users admitted. If the storage system prefetches segments in order to compensate for this load unbalancing caused by successive modifications to the video object, additional resources such as buffer and scheduling time are required.
In this paper, we propose a method called SRM (Segment Relocation Method) for modification operations of video data, which guarantees uniform load-balance of disks without any requirement of additional resources. The system relocates just a few segments to achieve load-balancing and then optimally provides accessing all disks.
The remainder of this paper is organized as follows: In Section 2, the structure and placement of video data are described. Section 3 explains SRM(Segment Relocation Method) with some examples and algorithms. In Section 4, the costs of our method for retrieval and modification operations are evaluated and compared with another simple placement method. Finally, conclusion and future work are in Section 5.
Structure and Placement of Video Data

Storage Structure of Compressed Video Data
The structure of the compressed video data imposes several constraints on video storage and playback. Let us consider an MPEG standard which uses interframe compression and maximizes compression ratio by storing only the differences between successive frames. According to MPEG compression, video is coded in the sequence of intraframe (I-frame), predicted frames (P-frame), and bidirectional interpolated frames (B-frame). I-frames are coded such that they are independent of any other frames in the sequence. On the other hand, P frames are coded using motion estimation and have a dependency on the preceding I or P-frame. Similarly B-frames depend on two frames, the preceding I/P-frame and the following I/P-frame. A group of pictures (GOP) is a minimum unit of independently decodable blocks which consists of consecutive frames from an I-frame to any frame before the next I-frame. The starting point of an I-frame in each GOP is a random access point. In this paper, a segment is defined as an independently decodable and randomly accessible unit, i.e., a video object is composed of a large number of segments.
Although most MPEG-1 video is associated with constant-bit-rate (CBR) compression due to limitations of network and storage, variable-bit-rate (VBR) compression techniques are theoretically common and provide a constant picture quality regardless of frame complexity and motion activity in video objects. If a seg-
Figure 2: Impact of Accessing Modified Video Object ment consists of a fixed number of frames, segments vary in size and the uniform load-balance of disks is not achieved in segment-based placement schemes. In [4] , we have extended the disk placement scheme to apply VBR compression. In this paper, however, we concentrate on relocation method associated with general segment-based disk placement. The typical example of disk placement is to store video segments into disks in round-robin manner.
Placement Policy for Video Segments
To support thousands of viewers simultaneously, video objects are segmented and physically distributed across multiple disks and each segment is read from the multiple disks at the same time. The storage system is able to support the aggregated disk bandwidth by placing and selecting video segments on disks properly. In the normal playback mode, it can preserve the consistent disk bandwidth just with a simple round-robin placement scheme shown in Figure 3 .
However, in the arbitrary-rate playback mode, we have to consider the load-balancing problem among several disks since disks may not be accessed in the pre-determined order. The segment selection methods such as SSM (Segment Sampling Method), SPM (Segment Placement Method) [2] , and PRR (Prime Round Robin) [5, 6] try to solve this problem at arbitrary-rate playback by determining the optimal ... Once the video objects are stored, the ordering of placement would not be changed while they reside on disk. However, this ordering can be changed when users insert and/or delete video clips or change a scene of a video object. If the initially determined placement locations can be preserved regardless of the modification operations, the load-balancing among disks is always maintained at later retrieval. In this Figure 4 : Segment placement in a round-robin manner paper, we propose SRM which can maintain the initially determined placement locations regardless of any number of following modification operations. If we ensure that consecutive segments belonging to a round are each stored on different disk, it is possible to retrieve n consecutive segments from n disks. Thus, the storage system can guarantee real-time retrievals for a large number of users because it can utilize the full disk bandwidth. In a video storage system with n disks, the optimal condition of placement is to access n different disks for n consecutive segments. That is, it is uniform loadbalance of disks that segments are assigned to disks such that: DS i+j 6 = DS i+k , j 6 = k, 0 j; k n for any i and segment S i , S i+1 , ..., S i+n,1 , where DS i denotes the disk on which segment S i is stored. The round-robin scheme provides optimal condition of segment placement only when modification operations do not occur. The proposed SRM always provides the optimal condition of placement regardless of any number of following modification operations. This is well suitable for sequential accesses like retrievals of video objects. Figure 4 shows a simple example of disk placement in which video segments are stored on 5 disks in roundrobin manner.
In normal playback, 5 segments belonging to a round are each stored on different disk, i.e., segment 0, 1, 2, 3, and 4. In other words, the system accesses
, and D 4 , in round 0 for normal playback. In this example, the optimal load-balance of disks is maintained by distributing all segments evenly on disks in all rounds except for the last one which is not shown in this example. Therefore, 5 consecutive segments can be retrieved in any round so that the disk bandwidth of the storage system is always guaranteed at the mode of normal playback.
To improve load-balance at any rate playback, we must employ other placement schemes such as SSM, SPM and PRR (see [5, 6] in detail). 
Problems of Placement at Modification Operations
In any placement scheme based on round-robin, each disk is accessed once in a round so that the load of each disk is same in normal playback. However, modification operations may change the initial placement order regardless of relocating stored segments. Though these modification operations on video data do not frequently occur, disordering of placement causes 'hot spots' on disks by breaking load-balance among disks. Thus, the storage system cannot afford to respond to all the playback requests with the timing constraints to display video data within deadlines. Let us consider an example of segment disordering by modification operation, specifically segment insertion. Assume that two segments 5.1 and 5.2 are inserted between segment 5 and 6. These segments can be inserted in several ways. One possible method is to place the first segment 5.1 immediately after segment 5. So, the segment 5.1 is located in D 1 which is adjacent to segment 5 stored on D 0 as shown in Figure 5 .
In this example, the system must access are concentrated as shown, disk access time to particular disks becomes increasing significantly. This makes the video server unable to achieve the aggregated bandwidth of disks in disk-array-based system.
Suppose that segment 5.01 is inserted between segment 5 and 5.1 after segment 5.1, 5.2 were inserted as shown in Figure 5 . Figure 6 shows the situation when the insertion operations are performed repeatedly. 
Segment Relocation Method (SRM)
The real-time retrievals of video data largely depend on where the inserted and/or deleted segments are placed. In order to avoid any performance degradation by modification operations, we propose a Segment Relocation Method (SRM), which ensures that the number of segments to be read in each round is equal to that of disks in the disk array, i.e., optimal condition as described earlier.
In this section, we will describe our relocation method that guarantees real-time retrievals by distributing disk accesses evenly on multiple disks.
Insertion Operations
Assuming that there is a disk array with n disks, we reconstruct the round where segments are inserted in order to access n different disks to achieve complete parallelism. The existing segments and placement orders of the following rounds will be changed as the result of the insertion. We relocate the segments belonging to the reconstructed round so that the placement order of the round should be equal to that of the following rounds. The modified placement order of the round is kept in a round table and will be referenced for later retrievals. Let us apply SRM to the example in Figure 5 , in which segments 5.1 and 5.2 are inserted between segments 5 and 6. First, we reconstruct round 1 where insertion operations are performed so as to comprise 5 consecutive segment 5, 5.1, 5.2, 6, and 7. The existing segments and placement orders of the rounds following round 1 are changed as the result of the insertion in round 1. As shown in Figure 7 , the round 1 is reconstructed with the current segments 5, 6, 7, and the inserted segments 5.1, 5.2. Here, some segments be- If the modified placement orders are stored in the round table, the 5 consecutive segments can be always retrieved within a disk access time regardless of the accumulated insertion operations. The round table maintains these modified placement orders. The 'start disk' in the round table maintains the disk number in which the first segment is stored. Segments in each round are circularly stored from 'start disk' to the higher disk until the highest disk and then from the lowest disk to the disk prior to 'start disk'. For example, when 'start disk' is 3, segments in each round are consecutively stored in the order of disk 3, 4, 0, 1, and 2.
The algorithm INSERT below describes the insertion operation for SRM. Here, SEG SET denotes a set of consecutive segments as many as the number of disks in the disk-array to be read simultaneously. If initial placement order is preserved, all the segments belonging to any SEG SET can be read within a round. In addition, we define SS i as i-th SEG SET consisting of n segments fS i 
end
The source segment and destination disk for movement is determined by n, s and D FS(SS i ) . The number of segments to be moved is given by the value p. The p segments are moved one by one depending on source segments and destination disks. After moving segments, the s new segments are inserted one by one from the next disk where movement step ends, to the following disks in a round-robin manner. Figure 8 shows the result of inserting 8 segments from segment 6.1 to 6.8 between segment 6 and 7. Through the above examples, it is clear that SRM maintains the consistency of placement orders and guarantees uniform load-balance among disks. Therefore, this method neither reduces the disk bandwidth nor requires any additional buffer.
Deletion Operations
Similar to insertions, deletions must relocate some segments since they may cause concentration of disk accesses due to disordering of segments. For example, after segments 7, 8, and 9 are deleted, only D 0 and D 1 are accessed in round 1 for normal playback as shown in Figure 9 .
Then, to read 5 consecutive segments 5, 6, 10, 11,
Here, D 0 , D 1 must be accessed twice, which makes disk accesses unbalanced. We can substitute an insertion for the deletion to solve this problem. That is, we perform the operation that inserts segment 5, 6 into the position right before segment 10 at round 2 in Figure  9 . Figure 10 shows the result of segment relocation after deleting segment 7, 8 and 9.
As shown in the previous section, insertion operation based on SRM keeps optimal condition of placement. Since deletion operation is performed using insertion operation, it can also achieve the same effect. 
Cost Evaluation and Comparison
In this section, we evaluate the performance of SRM described in the previous section for both retrieval and modification.
Retrieval Operations
In the evaluation, two factors must be considered. One is the buffer size and the other is the number of users admitted simultaneously when the buffer size is fixed. Let u denote the maximum number of users admitted simultaneously. Table 1 describes the symbols used in this section. We can obtain the number of disks(n) needed to support u users simultaneously by solving the following inequality:
n B d u B r where n B d is the total bandwidth provided by a disk array and u B r is the total bandwidth required by admitted users. The total bandwidth provided by a disk array is higher than or equal to the total bandwidth required by admitted users in order to meet real-time constraints for a large number of users. Suppose B d is 15 Mbps, B r is 1.5 Mbps and u is 50. Then, at least 5 disks are needed to support 50 users at the same time by the following calculation. Here, let us estimate the buffer size required to support 50 users simultaneously in a disk array with 5 disks. It is assumed that the system transmits the buffered data as large as a round, i.e., 5 segments, to clients and stores the incoming data in another buffer area. Note that we consider actual video data which is coded by constant-bit-rate MPEG-1. Accordingly, we can easily figure out the total buffer size, under the assumption that the size of a segment, g, is fixed to about 70 Kbytes in constant-bit-rate MPEG-1 video and each segment contains a 15-frame GOP. Thus, the sequence of frame is IBBPBBPBBPBBPBB. The system can always support retrieval requests of 50 users simultaneously if it retains only 35 Mbytes buffer in SRM. Since SRM guarantees optimal condition of placement, the required buffer size is fixed even though insertion and deletion operations are performed. Now, consider the cost of accessing stored segments.
As described in the subsection 2.3, and so on. This provides optimal condition of placement since placement order is not changed at all. However, these cases are very rare.
The worst case: This case occurs in the operations that insert a segment into the same position successively. For example, a segment 5.1 is inserted into the position right after segment 5 and a segment 5.01 into the same position again as shown in the previous example (see Figure 6 ). Furthermore, several segments are repeatedly inserted into the same position. In this case, 5 disk accesses concentrated to a single disk, D 1 , to read 5 consecutive segments. The maximum number of concurrent users will be decreased significantly if the buffer size is fixed. However, these cases happen rarely as the best case does.
The average case (buffer size): Figure 11 shows the required buffer size according to the number of video objects where insertion operations are applied, which is denoted by I. In SRM, the system maintains a fixed number of buffers regardless of The average case (the number of users admitted): Figure 12 shows the number of users admitted according to the number of video objects modified when the buffer size is restricted before insertions. Here, the system always supports 50 users, i.e., the maximum number of admitted users, since SRM keeps load-balance of multiple disks in insertion and deletion of video segments. Without relocating segments, the system can only support a part of the number of admitted users to access the modified video objects. As shown in the result of our simulation, the number of admitted users is saturated if segments are stored randomly due to frequent insertion of segments.
Modification Operations
The overhead of the modification operations based on SRM is to move segments of a round where the modification operations occur. The number of moved segments is n , 1 2 =2n on the average regardless of the number of inserted segments, when video objects are distributed on n disks. In the best case, no segment need be moved, and in the worst case, (n ,1) segments must be moved. However, it should be noted that this number is relatively small, compared with that of segments to be inserted. In MPEG-1 stream, a 100-minute-long video object consists of about 12,000 -15,000 GOPs, and a segment is displayed during 0.5 second when a segment contains one GOP. Therefore, modification operations will be applied to tens or hundreds of segments in real applications since the time unit of operations is at least a few seconds in general. For instance, if a user wants to insert a 20-second scene, 40 segments must be inserted. In this situation, no segment need be moved in the best case and 4 segments may be moved in the worst case when a disk array consists of 5 disks. On the average, 1.6 segments will be moved. We see that the number of moved segments is much smaller than that of inserted segments so that the overheads to move segments is not significant at all.
Conclusions
In this paper, we proposed an effective scheme, SRM, to support modification operations of video data such as insertion and deletion in a disk-array-based striped storage system. The main idea is to relocate just a few segments to maintain consistency of placement orders in the occurrence of modification operations. This scheme guarantees uniform load-balance of multiple disks and provides consistent bandwidth for the requests from a large number of concurrent users. By evaluating our scheme, it was shown that it is superior to other methods.
In real-world application, it is natural that users should edit video clips, seeing the details in each scene with VCR-like operations, as well as just retrieve them. If we are to modify a small part(i.e. several video clips) of a video object in the situation where the editing function is not supported, the whole parts of the video object must be replaced. Therefore, we believe that this scheme will be used as any method to manipulate stored segment-based continuous media, e.g., to edit video clips, in disk-array-based servers since it provides users with significant flexibility with very small performance disadvantages.
In addition, this scheme can apply to other continuous media like audio and be used as any relocation method in distributed systems to support high speed networks. Since multimedia objects with a higher resolution will require higher bandwidth, the applications are expected to be expanded very widely.
