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1. Introduction
In recent years the theory of Gröbner basis has been extensively applied to address problems of
Coding Theory, among other ﬁelds. As it is well known, Gröbner basis theory supplies very eﬃcient
tools to address problems in computational algebra and its applications. In this article we are inter-
ested in one of these applications. Let C = C(X , D,G) be an algebraic geometry (AG) code arising
from a (projective, non-singular, geometrically irreducible, algebraic) curve X . In Little et al. (1995),
Heegard, Little and Saints presented a systematic encoding of C via Gröbner basis, similar to the usual
one for cyclic codes, when X is a Hermitian curve and G is a multiple of a single point. This encoding
method is eﬃcient and also interesting from a theoretical point of view, as it makes a link between
cyclic and AG codes. The main drawback of Gröbner basis is the high computational cost required for
its calculation. Indeed, it is well known that the complexity of computing a Gröbner basis is doubly
exponential in general. In Little et al. (1997), the authors are able to reduce this complexity by us-
ing the so-called root diagram which is obtained from an appropriate automorphism of the curve X .
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Hermitian codes.
Thus, it is of interest to extend this approach to AG codes coming from other curves. In this
work we show how to extend the results of Little et al. (1997) to one-point AG codes arising from
norm-trace curves, which also provide good codes. The computation of a Gröbner basis with the aid
of the root diagram is implemented in Singular 3-1-2 (Decker et al., 2010). We obtain in this way
an encoding algorithm of the same type and with the same complexity as in the case of Hermitian
codes.
The organization of this paper is as follows. In Section 2 we recall some background on AG codes,
Gröbner basis and the Root Diagram. In Section 3 we develop all tools and facts required by the
algorithm, which is exposed in Section 4. Section 5 is devoted to present some experimental results
on the implemented algorithms, and give some conclusions.
2. Preliminaries
2.1. Algebraic geometry codes and their automorphisms
Let X be a curve deﬁned over the ﬁnite ﬁeld Fq with q elements. Let P1, . . . , Pn, Q 1, . . . , Qu be
n+ u distinct Fq-rational points on X and consider the divisors D = P1 + · · · + Pn , G =m1Q 1 + · · · +
muQu . The algebraic geometry code (AG code) C = C(X , D,G) is deﬁned as
C(X , D,G) = {( f (P1), . . . , f (Pn)): f ∈ L(G)},
where L(G) is the space of rational functions f on X such that f = 0 or div( f ) + G  0. If G =mQ
is a multiple of a single rational point and D is the sum of the all the other rational points, then we
say that C = C(X , D,mQ ) is a one-point code.
The symmetric group Sn acts on Fnq via σ(c1, . . . , cn) = (cσ(1), . . . , cσ(n)). We deﬁne the automor-
phism group of a code C as Aut(C) = {σ ∈ Sn: σ(C) = C}. In the case of an AG code C = C(X , D,G),
some automorphisms of X induce automorphisms of C as follows. Let Aut(X |Fq) be the automor-
phism group of X over Fq and consider the subgroup
AutD,G(X |Fq) =
{
σ ∈ Aut(X |Fq); σ(D) = D and σ(G) = G
}
.
Proposition 2.1. (See Stichtenoth, 1990, Proposition 2.3.) Each σ ∈ AutD,G(X |Fq) induces an automorphism
of C(X , D,G) by σ( f (P1), . . . , f (Pn)) = ( f (σ−1(P1)), . . . , f (σ−1(Pn))).
In this work we are interested in one-point codes arising from norm-trace curves which we will
call norm-trace codes. Let us remember that a norm-trace curve is deﬁned over Fqr by the aﬃne
equation
x
qr−1
q−1 = yqr−1 + yqr−2 + · · · + y.
Note that when r = 2 the curve is just the Hermitian curve. The norm-trace curve has genus g =
(qr−1 − 1)( qr−1q−1 − 1)/2, one single singular point Q = (0 : 1 : 0) (for r > 2), and q2r−1 rational aﬃne
points (i.e., points of type (a : b : 1) with a,b ∈ Fqr ).
See Høholdt et al. (1998) and Stichtenoth (1993) for general facts concerning algebraic geometry
codes and Geil (2003) for more details on norm-trace curves.
2.2. Gröbner basis
We introduce some notations about Gröbner basis for Fq[t]-modules that we shall needed later.
For a complete treatment see Adams and Loustaunau (1994) and Cox et al. (1992).
A monomial m in the free Fq[t]-module Fq[t]n is an element of the form m = tie j , where i  0
and e1, . . . ,en is the standard basis of Fq[t]n . Fixed a monomial ordering, each element p ∈ Fq[t]n
has a unique leading term, LT(p), whose coeﬃcient and monomial are called leading coeﬃcient, LC(p),
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{g1, . . . ,gs} such that {LT(g1), . . . , LT(gs)} generates the submodule LT(A) formed by the leading terms
of all elements in A. The monomials in LT(A) are called nonstandard while those in the complement
of LT(A) are the standard monomials for A. We recall that every submodule A ⊆ Fq[t]n has a Gröbner
basis G , which induces a division algorithm: given p ∈ Fq[t]n there exist a1, . . . ,as,RG ∈ Fq[t]n such
that p = a1g1 + · · · + asgs + RG (Adams and Loustaunau, 1994, Algorithm 1.5.1, or Cox et al., 1992,
Theorem 3). In this work we will use the position over term (POT) ordering, deﬁned by tie j > tkel if
either j < l or j = l and i > k.
We say that p ∈ Fq[t]n is reduced with respect to a set P = {p1, . . . ,pl} of nonzero elements
in Fq[t]n if p = 0 or no monomial in p is divisible by a LM(pi), i = 1, . . . , l. A Gröbner basis
G = {g1, . . . ,gs} is reduced if gi is reduced with respect to G − {gi} and LC(gi) = 1 for all i. Every
submodule of Fq[t]r has a unique reduced Gröbner basis (see Adams and Loustaunau, 1994, Theo-
rem 3.5.22).
2.3. Encoding AG codes via Gröbner basis
In the rest of this section, we refer the details to Little et al. (1995). Let C = C(X , D,G) be a
code of length n and dimension k coming from a curve X over Fq and divisors D,G as in Sec-
tion 2.1. According to Proposition 2.1, an automorphism σ ∈ AutD,G(X |Fq) can be seen also as an
automorphism of C . It induces a structure of Fq[t]-module on C in the following way. The set
supp(D) = {P1, . . . , Pn} decomposes under the action of σ into r distinct orbits, O 1, . . . , Or . For
i = 1, . . . , r, ﬁx a point Pi,0 ∈ O i and write Pi, j = σ j(Pi,0) ∈ O i , j = 0,1, . . . , |O i | − 1. Write also
Pi,−1 = σ−1(Pi,0) = Pi,|O 1|−1.
Associated to a word ( f (P1), . . . , f (Pn)) ∈ C , f ∈ L(G), we consider the polynomials hi(t) =∑|O i |−1
j=0 f (Pi, j)t
j , i = 1, . . . , r. In this way we may represent a codeword as an r-tuple (h1(t), . . . ,
hr(t)) ∈ Fq[t]r , which can be seen also as an element of the Fq[t]-module A =⊕ri=1 Fq[t]/〈t|O i | − 1〉.
The collection C˜ of r-tuples obtained from all f ∈ L(G) is closed under sum and multiplication
by t . Deﬁne C = π−1(C˜), where π is the natural projection from Fq[t]r onto ⊕ri=1 Fq[t]/〈t|O i | − 1〉.
Therefore C can be identiﬁed to the submodule C ⊆ Fq[t]r and the Gröbner basis theory may be
applied.
A Gröbner basis G = {g(1), . . . ,g(r)} for C with exactly r elements allows us to obtain a systematic
encoding of C . Since {LT(g(1)), . . . , LT(g(r))} generates LT(C), then the nonstandard monomials appear-
ing in the r-tuples (h1(t), . . . ,hr(t)) can be obtained from the g(i) ’s. By ordering these monomials in
decreasing order we obtain the so-called information positions of (h1(t), . . . ,hr(t)), which are the ﬁrst
k monomials ml = tile jl , l = 1, . . . ,k. Let VC(h1(t), . . . ,hr(t)) be the vector of coeﬃcients of the terms
of (h1(t), . . . ,hr(t)) listed in the POT order. We have the following systematic encoding algorithm:
Algorithm 2.2. Input: A Gröbner basis G , monomials {m1, . . . ,mk} and w = (w1, . . . ,wk) ∈ Fkq .
Output: c(w) ∈ C = C(X , D,G).
1. Set f := w1m1 + · · · + wkmk .
2. Compute f = a1g(1) + · · · + arg(r) + RG .
3. Return c(w) := VC( f − RG).
This method is more compact compared with the usual encoding via generator matrix. The total
amount of computation is roughly the same and the amount of necessary stored data is lower in this
method, of order r(n − k) against k(n − k) when encoding via generator matrix.
Finding a Gröbner basis is hard in general. For AG codes, and for Hermitian codes in particular,
this task is simpliﬁed by using root diagrams that we describe below.
2.4. The root diagram
Let σ be an automorphism of C = C(X , D,G) of order q − 1. Let C ⊆ Fq[t]r be the module
associated to C as above. There exists a unique reduced Gröbner basis G = {g(1), . . . ,g(r)} for C
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(0, . . . ,0, g(i)i (t), . . . , g
(i)
r (t)), i = 1, . . . , r. The base G is said to be diagonal. If di is the degree of
the diagonal element g(i)i (t), then the equation g
(i)
i (t) = 0 has di distinct roots in F∗q . In fact, let
qi = (t|O i | − 1)ei . Note that qi ∈ C as qi ∈ π−1(0, . . . ,0). The leading term of g(i) , g(i)i (t), divides the
leading term of qi which is t|O i | − 1. Since t|O i | − 1 divides tq−1 − 1, as |O i | divides q − 1, and this
polynomial has q − 1 distinct roots in Fq , then g(i)i (t) has di distinct roots as well.
For i = 1, . . . , r, let Ri ⊆ F∗q be the set of roots of t|O i | − 1. By a root diagram DC = DC,σ for the
code C = C(X , D,G) with an automorphism σ of order q − 1, we mean a table with r rows. For
each i, the boxes on the i-th row correspond to the elements of Ri . We mark the roots of g(i)i (t) on
the i-th row with a X in the corresponding box.
Proposition 2.3. (See Little el al., 1997, Proposition 2.3.) The dimension of the code C is equal to the number
of empty boxes in the root diagramDC .
3. Gröbner basis algorithm for norm-trace codes
In this section we generalize results of Little, Saints and Heegard (Little et al., 1997), obtaining the
root diagram DC for the norm-trace code C = C(X , D,mQ ) over Fqr . This diagram will allow us to
eﬃciently calculate a Gröbner basis of C , and consequently to apply the encoding algorithm described
in Section 2.3. Fix a generator α of F∗qr and consider the automorphism τ of X (acting on the aﬃne
part) by τ (x, y) = (αx,αθ y), where θ = (qr − 1)/(q − 1). Clearly τ has order qr − 1 and τ (Q ) = Q .
For a ∈ Fqr , the polynomial T qr−1 + · · · + T q + T = aθ has qr−1 distinct roots in Fqr and T qr−1 +
· · ·+ T q + T = 0 has qr−1 roots in Fqr . Further, T θ = αqr−1.l + · · ·+αq.l +αl has θ distinct roots in Fqr ,
where αl is a nonzero root of T q
r−1 + · · · + T q + T = 0.
The orbits under the action of τ are as follows. For i = 1, . . . ,qr−1, let Pi,0 = (αti ,αli ), where αli
is a nonzero root of T q
r−1 + · · · + T q + T = 0 and ti as the smallest exponent of α among these roots;
then O i = O (Pi,0) = {τ j(Pi,0): 0 j  qr − 2} = {(αti ,αli ), . . . , (αti+qr−2,αli+(qr−2).θ )}.
For i = qr−1 + 1, . . . , θ , let Pi,0 = (0,αli ), where αli is a nonzero root of T qr−1 + · · · + T q + T = 0;
then O i = O (Pi,0) = {τ j(Pi,0): 0  j  q − 2} = {(0,αli ), . . . , (0,αli+(q−2).θ )}. And ﬁnally, we have
O θ+1 = O ((0,0)) = {(0,0)}.
Lemma 3.1. Let C(X , D,mQ ) be a norm-trace code. The q2r−1 rational points of supp(D) decompose under
the action of τ into θ + 1 orbits:
• qr−1 of them, O 1, . . . , Oqr−1 , with length (qr − 1), (qr−1 − 1)/(q − 1).
• Oqr−1+1, . . . , O θ with length q − 1.
• O θ+1 with length 1.
For i  θ , let Mi :=∏q−2j=0(y − αli+ jθ ) = yq−1 − αli(q−1) = 0. Then, for each i  θ , the orbit O i is the inter-
section of X with the curve Mi , and the orbit O θ+1 is the intersection of X with the curve Mθ+1 = yq−1 = 0.
Furthermore, for all i, Mi(y) is a nonzero constant when restricted to each of the orbits Ok, k = i.
Proof. The ﬁrst statements follow from the deﬁnition of τ . To see the last one, let Pi,0 = (αti ,αli ), for
1 i  qr−1; then O i = O (Pi,0) = {τ j(Pi,0): 0 j < qr − 1} = {(αti ,αli ), . . . , (αti+(qr−2),αli+(qr−2)θ )}.
Note that when (αtk+ j,αlk+ jθ ) ∈ Ok with k = i, then αlk = αli and hence Mi(αlk ) is a constant. Anal-
ogously for the remainder values of i. 
Thus the root diagram of C(X , D,mQ ) has θ + 1 rows, the ﬁrst qr−1 of them having qr − 1 boxes,
the next (qr−1 − 1)/(q − 1) rows having q − 1 boxes and the last row having one single box.
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Bi, j(x, y) =
q−2∏
k=1
(
y − αli+( j+k)θ ) · θ−1∏
k=1
(
x− αti+ j+k(q−1))
vanishes at each point of O i except Pi, j . In the same way, for qr−1 + 1  i  θ we have that Bi, j(x, y) =∏q−2
k=1(y − αli+( j+k)θ ) vanishes at each point of O i except Pi, j .
The proof of this lemma is straightforward. Since x and y have pole orders qr−1 and θ , respectively,
at Q , we have Mi ∈ L((qr − 1)Q ) for 1  i  qr , and Bi, j ∈ L((q − 2)θ + qr−1(θ − 1)Q ) for 1  i 
qr−1(q − 1). As a notation let F1(y) = 1 and Fi(y) = M1(y) · · ·Mi−1(y) for i  2.
Theorem 3.3. LetDC be the root diagram for the norm-trace code C = C(X , D,mQ ) with the automorphism
τ above. Fix i, 1  i  θ + 1. If m  (i − 1)(qr − 1) then the i-th row of DC is not full. If furthermore m 
(i − 1)(qr − 1) + (q − 2)θ + qr−1(θ − 1), then the row is empty.
Proof. Let us consider the function
Fi = M1(y) · · ·Mi−1(y)
as above. Since m  (i − 1)(qr − 1), it is easy to check that Fi ∈ L(mQ ) and hence ev(Fi) ∈
C(X , D,mQ ). By computing ev(Fi) we observe that C contains an element of the form (0, . . . ,0,hi(t),
. . . ,hθ+1(t)) with i − 1 zeroes and hi(t) =∑|O i |−1j=0 Fi(Pi, j)t j . Since
Fi(Pi, j) = M1(Pi, j) · · ·Mi−1(Pi, j) = constant c = 0,
we have hi(t) = c.∑|O i |−1j=0 t j and thus h(1) = 0 as |O i | is equal to qr − 1, q − 1 or 1. There-
fore the i-th row of DC is not full since g(i)i (t) divides hi(t). If m  (i − 1)(qr − 1) + (q − 2)θ +
qr−1(θ − 1) let F ′i = Bi,0(x, y)Fi . As above F ′i ∈ L(mQ ) and F ′i (R) = 0 for R ∈ O 1 ∪ O 2 ∪ · · · ∪
O i−1. Moreover, F ′i (R) = 0 for all R ∈ O i \ {Pi,0}. Then the element of C corresponding to ev(F ′i )
veriﬁes h1(t) = h2(t) = · · · = hi−1(t) = 0 and hi(t) = F ′i (Pi,0) = 0. Thus C contains the element
(0, . . . ,0, F ′i (Pi,0),hi+1(t), . . . ,hθ+1(t)) and hence the i-th row of DC is empty. 
The next interpolation result is important for the complete description of the set of marked
roots on DC given by Theorem 3.5 below. The proof is similar to those of Lemma 4.1 and Corol-
lary 4.2 in Little et al. (1997). For 1  i  qr−1 let us consider the ideal I(O i) = { f (x, y) ∈
Fqr [x, y]: f (Pi, j) = 0 for all Pi, j ∈ O i} and the ring Fqr [x, y]/I(O i). For the others values of i cor-
responding the others orbits the process and statements are analogous.
Lemma 3.4. Let i be such that 1  i  qr−1 and let V i be the Fqr -linear span of {Fi(y)xβ yγ : 0  β 
θ − 1 and 0 γ  q − 2}. We have
(1) The natural projection V i → Fqr [x, y]/I(O i) is an isomorphism of Fqr vector spaces.
(2) For any a0, . . . ,aθ−1 ∈ Fqr , there is a unique f̂ (x, y) ∈ Vi satisfying f̂ (Pi, j) = a j , for all j and f (R) = 0
for R ∈ O 1 ∪ · · · ∪ O i−1 .
Theorem 3.5. Consider the root diagram DC for the norm-trace code C = C(X , D,mQ ) with the root dia-
gramDC . Suppose there exists an index i, 1 i  qr−1 , such that
(i − 1)(qr − 1)m < (i − 1)(qr − 1)+ (q − 2)θ + qr−1(θ − 1).
Then the i-th row ofDC is neither full nor empty, and the nonmarked boxes in row i correspond to the roots
in the set
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{
α−(β+γ θ) ∈ F∗qr ; 0 β  θ − 1, 0 γ  q − 2
and (i − 1)(qr − 1)+ γ θ + βqr−1 m}.
Proof. Let Mi be the set of nonmarked boxes in row i. We will show that Mi = Ei . Let us con-
sider the function f i = Fi(y)xβ yγ . Under the conditions on β and γ stated in the deﬁnition of Ei ,
we have f i ∈ L(mQ ). Then associated to f i we get an element h = (h1(t), . . . ,hθ+1(t)) ∈ C . Since
Fi(y) = 0 on O 1, . . . , O i−1 we have h j(t) = 0 for 1  j  i − 1. Consider a point Pi,k = τ k(Pi,0) =
(αti+k,αli+kθ ) ∈ O i . Then f i(Pi,k) = biαk(β+γ θ) , where bi = Fi(αli )α(β+γ ).ti is a nonzero constant. Thus
hi(t) =∑qr−2k=0 f i(Pi,k)tk = (qr − 2)bi∑qr−2k=0 (αβ+γ θ t)k whose roots are all t ∈ F 	qr with t = α−(β+γ θ) .
Hence the submodule C contains an element whose ﬁrst i − 1 leading components are zero and
hi(t) =∑qr−2k=0 (αβ+γ θ t)k . Consequently, α−(β+γ θ) is not a root of g(i)i (t) and hence Ei ⊆ Mi .
By Proposition 2.3, dimC = ∑ 
Mi . We know, by Munuera et al. (2008), that the Weierstrass
semigroup of the norm-trace curve X at Q is H(Q ) = 〈qr−1, θ〉, and then dim(C) = 
{(β,γ ) ∈ N2;
β < θ and βqr−1 + γ θ m} = 
{(β,γ ) ∈N2; β < θ and βqr−1 + ( γq−1 )(qr − 1)m}.
Let E˜ i = {(β,γ ) ∈ N2; β < θ, 0  γ  q − 2 and (i − 1)(qr − 1) + γ θ + βqr−1  m}. Thus

{(β,γ ) ∈ N2; β < θ and βqr−1 + ( γq−1 )(qr − 1) m} =
∑

E˜ i , and since
∑

E˜ i =∑ 
Ei , it follows
that
∑

Mi =∑ 
Ei . Therefore Ei = Mi . 
Example 3.6. Consider the norm-trace curve X : x13 = y9 + y3 + y over F27 and the code C =
C(X , D,220Q ). The automorphism τ (x, y) = (αx,α13 y) decomposes the points in supp(D) into 14
orbits, being 9 of length 26, 4 of length 2 and one of length 1:
O 1 =
{
P1,0 =
(
1,α5
)
, P1,1 =
(
α,α18
)
, . . . , P1,25 =
(
α25,α18
)}
,
O 2 =
{
P2,0 =
(
1,α8
)
, P2,1 =
(
α,α21
)
, . . . , P2,25 =
(
α25,α21
)}
,
O 3 =
{
P3,0 =
(
1,α15
)
, P3,1 =
(
α,α2
)
, . . . , P3,25 =
(
α25,α2
)}
,
O 4 =
{
P4,0 =
(
1,α17
)
, P4,1 =
(
α,α4
)
, . . . , P4,25 =
(
α25,α4
)}
,
O 5 =
{
P5,0 =
(
1,α19
)
, P5,1 =
(
α,α6
)
, . . . , P5,25 =
(
α25,α6
)}
,
O 6 =
{
P6,0 =
(
1,α20
)
, P6,1 =
(
α,α7
)
, . . . , P6,25 =
(
α25,α7
)}
,
O 7 =
{
P7,0 =
(
1,α23
)
, P7,1 =
(
α,α10
)
, . . . , P7,25 =
(
α25,α10
)}
,
O 8 =
{
P8,0 =
(
1,α24
)
, P8,1 =
(
α,α11
)
, . . . , P8,25 =
(
α25,α11
)}
,
O 9 =
{
P9,0 =
(
1,α25
)
, P9,1 =
(
α,α12
)
, . . . , P9,25 =
(
α25,α12
)}
,
O 10 =
{
P10,0 = (0,1), P10,1 =
(
0,α13
)}
,
O 11 =
{
P11,0 = (0,α), P10,1 =
(
0,α14
)}
,
O 12 =
{
P12,0 =
(
0,α3
)
, P12,1 =
(
0,α16
)}
,
O 13 =
{
P13,0 =
(
0,α9
)
, P13,1 =
(
0,α22
)}
,
O 14 =
{
P14,0 = (0,0)
}
.
Since the roots of t26 − 1 are all the elements of F	27 and the roots of t2 − 1 are 1 and α13, Theo-
rems 3.3 and 3.5 give the root diagram, see Table 1. Notice that each 0  i  25 in the ﬁrst row of
Table 1 means αi .
4. The Gröbner basis algorithm from the root diagram
Let C = C(X , D,mQ ) be a norm-trace code. In this section we show an algorithm for computing a
Gröbner basis G of C (in the POT order). The elements g(i) ∈ G will be obtained by interpolation from
functions f ∈ L(mQ ).
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Theorem 4.1. Consider the norm-trace code C = C(X , D,mQ ) and the root diagram DC . Fix an index i,
1  i  qr − 1, and let αs1 ,αs2 , . . . ,αsl be the roots marked on the row i of DC . Consider the polynomial
p(t) =∏lk=1(t − αsk ) =∑|O i |−1j=0 a jt j and the function
fi(x, y) = Fi(y)
(|O i |−1∑
j=0
a j
Bi, j(x, y)
Bi, j(Pi, j)
)
. (1)
Then fi ∈ L(mQ ) and its associated module element g has i − 1 leading zero components and i-th compo-
nent gi(t) = p(t).
Proof. By Lemma 3.2 and Theorem 3.3, f i(x, y) ∈ L(mQ ). A simple computation shows that f i(x, y)
is a solution of the interpolation problem f i(Pi, j) = a j , for j = 0,1, . . . , |O i | − 1, f i(R) = 0 for R ∈
O 1 ∪ · · · ∪ O i−1 stated in Lemma 3.4, which is unique. Then the element g = (g1(t), . . . , gr(t)) ∈ C ,
gi =∑|O i |−1j=0 f i(Pi, j)t j , corresponding to f i veriﬁes g1(t) = . . . = gi−1(t) = 0 and gi(t) = p(t). 
This result leads directly to an algorithmic way to ﬁnd a Gröbner basis for C from the root dia-
gram DC . This algorithm makes use of DC via the following subroutines.
RootDiagram[i]: returns a list of the roots corresponding to the marked boxes in line i of DC .
Boxes[i]: the number of boxes in row i of DC , that is Boxes[i]= |O i |.
Evaluate[i,point]: a procedure which takes as input the coeﬃcients {ak} of the unique monic
polynomial over Fq2 having the marked elements on a row number i as roots and a point Pi, j on O i ,
and evaluates the function f i(x, y) stated in (1) of Theorem 4.1 at a point Pi, j .
Consider the code C = C(X , D,mQ ) and the root diagram DC . It follows from Theorem 4.1 that
the following algorithm computes a non-reduced POT Gröbner basis for the module C associated to C .
Algorithm 4.2. Input: the root diagram DC , the q2r−1 rational points Pi, j of supp(D).
Output: a non-reduced Gröbner basis G = {g(1),g(2), . . . ,g(θ+1)} of C .
1. G := {}
2. for i from 1 to θ + 1 do
3. if |RootDiagram[i]|<Boxes[i] then
4. for k from 1 to θ + 1 do
5. g(i)k := 0
6. if k i then
7. for j from 0 to Boxes[k]− 1 do
8. g(i)k := g(i)k + Evaluate[i,Pk, j] t j ek
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10. end if
11. end for
12. else
13. g(i) := (tBoxes[i] − 1)ei
14. end if
15. G := G ∪ {g(i)}
16. end for
17. return G
Remark 4.3. This algorithm has the same computational complexity as the original one developed by
Little, Saints and Heegard (Little et al., 1997). It is much lower than the complexity of general Gröbner
basis algorithms, since we only make use of interpolation problems and evaluation of functions. In
particular we do not use divisions nor reductions that would increase the complexity, as in the case
of Buchberger’s algorithm. We will experimentally conﬁrm this fact in the next section.
Example 4.4. Let us consider the norm-trace code C = C(X , D,220Q ) over F27 whose root diagram
was found in Example 3.6. By applying the above algorithm (Proposition 4.2) we ﬁnd the Gröb-
ner basis G = {g(1), . . . ,g(14)} with fourteen elements where, for each i = 1, . . . ,14, we have g(i) =
(0, . . . ,0, g(i)i (t), . . . , g
(i)
14(t)). For i = 1, . . . ,4, g(i)i (t) is a constant, g(5)5 (t) = t − α. For i = 6,7,8,9,
g(i)i (t) is a polynomial of degree 6, 12, 18 and 24, respectively. Finally, for i = 10,11,12,13, g(i)i (t) is
a polynomial of degree 2, and g(14)14 (t) = t − 1.
This Gröbner basis (and other different examples) can be found explicitly in http://www.singacom.
uva.es/~computeam/NTcodes.html.
5. Implementations and experimental results
Algorithm 4.2 has been implemented by the authors in the computer algebra system Singu-
lar 3-1-2 (Decker et al., 2010). This implementation can be downloaded from the above web, together
with the complete calculations of Example 4.4 and other examples.
The implementation is divided into three steps:
(1) The procedure NTcurve computes all the rational points of the norm-trace curve, for ﬁxed q and
r (q prime, for technical reasons), ranged by orbits according to Section 3. It returns a list with
the computed data.
(2) The procedure root_diagram_NTcode computes the root diagram of the code from the output
of the previous procedure and a given m deﬁning the divisor mQ . The Input list is up-
dated with the root diagram and all the preprocessing of Algorithm 4.2 (namely, the numbers
Boxes[i] and the evaluations Evaluate[i,Pk, j]).
(3) Algorithm 4.2 itself is implemented by the procedure GB_NTcode from the updated list given
by the above preprocessing.
On the other hand, in order to compare times with Buchberger’s algorithm with respect to the
POT ordering, we have also implemented this alternative in Singular. In fact, Buchberger computes a
Gröbner basis of the corresponding Fq[t]r module from an Input that is already a module basis of
the code, so that we have to provide to Buchberger’s algorithm with such Input. In order to do this,
one has to compute a vector basis of L(mQ ) and evaluate in all the rational points, ranged by orbits,
and proceed as in Section 2.2. The computation of the vector basis is done following the results of
Matthews and Peachey (2010), that gives a very explicit and simple way to compute it.
Again, the implementation (available in the cited web) is divided into three steps:
(1) The procedure NTcurve2 does essentially the same as NTcurve except for some computations
that are no longer needed.
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Preprocessing Algorithm 4.2 Total Preprocessing Buchberger Total
q = 2/r = 3 16 0 16 31 0 31
q = 2/r = 4 78 15 94 312 15 327
q = 2/r = 5 484 171 655 4119 826 4945
q = 2/r = 6 5241 1279 6520 66488 59577 126065
q = 2/r = 7 120136 10265 130401 1056793 ! –
q = 3/r = 3 124 31 155 1310 202 1512
q = 3/r = 4 5273 780 6053 100698 123053 223751
q = 3/r = 5 1468166 13994 1482160 ! – –
q = 5/r = 2 47 0 47 281 31 312
q = 5/r = 3 9469 577 10046 110479 158652 269131
q = 7/r = 2 156 16 172 1903 436 2339
q = 7/r = 3 815663 2371 820639 901541 ! –
(2) The procedure NTmodule_basis just computes a module basis of the code in a very direct way.
(3) Buchberger’s algorithm is performed by the procedure GB_NTbuchberger for the correspond-
ing POT ordering. We note that this algorithm is programmed by the Singular Team in C Language
(kernel of Singular), and that it is quite optimized along the years.
We have tried multiple examples of q and r with Singular 3-1-2 to compare timings of both
methods. All the computations in Table 2 have been carried out on a PC with i5 3.20 GHz processor
and 8GB RAM under Windows 7. In both methods, steps 1 and 2 have been grouped in a single
“preprocessing” time. For each example, a valid value of 2g − 2 <m < n is chosen, the same for both
methods.
In order to a better understanding of the results in this table, times are in milliseconds, and the
symbol ! means that Singular stopped the computation because of memory overﬂow in the operating
system.
Since experiments have been performed on the same computer and operating system, we can
extract some conclusions:
(1) Our method is quite faster than Buchberger’s algorithm, and the difference in time essentially
increases as long as we take larger q or r.
(2) The gain is not only in step 3 (Algorithm 4.2 versus Buchberger’s algorithm), but also in the
preprocessing.
(3) Our method actually consumes most of the computation time in the preprocessing, whereas this
is not always true in the alternative with Buchberger’s algorithm.
(4) Possible discrepancies about the above conclusions are related to very small examples. For exam-
ple, r = 2 yield usually very short times in both methods (only two such cases are included in
Table 2).
(4) In some examples where Buchberger’s algorithm stops with a memory overﬂow, our method
succeeds to terminate.
As a ﬁnal comment we note that, in order to obtain Table 2, programs that implement our Al-
gorithm 4.2 are written in the interpreter of Singular. Thus, much better times could be obtained
by programming these algorithms in C language as loops should be automatically speed up when
compiled.
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