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Abstract
We consider one-dimensional, locally finite interacting particle systems with two con-
servation laws. The models have a family of stationary measures with product structure
and we assume the existence of a uniform bound on the inverse of the spectral gap which
is quadratic in the size of the system. Under Eulerian scaling the hydrodynamic limit for
the macroscopic density profiles leads to a two-component system of conservation laws. The
resulting pde is hyperbolic inside the physical domain of the macroscopic densities, with
possible loss of hyperbolicity at the boundary.
We investigate the propagation of small perturbations around a hyperbolic equilibrium
point. We prove that the perturbations essentially evolve according to two decoupled Burgers
equations. The scaling is not Eulerian: if the lattice constant is n−1, the perturbations are
of order n−β then time is speeded up by n1+β . Our derivation holds for 0 < β < 1
5
. The
proof relies on Yau’s relative entropy method, thus it applies only in the regime of smooth
solutions.
This result is an extension of [10] and [11] where the analogue result was proved for
systems with one conservation law. It also complements [13] where it was shown that
perturbations around a non-hyperbolic boundary equilibrium point are driven by a universal
two-by-two system of conservation laws.
1 Introduction
There are several results dealing with the perturbation analysis of hydrodynamic limits for in-
teracting particle systems. In the landmark paper [4] the authors prove that for the asymmetric
simple exclusion, in dimensions higher than 2, perturbations of order n−1 of a constant profile
evolve according to a certain parabolic equation under diffusive scaling (time rescaled by n2,
space by n). It is well-known, that under Eulerian scaling (time rescaled by n, space by n) the
hydrodynamic limit leads to a hyperbolic conservation law (the Burgers equation), the pertur-
bation limit gives the same equation with the Navier-Stokes correction. (For a survey on the
microscopic interpretations of the Navier-Stokes equations see the end of Chapter 7 of [6].)
Motivated by [4] T. Seppa¨la¨inen investigated a similar problem in one dimension for the
so-called totally asymmetric stick process. In [10] he proves that an O(n−β) perturbation of
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the constant profile is governed by the Burgers equation (even after the appearance of shocks)
if time is rescaled by n1+β and space by n, where β ∈ (0, 12 ) is a fixed constant. Independently,
in [11] the authors partially extend this result by proving that one gets universally the Burgers
equation in the hydrodynamic limit for similar perturbations of equilibrium for a wide class
of one-dimensional interacting particle systems with one conservation law. The models are
not reversible and not necessarily attractive. The proof relies on H. T. Yau’s relative entropy
method, it only applies in the smooth regime of solutions and it only works for β ∈ (0, 15). It is
conjectured that the result should hold for all β ∈ (0, 12) even without the smoothness condition
as in the result of [10].
This universal result may be explained by the following arguments. Under Eulerian scaling
these systems admit in the hydrodynamic limit a hyperbolic conservation law of the form
∂tu+ ∂xJ(u) = 0. (1)
Taking a point u0 with J
′′(u0) 6= 0 simple (although formal) calculations yield that solutions
of (1), with initial conditions which are small perturbations u0, are governed by the Burgers
equation. See [11] for the ’more precise’ formulation.
In the present paper we give an extension of the results of [10, 11] for systems with 2
conserved quantities. In [12] a general one-dimensional family of lattice-models was introduced.
The models are locally finite interacting particle systems with two conservation laws which
possess a family of stationary measures with product structure. In that paper it is shown (in
the regime of smooth solutions) that in Eulerian scaling we get a hydrodynamic limit of the
form {
∂tu+ ∂xΦ(u, v) = 0,
∂tv + ∂xΨ(u, v) = 0,
(2)
where (u, v) ∈ D and D is a convex compact polygon, the the physical domain (see (6) for the
definition). We also note, that [8] gives the first major result about the Eulerian hydrodynamic
limit of multi-component hyperbolic systems. In [12] it was also shown that an Onsager-type
symmetry relation holds for the macroscopic flux functions Φ,Ψ (see Lemma 1). One of the
consequences of this relation is that inside the physical domain D the pde is (weakly) hyperbolic,
i.e. the Jacobian can be diagonalized in the real sense. Experience shows, that the limiting
pde is strongly hyperbolic (the Jacobian has two distinct real eigenvalues) in the whole physical
domain except some special points on the boundary ∂D.
We consider perturbations of order n−β around a constant equilibrium point (u0, v0) ∈ D,
which is strictly hyperbolic. We prove that rescaling time by n1+β and space by n the evolution
of the perturbations are governed by two decoupled equations. (These are ’usually’ Burgers
equations, see the remark at the end of subsection 3.1.) This result agrees with the formal
perturbation of the pde (2) e.g. with the method of weakly nonlinear geometric optics (see
[3, 5]).
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The reason for the decoupling of the resulting pde system is the strict hyperbolicity, basically,
the two different eigenvalues (sound speeds) cause the equations to separate. In the paper [13]
perturbation around a special non-hyperbolic point was considered in a similar setting, it was
proved that in that case in the limit the evolution obeys a two-by-two system of conservation
laws which cannot be decoupled. The treatment of that problem needs more complex tools
than our proofs, sophisticated pde methods are used besides Yau’s method.
Our proof follows the relative entropy method using similar steps as [11] (thus it only applies
in the regime of smooth solutions), but it also heavily relies on the Onsager-type symmetry
relation proved in [12]. We assume the existence of a uniform bound on the inverse of the
spectral gap, quadratic in system size, to be able to prove the so-called one block estimate. We
do not deal with the proof of the spectral gap bound, but we remark that with the techniques
of [7] one can get the desired gap estimates for a large class of systems. Our result holds for
β ∈ (0, 15). Assuming the stronger (but harder to prove) logarithmic-Sobolev bound we could
get the result for β ∈ (0, 13).
2 Microscopic models
We consider the family of microscopic models investigated in [12]. We go over the definitions
and the important properties, for the details we refer the reader to the original paper. There
are several concrete examples introduced in [12], we do not list them here.
2.1 State space, conserved quantities, generator
Throughout this paper we denote by Tn the discrete tori Z/nZ, n ∈ N, and by T the continuous
torus R/Z. We will denote the local spin state by Ω, we only consider the case when Ω is finite.
The state space of the interacting particle system is
Ωn := ΩT
n
.
Configurations will be denoted
ω := (ωj)j∈Tn ∈ Ω
n,
The two conserved quantities are denoted by
ζ : Ω→ Z, η : Ω→ Z,
we also use the notations ζj = ζ(ωj), ηj = η(ωj). We assume that the conserved quantities are
different and non-trivial, i.e. the functions ζ, η and the constant function 1 on Ω are linearly
independent.
We consider the rate function r : Ω×Ω×Ω×Ω→ R+. The dynamics of the system consists
of elementary jumps effecting nearest neighbor spins, (ωj , ωj+1) −→ (ω
′
j, ω
′
j+1), performed with
rate r(ωj, ωj+1;ω
′
j, ω
′
j+1).
We require that the rate function r satisfy the following conditions:
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(A) If r(ω1, ω2;ω
′
1, ω
′
2) > 0 then
ζ(ω1) + ζ(ω2) = ζ(ω
′
1) + ζ(ω
′
2),
η(ω1) + η(ω2) = η(ω
′
1) + η(ω
′
2).
(3)
This means that ζ and η are indeed conserved quantities.
(B) For every Z ∈ [nmin ζ, nmax ζ] ∩ Z, N ∈ [nmin η, nmax η] ∩ Z the set
ΩnZ,N :=
ω ∈ Ωn : ∑
j∈Tn
ζj = Z,
∑
j∈Tn
ηj = N

is an irreducible component of Ωn, i.e. if ω, ω′ ∈ ΩnZ,N then there exists a series of ele-
mentary jumps with positive rates transforming ω into ω′. This ensures that there are no
hidden conservation laws.
(C) There exists a probability measure pi on Ω which puts positive mass on each element of Ω
and for any ω1, ω2, ω
′
1, ω
′
2 ∈ Ω
Q(ω1, ω2) +Q(ω2, ω3) +Q(ω3, ω1) = 0,
where
Q(ω1, ω2) :=
∑
ω′1,ω
′
2∈Ω
{
pi(ω′1)pi(ω
′
2)
pi(ω1)pi(ω2)
r(ω′1, ω
′
2;ω1, ω2)− r(ω1, ω2;ω
′
1, ω
′
2)
}
.
This condition will imply that the measure
∏
j∈Tn pi is stationary for our process on Ω
n.
For a precise formulation of the infinitesimal generator on Ωn we first define the map Θω
′,ω′′
j :
Ωn → Ωn for every ω′, ω′′ ∈ Ω, j ∈ Tn:
(
Θω
′,ω′′
j ω
)
i
=

ω′ if i = j
ω′′ if i = j + 1
ωi if i 6= j, j + 1.
The infinitesimal generator of the process defined on Ωn is
Lnf(ω) =
∑
j∈Tn
∑
ω′,ω′′∈Ω
r(ωj, ωj+1;ω
′, ω′′)(f(Θω
′,ω′′
j ω)− f(ω)).
We denote by X nt the Markov process on the state space Ω
n with infinitesimal generator Ln.
2.2 Stationary measures
For every θ, τ ∈ R let G(θ, τ) be the moment generating function defined below:
G(θ, τ) := log
∑
ω∈Ω
eθζ(ω)+τη(ω)pi(ω).
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We define the probability measures
piθ,τ (ω) := pi(ω) exp(θζ(ω) + τη(ω)−G(θ, τ)) (4)
on Ω. Using condition (C), by very similar considerations as in [1], [2], [9] or [11] one can show
that for any θ, τ ∈ R the product measure
pinθ,τ :=
∏
j∈Tn
piθ,τ
is stationary for the Markov process X nt on Ω
n with infinitesimal generator Ln. We will refer to
these measures as the canonical measures. Since
∑
j ζj and
∑
j ηj are conserved, the canonical
measures on Ωn are not ergodic. The conditioned measures defined on ΩnZ,N by:
pinZ,N (ω) := pi
n
θ,τ
ω
∣∣∣∣∣∣
∑
j
ζj = Z,
∑
j
ηj = N
 = pinθ,τ (ω)1 {ω ∈ ΩnZ,N}
pinθ,τ (Ω
n
Z,N)
are also stationary and due to condition (B) satisfied by the rate functions they are also ergodic.
We shall call these measures the microcanonical measures of our system. It is easy to see that
the measure pinZ,N does not depend on the values of θ, τ .
2.3 Expectations, fluxes
Expectation, variance, covariance with respect to the measures pinθ,τ will be denoted by Eθ,τ (.),
Varθ,τ (.), Covθ,τ (.).
We compute the expectations of the conserved quantities with respect to the canonical
measures, as functions of the parameters θ and τ :
u(θ, τ) := Eθ,τ (ζ) =
∑
ω∈Ω
ζ(ω)piθ,τ (ω) = ∂θG(θ, τ) = Gθ,
v(θ, τ) := Eθ,τ (η) =
∑
ω∈Ω
η(ω)piθ,τ (ω) = ∂τG(θ, τ) = Gτ .
We will usually note partial derivatives by using the respective subscripts, as long as it does
not cause confusion. Elementary calculations show, that the matrix-valued function(
uθ uτ
vθ vτ
)
=
(
Gθθ Gθτ
Gθτ Gττ
)
=: G(θ, τ)
is equal to the covariance matrix Covθ,τ (ζ, η) and as a consequence the function (θ, τ) 7→
(u(θ, τ), v(θ, τ)) is invertible. We denote the inverse function by (u, v) 7→ (θ(u, v), τ(u, v)).
Denote by (u, v) 7→ S(u, v) the convex conjugate (Legendre transform) of the strictly convex
function (θ, τ) 7→ G(θ, τ):
S(u, v) := sup
θ,τ
(
uθ + vτ −G(θ, τ)
)
, (5)
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and
D := {(u, v) ∈ R+ × R : S(u, v) <∞} (6)
= co{(ζ(ω), η(ω)) : ω ∈ Ω},
where co stands for convex hull. In probabilistic terms: S(u, v) is the rate function for joint
large deviations of (
∑
j ζj ,
∑
j ηj). If (u, v) is inside D then we have
θ(u, v) = Su(u, v), τ(u, v) = Sv(u, v).
With slight abuse of notation we shall denote: piθ(u,v),τ(u,v) =: piu,v, pi
n
θ(u,v),τ(u,v) =: pi
n
u,v,
Eθ(u,v),τ(u,v) =: Eu,v, etc. Clearly, piu,v can be defined naturally on the boundary of D, in
that case piu,v does not puts zero weight on some of the elements of Ω.
We introduce the flux of the conserved quantities. The infinitesimal generator Ln acts on
the conserved quantities as follows:
Lnζi = −φ(ωi, ωi+1) + φ(ωi−1, ωi) =: −φi + φi−1,
Lnηi = −ψ(ωi, ωi+1) + ψ(ωi−1, ωi) =: −ψi + ψi−1,
where
φ(ω1, ω2) :=
∑
ω′1,ω
′
2∈Ω
r(ω1, ω2;ω
′
1, ω
′
2)(ζ(ω
′
2)− ζ(ω2)) + C1
ψ(ω1, ω2) :=
∑
ω′1,ω
′
2∈Ω
r(ω1, ω2;ω
′
1, ω
′
2)(η(ω
′
2)− η(ω2)) + C2
(7)
(The constants C1, C2 may be chosen arbitrarily, we will fix them later.) We shall denote the
expectations of these functions with respect to the canonical measure pi2u,v by
Φ(u, v) := Eu,v(φ), Ψ(u, v) := Eu,v(ψ). (8)
The following lemma was proved in [12].
Lemma 1. Suppose we have a particle system with two conserved quantities and rates satisfying
conditions (A) and (C). Then
∂θΨ(u(θ, τ), v(θ, τ)) = ∂τΦ (u(θ, τ), v(θ, τ)) .
The first derivative matrix of the fluxes Φ and Ψ (with resp. to u, v) will be denoted by
D = D(u, v) :=
(
Φu Φv
Ψu Ψv
)
. (9)
From Lemma 1 it follows that D(u, v) is (weakly) hyperbolic, it can be diagonalized in a real
sense (see [12]). We denote the two eigenvalues of D by λ and µ, and the corresponding right
and left eigenvectors by r = (r1, r2)
†, s = (s1, s2)
† and l = (l1, l2),m = (m1,m2):
Dr = λr, lD = λl,
Ds = µs, mD = µm.
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Although we do not denote it explicitly, all of these are functions of (u, v). We can assume
|r| = |s| = 1, l · r = 1, m · s = 1.
The second derivatives of the macroscopic fluxes are denoted by Φ′′,Ψ′′, these are symmetric
two-by-two matrices depending on (u, v).
2.4 The spectral gap condition
Let l be a positive integer and (Z,N) integers with Z ∈ [lmin ζ, lmax ζ], N ∈ [lmin η, lmax η].
Expectation with respect to the measure pilZ,N is denoted by E
l
Z,N
(
·
)
. For f : ΩlZ,N → R let
LlZ,Nf(ω) :=
l−1∑
j=1
∑
ω′,ω′′
r(ωj, ωj+1;ω
′, ω′′)
(
f(Θω
′,ω′′
j,j+1ω)− f(ω)
)
,
DlZ,N (f) :=
1
2
l−1∑
j=1
ElZ,N
∑
ω′,ω′′
r(ωj, ωj+1;ω
′, ω′′)
(
f(Θω
′,ω′′
j,j+1ω)− f(ω)
)2 .
LlZ,N is the infinitesimal generator restricted to the hyperplane Ω
l
Z,N , and D
l
Z,N is the Dirichlet
form associated to LlZ,N (or to its symmetric part). Note, that L
l
Z,N is defined with free boundary
conditions.
We will assume the following additional condition on our models:
(D) There exists a positive constant W independent of l, Z,N such that for any f : ΩlZ,N → R
with ElZ,Nf = 0
ElN,Zf
2 ≤W l2DlZ,N (f).
Remark. Remark. Presumably (D) is true for all (or a large class of) the models satisfying
conditions (A)-(C), the techniques of [7] should be suitable to get the desired gap estimates.
We do not know about any published results covering our case.
3 Perturbation of the Eulerian hdl
In [12] it was proved by the application of Yau’s relative entropy method, that under Eulerian
scaling the local density profiles of the conserved quantities evolve according to the following
system of partial differential equations:{
∂tu+ ∂xΦ(u, v) = 0
∂tv + ∂xΨ(u, v) = 0.
(10)
This pde is usually a strictly hyperbolic conservation law (i.e. D(u, v) has two distinct real
eigenvalues), weak hyperbolicity follows from Lemma 1 (see [12]). Since the relative entropy
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method needs smoothness conditions for the solution of the limiting equation, the previous
result holds only up to a finite time, till the appearance of the first shock. We also note,
that [8] gives the first major result about the Eulerian hydrodynamic limit of multi-component
hyperbolic systems, also wit the application of Yau’s method.
3.1 Formal perturbation
We will investigate the hydrodynamic behavior of small perturbations of an equilibrium point.
For that we need to understand the asymptotics of small perturbations of a constant solution of
(10). One of the perturbation techniques is the so-called method of weakly nonlinear geometric
optics (see e.g. [3, 5]) which gives the following formal result.
Fix a point (u0, v0) in D and suppose that this point is strictly hyperbolic, i.e.
λ 6= µ, (11)
at (u0, v0). Suppose (uε(t, x), vε(t, x)) is the solution of the pde (10) with initial conditions
uε(0, x) = u0 + εu
∗(x),
vε(0, x) = v0 + εv
∗(x),
where u∗(x), v∗(x) are fixed T 7→ R smooth functions. Denote
σ0(x) := l · (u
∗(x), v∗(x))†, cσ :=
∫
T
σ0(y)dy,
δ0(x) := m · (u
∗(x), v∗(x))†, cδ :=
∫
T
δ0(y)dy,
(12)
and
a1 := l · (r
†Φ′′ r, r†Ψ′′ r)†, a2 := l · (r
†Φ′′ s, r†Ψ′′ s)†,
b1 := m · (s
†Φ′′ s, s†Ψ′′s)†, b2 := m · (r
†Φ′′ s, r†Ψ′′s)†,
(13)
where l,m, r, s and Φ′′,Ψ′′ are the respective vector- and matrix-valued functions taken at
(u0, v0).
Then, according to the formal computations of the geometric optics method,(
uε(t, x)
vε(t, x)
)
=
(
u0
v0
)
+ εσ(εt, x− λt)
(
r1
r2
)
+ εδ(εt, x − µt)
(
s1
s2
)
+O(ε2), (14)
as ε→ 0, where σ and δ are the solutions of the following Cauchy problems:{
∂tσ(t, x) + ∂x
(
a1 ·
1
2σ(t, x)
2 + cδ a2 σ(t, x)
)
= 0,
σ(0, x) = σ0(x),
(15)
and {
∂tδ(t, x) + ∂x
(
b1 ·
1
2δ(t, x)
2 + cσ b2 δ(t, x)
)
= 0,
δ(0, x) = δ0(x).
(16)
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Remarks
1. This result means that a small perturbation of a constant solution of (10) is governed by
the solutions of two decoupled equations (at least, by formal computations). If a1 and b1 are
nonzero, then these equations are linear transforms of the Burgers equation. Otherwise the
respective equations become linear transport equations. It is easy to check, that a1 6= 0, b1 6= 0
hold exactly when the point (u0, v0) is genuinely nonlinear, i.e.
∇λ · r 6= 0, ∇µ · s 6= 0
at (u0, v0).
2. The geometric optics method is based on series expansion, thus it needs smoothness as a
condition which could only be true up to a finite time in our case. Surprisingly, this formal
method gives good approximation of the solutions even after the shocks. In [3] the authors prove
that the equation (14) is valid, in the sense that for any t > 0 the L1-norm of the difference of
the two sides is bounded by C t ε2. In fact, this result is valid for the case if we consider the
pde (10) on T (as we do), on R they have even stronger bounds.
3.2 The main result
Our main theorem is a similar result on the microscopic level. We will apply Yau’s method,
thus our results will hold in the regime of smooth solutions, only up to a finite time before the
first appearance of shocks.
Suppose, that (u0, v0) is a point in the physical domain which is strictly hyperbolic, see
(11). Let u∗(x), v∗(x) be smooth real functions on T. Define σ(t, x), δ(t, x) according to (12),
(13), (15) and (16), and suppose that they are smooth in T × [0, T ]. Fix a small positive
parameter β, and suppose that a particle system on Ωn satisfying conditions (A)-(D) has initial
distribution for which the density profiles of the two conserved quantities are ’close’ to the
functions u0+n
−βu∗(·), v0+n
−βv∗(·). I.e. the profiles are a small perturbation of the constant
(u0, v0) profile. We also assume, that (u0+n
−βu∗(x), v0+n
−βv∗(x)) ∈ D holds for every x ∈ T,
at least for n > n0. Then, uniformly for 0 ≤ t ≤ T , at time n
1+βt the respective density profiles
will be ’close’ to the functions u0 + n
−βu(n)(t, ·), v0 + n
−βv(n)(t, ·), where(
u(n)(t, x)
v(n)(t, x)
)
:= σ(t, x− λnβt)
(
r1
r2
)
+ δ(t, x − µnβt)
(
s1
s2
)
. (17)
For the precise formulation of the result we need to introduce some additional notations. We
will denote by µnt the true distribution of the system at microscopic time n
1+βt:
µnt := µ
n
0 exp{n
1+βtLn} (18)
We define the time-dependent reference measure νnt as
νnt :=
∏
j∈Tn
pi
u0+n−βu(n)(t,
j
n
),v0+n−βv(n)(t,
j
n
), (19)
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with u(n), v(n) defined in (17). This measure mimics on a microscopic level the macroscopic
profiles u0 + n
−βu(n)(t, ·), v0 + n
−βv(n)(t, ·). We also choose an absolute reference measure
pin :=
∏
j∈Tn
piun0 ,vn0 , (20)
which is a stationary measure of our Markov process on Ωn. The point (un0 , v
n
0 ) is chosen in a
way that it lies inside the domain D and
|u0 − u
n
0 |+ |v0 − v
n
0 | < n
−β. (21)
If (u0, v0) is inside D, then we may choose (u
n
0 , v
n
0 ) = (u0, v0). By choosing (u
n
0 , v
n
0 ) inside D we
get that any probability measure on Ωn is absolutely continuous with respect to pin. Condition
(21) ensures that pin is ’close enough’ to µnt in entropy sense, uniformly in t.
Theorem. Let β ∈ (0, 15) be fixed. Under the stated conditions, if
H(µn0 |ν
n
0 ) = o(n
1−2β), (22)
then
H(µnt |ν
n
t ) = o(n
1−2β), (23)
uniformly for 0 ≤ t ≤ T .
The following corollary is a simple consequence of the Theorem and the entropy inequality.
Corollary. Assume the conditions of Theorem 3.2. Let g : T→ R be a test function. Then for
any t ∈ [0, T ]∣∣∣∣∣∣n−1+β
∑
j∈Tn
g(
j
n
)
(
ζj(n
1+βt)− u0
)
−
∫
T
g(x)
(
σ(t, x− λnβt)r1 + δ(t, x − µn
βt)s1
)
dx
∣∣∣∣∣∣ P→ 0,∣∣∣∣∣∣n−1+β
∑
j∈Tn
g(
j
n
)
(
ηj(n
1+βt)− v0
)
−
∫
T
g(x)
(
σ(t, x− λnβt)r2 + δ(t, x − µn
βt)s2
)
dx
∣∣∣∣∣∣ P→ 0.
Remarks.
1. The Theorem states that if the initial distribution of the system is ’close’ to νn0 in relative
entropy sense then at time n1+βt it will be close to νnt . The fact, that ’close’ should mean
o(n1−2β) can be easily explained, see e.g. [11] or [12].
2. If instead of condition (D) we assume a similar uniform bound on the logarithmic-Sobolev
constant then our Theorem is valid for β ∈ (0, 13 ).
10
4 Proof
We will assume, that
(u0, v0) = (0, 0), Φv(0, 0) = Ψu(0, 0) = 0. (24)
It is easy to see, that we can always reduce the general case to get (24), via some suitable linear
transformations on (ζ, η). Also, with the proper choice of the constants in the definition (7) we
can set
Φ(0, 0) = Ψ(0, 0) = 0. (25)
Assumptions (24) imply, that
D =
(
λ 0
0 µ
)
, l = r† = (1, 0), m = s† = (0, 1), (26)
and
u(n)(t, x) = σ(t, x− λnβt), v(n)(t, x) = δ(t, x − µnβt). (27)
We introduce the notations
Φ′′ =
(
Φuu Φuv
Φvu Φvv
)
=:
(
a1 a2
a2 a3
)
, Ψ′′ =
(
Ψuu Ψuv
Ψvu Ψvv
)
=:
(
b3 b2
b2 b1
)
. (28)
Clearly, these definitions agree with the definition (13).
We define the functions σ(t, x1, x2), δ(t, x1, x2) as
σ(t, x1, x2) :=
1
λ− µ
(
a2 σ(t, x1)δ(t, x2) + a2 σx(t, x1)
∫ x2
0
(δ(t, z) − cδ)dz +
a3
2
δ(t, x2)
2
)
(29)
δ(t, x1, x2) :=
1
µ− λ
(
b2 σ(t, x1)δ(t, x2) + b2 δx(t, x2)
∫ x1
0
(σ(t, z) − cσ)dz +
b3
2
σ(t, x1)
2
)
The defining partial differential equations (15), (16) of the functions σ, δ are conservation laws,
thus for any 0 ≤ t ≤ T : ∫
T
σ(z, t)dz = cσ,
∫
T
δ(z, t)dz = cδ.
From that it follows that σ, δ are well-defined smooth functions on [0, T ]× T× T (i.e. periodic
in x1 and x2) with bounded derivatives.
4.1 Changing the time-dependent reference measure
The usual way to prove a result like Theorem 3.2 is to get a Gro¨nwall-type estimate onH(µnt |ν
n
t ):
H(µnt |ν
n
t )−H(µ
n
0 |ν
n
0 ) ≤ C
∫ t
0
H(µns |ν
n
s ) + o(n
1−2β),
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via bounding the derivative ∂tH(µ
n
t |ν
n
t ). We will use a slightly different approach, by proving
a similar estimate for H(µnt |ν˜
n
t ):
H(µnt |ν˜
n
t )−H(µ
n
0 |ν˜
n
0 ) ≤ C
∫ t
0
H(µns |ν˜
n
s ) + o(n
1−2β). (30)
Here
ν˜nt :=
∏
j∈Tn
pi
n−β u˜(n)(t, j
n
),n−β v˜(n)(t, j
n
) (31)
and u˜(n), v˜(n) are smooth functions defined as
u˜(n)(x, t) := u(n)(x, t) + n−β σ(t, x− λnβt, x− µnβt)
= σ(t, x− λnβt) + n−β σ(t, x− λnβt, x− µnβt),
v˜(n)(x, t) := v(n)(x, t) + n−β δ(t, x− λnβt, x− µnβt), (32)
= δ(t, x − µnβt) + n−β δ(t, x− λnβt, x− µnβt).
Because of Lemma 2 and condition (22) we have H(µn0 |ν˜
n
0 ) = o(n
1−2β) and therefore from (30)
H(µnt |ν˜
n
t ) = o(n
1−2β)
will follow uniformly for 0 ≤ t ≤ T . Using Lemma 2 again we get Theorem 3.2.
Lemma 2. Let µnt , ν
n
t , ν˜
n
t be the measures defined as before, with t ∈ [0, T ]. Then
H(µnt |ν
n
t ) = o(n
1−2β)⇐⇒ H(µnt |ν˜
n
t ) = o(n
1−2β).
Proof. We start with
H(µnt |ν
n
t )−H(µ
n
t |ν˜
n
t ) = −
∫
Ωn
log
dνnt
dν˜nt
dµnt . (33)
By subsections 2.2 and 2.3 we can calculate that
log
dνnt
dν˜nt
(ω) =
∑
j∈Tn
{ (
θ(n−βu(n), n−βv(n))− θ(n−βu˜(n), n−β v˜(n))
)
ζj
+
(
τ(n−βu(n), n−βv(n))− τ(n−βu˜(n), n−β v˜(n))
)
ηj
−G
(
θ(n−βu(n), n−βv(n)), τ(n−βu(n), n−βv(n))
)
+G
(
θ(n−βu˜(n), n−β v˜(n)), τ(n−β u˜(n), n−β v˜(n))
)}
,
where, for typographical reasons, we omitted the arguments (t, j
n
) from the functions u(n), v(n), u˜(n), v˜(n).
From the previous expression via power-series expansion:
log
dνnt
dν˜nt
(ω) ≤ O(n1−3β) +Cn−2β
∑
j∈Tn
(∣∣∣∣ζj − u(n)(t, jn)
∣∣∣∣+ ∣∣∣∣ηj − v(n)(t, jn)
∣∣∣∣) ,
= O(n1−3β) +Cn−2β
∑
j∈Tn
(∣∣∣∣ζj − u˜(n)(t, jn)
∣∣∣∣+ ∣∣∣∣ηj − v˜(n)(t, jn)
∣∣∣∣) ,
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with uniform error terms. Using this with (33) and the entropy inequality with respect to νnt
and ν˜nt the lemma follows.
We also note, that applying the same arguments as in the proof of Lemma 2 we get that
from the condition (22)
H(µn0 |pi
n) = O(n1−2β)
follows. Since pin is a stationary measure,
H(µnt |pi
n) ≤ H(µn0 |pi
n) = O(n1−2β) (34)
for all t ≥ 0.
The proof of the following lemma is a simple application of the entropy inequality with the
entropy bound (34). Mind that because of (24) and (25)
Epinζ = Epinη = Epinφ = Epinψ = 0.
Lemma 3. Suppose b1, b2, . . . are real numbers with |bj | ≤ 1 and ξj stands for either of ηj , ζj,
ψj or φj. Then ∫
Ωn
1
n
∑
j∈Tn
bjξj dµ
n
t ≤ Cn
−β.
with an absolute constant C.
In the rest of the paper we prove inequality (30).
4.2 Preparatory computations
We define
θ˜(n)(t, x) := nβθ(n−βu˜(n)(t, x), n−β v˜(n)(t, x)),
τ˜ (n)(t, x) := nβτ(n−βu˜(n)(t, x), n−β v˜(n)(t, x)), (35)
θn0 := n
βθ(n−βun0 , n
−βvn0 ),
τn0 := n
βτ(n−βun0 , n
−βvn0 ).
It is easy to check, that the partial derivatives ∂xθ˜
(n)(t, x), ∂xτ˜
(n)(t, x), ∂2xθ˜
(n)(t, x), ∂2x τ˜
(n)(t, x)
are uniformly bounded in [0, T ] × T. From subsection 2.2 we have
f˜nt :=
dν˜nt
dpin
= exp
∑
j∈Tn
{
n−β(θ˜(n)(t,
j
n
)− θn0 )ζj + n
−β(τ˜ (n)(t,
j
n
)− τn0 )ηj (36)
−G
(
n−β θ˜(n)(t,
j
n
), n−β τ˜ (n)(t,
j
n
)
)
+G
(
n−β θ˜
(n)
0 , n
−β τ˜
(n)
0
)}
.
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Differentiating the identity
H(µnt |ν˜
n
t )−H(µ
n
t |pi
n) = −
∫
Ωn
log f˜nt µ
n
t
and noting that ∂tH(µ
n
t |pi
n) ≤ 0 we get the following bound on ∂tH(µ
n
t |ν˜
n
t ):
n2β−1∂tH(µ
n
t |ν˜
n
t ) ≤ −
∫
Ωn
(
n3βLn log f˜nt + n
−1+2β∂t log f˜
n
t
)
dµnt .
Integrating with respect to the time:
n2β−1(H(µnt |ν˜
n
t )−H(µ
n
0 |ν˜
n
0 )) ≤ −
∫ t
0
∫
Ωn
(
n3βLn log f˜ns + n
−1+2β∂t log f˜
n
s
)
dµns dt. (37)
We estimate the two terms on the right-hand side separately in the next two subsections.
4.3 Estimating the first term of (37)
From the definitions
n3βLn log f˜nt (ω) = n
−1+2β
∑
j∈Tn
(
φj − Φ(n
−βu˜
(n)
j , n
−β v˜
(n)
j )
)
∂xθ˜
(n)(t,
j
n
)
+
(
ψj −Ψ(n
−βu˜
(n)
j , n
−β v˜
(n)
j )
)
∂xτ˜
(n)(t,
j
n
) (38)
+Errn1 (t, ω) + Err
n
2 (t),
where
Errn1 (t, ω) := n
−1+2β
∑
j∈Tn
{
φj
(
∇nθ˜(n)(t,
j
n
)− ∂xθ˜
(n)(t,
j
n
)
)
+ ψj
(
∇nτ˜ (n)(t,
j
n
)− ∂xτ˜
(n)(t,
j
n
)
)}
, (39)
Errn2 (t) := n
−1+2β
∑
j∈Tn
{
Φ
(
n−βu˜
(n)
j , n
−β v˜
(n)
j
)
∂xθ˜
(n)(t,
j
n
)
+ Ψ
(
n−βu˜
(n)
j , n
−β v˜
(n)
j
)
∂xτ˜
(n)(t,
j
n
)
}
. (40)
We used the (slightly abused) shorthanded notations
u˜
(n)
j = u˜
(n)(t,
j
n
), v˜
(n)
j = v˜
(n)(t,
j
n
),
and ∇n denotes the discrete gradient:
∇ng(x) := n
(
g(x+
1
n
)− g(x)
)
.
Using the smoothness of θ˜(n) and τ˜ (n) and Lemma 3 the expectation of the first error term can
be easily estimated: ∫
Ωn
|Errn1 (t, ω)| dµ
n
t = O(n
−1+β). (41)
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Using Lemma 1 it is easy to see that there exists a smooth function U(u, v) such that
∂θU (u(θ, τ), v(θ, τ)) = Φ (u(θ, τ), v(θ, τ)) , ∂τU (u(θ, τ), v(θ, τ)) = Ψ (u(θ, τ), v(θ, τ)) .
Thus Errn2 (t) takes the form:
Errn2 (t, ω) = n
3β−1
∑
j∈Tn
∂xU
(
n−βu˜(n)(t,
j
n
), n−β v˜(n)(t,
j
n
)
)
,
from which
Err2(t) = O(n
−1+2β), (42)
uniformly for t ∈ [0, T ]. From previous bounds we have∫ t
0
∫
Ωn
n3βLn log f˜ns (ω)dµ
n
s ds =
n−1+2β
∫ t
0
∫
Ωn
∑
j∈Tn
(
φj − Φ(n
−βu˜
(n)
j , n
−β v˜
(n)
j )
)
∂xθ˜
(n)(s,
j
n
)
+
(
ψj −Ψ(n
−βu˜
(n)
j , n
−β v˜
(n)
j )
)
∂xτ˜
(n)(s,
j
n
)dµnt ds (43)
+O(n−1+2β)
In the next step we introduce the block averages. We will denote the block size with l = l(n),
it will be large microscopically, but small on the macroscopic scale. In the first computations
we only assume l ≫ n2β, the exact order of l will only be determined at the end of the proof,
after collecting all the error terms. For a local function κj (j ∈ T
n) we define its block average
with
κlj :=
1
l
l−1∑
i=0
κj+i.
By partial summation for a smooth function ρ(x) : T 7→ R we have∣∣∣∣∣∣
∑
j∈Tn
κj ρ(
j
n
)−
∑
j∈Tn
κlj ρ(
j
n
)
∣∣∣∣∣∣ ≤ ‖∂xρ‖∞
∣∣∣∣∣∣
∑
j∈Tn
κj
∣∣∣∣∣∣ ln
Using this with Lemma 3 we can replace φj , ψj in (43) with the the respective block averages:∫ t
0
∫
Ωn
n3βLn log f˜ns (ω)dµ
n
s ds =
n−1+2β
∫ t
0
∫
Ωn
∑
j∈Tn
{(
φlj − Φ(n
−βu˜
(n)
j , n
−β v˜
(n)
j )
)
∂xθ˜
(n)(s,
j
n
)
+
(
ψlj −Ψ(n
−βu˜
(n)
j , n
−β v˜
(n)
j )
)
∂xτ˜
(n)(s,
j
n
)
}
dµnt ds (44)
+O(nβ−1l).
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Finally, using Lemma 4 (the one-block estimate), we replace the block averages φlj , ψ
l
j by their
’local equilibrium value’: Φ(ζ lj, η
l
j) and Ψ(ζ
l
j, η
l
j), respectively:∫ t
0
∫
Ωn
n3βLn log f˜ns (ω)dµ
n
s ds =
n−1+2β
∫ t
0
∫
Ωn
∑
j∈Tn
(
Φ(ζ lj , η
l
j)− Φ(n
−βu˜
(n)
j , n
−β v˜
(n)
j )
)
∂xθ˜
(n)(s,
j
n
)
+
(
Ψ(ζ lj, η
l
j)−Ψ(n
−βu˜
(n)
j , n
−β v˜
(n)
j )
)
∂xτ˜
(n)(s,
j
n
)dµnt ds (45)
+O(nβ−1l ∨ n−1−βl3 ∨ l−1)
Lemma 4 (One block estimate).
1
n
∫ t
0
∫
Ωn
∑
j∈Tn
∣∣∣φlj − Φ(ζ lj , ηlj)∣∣∣ dµns dt ≤ C(n−1−2βl3 + l−1),
1
n
∫ t
0
∫
Ωn
∑
j∈Tn
∣∣∣ψlj −Ψ(ζ lj , ηlj)∣∣∣ dµns dt ≤ C(n−1−3βl3 + l−1).
The proof relies on the spectral gap condition (D). It uses the Feynman-Kac formula,
the Raleigh-Schro¨dinger perturbation technique and the ’equivalence of ensembles’ (see the
Appendix of [6] for all three). A detailed proof can be found in [11] for the one component case
which can be easily adapted for our purposes.
Remark. If instead of the condition (D) we have a similar uniform bound on the logarithmic-
Sobolev constant, then the previous lemma may be strengthened: it holds with the bound
C(n−1−3βl2 + l−1).
4.4 Estimating the second term of (37)
Performing the time-derivation we obtain:
n−1+2β∂t log f˜
n
t =
1
n
∑
j∈Tn
{(
nβζj − u˜
(n)
j
)
∂tθ˜
(n)(t,
j
n
) +
(
nβηj − v˜
(n)
j
)
∂tτ˜
(n)(t,
j
n
)
}
(46)
By the definitions of u˜(n), v˜(n) and Taylor-expansion we readily get that
∂tu˜
(n)(t, x) = σt(t, x− λn
βt)− λnβσx(t, x− λn
βt)
−λσx1(t, x− λn
βt, x− µnβt)− µσx2(t, x− λn
βt, x− µnβt)
+O(n−β),
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and
n2β∂xΦ
(
n−βu˜(n)(x, t), n−β v˜(n)(x, t)
)
= λnβσx(t, x− λn
βt)
+λσx1(t, x− λn
βt, x− µnβt) + λσx2(t, x− λn
βt, x− µnβt)
+∂x
(
1
2
a1σ(t, x− λn
βt)2 + cδa2σ(t, x− λn
βt)
)
+∂x
(
a2σ(t, x− λn
βt)(δ(t, x − µnβt)− cδ) +
1
2
a3δ(t, x− µn
βt)2
)
+O(n−β),
with uniform error terms. (σx1 and σx2 are the partial derivatives of σ(t, x1, x2) with respect
to the second and third variable.) Adding up these equations and checking the definitions for
σ, δ, σ we see that all the significant terms on the right hand side cancel to give:
∂tu˜
(n) + ∂x
(
n2βΦ(n−βu˜(n), n−β v˜(n))
)
= O(n−β). (47)
Similarly,
∂tv˜
(n) + ∂x
(
n2βΨ(n−βu˜(n), n−β v˜(n))
)
= O(n−β). (48)
From (47) and (48):
∂tθ˜
(n) = θu∂tu˜
(n) + θv∂tv˜
(n)
= −n2βθu∂x
(
Φ(n−βu˜(n), n−β v˜(n))
)
− n2βθv∂x
(
Ψ(n−βu˜(n), n−β v˜(n))
)
+O(n−β)
= −nβ(θuΦu + θvΨu)∂xu˜
(n) − nβ(θuΦv + θvΨv)∂xv˜
(n) +O(n−β)
= −nβ(θuΦu + τuΨu)∂xu˜
(n) − nβ(θvΦu + τvΨu)∂xv˜
(n) +O(n−β)
= −nβΦu∂xθ˜
(n) − nβΨu∂xτ˜
(n) +O(n−β) (49)
In the fourth line we used τu = θv and Lemma 1. To simplify notations, we omitted the
arguments (t, x) from the functions θ˜(n), τ˜ (n), u˜(n), v˜(n), and the arguments (n−βu˜(n), n−β v˜(n))
from all the partial derivatives of θ, τ,Φ,Ψ with respect to u, v. Similarly,
∂tτ˜
(n) = −nβΦv∂xθ˜
(n) − nβΨv∂xτ˜
(n) +O(n−β). (50)
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Hence from (46):
n−1+2β∂t log f˜
n
t
= −n−1+2β
∑
j∈Tn
{(
ζj − n
−βu˜
(n)
j
)
Φu
(
n−βu˜
(n)
j , n
−β v˜
(n)
j
)
∂xθ˜
(n)(t,
j
n
)
+
(
ζj − n
−βu˜
(n)
j
)
Ψu
(
n−βu˜
(n)
j , n
−β v˜
(n)
j
)
∂xτ˜
(n)(t,
j
n
) (51)
+
(
ηj − n
−β v˜
(n)
j
)
Φv
(
n−βu˜
(n)
j , n
−β v˜
(n)
j
)
∂xθ˜
(n)(t,
j
n
)
+
(
ηj − n
−β v˜
(n)
j
)
Ψv
(
n−βu˜
(n)
j , n
−β v˜
(n)
j
)
∂xτ˜
(n)(t,
j
n
)
}
+Err3(t, ω),
where
Err3(t, ω) =
1
n
∑
j∈Tn
(ζj − n
−βu˜
(n)
j ) bj(t) + (ηj − n
−βv˜
(n)
j ) cj(t) (52)
and bj(t) and cj(t) are uniformly bounded constants. Using Lemma 3 we get that∫
Ωn
|Err3(t, ω)| dµ
n
t = O(n
−β). (53)
We can exchange ζj , ηj with their block-averages ζ
l
j, η
l
j (as in the previous subsection) which
(after the time-integration) gives the following estimate:∫ t
0
∫
Ωn
n−1+2β∂t log f˜
n
s dµ
n
s ds
= −
∫ t
0
∫
Ωn
n−1+2β
∑
j∈Tn
{(
ζ lj − n
−βu˜
(n)
j
)
Φu
(
n−βu˜
(n)
j , n
−β v˜
(n)
j
)
∂xθ˜
(n)(s,
j
n
)
+
(
ζ lj − n
−βu˜
(n)
j
)
Ψu
(
n−βu˜
(n)
j , n
−β v˜
(n)
j
)
∂xτ˜
(n)(s,
j
n
) (54)
+
(
ηlj − n
−βv˜
(n)
j
)
Φv
(
n−βu˜
(n)
j , n
−β v˜
(n)
j
)
∂xθ˜
(n)(s,
j
n
)
+
(
ηlj − n
−βv˜
(n)
j
)
Ψv
(
n−βu˜
(n)
j , n
−β v˜
(n)
j
)
∂xτ˜
(n)(s,
j
n
)
}
dµns ds
+O(n−β ∨ nβ−1l),
4.5 Block replacement
For a function Υ(u, v) we denote
RΥ(u1, v1;u2, v2) := Υ(u1, v1)−Υ(u2, v2)−Υu(u2, v2)(u1 − u2)−Υv(u2, v2)(v1 − v2).
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Collecting the estimates of the previous subsections we have
H(µnt |ν˜
n
t )−H(µ
n
t |ν˜
n
0 )
≤ C n2β−1
∫ t
0
∫
Ωn
∑
j∈Tn
(∣∣∣∣RΦ(ζ lj , ηlj ;n−βu˜(n)(s, jn), n−β v˜(n)(s, jn)
)∣∣∣∣
(55)
+
∣∣∣∣RΨ(ζ lj, ηlj ;n−βu˜(n)(s, jn), n−β v˜(n)(s, jn)
)∣∣∣∣) dµns ds
+O(n−β ∨ nβ−1l ∨ n−1−βl3)
The second derivatives of Φ and Ψ are bounded thus∣∣∣∣RΦ(ζ lj, ηlj ;n−β v˜(n)(s, jn), n−β u˜(n)(s, jn)
)∣∣∣∣+ ∣∣∣∣RΨ(ζ lj , ηlj ;n−β v˜(n)(s, jn), n−βu˜(n)(s, jn)
)∣∣∣∣
≤ C
(
(ζ lj − n
−βu˜(n)(s,
j
n
))2 + (ηlj − n
−β v˜(n)(s,
j
n
))2
)
,
which means that it is sufficient to estimate
n2β−1
∫
Ωn
∑
j∈Tn
(
ζ lj − n
−βu˜(n)(t,
j
n
)
)2
dµnt and n
2β−1
∫
Ωn
∑
j∈Tn
(
ηlj − n
−β v˜(n)(t,
j
n
)
)2
dµnt
uniformly in t. We estimate the first expression, the other will follow the same way. We denote
ζ̂ lj := ζ̂
l
j(t, ω) =
1
l
l−1∑
i=0
(
ζj − n
−βu˜(n)(t,
j
n
)
)
.
Since ∂xu˜
(n)(t, x) is uniformly bounded for (t, x) ∈ [0, T ]× T, we have
(ζ̂ lj)
2 − (ζ lj − n
−βu˜
(n)
j )
2 = O(n−β−1l)
uniformly in j ∈ Tn, t ∈ [0, T ] and it is enough to estimate
n2β−1
∫
Ωn
∑
j∈Tn
(
ζ̂ lj
)2
dµnt .
Applying the entropy inequality with respect to the time-dependent reference measure ν˜nt and
using Ho¨lder’s inequality:
n2β−1
∫
Ωn
∑
j∈Tn
(
ζ̂ lj
)2
dµnt ≤
1
γ
n2β−1H(µnt |ν˜
n
t ) +
1
γ
l n2β−1
∑
j∈Tn
logEν˜nt exp
(
γl(ζ̂ lj)
2
)
, (56)
for any γ > 0. D is compact, ζ is bounded thus there exists a positive constant C such that
logEu,v exp
(
(ζ − u)y
)
≤ Cy2
for all (u, v) ∈ D and y ∈ R. Thus as a consequence of Lemma 5, there exists a small γ > 0 for
which
1
n
∑
j∈Tn
logEν˜nt exp
(
γl(ζ̂ lj)
2
)
< 1.
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Substituting into (56):
n2β−1
∫
Ωn
∑
j∈Tn
(
ζ lj − n
−βu˜(n)(t,
j
n
)
)2
dµnt < Cn
2β−1H(µnt |ν˜
n
t ) +O(n
2βl−1).
Collecting all the estimates, from (55) we get
n2β−1 (H(µnt |ν˜
n
t )−H(µ
n
0 |ν˜
n
0 )) ≤ Cn
2β−1
∫ t
0
H(µns |ν˜
n
s )ds +O(n
−β ∨ nβ−1l ∨ n−1−βl3 ∨ n2βl−1).
Choosing l with
n2β ≪ l≪ n
1+β
3
the error term becomes o(1) and the Theorem follows via the Gro¨nwall inequality. (If we have
the logarithmic-Sobolev condition, and thus a stronger version of Lemma 4, then l can be chosen
with n2β ≪ l ≪ n
1+β
2 to make all the error terms o(1).)
The proof of Lemma 5 can be found in [11] or [13].
Lemma 5. Suppose ξ1, ξ2, . . . are independent random variables with Eξi = 0 for which
logE exp(yξi) ≤ Cy
2
with a positive constant C independent of i and y. Then there exists a small positive constants
γ depending only on C such that
logE exp
(
γl(ξl1)
2
)
< 1.
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