This is an expository survey on recent sum-product results in finite fields.
Introduction
This is an expository survey of recent results related to the sum-product problem over finite fields. Roughly speaking, the sum-product problem is to show that a finite subset of a field cannot have both additive and multiplicative structure (unless it is essentially a subfield). For instance, if p is prime and A is a subset of the field F p with p elements, then we would expect the set A + AA := {a 1 + a 2 a 3 : a 1 , a 2 , a 3 ∈ A} to be much larger than |A|, since F p has no non-trivial subfields.
In general, we will consider polynomials f ∈ Z[x 1 , . . . , x n ] and ask if there is a δ > 0 such that |f (A, . . . , A)| ≥ |A| 1+δ for all "small" subsets A of F p . We will call such polynomials expanding polynomials or expanders.
Explicit examples of expanding polynomials were first given in characteristic zero [9, 8] . The arguments employed here typically use topological properties of the underlying field-for instance, the order of the integers or reals. Over finite fields, such as F p = Z/pZ, such properties are unavailable, and expansion results are more difficult to prove. Using Fourier analysis in F p , Garaev [11] showed that for A ⊆ F p max(|A + A|, |AA|) ≫ min p|A|, |A|
which is optimal for |A| > p 2/3 and trivial for |A| < p 1/2 . Bourgain, Katz, and Tao [3] proved the first non-trivial sum-product estimate for "small" subsets of finite fields. They showed that if A is a subset of the prime field F p such that p α < |A| < p 1−α for some α > 0, then there is some ǫ > 0 depending on α such that max(|A + A|, |AA|) ≫ |A| 1+ǫ .
The bounds on |A| rule out the possibility that |A∩F| ≫ p −α max(|A|, |F |) for any subfield F of F p (i.e. for F = {0}, F = F p ); in general, it is true that there is a non-trivial sum-product estimate for A ⊆ F q as long as A is not "roughly equivalent" to a subfield. The estimate (31) still holds when the lower bound on |A| is dropped-this is due to Glibichuk and Konyagin [12] .
Garaev [10] found the first explicit value of ǫ, which was then improved by several authors [15, 2, 27] , finally resulting in the lower bound max(|A + A|, |AA|) ≫ |A| 1+1/11 (log |A|) −4/11 .
The method behind these early sum-product results for finite fields is called the pivot method. The pivot method is essentially algebraic; it is a flexible method, but it is quantitatively inefficient. Recently, a new geometric method for proving sum-product results in finite fields was discovered. This geometric method is based on a point-plane incidence bound of Rudnev [28] Even more impressive is their lower bound for the mixed sum-product set A + AA:
where again p is the characteristic of the field F q . For |A| < p 2/3 , this bound matches what can be proved directly by the Szemerédi-Trotter incidence bound over R, namely
for all finite subsets A ⊆ R. The bound (4) that has only been slightly improved over R [30] , thus Rudnev's point-plane incidence bound allows us to prove expander results that nearly match those known over the real numbers.
A number of similar results have followed from Rudnev's pointplane bound. These results are often of the form
We say that these results are at the "p 2/3 threshold": In the last section of the paper, we present an expander result below the p 2/3 threshold. Namely, that if |A| > p 5/8 , then
This result is due the second author [22] . As an expander result, this says that the polynomial f (x, y, z, w) = (x − y)(z − w) satisfies |f (A 4 )| ≫ p whenever |A| > p 5/8 . In this survey, we take Rudnev's point-plane incidence bound as a black-box and use it to prove a variety of sum-product estimates. We have tried to present the cleanest possible proofs, and have chosen results that illustrate the how to apply the point-plane incidence bound in a variety of situations. We do not claim originality for any of the results.
In Section 2, we introduce Rudnev's point plane incidence bound, and use it prove that |A + AA| ≫ min(p, |A| 3/2 ). This method of proof will be a model for many later arguments. The section ends with a generalization of the method, due to [33] , phrased in terms of certain "energies" E(Q; A) or E(L, A), where A ⊆ F p , Q ⊆ F 2 p , and L is a collection of lines in F 2 p . This generalized argument will be applied in Section 3 to prove two further expander results, and in Section 4 to prove two geometric results: an incidence bound due to Stevens and de Zeeuw, and a bound on "collinear triples" due to Aksoy-Yazici, Murphy, Rudnev, and Shkredov [33] .
The final section of paper contains a proof of the expansion result (5), which seems to be the first such result below the p 2/3 threshold.
A geometric approach to sum-product problems in finite fields
In this section, we present a proof of (3) based on Rudnev's point plane incidence bound, which will serve as a prototype for further applications. We then generalize the method of proof; this generalized formulation will be applied to a variety of applications in the remaining sections.
Rudnev's point-plane incidence bound
Rudnev's incidence bound is the following.
Theorem 1 (Rudnev [28] 
Theorem 1 is strongest when |P | = |Π|. See [7] for a short proof of Theorem 1, due to de Zeeuw.
For convenience, we combine Theorem 1 with an incidence bound for large subsets of F 2 P . Corollary 2. Let p be an odd prime, let P be a collection of points in F 
The advantage of Corollary 2 over Theorem 1 is that we do not need to bound the size of the point set and the collection of planes before applying the bound.
Proof. By [17] (see also [13, 32, 16] ), we have
Thus if N > p 2 , then
On the other hand, if N < p 2 , then by Theorem 1 we have
A lower bound for |A + AA|
In this section, we prove the following theorem, due to Roche-Newton, Rudnev, and Shkredov [26] .
Theorem 3. For all subsets A of F p , we have
The proof of Theorem 3 will serve as a model for the rest of the results in this section.
Proof. First, we apply Cauchy-Schwarz. Let
The support of r A+AA is |A + AA| and
thus by Cauchy-Schwarz
To show that
it suffices to show that
Next, we reduce the problem to a point-plane incidence problem. The second moment of r A+AA (x) counts the number of solutions to the equation
with a, b, c, a
To bound the number of solutions to this equation, we will realize the each solution as an incidence between a certain point and a certain plane. Let π a,b,c ′ denote the set of points (x, y, z) such that
Finally, we apply Rudnev's point-plane incidence bound, in the form of Corollary 2. Let P = {(a ′ , c, b
Thus by Corollary 2, we have
This yields the desired upper bound on the second moment of r A+AA (x), provided that the number k of collinear points of P = A × A × A is not too large.
It is not hard to show that k ≤ |A|: if ℓ is parallel to the x-axis, then |P ∩ ℓ| ≤ |A|, while if ℓ is not parallel to the x-axis, then ℓ may be parameterized in terms of y or z, which again implies that |P ∩ℓ| ≤ |A|.
Since
as desired.
Generalizing the method
In this section, we will generalize the method used to count solutions to (6) . This generalization first appeared in [33] ; below we present simplification of the original argument. In order to form the set of points and planes associated to the equation (6) a
it was essential that (a, c) was independent from b and (a ′ , c ′ ) was independent from b ′ . While we also knew that a and c were independent, we do not make use of this in forming the points and planes.
Given a set of pairs Q ⊆ F 2 p and a set A ⊆ F p , let E(Q; A) denote the number of solutions to
Theorem 4.
Proof. For each (m, b) in Q and a in A, form a plane
The equation (7) holds if and only if (a, m ′ , b ′ ) ∈ π (m,b),a ′ . If we let P = A × Q and let Π denote the set of all planes π (m,b),a ′ with (m, b) in Q and a ′ in A. Then |P | = |Π|, so we have
To bound k, we argue as before: if the x-coordinate of ℓ is not constant, then |P ∩ ℓ| ≤ |A|, since we may parameterize ℓ in terms of x, and P = A × Q. If the x-coordinate of ℓ is constant (say equal to a 0 ), then
A bound for the energy of affine transformations acting on the line
In [33] , the points in Q were associated to lines by duality. There is a natural interpretation of this dual quantity, however the proof is more convoluted. Now that we have the bound for (7) in hand, we can give the dual version quite easily.
To each point (m, b) in Q, we associate an affine transformation ℓ m,b defined by ℓ m,b (x) = mx + b. We let L Q denote the set of all ℓ m,b with (m, b) in Q. With this notation, equation (7) counts the number of solutions to
We use E(L, A) to denote the number of solutions to (8) . Then
where k ≤ max(|A|, κ).
and k is the maximum of |A| and the maximum number of points of Q lying on a line, which is precisely maximum number of lines in a pencil.
The quantity E(L, A), which is the number of solutions to
is analogous to the multiplicative energy E × (B, A) of a set B and a set A, which is the number of solutions to
3 Expansion results at the p 2/3 threshold 3.1 A lower bound for |A(A + A)| Theorem 6. For any subset A of F p , we have
Proof. Without loss of generality, suppose that A does not contain 0. By Cauchy-Schwarz, we have
We wish to bound the number of solutions to
with a, . . . , c ′ in A. Since we can write a(b + c) = ab + ac, if we let Q = {(a, ac) : a, c ∈ A}, then the number of solutions to (10) is E(Q; A). The map (a, c) → (a, ac) is injective, as long as a = 0, so |Q| = |A| 2 . At most |A| elements of Q lie on a single line, so by Theorem 4, the number of solutions to (10) is
Combining this bound with (9) yields the desired lower bound on
Note. The set of points Q = {(a, ac) : a, c ∈ A} is projectively equivalent to A × A, which immediately implies that |Q ∩ ℓ| ≤ |A| for any line ℓ. In general, if Q is projectively equivalent to B × C, then we have k ≤ max(|A|, |B|, |C|).
The following example, suggested by Roche-Newton, can be proved by a similar argument.
Exercise. Let
A(AA + 1) = {a(bc + 1) : a, b, c ∈ A}.
Show that
|A(AA + 1)| ≫ min(p, |A| 3/2 ).
A lower bound for
In this section, we show that there is a point (u, v) in A × A such that
This result is due to the second author [21] . Geometrically, equation (11) says that the product set P = A × A determines ≫ min(p, |P | 3/4 ) distances to the point (u, v) ∈ P .
Proof. To prove a lower bound for |(A − u) 2 + (A − v) 2 |, we will bound the number of solutions to
Then we will pigeonhole over u and v, and apply a Cauchy-Schwarz energy type argument.
To bound the number of solutions to (12), we rearrange the equa-
and simplify
Equation (13) is linear in u and u is independent from a, c, similarly for v, b, d, so we might hope to apply Theorem 4.
Then the number of solutions to (13) is E(Q; A).
is invertible. Further, at most 2|A| points of Q are contained in a single line, since for fixed α, β, γ the number of solutions to
is bounded by the maximum number of pairs (a, c) of A × A that are contained in the quadratic curve
Given any x, there are at most two solutions for y. Thus by Theorem 4, the number of solutions to (12) is at most
By the pigeonhole principle, it follows that there is a pair (u, v) in A × A such that the number of solutions to
. By Cauchy-Schwarz we have
which implies the desired lower bound.
See [24] for a generalization of this result to higher dimensions, as well as a general result on expanding quadratic polynomials. 4 Incidence results for points and lines in F 2 p 4.1 An incidence bound for Cartesian product point sets P = A × B
The following incidence bound is due to Stevens and de Zeeuw [31] . 
In particular, if P = A × A, we have
since |P | 2/3 |L| 2/3 > |P | 5/8 |L| 3/4 only when |L| < |P | 1/2 , but in this case we have I(P, L) ≪ |P |. Further, if |A||L| ≪ p 2 , then the first term of (14) is smaller than the second, so we have
Before we prove Theorem 7, we prove a lemma that gives the correct leading terms.
Lemma 8. For P = A × B, as above, and any set of lines L, we have
A priori, we have no control over k, so Theorem 7 does not follow immediately from Lemma 8.
Proof of Lemma 8. We have
Thus by Cauchy-Schwarz,
The sum over all b in F p is equal to E(L, A); that is, it is equal to the number of solutions to
with ℓ, ℓ ′ in L and a, a ′ in A. Thus
To apply Lemma 8, we need to make sure that not too many lines of L lie in a pencil.
Proof of Theorem 7.
Let k > 0 be a parameter that we will choose later.
We begin by pruning large pencils of lines from L. Suppose that L contains a pencil P 1 with more than k lines. This pencil contributes at most
We continue pruning pencils until we reach a set of lines L ′ that contains no pencils of size greater than k. This process takes at most |L|/k steps, hence the lines removed contribute at most
By Lemma 8 and Corollary 5, we have
Note that we have
so we have
Exercise. Theorem 7 can be used to prove a number of sum-product results using Elekes' method [8] .
1. Use the lines ℓ a,b (t) = a(t + b) with a, b ∈ A and the point set P = A × A(A + A) to show that
2. Use the lines ℓ a,b (t) = at + b with a, b ∈ A and the point set P = A × (A + AA) to show that
3. Use the lines ℓ a,b (t) = t/a + b or ℓ a,b (t) = a(t − b) and a point set of the form 
A bound for the number of collinear triples in
Given a subset A of F p , let T (A) denote the number of collinear triples of points in P = A × A.
For any set A, we have T (A) ≪ |A| 5 , which we may see as follows.
Evaluating the determinant yields the equation
Since we have six variables in |A| 6 and one equation, we have ≪ |A| solutions.
Recall that to find lower bounds for |A + AA| and |A(A + A)|, we found upper bounds for six variable energy-type equations. It turns out that (18) can be bounded in a similar way, leading to the following bound, due to [33] , see also [20, 23] .
Proof. If a, b = c and a ′ , b ′ = c, then equation (18) reduces to
Since the number of collinear triples where a = c, b = c, a
. (20) Thus to bound T (A), it suffices to count the number of solutions to (19) with a, b, c, a
By (20) and our definition of Q, it follows that T (A) = E(Q; A) + O(|A| 4 ). The proposition will follow from Theorem 4 if we can show that |Q| = |A| 2 and k ≤ |A|, since then
First |Q| = |A| 2 , since every (x, y) ∈ Q corresponds to a unique pair (c, a) in A × A, where
Second, to show that k ≤ |A| we must show that at most k points of Q are collinear. Consider the linear equation αx + βy = γ with α, β, and γ fixed; suppose one of α, β equals 1. Plugging in x = 1/(c − a) and y = −a/(c − a) yields the equation
which has at most |A| solutions (a, c), as required.
The number of collinear triples T (A) can be expressed in terms of the multiplicative energy of shifts of A:
This is easy to see from (18) . We first learned of equation (21) in [25] , and the proof there inspired the proof of Theorem 9.
The following easy corollary was used in [33] to prove an incidence bound for points and lines (which has since been subsumed by Theorem 7). 
Proof. We have
Since k > 3, we have k 3 ≫ k 3 , so the bound follows.
Theorem 7 implies that
for k > |A| 3/2 /p 1/2 . In Lemma 14, we show that the same bound actually holds whenever k > 2|A| 2 /p. The bound (22) is essentially equivalent to the statement that for |A| < p 2/3 , the point set A × A determines ≪ |A| 5 log(|A|) collinear quadruples. Given such a bound for collinear quadruples, we may recover (22) by the same method used to prove Corollary 10. See [20] for further discussion.
5 An expander below the p 2/3 threshold
In this section, we prove the following theorem due to the second listed author [22] :
Theorem 11. Let p be a prime and let A be a subset of F p . Then the number of solutions to 
This result is that it says that |(A − A)(A − A)| is nearly as large as possible when |A| is at least p 5/8 , which is lower than the p 2/3
threshold. Subsequently, Rudnev, Shkredov, and Stevens [29] proved that
, which also breaks the p 2/3 threshold. Recently, the authors, together with Roche-Newton, Rudnev, and Shkredov [18] have proved several results that pass the p 2/3 threshold. For instance,
whenever |A| ≥ p 3/5 , and
Proof of Theorem 11. As before, we use an energy-type argument: let r(x) = r (A−A)(A−A) (x). Then r(x) is supported on (A − A)(A − A) and x r(x) = |A| 4 , thus
The second moment of r(x) counts solutions to equation (23) .
There are O(|A| 6 ) solutions where either side of (23) is zero, thus we have
We can write this quantity as a second moment of a different function, which we will call Q ξ :
Then by (24) and (25) we have
The following lemma provides the necessary bound for the second moment of Q ξ :
We defer the proof of Lemma 12, and finish the proof of Theorem 11.
Combining (26) with Lemma 12 yields
Since |A| 6 ≪ p 2/3 |A| 16/3 for all A, we have
as claimed.
Now we prove Lemma 12.
Proof of Lemma 12. To begin, we record some basic facts about Q ξ and introduce a related quantity, E ξ . For ξ = 0, we have
we have
It follows from (29) that if we set
The quantity E ξ is useful because it is non-negative: by CauchySchwarz,
Now we will estimate the second moment of Q ξ . To begin, we replace one power of Q ξ by E ξ and estimate the error:
Thus by (26),
Now, to estimate the sum over ξ, we divide into two cases. Let
We bound second term by (30) :
To bound the first term, we use the trivial bound |Q ξ | ≤ |A| 3 to find
To bound this last sum, we use the following Lemma, which we will prove in the next section.
and K ≤ |A|, we have
Thus we may apply Lemma 13 with X = B K . By Lemma 13 and (34),
Now we use Lemma 13 again to bound |B K |:
hence |B K | ≪ K 3 . Combining the bounds for I and II with the bound |B K | ≪ K 3 , we have
To balance the terms on the right-hand side of the previous equation, we set K = (p/|A|) 1/3 :
This completes the proof of Lemma 12, pending the proof of Lemma 13.
Proof of Lemma 13
Recall that Lemma 13 states that if |A| ≪ p 2/3 , then for any set X ⊆ F p such that |X| ≤ |A| 3 , we have
This is an explicit version of Bourgain's Theorem C from [5] . Similar results were proved over R in [19] by the Szemerédi-Trotter incidence bound. We use the same approach as [19] , but we use the following lemma in place of the Szemerédi-Trotter theorem. A+ξA (y).
Let Z j denote the set of pairs {(ξ, y) : r A+ξA (y) > ∆2 j }. Then
On the other hand, for each pair (ξ, y) in Z j , we may associate the line ℓ ξ,y = {(a, b) : a + ξb = y}. Since the line ℓ ξ,y contains at least ∆2 j points of A × A, by Lemma 13 we have
whenever ∆2 j ≥ min(2|A| 2 /p, 1). (We do not need strict inequality because it is included in the definition of Z j .)
Assume for now that ∆ ≥ min(2|A| 2 /p, 1); at the end of the argument, we will prove that our choice of ∆ satisfies this condition whenever |A| ≪ p 2/3 . By (38) and (39), we have 
