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Abstract
Regular Kadomtsev-Petviashvili (KP) solitons have been investi-
gated and classified successfully by the Grassmannian. We provide rig-
orous analysis for the direct scattering problem of perturbed Gr(1, 2)≥0
KP solitons.
1 Introduction
If the amplitude is small and the wave length is large of a quasi-two di-
mensional water wave, then the dynamics can be approximated by the
Kadomtsev-Petviashvili II (KPII) equation
(−4ux3 + ux1x1x1 + 6uux1)x1 + 3ux2x2 = 0,
u = u(x1, x2, x3) ∈ R, x1, x2 ∈ R, x3 ≥ 0. (1.1)
Interesting features of the water wave can be reproduced by the KPII line
solitons which have been discovered in 1970’s [14], [15], [9]. Precisely, a
regular KPII line soliton can be constructed by
u(x) = u(x1, x2, x3) = 2∂
2
x1 ln τ(x), (1.2)
where the τ -function is given by the Wronskian determinant
τ(x) = Wr(f1, f2, · · · , fN ),
fi(x) =
∑M
j=1 aijEj(x), 1 ≤ i ≤ N, N < M,
Ej(x) = e
θj , θj = κjx1 + κ
2
jx2 + κ
3
jx3, κ1 < · · · < κM ,
A = (aij) ∈ Gr(N,M)≥0 ⊂ Gr(N,M),
(1.3)
the Grassmannian Gr(N,M) denotes the set of N -dimensional subspaces in
RM , and Gr(N,M)≥0 is the subset of elements whose maximal minors are
all non-negative [5], [7]. Since 2000’s, there has been important progress
in studying properties and classification theory of these KPII line solitons
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(see [7], [8] and references therein). Throughout this report, (1.2) defined
by (1.3), are called Gr(N,M)≥0 KP solitons for simplicity.
The well-posedness problem of the KPII equation (1.1) with initial data
uc(x, y) where uc(x−ct, y) is a KP solution has been solved by Molinet-Saut-
Tzvetkov [12]. Their result shows that the deviation of the KPII solution
from the initial data could evolve exponentially. Taking
N = 1, M = 2, κ1 = −κ2, A = (1, 1) (1.4)
which are the simplest KPII 1-line solitons produced by the KdV 1-soliton
solutions, Mizumachi establishes excellent L2- orbital stability and L2- in-
stability theories for Gr(1, 2)≥0 KP solitons [10].
An important alternative approach to study the stability problem of
Gr(N,M)≥0 KP solitons is the inverse scattering theory (IST) based on
the Lax pair{
(−∂x2 + ∂2x1 + u)Ψ(x, λ) = 0,
(−∂x3 + ∂3x1 + 32u∂x1 + 34ux1 + 34∂−1x1 ux2 + λ3)Ψ(x, λ) = 0
(1.5)
of the KPII equation. Indeed, the IST is to establish a bijective maps
between the Lax equation
(−∂x2 + ∂2x1 + u)Ψ(x, λ) = 0, (1.6)
(defined by the KP solution) and a Cauchy integral equation (defined by
the scattering data of the Lax equation). Substantial and important works
on algebraic characterization and formal IST have been studied by Boiti-
Pempenelli-Pogrebkov-Prinari [2], [3], [4], [5], Villarroel-Ablowitz [17]. In
particular, the most remarkable characteristic, discontinuities for the Green
function and eigenfunction of the Lax equation (1.6) were discovered by
Boiti, Pempenelli, Pogrebkov, and Prinari (cf [2], [3], [5]). But a rigorous
IST for perturbed Gr(N,M)≥0 KP solitons is still open.
Under the assumption (1.4), based on a KdV theory [13], [1], rigorous
analysis for the direct scattering theory of perturbed Gr(1, 2)≥0 KP solitons
has been carried out in [19]. To generalize the theory to arbitrary perturbed
Gr(N,M)≥0 KP solitons, the Sato (or τ -function) approach [5] is not avoid-
able. The goal of this report is to adopt the Sato approach to provide a rig-
orous theory of the direct problem for general perturbed Gr(1, 2)≥0 solitons
which consists of all KPII 1-line solitons with oblique directions and phase
shifts. More precisely, using the convention x = (x1, x2, 0), k = (k1, k2),
kj ≥ 0, ∂kx = ∂k1x1∂k2x2 , |x| = |x1| + |x2|, |k| = k1 + k2, our results are stated
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as: for
u(x) = u0(x) + v0(x),
u0(x) =
(κ1−κ2)2
2 sech
2 θ1(x)−θ2(x)−ln a
2 , v0(x) ∈ R,
(1 + |x|)2∂kxv0 ∈ L1 ∩ L∞, |k| ≤ 4, |v0|L1∩L∞ ≪ 1,
i. We prove the existence of the eigenfunction of the Lax equation
(1.6) by establishing uniform estimates of the Green function;
ii. We justify a Cauchy integral equation for the eigenfunction by
deriving uniform estimates of the spectral transform.
The contents of the paper are as follows. In Section 2, for a Lax equation
(1.6) defined by a perturbed Gr(1, 2)≥0 KP soliton, we introduce a proper
boundary data and the Green function using the Sato theory. Then we pro-
vide algebraic and analytic characterization, including a uniform estimate,
of the Green function.
In Section 3, we prove the existence and study the ∂-scattering data
of the eigenfunction, define the forward scattering transform T , and derive
uniform estimates for the spectral map CTm where C is the Cauchy integral
operator. Finally, in Section 4, we justify the initial eigenfunction satisfies
a singular Cauchy integral equation and show that the singular Cauchy
equation reduces to a Gr(1, 2)≥0 KP soliton if the continuous scattering
data is 0.
Acknowledgments. We feel indebted to A. Pogrebkov and Y. Kodama
for introducing the Sato theory of the KP hierarchy. We would like to pay
respects to the pioneer IST theory done by Boiti, Pempinelli, Pogrebkov,
Prinari. This research project was partially supported by NSC 107-2115-M-
001 -002 -.
2 The Green function
Setting x3 = 0, N = 1, M = 2, κ1 < κ2, A = (1, a), a > 0 in (1.2) and (1.3),
we obtain
τ(x) = detWr(f1) = e
θ1 + eθ2+ln a = 2e
θ1+θ2+ln a
2 cosh θ1−θ2−lna2
and the Gr(1, 2)≥0 KP soliton
u0(x) =
(κ1−κ2)2
2 sech
2 θ1(x)−θ2(x)−ln a
2 . (2.1)
For the Lax equation (1.6), defined by the perturbed Gr(1, 2)≥0 KP soliton
u(x) = u0(x) + v0(x), (2.2)
3
we impose the boundary value data
Ψ(x, λ)→ ϕ(x, λ), x→∞, (2.3)
where
ϕ(x, λ)
= eλx1+λ
2x2 τ(x−[
1
λ
])
τ(x)
≡ eλx1+λ2x2 e
θ1(x1− 1λ ,x2−
1
2λ2
,··· )
+ae
θ2(x1− 1λ ,x2−
1
2λ2
,··· )
eθ1+aeθ2
= eλx1+λ
2x2 (1−
κ1
λ
)eθ1+(1−κ2
λ
)aeθ2
eθ1+aeθ2
≡ eλx1+λ2x2χ(x, λ)
(2.4)
is the Sato eigenfunction and χ(x, λ) is the Sato normalized eigen-
function [5, (2.12)], [6, Theorem 6.3.8., (6.3.13) ], [7, Proposition 2.2, (2.21)]
satisfying
Lϕ(x, λ) ≡ (−∂x2 + ∂2x1 + u0(x))ϕ(x, λ) = 0,
Lχ(x, λ) ≡ (−∂x2 + ∂2x1 + 2λ∂x1 + u0(x))χ(x, λ) = 0. (2.5)
If we renormalize the eigenfunction Ψ(x, λ) = eλx1+λ
2x2m(x, λ), then the
boundary value problem (2.3) turns into
Lm(x, λ) = −v0(x)m(x, λ),
m(x, λ)→ χ(x, λ), x→∞. (2.6)
Define the Green functions G(x, x′, λ) and G(x, x′, λ)
LG(x, x′, λ) = δ(x− x′), LG(x, x′, λ) = δ(x − x′),
G(x, x′, λ) = eλ(x1−x′1)+λ2(x2−x′2)G(x, x′, λ). (2.7)
In the following, we explain one approach of Boiti et al [5] to derive the
explicit formula of the Green functions. To this aim, we introduce the Sato
adjoint eigenfunction
ψ(x, λ)
= e−(λx1+λ
2x2) τ(x+[
1
λ
])
τ(x)
≡ e−(λx1+λ2x2) e
θ1(x1+
1
λ
,x2+
1
2λ2
,··· )
+ae
θ2(x1+
1
λ
,x2+
1
2λ2
,··· )
eθ1+aeθ2
= e−(λx1+λ2x2)
eθ1
(1−κ1
λ
)
+ ae
θ2
(1− κ2
λ
)
eθ1+aeθ2
≡ e−[λx1+λ2x2]ξ(x, λ),
(2.8)
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and ξ(x, λ), the Sato normalized adjoint eigenfunction [5, (2.12)], [6,
Theorem 6.3.8., (6.3.13) ], satisfying
L†ψ(x, λ) ≡ (∂x2 + ∂2x1 + u0(x))ψ(x, λ) = 0,
L†ξ(x, λ) ≡ (∂x2 + ∂2x1 + 2λ∂x1 + u0(x)) ξ(x, λ) = 0. (2.9)
Note that for ∀x ∈ R2 fixed, χ(x, ·) is a rational function normalized at ∞
and with a simple pole at 0; and ξ(x, ·) is a rational function normalized at
∞ with simple poles at κ1, κ2, and vanishes at 0. Let
ϕj(x) = ϕ(x, κj) = e
κjx1+κ2jx2χj(x),
ψj(x) = resλ=κjψ(x, λ) = e
−[κjx1+κ2jx2]ξj(x).
(2.10)
Lemma 2.1. ∑2
j=1ϕj(x)ψj(x
′) = 0.
Proof. Using (2.4) and (2.8), one obtains
ϕ1(x)ψ1(x
′)
=
κ1−κ2
κ1
aeθ1(x)+θ2(x)
eθ1(x)+aeθ2(x)
κ1
eθ1(x
′)+aeθ2(x′)
= (κ1−κ2)ae
θ1(x)+θ2(x)
(eθ1(x)+aeθ2(x))(eθ1(x
′)+aeθ2(x′))
,
ϕ2(x)ψ2(x
′)
=
−(κ1−κ2)
κ2
eθ1(x)+θ2(x)
eθ1(x)+aeθ2(x)
κ2a
eθ1(x
′)+aeθ2(x′)
= −(κ1−κ2)ae
θ1(x)+θ2(x)
(eθ1(x)+aeθ2(x))(eθ1(x
′)+aeθ2(x′))
.
Lemma 2.2. [5, Eq. 3.1] Let θ be the Heaviside function. Then
G(x, x′, λ) = Gc(x, x′, λ) + Gd(x, x′, λ),
Gc = − sgn(x2−x
′
2)
2pi
∫
R
θ((s2 − λ2I)(x2 − x′2))ϕ(x, λR + is)ψ(x′, λR + is)ds,
Gd = −θ(x′2 − x2){θ(λR − κ1)ϕ1(x)ψ1(x′) + θ(λR − κ2)ϕ2(x)ψ2(x′)}.
(2.11)
Proof. We follow the proof of [4]. Namely, the Green function G will be
constructed via an orthogonality relation of ϕ(x, λ)ψ(x′, λ) superposed with
an appropriate cut off function.
To establish an orthogonality relation, note ϕ(x, λ+ iλ′)ψ(x′, λ+ iλ′)
= e[(λ+iλ
′)(x1−x′1)+(λ+iλ′)2(x2−x′2)]χ(x, λ + iλ′)ξ(x′, λ + iλ′). Hence applying
the Fourier inversion theorem, introducing a new variable λ+ iλ′ = λR+ is,
using the residue theorem, and Lemma 2.1, one has
δ(x2−x′2)
2pi
∫
ϕ(x, λ+ iλ′)ψ(x′, λ+ iλ′)dλ′
=
δ(x2−x′2)
2pi
∫
R
e(λR+is)(x1−x′1)χ(x, λR + is)ξ(x′, λR + is)ds
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=
δ(x2−x′2)
2pi
∫
R
e(λR+is)(x1−x′1)
(
1 +
∑2
j=1
χj(x)ξj(x′)
is+λR−κj
)
ds
= δ(x− x′) + δ(x2−x′2)2pi
∑2
j=1 χj(x)ξj(x
′)
∫
R
e(λR+is)(x1−x
′
1)
is+λR−κj
× [θ(x1 − x′1)θ(λR − κj) + θ(x′1 − x1)θ(κj − λR)] ds
= δ(x− x′) +∑2j=1 ϕj(x)ψj(x′)δ(x2 − x′2)θ(λR − κj).
(2.12)
So we derive an orthogonality relation
δ(x− x′) = δ(x2 − x′2){ 12pi
∫
R
ϕ(x, λR + is)ψ(x
′, λR + is)ds
−∑2j=1ϕj(x)ψj(x′)θ(λR − κj)}. (2.13)
To construct G, we have to create δ(x2 − x′2) in (2.13) after applying L.
Hence the formula Gd in (2.11) is verified. Furthermore, as G(x, x′, λ) is
expected to be almost bounded, one need to confine the integral of ϕ(x, λ+
iλ′)ψ(x′, λ+ iλ′) to be on the region where
e−λ(x1−x
′
1)−λ2(x2−x′2)ϕ(x, λ + iλ′)ψ(x′, λ+ iλ′)
is bounded at ∞. This implies the superposed cut off function chosen is
θ(x2 − x′2)χ−(λ′)− θ(x′2 − x2)χ+(λ′)
= sgn(x2 − x′2)θ((s2 − λ2I)(x2 − x′2)),
where χ± the characteristic function for {λ′|Re([λ+ iλ′]2−λ2) ≷ 0}. There-
fore the formula Gc in (2.11) follows.
Definition 1. For z ∈ Z = {0, κ1, κ2}, define a0 = 12 min{|κ1|, |κ2|},
Dz = {λ ∈ C : |λ− z| < a0}, D×z = {λ ∈ C : 0 < |λ− z| < a0};
Dz,r = {λ ∈ C : |λ− z| < ra0}, D×z,r = {λ ∈ C : 0 < |λ− z| < ra0},
and characteristic functions Ez(λ) ≡ 1 on Dz, Ez(λ) ≡ 0 elsewhere. More-
over, define the polar coordinate for D×z,r to be {(s, α)|λ = z+ seiα, 0 < s <
ra0, −pi2 ≤ α ≤ 3pi2 }.
Proposition 2.1. The Green function G, defined by (2.7), satisfies the
analytic constraint
|G(x, x′, λ)| ≤ C(1 + 1√|x2−x′2|), (2.14)
for ∀x2 − x′2 6= 0, λ 6= κ1, κ2.
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Proof. From (2.7) and Lemma 2.2, one needs to show uniform estimates of
Gd(x, x
′, λ) and Gc(x, x′, λ)which can be written as
Gd(x, x
′, λ)
= −eλ(x′1−x1)+λ2(x′2−x2)∑2j=1 θ(x′2 − x2)θ(λR − κj)ϕj(x)ψj(x′). (2.15)
and
Gc(x, x
′, λ)
= − 12pi
∫
R
ds sgn(x2 − x′2)θ((s2 − λ2I)(x2 − x′2))χ(x, λR + is)
×ξ(x′, λR + is)e[λ−(λR+is)](x′1−x1)+[λ2−(λR+is)2](x′2−x2)
= − ei[λI(x
′
1−x1)+2λIλR(x′2−x2)]
2pi
∫
R
ds sgn(x2 − x′2)θ((s2 − λ2I)(x2 − x′2))
×e(s2−λ2I)(x′2−x2)−is[(x′1−x1)+2λR(x′2−x2)]χ(x, λR + is)ξ(x′, λR + is),
(2.16)
Step 1 (Estimates for Gd) : From Lemma 2.1, (2.4), (2.8), and (2.15),
one has
|Gd(x, x′, λ)|
= | − eλ(x′1−x1)+λ2(x′2−x2)θ(x′2 − x2)θ(κ2 − λR)θ(λR − κ1)ϕ1(x)ψ1(x′)|
= | − θ(x
′
2−x2)θ(κ2−λR)θ(λR−κ1)×(1−
κ2
κ1
)aeθ1(x)+θ2(x)−θλ(x)+θλ(x
′)κ1
(eθ1(x)+aeθ2(x))(eθ1(x′)+aeθ2(x′))
|
≤ C|θ(x′2−x2)θ(κ2−λR)θ(λR−κ1)eθ1(x)+θ2(x)−θλ(x)+θλ(x
′)
(eθ1(x)+aeθ2(x))(eθ1(x′)+aeθ2(x′))
|
≤ C|θ(x′2−x2)θ(κ2−λR)θ(λR−κ1)e
θ2(x)−θλR (x)eθλR (x
′)−θ1(x′)eλ
2
I(x2−x
′
2)
(1+aeθ2(x)−θ1(x))(1+aeθ2(x′)−θ1(x′))
|
≤ C,
(2.17)
and
Gd(x, x
′, λ)→


0, λ→ κ+2 ,
+θ(x′2 − x2)χ2(x)ξ2(x′), λ→ κ−2 ,
−θ(x′2 − x2)χ1(x)ξ1(x′), λ→ κ+1 ,
0, λ→ κ−1 .
(2.18)
Step 2 (A decomposition for Gc) : From (2.4), (2.8), (2.16),
Gc(x, x
′, λ)
= − ei[λI(x
′
1−x1)+2λIλR(x′2−x2)]
2pi
∫
R
ds sgn(x2 − x′2)θ((s2 − λ2I)(x2 − x′2))
×e(s2−λ2I)(x′2−x2)−is[(x′1−x1)+2λR(x′2−x2)]
×(1− κ1−κ2is+λR−κ2
1
1+e−[(κ1−κ2)x1+(κ
2
1−κ22)x2−ln a]
)
×(1 + κ1−κ2is+λR−κ1
1
1+e−[(κ1−κ2)x
′
1
+(κ2
1
−κ2
2
)x′
2
−ln a] ).
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If λ ∈ Dcκ1 ∩Dcκ2 ,
|Gc(x, x′, λ)| ≤ Cθ(x2 − x′2)(
∫ −|λI |
−∞ +
∫∞
|λI |)e
(s2−λ2I)(x′2−x2)ds
+Cθ(x′2 − x2)
∫ |λI |
−|λI | e
(s2−λ2I)(x′2−x2)ds.
Then one can either look for estimates for special functions erfc(z) and
Dawson’s integral or a direct estimate (see Step 1 in [19]) to derive
|Gc(x, x′, λ)| ≤ C(1 + 1√|x2−x′2|), λ ∈ D
c
κ1 ∩Dcκ2 . (2.19)
Hence it remains to show the estimates for λ ∈ D×κj and asymptotic proper-
ties at λ = κj . Decompose, for λ ∈ D×κj ,
Gc(x, x
′, λ) = − ei[λI(x
′
1−x1)+2λIλR(x′2−x2)]
2pi (Ij + IIj + IIIj + IVj) ,
(2.20)
with
Ij =
∫ 1
−1 sgn(x2 − x′2)θ((s2 − λ2I)(x2 − x′2))χ(x, λR + is)ξ(x′, λR + is)
×[eis[x1−x′1+2λR(x2−x′2)]+(λ2I−s2)(x2−x′2) − 1]ds,
IIj =
∫ 1
−1 sgn(x2 − x′2)θ((s2 − λ2I)(x2 − x′2))
×[χ(x, λR + is)ξ(x′, λR + is)− χj(x)ξj(x
′)
λR+is−κj ]ds,
IIIj =
∫ 1
−1 sgn(x2 − x′2)θ((s2 − λ2I)(x2 − x′2))
χj(x)ξj(x
′)
λR+is−κj ds,
IVj = (
∫ −1
−∞+
∫∞
1 )sgn(x2 − x′2)θ((s2 − λ2I)(x2 − x′2))χ(x, λR + is)
×ξ(x′, λR + is)e(s2−λ2I )(x′2−x2)−is[(x′1−x1)+2λR(x′2−x2)]ds.
(2.21)
Similarly, we have
|IIj | < C, |IVj | ≤ C(1 + 1√|x2−x′2|), λ ∈ Dκj . (2.22)
Step 3 (Estimates for IIIj) : Since
IIIj
= θ(x2 − x′2)(
∫ −|λI |
−1 +
∫ 1
|λI |)
χj(x)ξj(x′)
λR+is−κj ds− θ(x′2 − x2)
∫ |λI |
−|λI |
χj(x)ξj(x′)
λR+is−κj ds
= −iχj(x)ξj(x′){θ(x2 − x′2)
∫ 1
−1
1
s−i(λR−κj)ds−
∫ |λI |
−|λI |
1
s−i(λR−κj)ds}.
By logarithmic function,
limλ→κj
∫ 1
−1
1
s−i(λR−κj)ds = iπ(2θ(λR − κj)− 1),∫ |λI |
−|λI |
1
s−i(λR−κj)ds = 2πi[θ(λR − κj)− 1] + 2i cot−1
λR−κj
|λI | , λ ∈ D×κj .
(2.23)
8
Here
cot−1 λR−κj|λI | =
{
α, 0 < α ≤ π, λ ∈ D×κj ,
2π − α, π ≤ α < 2π, λ ∈ D×κj ,
(2.24)
As a result,
|IIIj | ≤ C, λ ∈ D×κj , (2.25)
and
− ei[λI(x
′
1−x1)+2λIλR(x′2−x2)]
2pi IIIj
→ [−1 + 12θ(x2 − x′2)]χj(x)ξj(x′) + θ(λR − κj)θ(x′2 − x2)χj(x)ξj(x′)
+ 1piχj(x)ξj(x
′) cot−1 λR−κj|λI | , as λ→ κj .
(2.26)
Step 4 (Estimates for Ij) : We follow the same method as that in [19] to
derive estimates for Ij. Setting y1 = x1 − x′1, y2 = x2 − x′2, estimates for Ij
are reduced to
Iinj (y1, y2, λ) = −θ(−y2)
∫ |λI |
−|λI |
e(λ
2
I−s
2)y2+is(y1+2λRy2)−1
s−i(λR−κj) ds,
Ioutj (y1, y2, λ) = θ(y2)(
∫ −|λI |
−1 +
∫ 1
|λI |)
e(λ
2
I−s
2)y2+is(y1+2λRy2)−1
s−i(λR−κj) ds
(2.27)
In this step, we study Iinj by considering cases
(1a) (λR − κj)(y1 + 2λRy2) ≥ 0, | |λI | − |λR − κj | | ≤ 12 |λI |,
(1b) (λR − κj)(y1 + 2λRy2) ≥ 0, | |λI | − |λR − κj | | ≥ 12 |λI |,
(1c) (λR − κj)(y1 + 2λRy2) < 0.
(2.28)
In Case (1a), |λR − κj | ≥ |λI |2 . So
|Iinj | ≤ θ(−y2)
∫ |λI |
−|λI | |
e(λ
2
I−s
2)y2+is(y1+2λRy2)−1
i(λR−κj) |ds
≤ C ∫ |λI |−|λI | 1|λI |ds ≤ C. (2.29)
In Case (1b) or (1c), we deform the real interval −|λI | ≤ s ≤ |λI | to the
semicircle Γ, defined by
Γ ≡ {s = seiβ ∈ C : s = |λI |, (y1 + 2λRy2) sin β > 0} ⊂ Ω,
Ω ≡ {s = seiβ ∈ C : 0 ≤ s ≤ |λI |, (y1 + 2λRy2) sin β > 0},
and note that
e(λ
2
I−s2)y2+is(y1+2λRy2) is uniformly bounded on the half disk Ω,
i(λR − κj) ∈ Ω in Case (1b).
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Besides, (1b) or (1c) implies
Distance{Γ, i(λR − κj)} ≥ |λI |2 .
Therefore,
|Iinj | = |θ(−y2)
∫ |λI |
−|λI |
e(λ
2
I−s
2)y2+is(y1+2λRy2)−1
s−i(λR−κj) ds|
≤ |θ(−y2)
∫
Γ
e(λ
2
I−s
2)y2+is(y1+2λRy2)−1
s−i(λR−κj) ds|
+Cδ((λR − κj)(y1 + 2λRy2))θ(−y2)δ(|λI | − |λR − κj |)
×e(λ2I+(λR−κj)2)y2−(λR−κj)(y1+2λRy2) +C
≤ 2| ∫Γ C|λI |ds|+ C ≤ C.
(2.30)
Hence estimates for Iinj follows from (2.29) and (2.30).
Step 5 (Estimates for Ij (continued)) : We consider the following cases,
(2a) |λI |√y2 ≥ 1,
(2b) |λI |√y2 ≤ 1.
In case of (2a), let ξ = s|λI | ,
|Ioutj | = C|θ(y2){(
∫ −1
− 1|λI |
+
∫ 1|λI |
1 )
eλ
2
Iy2(1−ξ
2)+i|λI |ξ(y1+2λRy2)
ξ−iλR−κj|λI |
dξ
−(∫ −|λI |−1 + ∫ 1|λI |) 1s−i(λR−κj)ds}|
≤ C(∫ −1− 1|λI | +
∫ 1|λI |
1 )e
1−ξ2dξ + C
= Ce
√
e−1 − e−
1
|λR|2 + C ≤ C.
(2.31)
In case (2b), let s = ω√y2 ,
|Ioutj | = C|θ(y2)(
∫ −|λI |√y2
−1 +
∫ 1
|λI |√y2)
e
iω
y1+2λRy2√
y2
+λ2Iy2−ω
2
ω−i(λR−κj)√y2 dω
+θ(y2)(
∫ −1
−√y2 +
∫√y2
1 )
e
iω
y1+2λRy2√
y2
+λ2Iy2−ω
2
ω−i(λR−κj)√y2 dω
+(
∫ −|λI |
−1 +
∫ 1
|λI |)
1
s−i(λR−κj)ds|
≤ C(A1 +A2 +A3 +A4),
(2.32)
where
A1 = |θ(y2)(
∫ −|λI |√y2
−1
e
iω
y1+2λRy2√
y2
+λ2Iy2−ω
2
−eiω
y1+2λRy2√
y2
ω−i(λR−κj)√y2 dω
+
∫ 1
|λI |√y2
e
iω
y1+2λRy2√
y2
+λ2Iy2−ω
2
−eiω
y1+2λRy2√
y2
ω−i(λR−κj)√y2 dω)|
A2 = |θ(y2)(
∫ −|λI |√y2
−1 +
∫ 1
|λI |√y2)
e
iω
y1+2λRy2√
y2
ω−i(λR−κj)√y2 dω)|,
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A3 = |θ(y2)(
∫ −1
−√y2 +
∫√y2
1 )
e
iω
y1+2λRy2√
y2
+λ2Iy2−ω
2
ω−i(λR−κj)√y2 dω|,
A4 = |(
∫ −|λI |
−1 +
∫ 1
|λI |)
1
s−i(λR−κj)ds|.
(2.33)
Applying the mean value theorem to A1,
A1 ≤ θ(y)(
∫ 1
|λI |√y |
e
iω
x+2λRy√
y
+λ2Iy−ω
2
−eiω
x+2λRy√
y
ω−|λI |√y |dω
+
∫ −|λI |√y
−1 | e
iω
x+2λRy√
y
+λ2Iy−ω
2
−eiω
x+2λRy√
y
ω+|λI |√y |dω)
≤ θ(y)(∫ 1|λI |√y | eλ2Iy−ω2−1ω−|λI |√y |dω + ∫ −|λI |
√
y
−1 | e
λ2Iy−ω
2−1
ω+|λI |√y |dω)
≤ C,
the logarithmic integration (2.23) to A4, and adapting the argument of (1a),
(1b), (1c) in Step 4 to A2, one can derive uniform boundedness for A1, A4,
and A2. Finally, from the assumption |λI |√y ≤ 1,
A3 ≤ 2eλ2Iy2
∫ √y2
1 e
−ω2dω ≤ C.
Therefore, we have justify |Ioutj | ≤ C in case (2b).
Combining Step 1 to Step 5, we prove (2.14).
Lemma 2.3. The Green function G, defined by (2.7), satisfies the algebraic
constraint
G(x, x′, λ) = G(x, x′, λ). (2.34)
Moreover, there exist Gj , ωj, such that
G(x, x′, λ)
=
{
G1(x, x
′) + 1piχ1(x)ξ1(x
′) cot−1 λR−κ1|λI | + ω1(x, x
′, λ), λ ∈ D×κ1 ,
G2(x, x
′)− 1piχ2(x)ξ2(x′) cot−1 κ2−λR|λI | + ω2(x, x′, λ), λ ∈ D×κ2 ,
(2.35)
with cot−1 λR−κ1|λI | , cot
−1 κ2−λR
|λI | defined by (2.24),
|Gj |L∞(Dκj ), |ωj|L∞(Dκj ) ≤ C(1 +
1√
|x2−x′2|
),
|ωj(x,x′,λ)λ−κj |L∞(Dκj ) ≤ C(1 +
1√
|x2−x′2|
)(1 + |x′ − x|), (2.36)
and the symmetry
G2(x, x
′)e(κ1−κ2)x′1+(κ21−κ22)x′2 = e(κ1−κ2)x1+(κ21−κ22)x2G1(x, x′),
G(x, x′, κ2 + 0+eiα)e(κ1−κ2)x
′
1+(κ
2
1−κ22)x′2
= e(κ1−κ2)x1+(κ21−κ22)x2G(x, x′, κ1 + 0+ei(pi+α)).
(2.37)
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Proof. Step 1 (Proof for (2.34)) : First of all, applying (2.4), (2.8), (2.10),
Lemma 2.2, and by a change of variables s 7→ −s, one can prove the algebraic
constraint (2.34).
Step 2 (Proof for (2.35)) : For fixed x, x′, asymptotic (2.35) can be ob-
tained via the dominated convergence theorem, (2.21), (2.18), (2.26), esti-
mates of (2b) in Step 5 of Proposition 2.1, and definition (2.24). Moreover,
the error estimate (2.36) follows from a similar argument (more elaborating)
as that for deriving (2.14). We omit the details for simplicity and refer [19,
Lemma 3.1] for a similar detailed proof.
Step 3 (Proof of (2.37)) : From (2.24), it suffices to establish
G(x, x′, κ2 + 0+eiα) = G(x, x′, κ1 + 0+ei(pi+α)). (2.38)
We now exploit the approach in [17, Proposition 9 (i)] to prove (2.38). For
fixed x 6= 0, 0 < α ≤ 2π, let
λ2 = λ2,R + iλ2,I = κ2 + 0
+eiα,
λ1 = λ1,R + iλ1,I = κ1 + 0
+ei(pi+α).
(2.39)
Then from Lemma 2.1 and Lemma 2.2, immediately, one has
(i) for 0 < α < pi2 or
3pi
2 < α < 2π,
Gd(x, x′, λ2) = Gd(x, x′, λ1) = 0;
(ii) for pi2 < α <
3pi
2 ,
Gd(x, x′, λ2) = Gd(x, x′, λ1) = −θ(x′2 − x2)ϕ1(x)ψ1(x′).
(2.40)
On the other hand,
Gc(x, x′, λ2) = θ(x2 − x′2)
∫
R
ϕ(x, is + λ2,R)ψ(x
′, is+ λ2,R)ds
− ∫ |λ2,I |−|λ2,I | ϕ(x, is + λ2,R)ψ(x′, is + λ2,R)ds;
Gc(x, x′, λ1) = θ(x2 − x′2)
∫
R
ϕ(x, is + λ1,R)ψ(x
′, is+ λ1,R)ds
− ∫ |λ1,I |−|λ1,I | ϕ(x, is + λ1,R)ψ(x′, is + λ1,R)ds.
(2.41)
Deforming the contour, applying the residue theorem and Lemma 2.1,
θ(x2 − x′2)
∫
R
ϕ(x, is + λ2,R)ψ(x
′, is + λ2,R)ds
= θ(x2 − x′2)
∫
R
ϕ(x, is + κ1+κ22 )ψ(x
′, is + κ1+κ22 )ds
+(−2π)θ(x2 − x′2)[1− θ(κ2 − λ2,R)]ϕ2(x)ψ2(x′)
= θ(x2 − x′2)
∫
R
ϕ(x, is + κ1+κ22 )ψ(x
′, is + κ1+κ22 )ds
−(−2π)θ(x2 − x′2)[1− θ(λ1,R − κ1)]ϕ1(x)ψ1(x′)
= θ(x2 − x′2)
∫
R
ϕ(x, is + λ1,R)ψ(x
′, is + λ1,R)ds.
(2.42)
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On the other hand, the residue theorem, Lemma 2.1, (2.24), (2.23), (2.39),
and the dominated convergence theorem imply
∫ |λ2,I |
−|λ2,I | ϕ(x, is + λ2,R)ψ(x
′, is + λ2,R)ds
= +(−2π)ϕ2(x)ψ2(x′)
∫ |λ2,I |
−|λ2,I |
1
s−i(λ2,R−κ2)dη
= +(−2π)ϕ1(x)ψ1(x′)
∫ |λ1,I |
−|λ1,I |
1
s−i(λ1,R−κ1)dη
=
∫ |λ1,I |
−|λ1,I | ϕ(x, is + λ1,R)ψ(x
′, is + λ1,R)ds.
(2.43)
Consequently, (2.38) follows from (2.39)-(2.43).
Lemma 2.4. [5] For λI 6= 0,
∂λ¯G(x, x
′, λ) = −sgn(λI )2pii e(λ−λ)(x1−x
′
1)+(λ
2−λ2)(x2−x′2)χ(x, λ)ξ(x′, λ).
Proof. A direct computation yields
∂λGd(x, x
′, λ)
= −∂λ[e−λ(x1−x
′
1)−λ2(x2−x′2)θ(x′2 − x2)
×{θ(λR − κ1)ϕ1(x)ψ1(x′) + θ(λR − κ2)ϕ2(x)ψ2(x′)}]
= − e−λ(x1−x
′
1)−λ2(x2−x′2)
2 θ(x
′
2 − x2)ϕ1(x)ψ1(x′)δλR=κ1
− e−λ(x1−x
′
1)−λ2(x2−x′2)
2 θ(x
′
2 − x2)ϕ2(x)ψ2(x′)δλR=κ2 .
(2.44)
On the other hand,
∂λGc(x, x
′, λ)
= − θ(x2−x′2)2pi
×


∂λ{[
∫ −2λI
−∞ +
∫∞
0 ]χ(x, λ+ iλ
′)ξ(x′, λ+ iλ′)
×e[(λ+iλ′)−λ](x1−x′1)+[(λ+iλ′)2−λ2](x2−x′2)dλ′}
+
θ(−(x2−x′2))
2pi ∂λ{
∫ 0
−2λI χ(x, λ+ iλ
′)ξ(x′, λ+ iλ′)
×e[(λ+iλ′)−λ](x1−x′1)+[(λ+iλ′)2−λ2](x2−x′2)dλ′}, if λI > 0,
∂λ{[
∫ 0
−∞+
∫∞
−2λI ]χ(x, λ+ iλ
′)ξ(x′, λ+ iλ′)
×e[(λ+iλ′)−λ](x1−x′1)+[(λ+iλ′)2−λ2](x2−x′2)dλ′}
+
θ(−(x2−x′2))
2pi ∂λ{
∫ −2λI
0 χ(x, λ+ iλ
′)ξ(x′, λ+ iλ′)
×e[(λ+iλ′)−λ](x1−x′1)+[(λ+iλ′)2−λ2](x2−x′2)dλ′}, if λI < 0
= −sgn(λI )2pii δλ′=−2λI e[(λ+iλ
′)−λ](x1−x′1)+[(λ+iλ′)2−λ2](x2−x′2)
×χ(x, λ+ iλ′)ξ(x′, λ+ iλ′)
− 12pi
∫
R
e[(λ+iλ
′)−λ](x1−x′1)+[(λ+iλ′)2−λ2](x2−x′2)Ξ(x2 − x′2, λ, λI + λ′)
×∂λ[χ(x, λ+ iλ′)ξ(x′, λ+ iλ′)]dλ′
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Using 1pi∂λ¯
(
1
λ−a
)
= δλR=aRδλI=aI , one has
∂λ[χ(x, λ+ iλ
′)ξ(x′, λ+ iλ′)] =
{
πχ1(x)ξ1(x
′)δλR=κ1δλ′=−λI , λ ∈ Dcκ2 ,
πχ2(x)ξ2(x
′)δλR=κ2δλ′=−λI , λ ∈ Dcκ1 .
So
∂λGc(x, x
′, λ)
= −sgn(λI )2pii e[λ−λ](x1−x
′
1)+[λ
2−λ2](x2−x′2)χ(x, λ)ξ(x′, λ) + 12θ(x
′
2 − x2)
×
{
e−iλI(x1−x′1)+(−2iκ1λI+λ2I)(x2−x′2)χ1(x)ξ1(x′)δλR=κ1 , λ ∈ Dcκ2 ,
e−iλI(x1−x
′
1)+(−2iκ2λI+λ2I)(x2−x′2)χ2(x)ξ2(x′)δλR=κ2 , λ ∈ Dcκ1
= −sgn(λI )2pii e[λ−λ](x1−x
′
1)+[λ
2−λ2](x2−x′2)χ(x, λ)ξ(x′, λ)
+12θ(x
′
2 − x2)e−λ(x1−x
′
1)−λ2(x2−x′2)ϕ1(x)ψ1(x′)δλR=κ1
+12θ(x
′
2 − x2)e−λ(x1−x
′
1)−λ2(x2−x′2)ϕ2(x)ψ2(x′)δλR=κ2 .
(2.45)
Therefore, Combining (2.44) and (2.45), we prove the lemma.
3 The eigenfunction and spectral transformation
Theorem 3.1. If ∂kxv0 ∈ L1 ∩ L∞, |k| ≤ 2, |v0|L1∩L∞ ≪ 1, v0(x) ∈ R, then
for fixed λ ∈ C\{0, κ1, κ2}, there is a unique solution m(x, λ) to the spectral
equation
Lm(x, λ) = −v0(x)m(x, λ),
lim|x|→∞(m(x, λ)− χ(x, λ)) = 0, (3.1)
where the spectral operator L and χ are defined by (2.7) and (2.10).
Moreover, m(x, λ) = m(x, λ), and for fixed x ∈ R2, m(x, λ) satisfies
|(1− E0)m(x, λ)| ≤ C|v0|L1∩L∞ ; (3.2)
m(x, λ) = mres(x)λ +m0,r(x, λ), λ ∈ D×0 ,
mres(x) ∈ R, |mres|L∞ ≤ C|v0|L1∩L∞ ,
|λm0,r|L∞ , |m0,r|L∞ ≤ C(1 + |x|)|v0|L1∩L∞ ;
(3.3)
m(x, λ) = mκj ,0(x, λ) +mκj ,r(x, λ), λ ∈ D×κj ,
mκ1,0(x, λ) =
Θ1(x)
1−γcot−1 λR−κ1|λI |
,
mκ2,0(x, λ) =
−κ1
κ2
e(κ1−κ2)x1+(κ
2
1−κ22)x2−ln aΘ1(x)
1−γcot−1 κ2−λR|λI |
,
|mκj ,0|L∞ ≤ C|v0|L1∩L∞ , mκj ,r(x, κj) = 0,
|mκj ,r|L∞ ≤ C|v0|L1∩L∞ , | ∂∂smκj ,r|L∞ ≤ C(1 + |x|)|v0|L1∩L∞ ,
(3.4)
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with
Θ1(x) = (1 +G1 ∗ v0)−1χ1 ∈ R,
γ = − 1pi
∫∫
ξ1(x)v0(x)Θ1(x)dx ∈ R. (3.5)
Proof. Step 1 (Proof of (3.1)-(3.3)) : Applying Proposition 2.1 and the as-
sumption ∂jy∂kxv0 ∈ L1 ∩ L∞, 0 ≤ j, k ≤ 2, |v0|L1∩L∞ ≪ 1, for λ 6= 0, one
can prove the unique solvability of the integral equation
m(x, λ) = χ(x, λ)−G ∗ v0m(x, λ),
m(x, λ) ∈ L∞, (3.6)
where the ∗ operator is defined by
G ∗ f(x, λ) = ∫∫ G(x, x′, λ)f(x′)dx′, dx′ = dx′1dx′2. (3.7)
Besides, from (2.7) and Lemma 2.2, the unique solvability of (3.1) is equiva-
lent to that of (3.6). Finally, (3.2) and (3.3) follow from (3.6), (2.14), (2.36),
(2.4), and (2.10).
Step 2 (Proof of (3.4)-(3.5)) : For λ = λR+iλI ∈ D×κj , j = 1, 2, applying
(2.14), (3.6), and defining
℘j(x, x
′, α) =
{
1 + [G1 +
1
piχ1(x)ξ1(x
′) cot−1 λR−κ1|λI | ] ∗ v0,
1 + [G2 − 1piχ2(x)ξ2(x′) cot−1 κ2−λR|λI | ] ∗ v0,
Θj(x) = [1 +Gj(x, x
′) ∗ v0(x′)]−1χj(x′),
γ1 = − 1pi
∫∫
ξ1(x)v0(x)Θ1(x)dx,
γ2 =
1
pi
∫∫
ξ2(x)v0(x)Θ2(x)dx,
(3.8)
one has
m(x, λ) = (1 + ℘−1j ωj ∗ v0)−1℘−1j χ(x, λ),
and
mκ1,0(x, λ) = ℘
−1
1 χ1(x, λ)
= (1 + [G1 +
1
piχ1(x)ξ1(x
′) cot−1 λR−κ1|λI | ] ∗ v0)−1χ1
= [1 +G1 ∗ v0]−1χ1
+([1 +G1 ∗ v0]−1−1pi χ1(x)ξ1(x′) cot−1 λR−κ1|λI | ∗ v0)[1 +G1 ∗ v0]−1χ1
+([1 +G1 ∗ v0]−1−1pi χ1(x)ξ1(x′) cot−1 λR−κ1|λI | ∗ v0)2[1 +Gj ∗ v0]−1χ1
+ · · ·
= Θ1(x) + γ1 cot
−1 λR−κ1
|λI | Θ1 +
(
γ1 cot
−1 λR−κ1
|λI |
)2
Θ1 + · · ·
= Θ1(x)
1−γ1 cot−1 λR−κ1|λI |
,
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mκ2,0(x, λ) = ℘
−1
2 χ2(x, λ)
= [1 +G2 ∗ v0]−1χ2
+([1 +G2 ∗ v0]−1 1piχ2(x)ξ2(x′) cot−1 κ2−λR|λI | ∗ v0)[1 +G2 ∗ v0]−1χ2
+([1 +G2 ∗ v0]−1 1piχ2(x)ξ2(x′) cot−1 κ2−λR|λI | ∗ v0)2[1 +G2 ∗ v0]−1χ2
+ · · ·
= Θ2 + γ2 cot
−1 κ2−λR
|λI | Θ2 +
(
γ2 cot
−1 λR−κ2
|λI |
)2
Θ2 + · · ·
= Θ2(x)
1−γ2 cot−1 κ2−λR|λI |
.
(3.9)
To investigate the symmetries between Θj and γj , we combining (2.37)
with (2.7), (2.14), and
χ2(x) = −κ1κ2χ1(x)e(κ1−κ2)x1+(κ
2
1−κ22)x2−ln a,
ξ2(x) =
κ2
κ1
ξ1(x)e
−(κ1−κ2)x1−(κ21−κ22)x2+ln a,
we obtain
Θ2(x) = −κ1κ2 e(κ1−κ2)x1+(κ
2
1−κ22)x2−ln aΘ1(x),
γ1 = γ2 = γ
(3.10)
which, combining with (2.24), prove (3.4).
Theorem 3.2. Suppose ∂kxv0 ∈ L1 ∩ L∞, |k| ≤ 2, |v0|L1∩L∞ ≪ 1, and
v0(x) ∈ R. Then
∂λm(x, λ) = sc(λ)e
(λ−λ)x1+(λ2−λ2)x2m(x, λ), λI 6= 0, (3.11)
with
sc(λ) =
sgn(λI )
2pii
∫∫
e−[(λ−λ)x1+(λ
2−λ2)x2]ξ(x, λ)v0(x)m(x, λ)dx
≡ sgn(λI )2pii ξ̂v0m(λ−λ2pii , λ
2−λ2
2pii ;λ).
(3.12)
Moreover, if (1 + |x|)2∂kxv0 ∈ L1 ∩ L∞, |k| ≤ 2, then
|(1− EDκ1∪Dκ2 )sc|L2(|λI |dλ∧dλ)∩L∞ ≤ C
∑
|k|≤2 |∂kxv0|L1∩L∞ , (3.13)
and
sc(λ) =


i
2
sgn(λI )
λ−κ1
+γ
1−γcot−1 λR−κ1|λI |
+ sgn(λI)h1(λ), λ ∈ D×κ1 ,
i
2
sgn(λI )
λ−κ2
−γ
1−γcot−1 κ2−λR|λI |
+ sgn(λI)h2(λ), λ ∈ D×κ2 ,
sgn(λI)h0(λ), λ ∈ D×0 ,
(3.14)
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where Ez,a, D
×
z , cot
−1 κ2−λR
|λI | , cot
−1 λR−κ1
|λI | , γ are defined by Definition 1,
(2.24), and (3.5). Moreover,
|γ|L∞ ≤ |v0|L1 ,
∑
j=0,1 |∂jshk|L∞ ≤ C|(1 + |x|)2v0|L1∩L∞ ,
hk(λ) = hk(λ).
(3.15)
Proof. Step 1 (Proof of (3.11)) : Denote ρ(x, λ) = e(λ−λ)x1+(λ
2−λ2)x2 . Note
ρ(x, λ) is annihilated by the heat operator pλ(D) ≡ −∂x2 + ∂2x1 + 2λ∂x1 . So
pλ(D)f = e
(λ−λ)x1+(λ2−λ2)x2pλ(D)e
−[(λ−λ)x1+(λ2−λ2)x2]f which yields
Gλ ρ(x, λ) = ρ(x, λ)Gλ. (3.16)
Therefore, for λI 6= 0, denoting e(x, x′, λ) = e(λ−λ)(x1−x′1)+(λ
2−λ2)(x2−x′2),
and by Lemma 2.4, (3.6), (3.12), and (3.16),
∂λm(x, y, λ)
= ∂λ
[
(1 +Gλ ∗ v0)−1χ
]
= −(1 +Gλ ∗ v0)−1 (∂λ¯Gλ ∗ v0)m(x, y, λ)
= −(1 +Gλ ∗ v0)−1 sgn(λI )e(x,x
′,λ)χ(x,λ)ξ(x′,λ)
−2pii ∗ v0m
= sc(λ)(1 +Gλ ∗ v0)−1e(λ−λ)x1+(λ
2−λ2)x2χ(x, λ)
= sc(λ)e
(λ−λ)x1+(λ2−λ2)x2(1 +Gλ ∗ v0)−1χ(x, λ)
= sc(λ)e
(λ−λ)x1+(λ2−λ2)x2m(x, λ).
Step 2 (Proof of (3.14), (3.15)) : From (2.8), (3.4)-(3.5), (3.8)-(3.9), and
(3.12),
sc(λ)
=
sgn(λI )
2pii
∫∫
e−[(λ−λ)x1+(λ
2−λ2)x2]ξ(x, λ)v0(x)m(x, λ)dx
=


sgn(λI )
2πi
λ−κ1
∫∫
ξ1(x)v0(x)
Θ1(x)
1−γcot−1 λR−κ1|λI |
dx+ sgn(λI)h1(λ), λ ∈ D×κ1 ,
sgn(λI )
2πi
λ−κ2
∫∫
ξ2(x)v0(x)
Θ2(x)
1−γcot−1 κ2−λR|λI |
dx+ sgn(λI)h2(λ), λ ∈ D×κ2 ,
sgn(λI )
2πi
λ
∫∫
ξ(x, 0)v0(x)mres(x)dx+ sgn(λI)h0(λ), λ ∈ D×0
=


−
sgn(λI )
2i
γ
1−γcot−1 λR−κ1|λI |
λ−κ1 + sgn(λI)h1(λ), λ ∈ D
×
κ1
+
sgn(λI )
2i
γ
1−γcot−1 κ2−λR|λI |
λ−κ2 + sgn(λI)h2(λ), λ ∈ D
×
κ2 ,
sgn(λI)h0(λ), λ ∈ D×0 .
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Estimates for (3.15) can be derived directly.
Step 3 (Proof of (3.13)) : Using a similar argument as in Step 2, one can
prove |E0sc|L∞ ≤ C as well. Moreover, from (3.12), the Fourier theory, and
Theorem 3.1,∫∫ |(1− EDκ1∪Dκ2 (λ))sc(λ)|2|λI |dλ ∧ dλ
=
∫∫ |(1− EDκ1∪Dκ2 (λ))sgn(λI )2pii ξ̂v0m(λ−λ2pi , λ2−λ22pi ;λ)|2|λI |dλ ∧ dλ
≤ C ∫∫ ∑k,j≤2 |∂kx1∂jx2v0|2L1∩L∞
(1+|λI |2+|λRλI |2)2 |λI |dλ ∧ dλ
≤ C∑k,j≤2 |∂kx1∂jx2v0|2L1∩L∞ .
Definition 2. The eigenfunction space W ≡Wx is the set of functions
i. φ(x, λ) = φ(x, λ);
ii. (1− E0)φ(x, λ) ∈ L∞;
iii. φ(x, λ) = φres(x)λ + φ0,r(x, λ), λ ∈ D×0 ,
φres(x), (λ− ι)φ0,r(x, λ), φ0,r(x,λ)1+|x| ∈ L∞;
iv. φ(x, λ) = φκj ,0(x, λ) + φκj ,r(x, λ), λ ∈ D×κj ,
φκ1,0(x, λ) =
a(x,y)
1−γ cot−1 λR−κ1|λI |
,
φκ2,0(x, λ) =
sde
(κ1−κ2)x1+(κ21−κ22)x2a(x,y)
1−γ cot−1 κ2−λR|λI |
, sd = −κ1κ2 e− ln a,
φκj ,r(x, κj) = 0, φκj ,r(x, λ),
∂
∂s
φκj ,r(x,λ)
1+|x| ∈ L∞.
Definition 3. Define {0;κ1, κ2, sd, sc(λ)} as the set of scattering data, where
0, location of the simple pole, κj , location of discontinuities, and sd ≡
−κ1κ2 e− ln a, the norming constant, are the discrete scattering data; and
sc(λ), the continuous scattering data, is defined by (3.12). Denote T as
the forward scattering transform by
T (φ)(x, λ) = sc(λ)e
(λ−λ)x1+(λ2−λ2)x2φ(x, λ). (3.17)
Definition 4. Let C be the Cauchy integral operator defined by
C(φ)(x, λ) = Cλ(φ) = − 12pii
∫∫ φ(x,ζ)
ζ−λ dζ ∧ dζ. (3.18)
Theorem 3.3. Suppose (1 + |x|)2∂kxv0 ∈ L1 ∩ L∞, |k| ≤ 2, |v0|L1∩L∞ ≪ 1.
Then, for φ ∈W ,
|CTm|L∞ ≤ C(1 + |x|)
∑
|k|≤2 |(1 + |x|)2∂kxv0|L1∩L∞ ,
CTm(x, λ)→ 0, as |λ| → ∞, λI 6= 0 .
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Proof. Step 1 (Near z ∈ J = {κ1, κ2, 0}) : From (3.11), applying Stokes’ the-
orem,
− 12pii
∫∫
Dz/R∪(Dz,ǫ∪Dλ,ǫ)
sc(ζ)e(ζ−ζ)x1+(ζ
2−ζ2)x2m(x,ζ)
ζ−λ dζ ∧ dζ
= − 12pii
∫∫
Dz/R∪(Dz,ǫ∪Dλ,ǫ)
∂ζm(x,ζ)
ζ−λ dζ ∧ dζ
= − 12pii
∫
∂[Dz/(R∪Dz,ǫ∪Dλ,ǫ)]
m(x,ζ)
ζ−λ dζ
= − 12pii
∮
|ζ−z|=a0
m(x,ζ)
ζ−λ dζ +
1
2pii
∫
∂Dz,ǫ
m(x,ζ)
ζ−λ dζ
+ 12pii
∫
∂Dλ,ǫ
m(x,ζ)
ζ−λ dζ
(3.19)
where a0 =
1
2 min{|κ1|, |κ2|} is defined by Definition 1. Note, by λ 6= κj and
(3.4),
− 12pii
∫∫
Dz,ǫ
sc(ζ)e(ζ−ζ)x1+(ζ
2−ζ2)x2m(x,ζ)
ζ−λ dζ ∧ dζ → 0,
− 12pii
∫∫
Dλ,ǫ
sc(ζ)e(ζ−ζ)x1+(ζ
2−ζ2)x2m(x,ζ)
ζ−λ dζ ∧ dζ → 0,
+ 12pii
∫
∂Dz,ǫ
m(x,ζ)
ζ−λ dζ → 0,
+ 12pii
∫
∂Dλ,ǫ
m(x,ζ)
ζ−λ dζ → m(x, λ), as ǫ→ 0.
(3.20)
Therefore
|CTEzm|L∞
= | − 12pii
∫∫ Eκj sc(ζ)e(ζ−ζ)x1+(ζ2−ζ2)x2m(x,ζ)
ζ−λ dζ ∧ dζ|L∞
= |m(x, λ)− 12pii
∮
|ζ−z|=a0
m(x,ζ)
ζ−λ dζ|L∞
≤ C|v0|L1∩L∞ .
(3.21)
Step 2 (Near ∞) : The proof can be applied to ∀φ ∈ W . Via a change
of variables
2πiξ = ζ − ζ, 2πiη = ζ2 − ζ2,
ζ = −iπξ + η2ξ , dζ ∧ dζ = ipi|ξ|dξdη,
(3.22)
and from (3.13), [18, Lemma 2.II]
pλ(ξ, η) = (2πξ)
2 − 4πiξλ+ 2πiη, Ωλ = {(ξ, η) ∈ R2 : |pλ(ξ, η)| < 1},∣∣∣ 1pλ
∣∣∣
L1(Ωλ,dξdη)
≤ C
(1+|λI |2)1/2 ,
∣∣∣ 1pλ
∣∣∣
L2(Ωcλ,dξdη)
≤ C
(1+|λI |2)1/4 ,
(3.23)
we obtain
|C[1− ED0∪Dκ1∪Dκ2 ]Tφ|
≤ C| ∫∫
[
1−ED0∪Dκ1∪Dκ2 (ζ)
]
sc(ζ)φ
ζ−λ dζ ∧ dζ|
≤ C|[(1− E0)]φ|L∞
∫∫ |[1−EDκ1∪Dκ2 (ζ)]sc(ζ)|
|(2piξ)2−4piiξλ+2piiη| dξdη
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≤ C|[(1− E0)]φ|L∞{|
[
1− EDκ1∪Dκ2 (ζ)
]
sc(ζ)|L2(dξdη)
∣∣∣ 1pλ
∣∣∣
L2(Ωcλ,dξdη)
+| [1− EDκ1∪Dκ2 (ζ)] sc(ζ)|L∞(dξdη)
∣∣∣ 1pλ
∣∣∣
L1(Ωλ,dξdη)
}.
(3.24)
The Theorem follows from (3.21), (3.24), and Theorem 3.1.
4 The Cauchy integral equation
Theorem 4.1. If
u0(x) =
(κ1−κ2)2
2 sech
2 θ1−θ2−lna
2 ,
(1 + |x|)2∂kxv0 ∈ L1 ∩ L∞, |k| ≤ 4,
|v0|L1∩L∞ ≪ 1, v0(x) ∈ R,
then the eigenfunction m derived from Theorem 3.1 satisfies
m(x, λ) ∈W (4.1)
and the Cauchy integral equation
m(x, λ) = 1 + mres(x)λ + CTm, ∀λ 6= 0, (4.2)
where W is defined by Definition 2.
Proof. Theorem 3.1 implies
m(x, λ)− mres(x)λ ∈ L∞, (4.3)
E0,nTm(x, λ) ∈ L1(dλ ∧ dλ), (4.4)
for ∀n > 0. Here Ez,a is defined by Definition 1. Exploiting (4.4) and
applying [16, §I, Theorem 1.13, Theorem 1.14], one derives
∂λCE0,nTm(x, λ) = E0,nTm(x, λ) ∈ L1(dλ ∧ dλ). (4.5)
Therefore, together with Theorem 3.2,
∂λ
[
m(x, λ)− mres(x)λ − CTm(x, λ)
]
= 0. (4.6)
Applying Theorem 3.3, (4.3), (4.6), and Liouville’s theorem, one concludes
m(x, λ) = g(x) + mres(x)λ + CTm(x, λ). (4.7)
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Equation (3.1) and a direct computation yield:
u(x)m(x, λ)
=
(
∂x2 − ∂2x1 − 2λ∂x1
)
m(x, λ)
=
(
∂x2 − ∂2x1 − 2λ∂x1
)
[g(x) + mres(x)λ ]
+
(
∂x2 − ∂2x1 − 2λ∂x1
) CTm.
(4.8)
Note that
∂x1CTm = C[(λ− λ)Tm+ T (∂x1m)],
∂2x1CTm = C[(λ− λ)2Tm+ 2(λ− λ)T (∂x1m) + T (∂2x1m)],
∂x2CTm = C[(λ
2 − λ2)Tm+ T (∂x2m)].
Applying the Fourier transform theory, if v0(x) has 4 derivatives in L
1∩L∞,
then
(1− EDκ1∪Dκ2 (λ))(λ− λ)sc(λ),
(1− EDκ1∪Dκ2 (λ))(λ− λ)2sc(λ),
(1− EDκ1∪Dκ2 (λ))(λ
2 − λ2)sc(λ),
are all bounded in L∞ ∩L2(|λI |dλ∧ dλ). Therefore by (3.23), if ∂jx2∂kx1v0 ∈
L1 ∩ L∞, 0 ≤ j, k ≤ 4, one can adapt the proof of Step 3 in Theorem 3.3
and derive, as |λ| → ∞, λI 6= 0,(
∂x2 − ∂2x1 − 2λ∂x1
) CTm→ o(|λ|).
So comparing growth in (4.8), we conclude (4.7) turns into
m(x, λ)− 1 = g(x2)− 1 + mres(x)λ + CTm(x, λ). (4.9)
Fix x2, and let ǫ > 0 be given. Let λ≫ 1, λI 6= 0, be chosen such that
|mres(x)
λ
+ CTm(x, λ)| < ǫ
2
by Theorem 3.3. For this λ, by taking x1 → ∞, and using the boundary
property (3.1), we justify g ≡ 1 and establish (4.2).
Theorem 4.1 implies that the residue mres(x) at λ = 0 and leading
singularities mκj ,0 at κj satisfy the constraints
mres(x)
κ1
= −1 +mκ1,0(x, κ1 + 0+eiα)− Cκ1+0+eiαTm,
mres(x)
κ2
= −1 +mκ2,0(x, κ2 + 0+eiα)− Cκ2+0+eiαTm,
mκ2,0(x, κ2 + 0
+eiα) = sde
(κ1−κ2)x1+(κ21−κ22)x2mκ1,0(x, κ1 + 0+ei(pi+α))
(4.10)
for ∀0 < α < 2π, with T , sd, and C defined by Definition 3.
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Example 4.1. If v0(x, y) ≡ 0, then γ ≡ 0, sc ≡ 0, sd = −κ1κ2 e− ln a. So (4.2)
and (4.10) reduce to
m(x, λ) = 1 + mres(x)λ ,
mκ2,0(x) = sde
(κ1−κ2)x1+(κ21−κ22)x2mκ1,0(x)
which yield
mres(x)
κ1
= −1 +mκ1,0(x), (4.11)
mres(x)
κ2
= −1 +mκ2,0(x), (4.12)
mκ2,0(x) = sde
(κ1−κ2)x1+(κ21−κ22)x2mκ1,0(x) (4.13)
Namely,
mκ1,0(x) = +
κ1−κ2
κ1
1
1+e(κ1−κ2)x1+(κ
2
1−κ22)x2−ln a
,
mκ2,0(x) = −κ1−κ2κ2 11+e−[(κ1−κ2)x1+(κ21−κ22)x2−ln a] ,
and
m(x, λ)
= 1− 1λ( κ11+e−[(κ1−κ2)x1+(κ21−κ22)x2−ln a] +
κ2
1+e(κ1−κ2)x1+(κ
2
1
−κ2
2
)x2−ln a
)
= χ(x, λ).
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