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ABSTRACT
Large scale multi-agent networked systems are becoming increasingly popular in industry and
academia as they can be applied to represent systems in diverse application areas, such as intelligent
surveillance and reconnaissance, mobile robotics, transportation networks and complex buildings.
In such systems, issues related to control and learning have been significant technical challenges to
affect system performance and overall cost. While centralized optimization approaches have been
widely used by the engineering and computer science community, advanced and effective distributed
optimization techniques have not been explored sufficiently and thoroughly in this regard. This
study explores various categories of centralized and distributed optimization methods that have
been applied or may be applicable for diverse engineering and science problems. The performance
of centralized or distributed optimization schemes significantly depends on various factors includ-
ing the types of objective functions, constraints, step sizes, and communication networks, etc. In
this context, the focus of this dissertation is towards developing novel distributed optimization
algorithms in order to solve challenging control and learning problems in various domains such
as large-scale building energy systems and robotic networks. Specifically, we develop a general-
ized gossip-based subgradient method for solving distributed optimization problems in large-scale
networked systems, e.g., larger-scale commercial building energy systems. Different from previous
work, a user-defined control parameter is introduced to control a spectrum from globally optimal
solution to suboptimal solutions and the trade-off between the solution accuracy and temporal
convergence. We test and validate our proposed algorithm on a real testbed involving multiple
zones incorporating a distributed control and sensing platform. In addition, we extend the dis-
tributed optimization to the deep learning area for solving an emerging topic, i.e., distributed deep
learning, in fixed topology networks. While some previous work exists on this topic, the data par-
allelism and distributed computation are still not sufficiently explored. Therefore, we propose a
xv
class of distributed deep learning methods to tackle such issues by combining the consensus pro-
tocol and stochastic gradient descent approach. Moreover, to address the consensus-optimality
trade-offs in distributed convex and nonconvex optimization, especially in deep learning when the
training datasets for agents are non-balanced (non-iid), we propose and develop new approaches
in this research, namely, incremental consensus-based distributed stochastic gradient descent and
generalized consensus-based distributed (stochastic) gradient descent approach.
1CHAPTER 1. INTRODUCTION
Optimization has proved to be an absolutely critical aspect for diverse engineering and science
such as control (Boyd and Vandenberghe, 2004), machine learning Sra et al. (2012); Bottou (2010),
operation research Rardin and Rardin (1998); Heyman and Sobel (1982), social sciences Borodin
et al. (2010) and neural sciences Cochocki and Unbehauen (1993), etc. In both academia and
industry, a large variety of optimization methodologies have been proposed and developed to solve
numerous real-life problems including but not limited to energy efficiency, economic cost, path
planning, optimal control, pattern recognitions, signal processing, etc. Networked systems have
attracted considerable attentions recently due to the scales of systems growing significantly. For
example, in a large-scale smart building Agarwal et al. (2010), typically there are many zones
that have different energy consumption and thermal comfort requirements as well as complicated
interactions among them. Moreover, massive amount of available system data that are accessible
to customers and researchers are generated and collected every day. Under this situation, con-
ventional centralized optimization techniques may not necessarily satisfy the need of networked
systems. Therefore, decentralized Raffard et al. (2004) or distributed optimization Boyd et al.
(2011) methodologies should be proposed and realized. In distributed optimization, each individ-
ual agent state is computed by the combination of its own state and the states from other agents in
its neighborhood. This chapter aims at presenting a general introduction and the state-of-the-art
on centralized optimization and distributed optimization techniques as well as the objectives of this
study.
1.1 Motivation
Many control and machine learning problems can be cast as optimization problems in which
some variables of interest are optimized to minimize some cost such as energy cost, time cost,
or economic cost (in controls) and error between ground truth and inference results (in machine
2learning). For instance, in a large-scale commercial building, improving the energy efficiency in
the heating, ventilation, and air-conditioning system, and maintaining the different zone comfort
requirements would require reducing the energy consumption and minimizing the difference be-
tween actual zone temperature and reference temperature (or temperature set point), respectively.
Moreover, in predictive modeling Kuhn and Johnson (2013), finding a hypothesis or model that
can establish the relationship between the input and the output typically requires minimizing the
mean-square errors between actual and predicted outputs. In summary, optimization techniques
are critically important in controls and machine learning and can affect the performance of relevant
models. Among several possible engineering or science applications, this study focuses on propos-
ing and developing novel distributed optimization algorithms for control problems (i.e., large-scale
smart building energy systems for improving energy efficiency and maintaining thermal comfort
requirements) and machine learning problems (i.e., deep neural networks for improving leaning
ability). While these problems come from different areas, this study will aim to show the effec-
tiveness of similar distributed optimization algorithms in order to obtain state-of-the-art results in
their respective disciplines. The main elements of the hypothesis that this study will focus on are
described by the following general questions. What distributed optimization problems are consid-
ered? How can these distributed optimization problems be extended? What algorithms should be
considered in terms of different problems? How do these algorithms perform? What improvement
can be made on the algorithm performance? Questions of these kinds are almost always quite
difficult to answer because they depend largely on the problem at hand.
1.2 Project Goals
The distributed algorithms for tackling these kind of problems are generally non-trivial. How-
ever, the appeal for them are due to their scalability and robustness in different applications. For
example, in large scale building energy systems, most problems of these kinds are complex and
would require optimal set points to improve energy efficiency as now most of such systems do not
take into account the optimal energy consumption, but only considering the thermal comfort re-
quirements. Also, centralized control or optimization for building energy systems cannot satisfy
3the requirements by large-scale building energy systems since it may be significantly difficult to
effectively establish a large-scale model and then solve the problem. For most of the deep learning
problems, centralized techniques are still popular due to the complexity (e.g., nonlinearity and
nonconvexity) of problems. However, as the sizes of model and data grow exponentially, paral-
lel or distributed approaches of deep learning have received considerable attention and should be
developed accordingly. Therefore, the entire pipeline requires efficient distributed optimization al-
gorithms to extend the existing centralized techniques and solve the problem itself effectively. This
is the main motivation of the present research work where the goal is to develop distributed opti-
mization algorithms for large-scale building energy systems and parallel deep learning models for
intelligent decision-making and inference processes. This study will show different methodologies
that have been developed for controls and machine learning, as well as their shortcomings and im-
provements made. Some of specific applications in large-scale building energy systems and machine
learning problems investigated in this study are described in the following subsections.
1.2.1 Large-scale Building Energy Systems
The scale of modern commercial buildings is significantly large with many local zones requiring
various thermal comfort requirements. The general layout of the air-side HVAC system in buildings
is shown in Figure 1.1. In such a system, due to the different requirements from local zones, the
supply air temperature is typically set constant and low, which may waste a large amount of energy.
Previous work has also been done using distributed model predictive control (DMPC) Camponogara
et al. (2002), which may require the complex physical models for the thermal dynamics of each
local zone. In this study, to deal with the issue of local thermal dynamics, we seek to use data-
driven methods to avoid establishing the complex physical relations among different variables.
A distributed optimization algorithm is proposed and developed to minimize the total energy
consumption and to maintain the thermal comfort requirements from local zones between a pre-
specified temperature band.
4Figure 1.1: Schematic diagram of building energy systems: air handling unit (AHU) and local zones
1.2.2 Deep Learning Models
As a branch of machine learning, deep learning has been gradually becoming a standard tech-
nique to solve numerous problems, including computer vision LeCun et al. (2015), natural language
processing Collobert and Weston (2008), finance Heaton et al. (2017), physics Baldi et al. (2014);
Lore et al. (2018); Stoecklein et al. (2017); Akintayo et al. (2016), and transportation Ma et al.
(2015); Chakraborty et al. (2018). As the sizes of data and model become massive, distributed
deep learning approaches ) that have been investigated for improving the computational efficiency
should be developed for larger scales of problems. However, most existing methods impose strong
assumptions on objective functions which limit the applications of those proposed algorithms. Also,
the proposed schemes typically introduce a center variable which plays a critical role as a param-
eter server. In practice, central parameter server may be failed or unavailable resulting in the
failure of the proposed algorithms. The data distribution is another critical issue that can affect
the performance of models. In the existing work, one generic assumption that is made for most of
algorithms is that the sampling data is independently identical and distributed (iid), which is not
necessarily the case in most of real-world problems. In this work, we propose a class of distributed
algorithms that can be applied to any deep learning models and do not rely on the center parameter
server. Such methods are also shown to handle non-iidness in data better than other traditional
approaches.
51.3 Aims and Objectives
The objective of this research is to develop the distributed optimization algorithmic frameworks
for improving energy efficiency and maintaining thermal comfort requirements in large-scale build-
ings by determining the optimal temperature set points, realization of distributed deep learning
under data parallelization setting without the center parameter server, and addressing the issue.
The first application is a control and optimization problem for building energy systems to reduce
the energy consumption and satisfy the comfort requirements. This will help building tenants or
managers make intelligent decisions. The second application is in the field of deep learning - par-
allelize the existing deep learning models in networked systems with data parallelization to aid in
solving large-scale deep learning problems. In addition to these applications, the overarching aim
is to explore the performance (e.g., convergence rate and accuracy) of proposed algorithms.
The aims and significant contributions of the study are outlined as follows:
1. to propose and develop novel distributed optimization algorithms and establish the algorith-
mic frameworks
2. to provide rigorous theoretical analysis on different distributed optimization algorithms pro-
posed in this study
3. to compare the proposed algorithms with state-of-the-art methods for validation
4. to apply the proposed algorithms to specific controls and leaning problems in large-scale
networked systems
5. to analyze and discuss the results obtained from applications of the algorithms to real-world
problems
1.4 Related Work
In this section, the available wealth of knowledge that builds up to developing the technique are
summarized. The basic concepts of optimization and deep learning and literature on the centralized
optimization are kept in the background.
61.4.1 Distributed Optimization in Controls
Large scale multi-agent networked systems are popular in industry and academia as they can
be applied to various areas, such as intelligent surveillance and reconnaissance, mobile robotics,
transportation networks and complex buildings (Jadbabaie et al., 2006; Patterson et al., 2010;
Saber et al., 2007). These networked systems consist of a large number of sensors and actuators
that can be regarded as interacting agents, which communicate and exchange information with
other agents such that a global perspective of phenomenon is observed. In distributed optimization
problems for multi-agent networked systems, autonomously optimizing the behaviors of agents or
allocating resources within such sensor and actuator networks without consuming large amount
of computational and economic cost remains a technical challenge. The current state-of-the-art
techniques to overcome such a challenge is to apply cooperative and non-cooperative (Altman
et al., 2007) distributed optimization (Tsitsiklis et al., 1986) to the best agent behavior or resource
allocation. These methods yield a global decision that is shared by all agents in order to prevent
local minima (Borkar and Varaiya, 1982).
Subgradient methods (Boyd et al., 2003; Nedic and Ozdaglar, 2009; Nedic and Bertsekas, 2008;
Yuan et al., 2011; Long et al., 2015; Nedic and Ozdaglar, 2008) have been broadly used to iter-
atively refine the estimates of the shared decision for each agent in a distributed manner. The
difference between gradient and subgradient is that subgradient methods can be extendedly ap-
plied to optimization problems with nondifferentiable cost functions. Furthermore, the necessary
conditions for subgradient methods are relaxed compared to the gradient methods. In (Johansson
et al., 2008), a scheme combining consensus algorithm with subgradient method was presented for
solving the convex optimization problems. In (Saber et al., 2007), a theoretical framework was
established for consensus and cooperation in networked multi-agent systems, and in (Nedic and
Ozdaglar, 2009) the distributed subgradeint methods were developed for multi-agent optimization.
Moreover, in (Nedic and Ozdaglar, 2008) the authors also provided the analysis of estimates for
convergence rate that the function value converged to the primal optimal value within an error at a
rate O(1/k) in the number of subgradient iterations k. Some other methods such as approximated
subgradient (Kiwiel, 2004), incremental subgradient (Nedic and Bertsekas, 2001b), and stochastic
7subgradient methods (Ram et al., 2008) were also proposed and developed for large-scale distributed
optimization problems.
“Agreement” or “consensus” is one of the most widely used concept in the area of multi-agent
systems for information fusion, decision-making, information propagation and distributed opti-
mization. Among various protocols, gossip-based consensus algorithms (Franceschelli et al., 2010)
are quite popular due to their simple nature yet powerful properties as well as strong analytical
results (Shah, 2008; Salehi Tahbaz and Jadbabaie, 2010). Recently, gossip algorithms (Ram et al.,
2009; Lu et al., 2010) were extended to generalized gossip algorithms (Sarkar et al., 2013) such
that the entire spectrum from “complete consensus” to “complete disagreement” can be obtained.
In (Sarkar et al., 2013) a tradeoff was characterized to vary the dissemination of agent beliefs
throughout the network between the decision propagation radius (i.e., how far a decision spreads
from its source) and localization of information. Compared with pure consensus algorithms, gener-
alized gossip algorithms aim at describing the observed phenomenon at more ‘local’ level in sensor
and actuator networks as the proximal agents are more likely to share similar beliefs while the
consensus of the belief state of agents is not guaranteed. This paper explores the effects of such a
generalized time-synchronous gossip protocol on subgradient based distributed optimization. The
optimal solution is derived from performing a more ‘local’ consensus of behavior or allocation of
resources. With a user-defined generalizing parameter in the agent interaction policy, the trade-
off between propagation radius and localization gradient may be controlled to yield a spectrum of
optimal solutions ranging from globally optimal solution (complete consensus) to greedy locally op-
timal solution (no compromise). The generalized gossip-based subgradient optimization algorithm
is applicable to networks with multiple (possibly non-collocated) resources and consumption enti-
ties. Examples of such networks include power grid, transportation networks and building energy
distribution networks (Atzeni et al., 2013).
This study also takes into account the noise in a networked system in which subgradient es-
timates and agent communication may be noisy such that the global optimal solution cannot be
accurately reached. In the literature, Nedic et al (Nedic and Bertsekas, 2008) considered the ef-
fect of deterministic and bounded noise in subgradient methods by the introduction of noise of
8subgradients and function values. Srivastava et al (Srivastava et al., 2010; Srivastava and Nedic,
2011) provided a distributed algorithm for the case when there was communication noise present
in networks, and furthermore established sufficient conditions for the convergence. In (Nedic and
Lee, 2014) the authors proposed a stochastic subgradient mirror-descent method with weighted
iterate-averaging and analyzed its covergence rate. The authors in (Cavalcante and Stanczak,
2013) devised and analyzed a novel distributed online algorithm for dynamic optimization prob-
lems in noisy communication environments. Noisy links have been taken into account as well over
networks in other related works (Touri and Nedic, 2009; Kar and Moura, 2009) where asymptotic
convergence results were established. Motivated by the previously related work, this paper assumes
that there are mainly two kinds of noise existing in a networked system. They are the modeling
uncertainty associated with subgradient estimations and the measurement noise associated with
agents. This paper presents the effects of such noise types on the function value error bounds.
1.4.2 Applications to Large-scale Building Energy Systems
Today, the building sector accounts for approximately 40% of the total energy usage in the U.S.
(residential 22%, commercial 18%) E08 (2008). Therefore, energy-efficient building technology is
significantly critical for large-scale buildings. The performance of heating, ventilation, and air-
conditioning (HVAC) systems have a significant impact on the building energy consumption. In
order to address this issue, a vast number of different control and optimization techniques have
been developed to minimize energy consumption while maintaining zone comfort requirements.
Model predictive control (MPC) and its variants have been commonly used to minimize the
energy consumption. Scherer et al Scherer et al. (2014) proposed a distributed model predictive
control (DMPC) scheme for the efficient management of energy distribution in buildings. Razmara
et al Razmara et al. (2015) provided an exergy model using MPC technique and the simulation
results showed the advantage of XMPC over conventional energy-based MPC. Liang et al Liang
et al. (2015) combined the auto-regressive moving average exogenous model (ARMAX) with MPC
technique to minimize the energy consumption in air handling unit (AHU). Evolutionary algorithms
such as genetic algorithms were employed for optimizing building energy consumption Yang et al.
9(2014); Wright et al. (2002); Evins (2015); Magnier and Haghighat (2010). Accurately capturing the
thermal dynamics associated with building zones is significantly challenging and time-consuming
as they are exposed to disturbances and uncertainties, such as occupancy, weather etc. In Menassa
et al. (2014), a framework is proposed to optimize building energy consumption by combining dis-
tributed energy simulation tools and occupancy models and they also evaluated energy saving based
on occupancy interventions Azar and Menassa (2014). Furthermore, various other policies were also
proposed and developed for building energy efficiency, such as optimal energy cost analysis Fer-
rara et al. (2014), metamodeling energy consumption needs and simultaneous building envelop
optimization Ronami et al. (2015), robust optimization approach Liu and Fu (2013), use of a ran-
dom number generator Hasan et al. (2014), self-adaptive optimization methods Ramallo-Conzalez
and Coley (2014), two-stage optimization Gruber and Prodancovic (2014), collaborative energy
and thermal comfort management through distributed consensus algorithms Gupta et al. (2015b),
event-based optimization within the Lagrangian relaxation framework Sun et al. (2015), Sun et al.
(2013), and a mixed integer model for a small building cluster Yan et al. (2014).
While MPC based schemes are highly dependent on the underlying model, R-C network models
which are commonly used to represent thermal zones becomes complicated as the building size
grows. On the other hand, heuristic algorithms require a large amount of data collected in order
to yield good models. Furthermore, some methods in a centralized manner may not be practically
implemented as they rely on a large number of physical variables to establish complex models.
Large-scale complex building systems can be represented as multi-agent networked systems for op-
timal coordination among different components of HVAC system. Yang and Wang (2011) proposed
a multi-agent control method with an intelligent optimizer for building control problems. Wang
et al. (2010) applied hierarchical multi-agent theory and Particle Swarm Optimization (PSO) in
smart and energy-efficient buildings. Chen et al. (2014) developed a data-driven agent-based com-
putational model for energy consumption behavior and they found the major structural parameters
that impacted building occupants’ conversation decisions. Cai et al. (2015) also proposed a hier-
archical multi-agent method to find the optimal setpoints by using consensus-based optimization
algorithms.
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1.4.3 Distributed Optimization in Deep Learning
Scaling up deep learning LeCun et al. (2015) is becoming increasingly crucial for large-scale
applications where the sizes of both the available data as well as the models are massive Gupta
et al. (2015a). Among various algorithmic advances, many recent attempts have been made to
parallelize stochastic gradient descent (SGD) based learning schemes across multiple computing
agents. An early approach called Downpour SGD Dean et al. (2012), developed within Google’s
disbelief software framework, primarily focuses on model parallelization (i.e., splitting the model
across the agents). A different approach known as elastic averaging SGD (EASGD) Zhang et al.
(2015a) attempts to improve perform multiple SGDs in parallel; this method uses a central parame-
ter server that helps in assimilating parameter updates from the computing agents. However, none
of the above approaches concretely address the issue of data parallelization, which is an important
issue for several learning scenarios: for example, data parallelization enables privacy-preserving
learning in scenarios such as distributed learning with a network of mobile and Internet-of-Things
(IoT) devices. A recent scheme called Federated Averaging SGD McMahan et al. (2016) attempts
such a data parallelization in the context of deep learning with significant success; however, they
still use a central parameter server.
In contrast, deep learning with decentralized computation can be achieved via gossip SGD
algorithms Blot et al. (2016); Jin et al. (2016), where agents communicate probabilistically without
the aid of a parameter server. However, decentralized computation in the sense of gossip SGD
is not feasible in many real life applications. For instance, consider a large (wide-area) sensor
network Mukherjee et al. (2011); Liu et al. (2017) or multi-agent robotic network that aims to learn
a model of the environment in a collaborative manner Choi and How (2010); Jha et al. (2016). For
such cases, it may be infeasible for arbitrary pairs of agents to communicate on-demand; typically,
agents are only able to communicate with their respective neighbors in a communication network
in a fixed (or evolving) topology.
Apart from the algorithms mentioned above, a few other related works exist, including a dis-
tributed system called Adam for large deep neural network (DNN) models Chilimbi et al. (2014)
and a distributed methodology by Strom (2015) for DNN training by controlling the rate of weight-
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update to reduce the amount of communication. Natural Gradient Stochastic Gradient Descent
(NG-SGD) based on model averaging Su and Chen (2015) and staleness-aware async-SGD Zhang
et al. (2015b) have also been developed for distributed deep learning. A method called Cen-
tralVR De and Goldstein (2016) was proposed for reducing the variance and conducting parallel
execution with linear convergence rate. Moreover, a decentralized algorithm based on gossip proto-
col called the multi-step dual accelerated (MSDA) Scaman et al. (2017) was developed for solving
deterministically smooth and strongly convex distributed optimization problems in networks with
a provable optimal linear convergence rate. A new class of decentralized primal-dual methods Lan
et al. (2017) was also proposed recently in order to improve inter-node communication efficiency
for distributed convex optimization problems. To minimize a finite sum of nonconvex functions
over a network, the authors in Hajinezhad et al. () proposed a zeroth-order distributed algorithm
(ZENITH) that was globally convergent with a sublinear rate.
1.4.4 Trade-offs Between Consensus and Optimality
In the control area, numerous research works Boyd et al. (2003); Nedic and Ozdaglar (2009);
Nedic and Bertsekas (2001a); Yuan et al. (2011); Long et al. (2015); Jiang et al. (2015a) have
been performed for distributed optimization associated with multi-agent networked systems with a
focus on finding the globally optimal solution. Locally optimal solutions were achieved for the non-
convex optimization problems in a distributed manner Sun et al. (2016); Zhu and Mart´ınez (2013);
Bian et al. (2016); Guo et al. (2016). However, many practical problems (e.g., distributed resource
allocation applications - building-to-grid control and renewable integration, distributed sensing
applications - weather forecast, smart grid monitoring, distributed decision-making in multi-agent
robotics with partial information), which may or may not be convex, may require multiple local
optimal solutions that are useful for local sub-groups of agents. For instance, consider a large multi-
source, multi-destination supply-demand optimization problem, where the goal is to find optimal
supply rate(s) to satisfy the needs of the demand side agents. However, the demand side agents
can form multiple distinct sub-groups based on their similarities/differences in requirement and one
globally optimal supply rate may not be useful in order to satisfy drastically different individual
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agent needs. Therefore, it may be more useful to recognize that partition in the overall system
and obtain different optimal supply rates and connect different supply sources to different ‘groups’
or ‘clusters’ of demand agents. Few of previous works have reported the trade-offs between the
consensus and disagreement in the distributed optimization.
In the deep learning area, a large literature has emerged that studies distributed deep learning
in both centralized and decentralized settings Dean et al. (2012); McMahan et al. (2016); Zhang
et al. (2015a); Blot et al. (2016); Jin et al. (2016); Xu et al. (2017); Zheng et al. (2017); Zhang
et al. (2017), and we only summarize the most recent work. Wangni et al. (2017) propose a gra-
dient sparsification approach for communication-efficient distributed learning, while Wen et al.
(2017) propose the concept of ternary gradients to reduce communication costs. Scaman et al.
(2017) propose a multi-step dual accelerated method using a gossip protocol to provide an optimal
decentralized optimization algorithm for smooth and strongly convex loss functions. Decentralized
parallel stochastic gradient descent Lian et al. (2017) has also been proposed.
Perhaps most closely related to this study is the work of Berahas et al. (2017), who present a dis-
tributed optimization method (called DGDτ ) to enable consensus when the cost of communication
is cheap. However, the authors only considered convex optimization problems, and only study de-
terministic gradient updates. Also, Qu and Li (2017) propose a class of (deterministic) accelerated
distributed Nesterov gradient descent methods to achieve linear convergence rate, for the special
case of strongly convex objective functions. In Tsianos and Rabbat (2012), both deterministic and
stochastic distributed were discussed while the algorithm had no acceleration techniques. To the
best of our knowledge, none of these previous works have explicitly studied the trade-off between
consensus and optimality.
1.5 Summary
In summary, it can be concluded that there are still significant gaps in extending the centralized
optimization schemes to distributed optimization in both controls and machine learning. This chap-
ter has taken a bird’s-eye view to identify best-performing competitive architectures for addressing
control and learning problems.
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CHAPTER 2. GENERALIZED GOSSIP-BASED SUBGRADIENT
METHOD
In this chapter, we present a novel distributed optimization algorithm called generalized gossip-
based subgradient method along with analysis and validation results.
In large-scale building energy systems, we consider optimizing the temperature set points which
typically in a constrained range due to the capacities of actuators and sensors. Therefore, for the
control part, constrained distributed optimization problems are investigated accordingly. Since
we have different types of distributed optimization problems for both controls and learning, the
problems will be formulated separately in order to distinguish diverse work although they share
some similarities. Before presenting the specific problem formulations, we discuss the spectral graph
theory for the networked systems.
2.1 Spectral Graph Theory
For the rest of this study, we consider an static undirected graph G = (V,A) consisting of N
agents which is assumed to be connected, where V = {1, 2, ..., N} and A ⊆ V×V. If (j, l) ∈ A, then
Agent j can communicate with Agent l, and vice versa. We define the neighborhood of agent j ∈ V
as Nb(j) , {j ∈ V : (j, l) ∈ A or j = l}. For such a networked system, we impose the assumption
to its corresponding graph as follows which assists in characterizing the main results in this work.
Let Π ∈ RN×N be the agent interaction matrix which signifies the transition probabilities that each
agent communicates with other agents in its neighbor. For example, pijl represents the probability
that agent j communicates with agent l which is in the neighborhood of agent j.
14
Assumption 1 • If (j, l) /∈ A, pijl = 0
• Π = ΠT
• Null{I −Π} = Span{1}
• I  Π  −I
where 1 is the row vector with entries being 1. It can be suggested from the Assumption 1 that Π
is doubly stochastic and the second largest eigenvalue λ2<1. For the rest of this dissertation, we
denote the z-th largest eigenvalue by λz.
Now we are ready the state the problem formulation of constrained distribute optimization.
2.2 Problem Formulation for Constrained Distributed Optimization
This section presents the problem statement and some background knowledge that serves to
characterize the main results in constrained distributed optimization. Let a distributed optimization
problem be defined on the network as follows:
minimize f(x) =
N∑
j=1
f j(x)
subject to x ∈ X := ∩Nj=1X j
(2.1)
where f j : R −→ R are agent level convex objective functions that are not assumed to be differen-
tiable. X j are different nonempty, closed, bounded and convex subsets of R. Each local objective
function f j and constraint set X j are only known to the node j.
2.2.1 Preliminary Background
The basic definitions (Boyd et al., 2003; Johansson et al., 2008) and assumptions used in this
paper are:
Definition 2 g ∈ R is a subgradient of a convex function f : R −→ R at a point z ∈ R if
f(y) ≥ f(z) + g(y − z), ∀y ∈ R (2.2)
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Definition 3 The set of all subgradients of a convex function f at z ∈ R is called the subdifferential
of f at z, and is denoted by ∂f(z):
∂f(z) = {g ∈ R|f(y) ≥ f(z) + g(y − z),∀y ∈ R} (2.3)
Definition 4 g is a -subgradient if ∃ ≥ 0, for all y ∈ R, f(y) ≥ f(z) + g(y − z)− .
Assumption 5 (Subgradient boundedness):There exists a scalar G ≥ 0 for all j = 1, ..., N , such
that
|g| ≤ G,∀g ∈ ∂f j(x),∀x ∈ X (2.4)
Assumption 6 The optimal solution set X ∗ is nonempty.
In the area of distributed optimization, subgradient methods have played a critical role as they
enable decentralized formulations. The standard distributed subgradient formulation for multi-
agent distributed optimization (see (Nedic and Ozdaglar, 2009)) is as follows:
xjk+1 =
N∑
l=1
ajlkx
l
k − αjkdjk (2.5)
where ajl are weights, α
j
k are stepsizes, d
j
k are the subgradients of f
j at xjk and k is a time index.
Depending on choice of weights, this formulation has been shown to solve multi-agent optimization
problems primarily via consensus. Choice of step size is also key to obtain desired convergence
properties.
2.2.2 Generalized Gossip Algorithm
In the context of distributed information propagation in a mobile sensor network (Sarkar et al.,
2010), the present authors proposed a generalized gossip protocol (Sarkar et al., 2013). Furthermore,
a power-aware extension of the agent interaction policy was proposed more recently that conserves
sensor power when there is no point of interest and the sensors become active in an event-triggered
manner (Sarkar and Mukherjee, 2014). Similar concept was also used to generate a belief map
to guide an autonomous robot to the source in a GPS-denied environment (Chattopadhyay et al.,
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2015). One of the key observations made in these studies was that a user defined parameter is able to
control the fundamental tradeoff between information propagation radius and localization gradient.
In other words, the tradeoff was between “degree of consensus” and “degree of disagreement”.
This paper explores this formulation for a distributed optimization problem where the tradeoff
is between “global optimal” achieved through compromise and “local optimal” (s) achieved in a
greedy manner by individual agents. The terminology ‘generalized gossip’ also appears in a few
other recent papers. For example, Matei et. al. (Matei et al., 2014) generalized the notion of convex
metric spaces in the context of distributed optimization using random gossip (Boyd et al., 2006)
consensus algorithms. However, a similar tradeoff appears in the formulation as agents choose
between own state and neighbors’ states during update. In a different context, the generalized
gossip terminology has been used to obtain communication protocols in the spectrum strict gossip
and broadcast policies (Khuller et al., 2003).
The generalized gossip protocol outlined in (Sarkar et al., 2013) for belief propagation in a
mobile sensor network is as follows:
υjθk+1 = (1− θ)
∑
l∈Nb(j)
pijlkυ
l
θk + θχ
j
k (2.6)
where θ ∈ (0, 1] is a user-defined control parameter, Nb(j) is the set of agents in the neighborhood
of agent j. In this set, agents can communicate with agent j during the time span between k
and k + 1. Agent interaction matrix Π = I − βL (Sarkar et al., 2013), where L = D − A, D is
the degree matrix, A is the adjacency matrix. β is an appropriately chosen constant. υ and χ
are the vectors representing agent belief measure and state characteristics function (quantikfying
observations made by agents), respectively. While the agent interaction matrix may in general be
time varying, it maintains the doubly stochastic property. As mentioned above, it has been shown
that the user-defined control parameter θ ∈ (0, 1] can be chosen appropriately to achieve a desired
tradeoff between “degree of consensus” and “degree of disagreement”. Further details can be found
in (Sarkar et al., 2013).
In the present context, agents can exchange information synchronously (Xiao and Boyd, 2004;
Dimakis et al., 2010) or asynchronously (Ram et al., 2009). While our algorithm can perform
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sufficiently well under asynchronous updates, we use the synchronous update scheme in this paper
for analytical simplification. Therefore, we have the following assumption.
Assumption 7 (Synchronous Communication): Each agent communicates with other agents in
its neighborhood synchronously.
2.3 Generalized Gossip-based Subgradient Algorithm
In this section, the generalized gossip-based subgradient algorithm is proposed for distributed
optimization. The static graph is considered such that the weight matrix is time-invariant. In this
formulation, the discrete-time update law (derived from eqn. 2.5 and 2.6) for the optimization
variable is as follows:
xjk+1 = PX [(1− θ)
∑
l∈{j}∪Nb(j)
pijlx
l
k + θ(x
j
k − αk∇jk)] (2.7)
where ∇jk is the subgradient of f j at xjk computed by agent j, αk is the step size which can be
constant or diminishing, PX [x˜] is the Euclidean projection of any point x˜ onto the constraint set
X , i.e., PX = argmin
x
|x− x˜|, ∀x ∈ X .
In a vector notation, the update rule becomes:
xk+1 = PX [(1− θ)Πxk + θ(xk − αk∇k)]. (2.8)
It should be noted that this policy boils down to a standard consensus-based optimization
protocol using subgradients when the control parameter θ approaches 0. On the other hand, as θ
approaches 1, interaction among agents reduces significantly and individual agent-level optimization
variables tend to converge to their respective local minima based on individual subgradients. Formal
discussion on this aspect will follow the analytical results presented in the sequel.
Remark 8 The advantage of the generalized gossip-based method is to provide a tradeoff between
consensus and disagreement among agents in a networked system. The user-defined control param-
eter plays a critical role in controlling such a tradeoff as well as the temporal convergence. Under
this scheme, a spectrum of solutions can be obtained ranging from the globally optimal solution
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(complete consensus) to greedy suboptimal solutions (complete disagreement). However, we note
that such suboptimal solutions can still be interesting in the sense of being optimal with respect to
a single agent or a smaller group of agents as we discuss in the sequel. The temporal convergence
is also significantly faster when greedy solutions are sought. Therefore, the framework provides a
useful flexibility of selecting the tradeoff between degree of suboptimality and convergence time. This
methodology can be effectively applied to many practical problems (e.g., distributed resource alloca-
tion applications building-to-grid control and renewable integration, distributed sensing application
weather forecast, smart grid monitoring, distributed decision-making in multi-agent robotics with
partial information).
Both convergence analysis of first and second statistical moments are required for understanding
the implications of the proposed protocol. Therefore, based on (Jiang et al., 2015b), this paper
presents analytical results for the first and second moments along with generic numerical results.
Following are notations and lemmas required for the convergence analysis.
For first moment analysis, ensemble average (over agents) of xk and ∇k are denoted by x¯k and
∇¯k respectively. They are defined as:
x¯k =
1
N
1Txk =
1
N
N∑
j=1
xjk (2.9)
∇¯k = 1
N
1T∇k = 1
N
N∑
j=1
∇jk (2.10)
where 1 is a column vector with all elements being 1.
Note, multiplying the update rule described in eqn. 2.8 by 1N 1
T yields the following relationship
(as Π is doubly stochastic):
x¯k+1 = PX [x¯k − θαk∇¯k] (2.11)
The form of this equation is similar to that of the projected subgradient method.
Next, optimal function values are denoted by f∗, that are assumed to be finite. Without loss
of generality the optimal set is represented by X ∗, i.e., X ∗ = {x ∈ X |∑Nj=1 f j(x) = f∗}. Here are
a few necessary lemmas required for convergence analysis.
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Lemma 9 If assuming that |xik − xjk| ≤ σ<∞,∀j, l = 1, ..., N , then |xjk − x¯k| ≤ σ.
See (Johansson et al., 2008) for proof.
Note, this lemma suggests that if pairwise distance between optimization variables of any two
agents is bounded then distance between the average and any point is bounded by the same quantity.
Lemma 10 If Assumption 5 holds, then for a sequence {∇¯k}, ∀k,
|∇¯k| ≤ G.
See (Jiang et al., 2015b) for proof.
This lemma suggests that if all individual agent level subgradients are bounded, then the average
subgradient is also bounded by the same quantity.
Lemma 11 If Assumption 5 holds, then, for a sequence {x¯k}, ∀k and z ∈ R,
f(z) ≥ f(x¯k) +N∇¯k(z − x¯k)−  (2.12)
where  = 2NGσ.
See (Jiang et al., 2015b) for proof.
Note, Lemma 11 shows that N∇¯ is an -subgradient of x¯.
2.4 Convergence Analysis
2.4.1 First Order Convergence Analysis
In this section, we present the first moment analysis for the proposed algorithm. The analysis
begins with the following lemma.
Lemma 12 If Assumptions 5-7 hold, then, for a sequence {x¯k}, ∀k,
|x¯k+1 − x∗|2 ≤ |x¯k − x∗|2 − 2θαk 1
N
(f(x¯k)
− f∗) + 4θGσαk + θ2G2α2k.
(2.13)
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Proof. (Sketch): First replace x¯k+1 with the update law and then use the nonexpansiveness
property of Euclidean projection on a convex set to get the |x¯k+1 − x∗|2 ≤ |x¯k − θαk∇¯k − x∗|2.
Second, use the Assumptions 5-6, Lemma 9, Lemma 10, and Lemma 11 to get the desired result.
Lemma 12 suggests that x¯ gets closer to x∗ with every iteration when f(x¯) is much greater than
f∗. However, as f(x¯) comes very close to f∗, x¯ is not guaranteed to get closer to x∗. This is due
to the two terms in the equation, 4θGσαk and θ
2G2α2k. If the control parameter θ is reduced, then
the terms reduce in magnitude and x¯ approaches x∗.
Next, Theorem 13 is introduced to provide an upper bound for the optimized function value.
Theorem 13 If Assumptions 5-7 hold, then, for a sequence {xjk}, ∀k and j = 1, . . . , N , when step
size αk = α,
f(xjk)min ≤ f∗ +
N |x¯(1)− x∗|2
2mθα
+3NGσ +
NθG2α
2
(2.14)
where f(xjk)min = min{f(xj(1)), . . . , f(xj(m))}, m is the number of iterations.
As the subgradient is not always in the descent direction, the best value needs to be tracked that
best approaches f∗. Hence, after m iterations, the best value is denoted by f(xjk)min.
Proof. Recalling the conclusion of Lemma 12, as step size αk = α, the following relation can
be obtained
|x¯k+1 − x∗|2 ≤ |x¯k − x∗|2 − 2θα 1
N
(f(x¯k)
− f∗) + 4θGσα+ θ2G2α2.
(2.15)
Applying the above inequality recursively for m iterations, then we can obtain
|x¯m+1 − x∗|2 ≤ |x¯1 − x∗|2 − 2θα 1
N
m∑
k=1
(f(x¯k)− f∗)
4mθGασ +mθ2G2α2
(2.16)
As |x¯m+1 − x∗|2 ≥ 0, the last inequality can be rewritten as
0 ≤ |x¯1 − x∗|2 − 2θα 1
N
m∑
k=1
(f(x¯k)− f∗)
+ 4mθGασ +mθ2G2α2
(2.17)
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As 2θα 1N
∑m
k=1(f(x¯k)− f∗) ≥ 2θα 1N
∑m
k=1mink=1,2,...,m(f(x¯k)− f∗), then we have that
2θα
1
N
m∑
k=1
mink=1,2,...,m(f(x¯k)− f∗) ≤ |x¯1 − x∗|2
+ 4mθGασ +mθ2G2α2
(2.18)
which leads to
f(x¯k)min − f∗ ≤ N |x¯(1)− x
∗|2
2mθσ
+ 2NGσ +
NθG2α
2
(2.19)
Based on f i(x¯k) ≥ f i(xjk)+∇j(x¯k−xjk) we can know that using Assumption 5, f(xjk) ≤ f(x¯k)+NGσ,
which is combined with the last inequality to get the desired result.
Theorem 13 demonstrates the convergence of function values and it can be concluded that for
a given θ, as number of iteration m increases, the upper bound converges to f∗ + 3NGσ + NθG
2α
2 .
Thus, f(xjk)min converges within 3NGσ +
NθG2α
2 from the optimal value. Also, note that effect of
initial condition dies out with a large value of m.
Roughly, as θ approaches 0, the last term on the right hand side of eqn. 2.14 vanishes. Also, for
an arbitrarily small θ, one can always find a large m for which the second term on the right hand
side of eqn. 2.14 vanishes. Therefore, as θ → 0, f(xjk)min converges within 3NGσ from the optimal
value.
Next, the convergence characteristics are analyzed as the step size αk diminishes.
Let a sequence {αk}, k = 1, 2, . . . ,m be defined as follows.
Definition 14 {αk} is a sequence that satisfies the following properties:
(1): αk is positive;
(2): αk converges to 0;
(3): {αk} is a nonsummable sequence.
Hence,
αk ≥ 0; lim
k→∞
αk = 0; lim
m→∞
m∑
k=1
αk =∞. (2.20)
and there exists an integer N1, that satisfies
αk ≤ δ
NG2θ
, δ>0,∀k>N1. (2.21)
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Then there exists another integer N2 such that
m∑
k=1
αk ≥ 1
δθ
(N |x¯1 − x∗|2 +NG2θ
N1∑
k=1
α2k),∀m>N2.
This inequality holds because limm→∞
∑m
k=1 αk =∞.
Now, let N = max{N1, N2}, and the following Theorem 15 can be stated.
Theorem 15 If Assumptions 5-7 hold, then, for a sequence {xjk}, if αk satisfies Definiton 14, ∀k,
and j = 1, . . . , N ,
f(xjk)min ≤ f∗ + δ + 3NGσ, ∀m>N. (2.22)
where f(xjk)min = min{f(xj1), . . . , f(xjm)}, δ is an arbitrarily small nonnegative constant.
Proof. According to Theorem 13, we can obtain that
f(xjk)min − f∗ ≤
N |x¯1 − x∗|2 + 6N
∑m
k=1 αkθGσ +NG
2θ2
∑m
k=1 α
2
k
2θ
∑m
k=1 αk
(2.23)
then rewriting the above inequality,
f(xjk)min − f∗ ≤
N |x¯1 − x∗|2 +NG2θ2
∑N1
k=1 α
2
k
2θ
∑m
k=1 αk
+
6N
∑m
k=1 αkGσ
2
∑m
k=1 αk
+
NG2θ
∑m
k=N1+1
α2k
2
∑N1
k=1 αk + 2
∑m
k=N1+1
αk
≤ N |x¯1 − x
∗|2 +Nθ2G2∑N1k=1 α2k
2
δ [N |x¯1 − x∗|2 +Nθ2G2
∑N1
k=1 α
2
k]
+ 3NGσ +
NθG2
∑m
k=N1+1
δ
NθG2
αk
2
∑m
k=N1+1
αk
= δ + 3NGσ
(2.24)
which completes the proof.
From Theorem 15, with small values of G and σ, the gap between the upper bound and the
true optimal value reduces.
Furthermore, with θ = 1, the update rule boils down to the following:
xjk+1 = PX [x
j
k − αk∇jk] ∀j (2.25)
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It follows from this equation that with θ = 1, individual agents reach their own locally optimal
values as there is no interaction among agents.
Remark 16 The result in Theorem 13 provides bounds on the function values in terms of the
distances of the initial averaged iterate x¯1 from the optimum. In particular, the function values
f(xjk)min converge to the optimum within error level 3NGσ +
NθG2α
2 with rate O(1/m). The error
level is due to our use of the constant step size and can be controlled to a smaller value. While
for θ → 0 , the error level is roughly 3NGσ. The result in Theorems 15 shows that when the step
size is diminishing the function values can converge within error level 3NGσ and the convergence
rate depends on the diminishing step size, e.g., αk = 1/
√
k. σ can be approaching 0 as k → ∞
at this point such that the function values converge to the optimal values. Hence, the preceding
theorems provide explicit tradeoffs between accuracy and computational complexity. These results
correspondingly demonstrates that one can control θ value to approach 0 for attempting to acquire
the best function value when the step size is constant.
From results of the theorems, the tradeoffs between accuracy and computational complexity can
be explicitly obtained. The next discussion considers how changing θ value yields the spectrum of
agreement mentioned above. Before presenting the main results, we introduce some preliminary
knowledge regarding ergodic Markov chain and second largest eigenvalue. In this context, the
update law can be rewritten as
xk+1 = PX [((1− θ)Π + θI)xk − θαk∇k] (2.26)
Therefore the equivalent agent interaction matrix becomes (1− θ)Π + θI from which it is observed
that θ controls the state transition matrix between Π and I. In this paper, Π represents a connected
graph that can be defined based on a real world networked system whereas I represents the scenario
in which each agent does not communicate with other agents in its neighborhood. We present the
following lemma that leads to the Theorem 18.
Lemma 17 Suppose that the undirected graph G can be represented by an ergodic Markov chain
M with stationary distribution pi and eigenvalues λ1(= 1)>λ2 ≥ . . . λn (which can be obtained from
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the Perron-Frobenius Theorem presented next), corresponding to eigenvectors v1(= pi), v2, . . . , vn.
Let λ = λ2. Then for any initial distribution a, we have
‖Mka− pi‖ ≤ λk‖a‖ (2.27)
where, ‖ · ‖ represents the Euclidean norm throughout the rest of this work.
See (Arora and Nabieva, 2002) for the proof. This theorem is vitally important to characterize
the following Theorem 18 as it illustrates that the convergence rate is related to the second largest
eigenvalue.
Theorem 18 Let Assumptions 5-7 hold. Assume that the graph is undirected and connected. Then,
for the sequence {xjk}, j = 1, 2, . . . , N and k = 1, 2, . . . , we have
|xjk − x∗| ≤
√
N(λk−1‖x1‖+ θG
k−1∑
l=1
αlλ
k−1−l) (2.28)
where x∗ ∈ X ∗ while λ represents the second largest eigenvalue of equivalent agent interaction
matrix (1− θ)Π + θI.
Proof. Recalling Eq. 2.26 and applying it recursively, based on Assumption 7, we have
xk+1 = PX [[(1− θ)Π + θI]kx1
− θ([(1− θ)Π + θI]k−1α1∇1
+ [(1− θ)Π + θI]k−2α2∇2 + · · ·+ αk∇k)]
(2.29)
Let x∗ = x∗1. Then, using Assumption 6 and the nonexpansiveness of Euclidean projection we
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have
‖xk+1 − x∗‖ ≤ ‖[(1− θ)Π + θI]kx1 − x∗
− θ([(1− θ)Π + θI]k−1α1∇1
+ [(1− θ)Π + θI]k−2α2∇2 + · · ·+ αk∇k)‖
≤ ‖[(1− θ)Π + θI]kx1 − x∗‖+ ‖ − θ([(1− θ)Π + θI]k−1
α1∇1 + [(1− θ)Π + θI]k−2α2∇2 + · · ·+ αk∇k)‖
≤ ‖[(1− θ)Π + θI]kx1 − x∗‖+ θ[‖[(1− θ)Π + θI]k−1
α1∇1 + [(1− θ)Π + θI]k−2α2∇2 + · · ·+ αk∇k‖]
≤ ‖[(1− θ)Π + θI]kx1 − x∗‖+ θ[‖[(1− θ)Π + θI]k−1
α1∇1‖+ ‖[(1− θ)Π + θI]k−2α2∇2‖+ . . .
+ ‖[(1− θ)Π + θI]0αk∇k‖]
(2.30)
Suppose that when agents approach the minimizer, corresponding to k → ∞, ∇∗ = 0. Then the
above inequality can be rewritten as
‖xk+1 − x∗‖ ≤ ‖[(1− θ)Π + θI]kx1 − x∗‖
+ θ(‖[(1− θ)Π + θI]k−1α1∇1 −∇∗‖+ ‖[(1− θ)Π + θI]k−2
α2∇2 −∇∗‖+ · · ·+ ‖[(1− θ)Π + θI]0αk∇k −∇∗‖)
(2.31)
Based on Lemma 17 and Assumption 5, we can obtain that
‖xk+1 − x∗‖ ≤ λk‖x1‖
+ θ(λk−1α1‖∇1‖+ λk−2α2‖∇2‖+ · · ·+ αk‖∇k‖)
≤ λk‖x1‖+ θG(α1λk−1 + α2λk−2 + · · ·+ αk)
≤ λk‖x1‖+ θG
k∑
l=1
αlλ
k−l
(2.32)
As ‖xk+1 − x∗‖2 =
∑N
j=1 |xjk+1 − x∗|2 and (
∑N
j=1 |xjk+1 − x∗|)2 ≤ N
∑N
j=1 |xjk+1 − x∗|2 then∑N
j=1 |xjk+1 − x∗| ≤
√
N‖xk+1 − x∗‖ ≤
√
N(λk‖x1‖ + θG
∑k
l=1 αlλ
k−l). Therefore, |xjk+1 − x∗| ≤
√
N(λk‖x1‖ + θG
∑k
l=1 αlλ
k−l) such that |xjk − x∗| ≤
√
N(λk−1‖x1‖ + θG
∑k−1
l=1 αlλ
k−1−l), which
completes the proof.
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As λ<1 then if k → ∞ the first term on the right hand side of Eq. 2.28 vanishes such that
|xjk−x∗| ≤
√
NθG
∑k−1
l=1 αlλ
k−1−l, which shows that the upper bound is dependent of the choice of
step size. When the step size αl is constant, i.e., α, |xjk − x∗| ≤
√
NθGα
∑k−1
l=1 λ
k−1−l. Therefore,
limk→∞ |xjk − x∗| ≤
√
NθGα
1−λ , from which it is shown that θ value can control the convergence
level. However, if the step size αl is diminishing, we know from (Nedic and Olshevsky, 2015)
that limk→∞
∑k−1
l=1 αlλ
k−1−l = α1−λ , where limk→∞ αk = α. Also, as limk→∞ αk = 0 due to the
diminishing property, then limk→∞ |xjk − x∗| = 0.
Remark 19 Theorem 18 has shown that as time instant k reaches infinity, agents can converge
to the global solution when θ approaches 0 where the step size is constant or diminishing. This is
because with the reduction of θ, the equivalent agent interaction matrix approaches to Π which means
that the connectivity associated with the networked system increases. Consequently, the second
largest eigenvalue is reduced, which leads to reduction of the term on the right hand side in Eq. 2.28.
This theorem also shows that θ controls the spectrum from “complete consensus” to “complete
disagreement” by changing the equivalent state interaction matrix when the step size is constant.
When θ increases, the equivalent agent interaction matrix gets closer to the identity matrix I that
suggests lesser connectivity (higher second largest eigenvalue) and hence more disagreement.
Remark 20 To summarize, on one hand, the case in which θ = 0 implies that the converged value
of xk would be dependent on the initial value x1 and would be equal to the mean of x1 for all the
agents. On the other hand, the case in which θ → 0 implies that the value of xk would converge to
x∗ (optimal value of the objective function) irrespective of the initial value x1. Hence, there exists
a discontinuity in the behavior at θ = 0 and this paper only considers the case θ>0.
2.4.2 Second Order Convergence Analysis
The above section has shown the first order statistical moment that presented the function
value error bounds with different θ values. As θ approaches 0, the upper bound of function values
can converge within bounded errors around the optimal value f∗. Formal discussion on the second
order statistical moment is presented below.
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Define the following relationship:
xˆjk = x
j
k − x¯k (2.33)
∇ˆjk = ∇jk − ∇¯k (2.34)
It is immediately obtained that E(xˆjk) = 0 and E(∇ˆjk) = 0. It should be noted that the expectation
here is ensemble average over all of agents. While in the latter analysis for the learning part, the
expectation is average over the whole date set.
Subtracting x¯k+1 from x
j
k+1, the following expression can be acquired:
xjk+1 − x¯k+1 = PX ((1− θ)
∑
l∈{j}∪Nb(j)
pijl[x
l
k − x¯k]
+ θ[xjk − x¯k − αk(∇jk − ∇¯k)])
(2.35)
The last equality can hold because of the compactness of the design variable set X . By expressing
the last equality in a vector form, we have the formula as follows.
xˆk+1 = PX ([(1− θ)Π + θI]xˆk − θαk∇ˆk) (2.36)
Next, one lemma regarding state transition matrix Π and the Theorem 22 are presented in order
to characterize the main results on the second order statistical moment. Since L is a positive
semi-definite matrix (Spielman, 2009), we have the following Lemma.
Lemma 21 State transition matrix Π is a positive semi-definite matrix when β ≤ 0 is chosen
appropriately.
Proof. As L is positive semi-definite, then we have
xTLx  0 (2.37)
for all x 6= 0. Then, for β ≤ 0, xT (−βL)x  0, which means that −βL is positive semi-definite.
Additionally, I is also positive semi-definite. Finally,
xT Ix+ xT (−βL)x  0
xT (I − βL)x  0
xTΠx  0
(2.38)
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Hence, we can know that the state transition matrix Π is positive semi-definite if β can be
appropriately chosen.
Lemma 22 (Perron-Frobenius Theorem): For a doubly stochastic matrix Π, the largest eigenvalue
is 1.
It implies that for each eigenvalue λi, |λi| ≤ 1, i = 1, . . . , n.
The main result of second order statistical moment can be established by the following theorem,
which presents the second order convergence in terms of time-varying undirected graphs. Note,
similar conclusions can be drawn for static graphs.
Theorem 23 For a sequence {xˆk}, with E{∇ˆk} = 0, then, for all k, we have
θ2α2k
1− θ2 ≤
E{xˆTk xˆk}
E{∇ˆTk ∇ˆk}
≤ θ
2α2k
1− (1− θ)2U2 − θ2 − 2θ(1− θ)V2
(2.39)
where U2 = λ2(E{ΠTk P TPΠk}) and V2 = λ2(E{ΠTk P}).
Proof. Suppose that the Euclidean projection onto the constraint set X is represented by a matrix,
say, P . As P is symmetric and idempotent then P T = P and P 2 = P . According to Eq. 2.36,
xˆTk+1xˆk+1 = {PX [[(1− θ)Πk + θI ]xˆk − θαk∇ˆk]}T
{PX [[(1− θ)Πk + θI ]xˆk − θαk∇ˆk]} = {P [[(1− θ)Πk + θI ]xˆk − θαk∇ˆk]}T
{P [[(1− θ)Πk + θI ]xˆk − θαk∇ˆk]}
= xˆTk [(1− θ)Πk + θI ]TP TP [(1− θ)Πk + θI ]xˆk
+ θ2α2k∇ˆTk P TP ∇ˆk − 2θαkxˆTk [(1− θ)Πk + θI ]TP ∇ˆk
= xˆTk [(1− θ)2ΠTk P TPΠk + θ2P 2 + 2θ(1− θ)ΠTk P ]xˆk
+ θ2α2k∇ˆTk P TP ∇ˆk − 2θαkxˆTk [(1− θ)Πk + θI ]TP ∇ˆk
= (1− θ)2xˆTk Π(k)TP TPΠkxˆk + θ2xˆTk P TPxˆk + 2θ(1− θ)xˆTk Π(k)TPxˆk
+ θ2α2k∇ˆTk P TP ∇ˆk − 2θαkxˆTk [(1− θ)Πk + θI ]TP ∇ˆk
(2.40)
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According to Lemma 12, the following inequality can be obtained,
2θαk(1− θ)xˆTk ΠTk Pxˆk ≥ 0 (2.41)
which follows from θ ∈ (0, 1]. Note that the expectation E[·] is the ensemble average for the rest of
analysis. Then we have,
E{xˆTk+1xˆk+1|xˆk} = E{xˆTk+1xˆk+1}
= (1− θ)2xˆTkE{ΠTk P TPΠk}xˆk + θ2E{xˆTk P TPxˆk}
+ θ2α2kE{∇ˆTk P TP ∇ˆk}+ 2θ(1− θ)xˆTkE{ΠTk P}xˆk
− 2αkθxˆTkE{[(1− θ)Πk + θI]TP}E{∇ˆk}
(2.42)
As E{∇ˆk} = 0, then 2θαkxˆTkE{[(1− θ)Πk + θI ]TP}E{∇ˆk} = 0. Substituting the last equality into
Eq.31 and combining what follows,
(1− θ)2xˆTkE{ΠTk P TPΠk}xˆk ≥ 0 (2.43)
and
2θ(1− θ)xˆTkE{ΠTk P}xˆk ≥ 0 (2.44)
Then, we have
E{xˆTk+1xˆk+1} ≥ θ2E{xˆTk P TPxˆk}+ θ2α2kE{∇ˆTk P TP ∇ˆk} (2.45)
When the states of agents reach steady-state, the following formula can be obtained:
E{xˆTk+1xˆk + 1} ∼= E{xˆTk xˆk} ∼= E{(Pxˆk)T (Pxˆk)} (2.46)
This also applies to subgradient. Then, the following inequality is acquired
(1− θ)2E{xˆTk xˆk} ≥ θ2α2kE{∇ˆTk ∇ˆk} (2.47)
Finally the last inequality is rewritten as
E{xˆTk xˆk}
E{∇ˆTk ∇ˆk}
≥ θ
2α2k
1− θ2 (2.48)
Next, we discuss the upper bound of second order moment ratio.
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By construction xˆk ⊥ 1T Boyd et al. (2006), where 1 is the stationary vector (left eigenvector
corresponding to the unity eigenvalue) of a doubly stochastic matrix, and according to the Perron-
Frobenius Theorem, consequently we have
xˆTkE{ΠTk P TPΠk}xˆk ≤ U2xˆTk xˆk (2.49)
and
xˆTkE{ΠTk P}xˆk ≤ V2xˆTk xˆk (2.50)
Thus, the following expression can be correspondingly obtained as
E{xˆTk+1xˆk+1}
≤ (1− θ)2U2xˆTk xˆk + θ2E{xˆTk P TPxˆk}
+ 2θ(1− θ)V2xˆTk xˆk + θ2α2kE{∇ˆTk P TP ∇ˆk}
(2.51)
E{xˆTk+1xˆk+1}
≤ (1− θ)2U2E{xˆTk xˆk}+ θ2E{xˆTk P TPxˆk}
+ 2θ(1− θ)V2E{xˆTk xˆk}+ θ2α2kE{∇ˆTk P TP ∇ˆk}
(2.52)
Similarly, the mathematical manipulation is made and the following result obtained is
(1− (1− θ)2U2 − θ2 − 2θ(1− θ)V2)E{xˆTk xˆk} ≤ θ2α2kE{∇ˆTk ∇ˆk} (2.53)
Modifying the last inequality, the upper bound of variance ratio can be obtained
E{xˆTk xˆk}
E{∇ˆTk ∇ˆk}
≤ θ
2α2k
1− (1− θ)2U2 − θ2 − 2θ(1− θ)V2 (2.54)
Note, U2 ∈ [0, 1], and V2 ∈ [0, 1].
Combining the Eqs. 2.48 and 2.54, the desired result can be obtained.
The upper and lower bounds of the second order convergence ratio are visualized in Fig. 2.1 as
functions of θ and Π when step size is constant.
Remark 24 When θ → 0 and the step size is constant, the second order moment ratio in Theo-
rem 23 reaches 0 as the upper and lower bounds of ratio is approaching 0. It suggests that agents
31
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 110
−8
10−6
10−4
10−2
100
θ
Se
co
nd
 o
rd
er
 m
om
en
t r
at
io
 
 
U2 = 0.1,V2 = 0.01
U2 = 0.3,V2 = 0.09
U2 = 0.5,V2 = 0.25
U2 = 0.8,V2 = 0.64
U2 = 0.9,V2 = 0.81
Lower Bound
Figure 2.1: Upper bounds of second order moment ratio as a function of θ and Π and lower bounds
of second order moment ratio as a function of θ
in the networked system achieve a global solution as the second order moment of agent states is
zero. However, in the case where θ → 1, the ratio approaches infinity as a result of convergence in
the subgradient population which suggests that every agent reaches their local optimal solution and
there is no global solution in this case. However, if the step size is diminishing, the convergence
may be achieved with any values of θ.
2.5 Effect of Noise on Convergence
In distributed optimization, each agent only communicates with the limited number of agents
in its neighborhood and then updates its state. Likewise, the information of local cost function
is only known by each agent. Therefore the typical noise existing in a multi-agent networked sys-
tem is related to both of modeling uncertainty and measurement noise. The modeling uncertainty
corresponds to the subgradient estimate errors while the measurement noise quantifies the commu-
nication uncertainty among different agents. When the networked system is in a noisy environment,
the negative effect of measurement noise may have significant impact on the system trying to achieve
the global optimum. However, for subgradient estimate errors, they can happen in an ideal or noisy
environment as they may be caused by various internal factors, e.g., the accuracy of modeling or
computation. In this paper modeling uncertainty and measurement noise are respectively taken
into account in order to see the negative effect on the function value error bounds.
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The following assumptions are presented to characterize the noise investigated.
Assumption 25 (1): The process {ξjk} defining the measurement noise associated with the links
between different multiple agents satisfies ∀k, 1N
∑N
j=1 ξ
j
k = 0, where j = 1, . . . , N .
(2): The process {ejk} defining the subgradient estimation errors, namely modeling uncertainty,
satisfies ∀k, 1N
∑N
j=1 e
j
k 6= 0, where j = 1, . . . , N .
We define the noisy agents as follows:
x˜jk = x
j
k + ξ
j
k (2.55)
Recall the noisy subgradients
∇˜jk = ∇jk + ejk (2.56)
Then multiplying 1N 1, the noisy ensemble average (over agents) of x˜
j
k and ∇˜jk can be defined as:
1
N
1x˜(k) =
1
N
N∑
j=1
(xjk + ξ
j
k) = x¯k (2.57)
¯˜∇ = 1
N
1∇˜jk =
1
N
N∑
j=1
(∇jk + ejk) = ∇¯k + e¯k (2.58)
Based on the the last two equalities the update rule for the proposed algorithm is modified as
x¯k+1 = x¯k − θ ¯˜∇k (2.59)
Assumption 26 There exists a scalar e>0 for all k, j = 1, . . . , N such that the modeling uncer-
tainty is bounded
|ejk| ≤ e (2.60)
Assumption 27 There exists a scalar ξ>0 for all k, j = 1, . . . , N such that the measurement
noise is bounded
|ξjk| ≤ ξ (2.61)
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Thus, the following results can be obtained by using Lemma 10 and Assumption 26.
| ¯˜∇k| ≤ G+ e (2.62)
Before presenting the main theorems regarding noise effect on the function values, we have the
following lemma to suggest the upper bound between any noisy agent and the average value.
Lemma 28 If |xjk − xlk| ≤ σ<∞, ∀j, l = 1, . . . , N , then |x˜jk − x¯k| ≤ σ + ξ.
Proof. Based on Lemma 9, we have |xjk−x¯k| ≤ σ. Then, |x˜jk−x¯k| = |xjk+ξjk−x¯k| ≤ |xjk−x¯k|+|ξjk| ≤
σ + ξ. The last inequality follows from the triangle inequality and Assumption 26.
As the noisy ensemble average 1N
∑N
j=1 x˜
j
k is the same as the non-noisy ensemble average
1
N
∑N
j=1 x
j
k,
this paper still uses x¯k to represent the noisy ensemble average through the rest of analysis. The
following two lemmas are proposed for the modeling uncertainty and measurement noise in the
networked system while they are modified from Lemma 11 and Lemma 12.
Lemma 29 If Assumptions 5 and 27 hold, then for a sequence {x¯k}, ∀k and z ∈ R,
f(z) ≥ f(x¯k) +N∇¯k(z − x¯k)− 2NG(σ + ξ) (2.63)
Proof. Using Assumptions 5 and 27, Lemma 28, and the subgradient definition in noisy environ-
ment,
f j(x˜jk) ≥ f j(x¯k) + ∇¯k(x˜jk − x¯k)
≥ f j(x¯k)− |∇¯k||x˜jk − x¯k|
≥ f jk −G(σ + ξ)
(2.64)
Using the above relationship for all N agents
f(x˜jk) ≥ f(x¯k)−NG(σ + ξ) (2.65)
For any z ∈ R, there exists
f j(z) ≥ f j(x˜jk) +∇jk(z − x˜jk) ≥ f j(x˜jk) +∇jk(z − x¯k + x¯k − x˜jk)
≥ f j(x˜jk)) +∇jk(z − x¯k)− |∇jk||x¯k − x˜jk)|
≥ f j(x˜jk) +∇jk(z − x¯k)−G(σ + ξ)
(2.66)
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Again, using the above relationship for all N agents,
f(z) ≥ f(x˜j(k)) +
N∑
j=1
∇jk(z − x¯k)−NG(σ + ξ) (2.67)
Then we have
f(z) ≥ f(x¯k) +
N∑
i=j
∇jk(z − x¯k)− 2NG(σ + ξ) (2.68)
Using Jensen inequality, we have
f(z) ≥ f(x¯k) +N∇¯k(z − x¯k)− 2NG(σ + ξ) (2.69)
Compared with Lemma 11, the result of Lemma 29 shows that with the effect of noise, in
particular measurement noise, N∇¯ is the 2NG(σ + ξ)-subgradient of x¯(k).
The following lemma is key to characterize the theorem that will be presented. It suggests that
the noisy Euclidean distance between any point and the optimal set.
Lemma 30 If Assumptions 5,6,7,25,26,27 hold, then, for a sequence{x¯k}, ∀k,
|x¯k+1 − x∗|2 ≤ |x¯k − x∗|2 − 2θαk
N
(f(x¯k)− f∗)
+ 4θGαk(σ + ξ) + 2θαke|x¯k − x∗|
+ θ2(G+ e)2α2k
(2.70)
where f(x∗) = f∗.
Proof.
|x¯k+1 − y|2 ≤ |x¯k − y − θαk ¯˜∇k|2
= |x¯k − y|2 − 2θαk ¯˜∇k(x¯k − y) + θ2α2k| ¯˜∇k|2
≤ |x¯k − y|2 − 2θαk∇¯k(x¯k − y) + 2θαk| ¯˜∇k − ∇¯k|
|x¯k − y|+ θ2α2k| ¯˜∇k|2
(2.71)
Sincef(z)− f(x¯k) ≥ N∇¯k(z − x¯k)− 2NG(σ + ξ), then we have
2
N
[f(x¯k)− f(z)]− 4G(σ + ξ) ≤ 2∇¯(k)(x¯k − z)
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Let z = y, we have
2
N
[f(x¯k)− f(y)]− 4G(σ + ξ) ≤ 2∇¯k(x¯k − y)
Hence,
|x¯k+1 − y|2 ≤ |x¯k − y|2 − 2θαk∇¯k(x¯k − y)
+ 2θαk| ¯˜∇k − ∇¯k||x¯k − y|+ θ2α2k| ¯˜∇k|2
≤ |x¯k − y|2 − θαk[ 2
N
(f(x¯k)− f(y))− 4G(σ + ξ)]
+ 2θαk| ¯˜∇k − ∇¯k||x¯k − y|+ θ2α2k| ¯˜∇k|2
= |x¯k − y|2 − 2θαk
N
(f(x¯k)− f(y)) + 4θαkG(σ + ξ)
+ 2θαk| ¯˜∇k − ∇¯k||x¯k − y|+ θ2α2k| ¯˜∇k|2
≤ |x¯k − y|2 − 2θαk
N
(f(x¯k)− f(y)) + 4θαkG(σ + ξ)
2θαke¯k|x¯k − y|+ θ2(G+ e)2α2k
(2.72)
The last inequality follows from Assumptions 5, 25-27, and Lemma 28. Let y = x∗, then we can
obtain
|x¯k+1 − x∗|2 ≤ |x¯k − x∗|2−
2θαk
N
(f(x¯k)− f(x∗)) + 4θαkG(σ + ξ)
+ 2θαke|x¯k − x∗|+ θ2(G+ e)2α2k
(2.73)
The last inequality follows from Lemma 29 and Assumption 6.
Lemma 30 implies that with the effect of modeling uncertainty and measurement noise, x¯ gets
closer to x∗ with more iterations compared to Lemma 12. Similarly, as f(x¯) comes very close to
f∗, x¯ is not guaranteed to get closer to x∗. This is because of three positive terms in the inequality,
4θαkG(σ + ξ), 2αkθe|x¯k − x∗| and θ2(G + e)2α2k. However, if the control parameter θ is reduced,
then the positive terms reduce in magnitude and x¯ approaches x∗.
We also bound above |x¯k − x∗|. As |x¯k − x∗| ≤ |x¯k − xjk| + |xjk − x∗| from Lemma 9 and
Theorem 18, |x¯k−x∗| ≤ σ+
√
N(λk−1‖x1‖+ θG
∑k−1
l=1 αlλ
k−1−l). The following theorem will show
the function value error bound with the modeling uncertainty and measurement noise.
Let step size αk be diminishing. There exists an integerN3 that satisfies αk ≤ δNθ2(G+e)2 ,∀k>N3.
Similarly, there exists another integer N4 that satisfies
∑m
k=1 αk ≥ 1δθ (N |x¯1−x∗|2 +N
∑N3
k=1 θ
2(G+
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e)2α2k),∀m>N4 as limm→∞
∑m
k=1 αk =∞. Let Q = max{N3, N4}.
Theorem 31 If Assumptions 5,6,7,25,26,27 hold, then, for a sequence {xi(k)},∀k and i = 1, . . . , N ,
an upper bound on the function values when the step size αk satisfies Defintion 14, and
∑∞
k=1 =
α2k<∞, is given by
f(xjk)min ≤ f∗ + δ +NG(3σ + 4ξ) +Neσ
+Ne
∑m
k=1 αkλ
k−1‖x1‖+ θG
∑m
k=1
∑k−1
l=0 α
2
l λ
k−1−l∑m
k=1 αk
(2.74)
where f(x¯k)min = min{f(x¯1), . . . , f(x¯m)},m>Q, δ is an arbitrarily small nonnegative constant.
Proof. Recalling Lemma 30 and the upper bound of |x¯k − x∗| and applying it recursively for m
iterations, then we can obtain
|x¯m+1 − x∗|2 ≤ |x¯1 − x∗|2
− 2θ 1
N
m∑
k=1
αk(f(x¯k)− f∗) + 4θ
m∑
k=1
αkG(σ + ξ)
+ 2θe
m∑
k=1
αk(σ + λ
k−1‖x1‖+ θG
k−1∑
l=0
αlλ
k−1−l) +
m∑
k=1
θ2(G+ e)2α2k
(2.75)
Since |x¯m+1 − x∗|2 ≥ 0, the inequality above can be rewritten as
0 ≤ |x¯1 − x∗|2 − 2θ 1
N
m∑
k=1
αk(f(x¯k)− f∗)
+ 4θ
m∑
k=1
αkG(σ + ξ) + 2θe
m∑
k=1
αk(σ + λ
k−1‖x1‖+ θG
k−1∑
l=0
αlλ
k−1−l)
+
m∑
k=1
θ2(G+ e)2α2k
(2.76)
Then the second term on the right hand side of the above equation satisfies 2θ 1N
∑m
k=1 αk(f(x¯k)−
f∗) ≥ 2θ 1N
∑m
k=1 αkmink=1,2,...,m(f(x¯k) − f∗). By combining the above two inequalities, another
inequality follows
f(x¯k)min − f∗ = min1,2,...,mf(x¯k)− f∗
≤ N |x¯1 − x
∗|2 + 4Nθ∑mk=1 αkG(σ + ξ)
2θ
∑m
k=1 αk
+
2θeN
∑m
k=1 αk(σ + λ
k−1‖x1‖+ θG
∑k−1
l=0 αlλ
k−1−l)
2θ
∑m
k=1 αk
+
N
∑m
k=1 θ
2(G+ e)2α2k
2θ
∑m
k=1 αk
(2.77)
37
Then for ∀m>Q, the above inequality can be rewritten as
f(x¯k)min − f∗ ≤ N |x¯1 − x
∗|2 +Nθ2(G+ e)2∑N3k=1 α2k
2θ
∑m
k=1 αk
+
4Nθ
∑m
k=1 αkG(σ + ξ)
2θ
∑m
k=1 αk
+
2θeN
∑m
k=1 αk(σ + λ
k−1‖x1‖+ θG
∑k−1
l=0 αlλ
k−1−l)
2θ
∑m
k=1 αk
+
Nθ2(G+ e)2
∑m
k=N3+1
α2k
2θ
∑N3
k=1 αk + 2θ
∑m
k=N3+1
αk
≤ N |x¯1 − x
∗|2 +Nθ2(G+ e)2∑N3k=1 α2k
2
δ (N |x¯1 − x∗|2 +Nθ2(G+ e)2
∑N3
k=1 α
2
k)
+
4Nθ
∑m
k=1 αkG(σ + ξ)
2θ
∑m
k=1 αk
+
2θeN
∑m
k=1 αk(σ + λ
k−1‖x1‖+ θG
∑k−1
l=0 αlλ
k−1−l)
2θ
∑m
k=1 αk
+
Nθ2(G+ e)2
∑m
k=N3+1
δ
Nθ2(G+e)2
αk
2θ
∑m
k=N3+1
αk
= δ + 2NG(σ + ξ) +Neσ +
∑m
k=1 αk(λ
k−1‖x1‖+ θG
∑k−1
l=0 αlλ
k−1−l)∑m
k=1 αk
(2.78)
The goal is to obtain the inequality in terms of the sequence {xi(k)}, then the relationship
between f(xi(k)) and f(x¯(k)) should be required.
By recalling the following inequality
f j(x¯k) ≥ f j(x˜jk) +∇j(x¯k − x˜jk)
≥ f j(x˜jk)− |∇j ||x¯k − x˜jK |
Then we have f(x˜jk) ≤ f(x¯k) + NG(σ + ξ). Similarly, we have f(xjk) − NGξ ≤ f(x˜jK). Thus,
combining the last three inequalities, we have the desired results.
Theorem 31 demonstrates the convergence of function values and it can be concluded that for
a given θ, when number of iteration m is sufficiently enough, the upper bound converges to f∗ +
NG(3σ+4ξ)+Neσ. This follows from that
∑m
k=1 αkλ
k−1<
∑m
k=1 αk =∞ and that
∑∞
k=1 = α
2
k<∞.
Compared to the upper bound of Theorem 15, with the modeling uncertainty and measurement
noise, the upper bound of Theorem 31 is larger such that the function values are deviated further
from the minimum. The specific convergence rate depends on what step size is chosen. Furthermore,
if the upper bound of distance between any two different agent states reduces the error term 4NGξ
dominates the error bound compared to Neσ, which means that the measurement noise negatively
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Figure 2.2: Supply air temperature convergence plots with iteration number using different values
of control parameter θ; Optimal value 75.8◦F
affects the convergence more significantly than the modeling uncertainty. This is shown in the
numerical example.
2.6 Numerical Results
This section presents a numerical case to validate the proposed generalized gossip-based sub-
gradient algorithm in the context of optimizing supply air temperature for minimizing energy
consumption in a building involving ten zones (agents) while achieving their respective comfort
requirements. In this problem, a general heating, ventilation, and air-conditioning (HVAC) sys-
tem associated with a building is investigated. In such a system, zone temperature regulation is
implemented typically through the supply air flow provided by a central air handling unit (AHU).
Please see (Ma et al., 2011) for further details. The HVAC system can be treated as a multi-agent
networked system that is abstracted to an undirected graph consisting of ten agents. In this case
two different scenarios are taken into account that correspond to a fully connected graph (every
agent is connected to every other agent) and a partially connected graph.
Spectrum of convergence: Figure 2.2 shows that supply air temperature for each zone con-
verges to the optimized value of 75.8◦F as a consequence of a small value of the control parameter
choice (θ = 0.1). In this example, every zone exchanges information with every other to coop-
eratively come up with the desired supply air temperature. As θ increases from 0, “degree of
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Figure 2.3: Convergence with different values of control parameter
disagreement” increases as suggested in the previous section and shown in Fig. 2.2 as well. Tempo-
ral behavior of convergence (i.e., convergence gets slower with lower value of θ) can also be observed.
With mid ranges of θ, an interesting “clustering” phenomenon can be observed where zones with
similar requirements converge to similar supply air temperature requirements. Fig. 2.3 shows the
energy consumption during the optimization process with different values of control parameters. It
can be concluded that higher θ values result in faster convergence and when the step size is con-
stant, the convergence rate is roughly sublinear. From Fig. 2.3, as θ values increases, cost functions
converge to the same value while results in Fig. 2.2 indicate that high θ values lead to strong “dis-
agreement” among agents. This suggests that the proposed generalized gossip-based distributed
optimization policy can be very useful in the context of multi resource and consumption entities or
multiple supply-demand optimization problems. When the step size is chosen in different ways, i.e.,
constant and diminishing, as shown in Fig. 2.4, it arrives at the conclusion that the constant step
size enables the algorithm to converge faster while the diminishing step size allows the algorithm
to converge more accurately with more iterations.
Note that ideally if the optimal solution for the objective function defined for the building system
is not better than the greedy suboptimal solutions, one should change the objective function itself.
However, in this paper, we aim to study scenarios where the globally optimal solution may be too
difficult and time-consuming to obtain in real-time. Also, the agents (zones) can be too diverse from
their requirements point of view (which may not be known at the beginning or can changes on the
40
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Figure 2.5: A partially connected graph consisting of 10 agents (divided into 3 groups); the dashed
line indicates weaker connectivity between agents
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Figure 2.6: Supply air temperature convergence plots with partially connected graph with constant
(left) and diminishing (right) step sizes corresponding to θ = 0.5
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Figure 2.7: Supply air temperature convergence error plots with partially connected graph with
constant and diminishing step sizes corresponding to θ = 0.5
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fly) and hence, the globally optimal solution can become too conservative. While a more complex
multi-objective optimization problem can be defined to resolve these competing objectives, here
we try to explore whether certain special suboptimal solutions can be achieved from this simpler
optimization problem that can be still useful with a small amount of computation. For example,
different groups of agents can naturally emerge from the simple optimization problem that require
demand different solutions as discussed below.
Clustering phenomenon: The partially connected graph is investigated and its specific con-
nectivity can be seen from Fig. 2.5. For initially demonstrating the relationship between control
parameter θ and step size αk we show the convergence with sufficiently large number of iterations.
Figure 2.6 shows that when the step size is constant, with control parameter θ value (= 0.5), the
“clustering” phenomenon is more pronounced such that for different clusters (Zones 0, 1, 2 for one
cluster, zones 3, 4, and 5 for the second cluster and zones 6, 7, 8, and 9 for the third cluster),
they have locally optimal supply air temperatures. Therefore, the primary function of control pa-
rameter identified in the proposed algorithm aims at controlling the optimization in the spectrum
from “complete agreement” to “complete disagreement”. Also, with proper design of Π and θ, the
proposed scheme can be used for multiple heterogeneous supply-demand scenarios. However, when
the step size is diminishing, the results of interest show the difference of supply air temperature
between multiple zone clusters reducing, as seen in Fig. 2.6, which illustrates that with sufficient
iterations all zones eventually converge to the same supply air temperature. Moreover, in Fig. 2.7
results signify the convergence errors with iterations and reflect the same conclusion as in Fig. 2.6.
Because it can be observed that the convergence error with constant step size is approximately 3
times as that with diminishing step size. Consequently the numerical results validate that such two
parameters can affect the error bounds shown in the main analytical results.
Effect of noise: As mentioned in the above context, noise can be divided into measurement
noise and modeling uncertainty. As shown in Fig. 2.8, it can be observed that error bounds without
noise and with modeling uncertainty are roughly overlapped while error bounds with measurement
noise oscillates more. It is concluded that the measurement noise negatively affects convergence
more significantly than the modeling uncertainty. Therefore, the numerical results validate the
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Figure 2.8: Convergence with or without noise
analytical results for the proposed algorithm.
We have etablished the constrained distributed optimization framework for the large-scale net-
worked systems and proposed a generalized gossip-based subgradient method by the combination
of time-synchronous generalized gossip protocol and distributed subgradient method. The intro-
duction of the user-defined control parameter θ yield a spectrum from the globally optimal solution
to the different suboptimal solutions, which plays a critical role in controlling the temporal con-
vergence and the accuracy of solutions. Next, we extend the distributed optimization framework
to the machine learning area in which centralized optimization techniques are still widely popular.
However, as the size of data and model becomes massive, distributed optimization approaches have
been receiving considerable attentions although the theoretical and practical frameworks may not
sufficiently be developed.
2.7 Summary
This chapter presents a generalized gossip-based subgradient method which introduces a user-
defined control parameter to enable a spectrum from the globally optimal solution to the locally
sub-optimal solution. We show the first-order and the second-order convergence properties as well
as the negative effect of noise on the error bounds. The conclusion suggests that the control
parameter can be used to control the trade-off between the solution accuracy and convergence rate.
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CHAPTER 3. SUPERVISORY CONTROL AND DISTRIBUTED
OPTIMIZATION OF BUILDING ENERGY SYSTEMS
In the last chapter, we have proposed the generalized-gossip based subgradient method and
showed the first-order and second-order convergence properties. This chapter will present a dis-
tributed optimization framework for energy efficiency associated with HVAC systems using a gen-
eralized gossip methodology. First, a distributed energy optimization framework is proposed which
is different from the conventional centralized framework and easily adaptive to be scalable for large-
scale building energy systems. Second, a methodology based on generalized-gossip based subgradi-
ent is used to solve the distributed optimization problem in which total energy cost is minimized
while satisfying local thermal zone comfort requirements. Finally, we implement the proposed algo-
rithm in the real test bed in the Iowa Energy Center incorporates a recently developed distributed
control and sensing platform called VOLTTRONTM Haack et al. (2013a).
The variable nomenclature for this chapter are provided in Table 3.1.
3.1 Problem Formulation
In this section we present the formulation of the proposed methodology using a illustrative
example scenario for the air-side HVAC system as shown in Fig. 3.1.
3.1.1 Air-side HVAC System
The typical configuration of a air handling unit (AHU) - variable-volume-box (VAV) HVAC
system is shown in Figure. 3.1. A central AHU provides conditioned air to VAV boxes associated
with local zones, which in turn supply conditioned air to each zone. There are two kinds of actuators
installed in each VAV, i.e., a damper to control the conditioned air flow rate and a reheat coil to
heat up the air. Then return air from each local zone is pumped back to AHU by a return air fan,
and is mixed with fresh outside air. The AHU dampers are able to determine the amount of return
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Table 3.1: Nomenclature
Variables Definition
αc Cooling energy coefficient
αh Heating energy coefficient
m˙ Air mass flow rate
T iDA Discharge air temperature (for zone i)
TMA Mixed air temperature
TSA Supply air temperature
TRA Return air temperature
TOA Outside air temperature
T i Zone temperature (for zone i)
THSP Zone heating set point
TCSP Zone cooling set point
cp Air specific heat capacity
EAct Actual total energy
EC Cooling energy
ERH Reheat energy
EF Fan power
and outside air when they are mixed. Subsequently the mixed air flows through both heating and
cooling coils in AHU and finally a supply fan pumps the supply air into VAVs. Common practice
in buildings is to keep the supply air temperature (SAT) setpoint constant and use the local control
to modulate air based on user preferences. In this context supply and return fans play a critical
role in maintaining a certain static pressure throughout ducts in the HVAC system. In terms of
supervisory control, several setpoints, such as SAT setpoint, mixed air temperature setpoint and
duct static pressure setpoint need to be considered for energy usage minimization while maintaining
zone comfort requirements. However, in this work we only consider SAT setpoint as the decision
variable of the optimization problem to show the effectiveness and applicability of the proposed
algorithm.
3.1.2 Energy Optimization Model
This subsection presents the optimization problem associated with the air-side HVAC sys-
tem. Typically, local zones in a building have different comfort requirements and different ex-
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Figure 3.1: Typical layout of an AHU-VAV HVAC system
ternal/internal loads. For example, the perimeter zones are significantly affected by solar load
compared to interior zones. In such a case, use of typical constant SAT setpoint (e.g., 55◦F ) for
satisfying the requirements of each zone may not be suitable for having optimal HVAC operation.
Hence, optimization methodology is needed and can assist determining a variable setpoint that
reduces the energy consumed by the whole air-side HVAC system. On the specific energy con-
sumption, this work takes into consideration the cooling/heating energy consumed by AHU, the
reheat energy consumed by VAV boxes and the power cost by return air and supply air fans. We
also consider energy consumption by some other electrical equipments, e.g., chillers, chiller pumps,
and water loop pumps in this paper only for energy calculation and not for the optimization process
as the SAT setpoint is the unique decision variable.
Cooling/heating Energy : In AHU, there are two modes, i.e., cooling and heating modes cor-
responding to cool down and heat up the mixed air temperatures respectively. In this paper, we
only consider the cooling mode for the problem formulation. The following expression describes
the cooling energy consumed by the cooling coil in the AHU
EC = αcm˙cp(TSA − TMA) = αc
∑
i∈V
m˙icp(TSA − TMA) (3.1)
where i represents ith zone in a building, V = {1, 2, ..., N}. The heating mode follows the similar
formula with reheat energy coefficient.
Reheat Energy : Energy consumed by a reheat coil in a VAV box can be expressed by the
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following formula
ERH = αh
∑
i∈V
m˙icp(T
i
DA − TSA) (3.2)
Fan Power : In this work, we simplify the fan power as a second order polynomial which is
function of the air flow rate
EF = a0 + a1m˙+ a2m˙
2 (3.3)
where a0, a1 and a2 are the polynomial coefficients.
Actual Energy : The total amount of actual energy including the cooling energy consumed in
AHU, the reheat energy consumed in VAVs and the fan power can be written as
EAct = EC + ERH + EF (3.4)
As mentioned above, the mixed air consists of return air and outside air such the relation among
these three variables, i.e., TMA, TRA and TOA can be expressed as TMA = λTRA + (1 − λ)TOA =
λ
∑
i∈V m˙
iT i∑
i∈V m˙i
+ (1− λ)TOA, where λ herein indicates the fraction of return air in mixed air.
Furthermore, at a reheat coil, the relation between discharge air temperature T iDA and supply
air temperature TSA in a VAV box is expressed by T
i
DA = TSA + ∆T
i
DA. ∆T
i
DA is the difference
between supply air temperature and discharge air temperature which in this context is with respect
to VAV reheat coil parameters, namely, inlet hot water temperature (Twi), inlet hot water mass
flow rate (m˙iw), inlet air temperature (i.e., supply air temperature, TSA) and air mass flow rate
(m˙i). Also, the zone temperature model can be described in this case as a function with regards
to several parameters: T i = f(TSA, m˙
i,∆T iDA, TOA). Regarding more details about specific ex-
pression of the zone thermal dynamics please see Chinde et al. (). The major constraints in this
energy optimization problem due to the capabilities of actuators and comfort requirements which
are considered as follows:
m˙i ∈ [m˙imin, m˙imax]: Due to the VAV damper capacity the air flow rate is bounded above and below;
TSA ∈ [(TSA)min, (TSA)max]: the supply air cannot be heated up or cooled down infinitely due to
the capacity of a heating or cooling coil;
T iref ∈ [THSP , TCSP ]: the zone temperature is controlled between the cooling and heating temper-
ature setpoints based on the real test bed requirements;
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∆T iDA ∈ [(∆TDA)min, (∆TDA)max]: the discharge air temperature is as well controlled in between
a range due to the capacity of a reheat coil.
The proposed supervisory control framework based on distributed optimization aims at mini-
mizing the building energy consumption while satisfying different zone comfort requirements. Based
on the above discussion the cost function proposed for determining the optimal AHU SAT can be
expressed as follows
T ∗SA = argmin
TSA
J
s.t. TSA ∈ [(TSA)min, (TSA)max]
where J = ωEAct + (1− ω)ρ
∑
i∈V
m˙i‖T i − T iref‖22
(3.5)
where, ω is defined as the weight index that indicates the trade-off between the energy consumption
and zone comfort requirements. For avoiding the issue of scaling between energy and comfort cost
values, we also introduce a scaling parameter ρ. With the above setup, the overall distributed
optimization problem is stated as follows.
T ∗SA = argmin
TSA
N∑
i=1
J i
s.t. TSA ∈ [(TSA)min, (TSA)max]
where J i = ω{αcm˙icp(TSA − λ
∑
i∈V m˙
iT i∑
i∈V m˙i
− (1− λ)TOA) + αhm˙icp∆T iDA + (a0 + a1m˙i + a2(m˙i)2)}
+ (1− ω)ρ‖T i − T iref‖22
(3.6)
The third term on the right hand side of cost function should be a0 +a1
∑
i∈V m˙
i+a2(
∑
i∈V m˙
i)2 in
the global objective function. The term of a2(
∑
i∈V m˙
i)2 affect the distributed characteristics of our
solution approach. In this context, it is bounded above by a2
∑
i∈V(m˙
i)2 using Cauchy-Schwartz
inequality Zhang et al. (2016b). Therefore, rather than minimizing the consumption directly, we
minimize its upper bound.
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Figure 3.2: Workflow of the proposed supervisory control framework
3.1.3 Optimization Algorithm Overview
In our work, optimal AHU supply air temperature is determined by the proposed algorithm
based upon the information dissemination and exchange among different local zones. The critical
advantage of this proposed supervisory optimization framework is in a) computing subgradients
of the individual (any suitable thermal zone modeling scheme) zones based on their individual
cost functions (J i). b) optimal SAT setpoint is obtained by utilizing individual subgradients with
the consensus protocol at the supervisory level. As mentioned above local zones comfort can
be maintained by local controllers such that a PI control strategy is applied to these local con-
trollers. Such a control strategy is quite popular in the commercial buildings for most of the HVAC
equipment Bengea et al. (2015). Note however that one can implement more sophisticated control
strategy Chinde et al. (2017) to local zones for realizing the same functions with no major change in
the proposed framework. Fig. 3.2 shows the basic working process of the supervisory control frame-
work proposed here involving supply air temperature setpoint optimization and building operation.
The following algorithmic format gives a detailed overview of the entire process.
For signifying a complete collaboration among zones and simplicity, Π in this context is defined
as a uniformly doubly stochastic matrix which indicates that the network is fully connected. u is the
number of cycles; each cycle includes one distributed optimization process among local zones and
the simulated building operation over one optimization interval. k indicates iteration number in
optimization. TSAact is the actual supply air temperature while TSAsp is the supply air temperature
setpoint. ζ denotes the step size.
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Algorithm 1 Supervisory Control Algorithm
1: initialize ζ, θ, TSA(0), TSA(1),Π, α0
2: set u = 1
3: loop over u (until building operation schedule expires)
4: set k = 2
5: loop over k
6: for i = 1 to N do
7: calculate J i(k − 1), J i(k + 1)
8: gi(k) u J
i(k+1)−Ji(k−1)
2ζ
9: end for
10: TSA(k + 1) = PX[(1− θ)ΠTSA(k) + θ(TSA(k)− αkg(k))]
11: if (termination criterion met) then
12: Break
13: else
14: k = k + 1
15: end if
16: end loop over k
17: Run the building operation with TSAsp = TSA(k+ 1) over the span of one optimization interval
18: TSA(1) = TSAact at the last time instant of building operation
19: u = u+ 1
20: end loop over u
3.2 Results and Discussion for a Case Study
This section presents a numerical case study for validating the proposed algorithm. Such a
case study includes a simulation platform which involves one AHU and six zones that is based on
the real testbed in Energy Resource Station developed and maintained by the Iowa Energy Center
due to the available system data. The test bed in the Iowa Energy Center as shown in Figure 3.3
includes two systems (i.e., A & B systems) with the identical configuration IEC (2010) and Chinde
et al. (). There are 8 zones associated with systems A & B distributed in 4 directions. In each
direction, the zones controlled by the systems A & B respectively are identically configured. Such
a test bed can provide a quite good comparison between different control strategies for clearly
calculating energy consumption and zone comfort violation. It should be noted that in the latter
experimental analysis we use 4 zones since during the experiment time, there are 4 zones being
technically maintained in Iowa Energy Center. For testing the efficacy of the proposed algorithm,
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Figure 3.3: Real test bed configuration in Iowa Energy Center
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Figure 3.4: AHU supply air temperature under supervisory control and baseline control with dif-
ferent outside air temperatures
a typical baseline strategy in which supply air temperature is kept constant at 55◦F is considered.
Furthermore, we use the actual historical data (winter season) from the testbed to train and test
the zone thermal models which are used in the supervisory control framework.
We investigate a one month period for validating the algorithm under different temperature
conditions. In order to maintain the reliability of the zone temperature predictions and supply
air temperature setpoint optimally, the optimization interval is fixed to be a short time i.e., 15
minutes. Fig. 3.4 shows that optimized supply air temperature setpoint is dynamic compared
to the (constant) baseline under different outside air conditions. As shown in Figure 3.5, zone
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Figure 3.5: Zone temperatures with different outside air temperatures under supervisory control
temperature regulation performs quite well for all 6 zones during one day time, including unoccupied
(65◦F−72◦F ) and occupied (67◦F−70◦F ) hours. Figure 3.5 also shows that local zone temperatures
approach heating setpoint quite closely in the winter season such that energy can be saved in baseline
case and supervisory control scheme. To further study the supervisory control performance under
heterogeneous disturbances, different days outside air temperature conditions are used.
An observation of the AHU supply air temperatures and zone temperature regulation during
different days correspondingly implies that the proposed control scheme is quite robust against
disturbances caused by different external and internal factors while minimizing energy consump-
tion in the HVAC system. The observation of zone temperatures also indicates no violation of
comfort setpoints in this case. As shown in Figure 3.6, it can be concluded that within all 28
days, zone temperature regulation by the proposed supervisory control scheme is found to consume
less energy compared to baseline control. Figure 3.7 shows the amount of energy consumption
during 6 representative days by AHU heating/cooling coils, VAV reheat coils and return/supply
air fans under baseline and supervisory control. The results indicate the use of supervisory control
framework saves energy compared to baseline. Therefore, the above analysis associated with en-
ergy savings and zone temperature regulation has validated the effectiveness and efficacy of both
the proposed distributed supervisory control framework using generalized gossip-based subgradient
method for HVAC systems. Furthermore, such a framework can be a potential technical solution
to the large-scale building energy efficiency problem.
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Figure 3.6: Total energy consumption in 28 test days in winter
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3.3 VOLTTRONTM based Deployment and Validation
3.3.1 Deployment with VOLTTRONTM
VOLTTRONTM Lutes et al. (2014); Haack et al. (2013a) is an open source language-agnostic dis-
tributed control and sensing platform developed by Pacific Northwest National Laboratory (PNNL)
and targeted towards managing wide spectrum of applications which includes heating, ventilation,
and air-conditioning (HVAC) systems, Building to grid applications etc. This open source plat-
form provides benefits in terms of adding additional features and functionality to software such
as developing agents and enables integration of various systems to communicate and provides ro-
bust environment. The platform has default BACnet, Modbus drivers and provides frameworks
for building custom drivers. VOLTTRONTM supports numerous database options of which SQLite
is considered as the VOLTTRONTM Historian due to its automatic database creation during the
launch and easy to use. The configuration of VOLTTRONTM for the proposed testbed application
is shown in Fig. 3.8. VOLTTRONTM workstation is connected to the physical system network over
BACnet/IP network and the devices of interest as shown in Fig. 3.8 such as (VAV-EA, VAV-SA
etc.,) support BACnet protocol, hence it provides advantage to use default drivers and configure
them appropriately.
The software architecture of VOLTTRONTM based implementation is shown in Fig. 3.9. There
are several default agents developed in VOLTTRONTM such as the actuator agent, weather agent,
listener agent etc., the only agent which implements the proposed algorithm in the VOLTTRONTM
framework is the optimization agent. A detailed description of these agents developed in VOLTTRONTM
can be found in Chinde et al. (2016); Haack et al. (2013b). Briefly speaking, the work flow is the
use of master driver and BACnet proxy agent to collect data (zone temperatures, mass flow rates
etc.,) from the individual devices and to publish them onto the message bus. The optimization
agent subscribes to the data from message bus and process the information based on the algorithm
to publish the optimized supply air temperature setpoint onto message bus which then through
actuator agent is sent directly to the device. A more detailed description on the implementation
aspects is reported in Chinde et al. (2016).
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Figure 3.8: Configuration of VOLTTRONTM: there are two networks, i.e., Ethernet network and
BACnet network; in the Ethernet network, server, VOLTTRON workstation, chiller A, chiller B,
and Distech managers are connected; in the BACnet network, AHU and VAVs are connected
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Figure 3.9: Software architecture of VOLTTRONTM based implementation: in VOLTTRON, the
BACnet Proxy Agent connects the BACnet devices (AHU and VAVs); through the master driver
agent, they can publish information to the message bus; other agents can subscribed those published
information; the weather agent can also publish and subscribe to the information on the message
bus; data from the message bus can also be stored via historian agent
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Table 3.2: Comparisons of energy consumption between Systems A and B
Method 6 days with 31 hrs 3 days with 60 hrs
System B 2.3× 106 BTU 3.4× 106 BTU
System A 2.05× 106 BTU 2.93× 106 BTU
3.3.2 Experimental Results and Discussion
The proposed algorithm is implemented on the real test bed in Iowa Energy Center using the
VOLTTRONTM platform recently developed by Pacific Northwest National Laboratory (PNNL).
Details about steps from installing to configuring devices and writing agents is reported in Haack
et al. (2013b); Chinde et al. (2016). This section mainly presents the results obtained from the
implementation and the related discussion. Note, that the real test bed works within two modes,
i.e., occupied mode (6:00 AM - 6:00 PM) and unoccupied mode (6:00 PM - 6:00 AM). The proposed
algorithm is implemented on system A while system B is operated normally as a baseline case for
the comparison of these two systems.
The proposed algorithm is implemented on system A while system B is operated under nominal
conditions (baseline strategy). Systems A and B run in the following time intervals due to the real
test bed conditions:
1. 4:30 PM - 6:00 PM on 07/20/2016
2. 12:30 PM - 6:00 PM on 07/21/2016
3. 12:00 PM - 6:00 PM on 07/22-07/25/2016
4. 12:00 PM - 11:59 PM on 07/29/2016
5. 07/30/2016
6. 07/31/2016
The preliminary observation on energy analysis is conducted by looking into the profiles of
key variables such as mixed air temperature, supply air temperature, supply air volumetric flow
rate, and zone temperature. Figure 3.10 shows the mixed air temperature, supply air temperature,
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Figure 3.10: Mixed Air Temperature, Supply Air Temperature and Supply Air Temperature Set
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Figure 3.12: Supply Air Volumetric Flow Rate comparison between Systems A and B from 07/20-
07/25/2016
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Figure 3.13: Supply Air Volumetric Flow Rate comparison between Systems A and B from 07/29-
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Figure 3.14: East Zone Temperature comparison between Systems A and B
and supply air temperature set points for systems A and B. It can be observed that supply air
temperature set point of system B is 55◦F while the set point of system A is time-varying and
higher than that of system B. Correspondingly the supply air temperatures of these two systems
follow the same trend. The mixed air temperature of system B is lower than that of system A while
the cooling energy consumed by system A is less than that of system B as the gap between mixed air
temperature and supply air temperature is smaller for system A. The same phenomenon can be also
observed from Fig. 3.11. Figures 3.12 and 3.13 show the supply air volumetric flow rates of systems
A and B which demonstrate that system A most of the time has lower air volumetric flow rate than
system B. It accordingly indicates that system A consumes less fan power to pump conditioned
air to local zones. Zone comfort requirement is also a key factor for addressing the difference
between systems. Figure 3.14 show the east zone temperatures during 07/29 - 07/31/2016. The
temperatures of local zone controlled by AHU A are roughly maintained between the heating and
cooling set points (68◦F − 72◦F ). Also within the unoccupied mode system A outperforms system
B as zone temperatures is controlled in the middle such that less reheat energy is consumed after
the occupied mode begins.
The Table 3.2 shows the total energy consumption of these two systems and it can be ob-
served that from Table 3.2 the energy savings are 10.8% and 13.7% respectively in two different
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times. The major saving in system A is attributed to less energy consumed by the chiller and
cooling energy consumed by the cooling coil in AHU. Therefore, the experimental results show that
compared to the conventional control method the proposed supervisory control framework using
distributed optimization method can effectively achieve energy saving while maintaining thermal
comfort requirements.
3.4 Summary
This chapter presents the details of experiments on a real testbed by using the proposed al-
gorithm. Different from centralized optimization techniques, the distributed optimization-based
supervisory control scheme is able to seek the optimal temperature set points for the agent-based
building energy system such that the experimental implementation can take into account not only
the local zone thermal comfort requirements but also the energy efficiency. We also conduct the real
experiments to demonstrate the efficacy of the proposed approach and claim that the consensus-
based distributed optimization methods are potentially alternatives of optimal building controls in
large-scale building energy systems.
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CHAPTER 4. CONSENSUS AND DISAGREEMENT TRADE-OFFS IN
DISTRIBUTED STRONGLY CONVEX OPTIMIZATION
4.1 Introduction
Multi-agent networked systems have seen considerable attention in recent years as they play
a critical role in various application areas such as power network systems, integrated buildings,
transportation networks, and mobile robotics Jadbabaie et al. (2006), Patterson et al. (2010), Saber
et al. (2007). In a typical multi-agent networked system different agents abstracted from actual
sensing and actuating parts interact with each other by communication and information exchange
such that a (global or local) decision is achieved by the agents. However, many practical problems
may require multiple local optimal solutions that are useful for local sub-groups of agents. This
chapter addresses an issue articulated in the introductory chapter that there is a trade-off between
consensus and disagreement in networked systems.
We propose a new problem setup by introducing the notion of controlling the tradeoff between
the level of consensus and the level of disagreement among agents in deciding the optimal solu-
tion(s). The formulation of the proposed cost function has notional similarity with the concept of
augmentability Hestenes (1975); Boyd et al. (2011) where a quadratic penalty term (also referred to
as the consensus term in literature and used in this paper) is added to the primary cost term (i.e.,
summation of local objective functions). Such a formulation achieves a weighted consensus but not
global variable consensus where a center variable is defined to guide the local workers Zhang et al.
(2015a). A recent publication Zeng and Yin (2017) reported a nonconvex decentralized gradient
descent for nonconvex optimization problems in which the authors established a Lyapunov func-
tion to obtain a modified cost function that is similar to the cost function proposed in this paper.
However, they did not consider the tradeoff between the minimization of the primary cost term
and the consensus among agents.
We study the trade-off between consensus and disagreement in distributed optimization by
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formulating a new problem setup and proposing a distributed generalized consensus-based gradient
(DGCG) algorithm to solve it. We consider a graph describing multiple sub-groups of agents within
the overall networked system and the goal is to obtain different optimal solutions for different sub-
groups within the same optimization process. The graph is represented by an agent interaction
matrix (or the weight matrix) designed for belief exchange among agents strongly within a sub-
group and in a weak manner among the different sub-groups. We show that with constant step size,
the algorithm can converge with a linear convergence rate for strongly convex objective functions
while the convergence rate becomes sublinear with diminishing step size.
4.2 Problem Setup
This section constructs the proposed problem setup in an unconstrained distributed optimiza-
tion setting. We use an illustrative example to motivate the problem formulation first.
4.2.1 Illustrative Example
We consider a typical heating, ventilation, and air-conditioning (HVAC) system (as shown in
Figure 4.1) involving an air handling unit (AHU) - variable air volume (VAV) network. The working
mechanism in this networked system is as follows: the AHU provides supply air (conditioned air)
for each local zone where based on their zone comfort requirements supply air is reheated in the
VAVs before discharging air to the zones. Typically, supply air temperature (SAT) is set low
(and constant) to satisfy different zone comfort requirements resulting in large energy wastage.
In Jiang et al. (2016) the authors proposed a distributed optimization algorithm to optimize the
energy consumption while maintaining the zone comfort requirements such that the SAT is not
constant but time-varying given internal and external loads. However, if the zone requirements are
significantly different from each other, a globally optimal SAT set point solution may not be ideal.
Instead, different ‘groups’ or ‘clusters’ of zones can be considered with different SAT set points. To
realize that within a single optimization problem, we consider an underlying graph that strongly
connects zones within a ‘cluster’ (e.g., based on energy requirements of the zones) while connecting
different clusters through certain zones (termed here as ‘gateway agents’) in a much weaker fashion.
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The weight matrix of the graph represents the strength of the connections. Note, we consider that
the graph with intended clusters is static and is provided to the optimization problem. However,
in real applications, this graph can be dynamic in nature and can be discovered from data during
operation.
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Figure 4.1: A typical AHU-VAV network in a building HVAC system
4.2.2 Problem Setup
Motivated by the illustrative example mentioned above, the proposed problem setup of dis-
tributed optimization is presented in this section. We revisit the spectral graph theory in Chapter 2
and restate the setup here for completeness. Consider a static undirected graph G = (V, E), where
V is a vertex set (or node set), E is an edge set. Consequently, if we assume that there exist N
nodes in the networked system, V = {1, 2, ..., N} while E ⊆ V × V. If (i, j) ∈ E , then agent i can
communicate with agent j. A node i ∈ V has its neighbors Nb(i) , {j ∈ V : (i, j) ∈ E}. We assume
that the network G is connected without loss of generality throughout this paper. We consider a
distributed unconstrained optimization problem on the network, modified from Jiang et al. (2017a):
min J ,
N∑
i=1
θf i(xi) + (1− θ)
∑
j∈Nb(i)
piij
‖xi − xj‖2
2
(4.1)
where xi ∈ Rd, f i : Rd → R, i = 1, 2, . . . , N are local objective functions only known to agents i,
θ ∈ (0, 1] is the control parameter, piij is the ith row and jth column entry of the weight matrix Π,
where Π ∈ RN×N is a row stochastic matrix.
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Remark 32 The problem setup in Zhang et al. (2015a) is discussed below to compare the similarity
of objective functions with the proposed scheme.
min J ,
N∑
i=1
f i(xi) +
ρ‖xi − x˜‖2
2
(4.2)
where ρ is a penalty term that can prevent local agents from being far away from the center variable
x˜. The proposed algorithm in Eq. 4.1 on the other hand tracks the difference between an agent and
other agents in its neighborhood in a weighted manner. Another significant difference is that in the
proposed scheme, one can control the level of consensus among agents while global consensus is the
target in the problem formulation described by Eq. 4.2.
To compare the proposed problem setup with traditional constrained optimization problems,
we introduce the following:
min J ,
N∑
i=1
f i(xi) (4.3a)
s.t. xi = xj , ∀(i, j) ∈ E (4.3b)
However, the above problem setup still aims to achieve the global optimum while being slightly
different from the setup in Eq. 4.2 in the way that this formulation is leaderless and depends only on
the communication among agents. Further, by defining a multiplier µ, Eq. 4.3 becomes equivalent
to the following unconstrained problem:
min J ,
N∑
i=1
f i(xi) + µ
∑
j∈Nb(i)
piij
‖xi − xj‖2
2
(4.4)
Such a problem setup suggests that tuning the parameter µ iteratively can result in the final
convergence of solution of Eq. 4.4 to the solution of Eq. 4.3. By further replacing µ with α−1,
the problem setup becomes same as the objective function in Zeng and Yin (2017), which was
proposed for solving the nonconvex optimization problems. Note, this problem still focuses on
achieving single global optimization solution.
Remark 33 The proposed problem setup in this paper uses the parameter θ ∈ (0, 1] that controls
the tradeoff between achieving individual objectives (i.e., disagreement) and complete consensus.
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The objective function is presented in a decentralized form where consensus can be achieved due to
the second term and control parameter. Note, the second term in the problem setup is also convex.
In the first term, f is can be convex, possibly Lipschitz continuous or with more stronger conditions.
However, in this paper, only the strongly convex case is investigated.
4.3 Proposed Algorithm
This section mainly presents the proposed algorithm and necessary assumptions for character-
izing the main results in the next section.
Let
1. x = [x1;x2; . . . ;xN ] be the states of the agents;
2. f(x) = [f1(x1); f2(x2); . . . ; fN (xN )] be the objective functions;
3. ∇f(x) = [∇f1(x1);∇f2(x2); . . . ;∇fN (xN )] be the gradients of the objective functions.
For simplicity, in this paper, we let d = 1. When d>1, we need to use the Kronecker product,
but the analysis follows from the similar procedures and techniques presented in this context.
Therefore, Eq. 4.1 can be equivalent to the following objective function
J = θ1T f(x) + (1− θ)‖x‖
2
I−Π
2
(4.5)
where Π is the designed weight matrix and ‖ · ‖I−Π denotes the norm with respect to the PSD
matrix I −Π.
Before calculating the gradient of J there are several generic definitions and assumptions im-
posed for this paper.
Definition 34 (γ-Lipschitz differentiable) A function f is γ-Lipschitz differentiable if it satisfies
the following relation for all x, y ∈ Rd
f(y) ≤ f(x) +∇f(x)T (y − x) + γ
2
‖y − x‖2 (4.6)
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Definition 35 (H-Strongly convex) A function f is H-strongly convex if it satisfies the following
relation for all x, y ∈ Rd
f(y) ≥ f(x) +∇f(x)T (y − x) + H
2
‖y − x‖2 (4.7)
Definition 36 (Coercivity) A function f is coercive if it satisfies the following relation
f(x)→ +∞, ∀‖x‖ → +∞ (4.8)
Assumption 37 Each local cost function f i : Rd → R ∪ {+∞}, i = 1, 2, . . . , N , is Lipschitz
differentiable with constant γi>0, proper, and coercive.
Let Assumption 5 still hold in this context.
Assumption 38 (Gradient Upper Bound) ∇f(x) is bounded above by some constant C>0, i.e.,
‖∇f(x)‖ ≤ C.
The algorithm distributed generalized consensus-based gradient (DGCG) for solving Eq. 4.1 is
proposed as follows:
xk+1 = xk − αk (θ∇f(xk) + (1− θ)(I −Π)xk)︸ ︷︷ ︸
∇J(xk)
(4.9)
where αk is the step size.
We also consider the following momentum variant of the proposed algorithm to improve the
convergence rate. In that case, we have
xk+1 = xk − αk(θ∇f(xk) + (1− θ)(I −Π)xk) + η(xk − xk−1) (4.10)
In this study, η is selected as 0.95.
Remark 39 The proposed algorithm shows that in contrast with the regular gradient-based meth-
ods Yuan (2008), J(xk) is a linear combination of ∇f(xk) and (I−Π)xk using a parameter θ. Dif-
ferent θ values control the tradeoff between consensus and disagreement among local agents. When
the weight matrix is uniform corresponding to a fully connected graph, small θ results in global
optimum. On the other hand, a non-uniform weight matrix may lead to a “clustering phenom-
ena”, i.e., consensus among agents with high weight connection among themselves, while achieving
disagreement among agents loosely or not connected.
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As f i are assumed to be Lipschitz differentiable, then it is obtained that
∑N
i=1 f
i(xi) is γm =
maxi=1,2,...,N{γi}-Lipschitz differentiable while similarly being Hm = mini=1,2,...,N{Hi}-strongly
convex when they are strongly convex. Therefore, for the new objective fucntion J, it is γˆ-Lipschitz
differentiable for γˆ = θγm + (1 − θ)(1 − λN ) and Hˆ = θHm + 12(1 − θ)(1 − λ2) in strongly convex
case, where λ2 and λN are second and Nth largest eigenvalues, respectively. Let γm>Hm such that
γˆ>Hˆ.
4.4 Main Results
This section presents results obtained by using DGCG for the strongly convex case. The initial
state is set to 0 throughout the analysis.
A proposition for consensus estimate is first stated to guarantee the convergence for global or
clustering optimum scenarios with certain construction of weight matrices.
Proposition 40 (Consensus Estimate) Let Assumptions 37, 1, and 38 hold. For all k ∈ N, when
αk ≤ 1γˆ the iterates {xk} generated by (4.9) satisfy the following relation
‖xk − 1sk‖ ≤ θC
k−1∑
l=1
αlβ
k−1−l (4.11)
where sk =
1
N
∑N
i=1 x
i
k, 0<β<1, B = (1− θ)(I −Π).
Proof. By recursively applying Eq. 4.9 it can be obtained that
xk+1 = −θ[
k−1∑
l=1
k∏
p=l+1
(I − αpB)αl∇f(xl) + αk∇f(xk)] (4.12)
Similarly, the average of xk+1 is as follows:
1
N
11Txk+1 = −θ[
l=1∑
k−1
k∏
p=l+1
1
N
11T (I − αpB)αl∇f(xl)
+
1
N
11Tαk∇f(xk)]
(4.13)
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Therefore, we have the following relation
‖xk+1 − 1
N
11Txk+1‖
= θ‖
k−1∑
l=1
k∏
p=l+1
(I − 1
N
11T )(I − αpB)αl∇f(xl)
+ (I − 1
N
11T )αk∇f(xk)‖
≤ θ
k−1∑
l=1
αl
k∏
p=l+1
‖(I − 1
N
11T )(I − αpB)‖‖∇f(xl)‖
+ θαk‖I − 1
N
11T ‖‖∇f(xk)‖
(4.14)
The last inequality follows from the triangle inequality and matrix norm property. There exists
some non-negative constant β<1 such that ‖(I− 1N 11T )(I−αkB)‖ ≤ β as I− 1N 11T is a contractive
projection matrix. Therefore,
‖xk+1 − 1
N
11Txk+1‖
≤ θ
k−1∑
l=1
αlβ
k−l−1‖∇f(xl)‖+ θαk‖∇f(xk)‖
(4.15)
Combining Assumption 38, we have
‖xk+1 − 1
N
11Txk+1‖ ≤ θC
k∑
l=1
αlβ
k−l (4.16)
Replacing k + 1 with k yields the desired result.
Remark 41 When the step size is constant, we have that for k →∞, ‖xk−1sk‖ ≤ αθC1−β . Although
this upper bound may not be too tight, this relationship shows that it is proportional to the step
size α, the control parameter θ, and the constant C . However, when θ = 1, the agents settle
to states that optimize their individual objective functions. On the other hand, when θ → 0, all
the agents (irrespective of the connectivity of Π, where λ2<1) achieve consensus over their states.
As θ is slowly reduced from 1 to 0, the agents that have connections with higher weights among
themselves (i.e., form a ‘group’ or ‘cluster’), achieve consensus within their groups. As θ is further
reduced, these groups merge, forming larger groups. The grouping phenomena at given value of θ
is also dependent on the similarity of the individual agents’ objective functions in addition to the
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interagent connectivity. When the step size is diminishing, consensus can be eventually achieved
with infinite number of iterations. However, θ is an important control parameter to control the
consensus levels in both constant and diminishing step sizes. Appropriately chosen θ is able to
speed up the convergence rate.
Based on the definition of strong convexity, it suggests the unique optimizer and a relation
between gradient and function value, namely, 2Hˆ(J(x) − J∗) ≤ ‖∇J(x)‖2 for all x ∈ RN , where
J∗ = J(x∗), where x∗ is the optimizer. A key lemma is stated as follows to characterize main
results.
Lemma 42 Let Assumptions 37 and 1 hold. For all k, the iterates {xk} generated by (4.9) satisfy
J(xk+1)− J(xk) ≤ −(1− γˆαk
2
)αk‖∇J(xk)‖2 (4.17)
This lemma states that when the objective function J is Lipschitz differentiable, under Assump-
tions 37 and 5, it can have sufficient descent within the function value when the step size can satisfy
the certain condition, which is stated in the following.
Proof. Based on Definition 34, the following relation is obtained
J(xk+1)− J(xk) ≤ ∇JT (xk)(xk+1 − xk)
+
γˆ
2
‖xk+1 − xk‖2 = −αk‖∇J(xk)‖2 + γˆ
2
αk‖∇J(xk)‖2
(4.18)
The last inequality follows from ∇J(xk) = θ∇f(xk) + (1− θ)(I −Π)xk. Rearrangement of the last
inequality yields the desired result.
With this relation in hand, we are ready to state the following proposition.
Proposition 43 Let Assumptions 37 and 1 hold. For all k, when the step size αk = α ≤ 1γˆ , the
iterates {xk} generated by (4.9) satisfy
J(xk)− J∗ ≤ (1− αHˆ)k−1(J(x1)− J∗), (4.19)
which shows that the function value converges to the optimal value with a linear convergence rate.
Proof. According to Lemma 42, combining with αk = α ≤ 1γˆ together, we have
J(xk+1)− J(xk) ≤ −α
2
‖∇J(xk)‖2 (4.20)
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Since 2Hˆ(J(x)− J∗) ≤ ‖∇J(x)‖2, then the following inequality is attained
J(xk+1)− J(xk) ≤ −αHˆ(J(xk)− J∗) (4.21)
Subtracting J∗ on both sides, and rearranging the corresponding inequality lead to the following
J(xk+1)− J∗ ≤ (1− αHˆ)(J(xk)− J∗) (4.22)
Recursively applying the last inequality results in the desired result.
Remark 44 As γm>Hm, then γˆ>Hˆ. Under this condition, it can be obtained that 1 − αHˆ<1.
This proposition has a good consequence that when the objective functions are strongly convex and
the constant step size satisfies a certain condition, the proposed algorithm has a linear convergence
rate. It should be noted that the linear convergence rate is a standard result for the centralized
gradient descent method when the objective function is Lipschitz differentiable and strongly convex
with a sufficiently small step size.
Next we discuss the strongly convex case with diminishing step size, which satisfies that
limk→∞ αk = 0,
∑∞
k=0 αk =∞.
Proposition 45 Let Assumptions 37 and 1 hold. Suppose that αk =
1
k+w , w>0 such that α1 ≤ 1γˆ .
Then for all k, the iterates {xk} generated by (4.9) satisfy
J(xk)− J∗ ≤
k−1∏
l=1
(1− αlHˆ)(J(x1)− J∗), (4.23)
which shows that the function value converges to the optimal value with a sublinear convergence
rate when k →∞.
Proof. According to Lemma 42, by combining αk =
1
k+w and α1 ≤ 1γˆ , it can be obtained
J(xk+1)− J(xk) ≤ −1
2
αk‖∇J(xk)‖2 (4.24)
Similarly, using 2Hˆ(J(x)− J∗) ≤ ‖∇J(x)‖2 and subtracting J∗ on both sides yield
J(xk+1)− J∗ ≤ (1− αkHˆ)(J(xk)− J∗) (4.25)
Recursively applying the above inequality generates the desired result.
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Remark 46 Similarly, based on Remark 44, it can be obtained that 1 − αkHˆ<1. Proposition 45
shows that when k approaches infinity, the function value converges to the optimal value and the
convergence rate is sublinear.
4.5 Numerical Example
For validating the proposed problem setup and algorithm, we use an agent-based building case
in the context of optimizing the supply air temperature (SAT) for minimizing energy consumption
in a building consisting of 10 zones (agents). In this problem, a general heating, ventilation, and
air-conditioning (HVAC) system associated with a building is investigated. Interested readers can
see Ma et al. (2011) for further details. Each agent consumes cooling energy and reheat energy and
for simplicity, each energy consumption function is assumed to be quadratic for strongly convex
case. The energy consumption for each zone is Ei = c(TMA − TSA)2 + h(TDA,i − TSA)2, where c
is the cooling coefficient, TMA is the mixing air temperature, TDA,i is the ith zone discharge air
temperature, h is the heating coefficient.
We first consider the fully connected graph case where each agent communicates with every
other agent. Figure 4.2 shows the convergence of function value sequences for the strongly convex
case. The results validate the analytical convergence analysis as the convergence rate is observed
to be linear when the step size is constant while sublinear for the diminishing step size. Moreover,
larger θ value results in better accuracy and faster convergence as the cost function J has less
emphasis on consensus, which is reflected in the optimized variable convergence shown in Fig. 4.3.
A non-fully connected graph is used to validate the ‘clustering’ phenomenon of the proposed
methodology. Figure 4.4 shows the non-fully connected graph considered here with 3 clusters and
one agent of each cluster (red color) is selected to be the gateway agent to communicate with other
clusters. In this scenario, we consider that zones in the same cluster have similar or the same
comfort requirements. As shown in Fig. 4.5, observations still imply the linear convergence rate
for constant step size and sublinear convergence rate for diminishing step size. With the designed
state transition matrix, Fig. 4.6 shows the clustering phenomenon. In this case, smaller θ (that
generally implies high degree of consensus) shows clear ‘clustering’ optimal values where individual
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Figure 4.2: Fully connected graph, strongly convex case:(a) Convergence rates with different θ when
α = 0.01 (b) Convergence rates with different θ when step size is diminishing
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Figure 4.4: Non-fully connected graph with 3 clusters
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cluster agents converge. On the other hand, for larger θ, while the convergence is faster, the
‘clustering’ phenomenon is slightly less pronounced. From the above simulation results, we show
the effectiveness of the proposed problem formulation and algorithm.
Figure 4.7 shows the comparison of algorithm performance between DGCG and momentum
variant of DGCG. From the result, it can be observed that DGCG performs the worst with di-
minishing step size but without any momentum. The best performance comes with constant step
size with the momentum term. The approach with diminishing step size and momentum term
outperforms the approach with only constant step size at the beginning. However, after around
600 iterations, the opposite phenomenon can be observed as the diminishing step size becomes
significantly smaller than the constant step size.
4.6 Summary
This chapter presents a new distributed optimization problem formulation by introducing the
notion of controlling the trade-off between consensus and disagreement among agents during a
distributed optimization process. Convergence analysis for the strongly convex objective function
case is presented to show the spectrum from global to locally optimal solutions. The strongly
convex case has linear convergence rate with constant step size and sublinear convergence rate with
diminishing step size. Two numerical scenarios corresponding to a fully connected graph and a
non-fully connected graph based on commercial building HVAC systems are used for validation.
Beyond the results reported in this work.
76
0 50 100 150 200 250 30010
−3
10−2
10−1
100
101
102
103
Iteration
J b
es
t−
J*
 
 
θ = 0.1
θ = 0.2
θ = 0.3
θ = 0.4
θ = 0.5
(a)
0 50 100 150 200 250 30010
−4
10−2
100
102
104
Iteration
J b
es
t−
J*
 
 θ = 0.01
θ = 0.03
θ = 0.05
θ = 0.1
θ = 0.2
(b)
Figure 4.5: Non-fully connected graph, strongly convex case:(a) Convergence rates with different θ
when α = 0.007 (b) Convergence rates with different θ when step size is diminishing
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Figure 4.6: Non-fully connected graph, strongly convex case:(a) optimization solutions when α =
0.3, θ = 0.01 (b) optimization solutions when α = 0.3, θ = 0.1
78
0 200 400 600 800 1000 1200 1400 1600 1800 200010
−4
10−3
10−2
10−1
100
101
102
103
Iteration
J b
es
t−
J*
 
 
α = 0.01
αk = 0.05/(k+1) with momentum
αk = 0.05/(k+1)
α = 0.01 with momentum
Figure 4.7: Comparison of performance between DGCG and momentum variant of DGCG
79
CHAPTER 5. CONSENSUS-BASED DISTRIBUTED STOCHASTIC
GRADIENT DESCENT (CDSGD)
We have established the constrained distributed optimization framework for the large-scale net-
worked systems and proposed a generalized gossip-based subgradient method by the combination
of time-synchronous generalized gossip protocol and distributed subgradient method. The intro-
duction of the user-defined control parameter yield a spectrum from the globally optimal solution
to the different suboptimal solutions, which plays a critical role in controlling the temporal conver-
gence and the accuracy of solutions. Next, in this chapter, we extend the distributed optimization
framework to the machine learning area in which centralized optimization techniques are still widely
popular. As the size of data and model becomes massive, the attentions are shifting towards the
distributed optimization approaches even though the theoretical and practical frameworks are yet
to be developed in a sufficient manner. In the machine learning domain, unconstrained optimization
problems have been studied thoroughly which can be easily extended to the distributed setting.
In this work, we still follow such a convention while discussing the unconstrained distributed opti-
mization problems.
5.1 Formulation for Unconstrained Distributed Optimization
This section presents a typical problem formulation of finite sum minimization in the machine
learning area which is unconstrained and stochastic. While the decision variable x starts with a
vector form, in the latter analysis, it degenerates to a scalar. Therefore, the standard centralized
empirical risk minimization problem typically used in machine learning problems (such as deep
learning) can be expressed as follows:
min
1
n
n∑
i=1
f i(x), (5.1)
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where x ∈ Rd denotes the parameter of interest and f : Rd → R is a given loss function, and f i
is the function value corresponding to a data point i. In this work, we are interested in learning
problems where the computational agents exhibit data parallelism, i.e., they only have access to
their own respective training datasets. However, we assume that the agents can communicate over a
static undirected graph G defined in the section 2.1 which contains N agents. Let Dj , j = 1, . . . , N
denote the subset of the training data (comprising nj samples) corresponding to the j
th agents such
that
∑N
j=1 nj = n. With this setup, we have the following simplification of Eq. 5.1:
min
1
n
N∑
j=1
∑
i∈Dj
f i(x) =
N
n
N∑
j=1
∑
i∈Dj
f ij(x), (5.2)
where, fj(x) =
1
N f(x) is the objective function specific to Agent j. This formulation enables us to
state the optimization problem in a distributed manner, where f(x) =
∑N
j=1 fj(x).
1 Furthermore,
the problem (5.1) can be reformulated as
min
N
n
1TF(x) :=
N
n
N∑
j=1
∑
i∈Dj
f ij(x
j) (5.3a)
s.t. xj = xl ∀(j, l) ∈ E , (5.3b)
where x := (x1, x2, . . . , xN )T ∈ RN×d and F(x) can be written as
F(x) =
[ ∑
i∈D1
f i1(x
1),
∑
i∈D2
f i2(x
2), . . . ,
∑
i∈DN
f iN (x
N )
]T
(5.4)
Note that with d>1, the parameter set x as well as the gradient ∇F(x) correspond to matrix
variables. However, for simplicity in presenting our analysis, we set d = 1 in this paper, which
corresponds to the case where x and ∇F(x) are vectors.
We now recall several key definitions and assumptions presented in the last chapter that char-
acterize the objective functions and the agent interaction matrix.
Definition 47 A function f : Rd → R is H-strongly convex, if for all x, y ∈ Rd, we have f(y) ≥
f(x) +∇f(x)T (y − x) + H2 ‖y − x‖2.
1Note that in our formulation, we are assuming that every agent has the same local objective function while in
general distributed optimization problems they can be different.
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Definition 48 A function f : Rd → R is γ-smooth if for all x, y ∈ Rd, we have f(y) ≤ f(x) +
∇f(x)T (y − x) + γ2‖y − x‖2.
As a consequence of Definition 48, we can conclude that ∇f is Lipschitz continuous, i.e.,
‖∇f(y)−∇f(x)‖ ≤ γ‖y − x‖ Nedi and Olshevsky (2016).
Definition 49 A function c is said to be coercive if it satisfies: c(x)→∞ when‖x‖ → ∞.
Assumption 50 The objective functions fj : Rd → R are assumed to satisfy the following condi-
tions: a) Each fj is γj-smooth; b) each fj is proper (not everywhere infinite) and coercive; and c)
each fj is Lj-Lipschitz continuous, i.e., |fj(y)− fj(x)| < Lj‖y − x‖ ∀x, y ∈ Rd.
As a consequence of Assumption 50, we can conclude that
∑N
j=1 fj(x
j) possesses Lipschitz contin-
uous gradient with parameter γm := maxjγj . Similarly, each fj is strongly convex with Hj such
that
∑N
j=1 fj(x
j) is strongly convex with Hm = minjHj .
5.2 Consensus-based Distributed Stochastic Gradient Descent (CDSGD)
5.2.1 Algorithmic Framework
For solving stochastic optimization problems, SGD and its variants have been commonly used
to centralized and distributed problem formulations. Therefore, the following algorithm is proposed
based on SGD and the concept of consensus to solve the problem laid out in Eq. 5.2,
xjk+1 =
∑
l∈Nb(j)
pijlx
l
k − αgj(xjk) (5.5)
where Nb(j) indicates the neighborhood of agent j, α is the step size, gj(x
j
k) is stochastic gradient of
fj at x
j
k, which corresponds to a minibatch of sampled data points at the k
th epoch. More formally,
gj(x
j
k) =
1
b′
∑
q′∈D′ ∇f q
′
j (x
j
k), where b
′ is the size of the minibatch D′ randomly selected from the
data subset Dj . While the pseudo-code of CDSGD is shown below in Algorithm 2, momentum
versions of CDSGD based on Polyak momentum Polyak (1964) and Nesterov momentum Nesterov
(2013) are also presented in the context. In experiments, Nesterov momentum is used as it has been
shown in the traditional SGD implementations that the Nesterov variant outperforms the Polyak
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Algorithm 2 CDSGD
1: c
2: Initialize: xj0, (j = 1, 2, . . . , N)
3: Distribute the training dataset to N agents
4: for each agent do
5: for k = 0 : m do
6: Randomly shuﬄe the corresponding data subset Dj (without replacement)
7: wjk+1 =
∑
l∈Nb(j) pijlx
l
k
8: xjk+1 = w
j
k+1 − αgj(xjk)
9: end for
10: end for
momentum. Note, that mini-batch implementations of these algorithms are straightforward, hence,
are not discussed here in detail, and that the convergence analysis of momentum variants is out of
scope in this paper and will be presented in our future work.
Algorithm 3 CDSGD with Polyak Momentum
1: Input: m, α, N , µ (momentum term)
2: Initialize:xj0, v
j
0
3: Distribute the training data set to N agents
4: for each agent do
5: for k = 0 : m do
6: Randomly shuﬄe the corresponding data subset
7: wjk+1 =
∑
l∈Nb(j) pijlx
l
k
8: vjk+1 = µv
j
k − αkgj(xjk)
9: xjk+1 = w
j
k+1 + v
j
k+1
10: end for
11: end for
For comparison with state-of-the-art, we also give Table 5.1 as follows for more details.
5.2.2 Tools for Convergence Analysis
We now analyze the convergence properties of the iterates {xjk} generated by Algorithm 2. The
following section summarizes some key intermediate concepts required to establish our main results.
First, we construct an appropriate Lyapunov function that will enable us to establish conver-
gence. Observe that the update law in Alg. 2 can be expressed as:
xk+1 = Πxk − αg(xk), (5.6)
83
T
ab
le
5.
1:
C
om
p
ar
is
on
s
b
et
w
ee
n
d
iff
er
en
t
op
ti
m
iz
at
io
n
ap
p
ro
ac
h
es
M
et
h
o
d
f
∇f
S
te
p
S
iz
e
C
on
.R
at
e
D
.P
.
D
.C
.
C
.C
.T
.
S
G
D
S
tr
-c
on
L
ip
.
C
on
.
O(
γ
k
)
N
o
N
o
N
o
D
ow
n
p
o
u
r
S
G
D
D
ea
n
et
a
l.
(2
01
2)
N
on
co
n
ve
x
L
ip
.
C
on
.&
A
d
a.
N
/A
Y
es
N
o
N
o
E
A
S
G
D
Z
h
a
n
g
et
al
.
(2
0
15
a)
S
tr
-c
on
L
ip
.
C
on
.
O(
γ
k
)
N
o
N
o
N
o
G
o
ss
ip
S
G
D
J
in
et
al
.
(2
0
16
)
S
tr
-c
on
L
ip
.&
B
ou
.
C
on
.
O(
γ
k
)
N
o
Y
es
N
o
S
tr
-c
on
L
ip
.&
B
ou
.
D
im
.
O(
1 k
)
F
ed
A
v
g
M
cM
ah
a
n
et
a
l.
(2
01
6)
N
on
co
n
ve
x
L
ip
.
C
on
.
N
/A
Y
es
N
o
N
o
C
D
S
G
D
[T
h
is
p
a
p
er
]
S
tr
-c
on
L
ip
.&
B
ou
.
C
on
.
O(
γ
k
)
Y
es
Y
es
Y
es
S
tr
-c
on
L
ip
.&
B
ou
.
D
im
.
O(
1 k

)
N
on
co
n
ve
x
L
ip
.&
B
ou
.
C
on
.
N
/A
N
on
co
n
ve
x
L
ip
.&
B
ou
.
D
im
.
N
/A
C
on
.R
at
e:
co
n
ve
rg
en
ce
ra
te
,
S
tr
-c
on
:
st
ro
n
g
ly
co
n
ve
x
.
L
ip
.&
B
o
u
.:
L
ip
sc
h
it
z
co
n
ti
n
u
o
u
s
a
n
d
b
o
u
n
d
ed
.
C
o
n
.:
co
n
st
a
n
t
a
n
d
C
on
.&
A
d
a.
:
co
n
st
an
t&
ad
ag
ra
d
.
D
im
.:
d
im
in
is
h
in
g
.
γ
∈
(0
,1
)
is
a
p
o
si
ti
ve
co
n
st
a
n
t.

∈
(0
.5
,1
]
is
a
p
o
si
ti
ve
co
n
st
a
n
t.
D
.P
.:
d
at
a
p
ar
al
le
li
sm
.
D
.C
.:
d
ec
en
tr
al
iz
ed
co
m
p
u
ta
ti
o
n
.
C
.C
.T
.:
co
n
st
ra
in
ed
co
m
m
u
n
ic
a
ti
o
n
to
p
o
lo
g
y.
84
Algorithm 4 CDSGD with Nesterov Momentum
1: Input: m, α, N , µ (momentum term)
2: Initialize:xj0, v
j
0
3: Distribute the training data set to N agents
4: for each agent do
5: for k = 0 : m do
6: Randomly shuﬄe the corresponding data subset
7: wjk+1 =
∑
l∈Nb(j) pijlx
l
k
8: vjk+1 = µv
j
k − αkgj(xjk + µvjk)
9: xjk+1 = w
j
k+1 + v
j
k+1
10: end for
11: end for
where
g(xk) = [g1(x
1
k) g2(x
2
k) ... gN (x
N
k )]
T
Denoting wk = Πxk, the update law can be re-written as xk+1 = wk − αg(xk). Moreover,
xk+1 = xk − xk + wk − αg(xk). Rearranging the last equality yields the following relation:
xk+1 = xk − α(g(xk) + α−1(xk −wk)) = xk − α(g(xk) + α−1(I −Π)xk) (5.7)
where the last term in Eq. 5.7 is the Stochastic Lyapunov Gradient. From Eq. 5.7, we observe that
the “effective” gradient step is given by g(xk) + α
−1(I − Π)xk. Rewriting ∇J i(xk) = g(xk) +
α−1(I −Π)xk, the updates of CDSGD can be expressed as:
xk+1 = xk − α∇J i(xk). (5.8)
The above expression naturally motivates the following Lyapunov function candidate:
V (x, α) :=
N
n
1TF(x) +
1
2α
‖x‖2I−Π (5.9)
where ‖ · ‖I−Π denotes the norm with respect to the PSD matrix I − Π. Since
∑N
j=1 fj(x
j) has a
γm-Lipschitz continuous gradient, ∇V (x) also is a Lipschitz continuous gradient with parameter:
γˆ := γm + α
−1λmax(I −Π) = γm + α−1(1− λN ).
Similarly, as
∑N
j=1 fj(x
j) is Hm-strongly convex, then V (x) is strongly convex with parameter:
Hˆ := Hm + (2α)
−1λmin(I −Π) = Hm + (2α)−1(1− λ2).
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Based on Definition 47, V has a unique minimizer, denoted by x∗ with V ∗ = V (x∗). Corre-
spondingly, using strong convexity of V , we can obtain the relation:
2Hˆ(V (x)− V ∗) ≤ ‖∇V (x)‖2 for all x ∈ RN . (5.10)
From strong convexity and the Lipschitz continuous property of ∇fj , the constants Hm and γm
further satisfy Hm ≤ γm and hence, Hˆ ≤ γˆ.
Next, we introduce two key lemmas that will help establish our main theoretical guarantees.
Lemma 51 Under Assumptions 50 and 1, the iterates of CDSGD satisfy ∀k ∈ N:
E[V (xk+1)]− V (xk) ≤ −α∇V (xk)TE[∇J i(xk)] + γˆ
2
α2E[‖∇J i(xk)‖2] (5.11)
Proof. By Assumption 50, the iterates generated by CDSGD satisfy
V (xk+1)− V (xk) ≤ ∇V (xk)T (xk+1 − xk) + 1
2
γˆ‖xk+1 − xk‖2
= −α∇V (xk)T∇J i(xk) + 1
2
γˆα2‖∇J i(xk)‖2
(5.12)
Taking expectations on both sides then we can obtain that
E[V (xk+1)− V (xk)] ≤ E[−α∇V (xk)T∇J i(xk) + 1
2
γˆα2‖∇J i(xk)‖2] (5.13)
Hence, we have that
E[V (xk+1)]− V (xk) ≤ −α∇V (xk)TE[∇J i(xk)] + 1
2
γˆα2E[‖∇J i(xk)‖2] (5.14)
which follows from that xk+1 partly depends on the selection of one training sample and completes
the proof.
At a high level, since E[∇J i(xk)] is the unbiased estimate of ∇V (xk), using the updates
∇J i(xk) will lead to sufficient decrease in the Lyapunov function. However, unbiasedness is not
enough, and we also need to control higher order moments of ∇J i(xk) to ensure convergence.
Specifically, we consider the variance of ∇J i(xk):
V ar[∇J i(xk)] := E[‖∇J i(xk)‖2]− ‖E[∇J i(xk)]‖2 (5.15)
To bound the variance of ∇J i(xk), we use a standard assumption presented in Bottou et al. (2016)
in the context of (centralized) deep learning. Such an assumption aims at providing an upper bound
for the “gradient noise” caused by the randomness in the minibatch selection at each iteration.
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Assumption 52 a) There exist scalars ζ2 ≥ ζ1>0 such that ∇V (xk)TE[∇J i(xk)] ≥ ζ1‖∇V (xk)‖2
and ‖E[∇J i(xk)]‖ ≤ ζ2‖∇V (xk)‖ for all k ∈ N; b) There exist scalars Q ≥ 0 and QV ≥ 0 such
that V ar[∇J i(xk)] ≤ Q+QV ‖∇V (xk)‖2 for all k ∈ N.
Remark 53 While Assumption 52(a) guarantees the sufficient descent of V in the direction of
−∇J i(xk), Assumption 52(b) states that the variance of ∇J i(xk) is bounded above by the second
moment of ∇V (xk). The constant Q can be considered to represent the second moment of the
“gradient noise” in ∇J i(xk). Therefore, the second moment of ∇J i(xk) can be bounded above as
E[‖∇J i(xk)‖2] ≤ Q+Qm‖∇V (xk)‖2, where Qm := QV + ζ22 ≥ ζ21>0.
Lemma 54 Under Assumptions 50, 1, and 52, the iterates of CDSGD satisfy ∀k ∈ N:
E[V (xk+1)]− V (xk) ≤ −(ζ1 − γˆ
2
αQm)α‖∇V (xk)‖2 + γˆ
2
α2Q . (5.16)
Proof. Recalling Lemma 51 and using Assumption 52 and Remark 53, we have
E[V (xk+1)]− V (xk) ≤ −ζ1α‖∇V (xk)‖2 + γˆ
2
αE[‖∇J i(xk)‖2]
≤ −ζ1α‖∇V (xk)‖2 + γˆ
2
α(Q+Qm‖∇V (xk)‖2)
= −ζ1α‖∇V (xk)‖2 + γˆ
2
α2Q+
γˆ
2
α2
Qm‖∇V (xk)‖2
= −(ζ1 − γˆ
2
αQm)α‖∇V (xk)‖2 + γˆ
2
α2Q
(5.17)
which completes the proof.
In Lemma 54, the first term is strictly negative if the step size satisfies the following necessary
condition:
0<α ≤ 2ζ1
γˆQm
(5.18)
However, in latter analysis, when such a condition is substituted into the convergence analysis, it
may produce a larger upper bound. For obtaining a tight upper bound, we impose a sufficient
condition for the rest of analysis as follows:
0<α ≤ ζ1
γˆQm
(5.19)
As γˆ is a function of α, the above inequality can be rewritten as 0<α ≤ ζ1−(1−λN )QmγmQm .
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5.3 Convergence Analysis with Fixed Step Size
We now present our main theoretical results establishing the convergence of CDSGD. First,
we show that for most generic loss functions (whether convex or not), CDSGD achieves consensus
across different agents in the graph, provided the step size (which is fixed across iterations) does
not exceed a natural upper bound. To show the following proposition, we introduce two auxiliary
technical lemmas.
Lemma 55 V has a lower bound denoted by Vinf over an open set which contains the iterates {xk}
generated by CDSGD (Algorithm 2).
Lemma 55 can be obtained as each fj is proper and coercive. Such a lemma is able to help
characterize the nonconvex case in which the global optimum may not be achieved.
Lemma 56 Let Assumption 50 holds. There exists some constant 0<L<∞ such that
E[‖g(xk)‖] ≤ L. (5.20)
The proof of Lemma 56 directly follows from the Assumption 50 c) and L = maxjLj .
Proposition 57 (Consensus with fixed step size) Under Assumptions 50 and 1, the iterates of
CDSGD (Algorithm 2) satisfy ∀k ∈ N:
E[‖xjk − sk‖] ≤
αL
1− λ2 (5.21)
where α satisfies 0<α ≤ ζ1−(1−λN )QmγmQm and L is an upper bound of E[‖g(xk)‖], ∀k ∈ N (defined prop-
erly and discussed in Lemma 56) and sk =
1
N
∑N
j=1 x
j
k represents the average parameter estimate.
The proof of this proposition can be adapted from (Yuan et al., 2013, Lemma 1).
Next, we show that for strongly convex loss functions, CDSGD converges linearly to a neigh-
borhood of the global optimum.
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Theorem 58 (Convergence of CDSGD with fixed step size, strongly convex case) Under Assump-
tions 50, 1 and 52, the iterates of CDSGD satisfy the following inequality ∀k ∈ N:
E[V (xk)− V ∗] ≤ (1− αHˆζ1)k−1(V (x1)− V ∗) + α
2γˆQ
2
k−1∑
l=0
(1− αHˆζ1)l
= (1− (αHm + 1− λ2)ζ1)k−1(V (x1)− V ∗)
+
(α2γm + α(1− λN ))Q
2
k−1∑
l=0
(1− (αHm + 1− λ2)ζ1)l
(5.22)
when the step size satisfies 0<α ≤ ζ1−(1−λN )QmγmQm .
Proof. Recalling Lemma 54 and using Eq. 5.10 yield that
E[V (xk+1)]− V (xk) ≤ −(ζ1 − γˆ
2
αQm)α‖∇V (xk)‖2 + γˆ
2
α2Q
≤ −1
2
αζ1‖∇(xk)‖2 + α
2γˆQ
2
≤ −αζ1Hˆ(V (xk)− V ∗) + α
2γˆQ
2
(5.23)
The second inequality follows from that α ≤ ζ1γˆQm , which is implied by that α ≤
ζ1−(1−λN )Qm
γmQm
. The
expectation taken in the above inequalities is only related to xk+1. Hence, recursively taking the
expectation and subtracting V ∗ from both sides require it to satisfy the following
E[V (xk+1)− V ∗] ≤ (1− αHˆζ1)E[V (xk)− V ∗] + α
2γˆQ
2
(5.24)
As 0<αHˆζ1 ≤ Hˆζ
2
1
γˆQm
≤ Hˆζ21
γˆζ21
= Hˆγˆ ≤ 1, the conclusion follows by applying Eq. 5.24 recursively
through iteration k ∈ N.
We observe from Theorem 58 that the sequence of Lyapunov function values {V (xk)} con-
verges linearly to a neighborhood of the optimal value, i.e., limk→∞ E[V (xk) − V ∗] ≤ αγˆQ2Hˆζ1 =
(αγm+1−λN )Q
2(Hm+α−1(1−λ2)ζ1 . We also observe that the term on the right hand side decreases with the spectral
gap of the agent interaction matrix Π, i.e., 1 − λ2, which suggests an interesting relation between
convergence and topology of the graph. Moreover, we observe that the upper bound is propor-
tional to the step size parameter α, and smaller step sizes lead to smaller radii of convergence.
(However, choosing a very small step-size may negatively affect the convergence rate of the algo-
rithm). Finally, if the gradient in this context is not stochastic (i.e., the parameter Q = 0), then
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linear convergence to the optimal value is achieved, which matches known rates of convergence with
(centralized) gradient descent under strong convexity and smoothness assumptions.
Remark 59 Since E[Nn 1
TF(xk)] ≤ E[V (xk)] and Nn 1TF(x∗) = V ∗, the sequence of objective func-
tion values are themselves upper bounded as follows: E[Nn 1
TF(xk)− Nn 1TF(x∗)] ≤ E[V (xk)− V ∗].
Therefore, using Theorem 58 we can establish analogous convergence rates in terms of the true
objective function values {Nn 1TF(xk)} as well.
The above convergence result for CDSGD is limited to the case when the objective functions
are strongly convex. However, most practical deep learning systems (such as convolutional neural
network learning) involve optimizing over highly non-convex objective functions, which are much
harder to analyze. Nevertheless, we show that even under such situations, CDSGD exhibits a
(weaker) notion of convergence.
Theorem 60 (Convergence of CDSGD with fixed step size, nonconvex case) Under Assumptions 50, 1,
and 52, the iterates of CDSGD satisfy ∀m ∈ N:
E[
m∑
k=1
‖∇V (xk)‖2] ≤ γˆmαQ
ζ1
+
2(V (x1)− Vinf)
ζ1α
=
(γmα+ 1− λN )mQ
ζ1
+
2(V (x1)− Vinf)
ζ1α
.
(5.25)
when the step size satisfies 0 < α ≤ ζ1−(1−λN )QmγmQm .
Proof. Recalling Lemma 54, and also taking the expectation lead to the following relation,
E[V (xk+1)]− E[V (xk)] ≤ −(ζ1 − γˆαQm
2
)αE[‖∇V (xk)‖2] + γˆα
2Q
2
(5.26)
As the step size satisfies that α ≤ ζ1γˆQm , it results in
E[V (xk+1)]− E[V (xk)] ≤ −ζ1α
2
E[‖∇V (xk)‖2] + α
2γˆQ
2
(5.27)
Applying the above inequality from 1 to m and summing them up can give the following relation
Vinf − V (x1) ≤ E[V (xk+1)]− V (x1) ≤ −ζ1α
2
m∑
k=1
E[‖∇V (xk)‖2] + mα
2γˆQ
2
(5.28)
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The last inequality follows from the Assumption 52. Rearrangement of the above inequality and
substituting γˆ = γm + α
−1(1 − λN ) into it yield the first part of results. It is immediately that
when both sides are divided by m the second part of results holds.
Remark 61 Theorem 60 states that when in the absence of “gradient noise” (i.e., when Q = 0),
the quantity E[
∑m
k=1 ‖∇V (xk)‖2] remains finite. Therefore, necessarily {‖∇V (xk)‖} → 0 and
the estimates approach a stationary point. On the other hand, if the gradient calculations are
stochastic, then a similar claim cannot be made. However, for this case we have the upper bound
limm→∞ E[ 1m
∑m
k=1 ‖∇V (xk)‖2] ≤ (γmα+1−λN )Qζ1 . This tells us that while we cannot guarantee con-
vergence in terms of sequence of objective function values, we can still assert that the average of the
second moment of gradients is strictly bounded from above even for the case of nonconvex objective
functions.
Moreover, the upper bound cannot be solely controlled via the step-size parameter α (which is
different from what is implied in the strongly convex case by Theorem 58). In general, the upper
bound becomes tighter as λN increases; however, an increase in λN may result in a commensurate
increase in λ2, leading to worse connectivity in the graph and adversely affecting consensus among
agents. Again, our upper bounds are reflective of interesting trade-offs between consensus and
convergence in the gradients, and their dependence on graph topology.
The above results are for fixed step size α, and we can prove complementary results for CDSGD
even for the (more prevalent) case of diminishing step size αk.
5.4 Convergence Analysis with Diminishing Step Size
From results presented in section 5.3, it can be concluded that when the step size is fixed, the
function value can only converge near the optimal value. However, in many deep learning models,
noisy gradient is quite common due to the random data sampling. Hence, such a situation requires
the step size to be adaptive and then with noise, the function value sequence is able to converge
to the optimal value. Let {αk} be defined as a diminishing step size sequence that satisfies the
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following properties:
αk>0,
∞∑
k=0
αk =∞,
∞∑
k=0
α2k<∞
The implication of the above properties is that limk→∞ αk = 0. The next proposition states that
when the step size is diminishing, consensus can be achieved asymptotically, i.e., limk→∞ E[‖xjk −
sk‖] = 0.
Proposition 62 (Consensus with diminishing step size) Let Assumptions 50 and 1 hold. The
iterates of CDSGD (Algorithm 2) satisfy the following inequality ∀k ∈ N, when αk is diminishing,
lim
k→∞
E[‖xjk − sk‖] = 0 (5.29)
The proof is adapted from the Lemma 1 in Yuan et al. (2013), Lemmas 5 and 6 in Nedic´ and
Olshevsky (2015).
Recalling the algorithm CDSGD
xk+1 = wk − αkg(xk) = xk − αk(g(xk) + 1
αk
(xk −wk))
We define ∇Jˆ i(xk) = ∇J i(xk, αk) = g(xk) + 1αk (xk −wk), and the following Lyapunov function
Vˆ (x) = V (x, αk) :=
N
n
1TF(x) +
1
2αk
‖x‖2I−Π (5.30)
The general Lyapunov function is a function of the diminishing step size αk. However, the step
size is independent of the variable x such that it only affects the magnitude of ‖x‖2I−Π along with
iterations. Note, from Proposition 62, we have that each agent eventually reaches the consensus
with diminishing step size. Hence, the term 12αk ‖x‖2I−Π should not increase with increase in k as the
step size αk → 0 for k →∞. To show that CDSGD with diminishing step size enables convergence
to the optimal value, the necessary lemmas and assumptions are directly used from the previous
part of the paper with modified constants.
We next show that the Lyapunov function and stochastic Lyapunov gradient with the dimin-
ishing step size are bounded. More formally, we aim to show that ‖∇Jˆ i(xk)‖ is bounded above for
all k ∈ N. We have, ‖∇Jˆ i(xk)‖ ≤ ‖g(xk)‖+ 1αk ‖(I − Π)xk‖ and g(xk) is bounded. Therefore, we
have to show that 1αk ‖(I −Π)xk‖ is bounded for all k ∈ N.
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Lemma 63 Let Assumptions 50 and 1 hold. The iterates of CDSGD (Algorithm 2) satisfy the
following inequality ∀k ∈ N, when the step size is diminishing and satisfies that
0<α0 ≤ ζˆ1 − (1− λN )Qˆm
γmQˆm
,
1
αk
E[‖(I −Π)xk‖]<∞ (5.31)
and
lim
k→∞
E[‖(I −Π)xk‖] = 0. (5.32)
ζˆ1, Qˆm correspond to Vˆ .
The proof of Lemma 63 requires another auxiliary technical lemma as follows.
Lemma 64 Let Assumptions 50 and 1 hold. The iterates of CDSGD (Algorithm 2) satisfy the
following inequality ∀k ∈ N, when the step size is diminishing and satisfies that
0<α0 ≤ ζˆ1 − (1− λN )Qˆm
γmQˆm
,
∞∑
k=2
αkE[‖(I −Π)xk‖]<∞. (5.33)
Proof. Recalling the CDSGD algorithm,
xk+1 = Πxk − αkg(xk) (5.34)
Applying the above equality from 1 to k − 1 yields that
xk = Π
k−1x1 −
k−1∑
l=1
αlΠ
k−1−lg(xl) (5.35)
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Setting x1 = 0 results in that xk = −
∑k−1
l=1 αlΠ
k−1−lg(xl). With this setup, we have
∞∑
k=2
αk‖(I −Π)xk‖ ≤
∞∑
k=2
αk‖I −Π‖‖xk‖
≤
∞∑
k=2
αk‖
k−1∑
l=1
αlΠ
k−1−lg(xl)‖
≤
∞∑
k=2
αk
k−1∑
l=1
αl‖Πk−1−lg(xl)‖
≤
∞∑
k=2
αk
k−1∑
l=1
αl‖Πk−1−l‖‖g(xl)‖
≤
∞∑
k=2
αk
k−1∑
l=1
αl‖Π‖k−1−l‖g(xl)‖
(5.36)
With the step size being nonincreasing, taking expectation on both side leads to
E[
∞∑
k=2
αk‖(I −Π)xk‖] ≤
∞∑
k=2
k−1∑
l=1
α2l ‖Π‖k−1−lE[‖g(xl)‖] (5.37)
As we discussed earlier, we consider that there exists a constant L that bounds E[‖g(xk)‖] from
above for k ∈ N. Thus, the following relation can be obtained
E[
∞∑
k=2
αk‖(I −Π)xk‖] ≤
∞∑
k=2
k−1∑
l=1
α2l λ
k−1−l
2 E[‖g(xl)‖]
≤ L
∞∑
k=2
k−1∑
l=1
α2l λ
k−1−l
2
(5.38)
As
∑∞
k=1 α
2
k<∞ and λ2<1 then by Lemma 5 in Nedic´ and Olshevsky (2015), the desired result
follows.
Proof of Lemma 63. We first define that hk =
‖(I−Π)xk‖
αk
. Hence, the result of Lemma 64
can be rewritten as
∑∞
k=2 α
2
kE[hk]<∞. By defining hm = sup{E[hk]}, we have hm
∑∞
k=2 α
2
k<∞,
which implies that hm<∞ as
∑∞
k=1 α
2
k<∞. Hence, it is immediately seen that E[hk]<∞. As
k →∞, αk → 0 and 1αkE[‖(I −Π)xk‖]<∞, then limk→∞ E[‖(I −Π)xk‖] = 0, which completes the
proof.
The implication of Lemma 63 is two folds: One can observe that Vˆ (xk) and ∇Jˆ i(xk) are
finite even with diminishing step size such that based on Definition 48 there exists a finite positive
constant γ′ to allow the smoothness of Vˆ (xk) for all k ∈ N to hold true; another observation is that
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Assumption 52 still can be used in the main results. It can also be concluded that Vˆ is strongly
convex with some constant 0 ≤ H ′<∞, where H ′ corresponds to Vˆ .
Theorem 65 (Convergence of CDSGD with diminishing step size, strongly convex case) Let As-
sumptions 50, 1 and 52 hold. The iterates of CDSGD (Algorithm 2) satisfy the following inequality
∀k ∈ N, when the step size is diminishing and satisfies that
0<α0 ≤ ζˆ1 − (1− λN )Qˆm
γmQˆm
,
E[Vˆ (xk)− Vˆ ∗] ≤ βk−2(Vˆ (x1)− Vˆ ∗) + γ
′Qˆ
2
k−2∑
p=1
βk−p−2α2p
+
γ′Qˆα2k−1
2
(5.39)
where sup{1− αkH ′ζˆ1} ≤ β<1, and γ′, Qˆ correspond to Vˆ .
Proof. As α1 ≤ ζˆ1γ′Qˆm , then it can be obtained that αkγ
′Qˆm ≤ α1γ′Qˆm ≤ ζˆ1 for all k ∈ N.
Recalling Lemma 54 and Eq. 5.10, subtracting Vˆ ∗ from both sides, and taking the expectation
yield the following relation
E[Vˆ (xk+1)− Vˆ ∗] ≤ (1− αkH ′ζˆ1)E[Vˆ (xk)− Vˆ ∗] + γ
′Qˆα2k
2
(5.40)
Applying the above inequality recursively can give the following relation
E[Vˆ (xk+1)− Vˆ ∗] ≤ (1− αkH ′ζˆ1)(1− αk−1H ′ζˆ1)E[Vˆ (xk−1)− Vˆ ∗]
+ (1− αk−1H ′ζˆ1)
γ′Qˆα2k−1
2
+
γ′Qˆα2k
2
(5.41)
By induction, the following can be obtained
E[Vˆ (xk+1)− Vˆ ∗] ≤
k∏
q=1
(1− αqH ′ζˆ1)(Vˆ (x1)− Vˆ ∗) + γ
′Qˆ
2
k−1∑
p=1
k∏
r=p+1
(1− αrH ′ζˆ1)α2p
+
γ′Qˆα2k
2
(5.42)
As H ′ ≤ γ′, it can be derived that 0<αkH ′ζˆ1 ≤ 1 for all k ∈ N. Therefore, 1−αkH ′ζˆ1 ∈ [0, 1) such
that we can define a positive constant β satisfies that sup{1− αkH ′ζˆ1} ≤ β<1. Hence, combining
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the last inequalities together, we have
E[Vˆ (xk+1)− Vˆ ∗] ≤ βk−1(Vˆ (x1)− Vˆ ∗) + γ
′Qˆ
2
k−1∑
p=1
βk−p−1α2p
+
γ′Qˆα2k
2
(5.43)
which completes the proof by replacing k + 1 with k.
Remark 66 From Theorem 65, we can conclude that the function value sequence {Vˆ (xk)} asymp-
totically converges to the optimal value. (This holds regardless of whether the “gradient noise”
parameter Qˆ is zero or not.) In fact, we can establish the rate of convergence as follows: the first
term on the right hand side decreases exponentially if β. < 1, and the last term decreases as quickly
as α2k. For the middle term, we can use Lemma 3.1 of Ram et al. (2012) that establishes bounds on
the convolution of two scalar sequences. If we choose t>0 such that αk =
1
k+t , where  ∈ (0.5, 1],
then the necessary growth conditions on αk are satisfied; substituting this into Theorem 65 yields
the stated convergence rate of O( 1k ). In practice, αk can be made adaptive to Θk+t for any constant
Θ>0.
Similarly, we also present the convergence results for the nonconvex objective functions.
Theorem 67 (Convergence of CDSGD with diminishing step size, nonconvex case) Let Assump-
tions 50, 1 and 52 hold. The iterates of CDSGD (Algorithm 2) satisfy the following inequality
∀m ∈ N, when the step size is diminishing and satisfies that
0<α0 ≤ ζˆ1 − (1− λN )Qˆm
γmQˆm
,
E[
m∑
k=1
αk‖∇Vˆ (xk)‖2] ≤ 2(Vˆ (x1)− Vˆinf )
ζˆ1
+
γ′Qˆ
ζˆ1
m∑
k=1
α2k (5.44)
Proof. Assume that αkγ
′Qˆm ≤ ζˆ1 for all k ∈ N. Based on Eq. 6.36 we consider the diminishing
step size and Lyapunov function, then the following relation can be obtained
E[Vˆ (xk+1)]− E[Vˆ (xk)] ≤ −(ζˆ1 − γ
′αkQˆm
2
)αkE[‖∇Vˆ (xk)‖2] + γ
′αkQˆ
2
(5.45)
Combining the condition for the step size yields the following inequality
E[Vˆ (xk+1)]− E[Vˆ (xk)] ≤ − ζˆ1αk
2
E[‖∇Vˆ (xk)‖2] + γ
′αkQˆ
2
(5.46)
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Applying the last inequality from 1 to m and summing them up,
Vˆinf − E[Vˆ (x1)] ≤ E[Vˆ (xk+1)]− E[Vˆ (x1)] ≤
− ζˆ1
2
m∑
k=1
αkE[‖∇Vˆ(xk)‖2] +
γ′Qˆ
2
m∑
k=1
α2k
(5.47)
Dividing by ζˆ1/2 and rearranging the terms lead to the desired results.
Remark 68 Compared to Theorem 60, Theorem 67 has shown the decaying of gradient ‖∇Vˆ (xk)‖
even with noise when the step size is diminishing in the nonconvex case. This is because when
k →∞, the right hand side of Eq. 5.44 remains finite such that ‖∇Vˆ (xk)‖2 approaches 0.
5.5 Experimental Results
This section presents the experimental results using the benchmark image recognition dataset,
CIFAR-10. We use a deep convolutional nerual network (CNN) model (with 2 convolutional layers
with 32 filters each followed by a max pooling layer, then 2 more convolutional layers with 64 filters
each followed by another max pooling layer and a dense layer with 512 units, ReLU activation is
used in convolutional layers) to validate the proposed algorithm. We use a fully connected topology
with 5 agents and uniform agent interaction matrix except mentioned otherwise. A mini-batch size
of 128 and a fixed step size of 0.01 are used in these experiments. The experiments are performed
using Keras and TensorFlow Chollet (2015); Abadi et al. (2016) and the codes will be made publicly
available soon. While we included the training and validation accuracy plots for the different case
studies here, the corresponding training loss plots, results with other benchmark datasets such as
MNIST and CIFAR-100 and decaying as well as different fixed step sizes are presented as well.
5.5.1 Performance Comparison with Benchmark Methods
We begin with comparing the accuracy of CDSGD with that of the centralized SGD algorithm
as shown in Fig. 5.1(a). While the CDSGD convergence rate is significantly slower compared to
SGD as expected, it is observed that CDSGD can eventually achieve high accuracy, comparable
with centralized SGD. However, another interesting observation is that the generalization gap (the
difference between training and validation accuracy as defined in Zhang et al. (2016a)) for the pro-
posed CDSGD algorithm is significantly smaller than that of SGD which is an useful property. We
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Figure 5.1: Average training (solid lines) and validation (dash lines) accuracy for (a) comparison
of CDSGD with centralized SGD and (b) CDMSGD with Federated average method
also compare both CDSGD and CDMSGD with the Federated averaging SGD (FedAvg) algorithm
which also performs data parallelization (see Fig. 5.1(b)). For the sake of comparison, we use same
number of agents and choose E = 1 and C = 1 as the hyperparameters in the FedAvg algorithm
as it is close to a fully connected topology scenario as considered in the CDSGD and CDMSGD
experiments. As CDSGD is significantly slow, we mainly compare the CDMSGD with FedAvg
which have similar convergence rates (CDMSGD being slightly slower). The main observation is
that CDMSGD performs better than FedAvg at the steady state and can achieve centralized SGD
level performance. It is important to note that FedAvg does not perform decentralized computa-
tion. Essentially it runs a brute force parameter averaging on a central parameter server at every
epoch (i.e., consensus at every epoch) and then broadcasts the updated parameters to the agents.
Hence, it tends to be slightly faster than CDMSGD which uses a truly decentralized computation
over a network.
5.5.2 Effect of Network Size and Topology
In this section, we investigate the effects of network size and topology on the performance of
the proposed algorithms. Figure 5.2 (a) shows the change in training performance as the number
of agents grow from 2 to 8 and to 16. Although with increase in number of agents, the convergence
rate slows down, all networks are able to achieve similar accuracy levels. Finally, we investigate
the impact of network sparsity (as quantified by the second largest eigenvalue) on the learning
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Figure 5.2: Average training (solid lines) and validation (dash lines) accuracy along with accuracy
variance over agents for CDMSGD algorithm with (a) varying network size and (b) varying network
topology
performance. The primary observation is convergence of average accuracy value happens faster
for sparser networks (higher second largest eigenvalue). This is similar to the trend observed
for FedAvg algorithm while reducing the Client fraction (C) which makes the (stochastic) agent
interaction matrix sparser. However, from the plot of the variance of accuracy values over agents
(a smooth version using moving average filter), it can be observed that the level of consensus is
more stable for denser networks compared to that for sparser networks. This is also expected as
discussed in Proposition 62. Note, with the availability of a central parameter server (as in federated
averaging), sparser topology may be useful for a faster convergence, however, consensus (hence,
topology density) is critical for a collaborative learning paradigm with decentralized computation.
5.5.3 Comparison of the Loss for Benchmark Methods
Figure 5.3 (a) shows the loss (in log scale) with respect to the number of epochs for SGD and
CDSGD algorithms. The solid curve means training and the dash curve indicates validation. From
the loss results, it can be observed that SGD has the sublinear convergence rate for training and
dominates among the two methods during the training process. While for the validation, SGD
performs poorly after around 70 epochs. However, CDSGD shows linear convergence rate (in log
scale as discussed in the analysis) for both training and validation. Though, it takes a lot of more
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Figure 5.3: Average training (solid lines) and validation (dash lines) loss for (a) CDSGD algorithm
with SGD algorithm and (b) CDMSGD with Federated averaging method
time compared to SGD for convergence, it eventually performs better than SGD in the validation
data and the gap between the training and validation loss (i.e., the generalization gap Zhang et al.
(2016a)) is very less compared to that in SGD.
5.5.4 Results on CIFAR-100 Dataset
For the experiments on the CIFAR-100 dataset, we use a CNN similar to that used for the
CIFAR-10 dataset. While the results of CIFAR-100 also converges fast for SGD, CDMSGD and
Federated Averaging SGD (FedAvg) algorithms (CDMSGD being the slowest) as shown in Fig-
ure 5.4, it can be seen that eventually, the loss converges better than the FedAvg algorithm.
Similar to the observation made for the CIFAR-10 dataset, we observe that CDMSGD achieves
significantly higher validation accuracy compared to FedAvg while approaching similar accuracy
level as that of (centralized) SGD. It can also be seen that as expected CDSGD’s convergence is
very slow compared to the others.
5.5.5 Results on MNIST Dataset
For the experiments on the MNIST dataset, the model used for training is a Deep Neural
Network with 20 Fully Connected layers consisting of 50 ReLU units each and the output layer
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Figure 5.4: Average training (solid lines) and validation (dash lines) (a) loss and (b) accuracy for
SGD, CDSGD, CDMSGD and Federated averaging method for the CIFAR-100 dataset (c) loss
and (d) accuracy for SGD, CDSGD, CDMSGD and Federated averaging method for the MNIST
dataset
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with 10 units having softmax activation. The model was trained using the catagorical cross-entropy
loss. Figure 5.4 (c & d) shows the loss and accuracy obtained over the number of epochs. In this
case, while the accuracy levels are significantly higher as expected for the MNIST dataset, the
trends remain consistent with the results obtained for the other benchmark datasets of CIFAR-10
and CIFAR-100. Note, the generalization gap between the training and validation data for all the
methods are very less (least for CDMSGD).
5.5.6 Effect of the Decaying Step Size
Based on the analysis presented in section 5.4, it is evident that decaying step size has a signifi-
cant effect on the accuracy as well as convergence. A performance comparison of SGD, Momentum
SGD (MSGD) and CDMSGD with a decaying stepsize is performed using the MNIST dataset. It
can be seen that the performance of the CDMSGD with decaying step size becomes slightly better
than SGD with decaying step size while (centralized) MSGD has the best performance. Although
CDMSGD sometimes suffers from large fluctuations, it demonstrates the least generalization gap
among all the algorithms.
5.5.7 Effect of Step Size
The analysis presented in this paper shows that choice of step size is critical in terms of con-
vergence as well as accuracy. To explore this aspect experimentally, we compare the performance
of CDMSGD for three different fixed step sizes using MNIST data. The results are presented in
5.5 (c) & (d), where the (fixed) step size was varied from 0.1(1E − 1) to 0.01(1E − 2) and then
to 0.001(1E − 3). While the fastest convergence of the algorithm is observed with step size 0.1,
the level of consensus (indicated by the variance among the agents) is quite unstable. On the
other hand, with very low step size 0.001, the level of consensus is quite stable (moving average
of variance remains 0). However, the convergence is extremely slow. This observation conforms to
the theoretical analysis described in the paper as well as justifies the choice of step size 0.01 in the
experiments presented above.
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Figure 5.5: Average training (solid lines) and validation (dash lines) (a) loss and (b) accuracy for
SGD, MSGD and CDMSGD method for the MNIST dataset for decaying step size. (c) loss and
(d) accuracy for CDMSGD for the MNIST data with different learning rates
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5.6 Summary
This chapter addresses the collaborative deep learning (and many other machine learning) prob-
lem in a completely distributed manner (i.e., with data parallelism and decentralized computation)
over networks with fixed topology. We establish a consensus based distributed SGD framework and
proposed associated learning algorithms that can prove to be extremely useful in practice. Using
a Lyapunov function construction approach, we show that the proposed CDSGD algorithm can
achieve linear convergence rate with sufficiently small fixed step size and sublinear convergence
rate with diminishing step size for strongly convex and Lipschitz differentiable objective functions.
Moreover, decaying gradients can be observed for the nonconvex objective functions using CDSGD.
Relevant experimental results using benchmark datasets show that CDSGD can achieve centralized
SGD level accuracy with sufficient training epochs while maintaining a significantly low generaliza-
tion error. The momentum variant of the proposed algorithm, CDMSGD can outperform recently
proposed FedAvg algorithm which also uses data parallelism but does not perform a decentralized
computation, i.e., uses a central parameter server. The effects of network size and topology are
also explored experimentally which conforms to the analytical understandings.
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CHAPTER 6. CONSENSUS-OPTIMALITY TRADE-OFFS IN
COLLABORATIVE DEEP LEARNING
In the last chapter, we have proposed a distributed deep learning framework and addressed
the issues of data parallelism, privacy-preserving learning, and constrained communication topology
in the networked system. However, as shown in Chapter 4, a trade-off between consensus and
optimality in the distributed optimization is able to critically affect the performance of the proposed
distributed framework. Controlling such trade-offs enables different agents to perform in a balanced
manner and to potentially avoid the convergence to a bad local minimum. Therefore, in this
chapter, we study the consensus-optimality trade-offs in distributed deep learning, which extends
the analysis in Chapter 4 to a more complex stochastic setting.
We focus on the constrained communication topology setting where the data is distributed (so
that each agent has its own estimate of the deep model) and where information exchange among the
learning agents are constrained along the edges of a given communication graph Jiang et al. (2017a);
Lian et al. (2017). In this context, two key aspects arise: consensus and optimality. We refer the
reader to Figure 6.1 for an illustration involving 3 agents. With sufficient information exchange, the
learned model parameters corresponding to each agent, θjk, j = 1, 2, 3 could converge to θˆ, in which
case they achieve consensus but not optimality (here, θ∗ is the optimal model estimate if all the
data were centralized). On the other hand, if no communication happens, the agents may approach
their individual model estimates (θi∗) while being far from consensus. The question is whether this
trade-off between consensus and optimality can be balanced so that all agents collectively agree
upon a model estimate close to θ∗.
In this chapter, we propose, analyze, and empirically evaluate two new algorithmic frameworks
for distributed deep learning that enable us to explore fundamental trade-offs between consensus and
optimality. The first approach is called incremental consensus-based distributed SGD (i-CDSGD),
which is a stochastic extension of the descent-style algorithm proposed in Berahas et al. (2017).
105
This involves running multiple consensus steps where each agent exchanges information with its
neighbors within each SGD iteration. The second approach is called generalized consensus-based
distributed SGD (g-CDSGD), based on the concept of generalized gossip Jiang et al. (2017b). This
involves a tuning parameter that explicitly controls the trade-off between consensus and optimality.
Specifically, we:
• propose the i-CDSGD and g-CDSGD algorithms (along with their momentum variants).
• prove the convergence of g-CDSGD and i-CDSGD for strongly convex and non-convex objective
functions;
• prove the convergence of the momentum variants of g-CDSGD and i-CDSGD for strongly convex
objective functions;
• empirically demonstrate that i-CDMSGD (the momentum variant of i-CDSGD) can achieve
similar (global) accuracy as the state-of-the-art with lower fluctuation across epochs as well as
better consensus;
• empirically demonstrate that g-CDMSGD (the momentum variant of g-CDSGD) can achieve
similar (global) accuracy as the state-of-the-art with lower fluctuation, smaller generalization
error and better consensus.
We use both balanced and unbalanced data sets (i.e., equal or unequal distributions of training
samples among the agents) for the numerical experiments with benchmark deep learning data sets.
Please see Table 6.1 for a detailed comparison with existing algorithms.
6.1 Formulation for Unconstrained Distributed Optimization
We consider the standard unconstrained empirical risk minimization (ERM) problem typically
used in machine learning problems (such as deep learning):
min
1
n
n∑
i=1
f i(θ), (6.1)
where θ ∈ Rd denotes the parameter vector of interest, f : Rd → R denotes a given loss function,
and f i is the function value corresponding to a data point i. Our focus is to investigate the
case where the ERM problem is solved collaboratively among a number of computational agents.
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Figure 6.1: A closer look at the optimization updates in distributed deep learning: Blue dots
represent the current states (i.e., learned model parameters) of the agents; green dots represent
the individual local optima (θi∗), that agents converge to without sufficient consensus; the purple
dot (θ∗) represents the ideal optimal point for the entire agent population; another purple dot θˆ
represents a possible consensus point for the agents which is far from optimal; blue and red curves
signify the convergence trajectories with different step sizes; the green dashed circles indicate the
neighborhoods of θ∗ and θˆ, respectively; d2 represents the consensus bound/error and d1 represents
the optimality bound/error; ideally, both of these bounds should be small
In this paper, we are interested in problems where the agents exhibit data parallelism, i.e., they
only have access to their own respective training datasets. However, we assume that the agents
can communicate over a static undirected graph G = (V, E), where V is a vertex set (with nodes
corresponding to agents) and E is an edge set. Throughout this paper we assume that the graph G
is connected.
Let Dj , j = 1, . . . , n denote the subset of the training data (comprising nj samples) corre-
sponding to the jth agent such that
∑N
j=1 nj = n, where N is the total number of agents. With
this formulation, and since f(θ) =
∑N
j=1 fj(θ), we have the following (constrained) reformulation
of (6.1):
min
N∑
j=1
∑
i∈Dj
f ij(θ
j), s.t. θj = θl ∀(j, l) ∈ E , (6.2)
Equivalently, the concatenated form of the above equation is as follows:
minF(Θ) :=
N∑
j=1
∑
i∈Dj
f ij(θ
j), s.t. (Π⊗ Id)Θ = Θ, (6.3)
where Θ := [θ1; θ2; . . . ; θN ]T ∈ RdN , Π ∈ RN×N is the agent interaction matrix with its entries pijl
indicating the link between agents j and l, Id is the identity matrix of dimension d × d, and ⊗
represents the Kronecker product.
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For completeness, We still recall several key definitions and assumptions that characterize the
above problem.
Definition 69 A function f : Rd → R is said to be H-strongly convex, if for all x, y ∈ Rd, we
have f(y) ≥ f(x) +∇f(x)T (y− x) + H2 ‖y− x‖2; it is said to be γ-smooth if we have f(y) ≤ f(x) +
∇f(x)T (y−x)+ γ2‖y−x‖2; it is said to be h-Lipschitz continuous if we have |f(y)−f(x)| < h‖y−x‖.
Definition 70 A function c is said to be coercive if it satisfies: c(x)→∞ when ‖x‖ → ∞.
Assumption 71 The objective functions fj : Rd → R are assumed to satisfy the following condi-
tions: a) each fj is γj-smooth; b) each fj is proper (not everywhere infinite) and coercive; c) each
fj is hj-Lipschitz continuous.
For convenience, we use λ2 to represent the second-largest eigenvalue of Π, λ2(Π) and similar
λN for λN (Π), which signifies the N -largest eigenvalue of Π. An immediate consequence from
Assumption 71 (c) is that
∑N
j=1 fj(x) is h-Lipschitz continuous, where h = max
1≤j≤N
{hj}.
We will solve (6.2) in a distributed and stochastic manner. For solving stochastic optimization
problems, variants of the well-known stochastic gradient descent (SGD) have been commonly em-
ployed. For the formulation in (6.2), the state-of-the-art algorithm is a method called consensus
distributed SGD, or CDSGD, recently proposed in Jiang et al. (2017a). This method estimates θ
according to the update equation:
θjk+1 =
∑
l∈Nb(j)
pijlθ
l
k − αgj(θjk) (6.4)
where Nb(j) indicates the neighborhood of agent j, α is the step size, gj(θ
j
k) is the (stochastic)
gradient of fj at θ
j
k, implemented by drawing a minibatch of sampled data points. More precisely,
gj(θ
j
k) =
1
b′
∑
q′∈D′ ∇f q
′
j (θ
j
k), where b
′ is the size of the minibatch D′ selected uniformly at random
from the data subset Dj available to Agent j.
6.2 Proposed Algorithms
State-of-the-art algorithms such as CDSGD alternate between the gradient update and consensus
steps. We propose two natural extensions where one can control the emphasis on consensus relative
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to the gradient update and hence, leads to interesting trade-offs between consensus and optimality.
6.2.1 Increasing Consensus
Observe that the concatenated form of the CDSGD updates, (6.4), can be expressed as
Θk+1 = (Π⊗ Id)Θk − αg(Θk).
If we perform τ consensus steps interlaced with each gradient update, we can obtain the following
concatenated form of the iterations of the parameter estimates:
Θk+1 = (Π
τ ⊗ Id)Θk − αg(Θk) (6.5)
where, g(Θk) =
[
gT1 (θ
1
k), g
T
2 (θ
2
k), . . . , g
T
N (θ
N
k )
]T
. We call this variant incremental consensus-based
distributed SGD (i-CDSGD) which is detailed in Algorithm 5. Note, in a distributed setting, the
this algorithm incurs an additional factor τ in communication complexity.
A different and more direct approach to control the trade-off between consensus and gradient
would be as follows:
Θk+1 = (1− ω)(Π⊗ Id)Θk + ω(Θk − αg(Θk)) (6.6)
where, 0<ω ≤ 1 is a user-defined parameter. We call this algorithm generalized consensus-based
distributed SGD (g-CDSGD), and the full procedure is detailed in Algorithm 6.
By examining Eq. 6.6, we observe that when ω approaches 0, the update law boils down to a
only consensus protocol, and that when ω approaches 1, the method reduces to standard stochastic
gradient descent (for individual agents).
Next, we introduce the Nesterov momentum variants of our aforementioned algorithms. The
momentum term is typically used for speeding up the convergence rate with high momentum
constant close to 1 Sutskever et al. (2013). The algorithmic frameworks for the momentum variants
are shown in Algorithms 7 and 8.
6.2.2 Tools for Convergence Analysis
We now analyze the convergence of the iterates {θjk} generated by our algorithms. Specifically,
we identify an appropriate Lyapunov function (that is bounded from below) for each algorithm
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Algorithm 5 i-CDSGD
1: Initialization: θj0, j = 1, 2, ..., N , α, N , τ , m, Π
2: Distribute the training data set to N agents
3: for each agent do
4: Randomly shuﬄe each data subset
5: for k = 0 : m do
6: t = 0
7: for j = 1, ..., N do
8: θjt = θ
j
k
9: end for
10: for j = 1, ..., N do
11: while t ≤ τ − 1 do
12: θjt+1 =
∑
l∈Nb(j) pijlθ
l
t{Incremental Consensus}
13: t = t+ 1
14: end while
15: end for
16: θˆ = θjt
17: θjk+1 = θˆ − αgj(θjk)
18: end for
19: end for
that decreases with each iteration, thereby establishing convergence. In our analysis, we use the
concatenated (Kronecker) form of the updates. For simplicity, let P = Π⊗ Id ∈ RNd×Nd.
We begin the analysis for g-CDSGD by constructing a Lyapunov function that combines the true
objective function with a regularization term involving a quadratic form of consensus as follows:
V (Θ) := ωF(Θ) + 1− ω
2α
ΘT (INd −P)Θ (6.7)
It is easy to show that
∑N
j=1 fj(θ
j) is γm := maxj{γj}-smooth, and that V (Θ) is γˆ-smooth with
γˆ := ωγm + (1− ω)α−1λmax(INd −P)
= ωγm + (1− ω)α−1(1− λN ).
Likewise, it is easy to show that
∑N
j=1 fj(θ
j) is Hm := minj{Hj}-strongly convex; therefore V (Θ)
is Hˆ-strongly convex with
Hˆ := ωHm + (1− ω)(2α)−1λmin(INd −P)
= ωHm + (1− ω)(2α)−1(1− λ2).
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Algorithm 6 g-CDSGD
1: Initialization: ω, θj0, j = 1, 2, ..., N , α, N , m, Π
2: Distribute the training data set to N agents
3: for each agent do
4: Randomly shuﬄe each data subset
5: for k = 0 : m do
6: θˆ =
∑
l∈Nb(j) pijlθ
l
k
7: θjk+1 = (1− ω)θˆ + ω(θjk − αgj(θjk)){Generalized Consensus}
8: end for
9: end for
We also assume that there exists a lower bound Vinf for the function value sequence {V (Θk)},∀k.
When the objective functions are strongly convex, we have Vinf = V (Θ
∗), where Θ∗ is the optimizer.
Due to Assumptions 71 and 1, it is straightforward to obtain an equivalence between the gradient
of Eq. 6.7 and the update law of g-CDSGD. Rewriting (6.6), we get:
Θk+1 = (1− ω)PΘk + ω(Θk − αg(Θk)) (6.8)
Therefore, we obtain:
Θk+1 = Θk −Θk + (1− ω)PΘk + ω(Θk − αg(Θk))
= Θk − αωΘk − (1− ω)INdΘk + (1− ω)PΘk
= Θk − α (ωg(Θk) + 1
α
(1− ω)(INd −P)Θk)︸ ︷︷ ︸
Lyapunov Gradient
(6.9)
The last term in (6.9) is precisely the gradient of V (Θ). In the stochastic setting, g(Θk) can
be approximated by sampling one data point (or a mini-batch of data points) and the stochastic
Lyapunov gradient is denoted by S(Θk), ∀k.
Similarly, the update laws for our proposed Nesterov momentum variants can be compactly
analyzed using the above Lyapunov function. First, we rewrite the updates for g-CDMSGD as
follows:
yk+1 = Θk + µ(Θk −Θk−1) (6.10a)
Θk+1 = (1− ω)Pyk+1 + ω(yk+1 − αg(yk+1)) (6.10b)
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Algorithm 7 i-CDMSGD
1: Initialization: θj0, v
j
0, j = 1, 2, ..., N , α, N , τ , m, Π, µ
2: Distribute the Non-IID training data set to N agents
3: for each agent do
4: Randomly shuﬄe each data subset
5: for k = 0 : m do
6: t = 0
7: for j = 1, ..., N do
8: θjt = θ
j
k
9: vjt = v
j
k
10: end for
11: for j = 1, ..., N do
12: while t ≤ τ − 1 do
13: θjt+1 =
∑
l∈Nb(j) pijlθ
l
t
14: vjt+1 =
∑
l∈Nb(j) pijlv
l
t{Momentum Consensus}
15: t = t+ 1
16: end while
17: end for
18: θˆ = θjt
19: vˆ = vjt
20: vjk+1 = θˆ − θjk + µvˆ − αgj(θjk)
21: θjk+1 = θ
j
k + v
j
k+1
22: end for
23: end for
With a few algebraic manipulations, we get:
Θk+1 = yk+1 − yk+1 + (1− ω)Pyk+1
+ ω(yk+1 − αg(yk+1))
= yk+1 − α(ωg(yk+1) + 1− ω
α
(INd −P)yk+1)
(6.11)
The above derivation simplifies the Nesterov momentum-based updates into a regular form which
is more convenient for convergence analysis. For clarity, we separate this into two sub-equations.
Let S(yk+1) = ωg(yk+1)+ 1−ωα (INd−P)yk+1. Thus, the updates for g-CDMSGD can be expressed
as
yk+1 = Θk + µ(Θk −Θk−1) (6.12a)
Θk+1 = yk+1 − αS(yk+1), (6.12b)
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Algorithm 8 g-CDMSGD
1: Initialization: ω, θj0, v
j
0, j = 1, 2, ..., N , α, N , m, Π, µ
2: Distribute the Non-IID training data set to N agents
3: for each agent do
4: Randomly shuﬄe each data subset
5: for k = 0 : m do
6: θˆ =
∑
l∈Nb(j) pijlθ
l
t
7: vˆ =
∑
l∈Nb(j) pijlv
l
t
8: vjk+1 = (1− ω)(θˆ − θjk + µvˆ) + ωµvjk − ωαgj(θjk + µvjk)
9: θjk+1 = θ
j
k + v
j
k+1
10: end for
11: end for
The compact form of i-CDMSGD is expressed as follows:
yk+1 = Θk + µ(Θk −Θk−1) (6.13a)
Θk+1 = P
τyk+1 − αg(yk+1). (6.13b)
Rewriting the above equations yields:
Θk+1 = yk+1 − yk+1 + Pτyk+1 − αg(yk+1)
= yk+1 − α(g(yk+1) + 1
α
(INd −Pτ )yk+1).
(6.14)
Letting S(yk+1) = g(yk+1) + 1α(INd −Pτ ), we have
yk+1 = Θk + µ(Θk −Θk−1), (6.15a)
Θk+1 = yk+1 − αS(yk+1). (6.15b)
For analysis, we require a bound on the variance of the stochastic Lyapunov gradient S(Θk)
such that the variance of the gradient noise1 can be bounded from above. The variance of S(Θk)
is defined as:
V ar[S(Θk)] := E[‖S(Θk)‖2]− ‖E[S(Θk)]‖2.
The following assumption is standard in SGD convergence analysis, and is based on Bottou et al.
(2016).
1As our proposed algorithm is a distributed variant of SGD, the noise in the performance is caused by the random
sampling Song et al. (2015).
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Assumption 72 a) There exist scalars r2 ≥ r1>0 such that ∇V (Θk)TE[S(Θk)] ≥ r1‖∇V (Θk)‖2
and ‖E[S(Θk)]‖ ≤ r2‖∇V (Θk)‖ for all k ∈ N; b) There exist scalars B ≥ 0 and BV ≥ 0 such that
V ar[S(Θk)] ≤ B +BV ‖∇V (Θk)‖2 for all k ∈ N.
Remark 73 While Assumption 72(a) guarantees the sufficient descent of V in the direction of
−S(Θk), Assumption 72(b) states that variance of S(Θk) is bounded above by the second moment
of ∇V (Θk). The constant B can be regarded to represent the second moment of noise involving in
the gradient S(Θk). Therefore, the second moment of S(Θk) can be bounded above as E[‖S(Θk)‖2] ≤
B +Bm‖∇V (Θk)‖2, where Bm := BV + r22 ≥ r21>0.
For convergence analysis, we assume:
Assumption 74 There exists a constant G>0 such that ‖∇V (x)‖ ≤ G,∀x ∈ Rd.
As the Lyapunov function is a composite function with the true cost function which is Lipschitz
continuous and the regularization term associated with consensus, it can be immediately obtained
that ‖∇V (x)‖ is bounded above by some positive constant.
Before turning to our main results, we present two auxiliary technical lemmas.
Lemma 75 Let Assumptions 71 and 1 hold. The iterates of g-CDSGD (Algorithm 6) satisfy the
following inequality ∀k ∈ N:
E[V (Θk+1)]− V (Θk)
≤ −α∇V (Θk)TE[S(Θk)] + γˆ
2
α2E[‖S(Θk)‖2].
(6.16)
Proof. By Assumption 71, the iterates generated by g-CDSGD satisfy:
V (Θk+1)− V (Θk)
≤ ∇V (Θk)T (Θk+1 −Θk) + 1
2
γˆ‖Θk+1 −Θk‖2
= −α∇V (Θk)T∇S(Θk) + 1
2
γˆα2‖∇S(xk)‖2.
(6.17)
Taking expectations on both sides, we can obtain
E[V (Θk+1)− V (Θk)]
≤ E[−α∇V (Θk)T∇S(Θk) + 1
2
γˆα2‖∇S(Θk)‖2].
(6.18)
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While V (Θk) is deterministic, V (Θk+1) can be considered to be stochastic due to the random
sampling aspect. Therefore, we have
E[V (Θk+1)]− V (Θk)
≤ −α∇V (Θk)TE[∇S(Θk)] + 1
2
γˆα2E[‖∇S(Θk)‖2],
(6.19)
which completes the proof.
Lemma 76 Let Assumptions 71, 1, and 72 hold. The iterates of g-CDSGD (Algorithm 6) satisfy
the following inequality ∀k ∈ N:
E[V (Θk+1)]− V (Θk)
≤ −(r1 − γˆ
2
αBm)α‖∇V (Θk)‖2 + γˆ
2
α2B.
(6.20)
Proof. Recalling Lemma 75 and using Assumption 1 and Remark 73, we have
E[V (Θk+1)]− V (Θk) ≤ −r1α‖∇V (Θk)‖2
+
γˆ
2
α2E[‖∇S(Θk)‖2] ≤ −r1α‖∇V (Θk)‖2
+
γˆ
2
α2(B +Bm‖∇V (Θk)‖2)
= −(r1 − γˆ
2
αBm)α‖∇V (Θk)‖2 + γˆ
2
α2B
(6.21)
which completes the proof.
To guarantee that the first term on the right hand side is strictly negative, the step size α should
be chosen such that
0<α ≤ r1 − (1− ω)(1− λ
τ
N )Bm
ωBmγm
. (6.22)
6.3 Convergence Analysis with Fixed Step Size
This section presents the main results by analyzing the convergence properties of the proposed
algorithms. Our main results are grouped as follows: (i) we provide rigorous convergence analysis
for g-CDSGD and i-CDSGD for both strongly convex and non-convex objective functions. (ii) we
analyze their momentum variants only for strongly convex objective functions.
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6.3.1 Convergence Analysis for i-CDSGD and g-CDSGD
Our analysis will consist of two components: establishing an upper bound on how far away
the estimates of the individual agents are with respect to their empirical mean (which we call the
consensus bound), and establishing an upper bound on how far away the overall procedure is with
respect to the optimum (which we call the optimality bound).
First, we obtain consensus bounds for the g-CDSGD and i-CDSGD as follows.
Proposition 77 (Consensus with fixed step size, g-CDSGD) Let Assumptions 71, 1, 74 hold.
The iterates of g-CDSGD (Algorithm 6) satisfy the following inequality ∀k ∈ N, when α satis-
fies Eq. 6.22,
E[‖θjk − sk‖] ≤
ωαh
1− λˆ2
(6.23)
where sk =
1
N
∑N
j=1 θ
j
k, λˆ2 is the second-largest eigenvalue of the matrix Q = (1− ω)P + ωINd.
Proof. Rewriting the expression 6.6 in another form yields Θk+1 = QΘk − ωαg(Θk). Recursively
applying the new form of Eq. 6.6 results in the following expression
Θk = −ωα
k−1∑
o=0
Qk−1−og(Θk) (6.24)
which follows from that the initial value of Θk is set 0. Let sk = [sk; sk; ...; sk] ∈ RNd such that
sk =
1
Nd(1Nd1
T
Nd)Θk. Therefore, we have
‖θjk − sk‖ ≤ ‖Θk − sk‖ = ‖Θk −
1
Nd
(1Nd1
T
Nd)Θk‖
= ‖ − ωα
k−1∑
o=0
Qk−1−og(Θo) + ωα
k−1∑
o=0
1
Nd
(1Nd1
T
NdQ
k−1−o)g(Θo)‖
= ‖ − ωα
k−1∑
o=0
Qk−1−og(Θo) + ωα
k−1∑
o=0
1
Nd
(1Nd1
T
Nd)g(Θk)‖
= ωα‖
k−1∑
o=0
(Qk−1−o − 1
Nd
1Nd1
T
Nd)g(Θo)‖
≤ ωα
k−1∑
o=0
‖Qk−1−o − 1
Nd
1Nd1
T
Nd‖‖g(Θo)‖
= ωα
k−1∑
o=0
λˆk−1−o2 ‖g(Θo)‖,
(6.25)
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where the third equality follows from that 1Nd1Nd1
T
NdQ =
1
Nd1Nd1
T
Nd, the second inequality is
obtained by using Cauchy-Schwartz inequality, λˆ2<1.
Therefore, the following relationships can be obtained:
E[‖θjk − sk‖] ≤ ωαE[
k−1∑
o=0
λˆk−1−o2 ‖g(Θo)‖]
= ωα
k−1∑
o=0
λˆk−1−o2 E[‖g(Θo)‖]
≤ ωαh
1− λˆ2
,
(6.26)
which completes the proof.
Proposition 78 (Consensus with fixed step size, i-CDSGD) Let Assumptions 71, 1, 74 hold. The
iterates of i-CDSGD (Algorithm 5) satisfy the following inequality ∀k ∈ N, when α satisfies 0<α ≤
r1−(1−λτN )Bm
γmBm
,
E[‖θjk − sk‖] ≤
αh
1− λτ2
(6.27)
Proof. Rewriting Equation (6.5) yields
Θk+1 = P
τΘk − αg(Θk).
Recursively applying the new form of Equation (6.5) results in the following expression:
Θk = −α
k−1∑
o=0
Pτ(k−1−o)g(Θk) (6.28)
which follows from the fact that that the initial value of Θk is set 0.
Let sk = [sk; sk; ...; sk] ∈ RNd such that
sk =
1
Nd
(1Nd1
T
Nd)Θk.
118
Therefore, we have:
‖θjk − sk‖ ≤ ‖Θk − sk‖
= ‖Θk − 1
Nd
(1Nd1
T
Nd)Θk‖
= ‖ − α
k−1∑
o=0
Pτ(k−1−o)g(Θo) + α
k−1∑
o=0
1
Nd
(1Nd1
T
NdP
τ(k−1−o))g(Θo)‖
= ‖ − α
k−1∑
o=0
Pτ(k−1−o)g(Θo) + α
k−1∑
o=0
1
Nd
(1Nd1
T
Nd)g(Θk)‖
= α‖
k−1∑
o=0
(Pτ(k−1−o) − 1
Nd
1Nd1
T
Nd)g(Θo)‖
≤ α
k−1∑
o=0
‖Pτ(k−1−o) − 1
Nd
1Nd1
T
Nd‖‖g(Θo)‖
= α
k−1∑
o=0
λ
τ(k−1−o)
2 ‖g(Θo)‖,
(6.29)
where the third equality follows from that 1N 1N1
T
NP =
1
N 1N1
T
N , and the second inequality is
obtained by using the Cauchy-Schwartz inequality. Therefore,
E[‖θjk − sk‖] ≤ αE[
k−1∑
o=0
λ
τ(k−1−o)
2 ‖g(Θo)‖]
= α
k−1∑
o=0
λ
τ(k−1−o)
2 E[‖g(Θo)‖]
≤ αh
1− λτ2
.
(6.30)
which completes the proof.
As shown in Figure 6.1, we formally denote the consensus bound after sufficient iterations by d1.
Observe that the consensus (upper) bound is a function of the spectral properties of the underlying
communication topology (specifically, proportional to 1−λ2 for g-CDSGD, or 1−λτ2 for i-CDSGD).
Let us consider two illustrative example communication topologies: dense (λ2 = 0.01) and sparse
(λ2 = 0.8). We can observe that with even τ = 2, i-CDSGD has a much smaller consensus bound
compared to that of CDSGD for the sparse topology. However, the improvement is negligible for the
dense topology. Therefore, in practice one can achieve better consensus with higher τ for sparser
topologies. For g-CDSGD, as d1 is also a function of the parameter ω, it can be seen that with an
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appropriately chosen ω, one can reduce the consensus bound significantly. However, the tuning of
ω can affect the optimality as we discuss later in the paper. For i-CDSGD, the smallest consensus
bound is αh when τ → ∞, which leads to a large communication cost. Considering ωαh
1−λˆ2 ≤
αh
1−λτ2 ,
we obtain the condition ω ≤ 1−λ22−λ2−λτ2 that guarantees g-CDSGD to have a better consensus bound
than i-CDSGD. Next, we obtain optimality bounds for g-CDSGD and i-CDSGD.
Theorem 79 (Convergence of g-CDSGD in strongly convex case) Let Assumptions 71, 1 and 72
hold. When the step size satisfies Eq. 6.22, the iterates of g-CDSGD (Algorithm 6) satisfy the
following inequality ∀k ∈ N:
E[Dk] ≤ Ck−11 D1 + C2
k−1∑
q=0
Cq1 (6.31)
where Dk = V (Θk)− V ∗, C1 = 1− (ωαHm + 1−ω2 (1− λ2))r1, C2 = (α
2γmω+α(1−ω)(1−λN ))B
2 .
Proof. Recalling Lemma 76 and using Definition 69 yield:
E[V (Θk+1)]− V (Θk)
≤ −(r1 − γˆ
2
αBm)α‖∇V (Θk)‖2
+
γˆ
2
α2B ≤ −1
2
αr1‖∇(Θk)‖2 + α
2γˆB
2
≤ −αr1Hˆ(V (Θk)− V ∗) + α
2γˆB
2
.
(6.32)
The second inequality follows from that α ≤ r1γˆBm , which is implied by Eq. 6.22. The expectation
taken in the above inequalities is only related to θk+1. Hence, recursively taking the expectation
and subtracting V ∗ from both sides, we get:
E[V (Θk+1)− V ∗] ≤ (1− αHˆr1)E[V (Θk)− V ∗] + α
2γˆB
2
. (6.33)
As 0<αHˆr1 ≤ Hˆr
2
1
γˆBm
≤ Hˆr21
γˆr21
= Hˆγˆ ≤ 1, the conclusion follows by applying Eq. 79 recursively
through iteration k ∈ N and letting Dk = V (Θk) − V ∗, C1 = 1 − (ωαHm + 1−ω2 (1 − λ2))r1, C2 =
(α2γmω+α(1−ω)(1−λN ))B
2 .
Theorem 80 (Convergence of i-CDSGD in strongly convex case) Let Assumptions 71, 1 and 72
hold. When the step size satisfies 0<α ≤ r1−(1−λτN )BmγmBm , the iterates of i-CDSGD (Algorithm 5)
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satisfy the following inequality ∀k ∈ N:
E[Dk] ≤ Ck−13 D1 + C4
k−1∑
q=0
Cq3 (6.34)
where Dk = V (Θk)− V ∗, C3 = 1− (αHm + 12(1− λτ2))r1, C4 =
(α2γm+α(1−λτN ))B
2 .
Proof. We omit the proof here and one can easily get it following the proof techniques shown for
Theorem 79. The desired result is obtained by replacing C1 with C3 and C2 with C4, respectively.
Although we show the convergence for strongly convex objectives, we note that objective func-
tions are higly non-convex for most deep learning applications. While convergence to a global
minimum in such cases is extremely difficult to establish, we prove that g-CDSGD and i-CDSGD
still exhibits weaker (but meaningful) notions of convergence.
Theorem 81 (Convergence to the first-order stationary point for non-convex case of g-CDSGD)
Let Assumptions 71, 1, and 72 hold. When the step size satisfies Eq. 6.22, the iterates of g-CDSGD
(Algorithm 6) satisfy the following inequality ∀K ∈ N:
E[
1
K
K∑
k=1
‖∇V (Θk)‖2]
≤ (ωγmα+ (1− ω)(1− λN ))B
r1
+
2(V (Θ1)− Vinf)
Kr1α
(6.35)
Proof. Recalling Lemma 76 and taking expectations on both sides lead to the following relation:
E[V (Θk+1)]− E[V (Θk)]
≤ −(r1 − γˆαBm
2
)αE[‖∇V (Θk)‖2] + γˆα
2B
2
.
(6.36)
If the step size is such that α ≤ r1γˆBm , we get:
E[V (Θk+1)]− E[V (Θk)] ≤ −r1α
2
E[‖∇V (Θk)‖2] + α
2γˆB
2
. (6.37)
Applying the above inequality from 1 to K and summing them up can give the following relation
Vinf − V (Θ1) ≤ E[V (Θk+1)]− V (Θ1)
≤ −r1α
2
m∑
k=1
E[‖∇V (Θk)‖2] + mα
2γˆB
2
.
(6.38)
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The last inequality follows from the Assumption 72. Rearrangement of the above inequality, sub-
stituting γˆ = ωγm + α
−1(1− ω)(1− λN ), and dividing by K yields the desired result.
Theorem 82 (Convergence to the first-order stationary point for non-convex case of i-CDSGD)
Let Assumptions 71, 1, and 72 hold. When the step size satisfies 0<α ≤ r1−(1−λτN )BmγmBm , the iterates
of i-CDSGD (Algorithm 5) satisfy the following inequality ∀K ∈ N:
E[
1
K
K∑
k=1
‖∇V (Θk)‖2]
≤ (γmα+ (1− λ
τ
N ))B
r1
+
2(V (Θ1)− Vinf)
Kr1α
.
(6.39)
Proof. The proof for this theorem is rather similar to the one provided for Theorem 81 above, and
we omit the details.
Remark 83 Let us discuss the rates of convergence suggested by Theorems 79 and 81. We observe
that when the objective function is strongly convex, the function value sequence {V (Θk)} can linearly
converge to within a fixed radius of convergence, which can be calculated as follows:
lim
k→∞
E[V (Θk)− V ∗] ≤ B[ωαγm + (1− ω)(1− λN )]
2r1(ωHm + α−1(1− ω)(1− λ2)) .
When the objective function is non-convex, we cannot claim linear convergence. However, Theo-
rem 81 asserts that the average of the second moment of the Lyapunov gradient is bounded from
above. Recall that the parameter B bounds the variance of the “noise” due to the stochasticity of
the gradient, and if B = 0, Theorem 81 implies that {Θk} asymptotically converges to a first-order
stationary point.
Remark 84 For g-CDSGD, let us investigate the corner cases where ω → 0 or ω → 1. For the
strongly convex case, when ω → 1, we have αcB2r1 , where c =
γm
Hm
is the condition number. This
suggests that if consensus is not a concern, then each iterate {θjk} converges to its own respective
θj∗, as depicted in Fig. 6.1. On the other hand, when ω → 0, the upper bound converges to αB(1−λN )2r1(1−λ2) .
In such a scenario, each agent sufficiently communicates its own information with other agents to
arrive at an agreement. In this case, the upper bound depends on the topology of the communication
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network. If λN ≈ 0, this results in:
lim
k→∞
E[V (Θk)− V ∗] ≤ Bα
2r1(1− λ2) .
For the non-convex case, when ω → 1, the upper bound suggested by Theorem 81 is αγmBr1 , while
ω → 0 leads to (1−λN )Br1 , which is roughly Br1 if λN ≈ 0.
We also compare i-CDSGD and CDSGD with g-CDSGD in terms of the optimality upper
bounds to arrive at a suitable lower bound for ω as follows.
Comparisons between i-CDSGD and g-CDSGD. We provide optimality bounds (which
can be interpreted as the Euclidean distance between θˆ and θ∗ in Figure 6.1. In this context, we
give the upper bound for i-CDSGD, which is
lim
k→∞
E[V (Θk)− V ∗] ≤ B(αγm + 1− λ
τ
N )
2r1(Hm + α−1(1− λτ2))
,
which demonstrates that the optimality bound is related to τ . Theorem 79 shows the optimality
bound of g-CDSGD is a function of ω. We discuss the comparison for the strongly convex case; the
non-convex case follows from the similar analysis techniques to obtain the conclusion. Suppose the
following condition holds:
B[ωαγm + (1− ω)(1− λN )]
2r1(ωHm + α−1(1− ω)(1− λ2))
≤ B[αγm + 1− λ
τ
N ]
2r1(Hm + α−1(1− λτ2))
(6.40)
which leads to
ω ≥ 2Hma− bγm + (be− da)α
−1
2Hm(a+ e) + (ad− be)α−1 − γm(b+ d)
where a = 1− λN , b = 1− λ2, e = 1− λτN , d = 1− λτ2 . Let
A1 = 2Hma− bγm + (be− da)α−1,
A2 = 2Hm(a+ e) + (ad− be)α−1 − γm(b+ d).
To guarantee the lower bound is positive and less than 1, the following condition should be satisfied:
A1>0, A2>0, A1<A2. (6.41)
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Based on the above condition, we obtain:
c<min
{
2
2a+ e
2b+ d
,
2Hme− 2(bc− ad)α−1
dHm
}
Thus the lower bound for ω is obtained for the guarantee that g-CDSGD has a better optimal
bound than i-CDSGD in strongly convex case.
Comparison between CDSGD and g-CDSGD. Given the optimality upper bound of
CDSGD when k →∞ Jiang et al. (2017a) as follows:
lim
k→∞
E[V (Θk)− V ∗] ≤ B(αγm + 1− λN )
2r1(Hm + α−1(1− λ2)) ,
we have:
B[ωαγm + (1− ω)(1− λN )]
2r1(ωHm + α−1(1− ω)(1− λ2))
≤ B[αγm + 1− λN ]
2r1(Hm + α−1(1− λ2))
(6.42)
After some mathematical manipulations, we can obtain the following lower bound for ω:
ω ≥ 1
2
Combining the lower bound for ω after comparing i-CDSGD with g-CDSGD, it can be obtained
that
ω ≥ max
{
1
2
,
2Hma− bγm + (be− da)α−1
2Hm(a+ e) + (ad− be)α−1 − γm(b+ d)
}
Such a result may improve the lower bound for ω to be tighter. However, since for sparse networks,
i-CDSGD outperforms CDSGD, the lower bound for ω we have shown in the main contents is an
enough guarantee for improving the optimality.
6.3.2 Convergence Analysis for Momentum Variants
We next provide a convergence analysis for the g-CDMSGD algorithm, summarized in the
update laws given in Eq. 6.12. A similar analysis can be applied to i-CDMSGD. Before stating the
main result, we define the sequence φk(Θ), k = 1, 2, . . . as:
φ1(Θ) = V (Θ1) +
Hˆ
2
‖Θ−Θ1‖2, and
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φk+1 =(1−
√
Hˆα)φk(Θ) +
√
Hˆα(Vˆ (yk)
+ (Sk,Θ− yk) + Hˆ
2
‖Θ− yk‖2
(6.43)
where Vˆ represents the average of the objective function values of a mini-batch. We define φ∗k as
follows
φ∗k = min
Θ∈RNd
φk(Θ)
Further, from Assumption 72, we see that V ar[S(yk)] ≤ B + BV ‖∇V (yk)‖2. Combining As-
sumption 74 and Var[S(yk)] := E[‖S(yk)−∇V (yk)‖2], we have E[‖S(yk)−∇V (yk)‖2] ≤ B+BVG2.
We now state our main result, which characterizes the performance of g-CDMSGD. To our
knowledge, this is the first theoretical result for momentum-based versions of consensus-distributed
SGD. Before that, we present two auxiliary lemmas for characterizing the main theorem. Define
bk = arg min
Θ∈RNd
φk(Θ)
Lemma 85 The process generated by the Eq. 6.43 preserves the canonical form of functions {φk(Θ)}
when φ1(Θ) = φ
∗
1 +
Hˆ
2 ‖Θ−Θ1‖2:
φk(Θ) = φ
∗
k +
Hˆ
2
‖Θ−Θk‖2 (6.44)
Lemma 86 If α ≤ min{ r1−(1−ω)(1−λN )BmωBmγm , 1Hˆ }, then the sequences {bk} and {vk − yk} are defined
as follows:
bk+1 = (1−
√
Hˆα)vk +
√
Hˆαyk −
√
α
Hˆ
S(yk) (6.45a)
bk − yk = 1√
Hˆα
(yk −Θk) (6.45b)
The proof of both Lemmas follow from Nesterov (2013). We also have:
Lemma 87 Let Assumptions 71, 1, 72, and 74 hold. If α ≤ min{ r1−(1−ω)(1−λN )BmωBmγm , 1Hˆ ,
1
2γˆ }, then
for ∀k ∈ N, we have:
E[φk(Θ)] ≤ V (Θ) + (1−
√
Hˆα)k−1(φ1(Θ)− V (Θ)), (6.46)
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E[V (Θk)] ≤ E
[
φ∗k +
k−1∑
p=1
(1−
√
Hˆα)k−1−p
{
− Hˆ
2
1−
√
Hˆα√
Hˆα
‖Θp − yp‖2 + α‖∇V (yp)− S(yp)‖2
}] (6.47)
The proof of this lemma follows from Lemmas 85 and 86, Lemma 1 of Nitanda (2014), and the
expressions:
(∇V (yk),S(yk))
=
1
2
(‖∇V (yk)‖2 + ‖S(yk)‖2 − ‖∇V (yk)− S(yk)‖2),
‖S(yk)‖2 ≤ 2(‖∇V (yk)‖2 + ‖∇V (yk)− S(yk)‖2),
‖∇V (yk)‖2 ≤ 2(‖S(yk)‖2 + ‖∇V (yk)− S(yk)‖2).
The last two inequalities directly follow from the triangle inequality.
Theorem 88 (Convergence of g-CDMSGD, strongly convex case) Let Assumptions 71, 1, 72,
and 74 hold. If the step size satisfies α ≤ min{ r1−(1−ω)(1−λN )BmωBmγm , 1Hˆ ,
1
2γˆ }, we have:
E[V (Θk)− V ∗] ≤ (1−
√
Hˆα)k−1(φ∗1 − V ∗)
+
√
α
Hˆ
(B +BVG
2).
(6.48)
Proof. From Lemma 87, it can be obtained that
E[V (Θk)] ≤ E
[
φ∗k +
k−1∑
p=1
(1−
√
Hˆα)k−1−p
{
α‖S(yk)−∇V (yk)‖2
}] (6.49)
The last inequality follows from that the coefficient − Hˆ2 1−
√
Hˆα√
Hˆα
<0. Recalling Eq. 6.46 and letting
Θ = Θ∗, and combining Eq. 6.49, we have
E[V (Θk)] ≤ E[V ∗ + (1−
√
Hˆα)k−1(φ∗1 − V ∗)]
+ E
[
k−1∑
p=1
(1−
√
Hˆα)k−1−p
{
α‖S(yk)−∇V (yk)‖2
}] (6.50)
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As E[‖S(yk)−∇V (yk)‖2] ≤ B +BVG2, therefore, the following inequality can be acquired
E[V (Θk)− V ∗] ≤ (1−
√
Hˆα)k−1(φ∗1 − V ∗)
+ E
[
k−1∑
p=1
(1−
√
Hˆα)k−1−p(B +BVG2)
]
(6.51)
Using
∑k−1
p=1(1−
√
Hˆα)k−1−p ≤∑∞t=0(1−√Hˆα)t = 1√
Hˆα
completes the proof.
Theorem 89 (Convergence of i-CDMSGD, strongly convex case) Let Assumptions 71, 1, 72,
and 74 hold. If the step size satisfies α ≤ min{ r1−(1−λτN )BmBmγm , 1Hˆ ,
1
2γˆ }, we have:
E[V (Θk)− V ∗] ≤ (1−
√
Hˆα)k−1(φ∗1 − V ∗)
+
√
α
Hˆ
(B +BVG
2).
(6.52)
Proof. The proof follows similarly from Theorem 88.
Note, although the theorem statements look the same for g-CDMSGD and i-CDMSGD, the
constants Hˆ are significantly different from each other. Theorem 88 suggests that with a sufficiently
small step size, using Nesterov acceleration results in a linear convergence (with parameter 1 −√
Hˆα) up to a neighbourhood of V ∗ of radius
√
α
Hˆ
(B + BVG
2). When k → ∞, the first term on
the right hand side vanishes and substituting Hˆ = ωHm+(1−ω)(2α)−1(1−λ2) into
√
α
Hˆ
(B+BVG
2),
we have √
α
ωHm + (1− ω)(2α)−1(1− λ2)(B +BVG
2),
which implies that the upper bound is related to the spectral gap 1 − λ2 of the network; hence,
a similar conclusion Theorem 79 can be deduced. When ω → 0, the upper bound becomes
α
√
1
2(1−λ)(B + BVG
2). However, ω → 1 leads to
√
α
Hm
(B + BVG
2). These two scenarios demon-
strates that the “gradient noise” cased by the stochastic sampling negatively affects the convergence.
One can use ω to trade-off the consensus and updates.
Next, we discuss the upper bounds obtained when k →∞ for g-CDSGD and g-CDMSGD. (1)
ω → 0: When BV is sufficiently small and r1 ≈ 12√2 , it can be observed that the optimality bound
for the Nesterov momentum variant is smaller than that for g-CDSGD as Bα1−λ2>
Bα√
1−λ2 ; (2) ω → 1:
When γm and r1 are carefully selected such that
γm
2r1
≈ 1, we have B
√
α
Hm
< BαHm when
α
Hm
> 1.
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Figure 6.2: Performance of different algorithms with unbalanced sample distribution among agents.
(Dashed lines represent test accuracy & solid lines represent training accuracy.)
Therefore, introducing the momentum can speed up the convergence rate with appropriately chosen
hyperparameters.
6.4 Experimental Results
We validate our algorithms via several experimental results using the CIFAR-10 image recogni-
tion dataset (with standard training and testing sets). The model adopted for the experiments is a
deep convolutional neural network (CNN) (with ReLU activations) which includes 2 convolutional
layers with 32 filters each followed by a max pooling layer, then 2 more convolutional layers with 64
filters each followed by another max pooling layer, and a dense layer with 512 units. The mini-batch
size is set to 512, and step size is set to 0.01 in all experiments. All experiments were performed
using Keras with TensorFlow Chollet (2015); Abadi et al. (2016). We use a sparse network topology
with 5 agents. The agent interaction matrix is as follows.
pi =

0.34 0.33 0.0 0. 0.33
0.33 0.34 0.33 0.0 0.0
0.0 0.33 0.34 0.33 0.0
0.0 0.0 0.33 0.34 0.33
0.33 0.0 0.0 0.33 0.34

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Figure 6.3: Performance of g-CDMSGD for different ω values. (Dashed lines represent test accuracy
& solid lines represent training accuracy.)
Figure 6.4: The accuracy percentage difference between the best and the worst agents for different
algorithms with unbalanced and balanced sample distribution among agents.
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Figure 6.5: The accuracy percentage difference between the best and the worst agents with balanced
sample distribution for CDMSGD, i-CDMSGD and g-CDMSGD (varying ω.)
We use both balanced and unbalanced data sets for our experiments. In the balanced case, agents
have an equal share of the entire training set. However, in the unbalanced case, agents have
(randomly selected) unequal parts of the training set while making sure that each agent has at
least half of the equal share amount of examples.
Performance of algorithms. In Figure 6.2, we compare the performance of the momentum
variants of our proposed algorithms, i-CDMSGD and g-CDMSGD (with ω = 0.1) with state-of-
the art techniques such as CDMSGD and Federated Averaging using an unbalanced data set. All
algorithms were run for 3000 epochs. Observing the average accuracy over all the agents for both
training and test data, we note that i-CDMSGD can converge as fast as CDMSGD with lesser
fluctuation in the performance across epochs. While being slower in convergence, g-CDMSGD
acheves similar performance (with test data) with less fluctuation as well as smaller generalization
gap (i.e., difference between training and testing accuracy). All algorithms significantly outperform
Federated Averaging in terms of average accuracy. We also vary the tuning parameter ω for g-
CDMSGD to show (in Figure 6.3) that it is able to achieve similar (or better) convergence rate as
CDMSGD using higher ω values with some sacrifice in terms of the generalization gap.
Degree of Consensus. One of the main contribution of our paper is to show that one can
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Figure 6.6: Performance of different algorithms on balanced and uniformly distributed data among
agents. (Dashed lines represent test accuracy & solid lines represent training accuracy.)
control the degree of consensus while maintaining average accuracy in distributed deep learning. We
demonstrate this by observing the accuracy difference between the best and the worst performing
agents (identified by computing the mean accuracy for the last 100 epochs). As shown in Figure 6.4,
the degree of consensus is similar for all three algorithms for balanced data set, with i-CDMSGD
performing slightly better than the rest. However, for an unbalanced set, both i-CDMSGD and
g-CDMSGD perform significantly better compared to CDMSGD. Note, the degree of consensus can
be further improved for g-CDMSGD using lower values of ω as shown in Figure 6.5. However, the
convergence becomes relatively slower as shown in Figure 6.3. We do not compare these results
with the Federated Averaging algorithm as it performs a brute force consensus at every epoch using
centralized parameter server. We also do not vary τ as the doubly stochastic agent interaction
matrix for the small agent population becomes stationary very quickly with a very small value of
τ . However, this will be explored in our future work with significantly bigger networks.
In Figure 6.6, we see that fluctuations in the average accuracy are almost negligible for the
case where each agent gets balanced and uniformly distributed dataset. Algorithm i-CDMSGD
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Figure 6.7: Performance of different non-momentum versions of the algorithms. (Dashed lines
represent test accuracy & solid lines represent training accuracy.)
Figure 6.8: Performance of g-CDMSGD algorithm with different ω values with an unbalanced and
non-uniform distribution of data (20% non uniformity).
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Figure 6.9: Performance of g-CDMSGD algorithm with different ω values with an unbalanced and
non-uniform distribution of data (40% non uniformity).
Figure 6.10: Performance of g-CDMSGD algorithm with different ω values with an unbalanced and
non-uniform distribution of data (60% non uniformity).
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Figure 6.11: Performance of different algorithms with a balanced data distribution on MNIST
dataset
performs as good as CDMSGD. We also notice that g-CDMSGD has a lower convergence rate but
achieves slightly better test error which shows similar trend with Unbalanced data distribution
case shown in Figure 6.2. Figure 6.7 shows the performance of the non-momentum versions of the
same settings. Algorithms i-CDSGD and CDSGD perform similar to Federated Averaging whereas
g-CDSGD is slow but the generalization gap is lesser.
For all the experiments until this point, each agent is allocated data from a uniform distribution
of data (assured by shuﬄing of the data). However, it is possible that each agent can have non-
uniformity in the distribution of data they are receiving. One of the aspect of non-uniformity is
when each agent gets samples biased towards a few (not all) classes and gets very few samples
of other classes. Note that this kind of distribution is referred as non-iid data distribution in
Federated Averaging (McMahan et al., 2016). For simulating this, we allocate a portion of samples
pertaining to a class to a specific agent and the other portion will be pooled, shuﬄed and distributed.
Figure 6.8- 6.10 represents the performance of different algorithms with different percentage of
non-uniform distribution of data (percentage of data per class allocated without any shuﬄing). For
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Figure 6.8, we split 20% of data pertaining to two classes to an each agent. Thus, each agent has a
bias of ≈ 30% towards a class. In such a non-uniform distribution of data, the performance of each
agent fluctuates a lot more than the other the uniform distribution of data. With several values of
ω we see that as the value of ω increases, the performance is close to CDMSGD and is even slightly
better than it. At the same time, as the percentage of non-uniformity is increased to 60%, we see
that the increasing ω deteriorates the performance. This can be corroborated with the increase in
the agent level difference in the performance and lack of consensus as well as more emphasis on
local gradient updates (ω = 0.5). Since, the algorithms have not reached stability, we could not
compute the degree of consensus among the agents.
Finally, we also compare our proposed algorithms to CDMSGD on another benchmark dataset
- MNIST. The performance of the algorithms is shown in Figure 6.11 which follows similar trend
as observed for CIFAR-10.
6.5 Summary
For investigating the trade-off between consensus and optimality in distributed deep learn-
ing with constrained communication topology, this chapter presents two new algorithms, called
i-CDSGD and g-CDSGD and their momentum variants. We show the convergence properties for
the proposed algorithms and the relationships between the hyperparameters and the consensus &
optimality bounds. Theoretical and experimental comparison with the state-of-the-art algorithm
called CDSGD, shows that i-CDSGD, and g-CDSGD can improve the degree of consensus among
the agents while maintaining the average accuracy especially when there is data imbalance among
the agents.
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CHAPTER 7. SUMMARY, CONCLUSIONS AND FUTURE WORK
7.1 Conclusions
The research presented in this dissertation studies various aspects of distributed optimization
applied to controls and learning problems associated with different multi-agent networked systems.
As discussed in the introductory chapter, numerous studies that have been conducted can poten-
tially address the issues related to a large class of future application areas that encompass many
fields of science and engineering. Although we only used some benchmark datasets to validate the
proposed algorithms, the extensive applications of them can be rather general multi-agent networked
systems which involve distributed control and learning issues. For example, Chapters 2 and 3 deals
with energy efficiency in the large-scale commercial building energy systems. The techniques de-
veloped here are utilized primarily for optimizing the energy consumption while maintaining the
thermal comfort requirements for each local zone in the systems. However, these can be used for
general cost minimization applications, e.g., transportation networks as well as robotic networks.
On the other hand, Chapters 5 and 6 handles the classification problems in a networked system
by proposing a class of novel distributed deep learning algorithms. These concepts are validated
by several popular benchmark image datasets. However, the proposed platform is easily extended
to other machine learning problems, e.g., support vector machine, logistic regression and decision
tree.
Specifically, the key contributions of this dissertation are delineated in the sequel.
7.2 Contributions of the Dissertation
1. Generalized gossip-based subgradient approach and applications to building en-
ergy systems: In large-scale commercial building HVAC systems, determination of optimal
set points is a critical and challenging problem which can significantly affect the performance
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of building energy systems. A distributed optimization algorithm is proposed and developed
using the generalized gossip protocol and subgradient method for seeking optimal set points
while maintaining the thermal comfort requirements from various local zones. The proposed
schemes are tested and validated on the real testbed at the Iowa Energy Center.
2. Consensus-based distributed stochastic gradient descent (CDSGD) approach: Due
to the massive growth in data and model sizes, scaling up deep learning algorithms in a dis-
tributed setting is becoming increasingly critical. In this research, we present a novel dis-
tributed deep learning algorithm, i.e., consensus-based distributed stochastic gradient descent
method, to address the collaborative learning problem with data parallelism for a networked
system. We show the convergence properties for the proposed algorithm when the objective
functions are smooth and convex or possibly nonconvex.
3. Consensus-optimality trade-offs in collaborative deep learning: In collaborative
learning problems, the trade-off between consensus and optimality is significantly critical
and balancing them enables all agents collectively agree upon the optimal solution. We pro-
pose, analyze and empirically evaluate two new algorithmic frameworks for distributed deep
learning that enable us to explore fundamental trade-offs between consensus and optimality.
The first approach is called incremental consensus-based distributed SGD and the second
approach is called generalized consensus-based distributed SGD. We use balanced and unbal-
anced datasets (i.e., equal or unequal distributions of training samples among the agents) for
the numerical experiments with benchmark deep learning datasets.
7.3 Future Research Directions
Beyond the existing research work we have presented in this dissertation, this section presents
the broad research areas that can emerge as extension of the work presented here.
1. Time-varying networks: In this dissertation, a generic assumption for the whole research
is that the agent communication graph is static, i.e., time-invariant networks. While time-
invariant networks simplifies the analysis in this context, the time-varying networks are more
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general for most real-world problems. Therefore, one of future research directions should
be focused on the time-varying networks in which the interaction among different agents
is changing with time. In this case, the algorithmic frameworks and analysis need to be
extended.
2. Nonsmooth objective functions in distributed nonconvex optimization: Convex op-
timization has been studied well in literature and more attention should be paid to nonconvex
optimization. By far most of existing algorithms can only be used to solve problems with
smooth objective functions which is a quite strong assumption in complex problems. Relax-
ing such an assumption should be the next research step. In deep learning, the relaxation is
quite critical as some models involves nonsmooth function which may lead to the nonsmooth
objective functions. More generalized algorithms should be proposed and developed.
3. Large-scale real-world problems: This research and many other existing works present
some empirical results to validate the proposed algorithms. However, the benchmark datasets
are always used and the scale is not large enough. The performance by using benchmark
datasets can be high quality and simple, such as, MNIST, using which typically can produce
good quality results. However, in a real-world problem, the quality of dataset may not be
as good as expected such that the proposed algorithm can fail. Also, how to scale up the
algorithms to more agents is another problem since we mostly use several agents and show the
performance for validation. Although we claim that the proposed algorithms can be used for
a large number of agents, the implementation may be quite difficult in the realistic situation.
Therefore, how to apply the proposed algorithms to large-scale real-world problems should
be one of the next research steps.
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