Abstract. We show that the positive existential fragment of the theory of tree embedding is decidable.
Introduction
Symbolic Constraints, i.e. formulae interpreted in some term structure, have been revealed to be extremely useful in logic programming and theorem proving. Among such constraints, the ordering constraints can be used in expressing ordered strategies at the formula level instead of the inference level. This allows to cut further the search space, while keeping the completeness of the strategy 7] . Solving ordering constraints also allows for a nice lifting of orderings from the ground level to the terms with variables: de ne s > t by 8x:s > t wherẽ x, the variables of s; t, range over all ground terms. This provides with more powerful orderings for termination proofs in rewriting theory.
Up to now, the satis ability of ordering constraints has been studied for some orderings on terms: Venkataraman showed that the existential fragment of the theory of the subterm ordering is decidable, while the 3 fragment is undecidable 10]. These results have been extended recently to in nite trees 9]. Comon showed that the existential fragment of the theory of any total lexicographic path ordering is decidable 1]. This result has been extended to any recursive path ordering over a total precedence by Jouannaud and Okada 6] . On the other hand, the 4 fragment of the theory of any partial recursive path ordering is undecidable (provided that the signature is rich enough) 8].
All these works have left some open questions, among which the decidability of the existential theory of a partial recursive path ordering. Among the partial recursive path orderings, the tree embedding is the simplest one: the precedence is assumed to be empty. Actually the tree embedding is contained in all (partial) recursive path orderings. We do not solve here the decidability problem in its full generality, but we hope to contribute to the general solution: we show that the positive existential fragment of the theory of tree embedding is decidable.
The proof is carried out by elementary techniques which are quite di erent from those in 10, 9, 1, 6]. Indeed, for subterm problems, 10, 9] use some \test sets" showing that, if there is a solution, there is some solution which has a \small" size. They also use normal forms of inequations systems in which all inequations s t have a variable on the left. As we will see, it is not possible to follow this technique with the embedding relation. On the other hand, 1, 6, 7] use the linearity of the ordering in many places: the main problem is the expression of the successor function on the term level. Of course, we cannot use such a technique with the embedding which is not a linear ordering.
First, we set up precisely the problem in section 2. Then we give some obvious transformation rules in section 3. Using some stability properties of the set of solutions, we derive some additional rules reported in section 4. In section 5, we introduce more syntactic constructions in order to express easily strategies and we solve the problem of multiple upper bounds. We give section 6 the last rule which allows to break non-trivial cycles which necessarily occur in problems that are irreducible w.r.t. the other rules. Then we show that the whole set of rules terminates, thus leading to the decidability result.
Syntax and Semantics
Terms are built on the nite (ranked) alphabet F of function symbols and a set of variable symbols X. The resulting algebra is denoted T(F; X) (Or T(F) when X is empty). We use mainly the notations of 3]. For example, the result of replacing a term t with a term u at position p in s is denoted s u] p . This notation is also used in order to indicate that u occurs at position p in s. The root position (empty string) is denoted by .
The tree homeomorphic embedding (or simply embedding) is the reduction relation associated with the rewrite system consisting of all rules f(x 1 ; : : : ; x n ) ! x i for i 2 f1; : : :; ng and f 2 F (x 1 ; : : : ; x n are variables). Embedding is a well ordering on terms 4]; it will be denoted (more precisely, s t if t ? ! s using the above rules).
More operationally, we can use the following de nition: s f(s 1 ; : : : ; s n ) g(t 1 ; : : : ; t m ) t i 9i; s t i or f = g and 8i; s i t i
Inequational formulae are disjunctions of existentially quanti ed conjunctions of either inequations s t or equations s = t where s; t 2 T(F; X). The set of variables of an inequational formula I is denoted by V ar(I). > and ? respectively denote the trivial and the unsatis able inequational problem.
I is interpreted as follows: a ground assignment (i.e. a mapping associating each variable of I with a term in T(F)) satis es s t if s t . Similarly, it satis es s = t if s t ( is the identity of terms). This interpretation extends to inequational formulae in the usual way. If all solutions of an inequational formula I are also solutions of an inequational formula J, we will write I j = J.
The problem we address here is the satis ability of inequational problems. \Most" of the problems are satis able. Let us show some examples of unsatisable problems in increasing complexity. In all examples, f; h are binary function symbols, g; k are unary function symbols and a; b are constants. g(y) x^g(x) y is not satis able since we can deduce g(g(y)) y, which is unsatis able. This illustrates the monotonicity of embedding. We also used the fact that embedding contains the subterm ordering. Example 2.
g(y) x^x f(y; g(g(a)))^b f(x; y) is not satis able since, from the rst two inequations, we can conclude that g(y) must be embedded in g (g(a) ). It follows that y is either a or g(a). Next, x must be embedded in f(g(a); g(g(a))). Then b f(x; y) cannot be satis ed. This illustrates the fact that only nitely many terms are embedded in a given term. Example 3.
x g(k(y))^x k(g(y))^k(y) x^g(y) x is not satis able. Indeed, either x = g(x 1 ), or x = k(x 1 ) for some x 1 , or the top symbol of x is neither g nor k.
{ In the rst case, we deduce from the second inequation that g(x 1 ) g(y), hence x 1 y. From the third inequation, we deduce that k(y) g(x 1 ), hence k(y) x 1 . Now there is a contradiction: x 1 y^k(y) x 1 is unsatis able as in example 1.
{ The second case (x = k(x 1 )) is symmetric of the rst one. { In the last case (the top symbol of x is neither g nor k), we can deduce from the rst inequation that x y which, together with k(y) x leads to a contradiction. This example illustrates the problem of \multiple upper bounds": if some term t is embedded in both g(u) and h(v), then it must be embedded in either u or v.
A rst set of transformation rules
The technique we will use for deciding the satis ability of inequational formulae is now classical (see 2, 5]): it consists of rewriting the formula, using some rules which preserve the satis ability, until the problem becomes trivially decidable.
Our rst set of rules is quite straightforward to derive. It is displayed in gure 1. Let us call R 0 this set of rules. All formulae are assumed to be kept in disjunctive normal form. Then the rules of gure 1 transform an inequational formula into an inequational formula. Lemma 1. All rules in R 0 preserve the set of solutions of inequational formulae. Moreover, R 0 is terminating and irreducible inequational formulae are disjunctions of conjunctions of equations and inequations whose at least one member is a variable.
Actually, after one normalization w.r.t. R 0 , equations become useless. Discarding them preserves the satis ability. Hence, for sake of simplicity, we assume now that inequational formulae do not contain any equation. We can assume this property along all other transformations. Also, every disjunction can be treated separately (there is no interaction between them). For this reason, we will sometimes forget that inequational problems contain disjunctions. Removing ground terms occurring on the right (Ground 1) Lemma 2. The set of solutions of an inequational problem is stable by homomorphism i.e. given any tree-morphism from T(F) into itself if j = I, then j = I . For example, if there is no constant occurring in I, and a 2 F is a constant, then the set of solutions is stable under the morphism fa 7 ! tg for any ground term t.
We can also take advantage of the following straightforward remark: Lemma 3. If I is a conjunction of inequations of the form x t where x is a variable and t is a non-ground term, then, for any ground term u, the substitution u mapping every variable of I on u is a solution of I.
As a corollary, the following rule preserves the satis ability: Separate I 1^I2^s1 t 1^: : :^s n t n ! I 1
If V ar(I2) \ (V ar(s1; : : : ; sn) V ar(I1)) = ;, and for every i, V ar(ti) 6 V ar(I1) V ar(s1; : : : ; sn), and I2 consists of inequations x s where x is a variable and s is a non-ground term.
Indeed, if is a solution of I 1 , then the substitution u is a solution of I 1^I2^s1 t 1^: : :^s n t n for some large enough u. Actually, it is su cient to choose for u a term larger than s 1 ; : : : ; s n . This is always possible, except if F contains two distinct constants and no function symbol of arity larger or equal to 2. This latter case is discarded now: the case of unary function symbols can be solved by means of automata.
The above remarks also suggest to remove inequations s x from I when s is a ground term. Indeed, if is a solution of the remainder of the problem, then it will be enough to compose with a well chosen homomorphism (fa 7 ! sg for example), leading to a solution of I. This is not completely correct as the remainder of I may contain occurrences of constants (and hence be modi ed by the morphism). So, we will \freeze" the inequations s x when the variables of s only occur on the left, waiting until the rest of the problem is solved. Then, either s x has become ground along the transformation (leading to either > or ?) or else we will be able to construct a solution out of a solution of the non-frozen part, thanks to the stability by homomorphism. Let us show an example: Example 4.
Let I be g(a) x^x f(a; y)^x f(y; a)^y x. We freeze g(a) x. The two inequations x f(a; y)^x f(y; a) are equivalent to x f(a; a) _ x y (see the next sections). In the rst case, using the R 0 -normalization, we get a contradiction with the frozen part g(a) x which has become ground: g(a)
f(a; a). In the second case, we get y = x. From any substitution = fx 7 ! s; y 7 ! sg (which is a solution of the hot part) we get a solution of I, by composition with the morphism = fb 7 ! g(a)g where b is any constant occurring in s.
Let us consider a new syntactic construction (for strategic purposes only) in inequational formulae: conjunctions of inequations may be surrounded by brackets fg in which case, the inequations are frozen. This will be managed by the following rule: Freeze fI 1 g^s t^I 2 ! fI 1^s tg^I 2 If there is no variable in s occurring in some right hand side of an inequation of I2
The non-frozen part of a conjunction of inequations I will also be called the hot part of I and written H(I).
Elimination of multiple upper bounds
The Separate rule allows to eliminate variables which occur only in right sides of inequations (take I 2 = ;). Freeze eliminates (from the hot part) variables which occur only on the left. It is also possible to eliminate the variables which are bound only once; the rule: Eliminate fP g^Q^x s ! fP fx 7 ! sgg^Qfx 7 ! sg If x does not occur in s nor in any left member of an inequation of P or Q preserves the satis ability. Indeed, if is a solution of fP g^Q^x s, consider the substitution which is identical to , except on x where x s . Of course, still satis es any inequation in which x does not occur. It also obviously satis es x s. Then, it only remains to consider inequations in which x occurs on the right. Let y t be such an inequation. Then y y t t since x s x . Hence is also a solution of y t.
The problem is now illustrated by example 3: some variable may be bounded twice by \incompatible" terms. In order to express that x is bounded by both s and t, we write x 2 s&t. This will be useful for keeping track of the deductions we already considered.
Let E be the set of terms in T(F f&g; X) where & is assumed to be associative-commutative and is used in in x notation. Ground (a; g(a) )&h(b; g(a)))) = fg(a); g(g(a))g: the rst g cannot be erased, whereas the other occurrences of g (below &) can be erased. Let us emphasize that ] ] stands for the set of all terms embedded in the expression, whereas I, which is only used above the rst occurrence of a &, imposes that no symbol is erased until an & is reached.
Then, we introduce a new predicate symbol 2 with the following meaning: the solutions of s 2 e, where s 2 T(F; X) and e 2 E is the set of ground substitutions such that s 2 I(e ). For example, the solutions of x 2 g(k(y))&k(g(y)) are the substitutions fx 7 ! g(s); y 7 ! sg for some ground term s and the substitutions fx 7 ! k(s); y 7 ! sg for some ground term s.
The occur-check relation is the smallest re exive-transitive relation I oc on the variables of an inequational problem I such that: . Then all variables occurring as left members of membership conditions in do not occur in any left hand side of an inequation of . This is a consequence of the maximality conditions on x in the Bounds rule. Lemma 8. Considering R 1 as acting on normal forms w.r.t. R 0 (i.e. we assume an R 0 -normalization after each R 1 -reduction), we get a terminating reduction.
Indeed, if we only consider the hot part of inequational problems, the number of variables occurring in left sides of inequations is not increasing. No rule can introduce variables in left hand sides of inequations, except the rules which replace a variable with some other variable in the whole problem (with the Check and Check-2 rules) and the Ground 2 rule. In the former case, the number of variables occurring in left sides of inequations is not increasing. In the latter case, by R 0 -normalization, x must be replaced everywhere with a ground term, which means that it does no longer occur in a left side of an inequation. Now, by lemma 7, the number of variables occurring in left sides of inequations of the hot part is strictly decreasing as soon as Bounds is applied. Now, if there is no occurrence of Bounds in the reduction sequence, the &-normalization alone terminates (and is independent of the other rules), Ground rules eliminate variables and all other rules reduce the size of the problem.
Eliminating Cycles
In this section, we restrict our attention to the hot part of an inequational problem I irreducible for R 0 R 1 . The transformation rules that we have given so far yield problems whose hot parts are either > or ?, or problems involving some non-trivial cycles as de ned below. For studying the properties of such cycles, we associate a weighted, oriented graph G with an inequational problem , irreducible for R 0 R 1 . Examining this graph will give us both the application conditions of our last rule and the termination proof.
Interpreting Inequational Problems into Graphs
The The previous lemma shows that one of the following rules can be applied to a problem irreducible for R 0 R 1 , whenever contains an inequation. We are left to show that the process of applying Explode and re-normalizing the problem with R 0 R 1 terminates.
Termination
We prove the termination by de ning a well-founded ordering > W on graphs such that if Explode is applied to a problem and the resulting problem is re-normalized for R 0 R 1 , yielding a problem , The last inequation is irrelevant for our measure. Note that the p i s are di erent from by the application conditions of Explode (and lemma 11), and that x cannot occur in a left-hand side of an inequation. The corresponding arcs, (including a possible additional path going through x and leading to an arc w 0 (= w) are as follows: 1 The alphabetic ordering is not well-founded (there are in nite descending sequences 1 > 0 1 > 0 0 1 ), but our ordering is well-founded since the rst integer in a word is its length. u y] r t z 0 i ] pi which has to be re-normalized. This does not increase the weight since no rules (except the uni cation rules that will never be applied again) may introduce a variable in a left-hand side of an inequation, and the embedding rules may only decrease the depth of the variables in the left-hand sides of inequations, We can now state our main result, following by lemmas 12 and 14.
Theorem 15. The positive existential fragment of the rst-order theory of homeomorphic embedding is decidable.
Conclusion
We gave the rst decidability result for the satis ability of partial path orderings. We need however to go beyond:
-we wish to investigate the full existential fragment of the theory of embedding. -we wish to investigate the full positive theory of embedding.
-we wish to investigate the extension to the positive existential fragment of any recursive path ordering. This is not straightforward, since, for example, x t where t is ground, needs not to have only nitely many solutions.
All these works are rst steps towards the study of the theory of arbitrary partial recursive path orderings (for which we recall that only the 4 fragment is known to be undecidable). Finally, we would like to understand better the relationships with automata theory and, in particular, the combination of ordering constraints and sort constraints expressed in terms of the membership to recognizable tree languages.
