Abstract. The paper discusses current challenges and problems pertaining to the development and application of the direct simulation Monte Carlo method. The attention is paid to the issues related to the efficiency and accuracy of the method in the near-continuum regime, as well as its use for modeling of rarefied flows with real gas effects.
INTRODUCTION
The study of physical phenomena in rarefied nonequilibrium flows is a challenging problem directly related to the development of new aerospace and microelectronic technologies. Rarefied gas dynamics, that deals with these phenomena, is the synthesis of a great number of fundamental problems such as molecular collision dynamics and energy transfer phenomena in collisions, gas-surface interactions, condensation and evaporation, plume and expansion flows, and many others. All these problems are in close connection with practical issues that can be conventionally divided into two groups. The first group covers the questions related to hypersonic flight of vehicles at high altitudes (mainly external flows). The second group is represented by the problems that involve material processing, micromechanical devices and microelectronics (mainly internal flows).
The choice of the numerical approach to be used to model rarefied nonequilibrium flows greatly depends on the extent of flow rarefaction. For near-continuum flows, it is usually sufficient to take into account the effects of rarefaction through the boundary conditions of slip velocity and temperature jump on the surface. The Navier-Stokes or viscous shock layer equations are commonly used with these boundary conditions. The Navier-Stokes equations can be derived from the Boltzmann equation under the assumption of small deviation of the distribution function from equilibrium. Therefore, they become unsuitable for studying rarefied flows where the distribution function becomes considerably nonequilibrium.
To study rarefied flows with a significant degree of nonequilibrium, the Direct Simulation Monte Carlo (DSMC) method is usually employed. This method has become the main technique for studying complex multidimensional rarefied flows. It has been successfully applied over the last four decades to model various flow phenomena and gas dynamic problems. The method has gradually evolved to the stage where its application to calculate complex threedimensional flows is almost straightforward. The extended area of applicability of the DSMC method is from the near-continuum regime where it overlaps with that of the continuum approaches, to the free-molecular regime. In practice, the DSMC method is computationally intensive compared with its continuum counterparts. However, with increasing capabilities of modern parallel computers this method acquires new areas of application, such as modeling of internal and external near-continuum flows, detailed study of different three-dimensional problems with real gas effects, and others.
The principal objectives of the paper are to analyze the modern status of the DSMC method, outline promising directions of method development, discuss problems that may be encountered and give possible ways to overcome these problems. The paper discusses the numerical accuracy issues for the DSMC method, modeling of real gas effects, and the applicability area of the DSMC method and continuum approaches.
DSMC METHOD
The DSMC method is traditionally considered as a method of computer simulation of the behavior of a great number of simulated gas molecules. Usually the number of simulated particles is large enough (∼ 10 5 − 10 7 ), but this is extremely small in comparison with the number of real molecules. Each simulated particle is then regarded as representing an appropriate number of actual molecules, F num . The state of each simulated particle is characterized by its coordinater and velocityv. The state of the whole system of N particles is described by a 6N-dimensional vector {R,V } = {r 1 ,v 1 , ...,r N ,v N }. The evolution of such a system can be represented as a jump-like motion of a point in the 6N-dimensional phase space. The DSMC method can be then treated as computer simulation of the 6N-dimensional random jump-like process.
In the traditional approach [1] of constructing numerical schemes of the DSMC method, the description of procedures for trajectory simulation of the random process is based on physical concepts of rarefied gas and on physical assumptions that create the basis for the phenomenological derivation of the Boltzmann equation.
A different approach was proposed by Ivanov and Rogasinsky [2] who constructed numerical schemes for simulating a 6N-dimensional, continuous in time, random process of spatially nonuniform evolution of a system of N particles. Majorant frequency schemes (MFS) of the DSMC method were derived from the Leontovich [3] master kinetic equation (MKE). This is a linear integro-differential equation that describes the time behavior of an N-particle gas model with binary collisions on the level of the N-particle distribution function f N . The linear MKE may be transformed into the nonlinear Boltzmann equation when N → ∞ and the molecular chaos condition is satisfied (see, e.g., [4] ). Since a finite number of simulated particles is used in the DSMC simulations, it is natural to directly use MKE for constructing numerical schemes of the DSMC method. The extension of the majorant frequency schemes obtained from MKE to the case of multispecies chemically reacting mixtures is straightforward. It implies the change in cross-sections of the corresponding inelastic processes and, hence, the change in the collision algorithm only in the part that is related to the collision mechanics.
Currently used numerical schemes of the DSMC method (NTC [1] , NCT [5] , MFS) are very close both in terms of efficiency and numerical implementation. At present, there are no essential internal resources for increasing the efficiency of the collision stage of the DSMC method. The main effort in improving the method efficiency is directed to the study of influence of the grid type, the use of multi-zone approaches, variable time step, grid adaption procedures, etc [6, 7] .
Let us give an example of the application of one of the above techniques, namely, a variable time step technique, to model the flow over a hollow cylinder flare for a Mach number M = 9.13 and a Knudsen number Kn = 8 × 10 −4 (see [8] for more detail). The conventional requirement of the DSMC method [1] is that the linear size of collision cells should not be larger than the local mean free path, λ . A cell-based Knudsen number, Kn c = λ /∆l should therefore satisfy the condition Kn c > 1, where ∆l is the linear size of the cell. The SMILE tool [7] was used in the computations that employs a procedure of adaptive grid refinement of Cartesian collision cells during the calculation in order to satisfy the above condition. A very large number of simulated particles N p has to be used to obtain cells with Kn c > 1 containing reasonable number of molecules in high-density regions. In this case, the number of simulated particles in a cell in low-density regions (near the hollow cylinder) is much greater than that needed for an accurate calculation of the collision frequency (see Fig. 1 ). Thus, an increase in the total number of simulated particles to provide an acceptable spatial resolution in high density regions leads to an excessive number of particles in low-density regions, which significantly decreases computational efficiency.
To obtain a more uniform distribution of simulated particles over cells in the computational domain, the domain is divided into subdomains with different time steps. This technique allows one to control the number of particles in each subdomain and is based on the relation F num /∆t = const satisfied in the subdomains with different const. Then the total number of simulated particles in a subdomain decreases with increasing the time step. The size and shape of these subdomains are adapted to the flowfield structure during the computational process. For the flow over a hollow cylinder flare this led to a 30% decrease in the total number of particles and, correspondingly, to a higher computational efficiency. The splitting into subdomains after establishing the steady flow and the number of particles per cell are shown in Fig. 2 . Note that the modeling results obtained with this technique completely coincide with the results for a larger number of particles with a single time step. The technique is therefore recommended to model near-continuum flows with strong gradients.
Other above mentioned techniques may also be important for an accurate simulation of near-continuum flows. Multi-zone approaches, for example, may be used to obtain solution in cases where the density variation is very large, such as in plume flows. Moreover, solution of the Navier-Stokes equations may also be used for the part of the domain where the density is highest (see, for example, [15] ).
REAL GAS EFFECTS
An accurate prediction of high-temperature rarefied flows, such as those behind the shock wave formed about a space vehicle at high altitudes, requires the use of adequate models of physical and chemical processes -so-called real gas effects, and effective numerical procedures. An example of the impact of these processes on the flow is given in Fig. 3 where the translational temperature fields about a capsule at an altitude of 85 km are shown for nonreacting and reacting gases. Two most important effects of chemical reactions are the decrease in temperature in the shock front and a smaller shock stand-off distance. In conventional continuum gas dynamics the real gas effects are usually understood as such high-temperature phenomena as molecular vibration, dissociation, ionization, surface chemical reactions, and radiation. In describing the problems of rarefied gas dynamics, with a typical large, often of the order of the reference flow scale, shock wave width and rarefaction effects exerting the determining effect on the flow structure, it is convenient to consider the "real gas effects" in a wider sense. As applied to kinetic methods based on the microscopic approach and used for studying RGD problems, it seems natural to relate the real gas effects with all phenomena associated with molecular collisions, namely, molecular interaction potential, rotational degrees of freedom, vibrational degrees of freedom, chemical reactions in gas, ionization, and radiation.
One of the most challenging problems remaining in terms of the method development and improvement is related to the need to effectively and reliably simulate processes of energy transfer between internal and translational modes, chemical reactions, ionization, and radiation. The presence of one or more of these processes drastically changes flow properties such as density and temperature, and the development of adequate models is therefore very important.
A number of DSMC techniques and models were suggested and used in the last decade that cover different aspects of the problem (see, for example, Refs. [9] - [13] and references therein). Currently, there is a lack of models that are general enough to treat various molecular interactions and processes, sufficiently accurate to capture complex flow physics, easy to implement, and computationally efficient to be applied to calculate near-continuum flows.
In what follows we would like to mention the collision models that are both computationally efficient, easy to implement, and sufficiently general to be applied for any type of interactions between atoms and diatomic and polyatomic molecules.
The Variable Soft Sphere (VSS) model [14] is one of the most widely used models of intermolecular interaction. In this model the total collision cross-section depends on the relative collision velocity, and two parameters of the model are determined from the condition of coincidence of diffusion and viscous cross-sections of the VSS and the inversepower potential models. Even though the model does not include the attractive part of the potential, it is applicable for most conditions where the DSMC is used.
Rotational energy distribution is conventionally assumed to be continuous, which makes the energy transfer algorithms simpler, especially for polyatomic molecules. The discrete description was suggested in [16] for different types of polyatomic molecules.
The traditional Larsen-Borgnakke (LB) model [17] is most widely used in the DSMC method to describe the energy exchange between the translational and rotational modes of colliding particles. In this model, the energy spectrum of rotational mode is assumed continuous, and some fraction ϕ = 1/Z R of the total number of collisions takes place with the energy exchange between translational and rotational degrees of freedom. The post-collision rotational and relative translational energies are simulated in accordance with the local equilibrium distribution functions and are proportional to the number of degrees of freedom of the mode.
Several improvements were suggested for the LB model to make the rotational relaxation rate in the DSMC modeling correspond to the continuum and experimental rates. First, temperature-dependent rotational collision number was suggested [11] . Then, a correction factor was derived that establishes a relation of Z R employed in the DSMC method with a continuum analog used in the Jeans relaxation equation [18] . Finally, a particle selection methodology was proposed [19] , which prohibits multiple relaxation events during a single collision, and matches Jeans equation for general gas mixtures.
In contrast to the traditional LB model, the particle selection methodology prohibiting multiple relaxation events does not include directly rotational-rotational energy transfer. Note that this type of energy transfer has not been studied separately in the DSMC method. Since the translational-rotational energy transfer is fast, and rotational distribution is usually less important for chemical reactions and radiative processes than vibrational distribution, accurate modeling of the translational-rotational energy transfer is sufficient for most cases.
The spacing between rotational energy levels is small, and the continuum model of rotational mode approximates well the discrete distribution [20] . It is therefore reasonable to use the continuum Larsen-Borgnakke model with the temperature-dependent relaxation number, the correction factor [18] and a selection methodology that prohibits multiple relaxation events.
Two models for the vibrational energy distributions, continuous and discrete, are traditionally used in the DSMC method. Generally, the continuity of the vibrational energy mode may be a too rough allowance, since the vibrational spectrum of real molecules is characterized by large gaps between the neighboring energy levels. Besides the physical reason, there are several numerical problems connected with the use of the continuum vibrational energy spectra.
These are the need for special cut-off parameters for the LB model when the number of vibrational degrees of freedom is less than two, additional assumptions that have to be used in the LB collision energy transfer modeling, and an inaccurate shape of the internal energy distribution functions at equilibrium [20] . The last point is important for reactions whose cross-sections directly depend on vibrational states (such as vibrationally favored reactions). Also, internal energy distribution strongly affects the flow radiation. The discrete internal energy model does not have these drawbacks, but requires a special correction procedure to be used for the chemical reaction rates to follow the experimental rates expressed in the Arrhenius form.
Many discrete models for the translation-vibration energy transfer were suggested in the literature. They differ considerably in the way of determining the vibrationally inelastic cross-sections. A discrete version of the LB model is presented in [21] . In the model [22] , the probability of VT transitions is determined using the inverse Laplace transformation for a simple harmonic oscillator from the temperature-dependent relaxation rate [23] . The approach [24] is based on the use of the information theory for determining post-collision states. In the model [25] the crosssections for vibration-translation transitions are used, obtained for an anharmonic oscillator from a quasi-classical approximation of the scattering theory.
The vibration-vibration energy transfer was also modeled in the DSMC method. We mention here the model [26] where both vibration-translation and vibration-vibration transitions for a simple harmonic oscillator have been considered. The vibration-vibration energy exchange model based on the quasiclassical approach was developed in [25] . This energy transfer process was found to be important for the vibrational populations in hypersonic flows at high altitudes.
All these and many other models have been developed only for diatomic molecules. Because of this, it seems most reasonable at present to use the LB model with particle selection. Temperature-dependent vibrational relaxation rate has to be specified using vibrational mode characteristic temperatures of polyatomic molecules. A correction factor [27] has to be used that enables one to match the vibrational relaxation rates in the DSMC modeling to the relaxation rate given by the Landau-Teller equation. Note that the LB model was not yet applied to vibration-vibration energy transfer. Such an application would require to specify the corresponding collision numbers that may not be known for many molecular systems.
The DSMC method has been used for calculating rarefied hypersonic chemically reacting flows for more than two decades. The major problem in generating the model of chemical reactions is the determination of energy-dependent cross-sections of chemical reactions. Note here that the temperature dependences of chemical reaction rates, traditional for the continuum approach, cannot be applied to the DSMC method, and energy-dependent reaction cross-sections have to be used. As the exact expressions for these cross-sections are not available now even for simple dissociation reactions in air, some approximations have to be employed.
The first simplistic models have been replaced by the total collision energy (TCE) model [28] built on the basis of collision theory for chemical reactions. This model is efficient and is used presently for calculating two-and three-dimensional flows. It employs the major assumption that the reaction probability depends on the total collision energy. A specific form of this dependence is assumed that allows analytic determination of unknown coefficients. The derivation uses the reaction rate coefficient in Arrhenius form and the Hinshelwood expression for the equilibrium energy distribution function that implies continuous distribution of internal modes [28] .
The problems inherent in continuous vibrational energy models that were discussed above lead to the conclusion that the use of discrete models in the DSMC method is preferable. One problem related to the use of discrete energy levels is that the existing chemical reaction models derived for continuous internal energies need special modifications to be applied for discrete energies. In this case, a correction procedure is necessary for the reaction rates in the DSMC method match available experimental data. Such a correction procedure was developed in [20] . It utilizes a Monte Carlo approach to find modified constants in the reaction cross-section energy dependence, the use of which enables one to match the original reaction rates at equilibrium. The procedure is applied to the total collision energy model, but is generally applicable to any reaction model based on the collision theory for chemical reactions.
Several models that include a direct dependence of the reaction cross-sections on the collider vibrational energy (so-called vibration-dissociation coupling) were proposed earlier [9, 12, 13] . The deficiency of these models is that they imply some fixed or variable parameters that determine the extent of vibrational favoring. These parameters are extracted or verified through comparison with available experimental data. Note that some reactions may not have vibrational favoring, and therefore the model [28] may turn to be reasonable [29] .
DSMC VERSUS CONTINUUM CFD
The areas where the continuum and kinetic approaches are currently applied overlap in the regime of low Knudsen numbers. The recent experimental and computational activity related to accurate prediction of laminar flow separation in the near-continuum regime shows that even for non-reacting gases there are still problems of validation and verification of numerical approaches that need to be resolved.
Numerical analysis of such flows is traditionally performed using Navier-Stokes (NS) equations, with the initial effects of rarefaction taken into account through the slip velocity and temperature jump. The use of slip conditions is caused by the fact that rarefaction effects can be observed for slender bodies even for rather high Reynolds numbers (Re = 20, 000 − 30, 000).
The state-of-the-art algorithms of the DSMC method (adaptive grids, variable time step, etc.) allow one to simulate flows at such high Reynolds numbers. This makes realistic the study of the applicability area of the continuum approach to model laminar separated flows. The study was started in [30] and continued in [31] where a detailed numerical modeling of an axisymmetric shock wave / laminar boundary layer interaction was performed by the continuum (NS) and kinetic (DSMC) approaches for the ONERA R5Ch wind tunnel conditions. The DSMC results showed the presence of a high slip velocity and temperature jump near the wall. The application of slip conditions for the NS solver has a substantial effect on the entire flow field and allows one to decrease the difference between the continuum and DSMC results. The left part of Fig. 4 shows that the profile of the gas velocity at the wall U g obtained by the DSMC method is in excellent agreement with the U g profile calculated from the NS slip velocity using the solution for the velocity distribution across the Knudsen layer [32] . However, the NS solver with slip conditions predicts a larger length of the separation region than the DSMC method. To eliminate the effect caused by different descriptions of translational/rotational energy exchange for both methods, NS and DSMC simulations of a laminar separated flow of a monatomic gas (argon, M=10) were performed in [32] . The central part of Fig. 4 shows the comparison of density profiles in the cross-section X/L = 0.3. The use of slip conditions for the NS solver reduces the slope of the leading-edge shock wave and generally gives a good agreement with the DSMC results.
The comparison of temperature profiles (right part of Fig. 4) shows that the difference between the no-slip continuum and kinetic results reaches 40%. The use of the slip conditions allows one to obtain the temperature near the body surface that is very close to the DSMC values, and also decrease the difference inside the boundary layer. Still, the temperatures inside the boundary layer for DSMC and NS with slip conditions differ by about 20%. Figure 5 shows the distributed aerothermodynamic characteristics obtained using the continuum and kinetic approaches. The differences in the pressure and skin friction coefficients and the Stanton number are mainly due to the following two factors. First, the length of the separation region is different. An earlier flow separation in NS results leads to a lower pressure peak and smaller heat flux on the flare surface. Second, there is a strong flow nonequilibrium near the leading edge. This is why the NS solver with either no-slip or slip conditions predicts a significantly larger heat flux (up to a factor of four) than the DSMC method in the vicinity of the leading edge. This also leads to a significant decrease in the flow temperature downstream and an earlier separation of the boundary layer.
The studies conducted for a hypersonic flow around a hollow-cylinder flare clearly showed that the Navier-Stokes equations, even with slip conditions, are inapplicable in the vicinity of the leading edge. The flow near the leading edge affects the flow structure downstream, for example, leads to an increase in the separation region length.
NUMERICAL ACCURACY
An important problem that arises when modeling near-continuum flows is the evaluation of the numerical accuracy. Applying the DSMC method to compute transitional flows (Kn ∼ 1), one can usually perform additional computations on a finer grid and with a larger number of simulated molecules in order to analyze the numerical accuracy. For a nearcontinuum regime, the computations are often conducted using all available computer resources, and no additional accuracy-establishing computations are possible in this case. The question is therefore what is the accuracy of results obtained, and how far they are from the solution of the Boltzmann equation. This question is especially important for the near-continuum flows.
The sources of numerical error have been analyzed in the continuum CFD for many years. There are many techniques available such as the analysis of truncation errors, the grid convergence study, etc., that enable one to estimate the accuracy of the results. There is nothing similar for the DSMC method. The accuracy analysis in DSMC is complicated by the presence of different errors that may be classified as follows: (1) statistical errors; (2) spatial resolution and time step errors; (3) errors due to the finite number of simulated molecules.
The complete analysis of the accuracy should include the derivation of the governing equation that describes the modeling process, and establishing of the connection between this equation and the Boltzmann equation. This connection can hardly be established for the NTC and NCT schemes because these schemes were formulated at the phenomenological level. The MFS scheme was derived from MKE, which describes the behavior of an N-particle gas model with binary collisions. This equation may be transformed to the Boltzmann equation when N → ∞ and the molecular chaos condition is satisfied. Let us examine the molecular chaos requirement in more detail.
A finite number of molecules N is always used in DSMC modeling. Therefore, there is a statistical dependence between simulated particles [33] . The magnitude of this dependence depends on the total number of simulated molecules in the system, and generally decreases when the number of molecules increases. It is necessary to estimate the level of statistical dependence and its contribution to the results of DSMC computation. A significant level of statistical dependence, or particle correlations, means that the molecular chaos hypothesis, used in the Boltzmann equation, is no longer valid.
The molecular chaos hypothesis may be written in terms of one-and two-particle distribution functions, f 1 and f 2 , as
where v A and v B are the velocities of the two collision partners, A and B. For some function of velocity, h ≡ h(v), we can write
This expression may be rewritten as
where · · · denotes averaging. As was mentioned above, the molecular chaos hypothesis is not strictly valid for a finite number of particles, which means that the above expression does not hold. Let us introduce the following correlator G 2 ,
Obviously, this correlator may serve as an indicator of the presence of molecular correlations. The smaller the correlations, the closer G 2 is to 0. The value of G 2 may be directly calculated in the DSMC method over all cells in the computational domain, and h(v) = V 2 x is usually used for this purpose [34] , [35] . An additional criterion that allows for a practical verification of the presence of the statistical dependence between simulated particles is the relative number of repeated collisions [34] . Repeated collisions are collisions between the same pair of particles during their lifetime in the computational domain. The number of repeated collisions is directly related to the number of particles N λ in a volume with the linear size equal to the local mean free path. If N λ > 1, one can say that the simulation results are close to the solution of the Boltzmann equation. 
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Case 3 FIGURE 6. 1D shock wave, monatomic gas. Density n and parallel temperature T x (left). Correlator G 2 (V 2 x ) and repeated collision fraction (right).
Let us consider a 1D shock wave structure as an example where the G 2 correlator and the repeated collision number are used. A monatomic gas of hard sphere molecules is used with M=8. The computational domain was 15 upstream mean free paths. Three cases were considered here. 20 particles in the upstream cells was used in Case 1 (baseline case), with the cell size L of 0.25 of the upstream mean free path λ . For Case 2, 2 particles per upstream cell was used with L = 0.25λ . The number of particles for case 3 was the same as in Case 1, but L = 0.00625λ . The average number of particles in the upstream cells was therefore 0.5 in this case.
The density and parallel temperature distributions inside the shock wave are shown in Fig. 6 (left). The profiles are very similar for Cases 1 and 3, and somewhat different for Case 2. The G 2 correlator and repeated collision fraction are given in Fig. 6 (right) . For Case 1, the values of G 2 are close to zero, being less than 0.01 even in the region of strong nonequilibrium, and the number of repeated collisions is not greater than 2 percent of the total number of collisions. The values of the correlator and repeated collision fraction increase about ten times for Case 2 compared to case 1, even though the collision frequency is the same since the MFS scheme is used. The increase in the particle statistical correlations is the reason for the difference in the macroparameters observed in Fig. 6 (left) . Obviously, the difference is due to the decrease in the total number of simulated particles in the computational domain. We can therefore state that an accurate calculation of the collision frequency in a cell is not sufficient for obtaining an accurate result.
An interesting fact is that the reduction of the cell size while preserving the total number of molecules (Cases 1 and 3) does not change macroparameters and only slightly changes the correlator and the number of repeated collisions. This shows that the number of particles in cell is not a determining factor for MFS. The important parameters are the total number of particles in the system and N λ .
This fact is illustrated below for a flow over a cylinder in CO 2 /N 2 mixture [36] . A free-stream velocity of 7400 m/s, temperature of 137.4 K and Knudsen number Kn = 0.01 were taken. The mole fractions of CO 2 and N 2 were assumed to be 0.9537 and 0.0463, respectively. A diffuse reflection with complete energy accommodation was employed at the surface with temperature value of 1000 K. The computations were performed for different numbers of simulated molecules in the computational domain in order to examine the impact of N λ on results. An adaptive grid refinement technique was used to satisfy the Kn c > 1 condition in the entire computational domain.
The profiles of translational and vibrational temperatures along the stagnation line are plotted in Fig. 7 (X = 0 corresponds to the stagnation point). The results are shown for different values of N λ in the free stream which corresponds to different values of the total number of simulated particles. The N λ distribution along the stagnation line is also presented here. The local N λ is not less than 1 for the free stream N λ = 20, and this case is therefore considered to be the reference.
It is seen that for N λ = 2.5 in the free stream the results agree with the reference case inside the shock wave, but are somewhat different near the stagnation point. This is because N λ in this region decreases sharply and becomes less than 1. When the free stream N λ is further decreased, the results are relatively close to the reference case inside the shock, but significantly differ inside the boundary layer. It should be noted that the impact of N λ is more pronounced for the vibrational temperature than for the translational one.
The results presented show that the condition N λ > 1 must be satisfied in DSMC simulations for the impact of particle correlations be insignificant.
PROSPECTS FOR THE DSMC METHOD
In conclusion, let us mention the directions for the DSMC method development that we believe will be important in the next several years.
• near-continuum flows: modeling of flows at relatively high Reynolds numbers (20,000 and higher) using both conventional DSMC method and computationally efficient hybrid approaches
• real gas effects: development of general models applicable for any type of molecules that would accurately predict the energy transfer processes and chemical reactions
• numerical accuracy check: use of available and development of new criteria that enable one to evaluate the numerical accuracy of results obtained, especially in the near-continuum regime
• extensive validation of models and algorithms: comparison of DSMC results with experimental data and continuum results in different gas dynamic situations for inert and reacting gases
• efficient parallel algorithms with dynamic load balancing: these are critical for modeling of computationally intensive two-and three-dimensional problems
