Abstract-In this paper, we propose multihop time reservation using adaptive control for energy efficiency (MH-TRACE), which is a medium access control (MAC) protocol that combines advantageous features of fully centralized and fully distributed networks for energy-efficient real-time packet broadcasting in a multihop radio network. We introduce a novel clustering algorithm that dynamically organizes the network into two-hop clusters. MH-TRACE clusters are just for coordinating channel access and minimizing interference; thus, ordinary nodes are not static members of any cluster. Time is organized into cyclic superframes, which consist of several time frames, to support reservation-based periodic channel access for real-time traffic. Each clusterhead chooses the frame with least interference based on its own measurements for the operation of its cluster. Energy dissipation for receiving unwanted or collided data packets or for waiting in idle mode is avoided through the use of information summarization packets sent prior to the data transmissions by the source nodes. Through the use of transmission schedules within each cluster, managed by the clusterheads, intracluster data collisions are completely eliminated and intercluster collisions are minimized. We investigated MH-TRACE through extensive simulations and theoretical analysis. Our results show that MH-TRACE outperforms existing distributed MAC protocols like IEEE 802.11 and sensor MAC, in terms of energy efficiency and throughput, approaching the theoretical maximum throughput and theoretical minimum energy dissipation.
I. INTRODUCTION
A D HOC NETWORK architectures for mobile radios have many application areas in several scenarios that involve groups of people. Examples of such groups are military units (e.g., a squadron of soldiers), search and rescue teams, and tourists in interactive group trips. The ad hoc network architecture for these applications should be capable of supporting broadcasting of real-time traffic like voice, which is the primary means of conveying information in interactive human groups. To support such real-time broadcast traffic, the network protocol must provide support for quality-of-service (QoS), such as bounding delay and reducing packet drops. Furthermore, the network protocol should avoid unnecessary 
A. Quality-of-Service (QoS)
Achieving energy-efficient broadcasting of streaming data, such as voice, with stringent QoS requirements in a mobile wireless ad hoc network is a challenging task. Although many protocols are proposed in the literature [1] - [5] , neither energy efficiency nor support for real-time streaming media are completely solved issues in ad hoc networks due to their highly dynamic topologies and limited network resources.
QoS for streaming media necessitates timely delivery of packets (low delay) and low packet drop ratio. In broadcasting scenarios, where acknowledged data delivery is not possible, QoS of the streaming media is determined primarily by the medium access control (MAC) layer. One solution to meet the delay and packet delivery requirements for voice is to use periodic time-frame-based medium access with automatic renewal of channel access, where the frame rate is matched to the periodic rate of the voice sources [6] , [7] . This ensures that flows are uninterrupted, but it requires central control to coordinate channel access. Although it is quite straightforward to coordinate channel access in single-hop networks [8] , regulating and optimizing channel access with partial information about the network status is a challenging task in multihop networks.
B. Energy Efficiency
Energy efficiency of a wireless network can be achieved by jointly optimizing the transmit power [9] , minimizing idle listening periods [5] , avoiding reception of collided packets [8] , and avoiding overhearing irrelevant transmissions [4] . In addition, energy saving mechanisms should not prevent the nodes from receiving or transmitting necessary data or control packets.
Several MAC protocols have been developed with the goal of minimizing energy dissipation of the nodes. Sensor (SMAC) [5] is an energy-efficient MAC protocol designed specifically for sensor networks and built on top of 802.11. The authors make the observation that the main sources of energy inefficiency in 802.11 are idle listening and overhearing packets destined for other nodes. In SMAC, idle listening is reduced by periodically shutting the radios off. All the nodes in the network synchronize through synchronization packet broadcasts in a master-slave fashion to match their nonsleep periods. Furthermore, overhearing is avoided by entering the sleep mode after receiving the request-to-send (RTS) and/or clear-to-send (CTS) 0733 -8716/04$20.00 © 2004 IEEE packet until the NAV timer expires, which is matched to the duration of the data packet. It is shown that SMAC is much more energy-efficient than 802.11. However, due to the fixed sleep time/awake time ratio, some portion of the bandwidth is always unusable and the delay is higher. Overhearing is avoided for unicast traffic, but for broadcast or carrier sense packets, overhearing is still an unsolved issue.
Power aware multiaccess protocol with signaling for ad hoc networks (PAMAS) [3] is an energy-efficient MAC protocol, built on top of the multiple-access collision avoidance (MACA) protocol [10] , which uses two separate and independent channels that are capable of transmitting and receiving without creating interference for each other: one for signaling and the other for data transmissions. PAMAS avoids energy dissipation for overhearing packets destined for other nodes by shutting down the radios that are not participating in packet transmission and/or reception. However, energy dissipation in idle mode is not addressed in PAMAS.
C. Clustering
Achieving the goals of QoS and energy efficiency in a multihop network necessitates coordination between the nodes, so that they avoid wasting system resources like energy and bandwidth. While these goals can be met using centralized control, this is not practical in a mobile ad hoc network, or at least not scalable due to the high overhead to monitor and convey the control information throughout the network.
Network partitioning through clustering introduces a realizable, yet useful framework for network coordination, which has been investigated thoroughly. Reference [11] provides an overview of the clustering techniques proposed in the literature. Unlike existing clustering approaches [11] - [14] , the multihop time reservation using adaptive control for energy efficiency (MH-TRACE) clustering scheme is not based on connectivity information, which can be gathered by sacrificing some of the bandwidth to disseminate and collect the -hop connectivity information. Almost all of the existing clustering algorithms create a unique clustering for a given node distribution; thus they are deterministic. In MH-TRACE cluster creation and maintenance, the overhead is lower when compared with the other clustering approaches, because the only information a node needs to know in order to form a cluster is the interference level in the different time-frames, which is monitored continuously to minimize the interference between clusters. However, for a given node distribution there are many clustering possibilities in MH-TRACE; thus, it is probabilistic. By using the interference level as a constraint for cluster creation, secondary effects, like intercluster interference, are also incorporated into cluster creation, which is crucial in avoiding collisions. Interference is not considered as a constraint in the other clustering approaches.
Instead of frequency division or code division, MH-TRACE clusters use the same spreading code or frequency, and intercluster interference is avoided by using time division among the clusters to enable each node in the network to receive all the desired data packets in its receive range, and not just those from nodes in the same cluster. Thus, our clustering approach does not create hard clusters-the clusters themselves are only used for assigning time slots for nodes to transmit their data.
The remainder of this paper is organized as follows. Section II describes the MH-TRACE protocol in detail. Section III provides analysis of the performance of MH-TRACE and simulations to compare MH-TRACE with other MAC protocols. Section IV gives some discussion of the features of MH-TRACE, and Section V concludes the paper. Fig. 1 shows a snapshot of MH-TRACE clustering and medium access for a portion of an actual distribution of mobile nodes. In MH-TRACE, the network is organized into overlapping clusters through a distributed algorithm. Section II-C explains the details of the cluster creation and maintenance algorithms. Time is organized around superframes with duration matched to the periodic rate of voice packets, where each superframe consists of frames. The frame format is presented in Fig. 2 . Each frame consists of two subframes: a control subframe and a data subframe. The control subframe TABLE I  MH-TRACE ACRONYMS, DESCRIPTIONS, AND VALUES consists of a beacon slot, a clusterhead announcement (CA) slot, a contention slot, a header slot, and an information summarization (IS) slot. Acronyms and descriptions of MH-TRACE specific terms are presented in Table I .
II. MH-TRACE

A. MH-TRACE Operation
At the beginning of each occupied frame, the clusterhead transmits a beacon message. This is used to announce the existence and continuation of the cluster to the cluster members and the other nodes in the transmit range of the clusterhead. By listening to the beacon and CA packets, all the nodes in the carrier sense range of this clusterhead update their interference level table. Each clusterhead chooses the least noisy frame to operate within and dynamically changes its frame according to the interference level of the dynamic network. Collisions with the members of other clusters are minimized by the clusterhead's selection of the minimal interference frame.
The contention slot, which immediately follows the CA slot, consists of subslots. Upon hearing the beacon, each node that has data to send but did not reserve a data slot in the previous cyclic superframe, randomly chooses a subslot to transmit its request. If the contention is successful (i.e., no collisions), the clusterhead grants a data slot to the contending node. Following the contention subslot, the clusterhead sends the header, which includes the data transmission schedule of the current frame. The transmission schedule is a list of nodes that have been granted data slots in the current frame, along with their data slot numbers. A contending node that does not hear its ID in the schedule understands that its contention was unsuccessful (i.e., a collision occurred or all the data slots are already in use) and contends again in the following superframe. If the waiting time for a voice packet during contention for channel access exceeds the threshold , the packet is dropped. The IS slot begins just after the header slot and consists of subslots. Each node that is scheduled to transmit data sends a short IS packet prior to actual data transmission exactly in the same order as specified by the data transmission schedule. Based on these IS packets, neighbor nodes decide whether to stay awake and receive the data packets or enter the sleep mode for the duration of the data packet and avoid reception of irrelevant or collided data packets. An IS packet includes the ID of the transmitting node and an end-of-stream bit, which is set to one if the node has no data to send. Each receiving node records the received power level of the transmitting node and inserts this information into its IS table. The IS table is used as a proximity metric for the nodes. Nodes that are not members of this cluster also listen to the IS slot and record the received power level. Each node creates its own listening cluster by selecting the top transmissions that are the closest transmitters to the node. Note that other methods of deciding which nodes to listen to can be used within the MH-TRACE framework by changing what data nodes send in the IS slot (in our implementation there is no information about the data, such as metadata summarizing the data content, or transmitting node, such as priority). Hence, the network is softly partitioned into many virtual clusters (called listening clusters) based on the receivers. Section II-E further elaborates on listening cluster creation.
The data subframe is broken into constant length data slots. Nodes listed in the schedule in the header transmit their data packets at their reserved data slots. A node keeps a data slot once it is scheduled for transmission as long as it has data to send, which enables real-time data streams to be uninterrupted [8] . A node that sets its end-of-stream bit (in the IS packet) to one because it has no more data to send will not be granted channel access in the next superframe.
B. Energy Savings Techniques
There are two techniques used in MH-TRACE to save energy. The first technique is to reduce energy dissipation at the MAC layer. Nodes should be in sleep mode whenever possible to avoid: 1) dissipating energy in the idle state; 2) overhearing transmissions initiated from nodes that are further than the successful transmission range (i.e., carrier sensing); and 3) receiving corrupted packets due to collisions. Any node in the startup mode cannot enter the sleep mode until it reaches the steady-state mode. 1 Similarly, all nodes are required to be awake for all Beacon, CA, and IS slots for all the frames within the superframe to gather the control information to run MH-TRACE seamlessly. Ordinary nodes also stay awake to receive the header slot of their own clusterhead. In addition, clusterheads stay awake in their own frames through the contention slot to receive any contention requests.
The second technique is to reduce energy dissipation by avoiding packet receptions that will be discarded at the higher layers of the protocol stack if not avoided at the MAC layer. Based on the information sent in the IS slots, the MAC layer can decide whether or not to receive the data packets. If there is no discrimination of packets and all packets are to be received, then each node stays awake for all the data transmissions in its receive range, and goes to sleep mode in the data slots that are known to be empty or result in collisions through listening to the IS slots. Thus, traffic adaptive energy efficiency is achieved even without data discrimination. However, by employing data discrimination through listening cluster creation, further energy savings can be achieved. In the simulations, we used proximity, which is obtained from the receive power of the IS packets, as our discrimination metric and set a maximum size on the number of listening cluster members.
C. Cluster Formation and Maintenance
At the initial startup stage, a node listens to the medium to detect any ongoing transmissions for the duration of one superframe time to create its interference table for each frame within the superframe. If there is already a clusterhead in its receive range, the node starts its normal operation. If more than one beacon is heard, the node that sent the beacon with higher received power is chosen as the clusterhead (i.e., the closest clusterhead is chosen). If no beacon is detected, then the node chooses the least noisy frame, picks a random time within that frame to transmit its own beacon signal, and begins to listen to the channel until its contention timer expires. If a beacon is heard in this period, then the node just stops its timer and starts normal operation. Otherwise, when the timer expires, the node sends a beacon and assumes the clusterhead position. In case there is a beacon collision, none of the colliding nodes will know it, but the other nodes hear the collision, so the initial startup continues. All the previously collided nodes, and the nodes that could not detect the collision(s) because of capture, will learn of the collisions with the first successful header transmission. Cluster creation is presented as a flow chart in Fig. 3 .
Each clusterhead continuously records the interference level of each frame by listening to the beacon transmission and CA transmission slots, which are at the beginning of each frame. Since only the clusterheads are allowed to transmit in these slots, it is possible for each clusterhead to measure the received power level from other clusterheads and know the approximate distances to other clusterheads in the carrier sense range. A clusterhead can record the interference level of each frame by listening to the beacon slot, but the beacon slot becomes useless for a clusterhead's own frame, because it is transmitting its own beacon. A CA packet, which is transmitted with a probability , is used to determine the interference level of the co-frame clusters. If this probability is set to 0.5, then each clusterhead records the interference level in its frame, on the average, at time. A clusterhead keeps its frame and continues to operate in its steady state mode unless another clusterhead enters in its receive range. When two clusterheads enter in each other's receive range, the one who receives the other's beacon first resigns directly. A clusterhead leaves a frame with high interference (e.g., two clusterheads enter each other's interference range but not receive range) and moves to a low interference frame with probability . The reason for adding such randomness is to avoid the simultaneous and unstable frame switching of co-frame clusters, which are the interference source for each other. If is set to 0.5, then the probability that only one of the two co-frame clusterheads switches to a new frame becomes 0.67. Cluster maintenance is presented as a flow chart in Fig. 4 .
If a node does not receive a beacon packet from its clusterhead for time, either because of mobility of the node or the clusterhead or the failure of the clusterhead, then it enters the initial startup procedure.
D. Dynamic Clusterhead Selection
The spatial traffic density in the network is a statistical distribution created by the temporal characteristics of the voice sources and the mobility pattern. Therefore, the network traffic distribution is not perfectly uniform and traffic at a specific portion of the network may be temporally higher than the rest of the network. Thus, some clusters have fewer channel allocation requests than they can support, which results in underutilization of the resources, and some clusters have higher demand than they can support, which results in call blocking. Many nodes in the network are in the transmit range of more than one clusterhead and the default action for these nodes is to choose to request channel access from the closest clusterhead. For these nodes, if all the data slots in the closest cluster are in use and another cluster in range has available data slots, they can contend for channel access from the further clusterhead with unused data slots rather than the one that is closer but does not have available data slots. Fig. 5 shows a snapshot of a portion of the network structure, where nodes A-G are clusterheads with transmission ranges represented by the circles around them and node X is an ordinary node with its receive range represented by the shaded disk. Node X has three clusterheads (E, F, and G) in its receive range. The closest clusterhead is G, but if G does not have available data slots for X, then node X can choose to request channel access from E or F depending on the availability of the data slots in these clusters. By incorporating this dynamic channel allocation scheme into MH-TRACE, one more degree of freedom is added to the network dynamics, which enables efficient utilization of the bandwidth and reduces the adverse affects of clustering.
E. Listening Cluster Creation
Nodes listen to the IS slot of each frame, and based on the information gathered from the IS slot they determine which data transmissions in that particular frame to receive. Each node knows the transmitting nodes in its receive range in advance through IS packets sent by them, even if the node is not in the receive range of the clusterheads of those nodes and cannot receive the transmission schedule directly. For example, node X in Fig. 5 can receive data from nodes that are members of seven different clusters, and four of these clusterheads are not in the receive range of node X. This shows the flexibility of the MH-TRACE architecture. Advantages of the listening cluster are threefold: 1) each node needs to be awake only in the data slots that are occupied and sleeps in the rest of the data slots; 2) all the data collisions are known in advance and energy dissipation for listening to collisions is avoided, because if the (small) IS packets have collided than the corresponding (large) data packets will also collide; and 3) a framework for data discrimination is created. If data discrimination is utilized, then each node creates its listening cluster, which has a maximum of members, by choosing the closest nodes based on the proximity information obtained from the received power from the transmissions in the IS slots (other data discrimination criteria can also be used).
III. SIMULATIONS
To test the performance of MH-TRACE and to compare it with other MAC protocols, like 802.11 and SMAC, we ran simulations using the ns-2 network simulator [15] . We simulated conversational voice coded at 32 Kb/s, which corresponds to one voice packet per superframe. The channel rate is set to 2 Mb/s. We used a perfect channel without any loss or error models. All the simulations are run with various numbers of nodes ranging from 50 to 200, moving within a 1 1 km area for 100 s. The simulations are repeated with the same parameters five times, and the data points in the figures are the average of the ensemble and the errorbars are the standard deviation of the ensemble. Acronyms, descriptions, and values of the parameters used in the simulations are presented in Table I .
A. Frame Structure and Packet Sizes
Beacon, CA, contention, and IS packets are all 4 bytes. The header packet has a variable length of 4-18 bytes, consisting of 4 bytes of packet header and 2 bytes of data for each node to be scheduled. Data packets are 104 bytes long, consisting of 4 bytes of packet header and 100 bytes of data. Each packet includes a 3-bit packet type field and an 8-bit source ID. Beacon and header packets also include a 4-bit number that specifies the number of slots currently in use, and IS packets include an end-of-stream bit. Each slot or subslot includes 16 s of guard band [interframe space (IFS)] to account for switching and round-trip time. 
B. Voice Source Model
For voice source modeling, we assume each node has a voice activity detector, which classifies speech into "spurts" and "gaps" (i.e., gaps are the silent moments during a conversation). During gaps, no data packets are generated, and during spurts, data packets are generated in the rate of the speech coder, which is 32 Kb/s. Both spurts and gaps are exponentially distributed statistically independent random variables, with means and , respectively. In our simulations, we used experimentally verified values of and , which are 1.0 and 1.35 s, respectively [6] , [7] .
C. Energy, Propagation, and Mobility Models
We used the energy model discussed in [16] , where transmit power consists of a constant transmit electronics part and a variable power amplifier part . The propagation model is a hybrid propagation model, which assumes power loss for short distances and power loss for long distances. 2 In the simulations, we used a constant transmit power, which results in a constant transmission range of 250 m. Receive power is dissipated entirely on receiver electronics. Idle power is the power needed to run the electronic circuitry without any actual packet reception. In sleep mode, the radio is just shut down so sleep mode power is very low [17] . We used the random way-point mobility model [18] to create mobility scenarios within a 1 1 km area. Node speeds are chosen from a uniform random distribution between 0.0 and 5.0 m/s (the average pace of a marathon runner) with zero pause time. For application scenarios confined to a 1 km area, it is not practical to use high-speed mobility patterns that are beyond pedestrian mobility (i.e., vehicle mobility).
D. Optimizing MH-TRACE Parameters
We investigated the effects of the number of frames within the superframe on different aspects of the network operation through theoretical analysis and through simulations in a 100 node network, which is dense enough, yet not too dense, to represent a general case. Table II shows the system  settings for different . These settings are adjusted to keep the superframe time as close as possible to the voice packet generation period , which is 25 ms. Fig. 6(a) shows the total number of clusterheads throughout the simulation time as a function of . This is a measure of the clusterhead lifetime and cluster structure stability. The number of clusterheads is high for 3 (58.2 19.3), 4 and it reduces with increasing , reaching 31.0 3.7 at . For lower , the number of clusterheads is higher because of a higher number of collisions. Beacon packets of co-frame clusterheads collide at some regions of the network, and nodes in these areas cannot receive the beacon packets from either of the clusterheads, even though they are in the transmission range of the clusterheads. Thus, these exposed nodes enter startup to create their own clusters in this situation, which results in the resignation of existing clusterheads. The average number of clusterheads per superframe lies in a very narrow band (i.e., 10.8 0.8) for all , which shows that the differences in total clusterhead numbers are due to short term fluctuations. This problem is alleviated almost completely for higher , because for higher (i.e., and ), co-frame clusterheads are far enough apart to avoid beacon collisions. However, due to node mobility, there is a limit on the average clusterhead lifetime, 35.5 6.7 s, independent of , because after some time depending on the speed and direction of the clusterheads, they will enter each other's transmission range and the one who receives the other's beacon first resigns. Fig. 6(b) shows the number of data collisions per superframe versus . Since all the clusterheads choose the least interference frame for transmission, it is obvious that the distance between the co-frame clusterheads is an increasing function of . Therefore, the number of collisions decreases from 75.5 10.0 at to 2.0 1.7 at . Fig. 6(c) shows the number of collision-free receptions per transmission versus , which is obtained by dividing the number of transmissions by the number of receptions. The approximate theoretical value of the average number of neighbors of a node in the network can be obtained by multiplying the coverage area with node density, which is given by (1) where is the total network area, which is 10 , and the coverage area of a node is a disk with the transmission range m, as its radius. Using these values, is obtained as 19.63 for (total number of nodes in the network) equal to 100. If there were no collisions, then the average number of receptions per transmission would be equal to . For example, if we had a fully connected single hop network with a single transmitting node, then the number of receptions per transmission would be equal to the number of neighbors of the transmitting node.
As shown in Fig. 6(c) , the number of receptions per transmission converges asymptotically to the theoretical value with increasing , starting at 17.2 0.5 at and reaching 19.4 0.3 at . Deviations from the theoretical value are due to collisions, because collisions prevent nodes in the transmission range from receiving the transmitted packets, especially at lower number of frames. Fig. 6(d) shows the average number of dropped packets per superframe versus . Since the total number of clusters and cluster coverage are independent of and the number of data slots per cluster is inversely proportional with , the total bandwidth available is less for high , which explains the increasing trend in dropped packets with increasing . Fig. 6(e) shows the average number of transmitted data packets per superframe, which is the difference between the number of generated data packets and dropped data packets. The average number of generated data packets is a function of and the average spurt and gap durations ( and , respectively) and is given by (2) The average number of generated data packets is 43 for a 100-node network. Fig. 6(f) shows the average number of data packet receptions by the whole network per superframe, which is the total network throughput, versus the number of frames. The number of receptions is at it lowest 750.4 21.8 at , it reaches a maximum 812.6 22.9 at , and again drops to 793.8 12.3 at . The relatively lower number of receptions at lowest (i.e., ) and highest (i.e., ) number of frames is due to the higher number of collisions and higher number of packet drops, respectively.
Systematic variations in various metrics in Fig. 6 (a)-(f) are due to two primary mechanisms that are balancing the aggregate network throughput as a function of , which are very similar to the spatial reuse and co-channel interference concepts in cellular systems [19] . The first is the packet loss due to collisions and the second is the throughput loss due to dropped packets. We denote the function that gives the throughput loss due to collisions in terms of packets per frame as a function of as . The function that gives the throughput loss due to the dropped packets is denoted as , which is related to the average number of dropped packets per superframe through the equation (3) is multiplied by because each transmitted packet increases throughput by the number of one hop neighbors of the transmitting node. In other words, is the number of packet receptions that could not be realized due to collisions, and is the number of packet receptions that could not be realized due to the nontransmission of the packets that are dropped at the transmitters. The function that represents the total packet loss due to collisions and packet drops as a function of , denoted as , is the sum of and . Fig. 7 shows , , and obtained from simulations and theory as functions of . Both logical reasoning and simulation results show that is a monotonic increasing function of and is a monotonic decreasing function of , respectively.
, which is the summation of these two, is not monotonic. The reason that is an increasing function is that for higher , the number of available data slots per unit area is smaller and nodes experience more contention. On the other hand, for smaller , separation between the co-frame clusters is less and the number of collisions is higher, which explains the decreasing characteristics of . The exact mathematical modeling of and is a challenging task, which necessitates joint analysis of temporal and spatial interactions of various random variables. Therefore, we created a semi-analytical model for the characterization of these functions through curve fitting to the simulation data.
The general form 5 of is (4) The constants in the equation and are found to be 0.2 and 0.6, respectively. The general form of is where and . The total throughput loss is (6) Minimizing the total packet loss maximizes aggregate throughput. Based on the analysis above, we find that provides minimum packet loss (23 packets per superframe) and maximum aggregate throughput (812 packets per superframe). Simulation results presented in Fig. 7 also show that the optimal value of is 7. Although these simulation results are for a specific node density (i.e., 100 nodes/1 ), simulations with different node densities (i.e., 50 nodes/1 and 200 nodes/ 1 ), which are not shown, also verify that the optimal value is seven. We will use for the rest of the simulations. Nevertheless, the difference between the maximum and minimum throughput, presented in Fig. 6(f) , is small (i.e., less than 8.0% difference). Thus, even with nonoptimal , MH-TRACE performance does not deteriorate much.
E. Dynamic Clusterhead Selection
We investigated three clusterhead selection methods. The first method is to choose the closest clusterhead, denoted as , the second method is to choose the closest clusterhead with available data slots, denoted as , and the third method is to choose the clusterhead with the maximum number of available data slots regardless of proximity, denoted as . Since the available data slot information of the previous superframe is included in the Beacon packet and proximity can be obtained by using the received power strength of Beacon packets, both availability and proximity information are already present at each node. Fig. 8(a) shows the average number of aggregate received packets per frame versus , the number of nodes for , , and . Throughput obtained with both and is higher than that of , and the difference increases with increasing . and have very close values for all , but is slightly better than for . The difference between and is due to the fact that is more vulnerable to collisions than [see Fig. 8(b) ], because it does not use the proximity information unless all the clusterheads in a node's receive range have the same number of available data slots. Simulation results show that decreasing the number of dropped packets is more important than avoiding collisions [see Fig. 8(c)] , because , which has fewer collisions but a higher number of dropped packets, has lower throughput than and , which have more collisions but a lower number of dropped packets. Although the node distribution is pretty uniform, especially for higher node densities, due to the statistical time dependence of the traffic, there are temporal nonuniformities in the spatial distribution of the data traffic. The difference between the clusterhead selection algorithms arises because of this fact. Since does not take these nonuniformities into account, it cannot compensate for such nonidealities. On the other hand, both and can deal better with this problem. It seems that and have very similar characteristics, with having a slightly better throughput for denser networks. Therefore, we opted to use as the clusterhead selection algorithm for the simulation results presented in this paper.
F. Comparison With IEEE 802.11 and SMAC
We obtained quantitative comparisons of MH-TRACE, 802.11, and SMAC for various metrics. There are two main reasons to compare MH-TRACE with 802.11 and SMAC: 1) both of these protocols are well known by the wireless community, and almost all researchers compare their algorithms with 802.11, making it possible to compare MH-TRACE with any other protocol by just comparing the performance relative to 802.11: and 2) SMAC is the most prominent example of a truly distributed energy aware MAC protocol.
We modified the original SMAC protocol [5] to compare it with MH-TRACE on a fair basis. Actually, we take the basic design philosophy of SMAC, which is letting the nodes sleep periodically to save energy, and modified 802.11 to create the modified SMAC. Since we assumed global synchronization for MH-TRACE, we also assumed global synchronization for SMAC, so there are no synchronization packets and overhead in the modified SMAC. We tested several sleep/awake ratios, and the optimal schedule (i.e., highest throughput) for SMAC is a 25 ms sleep and 25 ms awake cycle. Since the node density and packet generation rate in our framework is much higher than the cases tested in [5] , several modifications are needed to optimize SMAC, like randomization of the contention start time after the sleep period for the packets that arrived during the sleep period and were stored for transmission in the awake period. If all the nodes with stored packets begin contention at the beginning of the awake period, almost all the packets would collide, because it is not possible to comply with such high medium access demand at once for the underlying 802.11 contention resolution algorithm.
We reduced the overhead for 802.11 and SMAC broadcast data packets to 4 bytes in our simulations to compare MH-TRACE with 802.11 and SMAC on a fair basis; therefore, data packets are 104 bytes for 802.11, SMAC, and MH-TRACE. Fig. 9 shows the average number of packet receptions per node per superframe versus the number of nodes for MH-TRACE, 802.11, SMAC, MH-TRACE with maximum listening cluster size of 5 (i.e., lc-5), MH-TRACE lc-10, and the theoretical maximum throughput, which is obtained by multiplying the number of generated packets with the average number of neighbors, . The theoretical maximum is actually an upper bound, which can be achieved by eliminating packet drops and collisions. For , throughput is very close for all cases and equal to 4.0 0.5 packets/node/superframe, because at this node density, there is not much contention for channel access and there is a large margin to be exploited to avoid packet drops and collisions. MH-TRACE is closest to the theoretical maximum at all node densities, but it is also lower than the theoretical maximum throughput starting with , primarily due to packet drops. Referring to Fig. 9 , at , the theoretical maximum throughput, which is 17.4 packets/node/superframe, is 31% larger than MH-TRACE throughput, which is 13.3 0.7 packets/node/superframe.
1) Throughput:
MH-TRACE lc-5 throughput converges to five packets/node/superframe starting with , because with lower node density the number of transmissions in a one hop neighborhood of the nodes frequently drops below five, so the average number of receptions cannot reach five. For the same reason MH-TRACE lc-10 throughput converges to ten packets/node/superframe starting with . The throughput of 802.11 is lower than MH-TRACE for , with an 86% difference at . Furthermore, 802.11 throughput starts to decrease for (7.9 0.2 packets/node/superframe), which marks the limit of the stable operation in broadcasting for 802.11. For broadcast traffic, 802.11 does not use the standard four-way handshake mechanism; instead, only the data packet is transmitted, since no feedback can be obtained from the other nodes, and binary exponential backoff (BEB) is not employed for broadcast traffic [20] . Thus, 802.11 becomes carrier sense multiple access (CSMA) for broadcast traffic [21] . 802.11's contention resolution algorithm does a good job under low node densities, and its throughput is very close to the theoretical maximum. However, for dense networks (i.e., ) the lack of coordination significantly degrades the throughput of 802.11, eventually driving it to instability due to the unchecked increase in the number of collisions.
The throughput of SMAC at , 3.6 0.3 packets/node/superframe, is close to that of 802.11, 4.2 0.6 packets/node/superframe. However, at , the throughput of SMAC is lower than that of all the other protocols (56% of 802.11, 30% of MH-TRACE, and 23% of the theoretical maximum). SMAC reaches instability at , sooner than 802.11. The relatively low throughput of SMAC is due to the number of collisions, which is approximately 10 times that of MH-TRACE at , and packet drops, which is approximately double of that of MH-TRACE at . The basic design philosophy of SMAC, saving energy by reducing the awake time, actually is equivalent to decreasing the bandwidth. In our simulations, the sleep/awake ratio is unity; thus, half of the time, it is always unusable. However, the traffic handled in the awake period is more than half of the traffic (i.e., more than 70% of the packets are transmitted, only 30% are dropped at ). Thus, the contention for medium access is more severe for SMAC than 802.11, which further degrades the already heavily loaded contention resolution algorithm of 802.11. The traffic adaptive sleep/awake ratio adjustment mechanism of the original SMAC [5] cannot change the sleep/awake ratio significantly due to the short packet transmission time, which is 0.416 ms.
2) Packet Delay: Fig. 10 shows the average voice packet delay versus the number of nodes for MH-TRACE, 802.11, and SMAC. The average packet delay for MH-TRACE is an almost linear curve starting with 24.3 2.2 ms at and reaching 33.3 0.6 ms at . Packet delay for 802.11 and SMAC also increases monotonically with increasing number of nodes, starting with 1.3 0.04 ms and 13.2 0,3 ms at , and reaching 13.8 0.3 ms and 22.4 0.1 ms for 802.11 and SMAC, respectively.
Since 802.11 does not have an adaptive adjustment mechanism available for broadcasting, the backoff window is chosen to be an optimal value for a particular packet size and data traffic, which maximizes channel utilization and minimizes packet delay. Therefore, 802.11 cannot keep up with the varying data traffic. For example, for , the throughput obtained with 802.11 is as good as that of MH-TRACE and the delay is much lower, but for , 802.11 throughput is 54% of the throughput obtained with MH-TRACE, and the delay is still comparatively lower (41% of MH-TRACE packet delay). For data packets, lower delay is better, but for voice packets, this is not always true. A voice packet with a 50-ms delay, the maximum packet delay allowed by the MAC layer after which the packets are dropped, and another voice packet with a 1.0-ms delay are equivalent from the application's point of view, which shows that QoS is an application dependent concept and should be considered in the design of all layers of the protocol stack. MH-TRACE exploits this feature of voice packets to tradeoff the packet delay for throughput and energy efficiency.
Packet delay in MH-TRACE is directly related with superframe time. Thus, it is possible to reduce the packet delay by shortening the superframe time. Superframe time can be shortened by 1) keeping the number of frames within the superframe constant and reducing the number of data slots in each frame and 2) keeping the number of data slots in each frame constant and reducing the number of frames within the superframe. However, any mismatch between the superframe time , and voice packet generation period will create problems in the automatic renewal of channel access, because nodes that already gained channel access will not have a voice packet at each superframe. This problem can be alleviated by renewing the channel access in an interleaved fashion (i.e., if the packet generation time is times the superframe time, then the channel access will be granted to each continuing voice stream at each th superframe). However, reducing the superframe time and incorporating additional control functionality will increase the system complexity and decrease the bandwidth used for data transmission due to increased overhead.
3) Energy Dissipation: Fig. 11 shows the energy dissipation per node per superframe versus node density for 802.11, SMAC, MH-TRACE, MH-TRACE with no energy saving by staying awake all the time (MH-TRACE-NES), MH-TRACE lc-5, MH-TRACE lc-10, and the theoretical minimum energy dissipation that is required to transmit and receive the same number of packets with MH-TRACE without any control packets, packet overhead, and energy dissipation for idle listening, collision reception, and carrier sensing. The dominant term in the theoretical minimum energy dissipation is due to packet receptions; therefore, the energy dissipation increases with the increase in throughput as a function of the number of nodes (see Fig. 9 ).
Energy dissipation values of MH-TRACE at and are 1.04 0.04 mJ and 2.32 0.04 mJ, respectively, which are 73.4% (0.44 0.09 mJ) and 23.9% (0.64 0.64 mJ) higher than the theoretical minimum, respectively. The extra energy dissipation is mostly due to control packet transmission and reception and data packet overheads.
The difference between MH-TRACE and MH-TRACE-NES is 3.29 0.09 mJ at and 4.50 0.06 mJ at . In other words, MH-TRACE energy dissipation is 24% and 34% of the energy dissipation of MH-TRACE-NES, without losing any information, which shows that it is possible to achieve significant energy savings without degrading system performance in the MH-TRACE framework. The extra energy dissipation is mostly due to idle listening for lower node densities, but for higher node densities, carrier sensing also becomes important. Energy dissipation for receiving packets above the reception threshold is the same as energy dissipation for receiving packets below the reception threshold but above the carrier sense threshold. Performing carrier sense for beacon and CA packets are necessary for the clustering algorithm to run properly, but there is no point in performing carrier sense for the data packets-this is just a waste of energy for no gain.
MH-TRACE lc-5 and lc-10 dissipate almost the same energy as MH-TRACE at , because the average number of transmitting neighbors is not higher than the maximum listening cluster sizes at this node density. However, with the increasing node density, energy savings by utilizing listening clusters becomes more evident. For example, at , the energy dissipation of regular MH-TRACE is 79% and 26% higher than that of MH-TRACE lc-5 and lc-10, respectively. This is because with higher node densities, the number of simultaneously transmitting nodes exceeds the maximum listening cluster sizes of 5 and 10 for lc-5 and lc-10, respectively.
Energy dissipation of 802.11 and MH-TRACE-NES are close for , because the number of transmissions and receptions (either successful or collided) are close to each other. However, starting with , which is the limit of stability for 802.11, 802.11 has lower energy dissipation than MH-TRACE-NES because the total number of collisions and successful receptions of 802.11 is lower than that of MH-TRACE in instability conditions. Note that the energy dissipation for a collision reception is half of the energy dissipation for two successful receptions. The energy dissipation of 802.11 is much higher than the energy dissipation of MH-TRACE for all node densities: the energy dissipation of MH-TRACE is 24% of that of 802.11 with the same throughput at , and at , the energy dissipation and throughput of MH-TRACE is 40.0% and 187% of those of 802.11, respectively. SMAC energy dissipation stays in a narrowband, 2.96 0.11 mJ, for all node densities, with a maximum of 3.07 0.003 mJ at , which is the limit of stability, and a minimum of 2.84 0.01 mJ at . When compared with MH-TRACE, SMAC dissipates 171% and 30% more energy at and , respectively. Extra energy dissipation for lower node densities is mainly due to the idle listening and carrier sensing, and for higher node densities it is primarily due to collision reception. Energy dissipation of SMAC is 37% and 77% of that of 802.11 at and , respectively. The energy savings of SMAC over 802.11 is due to the sleep period and fewer packet receptions due to packet drops, which results in degraded throughput and increased packet delay.
Energy savings of MH-TRACE are affected by many parameters including transmit, receive, idle, and sleep powers, node density, and maximum listening cluster size. The amount of energy saved is lower if the transmit power is much higher than the receive power, the sleep power is close to the idle power, and the idle power is much less than the receive power. On the other hand, the amount of energy saved is higher if the transmit and receive powers are close, idle power is close to the receive power, and sleep power is much less than receive power. These parameters are dependent on the radio electronics and radios with both of the above specifications exist. In our simulations, we used an actual radio model, which is midway between the above two extremes. If the node density, maximum listening cluster size, and ratio of transmitting nodes to total nodes are high, then the amount of energy saved is lower, because all the radios need to be on for extended durations to receive all the data packets. If the listening cluster size is low, then independent of the node density and ratio of the transmitting nodes, the amount of energy savings is higher.
It has been shown that there is an optimum transmit radius beyond which single-hop transmission is less energy efficient than multihop transmissions [9] , [22] , [23] . By following the methodology in [23] , we found that the maximum energy-efficient transmit range for our radio and propagation models is 326.0 m. Thus, our transmission range, which is 250.0 m, is in the energy-efficient range.
IV. DISCUSSION
The number of packets, packet sizes, and interframe space, which is the time to account for the guard times between the slots and time required to switch from one mode to another (i.e., receive, transmit, sleep, idle), are very important factors in protocol performance. If the interframe space is long (i.e., on the order of milliseconds-satellite systems or slow radio electronics), then the best thing to do is to reduce the number of packets, because even if the packet size is very small, the time slot required for this transmission is long. If the interframe time is small but the overhead in the data packets is high when compared with the payload, then again it is better to use a minimum number of packets to both save energy and increase throughput. Therefore, MH-TRACE operates as an energy-efficient and high throughput protocol if the interframe space is not extremely long and the overhead in the packets is not too high.
Both white noise and bursty noise are factors that degrade protocol performance. If the white noise level of the network is beyond the carrier sense threshold, then cluster creation and maintenance will be negatively affected from this factor. However, it is also true for 802.11 that if the noise level is beyond the carrier sense threshold, then the radios will always sense the medium busy and the protocol operation suffers. Bursty noise is a hardship that cannot be thwarted easily. If a high power burst comes during a packet transmission, even if the burst duration is less than the packet duration, most probably the whole packet becomes useless. MH-TRACE is more sensitive to bursty noise than 802.11, because in broadcasting there are only data packets in 802.11. On the other hand, there are more control packets than data packets in MH-TRACE. For example, if the schedule packet is corrupted than the whole frame becomes useless. However, the control packets are much shorter than the data packets, and it has been shown that the probability of packet loss is smaller for shorter packets [24] .
The distribution of the nodes in the network also affects the performance of MH-TRACE. MH-TRACE is designed to operate properly in a network with uniform node density. Since no clusterheads can be in each other's transmission range, clusterheads are distributed uniformly, on average, throughout the whole network. Therefore, the best case for MH-TRACE is a network with uniform node distribution. A network with nodes concentrated in a very small area is the worst case for MH-TRACE, because there will be only a few clusterheads and only a small portion of the available bandwidth can be used. 802.11 also performs better in a uniform node distribution, which results in uniform contention throughout the network assuming the traffic generated by each node is statistically equivalent.
MH-TRACE is very sensitive to clock mis-synchronization and the maximum tolerance is one IFS time, which is 16 s. Any clock mis-synchronization beyond IFS would destroy the interference monitoring and clustering mechanisms of MH-TRACE. Network-wide synchronization can be achieved by using commercial global positioning system (GPS) receivers, which are reported to have 200-ns accuracy [25] and are capable of operating indoors [26] . However, using a GPS receiver will increase the cost and energy dissipation of the radios. Network-wide synchronization can also be achieved by running a synchronization algorithm, which does not need GPS. In [27] , it is reported that their synchronization algorithm achieves a maximum difference of 3.68 s within a four-hop neighborhood using off-the-shelf 802.11 cards without any external references. Actually, network-wide synchronization is also crucial in 802.11 [28] and Bluetooth [29] networks for frequency-hopped spread-spectrum (FHSS) and direct-sequence spread-spectrum (DSSS) operation.
V. CONCLUSION
The most important advantages of MH-TRACE are that it provides QoS to streaming media, such as voice traffic, and it achieves traffic adaptive energy efficiency in a multihop network without using any global information except synchronization. In addition, data discrimination via receiver-based listening clusters creates an option for the application to save energy more aggressively. We used the cluster concept in such a way that 1) ordinary nodes are not static members of clusters, but they choose the cluster they want to join based on the spatial and temporal characteristics of the traffic, taking into account the proximity of the clusterheads and the availability of the data slots within the corresponding cluster, and 2) each node creates its own listening cluster as if it is operating under a CSMA-type protocol. However, collisions of data packets are also minimized by means of coordination via scheduling. Thus, advantageous features of fully centralized and fully distributed networks are combined to create a hybrid and better protocol for real-time energy-efficient broadcasting in a multihop network.
When compared with CSMA-type broadcast protocols like 802.11, MH-TRACE has three advantages: 1) energy efficiency due to the use of time-division multiple-access (TDMA) and IS slots, which allow nodes to enter sleep mode often; 2) higher throughput due to the coordinated channel access; and 3) support for QoS for real-time data due to its time-frame-based cyclic operation.
MH-TRACE does not need a routing protocol for the local broadcasting scenarios we considered in this paper. However, for network-wide broadcasting, a routing protocol, which might be designed as a separate layer or embedded into the MAC layer, is needed. Our future research will concentrate on extending MH-TRACE to network-wide voice broadcasting and an actual implementation of MH-TRACE in an experimental testbed.
