In this paper we consider a class of problems related to variable knockout. Given an optimisation problem formulated as an integer program the question we face in problems of this type is what might be an appropriate set of variables to delete, i.e. knockout of the problem, in order that the optimal solution to the problem that remains after variable knockout has a desired property.
Introduction
In this paper we consider problems related to variable knockout within the context of an optimisation problem formulated as an integer program. For simplicity we will refer in this paper purely to integer programs formulated using binary (zero-one) variables, but the approaches outlined apply (with minor modifications) both to general integer programs and to mixed-integer programs.
To illustrate the problem suppose that we have an optimisation problems involving n zero-one variables [x i , i = 1, . . . , n] and m constraints where the optimisation problem is:
subject to:
x i = 0 or 1 i = 1, . . . , n
Then the class of problems considered in this paper relate to what might be an appropriate set of variables to delete, i.e. knockout of the problem, in order that the optimal solution to the problem that remains after variable knockout has a desired property. Here by variable knockout we mean explicitly set any variable knocked out to zero, i.e. effectively delete that variable from the problem. So if D is the set of variables to be knocked out we have the constraint:
So the optimisation problem with the knocked out variables is now optimise Equation (1) subject to Equations (2)- (4) . We wish to choose D such that the optimal solution to this problem has a desired property. This property might be:
• the optimised (minimal) objective function value after knockout is at least (so greater than or equal to) a particular value; or
• the optimisation problem that remains after knockout is infeasible (i.e. one or more constraints cannot be satisfied).
Clearly for either of these properties there might be many sets of knocked out variables D such that the resulting optimisation problem, optimise Equation (1) subject to Equations (2)-(4), has the required property. However, since we are in an optimisation context, it would be natural to assign a value d i to each variable i that is knocked out and consider the problem of choosing the set D such that it minimises i∈D d i x i . For example setting d i = 1 i = 1, . . . , n would correspond to choosing the minimal set of variables D to knockout such that the resulting optimisation problem has the desired property.
To formulate the variable knockout problem introduce variables [α i , i = 1, . . . , n] where α i = 1 if variable i is knocked out, zero otherwise. Then we have:
Equation (5) ensures that if α i = 1 then x i = 0, so the variable is knocked out. If α i = 0 then Equation (5) has no effect on the value of x i adopted, since it can be either zero or one.
Note here that if instead of being a zero-one variable we have that x i is either a non-negative integer variable, or a non-negative continuous variable, then provided we have a valid upper bound M i on its value we simply change Equation (5) to
Taking the first property above for illustration suppose that we wish to knockout variables such that the optimal solution to the problem that remains after knockout has value of at least C * . The variable knockout problem considered in this paper can then be stated as:
optimise Equation (1) subject to Equations (2),(3),(5), (6) has value ≥ C *
This problem differs from standard bilevel optimisation problems considered in the literature [11, 12, 14, 18] in that we have a constraint on the value of the optimal solution in the lower level optimisation, Equation (8) .
Clearly we could add a constraint on the lower level objective function (Equation (1),
c i x i ≥ C * to the lower level optimisation. However adding such a constraint would not ensure that Equation (8) is satisfied since there could be solutions with value less than C * that have been precluded by adding n i=1 c i x i ≥ C * . This difficulty in representing the constraint, Equation (8) , that the optimal solution of the problem has value ≥ C * is what distinguishes the knockout problem considered in this paper from standard bilevel optimisation.
The structure of this paper is as follows. In Section 2 we illustrate variable knockout for an example problem in order to demonstrate the reasoning behind our algorithm. In Section 3 we present our algorithm for the optimal solution of the variable knockout problem. We also illustrate indicate how our algorithm can be adapted when the number of variables knocked out is specified (i.e. when we have a cardinality constraint). In Section 4 computational results are given for a shortest path example involving the knocking out of arcs. We also present results for shortest path cardinality constrained knockout. Finally in Section 5 we present our conclusions.
Knockout example
To illustrate variable knockout consider the following four variable zero-one integer program:
subject to: 3x 1 + 5x 2 + 2x 3 + 3x 4 ≥ 6 (10)
3x 1 + 5x 2 + 4x 3 + 5x 4 ≥ 9 (13)
With four binary variables there are only 2 4 = 16 possible solutions and Table 1 enumerates (in ascending solution value order) all possible feasible solutions for this problem. It is clear from Table 1 that there six possible feasible solutions and that the optimal solution is x 1 = 0,
In the introduction above we distinguished two cases for the problem after variable knockout, these were:
• the optimised (minimal) objective function value after knockout is at least a particular value; or
• the optimisation problem that remains after knockout is infeasible
We deal with each of these below in turn. For simplicity of explanation we shall just consider here finding the minimal set of variables to knockout. In order to do this we need some further notation. Let S be the number of feasible solutions known for the problem optimise Equation (1) subject to Equations (2), (3) and let F (s) be the set of non-zero variables [i | x i = 1 i = 1 . . . , n] in feasible solution s (s = 1, . . . , S). For example, referring to Table 1 , we have S = 6 and
Objective function value
With reference to our example problem with n = 4 suppose that we wish to find the minimal set of variables to knockout such that the (minimal) objective function value after knockout is at least 8.
It is clear from Table 1 that this means that solutions 1, 2 and 3 cannot be allowed to occur, since all these solutions have associated values less than 8. Now to eliminate solutions 1, 2 and 3 we must ensure that at least one of the non-zero variables in each solution is knocked out. This can be achieved using:
To find the minimal set of variables to knockout to ensure that the resulting problem has a solution value of at least 8 we simply minimise 4 i=1 α i subject to Equations (6), (15) . The optimal solution to this problem has value one, indicating that just one variable needs to be knocked out, e.g. variable x 2 . Note that there is an alternative optimal solution here associated with knocking out just variable x 3 .
Infeasible problem
Suppose that we wish to find the minimal set of variables to knockout such that the problem that remains after knockout is infeasible. Then it is clear that every one of the solutions seen in Table 1 cannot be allowed to occur. In other words we must have:
To find the minimal set of variables to knockout then we simply minimise 4 i=1 α i subject to Equations (6), (16) . The optimal solution to this problem has value two, indicating that two variables need to be knocked out, e.g. variables x 2 and x 3 . There are alternative optimal solutions here, e.g. knockout variables x 1 and x 2 .
With regard to a technical issue here note that Equations (5),(16) depend on α i and x i being zero-one variables to ensure that we eliminate all possible integer feasible solutions. If we were to relax the integrality requirement on these variables in a standard linear programming (LP) fashion, so 0 ≤ α i ≤ 1 i = 1, . . . , 4 and 0 ≤ x i ≤ 1 i = 1, . . . , 4, then the LP relaxation of the problem is feasible. In other words the LP relaxation of optimise Equation (9) subject to Equations (5), (10)- (14), (16) is feasible. In fact the optimal solution to this LP is
6 , x 4 = 2 3 and α i = 1 − x i i = 1, . . . , 4. The reason for emphasising this here is to illustrate that attempting to identify variables to knockout that render the underlying integer program infeasible via assuming that the LP relaxation is also infeasible is not an appropriate approach.
Avoiding complete feasible solution enumeration
Clearly the example considered here is just a small one in which it is easy to completely enumerate all feasible solutions. Obviously in a larger problem this may be computationally much more challenging. However it is possible to avoid complete enumeration and still solve the knockout problem. We illustrate this below.
Objective function value
Consider the four variable problem given above and suppose (as above) that we wish to find the minimal set of variables to knockout such that the (minimal) objective function value after knockout is at least 8.
If we first solve optimise Equation (9) subject to Equations (10)- (14) we will generate the optimal solution x 1 = 0, x 2 = 1, x 3 = 1, x 4 = 0 of value 3 (denoted as F(1) with respect to Table 1 ). Now clearly this solution must be eliminated if we need a solution with value of at least 8. Therefore we can add the constraint:
Since F (1) = [2, 3] this constraint imposes the condition that at least one of x 2 or x 3 must be knocked out.
If we now optimise Equation (9) subject to Equations (5), (6), (10)- (14), (17) we will generate a new solution. This new optimal solution cannot be either the second or third solution in Table 1 . This is because these solutions would not satisfy Equations (5), (6), (17) . The new optimal solution will in fact be the fourth solution F (4) in Table 1 , of value 9.
As this solution has value at least 8, as desired, we now know that minimal set of variables to knockout can be found by solving minimise 4 i=1 α i subject to Equations (6), (17) . This solution will be of value one, as before when we used complete enumeration.
Note here that we have solved the knockout problem without enumerating all three solutions of value less than 8, rather we solved the problem by finding a single feasible solution and adding an appropriate knockout equation (here Equation (17)).
Infeasible problem
Consider the four variable problem given above and suppose (as above) that we wish to find the minimal set of variables to knockout such that the problem that remains after knockout is infeasible.
Proceeding as for the objective function case we first find solution F (1) and after adding Equation (17) find solution F (4) of value 9. We now add:
Optimising Equation (9) subject to Equations (5), (6), (10)- (14), (17), (18) gives solution F (5) in Table 1 of value 10.
Repeating the process we now add:
Optimising Equation (9) subject to Equations (5), (6), (10)- (14), (17)- (19) we find that the problem is infeasible.
As we have infeasibility, as desired, we now know that minimal set of variables to knockout can be found by solving minimise 4 i=1 α i subject to Equations (6), (17)- (19). This solution will be of value two, as before when we used complete enumeration.
Note here that we have solved the knockout problem without enumerating all six possible feasible solutions, rather we solved the problem by by finding three feasible solutions and adding appropriate knockout equations (here Equations (17), (18), (19)).
Comment
Clearly this example is a small one, but it does indicate how we can solve the knockout problem algorithmically. We solve the problem, add a knockout equation for the feasible solution so identified, and repeat until the solution has the desired property. Then we use the knockout equations added to identify an appropriate minimal set of knockout variables. We formalise this algorithm in the next section.
Solution algorithms
In this section we first present our algorithm for solving the knockout problem optimally. We indicate how our algorithm can be adapted when the number of variables knocked out is specified (i.e. when we have a cardinality constraint).
Optimal algorithm
In the light of the example presented in the last section the pseudocode for our algorithm for optimally solving the knockout problem is shown in Algorithm 1. In that algorithm we start by first solving the problem being considered and initialising the number of feasible solutions (S) to one, with the corresponding solution being F (1).
As long as we do not have a solution with the required property (either being at least a certain value, or infeasible, as discussed above) we continue solving, but with knockout constraints added for all previously identified solutions. Each new solution found is included as F (S).
Once we have a solution with the required property then we find the optimal knockout set. Note here that the optimisation problem to determine the optimal knockout set, namely optimise n i=1 d i α i subject to Equation (6) and i∈F (s) α i ≥ 1 s = 1, . . . , S is a set covering problem which can be solved, either optimally or heuristically, for very large problems [2, 4, [7] [8] [9] [10] 15] .
With regard to a minor technical issue here the final optimisation in Algorithm 1 finds the minimal knockout set which will eliminate all solutions [F (s), s = 1, . . . , S] . If the desired property is that the solution value after knockout has value ≥ C * then this optimisation implicitly assumes that once the chosen variables have been knocked out there will remain at least one feasible solution to the original problem with this desired property. If we wish to ensure that this is indeed the case then we simply add Equations (2), (3), (5) as constraints to this final optimisation.
Algorithm 1 Pseudocode for the knockout algorithm
Optimise Equation (1) subject to Equations (2), (3) {Solve the problem under consideration} S ← 1 F (S) ← non-zero variables in the current solution {Record the solution} while solution does not have the desired property do Optimise Equation (1) subject to Equations (2), (3), (5), (6) and i∈F (s) α i ≥ 1 s = 1, . . . , S {Solve the problem with the knockout constraints added} S ← S + 1 F (S) ← non-zero variables in the current solution {Record the solution} end while Optimise n i=1 d i α i subject to Equation (6) and i∈F (s) α i ≥ 1 s = 1, . . . , S {Find the optimal knockout set} Note here that, as far as we are aware, the algorithm given in Algorithm 1 for the optimal solution of the variable knockout problem has not been presented previously in the literature.
Clearly the computational effectiveness of this knockout algorithm in identifying the optimal set of knockout variables will depend both upon the underlying problem under consideration and the required property. For example it is clear that identifying knockout variables to render the problem infeasible would be more challenging than identifying knockout variables that simply raise the objective function value slightly from the minimal value achieved with no knockout.
Cardinality constrained knockout
Suppose that we wish to constrain the number of variables knocked out, i.e. impose the cardinality constraint:
In this case an obvious objective is to choose the K best variables to knock out so as to maximise the (minimal) value of original problem after elimination of the knocked out variables. To achieve this we simply modify Algorithm 1, as shown in Algorithm 2.
The logic underlying Algorithm 2 is similar to that underlying Algorithm 1. In order to maximise the (minimal) value of the original problem after variable knockout we need to successively eliminate (knockout) solutions F (1), F (2), etc; where we can only knockout K variables in total (Equation (20)).
Algorithm 2 is the same as Algorithm 1 except that we add Equation (20) to the optimisation and repeat the solution process until the problem is infeasible. We then know that adding knockout constraints for the S solutions found, in conjunction with the cardinality constraint (Equation (20)), renders the problem infeasible. Hence the maximal value that can be achieved of the (minimised) objective can be found by solving the problem with (S − 1) solutions knocked out.
On a technical note here Algorithm 2 maximises the (minimal) value of a feasible solution to the original problem when K variables are knocked out. If a feasible solution exists with K variables knocked out then it is possible that the original problem could also be rendered infeasible by judicious choice of K variables to knockout, but this would not be detected by Algorithm 2.
Algorithm 2 Pseudocode for cardinality constrained knockout
Optimise Equation (1) subject to Equations (2),(3) {Solve the problem under consideration} S ← 1 F (S) ← non-zero variables in the current solution {Record the solution} while problem is not infeasible do Optimise Equation (1) subject to Equations (2), (3), (5), (6), (20) and i∈F (s) α i ≥ 1 s = 1, . . . , S {Solve the problem with the knockout constraints added} S ← S + 1 F (S) ← non-zero variables in the current solution {Record the solution} end while S ← S − 1 {Reduce S by one} Optimise Equation (1) subject to Equations (2),(3),(5),(6),(20) and i∈F (s) α i ≥ 1 s = 1, . . . , S {Find the optimal knockout set and objective function value}
Computational results
To illustrate computationally the optimal knockout algorithm presented in this paper we consider the problem of finding the minimal number of arcs to knockout from a directed network such that, after knockout, the shortest path from an origin node to a destination node is of length at least a specified value. Problems of this type have been considered previously in the literature, e.g. see [3, 13, 16] . Note here that we are using this shortest path problem purely to illustrate computationally our optimal knockout algorithm. Our knockout algorithm is completely general, and requires no problem-specific information. As for all such general algorithms making use of problemspecific information (e.g. information relating to the structure of the constraint matrix [a ij ], see Equation (2)) may result in an improved algorithm. However this is outside the scope of this paper.
We made use of directed network instances given (albeit in a different context) in [6] , which have the advantage for future workers studying knockout algorithms that these instances are publicly available from OR-Library [5] . The computational results presented below (Windows 2.50GHz pc, Intel i5-2400S processor, 6Gb memory) are for our optimal knockout algorithms (Algorithm 1 and Algorithm 2) as coded in FORTRAN using SCIP (Solving Constraint Integer Programs, version 4.0.0) [1, 17] as the integer solver. Table 2 shows the results obtained for Algorithm 1. In that table we show the number of nodes and arcs in the instances considered, as well as the length of the shortest path from the origin node to the destination node. We considered the problem of knocking out the minimal number of arcs such that, after knockout, the length of the remaining shortest path from the origin node to the destination node was at least a multiplier γ of the length of the original (unknocked out) shortest path. Table 2 shows results for γ=1.5 and γ=2.
In that table we can see that for the first problem with 100 nodes and 955 arcs the shortest path (from node 1 to node 100) is of length 80. The minimal number of arcs to knockout in order that the shortest path is of length at least 1.5(80)=120 is 2 and our algorithm required (in total) 17.4 seconds to prove this, with S=21 solutions being found. The minimal number of arcs to knockout in order that the shortest path is of length at least 2(80)=160 is 4, requiring (in total) 783.3 seconds, with S=281 solutions being found.
Number
Number Shortest Multiplier γ=1. Table 3 shows, for the same problems as considered in Table 2 , the results for cardinality constrained knockout (Algorithm 2) for K = 1, 2, 3, 4, 5, 10. To illustrate this table consider the first problem with 100 nodes, 955 arcs and shortest path length 80. For K = 1, i.e. a single arc knocked out so as to maximise the length of the shortest path in the network that remains after knockout, the shortest path length increases to 110, requiring S = 3 solutions and 3.2 seconds in total. For K = 2, i.e. two arcs knocked out so as to maximise the length of the shortest path in the network that remains after knockout, the shortest path length increases to 139, requiring S = 6 solutions and 5.2 seconds in total. Examining Table 3 we can see that, as we would expect, for any particular problem as K increases the number of solutions S also increases.
Conclusions
In this paper we have considered a class of problems related to variable knockout. In problems of this type we need to decide an appropriate set of variables to delete, i.e. knockout of the problem, in order that the optimal solution to the problem that remains after variable knockout has a desired property.
We presented an algorithm for the optimal solution of the problem. We also illustrated how our algorithm could be adapted when the number of variables knocked out is specified (i.e. we have a cardinality constraint). To illustrate our knockout approach computational results were given for the problem of finding the minimal number of arcs to knockout from a directed network such that, after knockout, the shortest path from an origin node to a destination node was of length at least a specified value. We also presented results for shortest path cardinality constrained knockout.
