Dedicated to Bill Gragg on the occasion of his 60th birthday.
In x4 we introduce the two-sided orthogonalization process. This uses two-term recurrences to orthogonalize bi-lateral sequences of the form : : : ; U ?2 h; U ?1 h; h; U 1 h; U 2 h; : : : ; where U is a unitary operator, i.e. U = U ?1 . In x5 we derive Gragg's isometric Arnoldi process from the two-sided orthogonalization process and discuss the merits of the two procedures.
Section 6 reminds the reader how to get from the isometric Arnoldi process to the lattice algorithm, Szeg o polynomials, and the Levinson-Durbin algorithm. Section 7 shows how to get directly from the two-sided orthogonalization process to the lattice and Levinson-Durbin algorithms. The two-sided process produces a pair of sequences of orthogonal Laurent polynomials instead of Szeg o polynomials. The well-known redundancy in the Szeg o recursions has its counterpart in the two-sided recursions for Laurent polynomials: The two sequences of Laurent polynomials carry the same information; either one can be constructed from the other.
2. Signal processing scenario. Let s = (s n ) 1 n=?1 be a discrete-time signal.
Thus s n denotes the value of the signal at time n. Assume the signal has nite energy: 1 X n=?1 js n j 2 < 1; which means s is a member of the Hilbert space`2(Z) of bilateral sequences. (The symbol Z stands for the set of integers, the index set for bilateral sequences.) Linear prediction and ltering problems associated with such a signal were studied some fty years ago by Wiener 18] and Levinson 11] . (See also 12] and references cited therein.) These are least squares problems involving s and time-shifted versions of s.
The signal resides in the Hilbert space H =`2(Z). We get time-shifted versions of the signal by applying the shift or time-delay operator U : H ! H given by U 2 6 6 6 6 6 6 4 It can happen that these vectors are linearly dependent (i.e. h lies in a nite dimensional invariant subspace of U). This is an important case, but it is not the one that we plan to study here. We shall assume that the vectors are linearly independent. Notice that in the case of the shift operator on`2(Z), the vectors (3.1) are independent for any nonzero signal h 2`2(Z). Let The naive solution is simply to apply the Gram-Schmidt process. Even then we have to decide on an ordering for the vectors, as (3.1) has no natural ordering. Suppose we decide on the order h; Uh; U ?1 h; U 2 h; U ?2 h; : : : : can refer to a vector in H or a polynomial q 2k (z) of degree 2k, depending on the context. Similar remarks apply toq 2k , q 2k+1 , andq 2k+1 . Appealing to the orthogonality properties of the vectors w k and v k+1 and the fact that U is unitary, we nd immediately that each q j , whether even or odd, is orthogonal to spanfh; Uh; : : :; U j?1 hg. Thus (q j ) 1 j=0 is an orthogonalization of the Krylov sequence h; Uh; U 2 h; : : :. The vectorsq j are not orthogonal; in this setting they appear as auxiliary vectors. This is a consequence of biasing the presentation in favor of U over U ?1 . One easily checks that the sequence (U ?jq j ) 1 j=0 is an orthogonalization of the Krylov sequence h; U ?1 h; U ?2 h; : : :. Now let us transform the recursions (4.2) into recursions involving nonnegative powers of U only. Applying U k and U k+1 to the rst and second equations of (4.2), respectively, we obtain q 2k+1 = Uq 2k ?q 2k k ; q 2k+1 =q 2k ? Uq 2k k ; which generate the odd vectors from the even ones. Making appropriate transformations to the third and fourth equations of (4.2), we obtain recursions that generate the evens from the odds. The even-to-odd and odd-to-even recursions have the same form and can be condensed into a single pair q j+1 = Uq j ?q j j q j+1 =q j ? Uq j j ; ( It is easy to justify the claim that (5.1) is valid for isometric operators in general:
Given any isometric operator T : H ! H, we can always embed H in a larger Hilbert spaceĤ and extend T to an operatorT :Ĥ !Ĥ in such a way that the extended operator is unitary. Since (5.1) is valid forT, it must also be valid for T.
6. Faces of the isometric Arnoldi process. Let us recall brie y the connection between the isometric Arnoldi process and various signal processing algorithms. First of all, consider the time-domain scenario. The Hilbert space is`2(Z), h = (s n ) 1 n=?1 is a signal, and U :`2(Z) !`2(Z) is the shift or time delay operator.
In a typical application we know the values s n at only a nite number of times, and we pad the rest of the vector with zeros. Thus we can store s as a vector of nite length in a computer. If we retain enough zero padding at the end of the vector, we can apply several shifts to the vector without shifting essential data out of the bounds of the array. If we pad with m zeros, we have enough room to run m steps of (5.1).
In this context (5.1) is exactly the Itakura-Saito lattice algorithm 9], 13], 2]. We have derived the lattice algorithm as a special case of the isometric Arnoldi process (5.1) in which the unitary operator is a shift. Since any unitary operator (restricted to a subspace K if necessary) can be expressed as a shift operator, it is really not such a special case.
Continuing the signal processing scenario, let us now transform the algorithm into the frequency domain. The shift operator becomes multiplication by z = e i , and the signal h = (s n ) is mapped to its Fourier transform S(z). The vectors q j and q j also become functions of z. For example, q j = q j (U)h, where q j (z) is a polynomial of degree j. Its transform is q j (z)S(z). Similarly the transform ofq j isq j (z)S(z).
Transforming each term of (5.1) into the frequency domain and dividing through by the common factor S(z), we obtain q j+1 (z) = zq j (z) ?q j (z) j q j+1 (z) =q j (z) ? zq j (z) j ; p(e i )q(e i )P (e i )d ; (6.2) where P = jS j 2 is the power spectrum of the signal. The inner product can also be written as
where is the measure associated with the power spectrum, i.e.
(E) = Z e i 2E
P(e i )d
for any measurable subset E of the unit circle. Using this inner product we can calculate j = hzq j ;q j i hq j ; q j i : (6.4) As before, we can calculate the denominator using the recurrence kq j+1 k 2 = (1 ? j j j 2 )kq j k 2 . Furthermore, the orthogonality properties of the polynomials also imply hzq j ;q j i = hzq j ; 1i, which simpli es the computation of the numerator in (6.4).
Although we have derived Szeg o's recursion as a special case of (5.1), again we must emphasize that it is really not so special. Any unitary operator (or possibly its restriction) can be represented as multiplication by z on an appropriate Hilbert space L 2 ( ).
If we wish to do computations with polynomials, we must represent them somehow. The most obvious way to do this is to associate with each polynomial p(z) = P j i=0 a i c i its vector of coe cients (a 0 ; a 1 ; : : : ; a j ; 0; 0; : : :) T . In practice we can use nite vectors; if we are going to carry out no more than m steps of (6.1), we can use vectors with m + 1 components. Using this representation of polynomials in (6.1), we get a simple computational algorithm. Notice that the multiplication by z has turned back into a shift.
If we run this algorithm and look at the results, we immediately realize that (6.1) has some redundancy: The coe cients ofq j can be obtained from those of q j by reversing their order and taking complex conjugates. Analytically this means that q j (z) = z j q j (z) = z j q j (z ?1 ):
Indeed we can easily prove this (well-known 15]) relationship by induction on j using (6.1). Thus q j andq j carry the same information. Furthermore, the two equations of (6.1) are equivalent. Throwing out one of the two equations, we arrive at the compact and elegant Levinson 2) looks like in the time-domain scenario, in which h = (s n ) 1 n=?1 is a nite signal padded with zeros, and U is the shift operator. Again we can store h as a nite vector, but now we have to pad it at both ends, because we will be applying both U and U ?1 . If we pad with m zeros at each end, we have enough room to run m steps of (4.2), which is equivalent to 2m steps of (5.1). In this setting (4.2) is just the lattice algorithm. Even though this version applies both upward and downward shifts, it is not di erent in any essential way from the version derived from (5.1). After all, shifting a vector a upward and adding it to b is not essentially di erent from shifting b downward and adding it to a.
If we now move to the frequency domain, the operators U and U ?1 become multiplication by z = e i and z ?1 = e ?i , respectively, and the signal h = (s n ) is mapped to its Fourier transform S(z). The vectors v k and w k also become functions of z, but unlike q j andq j , these are represented by Laurent polynomials rather than true polynomials. which generate two families of Laurent polynomials, each of which is orthogonal with respect to the inner product given by (6.2) and (6.3).
If one multiplies each equation of (7.1) by the appropriate power of z, one arrives at the Szeg o recursions (6.1) directly. Since there are redundancies in (6.1), the same must be true of (7.1). Indeed, applying induction to (7.1), one easily proves that v k (z) = w ?k (z) = w ?k (z ?1 ) (7.2) for both positive and negative k. Thus the sequences (v k ) and (w k ) carry the same information; we didn't really get two for the price of one. The new redundancy equation (7. 2) is somewhat simpler and perhaps more natural than (6.5) in that it does not require renormalization by a power of z. One can still say that one gets from v k to w ?k by \reversing the coe cients and taking complex conjugates." In the present context this means that if v k (z) = P c n z n , then w ?k (z) = P c ?m z m .
If we represent the Laurent polynomials in (7.1) by their vectors of coe cients and throw out two redundant equations, we arrive at the Levinson-Durbin algorithm.
