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FROBENIUS MANIFOLDS FROM SUBREGULAR CLASSICAL
W -ALGEBRAS
YASSIR IBRAHIM DINAR
Abstract. We obtain algebraic Frobenius manifolds from classical W -algebras associ-
ated to subregular nilpotent elements in simple Lie algebras of type Dr where r is even
and Er. The resulting Frobenius manifolds are certain hypersurfaces in the total spaces
of semiuniversal deformation of simple hypersurface singularities of the same types.
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1. Introduction
A Frobenius manifold M is a manifold with the structure of Frobenius algebra on the
tangent space TzM at any point z ∈ M with a flat invariant bilinear form (., .) and an
identity e plus some compatibility conditions [13]. We say M is semisimple or massive if
TzM is semisimple for generic z. Locally, in the flat coordinates (t
1, ..., tr), the structure
of Frobenius manifold is encoded in a potential F (t1, ..., tr) satisfying a system of partial
differential equations known in topological field theory as the Witten-Dijkgraaf-Verlinde-
Verlinde (WDVV) equations. We consider Frobenius manifolds where the quasihomogene-
ity condition takes the from
r∑
i=1
diti∂tiF(t) = (3− d)F(t) (1.1)
2000 Mathematics Subject Classification. Primary 37K10; Secondary 35D45.
Key words and phrases. Integrable systems, Frobenius manifolds, Classical W -algebras, Drinfeld-
Sokolov reduction, Dirac reduction, Slodowy slice, Simple hypersurface singularity .
1
2 YASSIR DINAR
where e = ∂tr−1 and dr−1 = 1. This condition defines the degrees di and the charge
d of M . If F(t) is an algebraic function we call M an algebraic Frobenius mani-
fold. Dubrovin conjecture on classification of algebraic Frobenius manifolds is stated
as follows: semisimple irreducible algebraic Frobenius manifolds with positive degrees di
correspond to quasi-Coxeter (primitive) conjugacy classes in irreducible Coxeter groups. A
quasi-Coxeter conjugacy class in an irreducible Coxeter group is a Conjugacy class which
has no representative in a proper Coxeter subgroup [3].
There are two major results support the conjecture. First, the conjecture arises from
studying the algebraic solutions to associated equations of isomonodromic deformation of
algebraic Frobenius manifolds [13],[16]. It leads to quasi-Coxeter conjugacy classes in Cox-
eter groups by considering the classification of finite orbits of the braid group action on
tuple of reflections obtained in [28]. Therefore, it remains the problem of constructing all
these algebraic Frobenius manifolds. Second, Dubrovin constructed polynomial Frobenius
structures on the orbit spaces of Coxeter groups [12] using the work of [24]. Then Hertling
[17] proved that these are all possible polynomial Frobenius manifolds. The isomon-
odromic deformation of Polynomial Frobenius manifolds lead to Coxeter conjugacy classes
[13].
The classification of polynomial Frobenius manifolds reveals a relation between the order
and eigenvalues of the conjugacy class, and the charge and degrees of the corresponding
Frobenius manifold. More precisely, If the order of the conjugacy class is κ + 1 and the
eigenvalues are exp 2ηipii
κ+1
then the charge of the Frobenius manifold is κ−1
κ+1
and the degrees
are ηi+1
κ+1
. We depend on this weak relation in considering a new examples of algebraic
Frobenius manifolds.
In [8] we continue the work of [23] and we began to develop a construction of algebraic
Frobenius manifolds using Drinfeld-Sokolov reduction. This means we restrict ourself to
conjugacy classes in Weyl groups. The examples obtained correspond, in the notations of
[3], to the conjugacy classes D4(a1) and F4(a2). In [10] we succeeded to uniform the con-
struction of all polynomial Frobenius manifolds. In this work we uniform the construction
of algebraic Frobenius manifolds which correspond to the conjugacy classes Dr(a1) where
r is even and Er(a1).
In order to formulate the main results of this work, let us recall the relation between
subregular nilpotent elements and deformation of simple hypersurface singularities [26]. Let
g be a simple Lie algebra of type Dr where r is even or Er. Fix a subregular nilpotent
element e in g. By definition a nilpotent element is called subregular if its centralizer in
g is of dimension r + 2. We fix, by using the Jacobson-Morozov theorem, a semisimple
element h and a nilpotent element f such that A = {e, h, f} is an sl2-triple, i.e
[h, e] = 2e; [h, f ] = −2f ; [e, f ] = h. (1.2)
The action of A decompose g to r + 2 irreducible A-submodules
g =
r+2⊕
i=1
V i (1.3)
Let dim V i = 2ηi + 1. We call the set
Wt(e) = {ηi : i = 1, ..., r + 2} (1.4)
the weights of e. Let η0+1 be the Coxeter number of g. The set Wt(e), under our choice
of a total order, together with η0 are given in the following table.
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g Wt(e)
η0 η1, . . . , ηr−1 ηr ηr+1, ηr+2
Dr 2r-3 1, 3, . . . , r − 1; r − 1, r + 1, . . . , 2r − 5 r-3 1 ,r-2
E6 11 1, 4, 5, 7, 8 2 3, 5
E7 17 1, 5, 7, 9, 11, 13 3 5, 8
E8 29 1, 7, 11, 13, 17, 19, 23 5 9, 14
Et(g)
We observe that the set Et(g) of the exponents of g is
Et(g) = {ηi : i = 0, ..., r − 1}. (1.5)
Let G be the adjoint group of g. By Chevalley theorem, the algebra S(g∗)G of invariant
polynomials under the adjoint action of G is generated by r homogenous polynomials of
degrees ηi + 1, i = 0, ..., r − 1. We fix a homogenous generator χ0, ..., χr−1 of the algebra
S(g∗)G with degree χi equals ηi + 1. Then let us consider the adjoint quotient map
χ = (χ0, . . . , χr−1) : g→ Cr (1.6)
and define the Slodowy slice
Q = e+ gf ; gf := ker ad f. (1.7)
Then Brieskorn proved that the restriction of χ to Q is semiuniversal deformation of the
simple hypersurface singularity N ∩Q [2] which is of the same type as g.
Let us introduce the following coordinates on Q
r+2∑
i=1
ziX i−ηi + e ∈ Q
where X i−ηi is a normalized minimal weight vector of V
i. We assign the degree 2ηi + 2 to
zi. Then a simple modification of the work in [25] we get the following
Proposition 1.1. The map χ|Q has rank r − 1 at e. We can normalize the modules V i
and choose a homogenous generators χ0, ..., χr−1 for S(g∗)G such that the restriction ti of
χi to Q with i > 0 take the form
ti = zi + non linear terms. (1.8)
In particular, setting
tr+i = zr+i, i = 0, 1, 2 (1.9)
we get a quasihomogenous coordinates (t1, ..., tr+2) on Q with degree ti equals degree zi.
We will call the coordinates (t1, . . . , tr+2) on Q obtained in this proposition Slodowy
coordinates. In this coordinates the restriction of the quotient map to Q take the form
χ|Q : (t1, ...., tr+2) 7→ (t0, t1, ..., tr−1) (1.10)
where t0 is the restriction to Q of the invariant polynomial χ0.
Let us consider the Lie-Poisson bracket P on g. The Dirac reduction of P to Q give
a nontrivial Poisson bracket {., .}Q. It is know in the literature as the adjoint transverse
Poisson structure to the nilpotent orbit of e. In [5] they prove the following
Theorem 1.2. The matrix F ij(t) = {ti, tj}Q is constant multiple of the matrix(
0 0
0 Ω
)
(1.11)
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where Ω is a 3× 3 matrix of the form
 0 ∂t
0
∂tr+2
− ∂t0
∂tr+1
− ∂t0
∂tr+2
0 ∂t
0
∂tr
∂t0
∂tr+1
−∂t0
∂tr
0

 . (1.12)
Let N ⊂ Q be the hypersurface of dimension r defined as follows
N =
{
t ∈ Q : ∂t
0
∂tr+2
=
∂t0
∂tr+1
= 0
}
(1.13)
It will follow that ∂t
0
∂tr+2
depends linearly on tr+2 and ∂t
0
∂tr+1
is a polynomial in tr+1 of
degree r− 2 (resp. 2 ) if g is a Lie algebra of type Dr (resp. Er). In particular, (t1, ...., tr)
are well defined coordinates on N . Let κ = maxWt(e). Then we proved the following
Theorem 1.3. The space N has a natural structure of algebraic Frobenius manifold with
charge κ−1
κ+1
and degrees ηi+1
κ+1
, i = 1, ..., r.
By natural we mean that it can be formulated entirely in terms of the representation
theory of A. The potential F of this Frobenius structure depends on the solution of the
equation ∂t
0
∂tr+1
= 0. The set
Et(e) = {ηi : i = 1, ..., r} (1.14)
plays the same role as the set Et(g) for polynomial Frobenius manifolds and we call it
the exponents of e. Here is some brief details about what we did in order to prove the
theorem above.
(1) We review the relation between the nilpotent element and the conjugacy class.
Using the work of [27] and [7], we fix a number ρ such that y1 = e + ρX
κ
−ηκ is
regular semisimple. Then h′ = ker y1 is Cartan subalgebra and it is known as the
opposite Cartan subalgebra. The element w := exp 2pii
κ+1
ad h, acts on h′ as a
representative of the conjugacy class Dr(a1) (resp. Er(a1)) if g is of type Dr (resp.
Er).
(2) We consider the standard local Poisson bracket on the loop algebra L(g). Then we
use the subalgebra A to perform Drinfeld-Sokolov reduction ([8],[19],[1]) or equiva-
lently the Dirac reduction [19],[9] to get a local Poisson structure {., .}Q˜ on Slodowy
slice
Q˜ = e + L(gf ); .
This Poisson bracket is known in the literature as the classical W -algebras asso-
ciated to the nilpotent orbit of e [19]. The leading term of this Poisson bracket is
the adjoint transverse Poisson structure {., .}Q.
(3) we preform the Dirac reduction on {., .}Q˜ in order to obtain a local Poisson structure
which admits a dispersionless limit. This is possible on a loop space N˜ := L(N)
of the hypersurface N defined above. The new local Poisson bracket {., .}N˜ is
also a classical W -algebra. We call it subregular classical W -algebra. Then
from {., .}N˜ we get a local Poisson bracket of hydrodynamic type {., .}[0]. In the
coordinates (t1, ..., tr) of N we have by definition
{ti(x), tj(y)}[0] = gij(t(x))δ′(x− y) + Γijk (t(x))tkxδ(x− y). (1.15)
where gij(t(x)) and Γijk (t(x)) are polynomials in t
i(x).
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(4) We transfer to finite dimensional geometry. We check that the matrix gij(t(x))
is nondegenerate. It follows that the nondegeneracy condition could be traced
back to the existence of opposite Cartan subalgebra h′. Then from Dubrovin-
Novikov theorem, gij(t) define a flat contravariant metric on N . Moreover, form
the structure of the matrix gij(t), it follows that the matrix ∂tr−1g
ij define another
flat contravariant metric on N . Furthermore, the two metrics form a flat pencil of
metrics on N .
(5) We prove that the flat pencil of metrics on N satisfies the quasihomogeneity and the
regularity conditions. The proof depends on the definition of classical W -algebra
and the structure of the set Et(e). Then we obtain a Frobenius structure on N
using a theorem and construction due to Dubrovin [14]. The resulting Frobenius
manifold satisfy the weak relation.
2. Preliminaries
2.1. Flat pencil of metrics and Frobenius manifolds. In this section we review the re-
lation between the geometry of flat pencil of metrics and the theory of Frobenius manifolds
outlined in [14].
Let M be a smooth manifold of dimension r. A symmetric bilinear form (., .) on T ∗M
is called contravariant metric if it is invertible on an open dense subset M0 ⊂ M . In a
local coordinates (u1, ..., ur), if we set
gij(u) = (dui, duj); i, j = 1, ..., r, (2.1)
Then the inverse matrix gij(u) of g
ij(u) determines a metric < ., . > on TM0. We define
the contravariant Levi-Civita connection Γijk for (., .) by
Γijk := −gisΓjsk (2.2)
where Γjsk is the Levi-Civita connection of < ., . >. We say the metric (., .) is flat if < ., . >
is flat.
Let gij1 (u) and g
ij
2 (u) be two contravariant flat metrics on M and denote the correspond-
ing Levi-Civita connections by Γij1;k(u) and Γ
ij
2;k(u), respectively. We say g
ij
1 (u) and g
ij
2 (u)
form a flat pencil of metrics if
(1) gijλ (u) := g
ij
2 (u) + λg
ij
1 (u) defines a flat metric on T
∗M for a generic λ and,
(2) The Levi-Civita connection of gijλ (u) is given by
Γijλ;k(u) = Γ
ij
2;k(u) + λΓ
ij
1;k(u).
The flat pencil of metrics in this work is obtained by using the following lemma
Lemma 2.1. [12] If for a contravariant flat metric gij2 in some coordinate (u
1, ..., ur) the
entries of gij2 (u) and its Levi-Civita connection Γ
ij
2;k depend linearly on u
r then the metric
gij1 = ∂urg
ij
2 (2.3)
with gij2 form a flat pencil of metrics. The Levi-Civita connection of the metric g
ij
1 has the
form
Γij1;k = ∂urΓ
ij
2;k. (2.4)
We are concern with the following particular class of flat pencil of metrics.
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Definition 2.2. A contravariant flat pencil of metrics on a manifold M defined by the
matrices gij1 and g
ij
2 is called quasihomogenous of degree d if there exists a function τ
on M such that the vector fields
E := ∇2τ, Ei = gis2 ∂sτ (2.5)
e := ∇1τ, ei = gis1 ∂sτ
satisfy the following properties
(1) [e, E] = e.
(2) LE( , )2 = (d− 1)( , )2.
(3) Le( , )2 = ( , )1.
(4) Le( , )1 = 0.
Here, for example LE denote the Lie derivative along the vector field E and ( , )1 denote the
metric defined by the matrix gij1 . In addition, the quasihomogenous flat pencil of metrics
is called regular if the (1,1)-tensor
Rji =
d− 1
2
δji +∇1iEj (2.6)
is nondegenerate on M .
2.1.1. Frobenius manifolds. A Frobenius algebra is a commutative associative algebra
with unity e and an invariant nondegenerate bilinear form (., .). A Frobenius manifold
is a manifold M with a smooth structure of Frobenius algebra on the tangent space TtM
at any point t ∈ M with certain compatibility conditions [13]. Globally, we require the
metric (., .) to be flat and the unity vector field e is constant with respect to it. In the flat
coordinates (t1, ..., tr) where e = ∂
∂tr−1
the compatibility conditions implies that there exist
a function F(t1, ..., tr) such that
ηij = (∂ti , ∂tj ) = ∂tr−1∂ti∂tjF(t)
and the structure constants of the Frobenius algebra is given by
Ckij = η
kp∂tp∂ti∂tjF(t)
where ηij denote the inverse of the matrix ηij . In this work, we consider Frobenius manifolds
where the quasihomogeneity condition takes the form
r∑
i=1
dit
i∂tiF(t) = (3− d)F(t); dr−1 = 1. (2.7)
This condition defines the degrees di and the charge d of the Frobenius structure. If F(t)
is an algebraic function we callM an algebraic Frobenius manifold. The associativity of
Frobenius algebra implies the potential F(t) satisfy a system of partial differential equations
which appears in topological field theory and called WDVV equations:
∂ti∂tj∂tkF(t) η
kp ∂tp∂tq∂tnF(t) = ∂tn∂tj∂tkF(t) η
kp ∂tp∂tq∂tiF(t). (2.8)
The following theorem gives a connection between the geometry of Frobenius manifolds
and flat pencil of metrics.
Theorem 2.3. [14] A contravariant quasihomogenous regular flat pencil of metrics of
degree d on a manifold M defines a Frobenius structure on M of degree d.
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It is well known that from a Frobenius manifold we always have a flat pencil of metrics but
it does not necessary satisfy the regularity condition (2.6) [14]. Locally, in the coordinates
defining equation (2.8), the flat pencil of metrics is found from the equations
ηij = gij1 (2.9)
gij2 = (d− 1 + di + dj)ηiαηjβ∂α∂βF
This flat pencil of metric is quasihomogenous of degree d with τ = t1. Furthermore, we
have
E =
∑
i
dit
i∂ti ; e = ∂tr−1 . (2.10)
2.2. Local Poisson brackets. In this section we fix notations and we review the Dirac
reduction for local Poisson brackets on loop spaces.
Let M be a manifold. The loop spaces L(M) of M is the space of smooth functions
from the circle to M . A local Poisson bracket {., .} is a Poisson bracket on the space of
local functional on L(M). If we choose a local coordinates (u1, ..., ur) then {., .} is a finite
summation of the form
{ui(x), uj(y)} =
∞∑
k=−1
ǫk{ui(x), uj(y)}[k] (2.11)
{ui(x), uj(y)}[k] =
k+1∑
s=0
Ai,jk,s(u(x))δ
(k−s+1)(x− y),
where ǫ is just a parameter, Ai,jk,s(u(x)) are homogenous polynomials in ∂
j
xu
i(x) of degree s
when we assign ∂jxu
i(x) degree j, and δ(x− y) is the Dirac delta function defined by∫
S1
f(y)δ(x− y)dy = f(x).
In particular, the first terms can be written as follows
{ui(x), uj(y)}[−1] = F ij(u(x))δ(x− y) (2.12)
{ui(x), uj(y)}[0] = gij(u(x))δ′(x− y) + Γijk (u(x))ukxδ(x− y).
where gij(u), F ij(u) and Γijk (u) are smooth functions on the finite dimensional space M . It
follows from the definition that the matrix F ij(u) defines a Poisson structure onM . We say
the Poisson bracket admits a dispersionless limit if F ij(u) = 0 and {ui(x), uj(y)}[0] 6= 0.
In this case {ui(x), uj(y)}[0] defines a Poisson bracket on L(M) known as Poisson bracket
of hydrodynamic type. We call it nondegenerate if det(gij(u)) 6= 0 in an open dense
subset of M .
Theorem 2.4. [15] In the notations given above. If {ui(x), uj(y)}[0] defines a nondegen-
erate Poisson brackets of hydrodynamic type then the matrix gij(u) defines a contravariant
flat metric on M and Γijk (u) is its contravariant Levi-Civita connection.
2.2.1. Dirac reduction. Assume we have a local Poisson bracket on the loop space L(M)
of a manifold M . Let N ⊂ M be a submanifold of dimension m. Then under some
assumptions the Poisson bracket can be reduced to N using Dirac reduction. For this end
we assume N is defined by the equations uα = 0 for α = m + 1, ..., r. We introduce three
types of indexes; capital letters I, J,K, ... = 1, .., r, small letters i, j, k, ... = 1, ...., m which
parameterize the submanifold N and Greek letters α, β, δ, ... = m+ 1, ..., r.
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Proposition 2.5. [8]In the notations of equations (2.12). Assume the minor matrix F αβ
is nondegenerate. Then Dirac reduction is well defined on L(N) and gives a local Poisson
bracket. If we write the leading terms of the reduced Poisson bracket in the form
{ui(x), uj(y)}[−1]N = F˜ ij(u)δ(x− y), (2.13)
{ui(x), uj(y)}[0]N = g˜ij0 (u)δ′(x− y) + Γ˜ijk ukxδ(x− y). (2.14)
Then
F˜ ij = (F ij − F iβFβαF αj , ) (2.15)
g˜ij = gij0 − giβFβαF αj + F iβFβαgαϕFϕγF γj − F iβFβαgαj, (2.16)
and
Γ˜ijk u
k
x =
(
Γijk − Γiβk FβαF αj + F iλFλαΓαβk FβϕF ϕj − F iβFβαΓαjk
)
ukx
− (giβ − F iλFλαgαβ)∂x(FβϕF ϕj) (2.17)
and the other terms could be found by solving certain recursive equations.
Corollary 2.6. If the entries F iα = 0 on N , then the reduced Poisson bracket on L(N)
will have the same leading terms, i.e
F˜ ij = F ij. (2.18)
g˜ij = gij.
Γ˜ijk = Γ
ij
k .
3. Subregular nilpotent elements
We review some facts about the theory of subregular nilpotent elements in simple Lie
algebras and the related structure of opposite Cartan subalgebra.
Let g be simple Lie algebra of rank r. We assume the Lie algebra g is of type Dr where
r is even or Er. This assumption is due to the fact that for simply laced Lie algebra, the
opposite Cartan subalgebra for a subregular nilpotent element exists only for these types
of Lie algebra.
Let us fix a subregular nilpotent element e ∈ g. By definition, a nilpotent element is
called subregular if ge := ker ad e has dimension equal to r + 2 [4]. Using the Jacobson-
Morozov theorem, we fix a semisimple element h and a nilpotent element f in g such that
{e, h, f} generate a sl2-subalgebra A ⊂ g satisfying
[h, e] = 2e, [h, f ] = −2f, [e, f ] = h. (3.1)
Let us consider the adjoint representation of A on g. Then g decomposes to irreducible
A-submodules
g =
r+2⊕
i=1
V i. (3.2)
Let dimV i = 2ηi + 1 and assume V
1 is isomorphic to A as a vector space. We call the set
Wt(e) = {ηi : i = 1, ..., r + 2} (3.3)
the weights of e. Let η0+1 be the Coxeter number of g. The set Wt(e), under our choice
of a total order, together with η0 are given in the following table.
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g Wt(e)
η0 η1, . . . , ηr−1 ηr ηr+1, ηr+2
Dr 2r-3 1, 3, . . . , r − 1; r − 1, r + 1, . . . , 2r − 5 r-3 1 ,r-2
E6 11 1, 4, 5, 7, 8 2 3, 5
E7 17 1, 5, 7, 9, 11, 13 3 5, 8
E8 29 1, 7, 11, 13, 17, 19, 23 5 9, 14
Et(g)
We observe that the set Et(g) of exponents of g is given by
Et(g) = {ηi : i = 0, ..., r − 1}. (3.4)
We emphasis that the statements and proofs in this work depend explicitly on the total
ordering of the set Wt(e) and Et(g) given in this table.
We fix on g the invariant bilinear form 〈.|.〉 such that 〈e|f〉 = 1. We normalize the
decomposition (3.2) and we fix a basis for each V i by using the following proposition.
Proposition 3.1. There exists a decomposition of g into a sum of irreducible A-submodules
g = ⊕r+2i=1V i
in such a way that there is a basis X iI , I = −ηi,−ηi + 1, ..., ηi for each V i, i = 1, . . . , r + 2
satisfying the following relations
X iI =
1
(ηi + I)!
ad eηi+I X i−ηi , I = −ηi,−ηi + 1, . . . , ηi. (3.5)
and
adhX iI = 2IX
i
I . (3.6)
ad eX iI = (ηi + I + 1)X
i
I+1.
ad f X iI = (ηi − I + 1)X iI−1.
Furthermore
< X iI , X
j
J >= δi,jδI,−J(−1)ηi−I+1
(
2ηi
ηi − I
)
. (3.7)
Proof. The proof is similar to the proof of proposition 2.3 in [10], since for all simple Lie
algebras, except D4, there are at most two weights of the same value. The Lie algebra D4
has three weights equal one. We give such a normalization for D4 in section 6.1. 
We observe that the normalized basis for V 1 are
X11 = −e, X10 = h, X1−1 = f.
We recall that the semisimple element h define the following Z-grading on g and it is
called the Dynkin grading
g =
⊕
i∈Z
gi; gi = {q ∈ g : ad h(q) = iq}. (3.8)
We observe that gi = 0 if i is odd.
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3.1. Opposite Cartan subalgebra. The following theorem summarize the relation be-
tween the subregular nilpotent element e and a quasi-Coxeter conjugacy class in the Weyl
group of g. To simplify the notations let κ denote the maximum weight ηr−1.
Theorem 3.2. There exists a nonzero element X ′ ∈ g−2κ such that the element
y1 = e +X
′
is regular semisimple. Let h′ be the Cartan subalgebra containing y1, i.e
h′ = ker ad y1
and consider the adjoint group element w defined by
w = exp
2πi
κ + 1
ad h.
Then w acts on h′ as a representative of a regular quasi-Coxeter conjugacy class in the
Weyl group acting on h′. The conjugacy class is of type Dr(a1) (resp. Er(a1)) if g is of
type Dr (resp. Er). Furthermore, the element y1 can be completed to a basis yi, i = 1, . . . , r
for h′ having the form
yi = vi + ui, ui ∈ g2ηi , vi ∈ g2ηi−2(κ+1)
and such that yi is an eigenvector of w with eigenvalue exp
2piiηi
κ+1
.
Proof. The proof for a Lie algebra of type Ei, i = 6, 7, 8 is obtained by Springer [27]. The
case of a Lie algebra of type Dr, the proof is given in the appendix of [7]. 
We fix an element X ′ satisfy the hypothesis of the theorem above. In the literature, the
element y1 = e+X
′ is called a cyclic element and h′ = ker ad y1 is called the opposite
Cartan subalgebra. We will call the set
Et(e) := {ηi, i = 1, ...r} ⊂Wt(e) (3.9)
the exponents of e as it plays the same role of the exponents of (g) to the regular
nilpotent elements [10]. Let us consider a basis yi = ui+ vi for h
′ satisfying the hypothesis
of the theorem above. We normalize them by using the following theorem
Proposition 3.3. The basis yi = ui + vi can be chosen in such a way that
ui = −X iηi , i = 1, . . . , r (3.10)
and
v1 = X
′ = ρXr−1−κ (3.11)
for some nonzero number ρ
Proof. From the construction we know that u1 = e = −X11 . Then, it is easy to see that
ui, i = 1, ..., r generate a commutative subalgebra of g
e. But X iηi are homogenous basis for
ge. Hence for a Lie algebra of type E8 and Dr, r > 4 the normalization of ui, i = 2, ..., r
and v1 follows from the structure of the set Wt(e). For a Lie algebra of type E6, E7 and
D4 we obtained such normalization by direct computations. 
Let us consider the matrix Ai,j of the invariant bilinear form on h
′ under the basis
yi = −X iηi + vi.
Aij = 〈yi|yj〉 = −〈X iηi |vj〉 − 〈vi|X iηj〉; i, j = 1, . . . , r. (3.12)
We know from the theory of Cartan subalgebras that the matrix Aij is nondegenerate.
Some useful properties we gain from h′ are summarized in the following proposition.
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Proposition 3.4. The matrix Aij is antidiagonal with respect to the set Et(e) in the sense
that
Aij = 0, if ηi + ηj 6= κ+ 1.
Therefore, after totally reordering the set Et(e) in the form
µ1 ≤ µ2 . . . ≤ µr,
we have the property
µj + µr−j+1 = κ+ 1 = η1 + ηr−1 , j = 1, ..., r. (3.13)
Proof. We will use the fact that the matrix 〈.|.〉 is a nondegenerate invariant bilinear form
on h′. Hence for any element yi there exists an element yj such that 〈yi|yj〉 6= 0. But if w
is the quasi-Coxeter element we defined in theorem 3.2 then the equality
〈yi|yj〉 = 〈wyi|wyj〉 = exp 2(ηi + ηj)πi
κ+ 1
〈yi|yj〉
implies that in case 〈yi|yj〉 6= 0 we must have ηi + ηj = κ + 1. Hence, the matrix Aij is
antidiagonal with respect to the set Et(e). 
In the remainder of this paper let a denote the element Xr−1−κ .
Proposition 3.5. The commutators of a and X iηi satisfy the relation
〈[a,X iηi ]|Xjηj−1〉
2ηj
+
〈[a,Xjηj ]|X iηi−1〉
2ηi
=
1
ρ
Aij (3.14)
for all i, j = 1, . . . , r. Here the nonzero number ρ is the same as in proposition 3.3.
Proof. We note that the commutator of y1 = e+ρX
r−1
−κ and yi = vi−X iηi gives the relation
[e, vi] = ρ[a,X
i
ηi
], i = 1, ..., r. (3.15)
This in turn give the following equality for every i, j = 1, ..., r
〈ρ[a,X iηi ]|Xjηj−1〉 = 〈[e, vi]|Xjηj−1〉 = −〈vi|[e,Xjηj−1]〉 (3.16)
= −2ηj〈vi|Xjηj〉
but then
〈[a,X iηi]|Xjηj−1〉
2ηj
+
〈[a,Xjηj ]|X iηi−1〉
2ηi
= −1
ρ
(〈vi|Xjηj〉+ 〈vj |X iηi〉) =
1
ρ
Aij . (3.17)

3.2. Slodowy coordinates. We review the relation between subregular nilpotent ele-
ments and deformation of simple hypersurface singularities [26].
Let G be the adjoint group of g. By Chevalley theorem, the algebra S(g∗)G of invariant
polynomials under the adjoint action of G is generated by r homogenous polynomials of
degrees ηi + 1, i = 0, ..., r − 1. The inclusion homomorphism
S(g∗)G →֒ S(g∗),
is dual to a morphism
χ : g→ g/G
called the adjoint quotient. We fix a homogenous generator χ0, ..., χr−1 of the algebra
S(g∗)G with degree χi equals ηi + 1. Then the adjoint quotient map is given by
χ = (χ0, . . . , χr−1) : g→ Cr. (3.18)
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The fiber N := χ−1(χ(0)) is called the nilpotent variety of g, it consists of all nilpotent
elements of g.
We define the Slodowy slice to be the affine subspace
Q = e+ gf (3.19)
where gf = ker ad f . Then Brieskorn proved that the restriction of χ to Q is semiuniversal
deformation of the simple hypersurface singularity N ∩Q which is of the same type as g.
Let us introduce the following coordinates on Q
r+2∑
i=1
ziX i−ηi + e ∈ Q
and assign degree 2ηi + 2 to z
i.
Proposition 3.6. ([25],section 7.2) Let χi, i = 0, ..., r− 1 be a homogenous generators of
the ring S(g∗)G. Then the restriction of χi to Q will be quasihomogenous of degree 2ηi+2.
Proposition 3.7. The map χ|Q has rank r − 1 at e. We can normalize the modules V i
and choose a homogenous generators χ0, ..., χr−1 for S(g∗)G such that the restriction ti of
χi to Q with i > 0 take the form
ti = zi + non linear terms. (3.20)
In particular, setting
tr+i = zr+i, i = 0, 1, 2 (3.21)
we get a quasihomogenous coordinates (t1, ..., tr+2) on Q with degree ti equals degree zi.
Proof. Let χ0, ..., χr−1 be a homogenous generators for S(g∗)G and denote t1, ..., tr−1 their
restriction to Q. Using the structure of the set Wt(e) and Et(g) together with the isolat-
edness of the singularity of N ∩ Q, Slodowy proved the following [25] (section 8.3). We
can choose a coordinates v1, v2, v3 from z1, ...., zr+2 of degrees 2ηr +2, 2ηr+1 + 2, 2ηr+2 + 2,
respectively, such that
(t1, . . . , tr−1, v1, v2, v3)
are homogenous coordinates on Q. Therefore, the statement follows upon proving that
vi = z
r+i for i = 0, 1, 2 when considering the normalization of proposition 3.1. This is
obvious for the Lie algebra E8 since the numbers in the set Wt(e) are all different. It is
also true for the Lie algebra Dr, r is even, since the restriction of the first invariant χ
1 to S
is, up to constant, equal to z1. For the Lie algebra E6 (respectively E7) we verify by direct
computation that the invariant χ3 (resp. χ2) depends explicitly on z3 (resp. z2). 
We will call the coordinates (z1, . . . , zr+2) on Q obtained in this proposition Slodowy
coordinates. We observe that in this coordinates the quotient map take the form
χ|Q : (t1, ...., tr+2) 7→ (t0, t1, ..., tr−1) (3.22)
where t0 is the restriction to Q of the invariant polynomial χ0. Setting t1, ..., tr equal zero
in t0 we get, from the quasihomogeneity, a polynomial function f(tr, tr+1, tr+2) of the form
shown in the table below (we lower the index for convenience). Here c1, c2, c3, c4 are some
constants. Note that the hypersurface N ∩Q will be given by setting f(tr, tr+1, tr+2) = 0.
Moreover, from the isolatedness of the singularity the numbers c1, c2, c3 are nonzero con-
stants. The constant c4 could be eliminated by change of variables to obtain the standard
equation defining the simple hypersurface singularity.
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g f(tr, tr+1, tr+2)
Dr c1t
r−1
r+1 + c2tr+1t
2
r + c3t
2
r+2 + c4t
r
2
r+1tr
E6 c1t
4
6 + c2t
3
7 + c3t
2
8 + c4t
2
6t8
E7 c1t
3
7t8 + c2t
3
8 + c3t
2
9
E8 c1t
5
8 + c2t
3
9 + c3t
2
10
4. Drinfeld-Sokolov reduction
In this section we review the construction of the classical W -algebra associated to the
nilpotent element e using Drinfeld-Sokolov reduction.
We use the Dynkin grading of e to define the following subalgebras
b :=
⊕
i≤0
gi, (4.1)
n :=
⊕
i≤−2
gi = [b, b].
Then we consider the action of the adjoint group N of L(n) on L(g) defined by
q(x) → exp ad s(x)(∂x + q(x))− ∂x (4.2)
where s(x) ∈ L(n), q(x) ∈ L(g).
Let us extend the invariant bilinear form from g to L(g) by setting
(u|v) =
∫
S1
〈u(x)|v(x)〉dx, u, v ∈ L(M). (4.3)
Then we identify L(g) with L(g)∗ by means of this bilinear form. We define the gradient
δF(q) for a functional F on L(g) to be the unique element in L(g) satisfying
d
dθ
F(q + θs˙) |θ=0=
∫
S1
〈δF|s˙〉dx for all s˙ ∈ L(g). (4.4)
We fix on L(g) the following Poisson bracket
{F [q(x)], I[q(y)]} = 1
ǫ
(
δF(x)|[ǫ∂x + q(x), δI(x)]
)
(4.5)
for every functional F and I on L(g).
Proposition 4.1. ([8]) The action of N on L(g) with Poisson bracket {., .} is Hamiltonian.
It admits a momentum map J to be the projection
J : L(g)→ L(n+)
where n+ is the image of n under the Killing map. Moreover, J is Ad∗-equivariant.
We take e as a regular value of J . Since b is the orthogonal complement to n under
〈.|.〉, we get the affine space S = J−1(e) = L(b) + e. Moreover, it follows from the Dynkin
grading that the isotropy group of e is N . Let R be the ring of invariant differential
polynomials of S under the action of N . Then, from Marsden-Ratiu reduction theorem,
the set R of functionals on S which have densities in the ring R is closed under the Poisson
brackets {., .}.
Let us define the space Q˜ to be the Slodowy slice
Q˜ := e+ L(gf ). (4.6)
The following proposition identifies the space S/N with Q˜.
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Proposition 4.2. [8] The space Q˜ is a cross section for the action of N on S, i.e for any
element q(x) + e ∈ S there is a unique element s(x) ∈ L(n) such that
z(x) + e = exp ad s(x)(∂x + q(x))− ∂x ∈ Q˜. (4.7)
Therefore, the entries of z(x) are generators of the ring R.
Hence, the space Q˜ has a Poisson structure {., .}Q˜ from {., .}. This Poisson bracket is
known in the literature as classical W -algebra associated to e. For a formal definition
of classical W -algebras see [20].
Let us obtain the linear terms of the invariants zi(x). We introduce a parameter τ and
write
q(x) + e = τ
r+2∑
i=1
ηi∑
I=0
qIiX
i
−I + e ∈ S
z(x) + e = τ
r+2∑
i=1
zi(x)X i−ηi + e ∈ Q˜
s(x) = τ
r+2∑
i=1
ηi∑
I=1
sIi (x)X
i
−I ∈ L(n).
Then equation (4.7) expands to
r+2∑
i=1
zi(x)X i−ηi+
r+2∑
i=1
ηi∑
I=1
(ηi − I + 1)sIiX i−I+1 =
r+2∑
i=1
ηi∑
I=0
qIi (x)X
i
−I −
r+2∑
i=1
ηi∑
I=1
∂xs
I
i (x)X
i
−I +O(τ).
(4.8)
Hence, any invariant zi(x) will take the from
zi(x) = qηii − ∂xsηii +O(τ) (4.9)
= qηii (x)− ∂xqηi−1i +O(τ).
Furthermore, using 〈e|f〉 = 1 we get
z1(x) = q11(x)− ∂xs11 + τ〈e|[s1i (x)X i−1, q0iX i0]〉 (4.10)
+
1
2
τ〈e|[s1i (x)X i−1, [sIi (x)X i−1, e]]〉
= q11(x)− ∂xq01(x) +
1
2
τ〈e|[s1i (x)X i−1, q0iX i0]〉
= q11(x)− ∂xq01(x) +
1
2
τ
∑
i
(q0i (x))
2〈X i0|X i0〉.
The invariant z1(x) is known in the literature as the Virasoro density.
We observe that the reduced Poisson structure could be obtained as follows. We write
the coordinates of Q˜ as a differential polynomials in the coordinates of S using equation
(4.7) and then we apply the Leibnitz rule. The Leibnitz rule for u, v ∈ R have the following
form
{u(x), v(y)} = ∂u(x)
∂(qIi )
(m)
∂mx
( ∂v(y)
∂(qJj )
(n)
∂ny
({qIi (x), qJj (y)})). (4.11)
FROBENIUS MANIFOLDS AND W -ALGEBRAS 15
Our analysis for the Poisson brackets will relay on the quasihomogeneity of the invariants
zi(x) in the coordinates of q(x) ∈ L(b) and their derivatives.
Lemma 4.3. If we assign degree 2J+2l+2 to ∂lx(q
J
i (x)) then z
i(x) will be quasihomogenous
of degree 2ηi + 2. Furthermore, each invariant z
i(x) depends linearly only on qηii (x) and
∂xq
ηi−1
i (x), i.e
zi(x) = qηii (x)− ∂xqηi−1i + nonlinear terms. (4.12)
Furthermore
z1(x) = q11(x)− ∂xq01(x) +
1
2
∑
i
(q0i (x))
2〈X i0|X i0〉. (4.13)
In particular, zi(x) with i 6= r − 1 does not depend on qκr−1(x) or its derivatives.
We fix the following notations for the leading terms of the Poisson bracket
{zi(x), zj(y)}Q˜ =
∞∑
k=−1
ǫk{zi(x), zj(y)}[k]1 (4.14)
where
{zi(x), zj(y)}[−1] = F ij(z(x))δ(x− y) (4.15)
{zi(x), zj(y)}[0] = gij(z(x))δ′(x− y) + Γijk (z(x))zkxδ(x− y)
4.1. The nondegeneracy condition. We want to prove that the minor matrix gmn(z), m, n =
1, . . . , r is nondegenerate generically on Q˜. For this end we define the matrix
gij1 (z) = ∂zr−1g
ij(z) (4.16)
and we will prove that the minor matrix gmn1 (z), m, n = 1, . . . , r is lower antidiagonal with
respect to the set Et(e), i.e
gmn1 =
{
0 if ηm + ηn < κ + 1
1
ρ
Amn if ηm + ηn = κ + 1
where the matrix 1
ρ
Amn is defined by equation (3.12) and its properties were obtained in
proposition 3.4.
We recall that zr−1 is the coordinate of the lowest weight root vector a = Xr−1κ . We
denote ΞiI the value 〈X iI |X iI〉 and set
[a,X iI ] =
∑
j
∆ijI X
j
I−κ.
The fact that zr−1(x) is the only invariant which depends on qκr−1(x) implies that the
invariant zr−1(x) will appear in the expression of {zi(x), zj(y)}Q˜ only if, when using the
Leibnitz rule, we encounter terms of the original Poisson bracket {., .} depend explicitly
on qκr−1(x). The later appear as a result of the following “brackets”
[qκ−Ij (x), q
I
i (y)] := q
κ
r−1(x)
∆ijI
ΞiI
δ(x− y). (4.17)
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Hence the dependence of {zi(x), zj(y)}Q˜ on zr−1(x) can be evaluated by imposing the
Leibnitz rule on the “brackets” above. We get
[zm(x), zn(y)] =
∑
i,I;j
∑
l,h
∆ijI
ΞiI
∂zm(x)
∂(qκ−Ij )
(l)
∂lx
( ∂zn(y)
∂(qIi )
(h)
∂hy (q
κ
r−1(x)δ(x − y))
)
=
∑
i,I;j
∑
l,h,α,β
(−1)h
(
h
α
)(
l
β
)
∆ijI
ΞiI
∂zm(x)
∂(qκ−Ij )(l)
(
qκr−1(x)
( ∂zn(x)
∂(qIi )
(h)
)(α))(β)
δ(h+l−α−β)(x− y).
Here we omitted the ranges of the indices since no confusion can arise. We observe that
the coefficient of δ′(x − y) of this expression which contributes to the value of gmn(z) is
given by
B(zm, zn) =
∑
i,I,J
∑
h,l
(−1)h(l + h)∆
ij
I
ΞiI
qκr−1(x)
∂zm(x)
∂(qκ−Ij )
(l)
( ∂zn(x)
∂(qIi )
(h)
)h+l−1
(4.18)
Obviously, We get gij1 (z) from the expression
A(zm, zn) = ∂qκr−1B =
∑
i,I,J
∑
h,l
(−1)h(l + h)∆
ij
I
ΞiI
∂zm(x)
∂(qκ−Ij )
(l)
( ∂zn(x)
∂(qIi )
(h)
)h+l−1
. (4.19)
Lemma 4.4. The matrix A(zm, zn) is lower antidiagonal with respect to Wt(e) and the
antidiagonal entries are constants. In other word A(zm, zn) is constant if ηm + ηn ≤ κ+ 1
and equals zero if ηm + ηn < κ+ 1.
Proof. We note that if zm(x) and zn(x) are quasihomogenous of degree 2ηm+2 and 2ηn+2,
respectively, then A(zm, zn) will be quasihomogenous of degree
2ηm + 2 + 2ηn + 2− (2κ+ 2)− 4 = 2ηm + 2ηn − 2κ− 2.
The proof is complete. 
Proposition 4.5. The minor matrix gmn1 , m, n = 1, . . . , r is nondegenerate and its deter-
minant is equal to the determinant of the matrix 1
ρ
Amn.
Proof. We observe that, from our choice of coordinates, the minor matrix gmn1 will be lower
antidiagonal with respect to the set Et(e). Hence, form the second part of proposition 3.4
we need only to prove that A(zn, zm) with ηn + ηm = κ + 1 is nonzero constant. In this
case zm and zn are quasihomogenous of degree 2ηm+2 and 2κ−2ηm+4, respectively. The
expression
A(zn, zm) =
∑
i,I,J
∑
h,l
(−1)h(l + h)∆
ij
I
ΞiI
∂zn(x)
∂(qκ−Ij )
(l)
( ∂zm(x)
∂(qIi )
(h)
)h+l−1
(4.20)
gives the constrains
2I + 2 ≤ 2ηm + 2 (4.21)
2κ− 2I + 2 ≤ 2κ− 2ηm + 4
which implies
ηm − 1 ≤ I ≤ ηm
Therefore the only possible values for the index I in the expression of A(zn, zm) that make
sense are ηm and ηm − 1. Consider the partial summation of A(zn, zm) when I = ηm. The
degree of zm(x) yields h = 0 and that zm(x) depends linearly on qηmi (x). But then equation
(4.9) implies that i is fixed and equals to m. A similar argument on zn(x
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indices l and j are fixed and equal to 1 and n, respectively. Hence, the partial summation
when I = ηm gives the value
∆mnηm
Ξmηm
∂zn(x)
∂(qκ−ηmn )(1)
∂zm(x)
∂(qηmm )(0)
= −∆
mn
ηm
Ξmηm
.
We now turn to the partial summation of A(zn, zm) when I = ηm− 1. The possible values
for h are 1 and 0. When h = 0 we get zero since l and h can only be zero. When h = 1 we
get, similar to the above calculation, the value
(−1)∆
mn
ηm−1
ΞiI
∂zn(x)
∂(qκ−ηmn )(0)
∂zm(x)
∂(qηm−1m )(1)
=
∆mnηm−1
Ξmηm−1
.
Hence we end with the expression
A(zn, zm) =
∆mnηm−1
Ξmηm−1
− ∆
mn
ηm
Ξmηm
=
〈[a,Xnηn]|Xmηm−1〉
2ηm
+
〈[a,Xmηm ]|Xnηn−1〉
2ηn
=
1
ρ
Amn
where the last equality was obtained in proposition 3.5. Hence, the determinant of minor
matrix gmn1 , m, n = 1, . . . , r equals to the determinant of
1
ρ
Amn which is nondegenerate. 
5. Dirac reduction
In this section we extract information about {., .}Q˜ using the fact that the Poisson bracket
{., .}Q˜ can be obtained by preforming the Dirac reduction on {., .}.
Let n denote the dimension of g. We use proposition 3.1 to fix a total order ξI , I =
1, . . . ,n of the basis X iI such that:
(1) The first r + 2 are the lowest weight vectors in the following order
X1−η1 < X
2
−η2 < . . . < X
r+2
−ηr+2. (5.1)
(2) The matrix
〈ξI |ξJ〉, I, J = 1, . . . ,n (5.2)
is antidiagonal.
Let ξI be the dual basis of ξI under 〈.|.〉. We observe that if ξI ∈ gµ then ξI ∈ g−µ. Let
cIJK denotes the structure constant of g under the dual basis and we set g˜
IJ = 〈ξI |ξJ〉. We
extend the coordinates zi(x) on Q˜ to all L(g) by setting for q(x) ∈ L(g)
zI(q(x)) = 〈q(x)− e|ξI〉, I = 1, . . . ,n. (5.3)
Then we consider the following matrix differential operator
F
IJ = ǫg˜IJ∂x + F˜
IJ , (5.4)
where,
F˜ IJ =
∑
K
(
cIJK z
K(x)
)
.
In this notations the Poisson bracket {., .} is given by
{zI(x), zJ(y)} = FIJ 1
ǫ
δ(x− y). (5.5)
For the rest of this section we consider three types of indices which have different ranges;
capital letters I, J,K, ... = 1, ..,n, small letters i, j, k, ... = 1, ...., r + 2 and Greek letters
α, β, δ, ... = r + 3, ...,n.
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We observe that the matrix F˜ IJ define the finite Lie-Poisson structure on g. It is well
known that the symplectic subspaces of this structure are the orbit spaces of g under the
adjoint action and there are r global Casimirs [22]. Since the Slodowy slice Q = e + gf is
transversal to the orbit of e, the minor matrix F˜ αβ is nondegenerate. Let F˜αβ denote its
inverse.
Proposition 5.1. ([9],[19]) The Poisson bracket {., .}Q˜ can be obtained by performing the
Dirac reduction on {., .} on Q˜.
By proposition 2.5, the leading terms of {., .}Q˜ are given by
F ij(z(x)) = (F˜ ij − F˜ iβF˜βαF˜ αj) (5.6)
gij(z(x)) = g˜ij − g˜iβF˜βαF˜ αj + F˜ iβF˜βαg˜αϕF˜ϕγF˜ γj − F˜ iβF˜βαg˜αj. (5.7)
and
Γijk (z(x))z
k
x = −
(
g˜iβ − F˜ iλF˜λαg˜αβ
)
∂x(F˜βϕF˜
ϕj) (5.8)
A consequence of this proposition is the following
Proposition 5.2. [19]The Poisson bracket {., .}Q˜ has the following form
{z1(x), z1(y)}Q˜ = ǫδ′′′(x− y) + 2z1(x)δ′(x− y) + z1xδ(x− y), (5.9)
{z1(x), zi(y)}Q˜ = (ηi + 1)zi(x)δ′(x− y) + ηizixδ(x− y),
i = 1, ..., r + 2.
Indeed, equations (5.9) are exactly the identities which define Virasoro density and
classical W -algebras [20].
5.1. The quasihomogeneity condition. we want to study the quasihomogeneity of the
entries gij2 (z). We use the definition of the coordinates z
I(x) and we assign degree µI + 2
to zI(x) if ξI ∈ gµI . These degrees agree with those given in corollary 4.3. From the total
order of the basis, it follows that if zI(x) has degree µI + 2 then degree z
n−I+1(x) equals
−µI + 2. Further, since [gµI , gµJ ] ⊂ gµI+µJ , an entry F˜ IJ(x) is quasihomogenous of degree
µI + µJ + 2.
Definition 5.3. in considering the degrees of the coordinates zI , We say a matrix BIJ(z)
with polynomial entries is quasihomogenous of degree n if each entry BIJ(z) is quasiho-
mogenous of degree µI + µJ + n.
Proposition 5.4. [5] The matrix F˜βα(z) restricted to Q˜ is polynomial and quasihomoge-
nous of degree −2.
Proposition 5.5. The matrix gij(z) is quasihomogenous of degree −4 while the matrix
F ij(z) is quasihomogenous of degree −2 and the matrix Γijk (z) is quasihomogenous of degree
−(2ηk + 2)− 4.
Proof. The statement about the quasihomogeneity of the matrix F ij(z) was proved in [5].
We will derive the quasihomogeneity of gij(z). We know that the matrix g˜IJ is constant
antidiagonal. Hence we can write g˜IJ = CIδI
n−J+1 where C
I are nonzero constant. In
particular, we have g˜ij(z) = 0. Now consider the expression (5.7). Then for a fixed i we
have
g˜iβF˜βαF˜
αj = C iF˜n−i+1,αF˜
αj. (5.10)
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Hence, the left hand sight is quasihomogenous of degree
µj + µα + 2− µα − (−µi)− 2 = µj + µi = 2ηi + 2ηj .
A similar argument shows that F˜ iβF˜βαg˜
αj is quasihomogenous of degree 2ηi+2ηj . Finally,
the summation
F˜ iβF˜βαg˜
αϕF˜ϕγF˜
γj =
∑
α
CαF˜ iβF˜βαF˜n−α+1,γF˜
γj . (5.11)
Then, it has the degree
µi + µβ + 2− µβ − µα − 2− µn−α+1 − µγ − 2 + µγ + µj + 2 = 2ηi + 2ηj.
This proves that gij(z) is quasihomogenous of degree −4. For the last statement in the
proposition we observe that the formula for Γij2;k(z(x)) is given by
Γijk (z(x)) = −
(
g˜iβ − F˜ iλF˜λαg˜αβ
)
∂zk(F˜βϕF˜
ϕj). (5.12)
Hence the calculation of quasihomogeneity will be same as equations (5.10) and (5.11) with
subtracting 2ηk + 2. This complete the proof. 
5.2. Subregular classical W -algebra. Let us consider the Poisson bracket {., .}Q˜ in
Slodowy coordinates (t1, ..., tn) and write
{ti(x), tj(y)}[−1] = F ij(t(x))δ(x− y) (5.13)
{ti(x), tj(y)}[0] = gij(t(x))δ′(x− y) + Γijk (t(x))tkxδ(x− y)
Proposition 5.6. The minor matrix ∂tr−1g
mn
1 (t), m, n = 1, . . . , r is nondegenerate and
its determinant is equal to the determinant of the matrix 1
ρ
Aij. In particular, the minor
matrix gmn, m, n = 1, . . . , r is generically nondegenerate. Moreover, we have the same
identities which defines classical W -algebras, i.e
{t1(x), t1(y)}Q˜ = ǫδ′′′(x− y) + 2t1(x)δ′(x− y) + t1xδ(x− y) (5.14)
{t1(x), ti(y)}Q˜ = (ηi + 1)ti(x)δ′(x− y) + ηitixδ(x− y).
Proof. The nondegeneracy statements follows from the fact that the proof of proposition 4.5
depends only on the linear terms of the invariant differential polynomials zi (see proposition
3.7). For the second part of the statement, we need only to show that
g1,n(t) = (ηi + 1)t
i, Γ1jk (t) = ηjδ
j
k. (5.15)
Note that, from proposition 5.2, we have
g1,n(z) = (ηi + 1)z
i, Γ1jk (z) = ηjδ
j
k. (5.16)
If we introduce the Euler vector field
E ′ :=
∑
i
(ηi + 1)z
i∂zi . (5.17)
Then the formula for change of coordinates gives
g1j(t) = ∂zat
1∂zbt
j gab2 (z) = E
′(tj) = (ηj + 1)t
j. (5.18)
Where the last equality comes from quasihomogeneity of the coordinates ti. For Γ1jk (z),
the change of coordinates has the following formula
Γijk (t)dt
k =
(
∂zat
i∂zc∂zbt
jgab2 (z) + ∂zat
i∂zbt
jΓabc (z)
)
dzc. (5.19)
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But then we get
Γ1jk dt
k =
(
E ′(∂zct
j) + ∂zbt
jΓ1bc
)
dzc (5.20)
=
(
(ηj − ηc)∂zctj + ηc∂zctj
)
dzc = ηj∂zct
jdzc = ηjdt
j

The following theorem was proved in [5] using Slodowy coordinates
Theorem 5.7. The matrix F ij(t) is a constant multiple of the matrix(
0 0
0 Ω
)
(5.21)
where Ω is a 3× 3 matrix of the form
 0 ∂t
0
∂tr+2
− ∂t0
∂tr+1
− ∂t0
∂tr+2
0 ∂t
0
∂tr
∂t0
∂tr+1
−∂t0
∂tr
0

 (5.22)
where t0 is the restriction to Q of the invariant polynomial χ0 defined after proposition 3.7.
Let N ⊂ Q be the hypersurface of dimension r defined as follows
N =
{
t ∈ Q : ∂t
0
∂tr+2
=
∂t0
∂tr+1
= 0
}
(5.23)
From the quasihomogeneity of t0 and the table in page 13, we observe that ∂t
0
∂tr+2
depends
linearly on tr+2 and ∂t
0
∂tr+1
is a polynomial in tr+1 of degree ι = r − 2 (resp. ι = 2) if g is a
Lie algebra of type Dr (resp. Er). In particular, (t
1, ...., tr) is well defined coordinates on
N .
Theorem 5.8. The Dirac reduction of {., .}Q˜ to N˜ = L(N) is well defined and gives a
local Poisson brackets {., .}N˜ . The Poisson bracket {., .}N˜ is a classical W -algebra. It
admits a dispersionless limit and the leading term is a nondegenerate Poisson bracket of
hydrodynamic type.
Proof. We observe that the minor matrix(
0 ∂t
0
∂tr
−∂t0
∂tr
0
)
(5.24)
of the matrix F ij(t) is nondegenerate. Hence, from theorem 2.5, it follows that the Dirac
reduction of {., .}Q˜ to N˜ = L(N) is well defined and gives a local Poisson brackets {., .}N˜ .
Let us write the reduced Poisson bracket on N˜ in the form
{tm(x), tn(y)}N˜ =
∞∑
k=−1
ǫk{tm(x), tn(y)}[k]
N˜
where
{tm(x), tn(y)}[−1]
N˜
= F̂mn(t(x))δ(x− y) (5.25)
{tm(x), tn(y)}[0]
N˜
= ĝmn(t(x))δ′(x− y) + Γ̂mnk (t(x))tkxδ(x− y).
Then, it follows from corollary 2.6 that the entries ĝmn(t) and F̂ ij(t) equal gmn(t) and
Fmn(t), respectively, where tr+1 and tr+2 are solutions of equations (5.23). From propo-
sition 5.6, this implies that {., .}N˜ is a classical W -algebra. Moreover, from proposition
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5.7, we have F̂ ij = 0. Hence {., .}N˜ admits a dispersionless limit. Furthermore, propo-
sition 5.6 implies that ĝmn(t(x)) is generically nondegenerate. Hence, {tm(x), tn(y)}[0]
N˜
is
nondegenerate Poisson brackets of hydrodynamics type. 
In addition to the fact that {., .}N˜ gives a Frobenius structure. The construction by
considering the theory of opposite Cartan subalgebra implies that it is very associated to
the Drinfeld-Sokolov hierarchy obtained in [6] that {., .}Q˜. Therefore, we call it subregular
classical W -algebra.
6. Algebraic Frobenius manifold
In this section we obtain the promised algebraic Frobenius structure.
Let us consider, using the Dubrovin-Novikov theorem 2.4, the contravariant metric ĝmn(t)
on N and its Levi-Civita connection Γ̂mnk (t). From proposition 5.5, these matrices are linear
in tr−1. Hence, lemma 2.1 implies that the matrices
ĝmn2 (t) = ĝ
mn(t), ĝmn1 (t) = ∂tr−1 ĝ
mn
2 (t) (6.1)
form a flat pencil of metrics on N .
Proposition 6.1. There exist quasihomogenous polynomials coordinates of degrees 2ηi+2
in the form
si = ti + T i(t1, ..., ti−1)
such that the matrix ĝij1 (s) is constant antidiagonal. Furthermore, in this coordinates the
metric gij2 (s) and its Levi-Civita connection have the following entries
g1,n2 (s) = (ηi + 1)s
i, Γ1j2k(s) = ηjδ
j
k (6.2)
Proof. The proof of the first part of the proposition is given in [12] using the quasihomo-
geneity property of the matrix ĝmn. The second part is obtained in the same manor as in
proposition 5.2. 
We assume without lost of generality that the coordinates ti are the flat coordinates for
ĝij1 .
Theorem 6.2. The flat pencil of metrics given by ĝmn1 (t) and ĝ
mn
2 (t) on the space N is
regular quasihomogenous of degree d = κ−1
κ+1
.
Proof. In the notations of definition 2.2 we take τ = 1
κ+1
t1 then
E = gij2 ∂tjτ ∂ti =
1
κ+ 1
∑
i
(ηi + 1)t
i∂ti , (6.3)
e = gij1 ∂tjτ ∂ti = ∂tr−1 .
We see immediately that
[e, E] = e
The identity
Le( , )2 = ( , )1 (6.4)
follows from the fact that ∂tr−1 = ∂zr−1 . Then
Le( , )1 = 0. (6.5)
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is a consequence from the quasihomogeneity of the matrix gij1 (see lemma 4.4). We also
obtain from proposition 5.5 that
LE( , )2(dt
i, dtj) = E(gij2 )−
ηi + 1
κ+ 1
gij2 −
ηj + 1
κ+ 1
gij2 =
−2
κ+ 1
gij2 . (6.6)
Hence,
LE( , )2 = (d− 1)( , )2 (6.7)
It remains to prove the regularity condition. But the (1,1)-tensor is nondegenerate since it
has the entries
Rji =
d− 1
2
δji +∇1iEj =
ηi
κ + 1
δji . (6.8)
This complete the proof. 
Now we have all the tools to prove the following
Theorem 6.3. The space N has a natural structure of algebraic Frobenius manifold with
charge κ−1
κ+1
and degrees ηi+1
κ+1
, i = 1, ..., r.
Proof. It follows from theorem 6.2 and 2.3 that N has a Frobenius structure of degree
κ−1
κ+1
. This Frobenius structure is algebraic since in the coordinates ti the potential F is
constructed using equations (2.9). Besides we have from theorem 5.8 the matrix ĝmn2
depends on the nontrivial solutions of equations (5.23). 
6.1. The algebraic Frobenius manifold of D4(a1). We verify the procedure, outlined
in this work, of constructing algebraic Frobenius manifold when g is of type D4. For this
end we choose the realization of D4 as a subalgebra of gl8(C) given in the appendix of
[11]. In this case it is easy to obtain a representation of e which belongs to strictly lower
diagonal matrices. In what follows we will denote by σi,j the standard matrix defined by
(σi,j)k,l = δi,kδj,l ∈ gl8(C). We fix the subregular nilpotent element e and the sl2-triple
{e, h, f} as follows
e = σ2,1 − σ3,1 + σ4,3 − σ5,2
2
+ σ6,5 +
σ7,4
2
+ σ8,6 + σ8,7 (6.9)
h = −4σ1,1 − 2σ2,2 − 2σ3,3 + 2σ6,6 + 2σ7,7 + 4σ8,8 (6.10)
f = 2σ1,2 − 2σ1,3 − 2σ2,4 − 8σ2,5 + 4σ3,4 + 4σ3,5 + 4σ4,6 (6.11)
+8σ4,7 + 4σ5,6 + 2σ5,7 + 2σ6,8 + 2σ7,8
We observe that Wt(e) = {1, 3, 3, 1, 1, 3} and Et(e) = {1, 3, 3, 1}. We construct a basis for
g satisfy the hypotheses of proposition 3.1 from the formula
X iI =
1
(ηi + I)
adηi+Ie X i−ηi , i = 1, ..., 6. (6.12)
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where the lowest root vectors X i−ηi are
X2−3 = 24
√
3σ3,8 − 24
√
3σ1,6 (6.13)
X3−3 = −24σ1,6 − 48σ1,7 − 48σ2,8 + 24σ3,8
X4−1 = −4
√
3
5
σ1,2 − 2
√
3
5
σ1,3 + 2
√
3
5
σ2,4 + 2
√
3
5
σ3,4 − 12
√
3
5
σ3,5
−12
√
3
5
σ4,6 + 2
√
3
5
σ5,6 − 2
√
3
5
σ5,7 + 2
√
3
5
σ6,8 − 4
√
3
5
σ7,8
X5−1 = −
8σ1,2√
5
− 2
√
5σ1,3 − 2
√
5σ2,4 +
8σ2,5√
5
+
2σ3,4√
5
− 4σ3,5√
5
−4σ4,6√
5
− 8σ4,7√
5
+
2σ5,6√
5
+ 2
√
5σ5,7 + 2
√
5σ6,8 − 8σ7,8√
5
.
X6−2 = −4
√
3σ1,4 + 8
√
3σ1,5 + 8
√
3σ2,6 + 8
√
3σ3,7 + 8
√
3σ4,8 − 4
√
3σ5,8.
The opposite Cartan subalgebra h′ have the following normalized basis
y1 = e +X
4
−3 (6.14)
y2 = −X23 −
3√
5
X4−1 −
1
5
√
3
X3−1 +
1
2
X6−1
y3 = −X33 + 3X1−1 −
1
5
√
3
X2−1 +
3√
5
X5−1
y4 = −X41 −
1√
5
X2−3.
The matrix of the restriction of 〈.|.〉 to h′ under the order {y1, y4, y2, y3} equals

0 0 0 4
0 0 − 4√
5
0
0 − 4√
5
0 0
4 0 0 0

 (6.15)
We write an element z in Slodowy slice Q in the form
z = z1X
1
−1 + z2X
3
−3 + z3X
4
−3 + z4X
2
−1 + z5X
5
−1 + z6X
6
−2 + e. (6.16)
Here we lower the index for convenience. Then the restriction of the invariant polynomials
to Q can be found form the coefficients of the indeterminant P in the equation det(z−P ).
After normalization we get the following Slodowy coordinates on Q
t1 = z1 (6.17)
t2 = z2 − 1
2
√
3z21 +
4z5z1√
15
+
7z24
5
√
3
− 7z
2
5
5
√
3
t3 = z3 − 3z
2
1
2
− 4z4z1√
15
− 14z4z5
5
√
3
ti = zi, i = 4, 5, 6.
We take the following as the restriction to Q of a highest degree invariant polynomial
t0 =20t
3
1 + 18
√
15t4t
2
1 − 18
√
5t5t21 + 60t
2
4t1 + 60t
2
5t1 + 6
√
3t2t1
+ 18t3t1 − 20
√
5t35 − 27t26 + 12
√
15t3t4 + 60
√
5t24t5 − 12
√
15t2t5
(6.18)
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Note that in the case ti = 0, i = 1, 2, 3 we get the equation
f(t4, t5, t6) = −20
√
5t35 + 60
√
5t24t5 − 27t26 (6.19)
which define a simple hypersurface singularity of type D4.
It follows that the leading term of the classical W -algebra on Q˜ is given by
F ij(t) = 75
(
0 0
0 Ω
)
(6.20)
where Ω is a 3 × 3 matrix of theorem 5.7. The hypersurface N ⊂ Q is defined by the
equations
∂t0
∂t6
= 270t6 = 0 (6.21)
∂t0
∂t5
= −5
(
−18
√
5t21 + 120t5t1 + 60
√
5t24 − 60
√
5t25 − 12
√
15t2
)
= 0
We choose the flat coordinates
s1 = t1 (6.22)
s2 = t2 +
√
3
4
t21 −
5
√
34
t
2
4
s3 = t3 +
3
2
t21 +
√
15
2
t4t1
s4 = t4
Then the potential F of the Frobenius structure reads
F =
Z
180
(
−
√
5s41 − 10
√
5s24s
2
1 + 8
√
15s2s
2
1 − 25
√
5s44 − 48
√
5s22 + 40
√
15s2s
2
4
)
(6.23)
+
1
2880
(
35s51 + 510s
2
4s
3
1 − 48
√
3s2s
3
1 + 775s
4
4s1 + 360s
2
3s1
−720
√
5s2s3s4 + 1128s
2
2s1 − 1840
√
3s2s
2
4s1
)
where Z is a solution of the quadratic equation
Z2 − 2√
5
s1Z +
3
20
s21 −
1
4
s24 +
√
3
5
s2 = 0. (6.24)
It is straightforward to check validity of the WDVV equations for this potential. The
identity vector field is ∂
∂s3
and the quasihomogeneity reads
1
2
s1
∂F
∂s1
+ s2
∂F
∂s2
+ s3
∂F
∂s3
+
1
2
s4
∂F
∂s4
=
5
2
F. (6.25)
7. Conclusions and remarks
In this work we obtained infinite number of examples of algebraic Frobenius manifolds.
These examples correspond to the regular quasi-Coxeter conjugacy classes Dr(a1) where r
is even and Er(a1). One of the tools we use is the structure of opposite Cartan subalgebra
which relate the subregular nilpotent orbit to the conjugacy class. The structure of oppo-
site Cartan subalgebra exists only for regular conjugacy class. But taking the subregular
nilpotent orbit in the Lie algebra D5 we obtain algebraic Frobenius manifold related to
the nonregular quasi-Coxeter conjugacy class D5(a1). This implies that the existence of
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algebraic Frobenius manifold is a far deeper than the notion of opposite Cartan subalge-
bra. This fact will be the frame work of our future research. Our next step is to develop
a method to uniform the construction of all algebraic Frobenius manifolds that could be
obtained from quasi-Coxeter conjugacy classes in Weyl groups.
In this work we give, for the first time, a geometric realization of algebraic Frobenius
manifolds. The examples obtained are certain hypersurfaces in the total spaces of semi-
universal deformations of simple hypersurface singularities. We hope this will rich the
relation between Frobenius manifolds and singularity theory. Which one of its main con-
tributions is the existence of polynomial Frobenius structures on the universal unfolding of
simple hypersurface singularities. For the definition and deference between semiuniversal
and unfolding see chapter 2 section 1 of [18].
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