Time Delay Calculations
The wave propagation in the forward program is based on Snell's law. Time delay data are calculated by dividing the ray paths distances by the pixel velocities and summing over the entire ray for each source-receiver pair.
A common problem in the inversion procedure is that the launch angle necessary to match source locations to specified receiver locations is unknown. The "shooting method" is often used to resolve this problem [1] . This method requires two iterations of the ray tracing procedure to find the correct launch angle to use in a third ray tracing iteration. Since the ray tracing segment of the program is the most time consuming, the shooting method is inefficient. A polynomial approximation to the time delay curve is used instead of the traditional shooting method in this work. A least-square regression is performed on the time delay data in the forward program. The coefficient data is then sent to the tomographic program replacing the specific source-receiver pair time delay measurements. It is no longer necessary to fmd the specific launch angle. The measured time delay data is calculated by the polynomial expression whatever the ray's ending location.
Ray Tracin~
Forward calculations based on finite difference schemes are easily adapted for parallel computation, as they can be reduced to a series of similar matrix manipulations to go from time step to time step [2] . Unfortunately ray tracing is not well suited to parallel processing due to the sequential progression of the ray path. We have developed a procedure based on vector-valued subscripts that tracks the progression of all ray paths simultaneously, but the progression from pixel to pixel within the grid is calculated sequentially.
The ray tracing procedure is based on Snell's law. The angle a ray travels through a pixel is dependent on the incident angle and the ratio of the velocities of the adjacent pixels.
The key information from the ray tracing procedure is the distance each ray travels through each pixel. The distance is found using straight line calculations within each pixel and stored in a four dimensional array corresponding to each source-receiver pair and pixel location. This information is then used in the tomographic inversion.
TomQ~hic Inyersion
The tomographic inversion algorithm adjusts the estimated slowness values in a systematic fashion until the estimated time delays, Ttl, match the measured time delays. This work uses the Algebraic Reconstruction Technique or ART, one of many different procedures for tomographic inversion. Conventional ART examines the data on a ray-by-ray basis when making the slowness adjustments. For our study, we have implemented a parallel version of ART. It makes use of the output from the parallel ray tracing procedure by evaluating the time delays for all rays simultaneously. In addition, adjustments to the slowness values are made for the entire pixel grid at one time.
The time delays are calculated by (2) where the distance traveled by the kf'ray in the if' pixel is represented by lltuj and the current estimated slowness in the pixel is sij. The slowness adjustment for each pixel is based on the time delay for each ray
where 4 T Jl is the difference between the actual time delay and the time delay calculated by equation (1). The standard serial ART algorithm uses the above equation to adjust the slowness values after the ray tracing procedure for each individual ray.
(3)
Since the parallel algorithm must account for all the raypaths at one time, a weighted average of the correction factor in equation (3) is required. Proportionally greater weight is accorded rays whose pixel transit times are large in comparison to rays that spend only a short time in that particular pixel. The weighted correction factor is given by
The slowness values of each pixel are updated for each iteration by
This procedure is repeated until the calculated time delays match the actual time delays. At this point the slowness values are assumed to match the actual slowness values. The slowness or the velocity of each pixel can be used to determine the material properties of the specimen.
PROBLEM DESCRIPTION
The key concerns of parallel acoustic tomography are accurate boundary resolution and speed of computation. Two different sample configurations were tested to address these concerns, a two-layer sample (50% velocity increase) and an Epstein layer sample ( gradual velocity increase). Both configurations were examined using different source-receiver geometries and changing the degree of the polynomial used to fit the time delay data. This effected the accuracy of the resolution. The speed of the parallel versus the serial computation was compared for increasing array sizes. 
RESULTS
The source-receiver geometries had little effect on the accuracy of the Epstein layer velocities. Good results were obtained with every configuration. The sourcereceiver geometries had a significant effect on the boundary resolution of the two layer samples. Configuration (a) converged to a non-unique solution and maintained a uniform velocity configuration. Configuration (b) approached the correct solution but did not provide an accurate boundary between the two layers. This is shown in figure (2) . The average velocity error was 290 ft/s. An average velocity error for each sample was calculated by
(6) number of pixels Significant improvement was achieved by using configuration (c). The boundary between the two layers is clearly resolved and the velocity error is reduced to 20 ft/s. Although configuration (d) required more source-receiver pairs, the accuracy of the solution decreased. The boundary is resolved but the velocity error has increased to 100 ft/s. This increase is due to the error present in the 2nd degree polynomial curve used to fit the time delay data. It was found that, as the number of source-receiver pairs increased, the error due to the polynomial curve-fitting routine also increased. By replacing the 2nd degree polynomial with a 4th degree polynomial to describe the time delay data, the error in the velocity calculations was reduced by 7%. Figure (3) shows cross-sectional "snapshots" of the convergence during the solution process. The solid line represents the actual velocity and the dotted lines represent the calculated velocities for the specified iteration. The solution is nearly complete after 100 iterations but requires 200 iterations for complete convergence.
The tomographic inversion was performed for different array sizes, ranging from 27 to 2 11 , both in parallel and serial modes. The serial version required significantly fewer tomographic inversions then the parallel version. The parallel program as seen in figure ( 3) requires 200 iterations to complete, effectively eliminating any time savings for smaller-sized arrays. To reduce the number of iterations, a more effective parallel tomographic inversion algorithm needs to be developed. 
Cross-sectional images of the solution process for the two-layer problem. The calculated velocities for the 2nd, 20th IOOth and 20Ist iterations are shown.
CONCLUSIONS
A parallel approach to acoustic tomography in nonhomogeneous media has been developed. The ray tracing procedure is based on Snell's law and the tomographic inversion is a parallel modification of ART. The use of a polynomial approximation to the time delay curve eliminates the need for the shooting method.
Different source-receiver configurations and different array sizes were tested to determine the accuracy and the speed of the parallel tomographic inversion. Sources along the side of the sample were required to adequately resolve the sharper velocity boundary in the two-layer sample. The Epstein layer sample was independent of the source-receiver configuration, good results were achieved for each setup. The average velocity error was reduced by increasing the degree of the polynomial curve representing the time delay data. Due to the number of iterations required for the solution of the parallel tomographic inversion, the speed of the parallel program is not faster then the conventional serial version for small array sizes. Larger array sizes and more complicated velocity configurations are required to demonstrate the superiority of the parallel method. A more efficient parallel tomographic inversion algorithm may also be beneficial.
