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摘要
阪神淡路大震災や東日本大震災を初めとする大地震，豪雨などによる土砂崩れと
いった自然災害や大事故などの大規模災害現場においては，初期の救援活動のため，
安全かつ迅速な被災地の情報収集が必要とされる．しかし，現在はそのようなシス
テムは確立されていない．大規模地震や津波が起こった場所では倒壊した家屋や道
路の寸断，高速道路の倒壊，交通渋滞などの原因により，地上から被災状況の情報
収集を行うことは困難である．このため，道路事情の影響を受けない上空からの情
報収集を行うことが有効である．
本論文では上空から情報収集を行うために，無人自律飛行船ロボットと有人ヘリ
コプタを用いる．計測機器として自律飛行船ロボットには本研究グループで開発し
た回転型ステレオカメラを搭載している．また有人ヘリコプタには (株)パスコが開
発した携帯斜め撮影システム PALSを搭載している．これらの機器を用いて収集し
た情報の提示方法として，本論文では三次元モデルを用いる．三次元モデルを用い
ることで従来の二次元画像と異なり，大量にあるデータの中から注目する部分の拡
大や縮小のみでなく，任意の視点の映像を生成することが容易になる．
画像を複数枚用いて三次元モデルを構築する多眼ステレオには様々な手法がある．
その中でも特徴点を用いた手法は屋外環境でも外れ値の少ない三次元モデルを構築
できる．一方，特徴点を用いた手法は画像中の特徴点を拡張して三次元モデルを構
築する手法であるため，航空写真を用いた場合，特徴点の不足から欠損が残る．
そこで本論文では，自律飛行船ロボットやヘリコプタに搭載したカメラで撮影さ
れた画像を用いた密な三次元モデル構築を目的とした研究を行う．本論文では密な
三次元モデル構築のために 2つのアプローチを採用している．1つ目は複数の二眼
ステレオによって得られる距離画像を統合して，密な三次元モデルを生成する手法
である．2つ目は特徴点を用いた手法により得られた三次元モデルの欠損部分を検
出し，補完するための局所的な三次元モデルを重ねることで密な三次元モデルを得
る手法である．シミュレーション実験と自律飛行船ロボットやヘリコプタに搭載し
たカメラで撮影された画像を用いた実験を行い，これらの手法が有効であることを
確認した．
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Abstract
In the case of large-scale disasters including earthquakes like the Great Hanshin-Awaji
Earthquake or the Great East Japan Earthquake and landslides cased by heavy rain, it is
necessary to collect information safety and quickly for early rescue operations. However
such a system has not been established yet. It is difficult to collect disastrous informa-
tion on the ground by the collapsed buildings, the disruption of the road, the collapsed
expressways or the traffic jam. Therefore it is effective to collect the information from the
sky where these problems do not occur.
This thesis uses an unmanned autonomous blimp robot and a manned helicopter to
collect information from the sky. And the autonomous blimp robot is equipped with a ro-
tational stereo camera which is developed by our research group. The manned helicopter
is also equipped with a PALS (Portable Arterialphotography and Locator System) which
is developed by PASCO corporation. This thesis uses a three-dimensional (3D) model
to present the information collected by these measuring devices. Using the 3D model
makes easy not only to expand and contract a demanded scene but also to create a view
of arbitrary angle.
There are various methods for multi-view stereo which creates 3D models using many
images. In particular, methods with feature points are able to create outdoor scenes’ 3D
models which do not almost have outliers. And these methods create 3D models with
expansion feature points of images. Therefore in the case of using aerial images, these
methods create some holes because images do not have enough feature points.
This thesis proposes methods which create dense 3D models using images captured
by cameras mounted on the autonomous blimp robot and the manned helicopter. And
this thesis adopts two methods for creating dense 3D models. One is a method which
fuses many depth images which are captured by some binocular stereo cameras into a
dense 3D model. Another is a method which detects holes of 3D model with feature
based method and creates dense 3D model with local 3D models for complements. The
effectiveness of the proposed methods is confirmed with experiments which create 3D
models using simulated images and images which are captured by cameras mounted on
the autonomous blimp robot and the manned helicopter.
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第1章 序論
1.1 研究背景
阪神淡路大震災や東日本大震災を初めとする大地震，豪雨などによる土砂崩れと
いった自然災害や大事故などの大規模災害現場においては，初期の救援活動が重要
とされている．Fig. 1.1は阪神淡路大震災で神戸市消防が救助した人の数である．こ
のデータは日を追うにつれて生存率が低下し，早期の救助が重要であることを示し
ている．一般には，3時間以内の救助が最も望ましく，3日を超えると生存率が急激
に低下するとされており，発災直後からの 3日間は「黄金の 72時間」と呼ばれてい
る [1]．このことから初期の救援活動には，安全かつ迅速な被災地の情報収集が必要
とされるが，現在はそのようなシステムは確立されていない．
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Fig. 1.1: Number of rescuer at the Great Hanshin-Awaji Earthquake [1]
大規模災害現場下で，地上から被害状況の情報収集を行うことは困難であると考
える．大規模地震や津波が起こった場所では倒壊した家屋や道路の寸断，高速道路
の倒壊，交通渋滞などの原因により，調査を行う車両の経路の確保が困難である．土
砂崩れが起こった山間部の場合は，森林地帯に車両が調査に向かうこと自体が難し
い．このことから災害の被害が大きい場所ほど，迅速な情報収集に困難が伴う．こ
1
の問題に対して，道路事情の影響を受けない上空からの情報収集を行うことが有効
である．
本研究グループではこれまでに航空機に計測機器を搭載し，上空から地上の情報
収集を行う研究を行ってきた．航空機とは，日本の航空法では飛行機やヘリコプタ，
グライダや飛行船などが含まれる．その中で本研究グループでは自律飛行船ロボッ
ト，ヘリコプタを用いている．本論文では自律飛行船ロボットは無人で自律制御し
ており，ヘリコプタは有人で運用している．それぞれの航空機に対して，容易に地
上の情報収集を行うことができる計測機器を開発し，搭載している．
自律飛行船ロボットは 12mのRC飛行船を改造し，コンピュータやセンサを搭載
することで自律制御を可能にしている．自律飛行船ロボットは他の航空機に比べる
と騒音が少ない．また飛行船自体が浮力を持っているため，故障したとしてもすぐ
に墜落することなく安全という特性を持っている．この特性より，ヘリコプタと比
べるとより低高度での情報収集に適している．この自律飛行船の外観を Fig. 1.2に
示す．
Fig. 1.2: Overview of the autonomous blimp robot
自律飛行船ロボットには本研究グループで開発した回転型ステレオカメラシステ
ムを搭載している．回転型ステレオカメラはカメラの光軸方向を進行方向から逆の
方向まで前後に回転させることで建築物側面の情報も取得できる．自律飛行船ロボッ
トは低空飛行可能であるといった特徴から建築物側面の見える効果が高い．また自
律飛行船ロボットは効率的な情報収集のため直線軌道を中心とした巡回になること
から，カメラの視点方向に対して垂直に近くなる面を撮影する機会が多くなるなど，
カメラの回転による効果は高い．
2
回転型ステレオカメラの外観を Fig. 1.3に示す．本論文では 2種類の回転型ステ
レオカメラを用いている．Fig. 1.3(a)に示す回転型ステレオカメラは 2台のカメラ
の光軸を揃え，平行になるように回転軸の両端に配置している．この軸を前後 60◦
に回転させることで視線方向を変更することができる．Fig. 1.3(b)に示す回転型ス
テレオカメラは，周囲 360◦を撮影できるように発展させている．同ステレオカメラ
は水平ステレオおよび垂直ステレオの 2つのステレオカメラで構成している．垂直
ステレオは筐体から鉛直下向きに軸を伸ばし，カメラを垂直に配置している．この
軸を回転させることで前後 180◦に視点方向を変更することができる．
1m
(a) Type I
Horizontal stereo camera
Baseline 1m
Vertical stereo camera
Baseline 60cm Rotating the axis back and forth from 
-180deg to 180deg
(b) Type II
Fig. 1.3: Overview of the rotational stereo cameras
一方，ヘリコプタは滑走路を必要とせず，機敏な動きで広い範囲を網羅的に情報
を収集することができる．本論文では (株)パスコが開発した携帯斜め撮影システム
PALS (Portable Aerialphotography and Locator System)をヘリコプタに搭載して用い
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る．PALSの外観を Fig. 1.4に示す．PALSは人が保持して運用できるように高解像
度カメラ，GPSやレーザ距離計などの計測機器をユニット化している．このユニッ
ト化により，ヘリコプタに特定の治具を必要としなくなる．そのため，撮影を行う
ための機体を選ばないので，簡易な情報収集を可能とする．また PALSに搭載した
GPSやレーザ距離計を用いることで，撮影した位置や被写体の位置の概算を取得す
ることができる．
Fig. 1.4: Overview of PALS
航空機とカメラを用いた上空からの情報収集の例として，測量の分野では航空機
に高解像度カメラを搭載し，空中写真測量により標高データに基づくデジタル地形
モデルやデジタルオルソ画像マップなどの取得が行われている．また現在では高精度
なGPS/IMU(Global Positioning System / Inertial Measurement Unit)が開発された背景
を受け，高精度なレーザレンジファインダを用いた地上の計測が行われている [2–5]．
高精度なレーザレンジファインダは体積が大きく，重量が重い．特に自律飛行船ロ
ボットはペイロードが小さいため，このようなセンサを搭載することはできない．ま
たレーザレンジファインダは色情報を付加するためにカメラが別に必要となる．一
方，カメラはレーザレンジファンダと比べると色情報と位置情報を同時に取得でき
る点に利点があり，カメラのみでシステムを構築できればシステム全体の低コスト
化が図れる．
本論文では，カメラを用いて撮影した画像から災害現場の三次元モデルを生成す
ることで，収集した情報を提示する．三次元モデルを用いることで従来の二次元画
像と異なり，大量にあるデータの中から注目する部分の拡大や縮小のみでなく，任
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意の視点の映像を生成することが容易になる．将来的には本論文で作成した三次元
モデルをGIS(Geographic Infrormation System)に組み込み，行政機関やレスキュー隊
が利用しやすいものとすることを目標としている．GISは，コンピュータ上で空間
データと属性データを統合してデータベースを構築し，それを検索・分析・表示 (可
視化)できるようにしたシステムである [6]．このGISで用いられる空間データと属
性データを統合した情報を地理空間情報と呼ぶ．地理空間情報のデータモデルとし
ては，オブジェクト指向モデルとレイヤ (構造化)モデルがあり，GISソフトウェア
ではレイヤモデルが用いられることが多い．レイヤモデルとは，道路，河川，等高
線などの地物 (地図に表記できるものの総称)を層状に積み重ねたレイヤ群により構
築されたモデルである．レイヤモデルの例を Fig. 1.5に示す．将来的にはこのレイ
ヤモデルに，再構成した三次元モデルを組み込むことを目指す．
Fig. 1.5: Layer model
1.2 画像情報を用いた三次元モデル構築に関する関連研
究と課題
カメラによって撮影された画像から三次元モデルを構築する手法は，照度差ステ
レオ (Shape from shading) [7–9]，レンズ焦点法 (Shape from focus) [10]，アクティブ
ステレオ [11, 12]，二眼ステレオ [13, 14]，多眼ステレオ [15–17]と様々なものが提
案されている [18]．これらの中で屋外環境でも使用できる手法の代表として二眼ス
テレオ，多眼ステレオがある．
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ステレオカメラを用いた三次元再構成は一般的には二眼ステレオによる三次元再
構成を指す．二眼ステレオは文字通りに 2枚の画像から三次元再構成を行う手法で
ある．二眼ステレオによる三次元再構成は Fig. 1.6に示すように二枚の画像間の見
え方の違い (視差)から三角測量を用いることで画像中の画素の三次元位置を求める．
同図中の左右画像間で対応する点 pr(xr, y)，pl(xl, y)を求めることで幾何学的関係か
ら対応点の三次元位置 P(X,Y,Z)を式 (1.1)より計算することができる [19]．ここで
f はカメラの焦点距離，bはカメラ間のベースライン，dは対応点の視差である．
X =
b(xl + xr)
2d
, Y =
by
d
, Z =
b f
d
(1.1)
式 (1.1)は画像の構成要素である画素が大きさを持たない点として計算している．
しかし実際には画素はCCD1画素分の大きさを持っている．そのため，一対の対応
付けられた画素の組から求められる点の三次元位置は Fig. 1.7のような範囲で不確
かさを持つ．この不確かさの範囲は対象までの距離が長いほど大きくなり，本論文
で想定している上空からの撮影においてはその大きさは無視できないものとなる．
ここでカメラ間のベースラインを大きくすることで，不確かさの範囲は小さくなる．
その結果，三次元モデルの精度は向上する．しかし，カメラ間のベースラインを大
きくすると，撮影した画像対の見え方の変化が大きくなる．そのため，画像間の正
確な対応点探索が困難になるという問題が起こる．
P (X,Y, Z)
b
f
Left Image
Right Image
pr(xr, y)
pl(xl, y)
Fig. 1.6: Parallel stereo used to obtain 3D view
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Uncertain region
Pixel
dX
dY
dZ
δ
δ
Fig. 1.7: Uncertainty in parallel stereo
一方，多眼ステレオは 2台以上のカメラを用いて画像を取得し，三次元再構成を
行う手法である．また 1台のカメラでも移動を行いながら，撮影することで多眼ス
テレオを構築できる．複数枚の画像を用いることで，画像を 2枚のみ用いる二眼ス
テレオによる三次元再構成に比べて，三次元モデルの精度向上や三次元再構成手法
そのものを多様化することができる．多眼ステレオのアルゴリズムについては Setiz
らによるサーベイ論文があり [15]，現在でも多眼ステレオに関するコミュニティは
活発に活動している [20]．同論文中で Setizらは多眼ステレオのアルゴリズムを 4つ
のカテゴリーに分類している．これら 4つの分類とはコスト関数を計算した三次元
ボリュームから面を抽出する方法 [21]，コスト関数を最小化することで反復して面
を展開する手法 [22,23]，三次元シーンの距離画像を統合するといった画像空間を用
いる手法 [24–33]，画像間で検出してマッチングを行った特徴点を再構成し，面を当
てはめる手法である [34–38]．この中で屋外シーンでも使用することができるのは
距離画像を用いる手法と画像中の特徴点を用いた手法である．
始めに距離画像を用いる手法について説明する．多眼ステレオとして入力された
複数枚の画像から共通する部分が写っている画像を抜き出し，二眼ステレオの手法
を利用して，色情報に加えて対象までの距離情報を持つ距離画像を求める．これを
入力画像群すべて，もしくはいくつかの組の画像に適用して，複数の距離画像を得
る．このようにして得た距離画像を利用して三次元モデルを構築する．これにはそ
れぞれの距離画像に対して矛盾が起こらないように，1つの三次元モデルを形作る
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方法がある．さらに距離画像生成は前処理として扱い，複数の距離画像を統合する
ことで 1つの三次元モデルを得る方法がある．
次に特徴点を用いた手法の代表的な手法として，Furukawaらによって提案されて
いる PMVS(Patch-based Multi-View Stereo)がある [39, 40]．PMVSの三次元再構成
は，特徴点による画像間の対応付け，三次元モデルのパッチの拡張，外れ値の除去
の 3つのステップで行われる．同手法は始めにHarris特徴量とDifference of Gaussian
の 2種類の特徴量を検出し，エピポーラ拘束を用いて特徴点の対応付けを行う．次
に対応付けられた特徴点から物体表面を近似する小さな接平面であるパッチを求め
る．求まったパッチと隣り合う領域に特徴点がなかった場合，パッチを接平面方向
に拡張していく．そのように拡張したパッチに対して，このパッチの位置および向
きから各カメラから観測可能かどうかを判定し，カメラ間で不一致がある場合は外
れ値であるとしてパッチを除去する．このように PMVSは画像の見え方の変化に強
いが粗な特徴量を拡張することで擬似的に密な三次元モデルを再構成する．そのた
め，特徴量の少ない部分については拡張しきれずに欠損が残るという問題がある．
次に画像を用いた三次元再構成の重要な要素として，画像を撮影したカメラ間の
位置の取得が挙げられる．屋内環境の場合，撮影を行ったカメラ位置を取得するた
めに，ターンテーブルやロボットアームが用いられることがある [41]．ターンテー
ブルを用いる方法は，撮影対象をターンテーブルの上に乗せ，角度を記録しながら
ターンテーブルを回転させることで，カメラは固定しつつ対象を様々な方向から撮
影する方法である．またロボットアームを用いる方法はカメラをロボットアームに
取り付けることで，撮影を行うカメラの位置を取得する方法である．これらの手法
は環境が非常に限られてしまい，屋外環境では用いることができない．前節で示し
たように測量の分野では航空機に GPS/IMUを用いることでカメラ位置を推定する
ことがある．しかし多眼ステレオに用いるためには非常に高精度な GPS/IMUが必
要となり，またGPS/IMUとカメラ間のキャリブレーションにも高精度な方法が求め
られる．また小型UAV(Unmanned Aerial Vehicle)から撮影する際に，あらかじめ精
度よく測量された地上特徴点であるGCP(Gound Central Point)を用いる手法が提案
されている [42, 43]．これは画像中に写っているGCPを特徴点追跡し，バンドル法
によりカメラの位置・姿勢を求める手法である．しかし災害時にはこれらの既知点
が正しい位置に存在している保証はないため，本論文では用いることはできない．
一方，Svanelyらは Structure from motionとBundle adjustmentにより，画像のみか
らカメラ位置と三次元点を同時に推定する手法を提案している [44, 45]．Svanelyら
の手法は初めに入力画像ごとに SIFT特徴量による特徴点を求め，ANN(All Nearest
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Neighbors)による最近傍探索を行うことで画像間での特徴点の対応付けを行う．つ
ぎに 8点アルゴリズムにより基本行列の推定を行い，RANSAC(RANdom SAmple
Consensus)を用いることでこの特徴点の対応付けの外れ値を除去する．このように
求まった特徴点の対応付けから画像の接続関係を示す Image connectivity graphを作成
する．Image connectivity graphから初期復元を行うペアを選び，5点アルゴリズムを
用いることでカメラ間の相対並進ベクトルと相対回転行列を求める．このとき初期ペ
アの内の片方のカメラ座標が全体のワールド座標となる．ここからBundle adjustment
を用いて，並進ベクトルと回転行列の推定誤差を最小化する．その後，初期ペアの画
像と共通して写っている物の多い画像を 1枚ずつ追加し，その都度DLT(Direct Linear
Transformation)法によりカメラの並進ベクトルと回転行列を求め，Bundle adjustment
による全カメラ分の推定誤差最小化を行っていく．Svanelyらの手法は画像中に占め
る割合の少ない特徴量を用いて，三次元再構成したものであるため，得られる三次
元モデルは粗なモデルとなる．そのため，本論文では Svanelyらの手法の出力のう
ち，カメラ間の並進ベクトルと回転行列のみを用いている．また同手法は SfMソフ
トウェアである Bundlerとして公開されている [46]．
以降，本論文では提案手法および PMVSによる三次元再構成を行う際に，カメラ
間の並進ベクトルと回転行列はこのBunlderを用いて推定している．ただしStructure
from motionを用いて得られる並進ベクトルはスケール不定となるため，実スケー
ルで三次元モデルを再構成するためにはキャリブレーション済みの二眼ステレオ，
GPS/IMUやレーザ距離計などを併用した補正が必要となる．4章ではレーザ距離計
を用いた補正を行っている．
1.3 研究目的
航空機から撮影した写真は有限の距離から撮影した鳥瞰写真であるため，近くの
ものは大きく，遠くのものは小さく写り，その画像には歪みが生じる．そのため一
般的に航空写真はそのままではGISに用いることはできず，デジタルオルソ画像へ
と統合する．デジタルオルソ画像とは，透視投影像である写真を変換した正射影画
像データをモザイク処理を行うことで，広範囲を地図のようにカバーする写真であ
る [2]．
デジタルオルソ画像は上空からの俯瞰画像となり，高さの要素を排除しているた
め，建築物を横から調べるということは難しい．しかし，レスキュー活動において
は倒壊した建物を側面から調べることや，橋や高架の下側を調べる必要がある場面
も存在する．そのような状況に対しては，被災状況の情報提示方法として，三次元
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モデルが適している．このことは本研究で用いている PALSや回転型ステレオカメ
ラが持っている対象の側面を撮影できる機能とも一致する．
画像より生成する三次元モデルは，計測機器の機能として対象までの距離が求ま
るレーザレンジファインダと比べると，外れ値が生じる可能性が高い．一方，前節
で示したとおり，PMVSは画像中の特徴点から得た三次元モデルのパッチを拡張し
て擬似的に密なモデルを得ることで，屋外環境でも外れ値の少ない三次元再構成が
できる．しかし，航空写真を用いた場合，画像中の対象となる部分のパターンが一
様で特徴点が少ない場合，もしくは同じ領域を撮影している画像の不足から複数の
画像にわたり共通する特徴点が少ない場合は，求められるパッチが少なくなる．こ
のような場合はパッチを拡張しきれず欠損が残ってしまう問題がある．
そこで本論文では，距離画像統合の手法に置き換えること，もしくは特徴点を用
いた手法による三次元モデルの欠損を補完することで，自律飛行船ロボットやヘリ
コプタからカメラで撮影された画像を用いた密な三次元モデルの構築を目的とする．
さらにデジタルオルソ画像に対して，元の写真と見た目が大きくは変わらず違和感
がないように三次元モデルの欠損や外れ値を除去することを目的とする．このよう
な三次元モデル構築のために，本論文では大きく分けて 2つのアプローチを採用し
ている．
1つ目は複数の二眼ステレオによって得られる距離画像を統合して，密な三次元モ
デルを生成する手法である．二眼ステレオによって得られる三次元モデルは，その画
像中のピクセルの大半を三次元再構成できるため，特徴点ベースの手法に比べると
密な三次元再構成が期待できる反面，三次元モデルの精度は低くなる．そこで本論
文では回転型ステレオカメラによる複数方向からのステレオ画像を基に長距離の計
測に対して精度のよい三次元モデル構成法を提案する．具体的には，各視点からの
距離計測における不確かさ領域の共通部分を真の点を含む領域として限定する．二
眼ステレオの不確かさに注目して精度を高める研究はいくつかなされている [47,48]．
しかしこれらの手法は二眼ステレオ単体で用いることを前提として考えており，三
次元点の位置の向上には限度がある．またこれらの手法は多眼ステレオに拡張する
ためには，不確かさの共通部分の表現が複雑になる．そこで本論文では多眼ステレ
オとして，不確かさの共通部分を求めるために，簡易に扱うことができるモデルを
提案する．また，計測機器として回転型ステレオカメラを開発した．回転型ステレ
オカメラは対象を様々な方向から撮影することができるので，複数のステレオ画像
の不確かさから三次元モデルの精度を向上させる本手法に適している．
さらに回転型ステレオカメラの効果を高めるために，二眼ステレオを多眼ステレ
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オに拡張したという点を活かし，見え方の変化の大きい画像間ではエピポーラ幾何
によるEpipolar transferを用いて対応点探索を行うことで，上記の手法を加えて，屋
外シーンの密な三次元再構成法を提案する．
2つ目は特徴点を用いた手法により得られた三次元モデルの欠損部分を検出し，補
完するための局所的な三次元モデルを生成することで密な三次元モデルを得る手法
である．三次元モデルの穴埋めはHole Fillingとも呼ばれ，レーザレンジファインダ
による三次元モデルの欠損に対しては，欠損箇所の周辺の情報を利用することで欠
損を埋める手法が提案されている [49,50]．本論文で扱う三次元モデルはレーザレン
ジファインダとは異なり，画像から生成されたものであるため，使用した画像が三
次元モデルとは別に観測データとして存在している．そこで，これら欠損部分の画
像情報を利用して，局所的な三次元モデルを構築することで補完を行う方法を提案
する．このように近似的補間とは異なり，欠損部分を検出して，別手法により構築
された部分的なモデルによる補完を行うことで，欠損を補う．なお同手法は特徴点
ベースによって得られた三次元モデルのみならず，他の多眼ステレオアルゴリズム
によって得られた三次元モデルにも適用することができる．
1.4 本論文の構成
本章に続いて，本論文は以下のように構成されている．
2章では回転型ステレオカメラによって撮影された複数方向からのステレオ画像を
用いて，対象までの距離が長い場合でも精度よく三次元再構成できる手法について
述べる．これは様々な方向から撮影したステレオ画像の三次元計測の不確かさの共通
部分を求め，より確からしい真の点を含む領域として限定していくことで三次元モデ
ルの精度を高める．そのため本論文ではCGやCADで用いられるCSG (Constructive
Solid Geometry)を二眼ステレオの不確かさの表現に応用する．CSGを定式化できる
ように半空間を用いて表現し，この共通部分をモンテカルロ法を用いることで真の
点を含む領域を限定していく．そして，この三次元再構成手法の性能を従来法と比
較するために，シミュレーション実験を行った．さらに回転型ステレオカメラを自
律飛行船ロボットに搭載し，上空から地上を撮影した画像を用いることで，実環境
における三次元再構成を行い，その結果を示す．
3章では，より側面を見る効果を高めた回転型ステレオカメラを開発し，同カメ
ラの構成と一体となって三次元点の精度を高める三次元モデル構成法について述べ
る．ここで 2章と同様に，複数方向からの二眼ステレオを多眼ステレオとして扱う
ことで計測精度を高める．しかし，異なる位置，異なる瞬間に撮影された画像は見
11
え方の変化が大きくなるため，ステレオ画像間の対応点探索が難しくなる．そこで
二眼ステレオを多眼ステレオに拡張したという点を活かし，見え方の変化の大きい
画像間ではエピポーラ幾何によるEpipolar transferを利用した対応点探索を行う．そ
して，この三次元再構成手法の性能を従来法と比較するために，シミュレーション
実験を行った．さらに回転型ステレオカメラを自律飛行船ロボットに搭載し，上空
から地上を撮影した画像を用いることで，実環境における三次元再構成を行う．
4章では，特徴点ベースの手法によって得られた三次元モデルの欠損部分を検出
し，三次元モデルを補完する局所的な三次元モデルを生成する手法について述べる．
PMVSで欠損が生じてしまうようなケースに対して，PMVSに使用した画像に三次
元モデルを再投影し，再投影データを含む画像をスーパーピクセルとして領域分割
することで三次元モデルの欠損部分を検出する．さらに各欠損部分に対して，ホモ
グラフィ行列を利用した密な対応点探索により局所的な三次元モデルを生成する．
その結果を元の三次元モデルと重ね合わせることで欠損箇所の補完をし，密な三次
元モデルを得る．またヘリコプタから土砂崩れによる被害状況を撮影した画像を用
いて，提案手法の性能を示す．
そして最後に，5章にて本論文のまとめおよび今後の課題について述べる．
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第2章 密な三次元再構成のための真の
点を含む領域を用いた三次元モ
デル精度向上
2.1 はじめに
大地震や大事故といった大規模災害現場においては道路の崩落や交通渋滞などが
起こることが考えられる．そのため道路の被災状況による影響を受けずに災害現場
の情報収集を行うことができる航空機を用いることは有効である．本章では，この
航空機の中で比較的低空で安全に飛行可能である点から自律飛行船ロボットを用い
ている [51]．自律飛行船ロボットに搭載する計測機器としては，本研究グループで
開発した回転型ステレオカメラを用いる．
回転型ステレオカメラは視線方向を変えることにより，上空から撮影する際に建
築物を様々な方向から撮影することができる．そのため回転型ステレオカメラは取
得する画像群の中で重複するデータが少なくなり，1つの方向に対して得られる画
像の解像度が高くなる．また，収集した情報の提示方法としては，回転型ステレオ
カメラによって撮影した画像から生成する災害現場の三次元モデルを用いる．三次
元モデルを用いることで従来の二次元画像と異なり，注目部分の拡大縮小だけでな
く，視点切替が容易に行なえるようになる．
一方，ステレオカメラは対象までの距離が長くなればなるほど，その距離計測の
精度は低下し，飛行船による上空からの計測では非常に精度は悪くなってしまう．ス
テレオカメラの計測精度を高めるためには 2台のカメラ間の距離 (ベースライン)を
長くする必要がある．ベースラインを長く設定すると，ステレオカメラとしての左
右の画像のオーバーラップが少なくなり，三次元モデルを構築できる範囲が狭くな
る．またステレオカメラを長距離の距離計測に用いるケースは少なく，そのような
状況における確立した三次元モデル生成法はいまだ提案されていない．
そこで本章では回転型ステレオカメラによる複数方向からのステレオ画像を基に
長距離の計測に対して精度のよい三次元モデル構成法を提案する．始めに 2.2節で
多眼ステレオを用いた関連研究に関して述べた後，ステレオカメラが持つ三次元計
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測における不確かさについて説明する．次に 2.3節で本章で用いる回転型ステレオ
カメラの仕様と，その計測における特徴を述べる．2.4節で三次元計測の不確かさを
重ねた部分の共通部分が真の三次元点を含む領域であると仮定して，三次元点の存
在する範囲を限定する手法を述べる．ここでは不確かさの共通部分を求めることを
容易にするために，ステレオカメラの三次元計測の不確かさをモデル化する．2.5節
では提案手法と従来法を比較するために，シミュレーション実験と，実環境で撮影
した画像を用いた実験について述べる．
2.2 複数画像による三次元再構成とその問題点
本研究で用いるステレオカメラは二眼ステレオであるが，様々な角度からのステ
レオ画像を統合するという点から多眼ステレオとしても利用する．そこで，多眼ス
テレオに関する関連研究とその問題点と，二眼ステレオの問題点について述べる．
2.2.1 多眼ステレオ
多眼ステレオのアルゴリズムは Seitzらによって 4つのカテゴリーに分類されてい
る [15]．これら 4つの分類とはコスト関数を計算した三次元ボリュームから面を抽出
する手法，コスト関数を最小化することで反復して面を展開する手法，三次元シー
ンの距離画像を統合するといった画像空間を用いる手法，画像間で検出してマッチ
ングを行った特徴点を再構成し，面を当てはめる手法である．本章で用いる手法は
様々な角度から撮影した二眼ステレオによる距離画像を統合するという点から 3番
目のカテゴリーに分類することができる．Furukawaらによるとこの手法は様々な距
離画像を統合する点に関しては複雑ではあるが，屋内環境における小さい物体や屋
外シーンのどちらの対象に対しても同一のアルゴリズムによって扱うことができる
点からフレキシブルな手法であるとしている．以降，三次元シーンの距離画像統合
に分類される手法のいくつかを示す．
Gosseleらはある参照画像に対して k近傍法を用いて選ばれた局所的な画像群に対
して，SSSD(Sum of SSD) [52]の評価をNCC(Normalized Cross-Correlation)に置き換
えたマルチベースラインステレオを使うことで正確な距離画像の生成を行った [24]．
加えて彼らはレーザレンジファインダに用いられる距離画像の統合手法を用いて，
これらの距離画像から三次元モデルを構築した．
Strechaらは奥行き推定と可視性の推定をEMアルゴリズムに関連する隠れマルコ
フモデルの生成モデルとしてモデル化する手法を提案した [53]．彼らは多視点の画
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像を用いた距離画像の獲得とその外れ値の検出のみを対象としており，距離画像の
統合に関しては言及していない．
BradleyらはGosseleらの手法を拡張した．彼らは生成した距離画像に対してウイ
ンドウの大きさが可変となるマッチングを用いることでワイドベースラインステレオ
における対応点探索の正確さを高めている [25]．加えて彼らはVisual hullとDisparity
ordering constraintを拘束条件として用いることで外れ値を除去した．しかし彼らの
手法はその拘束条件によってカメラと対象までの距離を固定していることからその
適用環境が限定される．
Merrelらは GPUの利用に適した距離画像の生成によるリアルタイムでの三次元
再構成法を提案した [26]．彼らはGPUによる並列化を行いやすいように処理を 2つ
のステージに分け，それぞれ距離画像の生成と統合とした．ここで彼らは距離画像
の統合のためにリアルタイムでの利用が期待できる Confidence-based fusionと精度
が高い反面，わずかに処理速度が劣るVisibility-based fusionの 2つの手法を用いて
いる．
これらの手法は主に近傍の画像同士で短いベースラインにより領域ベースの手法
を用いて対応点探索を行っている．領域ベースの手法はオクルージョンに強く，密な
対応点探索ができる．しかし，短いベースラインのステレオ画像から得られた距離
画像は奥行き方向の精度が十分でない．一方，ベースラインの変化を伴うステレオ画
像間の変形にロバストな対応付け手法として，Scale-Invariant Feature Transformのよ
うな特徴点ベースの手法がよく知られている [54]．特徴点ベースの手法はベースラ
インを長くすることができるので，高い奥行き方向の精度が期待できる．特徴点ベー
スで画像間の対応点探索を行う三次元再構成に関する関連研究としては Furukawaら
によって提案された PMVS(Patch-based Multi-View Stereo)がある [39] [40]．
PMVSは特徴点による画像間の対応付け，三次元モデルのパッチの拡張，外れ値の
除去の3つのステップで行われる．初めにPMVSはHarris corner detectorとDifference
of Gaussianの 2種類の特徴点を検出し，エピポーラ拘束を用いて特徴点の対応付け
を行う．次に対応付けられた特徴点から物体表面を近似する小さな接平面であるパッ
チを求める．次にパッチと隣り合う領域に特徴点がなかった場合，パッチを接平面
方向に拡張していく．そのように拡張したパッチに対して，このパッチの位置およ
び向きから各カメラから観測可能かどうかを判定し，カメラ間で不一致がある場合
は外れ値であるとしてパッチを除去する．
PMVSによって得られる三次元モデルは 1画素以下の精度で対応付けが行いやす
い特徴点を起点としているため，三次元モデルを構成する点の三次元位置はおおよ
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そ正確である．一方，このモデルは特徴点のみから得られる三次元モデルのパッチを
拡張した擬似的に密なモデルであるため，画像中の対象となる部分のパターンが一
様で特徴点が少ない場合，もしくは同じ領域を撮影している画像枚数が少なく，複
数枚数の画像におけるその領域の特徴点が少ない場合は求められるパッチが少なく
なるため，パッチを拡張しきれず欠損が残ってしまう問題がある．
2.2.2 ステレオカメラの三次元計測における不確かさ
Fig.2.1で示すような，同じ内部パラメータを持つ 2台のカメラを，光軸方向にそ
ろえ，また視点の高さもそろえて配置することで構成するステレオを平行ステレオ
という．平行ステレオは左右画像間で対応する点 pr(xr, y)，pl(xl, y)を求めることで
幾何学的関係から対応点の三次元位置 P(X,Y,Z)を式 (2.1)により計算することがで
きる．ここで f はカメラの焦点距離，bはカメラ間のベースライン，dは対応点の視
差とする．
P (X,Y, Z)
b
f
Left Image
Right Imagepl(xl, y)
pr(xr, y)
Fig. 2.1: Parallel stereo used to obtain 3D view
X =
b(xl + xr)
2d
, Y =
by
d
, Z =
b f
d
(2.1)
式 (2.1)は画像の構成要素である画素が大きさを持たない点として計算している．し
かし実際には画素はCCD1画素分の大きさを持っている．そのため，一対の対応付
けされた画素の組から求められる点の三次元位置は Fig. 2.2のような範囲で不確か
さを持つ．またこの不確かさの範囲は式 (2.2)から求めることができる．ここで δは
1画素の大きさとなる [55]．
この不確かさの計測点が 2mの場合と 20mの場合における dXと dY と dZ，これ
らの比を Table 2.1に示す．同表から本研究において想定しているカメラから計測点
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までの距離 20mでは dZの値は無視できないほど大きく，また距離 2mのときと比べ
て，その変化量が著しく大きいことがわかる．
dX =
b(xl + xr + 2δ)
2d
− b(xl + xr)
2d
=
bδ
d
dY =
by
d − 1 −
by − δ
d − 1 =
bδ
d − 1 (2.2)
dZ =
b f
d − δ −
b f
d + δ
=
2bδ f
d2 − δ2
Table 2.1: Example of uncertainty
dX dY dZ
2m 1.02mm 1.02mm 4.41mm
20m 10.23mm 10.23mm 441.19mm
Ratio 10 10 100
Uncertain region
Pixel
dX
dY
dZ
δ
δ
Fig. 2.2: Uncertainty in the parallel stereo
2.3 回転型ステレオカメラシステム
本章で用いる回転型ステレオカメラを Fig. 2.3に示す．これは 2台のカメラの光
軸を揃え，平行となるように 1mの長さの回転軸の両端に配置している．この軸を
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回転させることで前後 60◦の範囲で視点の光軸方向を変更することができる．ステ
レオカメラの回転制御は，飛行船搭載コンピュータから角度指令値を受信したモー
タコントローラが回転軸に取り付けてられているロータリーエンコーダとの角度と
指令値の偏差に応じて，DCモータを指定角度まで回転することで行っている．ま
た各カメラの内部パラメータとカメラ間の外部パラメータは，円を格子状に配置し
たキャリブレーションパターンを用いたステレオキャリブレーションを行うことで
求めている．本章で用いる回転型ステレオカメラはベースラインが 1mであるため，
キャリブレーションを行うにあたり必要な大きさを維持しつつ，作成と実験場への
携行の容易さからA1の大きさのキャリブレーションボードを用いている．
上空からステレオ画像を撮影する際，1つの方向のみから撮影すると，Fig. 2.4(a)
のようにカメラの視線方向に垂直に近い面は高い解像度で撮影ができる反面，カメ
ラの視線方向に平行に近い面は見える部分は少ないため解像度は低くなる．そのた
めこれらの画像から再構成される三次元モデルは対象の上面は密であるが，対象の
側面は粗なモデルとなる．一方，ステレオカメラを前後に回転させて撮影したステ
レオ画像は Fig. 2.4(b)のように上面の情報に加えて，対象の側面についても十分な
情報を得ることができる．これらの画像によって再構成される三次元モデルは上面
のみでなく側面も密な三次元モデルとなる．飛行船ロボットが低空飛行可能である
といった特徴から建築物側面の見える効果が高いこと，また効率的な情報収集のた
め直線軌道を中心とした巡回となることから，重複するデータは少なくなり，カメ
ラの視点方向に対して垂直に近くなる面を撮影する機会が多くなるなど，カメラの
回転による効果は高いと考えられる．
Table 2.2: Specification of the camera, Point Gray Research GRAS-20S4C-C
Image sensor model Sony ICX274 1/1.8”
Resolution 1624 × 1224
Pixel size 4.40 × 4.40 µm
Max frame rate 30fps
Interface IEEE1394b
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1m
(a) Overview of the rotational stereo camera
(b) The mounted rotational stereo camera on the blimp robot
Fig. 2.3: Rotational stereo camera unit
(a) A stationary camera (b) A rotatinal camera
Fig. 2.4: Diﬀerence in visible area
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2.4 密な三次元再構成
一対のステレオ画像から得られる距離画像から構築した三次元モデルの点群は距
離画像中の画素数に相当する量の点が再構成されるため，点の数が多い密なモデル
となる．しかし 2.2.2節で述べたように，一対の距離画像から得られる三次元点の
位置は，距離が大きくなるにつれて誤差が大きくなる．一方，2.2.1節で述べたよう
に PVMSによって得られる三次元点の位置は，その基となる特徴点ベースのマッチ
ングが 1画素以下の精度で画像間のマッチングを行うことができるため非常に正確
である．しかし，画像中に特徴点となる部分は多くはなく，特徴点ベースによって
得られる三次元モデルは非常に粗なモデルとなる．そこで PVMSは特徴点から得
た三次元モデルのパッチを拡張することで三次元モデルを密にしている．しかし特
徴点が少ない部分に関しては拡張しきれず欠損が残ってしまう問題がある．そこで
本研究では Fig. 2.5に示すように様々な角度から撮影したステレオ画像から得られ
る三次元計測における不確かさの共通部分を求めることで，より確からしい真の点
を含む領域として限定していく．これにより視差画像を三次元再構成したモデルの
点群の量を保ちつつ，三次元点の位置の精度の高いモデルが構築できる．このよう
な二眼ステレオカメラの不確かさに注目し精度を高める研究はいくつかなされてい
る [47,48]．しかしこれらの手法は二眼ステレオ単体での使用を考えられており，三
次元点の位置の精度の向上に限度がある．またこれらの手法を多眼ステレオに拡張
するには不確かさの共通部分の表現が非常に複雑になる．そこで本研究では二眼ス
テレオの複数視点での使用のために CGや CADに用いられている CSGを二眼ステ
レオの不確かさのモデルとして応用する．CSGは 1つのモデルが連立不等式の集合
であるため，複数視点による不確かさの共通部分を簡単に表現することができる．
また本手法はある共通する対象を撮影する視点間の角度が大きければ、大きいほど
精度が増すという特徴を持つ．このことから本手法は回転型ステレオカメラシステ
ムの対象を様々な角度から撮影できるという点を有効に活用できる．
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Intersection of uncertainties
Fig. 2.5: Intersection of uncertainties
2.4.1 ステレオ画像間の外部パラメータ導出および対応点探索
本章ではステレオ画像間の並進ベクトル，および回転行列は Structure from motion
と Bundle adjustmentを用いることで推定している [44, 45]．この処理に関して本研
究では Snavelyらによる SfMソフトウェアである Bundlerを用いている．
Bundlerが行う処理として，初めに入力画像ごとの SIFT特徴量による特徴点を求
め，ANNによる最近傍探索を行うことで画像間での特徴点の対応付けを行う．次
に 8点アルゴリズムにより基本行列の推定を行い，RANSACを用いることでこの特
徴点の対応付けの外れ値を除去する．このように求まった特徴点の対応付けから画
像の接続関係を示す Image connectivity graphを作成する．Image connectivity graph
から初期復元を行うペアを選択し，5点アルゴリズム [56]を用いることでカメラ間
の外部パラメータを推定して，カメラ間の相対並進ベクトルと相対回転行列を求め
る．このとき初期ペアの内の片方のカメラ座標が全体のワールド座標となる．ここ
からBundle adjustmentを用いて，この外部パラメータの推定誤差を最小化する．そ
の後，初期ペアの画像と共通して写っている物の多い画像を 1枚ずつ追加し，その
都度DLT法によりカメラの並進ベクトルと回転行列を求め，Bundle adjustmentによ
る全カメラ分の推定誤差最小化を行っていく．Bundlerはカメラ間の並進ベクトルと
回転行列と同時に特徴点の三次元位置も求まるが，本章ではカメラ間の並進ベクト
ルと回転行列のみを用いている．
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また撮影した角度の異なるステレオ画像間ではテンプレートマッチングを用いて
共通する点を求めることは，その見えの違いの大きさから難しい．そこで本研究で
はテンプレートマッチングを用いることなくステレオ画像間の共通部分を求めるた
めに三重線形拘束による Epipolar transferを用いている [57]．
Fig. 2.6に示す 3つの画像の間で Image3と Image1との基礎行列を F31，Image3と
Image2との基礎行列を F32とする．今，Image1における点 x1と Image2における点
x2の対応付けがされてるとき，Image3において x1と x2と対応付けられる点 x3の
位置を求める．
基礎行列 F31が既知であるとき，エピポーラ拘束より点 x1に対応付けられる点 x3
はエピポーラ線 F31x1上に存在する．また同様に基礎行列 F32が既知であるとき，エ
ピポーラ拘束より点 x2に対応付けられる点 x3はエピポーラ線 F32x2上に存在する．
これら 2つのエピポーラ線の交点は式 (2.3)により求まり，この交点が Image3の対
応点 x3となる．同次座標において 2つの直線の交点はこの 2つの直線の外積から求
まる．
x3 = (F31x1) × (F32x2) (2.3)
Image1
x1 x2
x3
Image2
Image3
Epipolar line from Image1
Epipolar line from Image2
Fig. 2.6: Epipolar transfer
2.4.2 CSGによるVisual Hullの表現
画像間の共通部分を用いて三次元形状を求める手法に Shape from Silhouetteと呼
ばれる手法がある [17]．Shape from Silhouetteは各画像において対象物体のシルエッ
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ト領域とカメラ座標中心からなる視錐体 (Visual cone)を定義し，これらの共通部分
を求める．この共通部分は視体積 (Visual hull)と呼ばれ，Visual hullの各画像の投影
像はその各画像のシルエットと一致する．一方，Shape from Silhouetteの発展系とし
てはVoxel coloring [21]や Space carving [58]がある．これは撮影対象をボクセル空
間で区切り，複数視点の画像間で各ボクセルに対応する色の一致 (Color consistency)
が得られた場合に物体の表面のボクセルであるとする手法である．これらの手法は
視点間で対応点探索を必要としないといった特徴を持っているが，撮影対象をボク
セル空間で区切る必要がある．そのため本研究のような広範囲の渡る三次元モデル
の構築には膨大なボクセル空間が必要となるため本研究には適さない．
Shape from Silhouetteの実装は画素を単位として二次元平面シルエット輪郭を離散
化する方法と，三次元空間を voxelで離散化する方法の 2つに分けることができる．
しかし本章は Visual hullを用いて三次元物体を構成するのではなく，Visual hull内
のある点を求めることを目的としている．そのため本章ではこれらの手法は用いず，
Visual hullの共通部分を表現するためにCGやCADで使われるソリッドモデル表現
法であるCSG(Constrcutive solid geometry)を用いる [59–61]．このソリッドモデルは
モデルの体積，重心などのマスプロパティを求めることができる点を特徴としてい
るため，本章の用途に適している．CSGはあらかじめ定義された基本立体 (プリミ
ティブ)を組み合わせることで複雑な形状を表すことができる表現法である．このプ
リミティブを組み合わせて新しい立体を定義するには，プリミティブの間で和や差，
共通部分である積といった形状の論理演算を行う．プリミティブの論理演算の例を
Fig. 2.7に示す．
A ∩B
A
B
A ∪B A−B = A ∪B
Fig. 2.7: Boolean operation of primitives
プリミティブは連立不等式の集合として定式化される．つまり，この連立不等式
をすべて満たす点はプリミティブの内部もしくは境界上の点となり，満たさない点
はプリミティブ外部の点となる．このことからCSGで表現された立体の共通部分を
求めるためには，各プリミティブで定義された境界条件をすべて満たすことができ
る点集合を求めればよいということになる．
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2.4.3 真の点を含む領域の導出
平行ステレオカメラによる三次元計測の真の点を含む領域は Fig. 2.2に示すよう
に六面体であり，この六面体は空間を平面により切り分けた 2つの空間の一方の積
集合とみなすことができる．1つの平面により切り分けられる空間の領域の点集合
を半空間と呼び，式 (2.4)，(2.5)で表すことができる．ここで aは |a| = 1となる空間
を切り取る平面の法線ベクトル，x0は平面を通る点とする．式 (2.4)は空間を切り取
る平面の法線ベクトルと同じ方向の半空間を表し，式 (2.5)は空間を切り取る平面の
法線ベクトルと逆の方向の半空間を表す．
P(x, y, z) = {(x, y, z) = x ∈ R | a(x − x0) ≥ 0} (2.4)
P(x, y, z) = {(x, y, z) = x ∈ R | a(x − x0) ≤ 0} (2.5)
ここで，Fig. 2.8に示すように k枚目の視点の画素による真の点を含む領域を構成する
点を p1, p2, . . . , p8，これらの点をある世界座標系へ座標変換した後の点を x1, x2, . . . , x8
と定義する．また x1, x2, . . . , x8からできる平面をそれぞれ P1, P2, . . . , P6とする．k枚
目のカメラ座標から世界座標系へ変換する回転行列，並進ベクトルをそれぞれR,T
とするとこれらの関係は式 (2.6)で表すことができる．
x1
x2
x3
x5
x7
P2
P3
P4
P5
P6
P1
x8
x4
x6
Fig. 2.8: Region including true point by six half spaces
[
x1 x2 x3 x4 x5 x6 x7 x8
]
= R
[
p1 p2 p3 p4 p5 p6 p7 p8
]
+ T (2.6)
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これらの点から式 (2.4)，(2.5)より真の点を含む領域を構成する 6つの半空間 S k1～
S k6は式 (2.7)～式 (2.12)で求まる．ここで半空間 S k1～S k6はそれぞれ三角形 x4x1x3，
三角形 x2x1x6，三角形 x2x6x3，三角形 x8x4x7，三角形 x8x5x4，三角形 x8x7x5の面か
ら求めている．
Sk1(x, y, z) = {(x, y, z) = x ∈ R | ( (x1 − x4) × (x3 − x4)|(x1 − x4) × (x3 − x4)| )
>(x − x4) ≥ 0} (2.7)
Sk2(x, y, z) = {(x, y, z) = x ∈ R | ( (x1 − x2) × (x6 − x2)|(x1 − x2) × (x6 − x2)| )
>(x − x2) ≥ 0} (2.8)
Sk3(x, y, z) = {(x, y, z) = x ∈ R | ( (x6 − x2) × (x3 − x2)|(x6 − x2) × (x3 − x2)| )
>(x − x2) ≥ 0} (2.9)
Sk4(x, y, z) = {(x, y, z) = x ∈ R | ( (x4 − x8) × (x7 − x8)|(x4 − x8) × (x7 − x8)| )
>(x − x8) ≥ 0} (2.10)
Sk5(x, y, z) = {(x, y, z) = x ∈ R | ( (x5 − x8) × (x4 − x8)|(x5 − x8) × (x4 − x8)| )
>(x − x8) ≥ 0} (2.11)
Sk6(x, y, z) = {(x, y, z) = x ∈ R | ( (x7 − x8) × (x5 − x8)|(x7 − x8) × (x5 − x8)| )
>(x − x8) ≥ 0} (2.12)
さらに式 (2.7)～式 (2.12)より k枚目のある画素における真の点を含む領域は式
(2.13)で求まる．
Sk(x, y, z) =
6⋂
j=1
Sk j = Sk1 ∩ Sk2 ∩ Sk3 ∩ Sk4 ∩ Sk5 ∩ Sk6 (2.13)
したがって全 n枚における共通する画素の真の点を含む領域の積集合は式 (2.14)
で求まる．
V(x, y, z) =
n⋂
i=1
6⋂
j=1
Si j(x, y, z) (2.14)
求まったVisual hullから具体的な 1点を求めるが，重心をその点として計算する．
Visual hullは複数の六面体が重なった部分の積集合であるため，その形状は非常に
複雑であると予想される．そのため重心の計算には，無作為に標本点を選んで関数
値を評価し，その標本に基づいて積分を計算するモンテカルロ法を用いる [62]．
Fig. 2.9に示すように，あるVisual hullの体積Vを求める．この形状を体積が既知
の値V0で囲む．次に囲んだ形状の中で一様な確率密度で多数の点をランダムに発生
させる．発生させた点がVisual hullの内部の点かどうかを一つずつ判定する．Visual
hullは式 (2.14)で定義されるが，同式は境界条件の積集合であるため，この点の内
外判定は容易である．発生させた点のうち，Visual hull内部に入った点を求める．こ
こでは発生させた点の個数を N，そのうちVisual hull内部に入った点の個数を nと
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する．このとき発生させた点 piが外部の点であるとき fi = 0，piが内部の点である
とき fi = piとなり，Visual hullの重心 gは式 (2.15)で求められる．
g =
1
n
N∑
i=1
⎧⎪⎪⎪⎨⎪⎪⎪⎩
fi = pi if p ∈ V(x, y, z)
fi = 0 if p  V(x, y, z)
(2.15)
V
V0
Fig. 2.9: Calculation of volume with Monte Carlo method
2.5 実験結果
2.5.1 シミュレーション実験
提案手法の精度および点群の量を確認するために，Fig. 2.10(a)に示すコンピュー
タ上の仮想空間に配置した箱状の物体上空を Fig. 2.10(b)に示す軌道で回転型ステ
レオカメラが移動しながら撮影した画像を用いて処理を行う．このとき，箱状物体
の高さは 3[m]，カメラが移動する高度は約 20[m]とする．またカメラのスペックは
Table 2.2に示したものと同じ性能とする．撮影した画像の例を Fig. 2.11に示す．こ
こでは画像間の対応点探索の成功率を高めるために，物体および地面にテクスチャ
パターンを貼付けている．本実験ではモンテカルロ法のサンプル数は 2000として
いる．
Fig. 2.10(a)に示す物体を撮影した画像から提案手法を用いて得られた三次元モデ
ルを Fig. 2.12に示す．また比較のため PMVSを用いて得られた三次元モデルを Fig.
2.13に示す．ここで Fig. 2.12と Fig. 2.13中の物体の下側が空白になっているのは，
三次元再構成を行うために用いたどの画像からも死角になっているためである．
Fig. 2.10(a)と Fig. 2.12と Fig. 2.13を比較した場合，Fig. 2.13の側面には欠損
が多いことがわかる．これは移動しながら撮影を行っているため，撮影した全画像
中で側面が写っている割合が少なく，PMVSの起点となる特徴点が十分に得られな
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かった結果であると考えられる．一方，提案手法はテンプレートマッチングによる
左右の画像の対応付けによる距離画像を基準としており，対応点探索の間違いがな
ければ 1組のステレオ画像全体分の点の三次元距離が求まる．そのため特徴点基準
の PMVSよりも多い点群数が得られ，密な三次元再構成ができていることがわかる．
(a) Perspective view
About20m Flight path
3m
(b) Side view
Fig. 2.10: Layout and ﬂight path in simulation
Fig. 2.11: Example of the captured image
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次に三次元モデルの精度を調べるために，得られた三次元モデルの上面部分につ
いて地面からの高さの真値との二乗平均平方根誤差 (RMSE)を算出し，それぞれの
手法との比較を行った．また得られた三次元モデルの上面部分の点群の点数を算出
した．これらの結果をTable 2.3に示す．同表より本章の提案手法は PMVSと比較し
て，RMSEは約 2倍であるが，Table 2.1に示した二眼ステレオでの 20mの場合の誤
差 441mmと比較して非常に小さくなっている．また点群の点数は非常に多く，密な
モデルとなっていることがわかる．
Table 2.3: Example of uncertainty
Proposed mothod PMVS
RMSE of the measuring 25.8mm 11.9mm
Count of points 538195 9979
Fig. 2.12: 3D model reconstructed with proposed method
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Fig. 2.13: 3D model reconstructed with PMVS
2.5.2 屋外実験
Fig. 2.14: RC blimp for information gathering
本章で用いる飛行船を Fig. 2.14に示す．全長約 12mのRC飛行船をベースに各種
機器を搭載し，自律制御が行えるように改造したものである [51]．
実験として Fig. 2.15(a)に示す JAXA大樹航空宇宙実験場にて飛行船ロボットに搭
載した回転型ステレオカメラを用いて上空から実験場内の建築物 (Fig. 2.15(b))に対
して，角度を変えて撮影した 6組のステレオ画像群に対して提案手法を用いること
で屋外シーンの三次元再構成を行った．本実験ではシミュレーション実験同様，モ
ンテカルロ法のサンプル数は 2000としている．上空から撮影した画像の一部を Fig.
2.16に示す．これらの画像から回転型ステレオカメラは建築物の様々な面を撮影で
きていることがわかる．
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(a) JAXA Taiki Aerospace Research Field (b) Reconstructed target
Fig. 2.15: Experimental field
比較のため PMVSを用いて得られた三次元モデルを Fig. 2.17に示す．これらの画
像から PMVSを用いて三次元再構成したモデルは建築物の屋根については非常に正
確に三次元再構成できており，全体として外れ値が非常に少ない一方，多くの欠損
を持っていることがわかる．
次に本章の提案手法を用いて同様のステレオ画像に対して得られた三次元モデル
を Fig. 2.18に示す．同図より本手法で三次元再構成を行ったモデルは PMVSを用い
て三次元再構成を行ったモデルに対して，全体的に点が密であることがわかる．加
えて，このモデルは PMVSによる三次元モデルに比べて，壁面の再構成に成功して
おり，密な三次元再構成に成功していることがわかる．
30
(a) View1 (b) View2
(c) View3 (d) View4
(e) View5 (f) View6
Fig. 2.16: Examples of captured images
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(a) View1
(b) View2
Fig. 2.17: 3D model reconstructed with PMVS
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(a) View1
(b) View2
Fig. 2.18: 3D model reconstructed with proposed method
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2.6 おわりに
本章では様々な角度から撮影したステレオ画像から得られる点の三次元座標の不
確かさの共通部分を求めることで，真の三次元点を含む領域として限定した．これ
によって，ステレオカメラと撮影対象までの距離が長い場合であっても，より正確
で密な屋外シーンの三次元モデルを構築することが出来る手法を提案した．そのた
めに本章では大きさを持たない点として扱われることが多いステレオカメラのピク
セルが実際には大きさを持つ点であることに着目し，CSGによりステレオカメラの
三次元計測の不確かさをモデル化した．
提案手法は入力する画像間の角度が大きいほど，点の三次元座標の不確かさの共
通部分は小さくなるため，真の三次元点を含む領域を限定する効果は高まる．この
ことから 1つの対象を様々な角度から撮影することができる回転型ステレオカメラ
に適した手法であると言える．
さらに実験として回転型ステレオカメラを自律飛行船ロボットに搭載し，上空か
ら実験場にある建築物を撮影した．これらの画像に対して，提案手法を用いること
で屋外シーンのより正確で密な三次元モデルの構築を確認できた．
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第3章 密な三次元再構成のための
Epipolar transferを利用した対
応点探索
3.1 はじめに
前章では自律飛行船ロボットに搭載したカメラを用いて上空から撮影するといっ
た計測機器と対象までの距離が長い場合でも，精度よく三次元モデルを構築する手
法を提案した．本章では前章に引き続き，自律飛行船ロボットを用いる．計測機器
についても前章と同様に本研究グループが開発した回転型ステレオカメラを用いる．
回転型ステレオカメラは上空から撮影する際に建築物を様々な方向から撮影する
ことができる利点を持つ [63]．例えばステレオカメラの視線方向を鉛直下向きに固
定した場合，建築物の屋根や道路に対しては十分な情報を得ることができるが，建
築物の側面の情報は非常に少ないものとなる．そこでステレオカメラの光軸方向を
進行方向から逆の方向まで前後に回転させることで建築物側面の情報も取得できる
ようにしている．しかし，従来の回転型ステレオカメラでは建築物の 4つの側面の
うち 2つしか十分に撮影することができなかった．そこで本研究ではこの回転型ス
テレオカメラを周囲 360°の撮影ができるように発展させ，建築物の側面全ての撮
影が可能となった．本研究はこの発展させた回転型ステレオカメラを用いることで，
より正確な三次元モデルの構築を行う．
本章では回転型ステレオカメラで撮影した複数方向からの二眼ステレオ画像を多
眼ステレオとして扱うことで計測精度を高める．しかし，異なる位置，異なる瞬間
に撮影された画像では見え方の変化が大きくなるため，ステレオ画像間の対応点探
索が難しくなる．そこで二眼ステレオを多眼ステレオに拡張したという点を活かし，
見え方の変化の大きい画像間に対して，エピポーラ幾何によるEpipolar transferを用
いて対応点探索を行う方法を提案する．さらにEpipolar transferを用いて対応付けら
れたステレオ画像を用いた屋外シーンの密な三次元モデル再構成法を提案する．3.2
節で発展させた回転型ステレオカメラの概要を説明する．また回転型ステレオカメ
ラによって異なる位置，異なる瞬間から撮影された画像を多眼ステレオへと拡張し
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て三次元再構成を行う手法を述べる．次に 3.3節では Epipolar transferを利用した対
応点探索について説明する．さらに 3.4節では提案手法による三次元点の位置精度
向上を確認するために，シミュレーション上での実験を行った．加えて回転型ステ
レオカメラを自律飛行船ロボットに搭載，屋外環境で撮影した画像に対して提案手
法を用いることで，屋外シーンの密な再構成を確認した．
3.2 回転型ステレオカメラシステムを用いた三次元再構成
3.2.1 回転型ステレオカメラシステム
本章で用いる回転型ステレオカメラシステムを Fig. 3.1に示す．これは水平ステ
レオおよび垂直ステレオの 2つのステレオカメラで構成している．水平ステレオは
2台のカメラの光軸を鉛直下向きに揃え，平行となるように 1mの長さの軸の両端に
配置している．垂直ステレオは筐体から鉛直下向きに軸を伸ばし，CCDカメラを鉛
直下向きから 30◦の傾きで 60cmの間隔で垂直に配置している．この軸を約 20rpmの
速度で回転させることで前後 180◦の範囲で視点の光軸方向を変更することができる．
ステレオカメラの回転制御は，飛行船搭載コンピュータから角度指令値を受信した
モータコントローラが回転軸に取り付けてられているロータリエンコーダとの角度
と指令値の偏差に応じて，DCモータを指定角度まで回転することで行っている．
Horizontal stereo camera
Baseline 1m
Vertical stereo camera
Baseline 60cm Rotating the axis back and forth from 
-180deg to 180deg
Fig. 3.1: Rotational stereo camera unit
上空からステレオ画像を撮影する際，鉛直下向きに固定した水平ステレオで 1つ
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の方向からのみ撮影すると，Fig. 3.2(a)のようにほとんど対象の上面しか撮影する
ことはできない．そのためこれらの画像から再構成される三次元モデルは対象の上
面は密であるが，対象の側面は粗なモデルとなる．そこで対象の側面を十分に撮影
できるように，鉛直下向きから斜めに向くように取り付けた垂直ステレオを加える
ことで，Fig. 3.2(b)に示すように水平ステレオでは撮影できない範囲を補う．これ
らの画像によって再構成される三次元モデルは上面のみでなく側面も密な三次元モ
デルとなる．このとき垂直ステレオの回転は Fig. 3.3に示すように，飛行船の動き
とは独立して行う．
(a) Horizontal stereo
(b) Verticals stereo
Fig. 3.2: Diﬀerence in visible area
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Flight path
Fig. 3.3: Rotaion of view direction of the vertical stereo
飛行船ロボットが低空飛行可能であるといった特徴から建築物側面の見える効果
が高いこと，また一度の飛行で対象を様々な角度から撮影することができることか
ら，このカメラの回転による効果は高いと考えられる．水平ステレオおよび垂直ス
テレオによる撮影画像の例を Fig. 3.4に示す．
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(a) Horizontal stereo
(b) Vertical stereo
Fig. 3.4: Captured images with rotational stereo camera
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3.2.2 多眼ステレオへの拡張
本研究で用いている回転型ステレオカメラシステムは水平ステレオと垂直ステレ
オの 2種類の二眼ステレオから成り，それぞれ単体で三次元モデルを再構築するこ
とが可能である．また，一対のステレオ画像から得られる距離画像によって構築し
た三次元モデルの点群は距離画像中の画素数に相当する量の点が再構成されるため，
点の数が多い密なモデルとなる．しかし，2.2.2節に示すように 1対の距離画像から
得られる三次元点の位置は，カメラから対象までの距離が大きくなるにつれて誤差
が大きくなる．そこで本研究では一連の画像それぞれの相対位置を求めることで，1
つの地点でカメラシステムによって得られる 4視点の画像だけではなく，ある共通
した対象を撮影している異なる位置，異なる角度から撮影された多視点の画像を入
力として多眼ステレオの処理を行うことでその三次元点の位置の精度を向上させる．
Fig. 3.5に示す Image1から Image4までで対応点 x1，. . .，x4が求められているとき，
三次元点 Xは式 (3.1)に対して線形最小二乗法を用いて得られた解となる．
x1 × M1
x2 × M2
x3 × M3
x4 × M4
 X = 0 (3.1)
ここでM1，. . .，M4は各画像の射影行列，×は外積である．求まった解を 2章にて
筆者らが提案した Fig. 3.5に示す真の点を含む領域内に存在するかどうかを確認す
ることで最終的な三次元点とする．これは始めに各ステレオの対応点から Fig. 3.5
に示す真の点を含む可能性のある領域を定義する．式 (3.1)で求めた三次元点が複数
の方向からの真の点を含む領域の共通部分の内部に存在する場合，その三次元点は
複数のステレオのいずれにも成立するとして採用し，この領域内に入っていない場
合は，求まった解は外れ値として除去する．このようにしてステレオの対応点の組
み合わせそのものも確からしいかを判断する．同手法は相互に独立したステレオ画
像の組み合わせにより実現されるという点，画像間の角度が大きいほどその共通部
分の範囲は狭くなり判定を厳しくできるという点から垂直ステレオと水平ステレオ
を有し，様々な位置，角度から撮影をすることができる回転型ステレオカメラシス
テムに適している．
ここまでに述べた三次元点の導出方法を多数の他の画像にも適用していき，1つ
のワールド座標に対して重ね合わせることで全画像を用いて，三次元再構成とする．
一方，異なる位置，異なる瞬間において撮影された複数フレームの画像に対して多
眼ステレオとして三次元再構成を行うためにはフレーム間の正確な対応点探索が求
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められる．しかし，回転型ステレオカメラシステムを用いた場合，Fig. 3.4に示すよ
うに 1つの対象に対して様々な角度から撮影を行うため，通常のテンプレートマッ
チングでは画像内における対象の回転，スケール変化といった見え方の変化の大き
さからフレーム間の対応付けは困難である．
Region including true point
X
x1
x2
x3
x4
Image1
Image2
Image3
Image4
Fig. 3.5: Region including true point
3.3 Epipolar transferを用いた
多眼ステレオのための対応点探索
本章ではエピポーラ幾何を利用することで二眼ステレオカメラを有しているとい
う特徴を活かし，見え方の変化が大きい複数フレーム間の対応点探索を行う．具体
的には Structure from motionと Bundle adjustmentを用いることで推定した各カメラ
の内部パラメータ，画像間の外部パラメータを利用し，各画像間の基礎行列を求め
る [44] [45]．この処理に関して本研究ではSnavelyらによるSfMソフトウェアである
Bundlerを用いている．Bundlerは画像のスケール変化や回転に不変な特徴量である
SIFT特徴量を用いているため，本研究のような画像間の変化が大きい画像群であっ
ても，基礎行列を推定することができる．Bundlerは基礎行列と同時に SIFT特徴量
の三次元点位置も求まるが，画像中に占める割合が少ない特徴量を用いて三次元再
構成したものであるため，非常に粗なモデルである．そのため，本研究ではBundler
によって求まる結果の中で基礎行列のみを用いている．一方，テンプレートマッチ
41
ングによる三次元再構成は各画像のより多くのピクセルを用いるため，Bundlerに
よる三次元モデルに比べると非常に密なモデルとなる．しかしテンプレートマッチ
ングは見え方の変化が大きくなると正確な対応付けは困難となるため，本研究では
Epipolar transferを用いて補っている．求まった基礎行列を用いて，水平ステレオ同
士の対応点探索を Epipolar transferによって行う．また垂直ステレオ，水平ステレオ
間の対応点探索は本章で提案する Epipolar transferを利用して行う．
3.3.1 Epipolar transferによる水平ステレオ間の
対応点探索
Fig. 3.6に示す撮影した時間の異なる 2組の水平ステレオ間で i番目の左画像と f
番目の左画像との基礎行列を F31，i番目の左画像と f 番目の右画像との基礎行列を
F32とする．今， f 番目のステレオ画像の左右の画像間でNCCによって点 x1と点 x2
が対応付けされているとしたとき，i番目のステレオ画像との対応点である点 x3と
点 x4の位置を求める．
基礎行列 F31が既知であるとき，エピポーラ拘束より点 x1に対応付けられる点 x3
はエピポーラ線 F31x1上に存在する．また同様に基礎行列 F32が既知であるとき，エ
ピポーラ拘束より点 x2に対応付けられる点 x3はエピポーラ線 F32x2上に存在する．
これら 2つのエピポーラ線の交点は式 (3.2)により求まり，この交点が i番目の左画
像の対応点 x3となる．同次座標において 2つの直線の交点はこの 2つの直線の外積
から求まる．
x3 = (F31x1) × (F32x2) (3.2)
i番目の右画像の点 x4については，点 x1と点 x2が対応付けを求めたときと同様
にNCCによって求める．これにより撮影した時間の異なる 2組の水平ステレオ間の
対応点 x1，x2，x3，x4が求まる．
このようにカメラの内部パラメータおよびカメラ間の外部パラメータが既知であ
り，それらからカメラ間の基礎行列が求まっているとき，3枚の画像中，2枚の画像
で点の対応付けが行われているならば，3枚目の画像の対応点は幾何関係からテン
プレートマッチング等の対応点探索を行うことなく求めることができる．このよう
な点の対応付けは Epipolar transferと呼ばれる [57]．また 4枚目の画像は 3枚目の画
像とNCCによって求められた対応点を用いる．これは 4枚目に関しては 1枚目およ
び 2枚目の画像の点とエピポーラ幾何が成立する保証のない点を用いることで 3.2.2
節で示した外れ値除去の方法を適用できるようにし，対応点全体が正しいかどうか
を判別させるためである．
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Left image(f-th frame)
x1 x2
x3
Epipolar line from f-th left image Epipolar line from f-th right image
x4
Right image(f-th frame)
Left image(i-th frame) Right image(i-th frame)
Correspondence with NCC
Correspondence with NCC
Fig. 3.6: Epipolar transfer
3.3.2 Epipolar transferを利用した
垂直ステレオと水平ステレオ間の対応点探索
垂直ステレオと水平ステレオの間で対応点探索を行う場合，建築物の側面がより
多く写っている垂直ステレオの画像を基準画像とすることが望ましい．しかし垂直
ステレオの 2枚の画像から水平ステレオの画像にそれぞれエピポーラ線を引いた場
合，2つのエピポーラ線はほぼ重なり，交点を求めることが難しい．これは垂直ス
テレオのカメラが地面に対して垂直に配置されていることが原因である．そこで対
応付けがなされている 1組のステレオ画像を起点として第 3の画像の対応点を求め
る Epipolar transferとは異なり，Fig. 3.7に示すように 1枚の基準画像を起点に 1組
のステレオ画像に対して対応付けを行う．
Fig. 3.7に示す撮影した時間の異なる垂直ステレオと水平ステレオ間で水平ステ
レオの左画像と垂直ステレオの上画像との基礎行列を F13，水平ステレオの右画像
と垂直ステレオの上画像との基礎行列を F23とする．ここで水平ステレオではNCC
によってステレオマッチングが行われており，点の対応付けが一意に求まるとする．
エピポーラ拘束により点 x3に対応付けられる水平ステレオの左画像上の点 x1はエ
ピポーラ線 F13x3上に存在する．同様にエピポーラ拘束により点 x3に対応付けられ
る水平ステレオの右画像上の点 x2はエピポーラ線 F23x3上に存在する．ここで既に
ステレオマッチングによって求まっている点 x1の右画像における対応点を g(x1)と
した時，点 g(x1)とエピポーラ線 F23x3が最も近づく点 x1と点 x2の組み合わせが点
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x3との対応点であると言える．これらを定式化すると以下のようになる．
xT1iF13x3 = 0を満たす x1i(i = 0, 1, 2, . . . )に対して，式 (3.3)を満たす x1およびそこ
から求まる x2 = g(x1)が点 x3の対応点となる．
d = min
i
|g(x1i)TF23x3|
|N| (3.3)
ここで g(x)はステレオマッチングに求まっている水平ステレオの右画像における左
画像の点 xの対応，Nはエピポーラ線 F23x3の法線ベクトルである．
x1 x2
x3
Epipolar line to v-th left image
Left image(v-th frame) Right image(v-th frame)
Upper image(w-th frame)
Lower image(w-th frame)
Correspondence with NCC
Correspondence with NCC
x4
x3
Epipolar line to v-th right image
Fig. 3.7: Correspondence method with Epipolar transfer
垂直ステレオの下画像の点 x4については，点 x1と点 x2が対応付けを求めたとき
と同様にNCCによって求める．これにより撮影した時間の異なる垂直ステレオと水
平ステレオ間の対応点 x1，x2，x3，x4が求まる．
水平ステレオ間，垂直ステレオ間の対応点探索はNCCを初めとするテンプレート
マッチングにより容易に求めることができる．Epipolar transferを利用して対応点探
索を行うには利用する 3枚の画像のうち 2枚の画像間では対応点が既知である必要
があるが，この対応点を用いて，見え方の変化の大きい 3枚目の画像との対応点を
求めることができ，カメラシステムとアルゴリズムが一体となり三次元点の精度向
上が期待できる．そのため，Epipolar transferを利用した対応点探索は二眼ステレオ
を多眼ステレオとして利用する本研究の手法に適している．
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3.4 実験結果
3.4.1 シミュレーション実験
提案手法による三次元点の位置精度の向上およびそこから得られる三次元モデル
の変化を確認するために，Fig. 3.8(a)に示すコンピュータ上の仮想空間に配置した
箱状の物体上空を Fig. 3.8(b)に示す軌道で回転型ステレオカメラが移動しながら撮
影した画像を用いて処理を行う．このとき，箱状物体の高さは 3[m]，カメラが移動
する高度は約 20[m]とする．ここでは画像間の対応点探索の成功率を高めるために，
物体および地面にテクスチャパターンを貼付けている．また各画像を撮影した位置
は真値を与えている．撮影した画像の内，1組の垂直ステレオ画像と 1組の水平ス
テレオ画像を用いる．用いる画像を Fig. 3.9および Fig. 3.10に示す．
(a) Perspective view
About Flight path
(b) Side view
Fig. 3.8: Layout and ﬂight path in simulation
(a) Upper camera’s image (b) Lower camera’s image
Fig. 3.9: Captured images with the vertical stereo
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(a) Left camera’s image (b) Right camera’s image
Fig. 3.10: Captured images with the horizontal stereo
実験は (1)Fig. 3.9の 1組の垂直ステレオをNCCを用いて三次元再構成，(2)距離
の離れたFig. 3.9(a)とFig. 3.10(a)に対してNCCを用いて三次元再構成，(3)Fig. 3.9，
Fig. 3.10の画像を用いて提案手法により三次元再構成の 3種類の方法で行った．
(1)の方法による結果を Fig. 3.11，(2)の方法による結果を Fig. 3.12，(3)の方法に
よる結果を Fig. 3.13に示す．これらの画像を比較した場合，どの手法においても地
面に関してはよく再構成されていることがわかるが，箱状の物体に関しては大きく
結果が異なっている．Fig. 3.11においては天板部分に外れ値が大きく見られ，全体
的にベースラインの短さに由来する距離精度の低さの影響が見られる．またエッジ
部分に関しても誤対応による影響が見られる．Fig. 3.12においては壁面部分に関し
ては特に誤対応による影響が多く見られる．また平らである天板部分に関しても丸
みを持っており，ここにも誤対応の影響が見られる．このことから本実験のように
比較的見えの変化が小さい場合であっても正確な対応付けが困難であることがわか
る．提案手法によって三次元再構成を行った Fig. 3.13では Fig. 3.11，Fig. 3.12と比
較して大きな外れ値がほぼ取り除かれていることがわかる．また天板と壁面で直角
をなしており，形状を正しく再構成できていることがわかる．
次に三次元モデルの精度を調べるために，側面部分において外れ値を取り除いた
一部を抜き出し，三次元点の位置を真値との二乗平均平方根誤差 (RMSE)を算出し，
比較を行った．この結果および最大誤差，最小誤差を Table 3.1に示す．同表より実
験 (3)は実験 (1)，実験 (2)と比較して RMSEの値は最も小さくなっており，精度の
向上が確認できる．また最小誤差については実験 (1)，実験 (2)の方が実験 (3)より
も小さいが，最大誤差については実験 (3)が最も小さくなっており外れ値の減少が
確認できる．
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Table 3.1: Result of experiment
Method(1) Method(2) Method(3)
RMSE of the measuring 112.2mm 1514.9mm 60.8mm
Max error 2351.3mm 5738.3mm 363.9mm
Min error 0.0271mm 0.0823mm 0.1048mm
Fig. 3.11: 3D model reconstructed with the vertical stereo
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Fig. 3.12: 3D model reconstructed with the long baseline stereo
Fig. 3.13: 3D model reconstructed with the proposed method
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3.4.2 屋外実験
本章で用いる飛行船ロボットを Fig. 3.14に示す．全長約 12mのRC飛行船をベー
スに各種機器を搭載し，自律制御が行えるように改造したものである [51]．
Fig. 3.14: RC blimp for information gathering
鹿児島県鹿児島市七ツ島にある IHI場外離着陸場内にて回転型ステレオカメラシ
ステムを飛行船ロボットに搭載し，屋外環境における実験を行った．上空から Fig.
3.15に示す実験場内の建築物に対して，様々な位置や角度から水平ステレオおよび
垂直ステレオの両方で画像を取得した．これらのステレオ画像群に対して提案手法
および PMVSを用いることで屋外シーンの三次元再構成を行った．ここで提案手法
および PMVSで用いる各視点の位置はBundlerによって求まった基礎行列を用いる
ことで既知としている．
Fig. 3.15: Reconstructed target
PMVSは正確なモデル構築のためには多くの画像を必要とするため，同モデルは
20組の水平ステレオと 50組の垂直ステレオから三次元モデル再構成を行った．三
次元再構成したモデルを Fig. 3.16に示す．同画像から提案手法によって構築したモ
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デルと比較するために，提案手法によるモデルと同等の領域を抜き出し，Fig. 3.17
に示す．同図から PMVSを用いて三次元再構成したモデルは特徴点が豊富な建築物
の屋根については非常に正確に三次元再構成できており，全体として外れ値が非常
に少ないことがわかる．一方，建築物の壁面のように撮影ができる方向が限られて
おり，また点群の起点となる特徴点が少ない部分に対しては多くの欠損を持ってい
ることがわかる．
次に本研究の提案手法を用いて，Fig. 3.4に示した水平ステレオ 1組，垂直ステレ
オ 1組，合計 4枚のみのステレオ画像に対して得られた三次元モデルを Fig. 3.18に
示す．ここで提案手法に用いた水平ステレオと垂直ステレオは PMVSの入力とした
20組の水平ステレオと 50組の垂直ステレオから選択したものである．同図より本
手法で三次元再構成を行ったモデルは PMVSを用いて三次元再構成を行ったモデル
に対して，全体的に点が密であることがわかる．加えて，このモデルは PMVSによ
る三次元モデルに比べて，壁面の再構成に成功しており，違和感の少ない密な三次
元再構成に成功していることがわかる．また提案手法と同じ画像を PMVSの入力と
した結果を Fig. 3.19に示す．同画像からは非常に欠損が多いことがわかり，提案手
法は PMVSと比べ，より少ない枚数で密な三次元モデルが生成できていることがわ
かる．
Fig. 3.16: 3D model reconstructed with PMVS (140 stereo images)
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(a) View1
(b) View2
(c) View3
Fig. 3.17: 3D model reconstructed with PMVS
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(a) View1
(b) View2
(c) View3
Fig. 3.18: 3D model reconstructed with proposed method
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(a) View1
(b) View2
(c) View3
Fig. 3.19: 3D model reconstructed with PMVS (4 images)
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3.5 おわりに
本章では異なる角度から撮影したステレオ画像間の対応点を求めるときにエピポー
ラ幾何によるEpipolar transferを用いることで見え方が大きく異なる場合でも正確な
対応付けを行い，多眼ステレオによる三次元再構成を行うことで，より正確で密な
三次元モデルを構築する手法を提案した．
先の研究で用いたものよりも発展させた回転型ステレオカメラはより多くの方向
から対象を撮影することができるようになった反面，垂直ステレオと平行ステレオ
との間では見え方の変化が大きくなり，対応点探索が難しくなった．提案手法を用
いることにより，このようなステレオ画像同士でも対応点を取ることができ、多眼
ステレオを構築することができた．このようにカメラシステムとアルゴリズムが一
体となり三次元点の精度向上ができている．
さらに実験として回転型ステレオカメラシステムを自律飛行船ロボットに搭載し，
上空から実験場にある建築物を撮影した．これらの画像に対して，提案手法を用い
ることで屋外シーンのより正確で密な三次元モデルの構築を確認できた．今後は，
本章で提案した手法の入力として，どの位置から撮影したステレオ画像をいくつ組
み合わせるかといった複数のステレオ画像の組み合わせ方を検討し，より広域の三
次元モデル作成を行う．
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第4章 スーパーピクセルを用いたモー
ションステレオによる三次元モ
デルの欠損補完
4.1 はじめに
前章までで自律飛行船ロボットおよび回転型ステレオカメラを用いて，低高度か
ら撮影を行い，地上の三次元再構成を行ってきた [64]．本章では，ヘリコプタを用い
て，自律飛行船ロボットでは飛行が困難な山間部を，より高い高度から情報を収集す
るシステムを構築する．高解像度カメラを用いて，高高度からの撮影を行うことによ
り，被災地の状況の概要を迅速に取得することを目的とする．情報収集には (株)パス
コが開発した携帯型ヘリ撮影システム PALS(Portable Aerialphotography and Locator
System)を用いる．PALSは人が保持して運用するように高解像度カメラ，GPSや
レーザ距離計などの計測機器をユニット化している．このユニット化により特定の
ヘリコプタに機器を固定する必要がなく，撮影を行うための機体を選ばないことか
ら簡易な情報収集を可能とする．
PALSによって撮影された画像から災害現場の三次元モデルを生成することで，収
集した情報を提示する．三次元モデルを用いることで従来の二次元画像と異なり，大
量にあるデータの中から注目部分の拡大縮小のみでなく，任意の視点の映像を生成
することが容易になる．PALSに搭載しているカメラはステレオカメラではなく単眼
カメラであるため，三次元再構成を行うためにモーションステレオを用いる．モー
ションステレオとは移動する単眼カメラで撮影された剛体シーンに対してステレオ
を適用する手法である [18]．また PALSに搭載したレーザ距離計を用いて三次元モ
デルをスケール補正することで，将来的には土砂崩れした部分といった現場の推定
にも用いることができる．
本章では全体の三次元再構成に 2つ以上の地点で様々な角度から撮影された画像を
利用する多眼ステレオを用いる．多眼ステレオを用いた屋外シーンの再構成に関して
は，Furukawaらによって画像集合から法線付き点群 (パッチ)を復元する Patch-based
multi-view stereo (PMVS)が提案されている [39, 40]．PMVSによって得られる三次
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元モデルは 1画素以下の精度で対応付けが行いやすい特徴点を起点としているため，
三次元モデルを構成する点の三次元位置はおおよそ正確である．
一方，PMVSでは画像中に占める割合が多くはない特徴点から得た三次元点モデ
ルのパッチを拡張して擬似的に密なモデルを得る．このため，画像中の対象となる
部分のパターンが一様で特徴点が少ない場合，もしくは同じ領域を撮影している画
像の不足から複数の画像にわたり共通する特徴点が少ない場合は，求められるパッ
チが少なくなる．これによりパッチを拡張しきれず欠損が残ってしまう問題がある．
そこで本論文では三次元モデルの欠損部分を検出し，三次元モデルを補完する局
所的な三次元モデルを生成する手法を提案する．具体的には PMVSで欠損が生じて
しまうようなケースに対して，PMVSに使用した画像に三次元モデルを再投影する．
さらに再投影データを含む画像を，類似した特徴を持つピクセルの集まりであるスー
パーピクセルとして領域分割することで三次元モデルの欠損部分を検出する．スー
パーピクセルを用いることにより，三次元モデルを構成要素であるかないかという
情報によりピクセルを集めることできる．これにより輪郭が閉じていない三次元モ
デルの欠損部分の検出が可能となる．さらに各欠損部分に対して，ホモグラフィ行
列を利用した密な対応点探索により局所的な三次元モデルを生成する．その結果を
元の三次元モデルと重ね合わせることで欠損箇所を補完し，被災地の密な三次元モ
デルを得る．なお同手法は PMVSのみならず他の多眼ステレオアルゴリズムによっ
て得られた三次元モデルにも適用することができる．
以降，4.2節では特徴点を用いた多眼ステレオのアルゴリズムと三次元モデルの欠
損補間について述べる．4.3節で PALSの概要を説明する．次に 4.4節では三次元モ
デルを補完する局所的な三次元モデルを生成するためのテンプレートマッチングを
用いた三次元再構成と，その三次元再構成を行うために必要な対応点探索を容易に
するホモグラフィ行列について述べる．4.5節にて三次元モデルの欠損をスーパーピ
クセルを用いて検出する手法を述べる．4.6では実験として，PALSに搭載している
レーザ距離計を用いた三次元モデルのスケール補正を行った．さらに欠損を補完す
る局所的な三次元モデルの効果を確認するために，PALSを用いて撮影した画像に
対して，提案手法を用いることで，欠損を補完した密な三次元再構成を確認した．
4.2 複数画像による三次元再構成と三次元モデルの欠損
2.2.1節で示したように，屋外シーンの三次元再構成にはFurukawaらによるPMVS
(Patch-based Multi-View Stereo)がよく用いられている．しかし，PMVSは画像の見
え方の変化に強いが粗な特徴量を拡張することで擬似的に密な三次元モデルを再構
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成する．そのため，特徴点が少ない場合，もしくは入力画像枚数が少ない場合は拡
張しきれずに欠損が残るという問題がある．欠損が残ってしまう原因として少ない
点群によって誤った接平面の推定によるパッチの拡張の失敗や，入力画像が少ない
ために画像間の色の変化による十分な Photo-consistencyを得られないことなどが挙
げられる．
Merrelらは GPUの利用に適した距離画像の生成によるリアルタイムでの三次元
再構成法を提案した [26]．この手法ではGPUによる並列化を行いやすいように処理
を 2つのステージに分け，それぞれ距離画像の生成と統合とした．ここでMerrelら
は三次元モデルの欠損部分に関して，実環境の距離画像は区分的になめらかである
という仮定を立てている．その仮定の下，欠損部分の周囲に外れ値が少ない時にそ
の部分は真の三次元モデルの一部であるとする．そしてメディアンフィルタを用い
て距離画像を平滑化することで欠損部分を埋めている．
またレーザレンジファインダによる三次元モデルの欠損に対しては，欠損箇所の
周辺の情報を利用することで欠損を埋める手法が提案されている．Liepaはドロネー
三角形分割により欠損部分を埋め，欠損部分とその周辺のメッシュの大きさがそろ
うように調節し，エネルギ最小化によりメッシュの最適化を行うことで欠損補間を
行う手法を提案している [49]．またWangらは欠損部分の輪郭を検出した後に，移
動最小二乗法を用いて欠損部分を補間する方法を提案している [50]．これらレーザ
レンジファインダを用いた手法は観測できなかった部分を推測することで欠損箇所
を補っている．
一方，本研究では近似的補間とは異なり，欠損部分を検出して，別手法の補完に
より三次元モデルの欠損を補う．本研究で扱う三次元モデルは画像から生成された
ものであるため，使用した画像が三次元モデルとは別に観測データとして存在する．
そこで，これら欠損部分の画像情報を利用して，局所的な三次元モデルを構築する
ことで補完を行う方法を提案する．画像情報を利用することにより，欠損部分を補
完するモデルは色情報やテクスチャを含めることが可能となる．
4.3 ヘリ撮影システム
本章では，豪雨などの被害にあった被災地域を (株)パスコが開発したヘリ撮影シ
ステムである PALS(Portable Aerialphotography and Locator System)により撮影した
画像を用いる．PALSの外観を Fig. 4.1に示す．
PALSはヘリコプタからカメラを搭載したユニットを斜めに向けて人が保持するこ
とで撮影を行う．またGPSやレーザ距離計などの計測機器も搭載しており，撮影し
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た位置および被写体の位置を取得することができる．さらにカメラユニット自体が
ヘリコプタへの固定が不要であるため，どのヘリコプタでも利用することが可能と
いう点において優れている．カメラは 1620万画素の高解像度で撮影を行っている．
Fig. 4.1: PALS
4.4 三次元モデルを補完するホモグラフィ行列を用いた
密な対応点探索による三次元再構成
本研究では PALSによって上空から撮影した複数の画像を用いる．これらの画像
に対して，初めに Snavelyらによって提案されたBundlerを用いることで各画像を撮
影したカメラの並進ベクトル，回転行列を推定する．ここで Bundlerによって求め
られた三次元モデルを利用しない理由は，得られる三次元モデルが，画像中に占め
る割合の少ない特徴量を三次元再構成していることにより非常に粗なモデルとなる
ためである．
次に特徴点ベースの手法である Furukawaらによって提案された PMVSによって
全体の三次元モデルを生成する．ここではカメラ間の並進ベクトル，回転行列は，
Bundlerによって得られたものを用いる．しかし，先に述べたように PMVSによる
三次元モデルは全体を精度良く三次元再構成できる反面，いくつかの欠損が残る．
そこで，正規化相互相関法 (NCC)によるテンプレートマッチングを用いて距離画
像を求め，距離画像から三角測量により欠損部分に相当する局所的な三次元モデル
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を構築する．テンプレートマッチングにより距離画像を求め，三次元モデルを構築
する手法は PMVSで用いられる特徴点ベースの手法と異なる領域ベースの手法の 1
つである．構築したモデルを PMVSによる三次元モデルに重ね合わせることで欠損
の補完を行う．
処理として，初めに PMVSによる三次元モデルを PMVSに使用した画像すべて
に再投影する．この再投影された画像をスーパーピクセルとして分割することで，
PMVSの欠損部分に当たる領域を特定する．次に欠損部分とされた領域に対して，
密な対応点探索が可能なNCCを用いて再構成したいが，NCCは画像間の見え方の
変化に弱い．
そこで撮影位置の移動によって見え方の異なっている 2つの地点の画像を平面と
平面の射影変換行列であるホモグラフィ行列を利用して画像変換を行い，画像の見
え方を合わせる．これにより，より正しくNCCのマッチングを行えるようにする．
そして，PMVSの欠損部分に相当する領域に対して，局所的に三次元再構成を行う．
得られた三次元モデルを PMVSによるモデルと組み合わせることで，PMVSによる
モデルの補完を行う．このとき三次元再構成に必要な各カメラの位置，姿勢を表す
回転行列，並進ベクトルは PMVSと同様，Bundlerで推定した値を利用している．
ここでテンプレートマッチングは PMVSと比較すると，全体の三次元モデルを構
築するための十分な精度を出すことが難しい．そのため本研究では PMVSの欠損部
分の補完に留めている．なお本提案手法は PMVSのみならず他の多眼ステレオアル
ゴリズムによって得られた三次元モデルにも適用することができる．ここまでの処
理を図示したものを Fig. 4.2に示す．
4.4.1 テンプレートマッチングを用いた三次元再構成
本章ではヘリコプタに搭載した PALSで撮影した 2つの地点からの画像を用いて，
テンプレートマッチングを用いた三次元再構成を行う．具体的には三次元モデルの
欠損部分が映っている画像と近傍の画像の組み合わせで行う．テンプレートマッチ
ングは，サブピクセル推定を行うが，本質的にはピクセル同士の対応である．その
ため得られる三次元モデルの分解能は特徴点ベースの手法に比べると低下する．
また，一般的なステレオカメラで考えた場合，画像間のペースラインが大きくな
るになるにつれて，その奥行き分解能は細かくなる．しかし，離れた位置から撮影
した 2つの画像に対するテンプレートマッチングはその見え方の変化の大きさから
困難となる．
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Estimate the positions and poses of cameras 
which capture images from more than 
two viewpoints (Bundler)
The positions and poses of cameras
The point cloud 3D model having the holes
Reconstruct point cloud 3D model using 
images captured from more than two viewpoints 
with feature-based method (PMVS)
Detect the holes of 3D model
Select two images which show the same holes
Fit the looks of two images with homography matrix
Match the corresponding point 
between two fit images
Reconstruct point cloud 3D models of the parts which
is not filled with feature-based method
Merge two kind of point cloud 3D models
Fig. 4.2: Diagram of proposed method
4.4.2 ホモグラフィ行列の導出
一般的にステレオ処理において，移動後の画像を移動前の画像の見え方に合わせ
るために平行化が行われる．しかし，平行化を行った場合は探索しなければならな
い範囲が利用する画像ごとに大きく異なることになる．そこで本節では画像間の対
応点を利用してホモグラフィ行列の導出を行い，透視変換を行うことにより画像の
見え方を合わせる．見え方を合わせた 2枚の画像は完全には一致することがなく，わ
ずかな視差を持つ．これにより探索する範囲が参照するピクセルの周囲に限定でき，
離れた位置から撮影した 2つの画像に対するテンプレートマッチングが容易になる．
ホモグラフィ行列の導出には画像間で対象が同一平面上にあるという条件がある．
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一方，本研究はヘリから撮影した画像を使用しており，これらの画像は対象の隆起
に対して，非常に高い高度から撮影されている．そのため本章で想定している環境
では，いくらか高さを持つ対象であっても，平面と仮定することができ，ホモグラ
フィ行列を使用することができる．
移動前の画像の点を (u, v)，移動後の画像の点を (u′, v′)とすると，スケールの不定
性を表すために，スケールファクタとして sを導入して表すと，
s

u′
v′
1
 = H

u
v
1
 (4.1)
となる．
また，Hは 3×3行列であるので式 (4.2)のように表し，展開すると，
H =

h11 h12 h13
h21 h22 h23
h31 h32 h33
 (4.2)

su′ = h11u + h12v + h13
sv′ = h21u + h22v + h23
s = h31u + h32v + h33
(4.3)
となる．式 (4.3)から sを消去し，またホモグラフィのスケーリングを固定するため
に h33 = 1として，行列の式で表すと，
u v 1 0 0 0 −uu′ −vu′0 0 0 u v 1 −uv′ −vv′


h11
h12
h13
h21
h22
h23
h31
h32

=
u′v′
 (4.4)
となる．この連立方程式を解くとホモグラフィ行列のパラメータがそれぞれ求まる．
パラメータは 8個であり，1つの対応点から 2本の方程式が得られるので，4組の対
応点が必要となる．
ここまでの処理を行う前の画像を Fig. 4.3，求まったホモグラフィ行列を用いて透
視変換を行った後の画像を Fig. 4.4に示す．同図より変換を行った後の左画像は x座
標と y座標がそれぞれ右画像の座標に近づいており，対応点を求めるために探索し
なければならない範囲は狭くなっていることがわかる．
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Fig. 4.3: Before perspective transformation with homography matrix
Fig. 4.4: After perspective transformation with homography matrix
4.5 三次元モデルの欠損領域の特定
本節では前節で示したマッチングを行う領域を求めるために，三次元モデルの欠
損部分の特定を行っていく．三次元モデルの欠損部分の特定には初めに三次元モデル
の構築に用いた画像すべてに三次元モデルの点を再投影する．次に各画像内で三次
元再構成できている部分とできていない部分を区切る．この領域分割の出力として，
本研究ではスーパーピクセルを用いる．スーパーピクセルとは色やテクスチャなど
性質の近いピクセルを集めた，意味を持つ小領域である．スーパーピクセルの使用
例としては，ステレオマッチング [30,65,66]や物体認識 [67–69]などが挙げられる．
ここでスーパーピクセルを用いる理由は三次元モデルの欠損部分の輪郭が閉じてい
ない場合でも，欠損部分であると特定できるようにするためである．スーパーピク
セルとして分割した後に各スーパーピクセルに属性を付与，隣接関係を調べること
で三次元モデルの欠損部分を特定していく．本研究の提案手法の概要をAlgorithm 1
に示す．
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Algorithm 1 Hole filling method for the point cloud model
1: Input: Point cloud model M reconstructed from some images
2: for each image I do
3: Reproject points of M into I
4: for each reprojected point p in I do
5: Intensify p with morphology transfer
6: end for
7: Segment I into superpixels with the extended SLIC
8: for each superpixel S do
9: Set the attribute whether S is inner or outer
10: Get the relationship of S with the neighbor superpixels
11: for each outer superpixel OS do
12: repeat
13: Examine the ratio that the contour of OS is surrounded by the inners or the
known holes
14: if Ratio > threshold then
15: Change the attribute of OS into hole
16: end if
17: until All outer superpixels can not change
18: end for
19: for each hole superpixel HS do
20: Calculate homography matrix with the nearest image NI of I using neighbor-
ing inner superpixels
21: Transform NI with homography matrix
22: Match the corresponding points in HS with NCC
23: Reconstrcut HS with triangulation
24: end for
25: end for
26: end for
27: Output: Local and small point cloud models filling the holes of M
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4.5.1 スーパーピクセル取得の前処理
初めに PMVSによって得られた三次元点を PMVSに使用した画像すべてに再投影
をする．この画像の 1つを Fig. 4.5に示す．再投影を行った点は内部的に二値画像
として扱っていく．次にモルフォロジ変換を用いて，再投影を行った点を強調する．
ここでは 5×5の膨張フィルタを用いる．モルフォロジ変換を行った二値画像を Fig.
4.6，この二値画像を Fig. 4.5に重ねた画像を Fig. 4.7に示す．
Fig. 4.5: Original image
Fig. 4.6: Reprojected image
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Fig. 4.7: Original image added reprojected image
4.5.2 SLICを用いたスーパーピクセル取得
画像からスーパーピクセルを取得するためにAchantaらによって提案された SLIC
(Simple linear iterative clustering)を用いる [70]．スーパーピクセルを取得するアルゴ
リズムは Felzenszwalbらによる Graph-based method [71]や Vedaldiらによる Quick
shift [72]など様々なものが提案されている．一方，SLICは計算速度と輪郭の再現性
に優れており，再投影画像の輪郭の再現が最も重要となる本研究の用途に適してい
る．SLICは初めに画像をグリッド状に区切り，そのグリッドを初期クラスタとする．
この各クラスタの中心Ci =
[
li ai bi xi yi
]T
(i = 1 . . . k)を計算する．このとき l，
a，bはピクセルのCIELAB色空間における輝度，x，yはピクセルの座標である．そ
の中心と，グリッドの大きさの 2倍の範囲内にあるピクセル C jとの距離を式 (4.5)
から式 (4.7)に示すピクセルの輝度と位置からなる距離関数から求める．ここで S は
初期グリッドの大きさ，mは輝度と座標との重みである．ピクセルC jを距離関数が
最も小さくなるクラスタに割り当て，この割り当てが変化しなくなるまで計算を繰
り返すことによって領域を分割する．分割した領域をスーパーピクセルとする．
ここで本研究では式 (4.7)に対して再投影を行った二値画像に関する項を付加する
ことで，再投影画像の情報も考慮した領域分割を行う．そのために再投影画像の輝
度を示す式 (4.8)を付加することによって，式 (4.7)を式 (4.9)のように変更する．Fig.
4.7に対して，取得したスーパーピクセルの境界を描画した図を Fig. 4.8に示す．
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dc =
√
(l j − li)2 + (a j − ai)2 + (b j − bi)2 (4.5)
ds =
√
(x j − xi)2 + (y j − yi)2 (4.6)
D =
√
dc2 +
(
ds
S
)2
m2 (4.7)
d f =
√
( f j − fi)2 (4.8)
D
′
=
√
dc2 +
(
ds
S
)2
m2 + d f 2 (4.9)
Fig. 4.8: Superpixels segmented with SLIC
4.5.3 スーパーピクセルを用いた欠損部分の特定
各スーパーピクセルが，既に三次元モデルを構成できている領域であるか求め，
属性を付与する．スーパーピクセルの領域内それぞれに閾値以上の再投影画像の要
素を含む場合，そのスーパーピクセルは既に三次元モデルを構成できているとして
inner属性を付与する．次に閾値以上の要素を含まない場合は三次元モデルの欠損部
分もしくは三次元モデルの外側であるとして outer属性を付与する．各スーパーピク
セルに属性を付与した図を Fig. 4.9に示す．ここでは閾値を 60％とした．同図では
inner属性のスーパーピクセルを薄い色，outer属性のスーパーピクセルを濃い色で示
している．次に各スーパーピクセルの隣接関係を求める．隣接関係を求めるには各
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スーパーピクセルの輪郭に，どのスーパーピクセルが接しているかを調べる．スー
パーピクセルの中心を繋げ，この隣接関係を示す図を Fig. 4.10に示す．
次に，三次元モデルの欠損部分の特定を行う．ここでは outer属性を付与された
スーパーピクセルが欠損部分であるかどうかを調べる．まず注目するスーパーピク
セルが閾値以上の割合で inner属性のスーパーピクセルと接しているか調べる．こ
こで調べる割合は接している inner属性の数ではなく，注目するスーパーピクセル
の境界の全周に対して，inner属性が接している境界の割合である．この様子を Fig.
4.11に示す．また閾値を 60％とした．閾値以上であった outer属性のスーパーピク
セルは，欠損部分であるとして hole属性へと変更する．これらの処理を欠損を検出
できなくなるまで繰り返し行う．また繰り返し処理の中でスーパーピクセルの境界
の周囲を調べるときに限り，hole属性のスーパーピクセルは inner属性のスーパーピ
クセルと同じものとして扱う．1回目の処理後の図を Fig. 4.12，繰り返し終了後の
図を Fig. 4.13に示す．これらの図の中で Fig. 4.9と比較して，斜線に塗り替えられ
たスーパーピクセルが欠損部分であると検出されたスーパーピクセルである．
Fig. 4.9: Superpixels given the attribute
以上のように hole属性を付与したスーパーピクセルごとに前章で示したホモグラ
フィ行列を用いた画像変換を行った後，NCCによるテンプレートマッチングを行う．
求まった対応点を三角測量によって三次元再構成することで欠損を補完する三次元
モデルを取得する．ホモグラフィ行列を計算するために 4組以上の画像間で対応づ
けられた点が必要となるが，ここでは Fig. 4.14に示すように注目するスーパーピク
セルの近傍の inner属性を持つスーパーピクセル内に含まれる三次元モデルの再投
影点を用いる．同じ三次元モデルから再投影した点を用いるため，間違いがない対
応付けでホモグラフィ行列を計算することができる．
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Fig. 4.10: Connection between superpixels
target
superpixel
inner
outer
outerinner
inner
inner hole outer
outerinner
inner inner
inner
Fig. 4.11: Detection of the hole
Fig. 4.12: The ﬁrst stage of continuous detection of holes
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Fig. 4.13: The final stage of continuous detection of holes
Fig. 4.14: Reference superpixel and neighbor superpixels including reprojected points
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4.6 実験結果
4.6.1 レーザ距離計を用いたスケール補正
PALSに搭載しているレーザ距離計は画像中心付近までの距離を計測できるよう
に調整されている．そのため三次元再構成された画像中心までの距離とレーザ距離
計による計測値の比を求めることで三次元モデル全体を実スケールに合わせること
ができる．
画像中心 (v,w)とPMVSによって得られた三次元モデルの中で対応する点 (XP,YP,ZP)
との関係は式 (4.10)で表すことができる．
XP
YP
ZP
 = 1sP

f 0 −v
0 f −w
0 0 1

−1 
v
w
1
 (4.10)
ここで f はカメラの焦点距離，sPはスケールを表す正の実数である．同様に画像中
心 (v,w)と実スケールにおいて画像中心と対応する点 (XR,YR,ZR)との関係は式 (4.11)
で表すことができる．sRはスケールを表す正の実数である．
XR
YR
ZR
 = 1sR

f 0 −v
0 f −w
0 0 1

−1 
v
w
1
 (4.11)
式 (4.10)および式 (4.11)を整理すると，式 (4.12)となる．
sP

XP
YP
ZP
 = sR

XR
YR
ZR
 (4.12)
ここで左辺の点の座標
[
XP YP ZP
]T
は PMVSより求まり，右辺の点のノルム　√
X2R + Y
2
R + Z
2
Rはレーザ距離計の計測値であるため，式 (4.13)よりスケールの比 sP/sR
が求める．スケール比 sP/sRと式 (4.10)，式 (4.11)からスケールを変換する式 (4.14)
が求まる．
sP
sR
=
√
X2R + Y
2
R + Z
2
R√
X2P + Y
2
P + Z
2
P
(4.13)

XR
YR
ZR
 = sPsR

XP
YP
ZP
 (4.14)
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このレーザ距離計を用いたスケール補正の効果を確認するために Fig. 4.15に示す
京滋バイパスで豪雨の被害にあった箇所を撮影し，三次元再構成を行った．再構成
した三次元モデルを Fig. 4.16に示す．同モデルにおいて，Fig. 4.15に示す (1)道路
の長さ，(2)階段の高さを実測値と比較を行った．これらの結果を Table 4.1に示す．
同表より三次元モデルのスケール不定が解消され，実スケールに近づいていること
がわかる．
① ②
Fig. 4.15: Target of measurement
Fig. 4.16: Mesh model of target
4.6.2 欠損を補完する三次元再構成
次に紀伊半島の山間地が台風 12号の被害にあった際に，土砂崩れによる被害状
況を撮影した複数枚の画像を用いて三次元再構成を行った．撮影した画像の一部を
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Table 4.1: Result of measurement
(1)Length of the road (2)Height of the steps
Measured value 77.4m 5.70m
Value of reconstructed model 75.1m 5.57m
Relative error 3.0% 2.2%
Fig. 4.17に示す．なお，ヘリコプタの高度は約 500m，カメラから対象までの距離は
約 700mの位置から撮影を行っている．
(a) View1 (b) View2
Fig. 4.17: Examples of captured images
Bundlerによる三次元再構成結果を Fig. 4.18に示す．同図から森の部分などいく
らかは点群が再構成されているが，全体的に粗なモデルであることがわかる．次に
PMVSによる三次元再構成結果を Fig. 4.19に示す．同図は Bundlerによる三次元モ
デルと比べると密なモデルとなっていることがわかるが，図に示した部分は大きく
欠損が生じている．
提案手法を用いて PMVSによる三次元モデルを補完したモデルを Fig. 4.20に示
す．同図より PMVS単体では密な三次元再構成が困難であった部分に対して，三次
元モデルを補完することで欠損の少ないモデルの構築が可能となった．
次に Fig. 4.19および Fig. 4.20で示したモデルを一部抜き出し，拡大した図を Fig.
4.21に示す．また同図に示したモデルの点群数と PMVSと提案手法との増加率を
Table 4.2に示す．Fig. 4.21(a)に示すPMVSでは生じている大きな欠損がFig. 4.21(b)
に示す提案手法では補完できていることが確認できる．しかし Fig. 4.21は点群モデ
ルであるため，提案手法についても隙間は残っている．
次にPMVSによる三次元モデルと提案手法による三次元モデルをそれぞれPoisson
surface reconstruction [73]を用いて，メッシュ化したモデルを Fig. 4.22に示す．メッ
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シュ化を行うことにより，小さな隙間を埋めることはできる．そのため，PMVSに
よるモデルをメッシュ化した Fig. 4.22(a)は Fig. 4.19と比較して，小さな欠損は埋め
ることができているが，大きな欠損は残っている．一方，提案手法によって重ねら
れたモデルは小さな隙間が埋まり，さらに Fig. 4.22(a)では残っていた大きな欠損も
補完できていることがわかる．ただしオクルージョンにより，どの画像からも写っ
ていない部分に関しては補完ができていない．
Table 4.2: Difference of count of points
PMVS Proposed method
Count of points 332749 468922
Rate of increase - 40.9%
Fig. 4.18: 3D point cloud model reconstructed with Bundler
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Fig. 4.19: 3D point cloud model reconstructed with PMVS
Fig. 4.20: 3D point cloud model reconstructed with proposed method
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(a) PMVS
(b) Proposed method
Fig. 4.21: Magnified 3D point cloud model
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(a) PMVS
(b) Proposed method
Fig. 4.22: 3D mesh model
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4.7 おわりに
本章ではBundlerと PMVSによる特徴点に基づく手法によって得られた三次元モ
デルに対して，スーパーピクセルを用いることで三次元モデルの欠損を特定し，ホ
モグラフィ行列を利用した画像変換によるテンプレートマッチングに基づく密な三
次元モデルで補完する手法を提案した．提案手法をヘリコプタから被災地域を撮影
した実際の画像に対して適用することで，Bundlerと PMVSによる三次元モデルの
欠損を補完することができ，提案手法の有効性を確認した．今後の課題としては，近
隣の inner属性を持つスーパーピクセルを手がかりとすることで，テンプレートマッ
チングの正確さの向上が挙げられる．また複数画像に渡る inner属性のスーパーピク
セルから対応付けのグラフを構築して，これらを手がかりに hole属性のスーパーピ
クセルを多眼ステレオとして処理をすることで，欠損を補完する三次元モデルの精
度を向上させることが挙げられる．
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第5章 結論
本論文では，自律飛行船ロボットやヘリコプタからカメラで撮影された画像を用
いた密な三次元モデルの構築を目的として研究を行った．その際に，複数の二眼ス
テレオによって得られる距離画像を統合して，密な三次元モデルを生成する手法を
提案した．さらに特徴点を用いた手法により得られた三次元モデルの欠損部分を検
出し，補完するための局所的な三次元モデルを生成することで密な三次元モデルを
得る手法を提案した．
2章では，様々な角度から撮影したステレオ画像から得られる点の三次元座標の
不確かさをモデル化し，その不確かさの共通部分を求めることで真の点を含む領域
として限定していくことによって，より正確で密な屋外シーンの三次元モデルを構
築する方法を提案した．二眼ステレオの不確かさの表現のために，本論文では CG
やCADで用いられるCSGを応用した．CSGを定式化するために，半空間による表
現を用いた．これにより二眼ステレオの不確かさの共通部分を，モンテカルロ法を
用いることで真の点を含む領域として限定した．実験として回転型ステレオカメラ
を自律飛行船ロボットに搭載し，上空から実験場にある建築物を撮影した．PMVS
を用いて三次元再構成を行ったモデルは，多く画像に写っている建築物の屋根に関
しては，正確に再構成できているが，全体的に欠損が多くなった．一方，提案手法
を用いて三次元再構成を行ったモデルでは PMVSでは欠損が生じていた建築物の壁
面や地面に関しても，より密に再構成することができた．このように，提案手法を
用いることで屋外シーンのより正確で密な三次元モデルの構築を確認できた．
3章では，異なる角度から撮影したステレオ画像間の対応点を求めるときにエピ
ポーラ幾何による Epipolar transferを用いることで見え方が大きく異なる場合でも
正確な対応付けを行い，多眼ステレオによる三次元再構成を行うことで，より正確
で密な三次元モデルを構築する手法を提案した．同章では，3章で用いた回転型ス
テレオカメラを改良し，水平ステレオと垂直ステレオの 2つのステレオカメラで構
成することで，より多くの方向から対象を撮影できるようになった．しかし，水平
ステレオと垂直ステレオとのテンプレートマッチングは見え方の変化が大きいため，
正確な対応付けは困難となる．そこで二眼ステレオを多眼ステレオに拡張したとい
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う点を活かし，エピポーラ幾何による Epipolar transferを利用した対応点探索を行っ
た．さらに実験として回転型ステレオカメラシステムを自律飛行船ロボットに搭載
し，上空から実験場にある建築物を撮影した．PMVSでは 140枚の画像を用いるこ
とで，2章と同じく屋根に関しては密な再構成ができたが，壁面の欠損は残った．一
方，提案手法は 4枚の画像で，屋根も壁面の密な再構成ができた．このように提案
手法は PMVSと比べ，より少ない枚数で屋外シーンのより正確で密な三次元モデル
の構築ができることを確認できた．
4章では，Bundlerと PMVSによる特徴点に基づく手法によって得られた三次元モ
デルに対して，スーパーピクセルを用いることで三次元モデルの欠損を特定し，ホ
モグラフィ行列を利用した画像変換によるテンプレートマッチングに基づく密な三
次元モデルで補完する手法を提案した．提案手法をヘリコプタから被災地域を撮影
した実際の画像に対して適用することで，Bundlerと PMVSによる三次元モデルの
欠損を補完することができ，提案手法の有効性を確認した．
ここまででヘリコプタや自律飛行船ロボットからカメラで撮影された画像を用い
た密な三次元モデルの構築を目的として行った研究について述べてきた．本研究の
最終的な目標は，作成した三次元モデルをGIS(地理情報システム)に組み込み，デー
タベース化することで，行政機関やレスキュー隊が利用しやすいものとすることで
ある．このことを達成するためにはさらに以下のことが課題となる．本論文では単
眼カメラもしくは二眼ステレオを多眼ステレオとして用いている．ここで各カメラ
間の位置関係は，他の多眼ステレオアルゴリズムと同様，既知としている．本論文
では，このカメラ間の位置関係は Structure from motionと Bundle adjustmentを用い
た Bundlerによって求めている．一方，GISに適用できるような三次元モデルは非
常に広大なものとなるため，カメラの位置推定誤差の蓄積は非常に大きなものとな
ることが考えられる．測量の分野ではこのような誤差の解消に RTK-GPSなどを使
い，正確に計測されたGCP(Ground control point)と呼ばれる既知の基準点が用いら
れる．しかし，災害時にはこの様な準備をすることは不可能である．そこで誤差補
正に手がかりの 1つとして，道路上の白線を用いることが考えられる．道路上の白
線は区画線と呼ばれ，その間隔は定められてる．また道路の白線は情報収集する過
程でいくつも見つけることができ，道路の損壊の影響で完全に飛行経路から観測で
きなくなることはないと考える．このことを利用して，上空から白線を認識させる
ことで，ある程度の区画ごとで各カメラ間の位置推定誤差を修正を行う．またこの
白線認識は作成した三次元モデルをGISの地図と重ねる際の手がかりにもなると考
えられる．
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本論文では，回転型ステレオカメラを用いて三次元再構成を行う手法と，PALS
に搭載している単眼カメラを用いて三次元再構成を行う手法を提案した．回転型ス
テレオカメラは撮影を行った瞬間ごとに三次元再構成も行うことができるので，フ
レーム間で十分な重複を得ることが難しい建築物の側面の再構成に関して，より効
果を発揮することが確認できた．一方，PALSでは回転型ステレオカメラに搭載で
きるカメラよりも，より高解像度のカメラを用いることができる．そのため高高度
からでも解像度の高い三次元モデルを生成することができることが確認できた．
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