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1. INTRODUCTION 
We consider nonlinear eigenvalue problems for ordinary differential 
equations of the form 
-(p(t)u’)‘+q(t)u+f(t,u)=dr(t)u (1.1) 
together with Dirichlet boundary conditions. Viewing the left-hand side of 
(1.1) as the Euler-Lagrange operator of an appropriate functional Y, we 
may identify the solutions of such a nonlinear eigenvalue problem with the 
critical points of the restriction of Y to the level surface S, given by a con- 
straint of the form 
s am r(t) dt = R2 
with R > 0 arbitrary. 
In order to describe and motivate the results of the present paper, let us 
briefly recall some of the well-known facts pertaining to the case where 
f z 0 and the assumptions are such that we are dealing with a regular 
Sturm-Liouville problem. Let (,4,, A,,...) be the increasing sequence of 
eigenvalues of the problem, and let (cpl, (p2,...) be the associated sequence 
of normalized eigenfunctions. For an arbitrary K > 0, put u, := Rq, and 
c, :=$&R* (n = 1, 2,...). Then c, = Y(u,) (i.e., c, is the critical level 
associated with An), and the eigenfunctions corresponding to the critical 
value c, on S, are precisely u, and -u,. The numbers c, = Y(u,) (and 
hence the functions u,) enjoy the famous variational characterizations 
c,= inf sup u’(u) YEAn ucS,qnV 
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and 
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c,= sup inf Y(U), (1.3) 
YEAnt_, UEs‘Qn v
where /i, denotes the system of all closed linear subspaces V of the domain 
of Y such that dim V> II, and A,*- 1 denotes the system of all closed linear 
subspaces V of the domain of Y such that codim V< II - 1. On the other 
hand, u, may also be characterized by the property 
u, has precisely n - 1 distinct interior zeroes. (1.4) 
The simplest proofs of (1.2)-(1.4) are probably those based on the expan- 
sion theorem, but it should be noted that there is a very elegant argument 
due to R. Courant (ES], see also Courant-Hilbert [lo]) deriving (1.4) 
directly from (1.3). 
The results of the classical Sturm-Liouville theory can be partially 
generalized to the nonlinear case with the help of the Ljuster- 
nik-Schnirelman theory (see, e.g., [l, 4-8, 12, 16, 17, 19, 201). As is well 
known, Ljusternik-Schnirelman theory can be applied to variational non- 
linear eigenvalue problems to construct a sequence (u,, ;In)n> 1 of solutions 
such that every U, lies on a prescribed level surface S, and such that the 
numbers c, = Y(u~) enjoy a variational characterization analogous to (1.2). 
The close relationship between this theory and the classical theory of 
regular linear elliptic eigenvalue problems was particularly emphasised by 
Zeidler [19], and it becomes even closer when the “dual” variational prin- 
ciple presented in [ 121, which provides a precise analogue of (1.3), is taken 
into account. The main purpose of the present paper is to establish an 
analogue to (1.4) in the framework of Ljusternik-Schnirelman theory. 
Recently the importance of the problem of linking nodal properties and 
variational characterizations of solutions of nonlinear Sturm-Liouville 
problems has been enhanced by the study of what is sometimes termed 
“bifurcation from the essential spectrum.” This study pertains to situations 
where the linearized problem is singular, so that the associated Hilbert 
space operator may have nonempty essential spectrum. C. A. Stuart, 
T. Kiipper and others considered bifurcation for such problems from the 
standpoint of an L2-theory, and-among other information about the 
bifurcation diagram in L2 x R-they discovered that in many cases the 
lowest point of the essential spectrum is a bifurcation point (cf. 
[3, 5, 13, 14, IS], and the references therein). Ljusternik-Schnirelman 
theory was used for such investigations by Bongers, Heinz, and Kiipper 
[5] and by Benci and Fortunato [3]. These authors considered classes of 
problems for which 
-uUI’+w(t)(uIUu=Au (1.5) 
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on Z := ]-co, co [ or Z := [0, co [ is a typical example. (Here W: I--+ R is a 
continuous function and o>O is a constant such that jI ~(t)-~‘~ dt< co.) 
The two papers just mentioned give two different, seemingly unrelated, 
aspects of the bifurcation diagram of (l.S), for Bongers, Heinz, and Kiipper 
[YJ constructed solutions with prescribed Lz-norm, while Benci and For- 
tunato [3] constructed solutions with prescribed eigenvalue I, viewing 
(1.5) as an unconstrained variational problem. In an effort to gain a clearer 
picture of the bifurcation diagram, Jones and Kiipper [13] proved the 
existence of solutions to (1.5) with prescribed eigenvalue and prescribed 
number of zeroes. However, their proof is based on phase portrait techni- 
ques and hence does not yield any information about the value of, Y on 
those solutions. Thus the bifurcation diagram is still not completely 
understood, but with the results of the present paper this goal now seems 
within reach (cf. [ 133 for details). 
To briefly indicate our results consider the Dirichlet problem for (1.1) on 
a closed interval Z, and suppose that the data functions are continous and 
that the function f(t, a) is odd and strictly increasing for every fixed t E 1 
One easily verifies that Ljusternik-Schnirehnan theory is applicable to this 
problem in either of the following two cases: 
(R) Z= [a, b] is compact, 
and p, q, I satisfy the usual assumptions for a regular Sturm-Liouville 
problem (“regular case”; cf. the beginning of Section 2 for details), or 
(a z= Ilo, 02 II, prr=l, 
and f satisfies the assumptions used in Section 6 of [5) (“singular case”). 
As before, consider a fixed R > 0, and let cl, Q,... be the Ljustcr- 
nik-Schnirelman critical values of the functional Y on the level surface S,. 
For both cases (R) and (S) we prove: 
Zf the function y I+ f (t, y)/y is strictly increasing for y > 0 and every t E Z, 
then for every n EN we have 
(a) there exists an eigenfunction u, E S, n !F’(c,) with precisely 
n - 1 distinct interior zeroes, and 
(b) if u E S, is an eigenfunction with Y(u) > c,, then u has at least n 
distinct interior zeroes. 
As a by-product of the proof we also characterize the critical levels c,~ by 
various new maximum-minimum principles which are closer to (1.3) than 
the (more general, but also more simple-minded) principle discussed in 
[12]. Moreover it turns out that Ljusternik-Schnirelman levels of higher 
multiplicity do not occur under our hypotheses. However, this does not 
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imply that an eigenfunction is uniquely determined up to sign by its norm 
and its number of zeroes. Such a uniqueness result is available only for 
trivial cases such as n = 1 or when (1.1) is autonomous (cf. Corollary 3.5~). 
For the regular case it is, of course, clear from the classic work of 
Rabinowitz [l5] (see also [16]) that there are solutions with any 
prescribed number of zeroes (in fact there exist unbounded continua of 
such solutions). The present results supplement his information by ensur- 
ing the existence of eigenfunctions with a given number of zeroes and given 
norm. In a similar way our results concerning case (S) supplement the 
existence theorems from [5] and [13]. 
It should be noted that the present results do not include the linear case, 
because the requirement that f(t, y)/y should be strictly increasing as a 
function of y > 0 excludes the case f = 0. In fact it can be shown that our 
method of proof breaks down in the linear case. The close analogy between 
the present results and the classical theory of linear Sturn-Liouville 
problems therefore suggests the existence of a more general theory which 
would embrace both cases. 
This paper comprises five sections. In Section 2 we prove a simple uni- 
queness result, which generalizes a result of Kiipper [14] and which is the 
basis for all further considerations. Except for Corollary 3.5 the material of 
Section 3 is purely technical. We introduce an auxiliary variational 
problem, viewing prescribed zeroes as additional constraints, and the essen- 
tial result of Section 3 is that this problem is “well posed” in an appropriate 
sense (Propositions 3.4, 3.8). Ljusternik-Schnirelman theory enters the pic- 
ture in Section 4, where the main results are discussed and proved for case 
(R) (Theorems 4.2, 4.6, and Corollary 4.3). Strictly speaking, however, 
almost all of Section 3 is part of the proof of Theorem 4.2, but the material 
is organized in such a way that the key ideas appear in Section 4 while the 
technicalities are gathered in Section 3. The key ideas involve the study of 
the sets P, (n E N) consisting of all solutions of the auxiliary variational 
problem when the system of prescribed zeroes ranges through all possible 
configurations of at most n - 1 zeroes. We exhibit a continuous odd map 
8: 9-l -+ P,, thus showing that the genus of P, is at least n. On the other 
hand, it is seen from an evaluation map argument that every closed subset 
of S, whose genus is >n contains functions with any given configuration 
of at most n - 1 zeroes. Combining this information with the standard 
deformation lemma of Ljusternik-Schnirelman theory, we then conclude 
that P, contains eigenfunctions belonging to the nth Ljuster- 
nik-Schnirelman level. These and other properties of the sets P, may be of 
independent interest, and they are therefore listed in a separate theorem 
(Theorem 4.6). Case (S) is treated in Section 5. Although the assumptions 
for case (S) are almost identical with a set of assumptions used in [S], they 
are restated precisely in Section 5 for the convenience of the reader. 
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We also try to elucidate them by two examples somewhat different from 
the examples given in [5]. 
Finally, a technical remark is in order. Our assumptions do not require 
the nonlinearity to be of higher order, and hence we may include the term 
q(t) u in (1.1) in the nonlinearity. Moreover, we may reduce to the case 
p = 1 by a standard coordinate transformation. These reductions are use 
throughout Sections 24 in order to avoid unnecessary complications of the 
presentation. For the same reason p E 1 is assumed in Section 5 even 
though the proofs go through for more general p. 
2. A SIMPLE UNIQUENESS RESULT 
On an arbitrary interval 1, we wish to consider a nonlinear differential 
equation of the form 
-(p(t) u’)‘+q(t)u+f(t, u)=h(t) u, (2.1) 
with continuous data q, v,f, and with p E C’. The functions p and r are sup- 
posed to be positive and. bounded away from zero on 1, and f: Ix R -+ R is 
supposed to satisfy the following crucial condition: 
(M) The function M defined for y > 0, t E I by 
M(t, Y) &.A 
Y 
is strictly increasing in y for every fixed t. 
Now the standard transformation z‘=z(s) with ds= &,/p(t) reduces (2.1) 
to the equation 
-v”+fi(s, v)=hl(s)v 
on the interval I, := z-‘(I), where we have put 
(2.21 
4s) = 4+)), 
flk Y) := P(~~~))(q(~(~~) Y +f(ds), Ylh 
r1b) := P(tb)) d+)). 
Obviouslyf, again satisfies condition (M). It is thus no loss of generality to 
assume p = 1 and q = 0 in (2.2), which we shall do in the sequel. We are 
thus considering the eigenvalue equation 
-u”+f(t, u)=h(t) u (2.3) 
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with f and I continuous, f satisfying (AI), and r(t) > Y* > 0 for every t. For 
this equation we have the following uniqueness and “‘monotonicity” result, 
which generalizes a result of Kiipper [14] (strictly speaking, it is the 
“singular case” version discussed in Section 5 which generalizes the result 
from [ 141): 
PROPOSITION 2.1. Let t,, t, E I, t, < t,, and consider two functions 
u, UE C*(I] such that u(ti) =u(tJ (i=O, l), U, u>O in ]to, tl[ and such that 
u (resp. v) satisfies Eq. (2.3) with respect to the eigenvalue 1 (resp. p). Then 
(a) 1=,u ifandonly ifu=v in [to, t,], and 
(b) A<,u ifandonly ifu<v in ]to, tl[. 
It is convenient first to prove a partial result: 
LEMMA 2.2. Under the assumptions of Proposition 2.1 we have 
(a) Ifu<u in [to, tl], then A<,u. 
(b) If moreover l=,u, then it follows that u= v in [to, tl]. 
Proof Put B := u’v - uu’. Differentiating this expression and using (2.3) 
to eliminate u” and II”, we obtain a kind of “Green’s formula,” namely 
B(t,)-B(t,)=(,u---1) f’ruvdt 
f0 
+ s r; (f(tv u(t)) 4t)--fCt, 4t)) u(t)) dt. (2.4) 
Let yi be the common value of u(t,) and u(t,) (i = 0, 1). Then yi > 0 and 
B(ti) = y,(u’(t,) - v’(Q) (i=O, 1). 
Now suppose u ,< u in [to, tl]. Then it follows that B(t,) 6 0, B(t,) 2 0, and 
hence (2.4) yields 
where D :=I:; (M(t, u(t))-M(t, v(t))) u(t) v(t) dt is the second integral 
appearing in (2.4). But uu > 0 in It,, tl [ by assumption, and hence con- 
dition (M) implies D < 0. Thus we must have p > 1. In the case p = 1 we 
obtain D =0 and hence u = z, in [to, tl] by (M) and the continuity of u 
and V. 
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Proof of Proposition 2.1. The “if’ parts clearly follow from Lemma 2.2. 
Suppose now that there is s0 E Z such that U(Q) < IV(S~). Then put 
t~:=sup{tEZJtG3g,U(t)>~(t)), 
t; :=inf{tEZjt>,,s0,z4(t)>0(t)}, 
and apply Lemma 2.2 to the interval [tb, t;], which is evidently possible 
since u(ti)=u(ti) (i=O, 1) and u<v in It;, t;[. Thus it follows that /z<p. 
In the same way we see that A > p if there exists s E Z such that u(s) > u(s). 
Hence if I = ,u we must have u = v, and if 1~ p, the function h := v - u must 
be nonnegative and attain positive values. Suppose h has a zero si E 
It,,, tl[. Then y, :=u(sJ= v(s,)>O, and h has a local minimum at sl. 
Using (2.3) we thus obtain 
0 < h”(s,) = (A - ~1) r(s,) y, < 0, 
a contradiction. Hence J. < p implies u < v in ] to, t i[, which completes the 
proof. 
3. PIECEWISE SOLUTIONS AND AN 
AUXILIARY VARIATIONAL PROBLEM 
In this section we consider the nonlinear boundary value problem 
-u”+f(t, u)=A.r(t) u (a G t G b), (3.1) 
u(a) = u(b) = 0 (3.2) 
on the compact interval Z := [a, b]. The following assumptions are made 
throughout: 
(Al) f: Ix R -+ R is continuous, satisfies condition (M), and has the 
properties that f( t, - y) = -f( t, y) and $( t, y) >, 0 for every t E Z, y E R. 
(A2) r: I--+ R is continuous and strictly positive. 
Equation (3.1) is the Euler-Lagrange equation corresponding to the 
functional !P(p(u) := 5 ft u’(t)2 dt + jfi f;f(‘)f(t, y) dy dt together with the con- 
straint 
r(t) u(t)’ dt = const. (3.3) 
The domain of Y is the Sobolev space X:= Wt2(Z), i.e., the Hilbert space 
of all absolutely continuous functions u on Z such that u’ E L’(Z) and 
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u(a) = u(b) = 0. The norm on X will be denoted by )I 1) X whereas II (1 will 
denote the norm on L*(1) given by 
llu112 := I,” m2 dt. 
We also use the notation 
s, := (UEXI IIUIJ =R}, 
so that the constraint (3.3) can be reformulated as u E S, (where R > 0 is 
given). Finally, we put 
and 
G(u) := j-” cp(t, u(t)) dt (UEn 
a 
so that we have 
u’* dt + Q(u) 
for every 24 EX. 
Clearly assumption (Al) implies that f(t, 0) = 0 for every t E I and that 
f( t, v) is strictly increasing as a function of y for every fixed t E I. This, in 
turn, implies that q is nonnegative, and that for t E I fixed, cp(t, y) is con- 
vex, even, and strictly increasing for y 2 0. These facts will often be tacitly 
used throughout the paper. 
The auxiliary variational problem we are about to consider depends on a 
number R>O and a finite partition 
a=t,<t,< ... dt,-l<t,=b 
of the interval 1, and it reads: 
Minimize Y under the contraints ljul/ = R, u(to) = u(tl) = ..- = u(t,-l) = 
u( t,) = 0. (3.4) 
In connection with problem (3.4) we shall use the following notation. We 
Put 
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(where it is understood that the elements of 2 are labelled as a nondecreas- 
ing sequence), 
Jk := lfk- 17 &C (k = l,..., n) 
(note that Jk = 0 is possible!), and B(R, Z) := (U E S, 1 u(t) = 0 for every 
t E 2). Moreover, the set of solutions of problem (3.4) will be denoted by 
Q(R, Z), and for n EN, R > 0 fixed, we shall consider the set P, which is 
the union of the Q(R, Z) when Z ranges through all partitions with at most 
12 subintervals J, ,..., J,, . 
It will turn out that problem (3.4) gives rise to a certain kind of 
“piecewise solution” of (3.1), (3.2), and the set of these piecewise solutions 
(u, A) corresponding to a prescribed norm R and a prescribed set of zeroes 
Z will be denoted by P(R, Z). More precisely, P(R, Z) is defined to be the 
set of (u, A) E: B(R, Z) x R such that u is a classical solution of Eq. (3.1) on 
each of the open intervals J, of the partition given by Z. We begin our dis- 
cussion by collecting some simple properties of piecewise solutions for fixed 
R and Z. 
LEMMA 3.1. Let Z :={t, ,..., tmV1}, where act;< ... <t,_,<b, and 
consider (u, A) G P( R, Z). We have 
(a) Either IA 3 0 on Jk or 
u’+ zP>O on Jk (k = l,... m). (3.5) 
(b) The set of zeroes of u consists of a finite number of isolated points 
and of closed intervals each of which is the union of some of the .I,. 
(c) For every h E X which vanishes at the points of Z the relation 
[ u’(t)h’(t)dt+?; f(t,u(t))h(t)dt={ r(t)u(t)h(t)dt (3.6) 
L L L 
is valid for every L E- I which is the union of some of the Jk or Jk. 
Remark 3.2. If u is as in Lemma 3.1, then by definition u E C2(.7J for 
every k, but in general only the one-sided derivatives u’(t,+ ) and u’(t,- ) 
exist at the points of Z. Relation (3.5) now includes the appropriate one- 
sided derivative, i.e., u’( t,+ ) = 0 for some k E CO,..., m - 1) (resp. 
u’( t, - ) = 0 for some k E ( l,..., m > ) implies u 5 0 on Jk + 1 (resp. Jk). 
Proof of Lemma 3.1. (a) It is clear from assumption (Al) that the 
function M introduced in Section 2 can be extended to all of Ix R by 
putting 
wt, -Y) := M(t, Y) for y > 0, 
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M(t, 0) :=jif-lo M(t, y). 
YZO 
Then M is a bounded measurable function on Ix [ - yo, vo] for arbitrary 
y, 2 0, and hence the function q defined on I by 
4(t) := wt, u(t)) 
is also bounded and measurable. But from (3.1) it is clear that u satisfies 
the linear differential equation 
-UN e q(t) u = Ar(t) 24 
in Jk for k = l,..., m, and hence assertion (a) (in the sense made precise in 
Remark 3.2) follows from the uniqueness theorem for the initial value 
problem (resp. the terminal value problem) for such equations. 
Part (b) is an immediate consequence of (a), and (c) is easily established 
by partial integration on each of the .ik. 
In view of 3.1(b) it is convenient o introduce the following terminology: 
For u E X, a zero so will be called a nodal zero of u iff so is interior to I 
but not interior to the set of all zeroes of U. The set of all nodal zeroes of u 
will be denoted by N(u), and we are particularly interested in the case 
where N(U) G 2. 
LEMMA 3.3. Suppose that (u, A), (v, p) E P(R, 2) are such that N(u), 
N(v) c 2. Put 
L, := (tl b(t)1 6 Iv(t)1 >> 
JL := {tl b(t)1 ’ Iv(t)1 >. 
Then we have 
(a) With the notation of Lemma 3.1, for every k either Jk E L, or 
JksL2. 
(b) Ifn<p, then vr0 on L2. 
(c) If A 6 p and L, # 0, then !P( V) > inf,..(,,z) Y(z) 
ProoJ: From N(u) E 2 and (Al) it clearly follows that (1~1, ,?) E P(R, 2) 
and ul( lul) = Y(u). A similar remark applies to (v, p), and hence we may 
assume that u3 0 and v>O, which we shall do throughout the proof. 
(a) Suppose L2 n Jk # a. Then it follows that u > 0 in all of Jk. If 
also L, n Jk # 0, then we see that v > 0 in Jk. Applying Proposition 2.1 to 
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the interval Jk, this yields a contradiction. Hence we must have 
L,nJ,=@ or L2nJk=@. 
(b) If 0~ v <u on one of the Jk we must have ~~161 by 
Proposition 2.1. Hence (b) follows from (a). 
(c) Suppose A < p and L2 # 0. We shall prove our assertion by 
exhibiting a differentiable curve (u,&,~~~ 1in B(R, 2) such that u0 = v and 
(3.7) 
We define 
ug := (1 - t) V on L, 
ut; := p(<p2 on L2, 
where the nonnegative function p will be specified below. Since every boun- 
dary point of L, (i = 1,2) must belong to Z u {a, b) it is clear that uy E: X 
and uy(tk) =0 for every tkE Z (0 < < < 1). Moreover, U= 0 on L2 by (b), 
and hence 
Iluall~=~l-~)~~~~~~~df+P(C)~~]~~~~~ 
= (I- 5J2 R2 + p(t) R:, 
where Rs := JL2 ru2 dt > 0 by the assumption L2 # 0. Thus, taking 
P(t) :=$ (2k-e2), 
2 
we obtain Ilut;ll = R and hence ZQEB(R, Z) for every 5 E [0, 11. 
Since it is also clear that u0 = v, it remains to prove (3.7). To this end, let 
us define 
cDi(z) := j” p(t, z(t)) dt (ZEW 
L, 
(i= 1,2), and similarly !Fi, so that we have 6, = ds, + Cp, and Y = Y, -!- ul,. 
Note that 
-$ cp(t, (1-a v(t))= --f-(4 (I- txV(~)) v(t) 
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and (for 5 > 0 and t E L2) 
$ cp(t, P(5)“’ u(t)) =&$&J-k PW2 u(t)) u(t) 
=$ (1 -a wt, P(5)“’ u(t)) m2, 
2 
which yields 
$ @,(~~)I<=,,= - L,f(f, v(t)) u(t) dt s (3.8) 
as well as 
-$ @2(q) =$ Cl- 5) jL, M(t, u,(t)) 4t)* dt. 
2 
Now by condition (M) and the Dominated Convergence Theorem the last 
expression clearly tends to (R*/R:) JLz M(t, 0) u( t)2 dt as 5 + 0+ (where 
we have extended the function A4 as in the proof of Lemma 3.1(a)). This 
shows that Q2(ug) is differentiable from the right at 5 = 0 and that we have 
I M( t, 0) u(t)* dt. L* 
Using (3.8) and (3.6), we then obtain 
$ ‘v~(z+)~~=~= - s Lo v’* dt- L,J’(I. 4t))dt) dt s 
=-Pj rv* dt = -pR2, 
Ll 
and similarly again using (3.6): 
(3.9) 
=; P'(O) jL, u”dt=$(i j~*ru’dt-j~~~t,U(t))U(t)dt) 
= AR* -$ j M(t, u(t)) u(t)* dt. 
2 L2 
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Combining the last two results with (3.5), we finally obtain 
from which (3.7) evidently follows because of condition (M) and the 
assumptions that ,I< p and L2 # 0. 
Now we are in a position to describe the set of solutions of problem (3.4) 
for fixed R and Z. 
PROPOSITION 3.4. Let R> 0 and a finite partition Z of I be given, and 
Put 
Then 
(a) There exists a unique nonnegative function u0 E B(R, Z) such that 
y-‘(%d = P. 
(b) The set Q(R, Z) of all solutions of problem (3.4) with respect to 
the given R and Z consists of all continuous functions u such that Jul = uO. 
(c) There exists a number A0 > 0 such that (u, A,) E P(R, Z) for every 
u E Q(R Z). 
(d) ifu~Q(R,z), then N(u)cZ. 
Proof. We begin by proving the existence of solutions to problem (3.4), 
which is easily accomplished by the usual minimizing sequence argument, 
First of all, it easily follows from (Al) that !P>O, hence p > -co, and that 
!P is convex and continuous, hence weakly lower semicontinuous on X. 
Clearly B( R, Z) # @, and any sequence (u]),.~ 1in B(R, Z) such that 
must be bounded in X. Thus we may extract a weakly convergent sub- 
sequence, and if u is the limit of such a subsequence, then all we have to 
show is u E B(R, Z) for then the weak lower semicontinuity of Y will yield 
Y(u) = j? and hence u E Q(R, Z). Therefore let us prove that B(R, Z) is 
weakly closed in .X. For this, note that 
m-l 
B(R, Z) = SR n n S$(O), 
k=l 
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where t 19***9 t m- 1 are the distinct points of Z, and where the linear 
functionals 6,, ,..., Bf,-, are defined by 
W) := 4tk) (UEX; l<k<m). 
Now the Sobolev space X= FVa2(Z) has a compact embedding into L*(Z), 
from which it follows that SR is weakly closed in X. Moreover, there exists 
a continuous embedding of X into C(Z) (i.e., the space of continuous 
functions on Zendowed with the usual sup-norm), which shows that the 6,, 
are well-defined continuous linear functionals on X. Hence the sets S,l(O) 
(k = l,..., m - 1) are weakly closed by definition of the weak topology. Thus 
B(R, 2) is weakly closed, as asserted. (Of course the embedding X-t C(Z) 
is also compact, but we do not need this here.) 
Next, we show that every u E Q(R, Z) leads to a piecewise solution (u, A) 
of the Dirichlet problem (3-l), (3.2). For this, note that the constraints 
involved in problem (3.4) are given by the P-functional I).(/ and the m - 1 
linear functionals 6,, (1 <k < m) on X By the Lagrange Multiplier 
Theorem (see, e.g., Gelfand and Fomin Cl 11) it thus follows that for every 
UE Q(R, 2) there exist numbers 1, AI,..., A,_ 1 such that the equation 
m-1 
-d+f(t, u)=lu+ c 1,6, 
k=l 
holds in the distributional sense. 
In particular for every k the restriction of u to the open interval Jk is a 
weak solution of (3.1) in Jk, with i not depending on k. But then classical 
regularity theory for Euler-Lagrange equations (see, e.g., Gelfand and 
Fomin [ll]) shows that the restriction of u to Ik belongs to C*(J,) and is 
a classical solution of Eq. (3.1) in Jk (1 <k d m). By definition this means 
(u, 1) E W, Z). 
Now observe that for every u E Q(R, Z) we have 1~1 E B(R, Z) and 
!P( 1~1) = Y(u) = /?, i.e., (~1 E Q(R, Z). Thus Q(R, Z) contains nonnegative 
functions. Moreover, applying Lemma 3.1(a) to lu( one sees that, for every 
k, the function u must vanish identically on Jk if it has a zero in Jk. This 
means that N(U) _c 2, i.e., we have established part (d). 
But this enables us to compare solutions of problem (3.4) by means of 
Lemma 3.3. Thus consider U, u E Q(R, Z) such that U, u > 0, and eigenvalues 
1 resp. p corresponding to u resp. v. Without loss of generality, assume 
,I < ,u. Then Lemma 3.3(c) tells us that u(t) d v(t) for every t E I. But IJujl = 
R = /lell, and hence we must have u = 0, i.e., we have proved (a). Let u0 be 
the unique nonnegative element of Q(R, Z), and consider an arbitrary con- 
tinuous real-valued function u on Z such that jr.41 = uO. Then u cannot 
change sign on any of the intervals Jk because of N(u,) E Z, and hence u = 
cksO on Jk, with Ed = k1 (k = I,..., m), and this clearly implies UE B(R, Z) 
NODALANDVARIATIONALPROPERTIES 313 
and Y(U) = Y(u,) = j?, i.e., UE Q(R, Z). We have already seen that 
UE Q(R, Z) implies 1~1 EQ(R, 2) and hence lu\ =~a, so that (b) is now 
established, too. Finally, if U, v E Q(R, Z) and 1, ,U are their respective igen- 
values, then (3.1) shows that ,I = p, because U, v cannot vanish identically 
and (~1 = Jul. The fact that the common eigenvalue &, is positive evidently 
follows from (3.6). This completes the proof of (c) and of the entire 
proposition. 
The last proposition has an interesting consequence concerning solutions 
of problem (3.1), (3.2). Note first that by (Al) this problem has the trivial 
solution u = 0 (and I arbitrary), but if (u, I) is any nontrivial solution (i.e., 
u # 0), then the argument used to prove Lemma 3.la) can be applied to u 
on all of I, showing that the set Z of interior zeroes of u is finite, so that it 
may be viewed as a partition of I. Let us now prove the following: 
COROLLARY 3.5. Suppose u#O is a solution of problem (3.1), (3.2) Cfor 
suitable A), let Z be the set of its interior zeroes, and put R := I/u/I. Then 
(a) u E Q(R, Z) (notation from Proposition 3.4!). 
(b) If v is another solution of (3.1), (3.2) such that /jv(I = R and Z= 
(t~]a,b[lv(t)=O), then u=u or v= -u. 
(c) Suppose in addition that the differential equation (3.1) is 
autonomous and that f is locally Lipschitz. Then u and -u are the only 
eigenfunctions of (3.1), (3.2) having norm R and the same number of zeroes 
as u. 
Proof: (a) Let u. be the non-negative function in Q(R, Z), and let ,I, 
be the eigenvalue corresponding to uO. Suppose first that A>,&. Since u 
cannot vanish on any non-empty open set, Lemma 3.3(b) then shows 
that IuI Zu, on I. But Ilull = R= IIuoll, and hence ju[ = uo, which implies 
u E Q(R, Z) by Proposition 3.4(b). On the other hand, if ,I < ;1,, then 
Lemma 3.3(c) implies that IuI <u. on I, and we conclude u E Q(R, Z) in the 
same way as before. 
(b) By part (a) we have v E Q(R, Z) hence lul = /vi, from which the 
assertion follows. 
(c) Let { tl,..., t,} be the set of distinct interior zeroes of u, and let 
tO:=a t Y m+l := b. Pick k E {l,..., m) and put v(t) := -u(2t, - t). Since f is 
odd, v satisfies (3.1), and u(tk) = 0 = u(tk), v’(tk) = u’(tk), so that u E 2) on a 
common maximal domain interval which contains I. Since tk _ 1, tk, tk + 1, 
are subsequent zeroes of u (and hence of u), it follows that tk+ I = 
2t, - t, - 1 and hence tk+ 1 - t, = t, - t,- 1. This being true for every k, we 
infer that 
tk=a+ &(b-a) (Odk<m+l). 
m/62/3-2 
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But the same argument applies to any other solution of (3.1), (3.2) having 
exactly m interior zeroes. Thus the result follows from (b). 
Our final task in this section is to investigate how the elements of 
Q(R, Z) change when the points of Z are varied. Again we have to begin 
with two somewhat echnical lemmas. As usual, for YEZ and 6 >O the 6- 
neighborhood of Yin Z will be denoted by U,(Y), i.e., we put 
U,(Y) :=Zn U It-b, t+d[. 
fE Y 
LEMMA 3.6. Let R and Z be fixed, put 2 := Zv (a, b), and consider 
(u, A) E P(R, Z). Then, for every E > 0 there exists S > 0 such that 
min y(v)< Y(U)+& 
DEB(R,Z’) 
for every finite partition Z’ such that Z’ E U,(z). 
ProojY We shall construct a family (us)0 < 6 < d0 of functions vg E S, such 
that 
v* = 0 in U,(Z) (3.10) 
and 
lim sup !P(v,) 6 y(u). 
CT-o+ 
(3.11) 
Clearly the lemma follows from this since vg E B(R, Z’) for every 
Z’E U,(2). 
First of all, note that we may suppose u 3 0 because of Y(U) = !P( 1~1). As 
before, let (to, tl,..., t,) be the increasing sequence of the distinct points of 
Z (in particular, to = a, t, = b), and let u’( tk + ) be the one-sided derivatives 
introduced in Remark 3.2 (k = 0, l,..., m). 
Choose a constant co such that 
co>max{ Ju’(tO+)I,..., IU’(L I+ )I, lu’(t, - II,..., b’(L- ,I>, 
and then choose 6, > 0 such that 
U2S&tk- 1) n U*dtd = 0 (k = l,..., m) 
and lu’( t)l < co for every t E Uz8& tk) (k = O,..., m). Now fix 6 E 10, S,[, and 
consider the continuous function h: I-+ [O, l] which is given by 
h(t):=(l/d)(t,-6-t) if t,-2S<t<tt,-S 
h(t) := 0 if t,--S<t<t,+S 
h(t) := (l/S)(t - tk - 6) if t,+S<t<t,+2S 
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in Uza(tk) (k = O,..., m), and which takes the constant value 1 elsewhere. Put 
q, := hu. Then evidently v0 E X, u0 vanishes in V,( tk) for every k, and we 
have 0 6 u0 < u on 1, which implies cP(q,) < Q(u). Since u and u,, coincide 
on I- UrGO U2&(tk), we thus obtain 
v;: dt. (3.12) 
However, the choice of 6, implies 0 < u(t) d cO/ t - tkl in U2bo(tk) and hence 
0 d u(t) < 2c,6 (3.13) 
in’U,,(t,) (0 < k < m). Using this we estimate: 
s tk+?.6 v;: dt = fk s 4+26(~h’+~‘h)2dt~2~ik+2S((Uh’)2+(~’~)2)dt~10~~6. tk + 6 fk + d 
Combining this result (and the analogous estimate for the intervals 
[ tk - 26, tk]) with (3.12), we finally obtain 
fq%) - Y(u) < Cl 6, 
where we have put c1 = 10 mci. 
(3.14) 
Next, we have to “normalize” uO. Thus, put v :=pvo, where p := R///vOjJ 
(note that 0 < I\zQ < R). Th en it is clear that u E S, and satisfies (3.10). 
Moreover, using (3.13) again, we easily obtain 
/1412 - //~o//z d c2a3 
with a suitable constant c2 > 0, and hence 
The values of CD at ZI and u. can easily be compared with the help of con- 
dition (M). In fact, we get 
@j(v) - @(uo) = jb (cp(t, v(t)) - dt, u,(t))) dt 
la 
b = 
ss 
h, sue(t)) u,(t) ds dt 
a 1 
b PS 
< 
ss a 1 ;f(t, v(t)) uo(t) ds dt. 
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On evaluating the &integral this yields 
Of course p, v and v0 depend on 6, and we now take this into account by 
writing p(6), vg, and vo6, respectively. Obviously the family (zI~)~, s < 60 
satisfies (3.10). To prove that it also satisfies (3.11), note first that 
lim p(6)= 1 (3.17) 
S+O+ 
by (3.15), and that, in particular p(6) remains bounded on 10, S,[ (we may 
decrease a0 if necessary). Thus, using 0 < u,(t) = p(6) uos(t) Q p(6) u(t), we 
see that the integral occurring in (3.16) is bounded by a constant cg 
independent of 6. Moreover, in proving (3.14) we have seen that 
s b b vr2 dt < OS ’ s d2 dt + 2c, 6 n a 
and hence jz v$ dt < cq < co, where cq does not depend on 6. Combining 
these estimates with (3.14) and (3.16), we finally obtain 
Y( V,) - Y(u) = f (~(6)~ - 1) 6 u;; dt 
+ (@(UC?) - @(uod) + (@P(vos) - @(u)) 
and therefore (3.11) follows from (3.17). 
LEMMA 3.7. Consider functions uo, ul, u2,.,. belonging to S, and such 
that u. is the weak limit of the sequence (u~)~~,. If also Y(u,) =limi, o. 
Y(u,), then (ui) converges to u. in the norm of-Y. 
ProoJ: Put q := Y - @, and note that q, @‘, F are weakly lower 
semicontinuous on X, because they are continuous and convex. Thus we 
have 
and 
q( uo) < lim inf q( ui) 
i-tee 
(3.18) 
@(uO) d lim inf Q(q), (3.19) 
i-00 
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and hence 
Yu(%) = dud + @(%J 
< lim inf q( u j) + lim inf @( ui) 
i+m i&+,X 
<lim inf(q(ui) + dr(u,)) = lim Y(Ui) = u-‘(U,), 
i-m i + m 
which shows that we must have equality in (3.18) and (3.19). But then 
lim sup q(ui) = lim sup( Y(u,) - @(u,)) 
i-tee i-14 
hence 
dlimsup Y(‘(ui)-liminf@(ui) 
i-to; i’LD 
= ‘y(%J - @(%I = q(%J, 
i.e., we have proved 
q(u,)= lim q(uj). 
i-m 
(3.20) 
Passing to an equivalent norm if necessary, we may assume that we have 
Ml:= /1412 + 2q(u) (3.21) 
for all u E X. This being a Hilbert space norm, the weak convergence of (ui) 
to u,, implies the strong convergence provided we can show that //uJ X -+ 
Jju,,jJX as i -+ co. But this clearly follows from (3.20), (3.21), and the 
assumption that I/uO/I = I/ uill = R (i 2 1). Hence the proof is complete. 
To formulate our result on the continuous dependence of the solutions of 
problem (3.4) on the points of Z, we need some additional notation. For 
any integer yt > 1, let C, G I”+ be the set of all nondecreasing finite sequen- 
ces (to,..., t,) such that t, = a and t, = b. For such a sequence, consider the 
partition 2 := {to,.,., tn} - {a, 6) as well as a fixed R >O. Then we know 
from Proposition 3.4 that for every a = (txl ,..., a,) E f f 1, - 1 >“, there exists 
a unique u E Q(R, 2) such that 
u(t) = %343(t) for tc.J, 
(k = l,..., n), where u0 is the nonnegative element of Q(R, 2). This function 
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u will be denoted by U,,(R, 2, a), and it is clear from Proposition 3.4 that 
Q(R, 2) = { U,,(R, 2, a) ( CI E ( + 1, - l}“}. Now let us prove the following: 
PROPOSITION 3.8. Let R > 0, n E N and c1 E ( + 1, - 11” be fixed, and con- 
sider partitions Z,, Z1, Z, ,..., such that Zi = ( t, 11~ k < n], where 
(t,, t, ,..., tin) E C, for every i > 0. If 
t,, = lim t, (k = 0, l,..., n), 
i-m 
(3.22) 
then U,(R, Zi, cc) tends to U,,(R, ZO, cc) in the norm of X. 
Proof: Put ui := U,,(R, Zi, a) and Bj := !Y(u(u,) = min,(,, zjj ul(i> 0), and 
suppose that (3.22) holds. Then Lemma 3.6 implies that 
f10 > lim sup fij. 
i-m 
(3.23) 
In particular, Y is bounded on the sequence (ui). Thus it follows from 
(3.21) that (uJ is bounded in X and hence possesses weakly convergent 
subsequences. 
Let (f4Jh a 1 be a weakly convergent subsequence, and let v EX be its 
limit. Then j(ui, - ~11 -+ 0 as h -+ cc due to the compact embedding 
X+ L*(I), which implies v E S,, and the ug converge to v uniformly on I 
due to the compact embedding X-t C(I) from which it is easily seen that 
v(to/c) = 0 (k = 0, l,..., n), 
since uih(tih,k) = 0 for h 3 1, 0 <k < n by assumption. Therefore we have 
v E B(R, Z,), and hence, using (3.23) and the weak lower semicontinuity of 
ul, we obtain 
hence 
‘P(v)=p,=~mmfii,. (3.24) 
Thus it turns out that u E Q(R, Z,). We claim that v = U,(R, ZO, cc). To see 
this, consider the open subintervals J1,..., J,, arising from the partition Z,. 
If Jk = 0 or u = 0 on Jk, there is nothing to prove. For an index k such 
that Jk # 0 and v # 0 on Jk, pick sk E Jk and note that by (3.22) we must 
have sk E ]tik,+ 1, tak[ for all sufficiently large h. But then the sign of uih(sk) 
is ak, and by the uniform convergence ui, -+ v this implies that the sign of 
u(sk) is also tlk, which proves our claim. 
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Thus we have shown that U,( R, Z,, a) = u0 is the only possible limit of 
the weakly convergent subsequences of (ui). Hence the whole sequence 
(4,l must converge weakly in X to u,,. Then clearly (3.24) also holds for 
(uJ in place of (U,), and hence our assertion follows from Lemma 3.7. 
4. THE MAIN RESULTS IN THE REGULAR CASE 
The results we are about to present pertain to the nonlinear eigenvalue 
problem 
-(p(t)u’)‘+q(f)u+“I-(t,u)=Lr(t)u; (4.1) 
u(a) = u(b) = 0 (4.2) 
on the compact interval I := [a, b], where the given functions f, r, p, q 
satisfy (Al), (A2) (cf. the beginning of Section 3) and the standard 
assumptions of Sturm-Liouville theorey, i.e., 
(A3) q: I-+ R is continuous, and p: I + 10, co [ is of class C1 on I. 
We retain the notations X, /I 11, cp, @ and S, introduced at the beginning 
of Section 3, and we define !P% -+ R by 
Y(u) :=;IbpuT2 dt +; 1” qu2 df-+- Q(u). 
a a 
Then (4.1) is the Euler-Lagrange equation corresponding to the functional 
Y and a constraint of the form /j~l/~= R2, and hence the (classical) 
solutions of (4.1), (4.2) correspond to the critical points of the restriction of 
Y to a given level surface S,. We are interested in those solutions which 
enjoy a variational characterization of Ljusternik-Schnirelman type. Thus 
let us define the nth Ljusfernik-Schnirelmann level c, (for fixed R > 0) by 
where C denotes the system of all closed symmetric subsets of S,, and y(A) 
denotes the genus of A in the sense of Coffman [8]. Using a suitable ver- 
sion of Ljusternik-Schnirelman theory (e.g., the version developed in 
Bongers [4] and Bongers, Heinz, and Kiipper [5]), one finds that for 
arbitrary R > 0 and n > 1 there exists at least one antipodal pair (u,, A,), 
(-u,, ,I,) of solutions of problem (4.1), (4.2) such that u, E S, and 
Y(u,)= Y(-u,)=c,. (To be specific, this follows from Theorem 3.1 of 
[S], if we take H, :=X= W,$*(I), Y := H= L*(I) and note that 
assumption (II 3) of [S] is not needed in the present case). 
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Remark 4.1. The results of Bongers [4] and Bongers, Heinz, and Kiip- 
per [S] fit particularly nicely into the framework of the present paper, but 
we might as well have used the results of Zeidler [20, Theorem 31 or the 
earlier work of Riddle [17, Theorem 3.21. Riddle, who ramified the basic 
work of Browder [6, 71, uses the Ljusternik-Schnirelman category instead 
of the genus, but this is immaterial since both invariants lead to the same 
systems of subsets of S, and hence to the same critical levels c,(cf. 
Rabinowitz [16]). It should be noted, however, that most treatments of 
the Ljusternik-Schnirelman theory are unsuited for application to the 
present problem, because SR is unbounded in the space X. 
Now we are ready to state the main theorem of this section. Let 3, 
denote the set of all partitions 
a=t,<t,< a’. <t,-,<t,=b 
of Z such that m <n, and for ZE 3,, the set of all functions u E S, which 
vanish at the points of Z is again denoted by B(R, 2). 
THEOREM 4.2. Suppose assumptions (Al), (A2), (A3) are satisfied for 
problem (4.1), (4.2). Let R > 0 and II 2 1 be arbitrary. Then 
(4 c, = supzEsn inf,..(,,) Vu). 
(b) Cn<C,+l. 
(c) There exists a soZution (u, A) of problem (4.1), (4.2) such that 
II4 = R Y(u) = c,, and such that u has precisely n - 1 zeroes in ]a, b [, 
(d) Zf u E SR is an eigenfunction of problem (4.1), (4.2) such that 
Y(u) > c,, then u has at least n zeroes in ]a, b[. 
Evidently part (b) is an analogue of the fact that the eigenvalues of a 
linear Sturm-Liouville problem are simple, since it means that the “higher 
multiplicity case” of Ljusternik-Schnirelman theory does not occur. Note, 
however, that this does not imply a uniqueness theorem for solutions of 
problem (4.1), (4.2) (except for the case n = 1, since uniqueness up to sign 
of the minimizing solution is an obvious consequence of Proposition 3.4). 
In fact, for n > 1 it is not clear whether there exists more than one 
antipodal pair (u, -u) of eigenfunctions UE S,n Y-‘(c,) with precisely 
n - 1 nodal zeroes, or even whether there exist eigenfunctions u E S, n 
‘iu-‘(c,) with more than n- 1 nodal zeroes. 
Apart from (a), another characterization of the nth Ljusternik- 
Schnirelman critical level c, is implicit in parts (c) and (d) of the theorem, 
for they may be restated as saying that c, is the maximal value of Y on the 
set of eigenfunctions with norm R and less than n nodal zeroes. 
Clearly, part (a) is an analogue of Courant’s famous maximum- 
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minimum principle. An even closer analogue is given by the following 
corollary. 
COROLLARY 4.3. Under the assumptions of Theorem 4.2 we have 
c, = sup inf Y(u), 
v ut VrTSR 
where V ranges over all closed linear subspaces of X whose codimension in X 
is <n. 
Prooj Put d,, := sup v inf,. SRn v Y(u). 
For ZERO, Z= (tl ,..., t,_, } (not necessarily distinct!), recall that the 
evaluation functionals 6, introduced in the proof of Proposition 3.4 are 
elements of X*, and hence V:= (uEXIu(tl)= .*. =u(t,-l)=O) is a 
closed linear subspace of codimension <n - 1 in X. But B(R, Z) = S, A V, 
and hence Theorem 4.2(a) implies c, < d,. On the other hand, consider the 
systems 
z*:= {Acqy(A)>n} 
and 
z;,* := {BE:CIy(A)<nforeveryAECsuchthatAnB=@}, 
and the sets M’ := S, n Y-‘(I- co, cl), M, := S, n p”-‘( [c, co[), which 
obviously belong to z for any c E R. Using orthogonal projections, one 
immediately verities that V/E x:,*- 1 for every closed linear subspace V of 
codimension <n in X. Hence we obtain 
=inf{c(M”EC,}= inf sup Y(Y)=c,, 
AEZ, UEA 
as is easily checked using the elementary fact that A r, A 2 E C and A 1 c A, 
implies y(A,) < y(A,). Thus we have shown d,, = c,, as desired. 
Remark 4.4. Assertion (a) of Theorem 4.2 may be interpreted as saying 
that the system (B(R, Z) ( Z E 3n} is “dual” to the usual system xc, in the 
sense considered by Ambrosetti and Rabinowitz in [2]. Evidently the 
system ,5’:- 1 introduced in the preceding proof can be constructed in much 
more general situations than considered here, and it is in a sense the most 
natural system dual to z,. Results on this “simple-minded duality” were 
presented in Heinz [12] in the context of the Ljusternik-Schnirelman 
category. 
Turning to the proof of Theorem 4.2, let us first note that it is no loss of 
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generality to assume p = 1, q E 0 in (4.1). For, by adding a suitable scalar 
multiple of ru to (4. l), we can arrange q > 0 on I, and then the transfor- 
mation indicated at the beginning of Section 2 leads to an equation of the 
form (2.2) which still satisfies (Al), (A2). By the invariance of 
Euler-Lagrange equations neither the critical values of the associated 
functional nor the value R of the prescribed norm are affected by this trans- 
formation. Hence we may replace problem (4.1), (4.2) by problem (3.1), 
(3.2), and all the results of Section 3 are at our disposal. 
For c E R, let KC denote the set of all u E SR n Y’-‘(c) which are critical 
points of the restriction of !P to the hypersurface S,. We shall need the 
following property of KC : 
LEMMA 4.5. Let n 2 1 be an integer, and let W be a symmetric open 
neighborhood of KCn in SR. Then there exists E > 0 such that there is an odd 
continuous mapping 
where we haveput M”:=S,n !P’(]-m, c]) for CER. 
This lemma is well known from Ljusternik-Schnirelman theory. 
Specifically, the proof given by Amann [l] in the generalized form due to 
Bongers [4], ensures that the lemma is valid in the case under con- 
sideration. 
Now let R > 0 and n E N be fixed. The key to the proof of Theorem 4.2 is 
to study the set 
pn := u Q(R,Z), 
ZE3n 
where the notation is as in Proposition 3.4. All the assertions of 
Theorem 4.2 will turn out to be easy consequences of the properties of P, 
listed in the following theorem. 
THEOREM 4.6. Under the assumptions of Theorem 4.2 we have 
(a) P, is compact and symmetric and y(P,) = n. 
(b) c, = maxUsPn Y(U). 
(cl Pn n Kc. f 0. 
(d) If u E P, n KCn, then u has precisely n - 1 zeroes in ]a, b[. 
(e) If u E S, is an eigenfinction of problem (4.1), (4.2) with m zeroes 
in ]a, b[, and ifm<n, then UEP,. 
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Proof. Clearly P, is symmetric since the Q(R, 2) are symmetric. We 
shall prove that P, is compact and that 
Iv,) b n (4.3) 
by exhibiting an odd continuous mapping 6 whose d.omain is an (n - l)- 
dimensional sphere and whose range is P,. To this end, consider the unit 
sphere S in R” with respect to the II-norm, i.e., 
and assign a partition Z(h) E 3, to every h E S by putting Z(h) := {t,(h),..., 
t,-,(h)} with 
t,(h):=a+(b-a) -f Ihjl. 
j=l 
For fixed a E { + 1, -l}” define O,(h) E P, by O,(h) := U,(R, Z(h), a) 
(with the notation introduced above Proposition 3.8), and put D, := 
{hcS]cljhj>/O for j= l,..., n). It follows from Proposition 3,8 that 0,: 
D, -+ X is continuous. Moreover, S is the union of the finitely many closed 
subsets D,, and for any a, p E ( + 1, - l}” obviously 0, and 0, coincide on 
D, r\ D,. Hence there is a unique continuous map 0: S -+ X which coin- 
cides with 0, on D, for every a. This map is odd by construction, and it is 
clear from Proposition 3.4 that O(S) = P,. This proves the compactness of 
P, as well as (4.3) (recall that y(S) = n). 
Next, put b, := maxUGpn Y(U), and observe that b, 3 c, by (4.3) and the 
definition of c,. To prove the converse inequality, choose E > 0, and con- 
sider a set A EZ: such that y(A) >, n and sup,,* F(U) cc, + E. Let u1 E P, 
be such that Y(uI)= b,, and let ZG~, be a partition such that 
u1 E Q(R, Z). Define the evaluation map E: X--+R"-' by E(u) := (IA(~,), 
u(txvl)), where {iI ,..., t,-l > = 2. Then E is a continuous linear operator, 
as is immediately verified using the Sobolev embedding X+ C(I). 
Thus y(A) > 12 implies that E must have a zero in A, i.e., 
A n B( R, Z) # 0. Choose v E A n B(R, 2). From u1 E Q(R, Z) we then 
obtain 
b, = Y(q) < ‘y(u) < sup V(u) < c, -t E. 
U6A 
Since E > 0 was arbitrary, this yields b, Q c, and thus we have established 
part (b) of the theorem. 
Next, suppose that K,” n P, = 0. 
Since P, is compact, we may then choose a neighborhood W of Kc8 in S, 
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such that Wn P, = 0. Let E > 0 and the map T be chosen according to 
Lemma 4.5. Using elementary properties of the genus, we now obtain 
a contradiction to (4.3) which proves part (c). 
Part (e) is clear from Corollary 3.5(a). To prove the rest of our asser- 
tions, we first have to establish Theorem 4.2(b), i.e., 
Cn<C,+l. (4.4) 
To do this, consider u1 E P,n Kc, and Z1 ~3, such that u1 E Q(R, Z,), 
choose SE ]a, b[ - 2, and put 2, := 2, u (s}. Since u1 is a classical 
solution of the differential equation (4.1) (for suitable A), all its interior 
zeroes are nodal, and hence ui(s) # 0 by Proposition 3.4(d). Choose u2 E 
Q(R, 2,). Then u2 EB(R, Z,), but u2 $ Q(R, 2,) by Theorem 3.4(b) and 
u2(s) =O. This means that Y(u,) > Y(u(u,) = c,. On the other hand, 
&E3,+1, hence u2 E P, + 1 and therefore Y((u,) d max,,pn+, Y(u) = c,+ i, 
which yields (4.4). 
Now let m be the number of distinct interior zeroes of a function UE 
P, n Kc,. If u E Q(R, 2) with .ZE 3n, then Proposition 3.4(d) implies that Z 
equals the set of interior zeroes of u, and hence we have m <rt - 1. On the 
other hand, u E P,, 1 by Corollary 3.5(a), whence we obtain c, = 
Y(u(u) < c, + i . But then (4.4) implies IZ < m + 1. Thus m = n - 1, and the 
proof of (d) is complete. 
Finally, if y(P,) > y1+ 1, then the definition of c,, I would yield c,+ 1 < 
SUP,,~, Y(v(u) = c,, which contradicts (4.4). Together with (4.3) this implies 
that y(P,) = n, thus completing the proof of Theorem 4.6. 
End of the proof of Theorem 4.2. Part (a) is a mere reformulation of 
Theorem 4.6(b), part (b) has been proved above, part (c) follows from 
Theorem 4.6(c), (d), and part (d) clearly follows from Theorem 4.6(b), (e). 
Remark 4.7. The continuous odd surjective map 8: S + P, constructed 
in the proof of Theorem 4.6 is by no means injective. Even if no u E P, 
vanishes on a nonempty open interval, the set &‘(B(h)) contains more 
than one point whenever h ED, n D, for two distinct multi-indices m, /?. As 
a topological space, P, is thus quite different from a sphere; in fact, P, is a 
rather complicated quotient space of the (n - 1)-dimensional sphere. 
Remark 4.8. Singular Sturm-Liouville problems with a nonlinear term 
satisfying condition (M) can be treated along the same lines under 
appropriate assumptions. These assumptions must ensure that the domain 
space X of 1v is compactly embedded in L2(1) and that, for every compact 
subinterval L of I, the restriction map is a compact operator from X to 
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C(L). In particular, the linear part must have purely discrete spectrum. 
However, in the next section we shall consider a singular case in which the 
linear part has continuous spectrum, and the growth of the nonlinearity at 
infinity is responsible for the compact embedding X--+ L*. 
5. A SINGULAR CASE 
In this section our basic interval will be Z:= LO, co[, and the nonlinear 
eigenvalue problem to be discussed may be stated as follows: 
- 24” + q(t) 2.4 + f( t, 24) = Au 
u(0) = 0, 
(t>O) (5.1) 
u E L2(Z). (5.2) 
In [S] Ljusternik-Schnirelman theory was used to develop an L2-theory 
for problems of this type (and of certain more general types), and the 
hypotheses under which this was done suit our present purpose, too. Let us 
therefore give a brief account of these hypotheses for the convenience of the 
reader. First of all we require 
(Bl) q: Z-t R is bounded and continuous, 
(B2) f: Z x R + R is continuous, and f(t, - y) = -f( t, y) for every 
tcZ, yrzR. 
Moreover, for every t E Z, y E R the partial derivative 
g(t, Y) := $ (4 1’) 
exists and is nonnegative and continuous as a function of y. 
The crucial “minimal growth” requirement is best formulated for g rather 
than f, and it reads 
(B3) There exist a constant Q >O and continuous functions 
WI-+ CO, co[, wo: [0, co[ -+ [0, co[ such that w,(x)>0 for x>O and 
liminfo,(x)x-“>O, 
X-tOf 
(5.3) 
g(4 Y)3$t)~o(IYI) (tcz, YER), (5.4) 
i ,: w(t)- 2f= dt < co. (5.5) 
Now let Y, @, cp be as in the preceding sections, put p := (r i- 2, and define 
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Y := L”(I, wdt), i.e., Y is the space of all measurable functions v on I for 
which the norm 
is finite. Moreover, the usual norm on L2(1) (resp. on FQ2(I)) is denoted 
by \/*I/ (resp. by 11*111), so that we have 
Ibll: = 11412 + Ib’l12 (24 E W(y2(1)). 
The space X := Yn W;“(I) is then a Banach space with respect to the 
norm )I /lx defined by 
and, as a consequence of (B3), this space enjoys the compactness properties 
needed for the application of Ljusternik-Schnirelman theory to Y under a 
constraint of the form I(u(I = R. However, we need additional restrictions on 
the nonlinearity to ensure sufficient regularity of Y on X. Trying to keep 
these restrictions as mild as possible, we choose the following set of 
assumptions 
(B4) There exist continuous functions Q,, 0: [0, co [ + [O, co [, g, : 
Ix R -P [0, co [ such that Q, is nondecreasing, In(O) = 0, and we have 
g(c Y) G w(t) Qdlvl) fg1(4 Y) (fe4 Y~R), 
lim sup Q,(x) x+ < co, 
x-o+ 
(5.6) 
(5.7) 
and 
f o=kt> h(t)Mt) 4t)l ~~~~~ll~ll,~ll~ll,ll~Il. 
for arbitrary u, v, h E X. (5.8) 
All these assumptions are discussed in detail in [S], and, in particular, a 
large variety of sufficient conditions for (5.8) is indicated there. We shall 
not repeat this discussion here, but it seems in order to illustrate (B3), (B4) 
by some examples. 
EXAMPLE 5.1. Consider the nonlinearity 
NODAL AND VARIATIONAL PROPERTIES 327 
where wo,..., wN are nonnegative continuous functions on I, r~ >O, and 
h I ,..., h,: R -+ R are odd and of class C’. Suppose that h’(0) = 0 and that h’ 
is strictly increasing on [0, co [, and assume that the integrals f; w&2/u dt 
and cj := l? w~‘/~w;~/~ dt for j= l,..., N are finite (where p = 0 + 2, as 
always). Then it is easily checked that f satisfies (B2)-(B4) if we put 
w(t) :== ((i. + 1) w,(t), 00(x) = Q,(x) :=x0, 
g1(4 Y) := f +q(t) y(Y), 
j= 1 
and 
G?(x) := (CT + 1)-2’p f c;“h’(x). 
j=l 
Moreover, f satisfies condition (M) since hi,..., hh are strictly increasing on 
w, WC. 
EXAMPLE 5.2. Consider 
H(t, y)= w(t) h --z- ) i ) W(t) 
where K 1-t R is continuous, positive, and square-integrable on I and 
where h: R + R is odd and of class CN+ ’ for some N 3 2. Assume that 
h’(y) 3 h’(O) for every y E R, that hCk’(0) 2 0 for k = 2,..., N, and that for 
suitable constants c, 6 > 0 we have 
66hCNf1)(y)<c forevery;iER. 
Obviously the constant function q(t) E h’(O) satisfies (Bl), and if we write 
ff(t, Y) = q(t) Y +f(t, 2’1, 
then f clearly satisfies (B2) with g( t, y) = h’( y/ W( t)) - h’(O). Now Taylor’s 
formula yields 
with 
gl(t, y) := Ngl F/&i+“(o) y.‘. 
j=l 
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Here we take rr = N, w(t) := lV(t)-N/N!, oO(x) = QO(x) := xN, g, as defined 
above, and Q(x) := ~,~=;i cjxf 
depending on h’j+ “(0) and 
where the cj are positive constants 
on SW(r)’ dt. With these auxiliary quantities 
(B3), (B4) hold, and (M) also holds if yg(t, y) >f(t, JJ) for y > 0, t E I. 
As before, we write S, = (uEXJ JIuIJ = R) (R > 0), and, for fixed R, we 
define the Ljusternik-Schnirelman critical levels c, as in Section 4. In [5] it 
was proved that under the assumptions (Bl )--(B4) problem (5.1), (5.2) has 
a sequence of solutions (u,, 2,) (n = 1,2,...) such that U, E S, and 
Y((u,) = c, for every n, and moreover, that lim, _ m c, = co and lim, ~ m 
1, = co. (Strictly speaking, the assumptions in [S] are somewhat weaker in 
that they permit a singularity at t = 0 which we exclude here.) 
Our goal in the present section is to prove that all the essential results of 
Sections 224 are valid for problem (5.1), (5.2) under the hypotheses 
(Bl )-(B4) and (M). Of course, we are not going to do this in full detail. 
Most of the arguments of the preceding sections go through without major 
changes, and we shall elaborate only on the points which require nontrivial 
changes or supplements. From now on, (Bl)-(B4) and condition (M) are 
in force throughout. 
Let us begin by collecting various technicalities which have all been 
proved (more or less explicitly) in [S]. 
LEMMA 5.3. (a) X is a rejlexive Banach space. 
(b) There are compact embeddings X + L*(I) and X + C,(I) (where 
C,(I) denotes the Banach space of bounded continuous functions on I with 
the supremum norm). 
(c) Zf both Y and the L*-norm )/.I( are bounded on a set A E X, then A 
is bounded in X. 
(d) For any u, hE X, the function t++f(t, u(t)) h(t) belongs to L’(I). 
(e) There is a function E: 1-t [0, co[ such that lim,,, E(t)=0 and 
lu(t)( 6 jIu(lx E(t)for every uEX, tGI. 
(f) @ is of class C1 on X, and its gradient F: X--t X* is given by 
(F(u), h) = j-f@, u(t)) h(t) dt (u, hex), 
0 
(where (., .) denotes the canonical pairing between X and X*). 
(g) For every M>O there is a 6>0 such that (f(t, yl)-f(t, y2)) 
(y,-yy,)~~w(t)l~1-yY21Pfor av te& yI, y2E C-M Ml. 
(The compactness of the embedding X-t C,(I) has not been proved in 
[5] but it follows easily from (e) via the same “cutting off’ technique that 
was used in [5] to prove the compactness of the embedding X-+ L’(1).) 
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As another preliminary we have to justify integration by parts on the 
unbounded interval I. More precisely, we prove the following: 
LEMMA 5.4. Suppose h E X, to E I, and let (u, A) be a solution of Eq. (5.1) 
such that UEX. Then on [to, CD[ fzu’h’dt+fzf(t,u(t))h(t)dt= 
-u’( to) h( to) + 1 f; u hdt. 
ProoJ: For s > to, integration by parts together with (5.1) yields 
D(s) := u’(s) h(s) - u’(t,) h(t,) 
= jS u’h’dt + j’f(t, u(t)) h(t) dt - 2 1’ ukdt 
fa (0 t0 
(5.9) 
By Lemma 5.3(d) and the fact that Xr: W$2(1) it is clear that all the 
integrands on the right hand side belong to L’(I). Hence D(co) := lim, -t o. 
D(s) exists. To compute this limit, note that by u’ E L2(I) there must exist a 
sequence (si) in [to, co [ which tends to infinity as i --+ co and on which u’ is 
bounded. By Lemma 5.3(e) we then find D(co) =limi, m u’(sJ h(sJ - u’(t,) 
h(t,) = -u’(t,) h(t,), whence the assertion follows by passing to the limit 
in (5.9). 
The “singular case version” of Proposition 2.1 which was announced in 
Section 2 now reads as follows: 
PROPOSITION 5.5. Let t, E I, and let u, Y E X be such that u(t,) = v(tO), u, 
u > 0 in It,, co [, and u (resp. v) satisfies (5.1) on [to, ~13 [ with respect o the 
eigenvalue A (resp. p). Then the assertions of Proposition 2.1 hold true. 
The proof is similar to that of Proposition 2.1; we only have to note that 
(2.4) holds with t, replaced by 00 and B( tl) replaced by 0, as is easily seen 
from Lemma 5.4. 
The defmitions and notations of Section 3 may now be .introduced in our 
present context, and Lemmas 3.1 and 3.3 as well as Proposition 3.4 and 
Corollary 3.5 may be proved without diffkulty. Of course, t,= 0 and 
t,=cc wheneverapartitionZ={t,,...,t,-I} (O<t,<*o.<t,-,<co)is 
being considered. Lemma 5.4 is used to establish (3.6). Lemma 5.3(d) is 
used to justify the manipulations with integrals in the proof of Lemma 3.3, 
and parts (a)-(c) of Lemma 5.3 are needed to carry out the existence proof 
for solutions of problem (3.4). 
The final part of Section 3 requires more detailed comment. First of all, 
when the prescribed zeroes tk are varied, some of them may “run off to 
infinity,” and we have to deal with this possibility in the context of 
505/62/3-3 
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Lemma 3.6. Thus, for S > 0 and a partition Z := {t, ,..., t,- r}, put 
z:=Zu (0, co} and define 
m-1 
Kd-3 := U,(m) u u ua(tk) 
k=O 
with U,(co):=]1/6, co] and U,(t):=Zn]t-6, t+6[ for tezZ. With this 
modified notation the assertion of Lemma 3.6 still holds. To prove this, 
consider a partition Z=(tl,..., tmvl> (O<t,< ... -ct,-,<a~) and a 
piecewise solution (u, A) E P(R, Z). We assume without loss of generality 
that u 3 0, and we choose constants c,, > 0, &, > 0 as before (but taking into 
account only to,..., t, _ r ). Decreasing 6, if necessary we also arrange that 
l/6,,> tmel + 2&,- 1. For arbitrary 6 E 10, SJ, put T := l/6 - 1 (so that 
U,d,(Z) n [T, co [ = @), and define u,, := hu, IJ := (R/lluO~l) uO, where on 
[0, T] the function h is defined as before, and on [T, cc [ it is given by 
h(t) := T+ 1 -t for T< t< T+ 1 and h(t) :=O for t > T+ 1. Then clearly 
u0 E X, v E S,, and v, u,, vanish in U,(z). To estimate Y, let us write Y = 
YO+ !Py, with Y,, (resp. !Pa) referring to integration over [0, T] (resp. 
CT, co [). For U, we obviously have (3.14) with cl not depending on T. For 
Y, we obtain 
Yu,(u,) - Y’,(u) <; j; u;l’ dt 
< s ~+1(~‘2h2+u2h’2)dt< j’+l (u2+zL2)dt, T 
and this tends to zero as T -+ co, since u, U’ E L*(I). Moreover 
s 
m 
s 
co 
u’dt- cc v*dt< 0 ’ s 
u2 dt 
T T T 
also tends to zero as T--P co. With these estimates the proof may be com- 
pleted as in Section 3. 
Next, consider functions uO, ul, u2,... as in Lemma 3.7. The arguments 
used to prove Lemma 3.7 then go through and lead to the conclusion that 
(3.20) and (3.21) hold if in (3.21) we replace 11 I( X by 11 I( r, the norm of the 
Hilbert space W,$‘(Z). From this we infer lim,, o. l/z.+ - u,,\/ 1 = 0, and thus 
(by definition of the norm in X) it remains to show that 
lim llui - uOll Y = 0. (5.10) 
i-cc 
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We begin by observing that 
@(uO) = lim @(uJ (5.11) 
i-+m 
by (3.20) and the assumptions, and 
lim (F(u,), ui- uO) =0 (5.12) 
ida 
by the weak convergence of the ui to uO. (Here we use the notation from 
Lemma 5.3(f).) Now choose M>O such that (uO(t)l GM and lu,(t)l <:M 
for every t E Z and every integer i > 1, which is possible by Lemma 5.3(b). 
Then choose 6 > 0 corresponding to M according to Lemma 5.3(g). Fix 
i > 1, and put ug_ := u0 + Qul -u,,) for 0 < c < 1. Then Lemma 5.3(g) gives 
tlf(4 u,(O) -At, wJ(t)>)(%(t) - &l(t)) 3 WW&) - dt)lP. 
Dividing by [ and integrating, we conclude 
(F(u<)-F(Ul)), Ui-UC)) 26<p-1(lUi-UCJ([$* 
It follows from Lemma 5.3(f) that @(ui) - @P(Q) = 16 (F(zQ), ui- uO> d& 
Hence we obtain 
Hence (5.10) follows from (5.11) and (5.12), and the proof is complete. 
With the new versions of Lemmas 3.4 and 3.7 thus being established, we 
can derive Proposition 3.8 in a form which includes the case tjk -+ co as 
i -+ co. For a given integer IZ > 1, we consider the sequences (to,..., t,) E 
[O, cQ-Jn+l such that 0= to< t, < .*+ <t,-, < t,= co, and for every 
sequence of this type we define the associated partition Z by Z := 
it o,..., tn> - {O,co}. With th is notation the assertion of Proposition 3.8 is 
valid for (5.1), (5.2). The compactness and uniform convergence lemmas 
needed in the proof are available from Lemma 5.3(a)-(c). 
The only modification needed for the material of Section 4 concerns the 
partition Z(h) associated with an element h of the (n - 1)-dimension& 
sphere S in the proof of Theorem 4.6. The formula for tk(h) given there 
obviously does not work for Z= [0, co [, and we replace it by 
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where z is a strictly increasing homeomorphism of [O, 11 onto CO, co] (in 
particular z(O) = 0 and z( 1) = co). 
Finally, let us summarize our results: 
THBOREM 5.6. The assertions of Propositions 3.4 and 3.8, Theorems 4.2 
and 4.6, and Corollaries 3.5 and 4.3 are all valid for problem (5.1), (5.2) 
provided the data functions satisfy (Bl)-(B4) and condition (Al). 
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