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Abstract 
Curtis Charles White 
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2013/14 
Vasil Hnatyshin, Ph.D. 
Masters of Science in Computer Science 
 
 
 
 
 Metabolomics is the science of comprehensive evaluation of changes in the 
metabolome with a goal to elucidate underlying biological mechanisms of a living 
system. There is an opinion in the field of metabolomics, the study of the set of 
metabolites present within an organism, cell, or tissue, that the future development of the 
field is contingent upon two factors. One of the factors is the advancement of analytical 
instrumentation, and the other is developing data mining methodologies for extracting 
meaningful and interpretable experimental results. There are many different types of data 
mining methodologies, but the undertaking of selecting a particular technique for one’s 
data is intricate. This task needs to take into account different issues like justifiability, 
reproducibility, and traceability when selecting and applying data mining techniques.  
Random Forests methodology stands out among data mining techniques, since it 
can be used for classification, feature extraction, and analysis. Random Forests algorithm 
has many different customizable parameters that affect the outcome of a particular run. 
Identifying the best values for these customizable attributes is a task in itself. My work is 
focused on the study of the Random Forests algorithm, and the task of determining its 
optimal configuration parameters, for sample classification in the field of Metabolomics. 
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Chapter 1 
Introduction 
 Metabolomics is the science of comprehensive evaluation of changes in the 
metabolome with a goal to elucidate underlying biological mechanisms of a living 
system. Practical applications of metabolomics are related to identification of 
pharmacological and/or physiological biomarkers which enable better clinical diagnostics 
and patient treatment. Metabolome is defined as the total compliment of small molecules 
(metabolites) in a living system that includes both endogenous species and xenobiotics - 
those introduced and modified by diet, medication, environmental exposure, and co-
existing organisms. The Metabolomics data is usually presented in the form of 
quantitative description of metabolites. Quantitative measurements of metabolite’s 
concentrations in the sample are generated in analytical labs through application of 
modern sample analysis technologies such as high resolution mass spectrometry and 
nuclear magnetic resonance spectroscopy [9]. Modern analytical technology enables 
detection of thousands of metabolites in a single sample. Therefore, the ability for field 
experts to manually review through the sheer volume of data alone is very difficult and 
almost an unrealistic task.  Luckily, there are several methodologies on how to process 
collected data, given a particular hypothesis-driven or data-driven study goal that is being 
pursued [15]. The data analysis methods and the data mining techniques in particular, are 
essential tools for the field of Metabolomics due to the enormous size of the analytical 
data that is being generated daily by the field [9]. 
 Classification and Regression Tree (CART) algorithm is one of the most popular 
algorithms for analysis of pharmaceutical data and it is based on the ideas introduced by 
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Leo Breiman. The CART algorithm relies on binary decision tree data structures [6]. The 
CART algorithm is a non-parametric decision tree learning technique that produces either 
a classification model to predict the category of a sample or regression model to predict 
possible value of the dependent variable.  
The binary tree is a hierarchical structure which contains a root node linked to two 
successor nodes. These are usually referred to as the left sub-tree and the right sub-tree. 
Each node consists of a data field and one or more links to other nodes (in the binary 
tree’s case one or two). The binary tree is made up of the root, which is the first node; the 
interior nodes, which are nodes that have children and are not the root; and lastly the leaf 
nodes, which are the last nodes on any unique path in the tree. Leaf nodes do not have 
any children. The main two properties of the binary trees are: all interior and lead nodes 
have exactly one incoming link, and there is no links to the root node[17]. 
The second underlying data structure employed by the CART algorithm is the 
decision tree. The decision tree is used to determine a course of action or show a 
statistical probability of reaching a particular outcome. The decision tree is also made up 
of the root node, the interior nodes, and the leaf nodes, as explained before. Decision 
trees have no constraints on the number of children a node can have, and they also do not 
allow node’s reference to be duplicated or point to the root [5]. A decision tree is a 
directed graph with a root node that has no incoming edges as shown in Figure 1.  
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Figure 1: Generic model of a decision tree 
 
A binary decision tree has the functionality of a decision tree, and the constraints of the 
binary decision tree: it is a decision tree where the nodes are limited to having at most 
two children. 
 Random Forests (RF) approach extends the idea of the CART algorithm by using 
multiple instances of CART and it is often used to process collected data. RF algorithm 
was originally developed by Leo Breiman and Adele Cutler in 2001. It is a machine 
learning algorithm, which is typically used for data classification [7]. The RF algorithm 
consists of a collection of tree-structured classifiers, where each random vector is an 
independent identically distributed random vector, and each tree casts a unit vote for the 
most popular class for a particular input. A random vector is a vector whose value 
depends on the outcome of the model created by RF. RF relies on modified bagging or 
bootstrap aggregation that builds a collection of trees and averages their prediction [4]. 
The performance of Random Forests is quite comparable to boosting (machine learning 
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algorithm for reducing bias in supervised learning). It is also has an advantage of being 
simpler to train and easier to adjust to a particular dataset [7]. 
 The interest in using data mining techniques like RF for the field of metabolomics 
is that there is lack of technologies that would fully utilize all collected metabolomic data 
through deep multivariate analysis. The most promising strategy to address this issue is to 
employ advanced machine learning algorithms such as the RF algorithm. RF is one of the 
few machine learning techniques that span across the two types of data mining study 
techniques, which are hypothesis- and data-driven studies. In hypothesis-driven data 
mining, the process begins with a proposition by the user, who then seeks to validate the 
correctness (i.e., truth value) of the proposition; while in data-driven data mining, the 
algorithms are used primarily for discovery of new knowledge [15]. 
This study describes in detail the RF algorithms for classification and regression 
as well as its applications in the field of metabolomics. Our approach aims to examine 
effectiveness of RF algorithm in analyzing metabolomics data and to study algorithm’s 
parameter customization.  
The rest of this document is organized as follows. The next chapter provides a 
formal introduction to RF and a detailed discussion on its features. Additionally, Chapter 
2 describes the classification and regression algorithms in detail. Chapter 3 introduces the 
developmental tools used to implement the algorithms. In Chapter 4, the metabolomics 
data sets are described at length. Additionally, the Chapter discusses the different 
normalization, outlier, and missing value techniques that were applied to test the quality 
of RF models. Lastly, Chapter 5 provides the findings of the models created using the 
data sets described in Chapter 4.   
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Chapter 2 
Random Forests Algorithm 
 This chapter describes in detail the Classification and the Regression algorithms 
used in Random Forests. 
2.1 Classification 
 Classification deals with the problem of predicting the class that the data objects 
or cases belong to based on the analysis of other objects with similar properties. 
Classification is used if the number of classes is a finite set of unordered values, such as 
type or origin of disease. In other terms, classification algorithms are used to create a 
mapping between cases or objects to a predicted class. To create a particular function or 
model, classification algorithm requires a training sample of cases or training data, where 
the class of each case is known [6]. This approach is called supervised learning, and it 
tries to find a model that represents an association between the inputs, which are typically 
the data of the study, and the outcomes [4]. The model, that the supervised learning 
creates, allows for the classifying of unknown or unlabeled data. [6] 
Random Forests uses a set of binary decision trees as the function that maps a 
case to a class [7]. As described previously, binary decision tree is a classifier expressed 
as a model or function of the data set [5]. In decision trees, each interior node splits the 
data set into two or more sub-sets (only two in Random Forests) [7]. In most cases, the 
split is computed based on a single attribute’s value or range. For example, consider a 
data set split based on a weight attribute value of, let’s say, 150 pounds. In this situation, 
recursive partition algorithm will place all cases or objects whose weight attribute value 
is greater than 150 pounds in one set and all the other cases into another [3]. After all of 
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the interior nodes are created on a path, the leaf node is assigned to one response or class, 
which represents the most appropriate answer or value. Once the decision tree is created, 
new cases or objects are classified to a response or class by navigating from the root 
down to the leaf of the tree [6]. 
Another attribute that is used in conjunction with Random Forests is the bootstrap 
sample. The bootstrap sample is a tool for evaluating statistical accuracy and it is based 
on the idea of randomly drawing datasets with replacement (the same case in the dataset 
can be selected multiple times) from the training dataset [4]. This process is repeated an 
arbitrary number of times. In the RF algorithm a new bootstrap sample set is created for 
each tree in the forest [16].  
RF relies on out-of-bag cases of the bootstrap sample (i.e., the cases excluded 
from the bootstrap sample of the training set) to test the accuracy of the created model. 
By running the out-of-bag cases through each created decision tree in the Random Forest 
(the set of out-of-bag cases will differ from tree to tree) and by comparing the actual case 
classification to the one that is predicted by the corresponding decision tree, RF algorithm 
can compute the misclassification error or the accuracy of the created model. The process 
gives RF algorithm a simple way to test the model it creates. The procedure will be 
discussed at length later. 
The Random Forests algorithm, as defined by Breiman, uses the CART algorithm 
for Classification and Regression to build the trees. The CART algorithm relies on gini 
index to divide the data at a split [7]. Specifically, gini index is a measure of statistical 
dispersion or information gain, which compares the inequality among values [4]. For 
instance, suppose a split divides the data into a left node ‘L’ and a right node ‘R’. CART 
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identifies the split value that results in data partitioning that maximizes the decrease in 
impurity. The CART algorithm does not invoke many stopping rules other than to stop 
the tree growing process when a split does not provide any additional benefits. Instead, it 
grows a large tree and prunes the tree back until the root node is reached. The pruning 
reduces the size of the decision tree by removing sub-trees that provide little power in 
resolving the models answer for instances [3]. After the pruning, CART uses cross-
validation to estimate misclassification cost of each sub-tree [6].  
RF extends the CART algorithm and avoids some issues related to decision trees 
such as over-fitting the data, choosing bad attributes, and handling missing values. First, 
randomness in RD algorithm helps address some of the above issues. There are two types 
of random in RF: (a) selecting cases at random in the bootstrap sample and (2) selecting 
the variables at random when determining the split. These two random selections handle 
the issues of over-fitting the data and bad attribute choices, by choosing from subsets of 
the cases and the variables, respectively and repeating the process multiple times for each 
tree in the forest. The random selections give RF more versatility than decision trees in 
tackling these issues. The handling of missing values is discussed at length later.  
It was stated earlier RF uses modification of bagging, which is a technique to 
improve the prediction performance of tree models. RF is an ensemble method that 
combines multiple predictors. The multiple predictors are each decision trees created in 
the forest. One of the key ideas of RF is to take advantage of bootstrap aggregation 
(bagging) by improving the variance reduction of bagging through reducing the 
correlation between trees, without increasing the variance too much [4]. Bootstrap 
aggregation and bagging will be talked about in length later. The variance reduction is 
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accomplished by the tree growing process with random selection of the input variables. 
Typically, the algorithm for RF is run as follows [4]: 
1. For b = 1 to B, where B is the number of trees in model 
a. Draw a bootstrap sample Z of size N from the training data. 
b. Grow a Random Forest tree Tx to the bootstrapped data, by recursively 
repeating the following steps for each node of the tree, until the 
minimum node size nmin is reached.- 
i. Select m variables at random from the p variables. 
ii. Pick the best variable/split-point among the m. 
iii. Split the node into two child nodes. 
2. Output the ensemble of trees {Tx}
B
1.  
 
 The tree growing process mainly consists of the node splitting algorithm that is 
used at each node. Gini index is one of the most commonly used measures to determine 
the split value. Consider data set T that contains cases that belong to n different classes. 
The gini value for data set T, gini(T), is computes as follows:  
                
  
    (1) 
Note pj is the frequency of class j in T which is computed as a ratio between the number 
of cases that belong to class j and the total number of classes in data set T. Please note 
that the total number of classes is not equal to n, the total number of different classes, but 
is same as the total number of cases in T. If after splitting data set T of size N into two 
subsets T1 and T2 with sizes N1 and N2, respectively, the gini index of the split is 
defined as: 
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         (2) 
The subsets that provide the smallest giniindex(T) is chosen to split the node, because the 
smaller gini index value corresponds to lower inequality between subsets and a value of 
zero represents perfect equality. Please note that the computation of the giniindex will 
become more complex as the number of classes increases, because as shown in equation 
(1) the computation is directly proportional to the number of classes and it should be 
performed for each data point in the set [16]. 
Continuous variables, typically numerical values, fit well into previous described 
formulas, while categorical variables (a variable that can take on one of a limited, usually 
fixed, number of discrete values) must be handled a little differently [16]. In Random 
Forests, categorical variables could be handled two different ways. First approach is a 
two class problem, where the data is divided into two subsets: one that contains cases that 
belong to category ONE and another with cases of category TWO. This approach uses a 
fast O(N) algorithm to find the best split. If there are more than two classes, Random 
Forests uses a fast iterative algorithm to calculate the best split value for categorical 
variables. The idea behind finding the best split for categorical variables is based on 
random selection of a subset of the variable’s categories, and defining that subset to be 
one if the value is in the selected subset and zero otherwise. Since a categorical variable 
with N unique values can be defined into N-1 one – zero variables, the categorical 
variable can be N – 1 times more probable to be selected in the node splitting process 
than a continuous variable. If a low number of splitting variables is chosen in the splitting 
process, then the resulting model may have low correlation and low strength, due to a 
possible selection of a categorical variable with many unique values. Therefore, the 
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number of splitting variables has to be a large enough to produce a sufficient strong 
model with good test set accuracy and not allow categorical variables with many values 
to dominate the node splitting process.  
For example, in the Diabetes data set, gender is one of the categorical variables. 
Gender has two values in itself male or female. Therefore, it can be defined into one one-
zero variable, and it is one times as probable as any other continuous variable to be 
selected in the node splitting process. Another example is categorical variable 
Nationality, with five different categorical values. In such a case, the Nationality variable 
can be defined into five one-zero variables, and it is five times as probable as any other 
continuous variable to be selected in the node splitting process. The likelihood of a 
categorical variable being selected depends on the number of categories [6]. 
 The advantage of using an approach for categorical variables like described 
previously is that it circumvents the difficulty of dealing with categorical variables that 
have many values. In particular with the Random Forests implementation, the 
computation for categorical variables requires random selection of the subsets of 
categories, which helps keeping probability of selecting categorical variables the same as 
that of continuous variables [6]. 
RF builds multiple decision trees for the classification model. RF uses the CART 
algorithm for the tree growing process, but adds some stopping criteria to create small 
trees, instead of using a pruning algorithm after the tree growth. These conditions 
determine whether the tree should continue growing or not down a particular path. The 
most common stopping rules are as follows: 
1. All predictors in the training set belong to a single class 
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2. The maximum tree depth is reached 
3. The number of cases are fewer than the minimum number of cases to split a 
node on. 
4. If node is split, the number of cases in at least one child node is less than the 
minimum number of cases for a child node to have after a split. 
5. The splitting criteria is unable to determine a split 
The RF trees are always fully grown and use the above stopping criteria to create small 
and under-fitted.  The use of many trees in the voting process provides the high accuracy 
to the Random Forests model. A training data set is a data set in which the information 
which is trying to be discovered is already known. For instance, if a data set is used to try 
to distinguish between a blue bug and a red bug, all cases in the dataset would already 
know if the bug is red or blue. Since the model is created using training data with already 
known case classification, it supports accurate class prediction of unclassified data with 
similar properties. Each case is classified by navigating down ever decision tree in the 
forest. Each tree produces a class prediction for the case, which is referred to as a tree 
vote. The class with the most votes is determined to be the case’s classification [11]. 
Random Forests Classification uses a voting system to calculate the error of the 
model that it creates. Each out-of-bag case (cases left out of the building of the tree) is 
sent down every tree in the Random Forest model to be classified. Please note that all the 
training data used to create a RF model, including the out-of-bag cases, are classified a 
priori (i.e., the class of each case is known). The error is computed as the ratio between 
the number of incorrectly classified cases and the total number of cases [7]. 
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 The last step in the RF classification algorithm to discuss is the computation of 
variable importance. This step is optional but quite useful for the field of metabolomics. 
This step produces a list of variables ranked according to their significance or importance 
in the created Random Forests model. The significance of a variable is computed by 
permuting the variable values and examining the change in classification error. Permuting 
is done by replacing the current variable value with another, random selected variable 
value. After permuting, the change of error is computed between the original model and 
the model where the variable values were permuted. After that the variables are ranked 
from the greatest change of error to the lowest change of error (i.e., most important to 
least important) [7]. 
2.2 Regression 
 Given the input cases, regression predicts values for the dependent variable. The 
dependent variable is the variable that the model predicts values for by using the other 
variables in the data set. In particular, the Random Forests algorithm for regression, as 
described by Breiman, uses the least absolute deviation (LAD) regression method. It 
attempts to find a function which closely approximates a data set and allows finding 
values for the dependent variable. Therefore, the response of the regression model is an 
approximation of the dependent variable of the model [6]. 
 The structure of the Regression Random Forests is the same as for the 
classification model. The model is made up of an arbitrary number of binary decision 
trees, where each tree is built on its own random generated bootstrap sample of the same 
dataset. The binary decision trees have the same properties and characteristics as 
explained above in section 2.1. The main difference between the Regression and 
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Classification decision trees is that in the regression model the leaf nodes hold a specific 
value predicted for the Regression dependent variable, while in classification model the 
leaf node holds a predicted class for a given input [6]. 
 The basic algorithm for growing a Regression tree is as follows: 
1. Draw a bootstrap sample Z of size N from the training data 
2. Start with a single node containing all cases. 
3. Find the split which will reduce the sum of squared errors for the tree as much 
as possible 
4. If stopping condition reached then stop. Otherwise, take split the data set 
creating two nodes 
5. In each new node, go back to step 3. 
In regression RF, the basic tree growing algorithm is repeated for each tree to be added to 
the forest. There are three essential parts of regression RF: (1) determining the split value 
at each intermediate node, (2) identifying when the tree branch is fully built, and (3) 
predicting the value to be stored in the leaf node [6]. 
 The regression RF identifies the best split as the one that decreases the sum of 
squared errors for the tree the most. It computes the sum of squared errors (SSE) impurity 
function to build a piecewise-constant (step function) model, where the leaf node is fitted 
by the training sample mean [6]. The formula for SSE is as follows: 
        
  
    (3) 
Where k is the number of out-of-bag cases in the model,    is predicted value of the i
th
 
out-of-bag case sent down the tree, and   is the mean of all the predicted values for out-
14 
of-bag cases sent to the model. Therefore, the error is calculated as the sum of the change 
between the mean of values sent to the model and each predicted value. 
 The typical stopping conditions considered for building a regression tree model 
are as follows: (1) the number of cases at the current node to be split on is greater than 
the minimum number of cases to continue splitting with, (2) addition of another node into 
the tree exceeds some maximum number of nodes in the tree, and lastly, (3) a threshold 
for the impurity function used to find the best split is exceeded [14]. These three stopping 
conditions help keeping the regression tree relatively small and avoid the need to prune 
the tree [14]. 
 One of the last steps is computation of the error for the created model, which 
shows how useful the model is in determining a value for a dependent variable. The 
regression RF prediction error is computed as follows: 
            
    (4) 
Where, x represents a change between actual and predicted values, xi is the value of i
th
 
case in the training data, and n is the number of out-of-bag cases for the model. The 
summation is for each tree in the regression RF model. The error is only calculated with 
those cases left out of the creation of the model [14]. 
 The variable importance computation for the regression RF model is exactly the 
same as that for classification RF model, described in Section 2.1. 
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Chapter 3 
Development Tools 
 This chapter describes the design of the Random Forest algorithm and the 
developmental tools used in our implementation. 
3.1 Architecture design 
 Figure 2 illustrates the class diagram of the Random Forest software that was 
created. Some aspects are omitted to avoid making the diagram excessively cluttered. To 
prevent the diagram from becoming overly large, only the class names are shown. 
 
 
Figure 2: Design model of Random Forest 
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3.2 Technical Design 
We updated the original array-based Fortran 77 implementation of RF algorithm 
using object-oriented approach and C# programming language. Next we provide an 
overview of our design by describing most important classes shown in Figure 2. 
The DATA class holds the data set for creating a Random Forest model. This is a 
wrapper class for the data, which manages the input into RF algorithm. The data class 
holds information important to the data such as the file name from which the data was 
loaded, the number of unique classes, the dependent variable for regression, the class id 
table, as well as provides functionality which allows other classes to determine the 
variable type, i.e., categorical or continuous. The public methods of the class are listed 
below: 
 getFileName: returns the file name in which to get the data from (text file) 
 setFileName: set the file name in which to get the data from (text file), parameter 
string name 
 setNumberofClasses: sets the number of unique classes, parameter integer value 
for number of classes 
 setRegressionCase: sets the dependent variable to create a regression model with, 
parameter int case index 
 getClassIDTable: returns the class id table, a structures that contains a list of 
unique classes in model 
 returnValues: returns all the data’s values for a given case number, parameter 
case index number 
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 returnVariableNames: returns all the variable names received, for important 
variable list 
 setClassIdTableIndex: sets the class id table, adds a new entry into the class id 
table, to have unique classes to identify in model 
 giveClone: creates a clone of the DATA object and returns it, for creating 
bootstrap samples 
 
 The PARAMETER class holds the configuration parameters for the 
algorithm that creates a Random Forest model. Specifically, the objects of this class hold 
such information as user-selected scaling option, how the missing values should be 
handled, whether the algorithm should consider the outlier values, and if so then what 
mechanism for outlier computation should be used. Additionally, the PARAMETER 
class contains Random Forests configuration parameters such as the number of trees in 
the forest, the number of variables to be considered when computing the split point, the 
minimum number of cases to perform a split (i.e., a stopping condition threshold), 
whether to compute the variable importance, the size of the bootstrap sample, and lastly, 
whether to create a regression or classification model. The public methods of the class are 
listed below: 
 setBootStrapSize/ getBootStrapSize: sets/returns the size of the bootstrap sample 
 setNodeSplitSize/ getNodeSplitSize: sets/returns the minimum number of cases 
needed to perform a split 
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 setVariableSplitSelectNumber /getVariableSplitSelectNumber: sets/returns the 
number of variables to be selected for computing the best split 
 setForestSize /getForestSize: sets/returns the number of trees in the random forest 
model 
 setRegression: sets the Random Forests algorithm to create regression model 
 setClassification: sets the Random Forests algorithm to create classification 
model 
 setImportance: specifies whether the Random Forests algorithm should compute 
variable importance 
 setNomalizeData: specifies whether the Random Forests algorithm should 
normalize the data 
 setAutoScaling: specifies whether the Random Forests algorithm should use 
autoscaling normalization  
 setParetoScaling: specifies whether the Random Forests algorithm should use 
pareto scaling normalization  
 setRangeScaling: specifies whether the Random Forests algorithm should use 
range scaling normalization  
 setLogTransformationScaling: specifies whether the Random Forests algorithm 
should use log transformation normalization  
 setOutliers: specifies whether the Random Forests algorithm should compute the 
outliers 
 setLeaveOutliersOut: specifies whether the Random Forests algorithm should 
leave outliers out 
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 setMissingValues: specifies whether the Random Forests algorithm should handle 
missing values 
 setMissingLowest: specifies whether the Random Forests algorithm should use the 
minimum values to replace missing values 
 setMissingAverage: specifies whether the Random Forests algorithm should the 
mean values to replace missing values 
 setNonNormalizedOutliers: specifies whether the Random Forests algorithm 
should be calculated using non-normalized data method 
 setNormalizedOutlier: specifies whether the Random Forests algorithm should be 
calculated using normalized data method 
 
 The objects of the RANDOM FOREST class store the RF model, which 
includes all the binary decision trees in the forest. The class also generates the variable 
importance list and calculates the error of the model. The latter computation is done 
differently depending on the type of model, i.e., classification or regression. The instance 
variables of the class include Parameter object, the Data object, and the Output object. 
The Parameter object stores the user provided runtime configuration parameters for the 
model. The Data object holds the data used to create the Random Forest model. Lastly, 
the Output object holds all the reports to be returned back to the user. The public methods 
in the class are as follows: 
 setParameters /getParameters: set/returns the configuration parameters to the 
Random Forests model 
 setData/ getData: sets/returns the data to create the Random Forests model 
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 isForestCreated: returns true if the Random Forests  model was created 
successfully 
 getOutput: returns the report information about created model  
 
 The OUTPUT class stores such information about the RF model as variable 
importance, the error of the model, and confusion matrix. Confusion matrix is the created 
for the classification model only. It stores how many times the data that belong to a class 
was identified as belonging to all of the available classes. The public methods in the 
OUTPUT class are as follows: 
 getTreeErrorList: returns a list of the error values for each tree in the model 
 getImportanceError: returns a list of the importance errors for the model 
 getFinalError: returns the final error of the created Random Forests model 
 getConfusionMatrix: returns the confusion matrix of the created Random Forests 
model for the given data (applicable to classification model only) 
 getImportanceReport: returns the variable importance report, (applicable to 
classification model only) 
 
The other classes shown in Figure 2 are straight forward and their full description 
is omitted. The Tree class is an abstract class that holds information pertinent to a single 
binary decision tree in the model. Classification Tree class is a child class of the Tree 
class which holds methods and information for representing classification trees. The 
Regression Tree class is also a child class of the Tree class and it holds methods and 
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information for representing regression trees. The Continuous Data class extends the Data 
class, and stores the information for representing continuous data. Similarly, Categorical 
Data class holds information for representing categorical data. Node class is a data 
structure that holds the information for representing a node in the binary decision tree of 
a RF model. 
3.3 Software and Testing Specs 
 In the development and testing phase of the Random Forest library, we used two 
computers. The first was a laptop computer with 2.1 GHz AMD Quad Core Processor 
(AMD Phenom II X4 Mobile Processor), 4GB DDR3 RAM, and 64 bit Windows. The 
second computer was a desktop with 3.5 GHz Intel Core i7-3770K Processor, 8GB 
DDR3 RAM, and 64-bit Windows. The Random Forest library was developed using the 
C# programming language within the Microsoft Visual Studio 2010 Integrated 
Development Environment (IDE).  
 we tested the accuracy of our RF implementation using the data set recommended 
by the Leo Breiman and which is available at his website:  
 http://www.stat.berkeley.edu/~breiman/RandomForests/cc_manual.htm#satimage 
 
The data set represents a satellite image and consists of 4435 x 36 values and six different 
classes. Our implementation of RF produced the results which were similar to those 
generated by Breiman’s Fortran 77 implementation. The summary of the results is 
provided below: 
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Table 1: Confusion Matrix for C# RF implementation 
Confusion Matrix: C# RF implementation 
 
1 2 3 4 5 6 
Error 
Rate 
1 1036 2 19 1 14 0 3.358% 
2 0 460 3 2 11 3 3.967% 
3 4 1 923 25 1 7 3.954% 
4 3 2 83 259 2 66 37.590% 
5 25 4 1 9 407 24 13.404% 
6 0 3 24 66 24 921 11.272% 
       
9.673% 
 
 
 
 
 
Table 2: Confusion Matrix for Brieman’s Fortran implementation 
Confusion Matrix: Brieman’s FORTRAN 
implementation 
 
1 2 3 4 5 6 
 1 1050 1 14 1 6 0 2.052% 
2 0 468 0 4 5 2 2.296% 
3 6 0 923 20 1 11 3.954% 
4 4 1 82 250 4 74 39.759% 
5 25 2 1 6 407 29 13.404% 
6 1 2 19 56 22 938 9.634% 
       
8.997% 
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Chapter 4 
Dataset Description 
 This chapter describes the metabolomics datasets analyzed using our 
implementation of the Random Forest algorithm and provides an overview of techniques 
to pre-process the data before it is fed into the RF algorithm. 
4.1 Data Input and Pre-Processing 
The data for the RF algorithm is stored in a form of a table ordered by rows or 
columns (i.e., each case is stored in a separate row or column). Prior to analyzing the 
data, the RF algorithm conducts the following pre-processing steps. During the data input 
step the RF algorithm accepts continuous or categorical data. Next, during the pre-
processing phase the user can specify the data ordering (i.e., by row or by column), 
handling of missing values, computation of data outliers, and data normalization. 
Specifically, the user can specify whether the missing values should be replaced with the 
mean or the minimum value for the corresponding variable, whether the data is 
normalized or not for outlier computation, and how to perform data 
scaling/normalization. 
4.2 Scaling/Normalization 
Data normalization or scaling is a common requirement for many machine learning 
algorithms, because the skewing of the model that the machine learning algorithm creates 
can happen if the data is not normalized or scaled. The data can be skewed due to the 
algorithm falsely valuing one variable higher than all other variables in the data. 
Normalization helps to reduce some of the skewing. The Random Forest library supports 
a general-purpose data transformation to account for the differences among samples in 
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the data set. Our implementation provides the following data normalization options: 
 None – the data will not be transformed or scaled.  
 Auto-scaling normalization – for each variable   in case  , the variable’s mean     
is subtracted from the variable value     and the difference is then divided by the 
standard deviation    for that variable. Auto-scaling transformation compares the 
variables based on the value correlations. The ideal function of a RF learning 
algorithm believes that all cases are centered on zero and have variance in the 
same order. If a case has a variance that is magnitudes larger than others it might 
dominate the function and make the algorithm unable to learn from other cases 
correctly. Auto-scaling tries to make all cases able to be learned from correctly 
[10].  
     
       
  
 (5) 
     
 
 
        
 
    (6) 
 Pareto scaling is similar to auto-scaling except that the difference between the 
variable value and its mean is divided by the square root of standard deviation. 
The idea of this scaling is to reduce the importance of large values, but keep the 
data partially unchanged. The advantage of Pareto scaling is that the data remains 
closer to its initial values [10].  
     
       
   
 (7) 
 Range scaling transforms the variables relative to their range, which makes all 
values of each case equally important for the function. In the equation below, 
      and       denote the largest and smallest values for variable   [10].  
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 (8) 
 Logarithmic transformation is transformation that corrects for heteroscedasticity, 
pseudo scaling, and makes multiplicative models additive. In the equation below, 
   denotes the mean for all      [10].  
            (9)
            (10) 
 
4.3 Datasets obtained from clinical study of type 2 diabetes mellitus 
 The first dataset used in our analysis was obtained from clinical study conducted 
at Bristol Myers Squibb (BMS), one of the top pharmaceutical companies in the world. 
The data were obtained from a subset of blood plasma samples which were collected 
from ten subjects who were enrolled into the study as a normal healthy volunteer (NHV) 
and a group of samples collected from fifteen subjects who were diagnosed with type two 
diabetes mellitus (T2DM) were. Each subject’s blood plasma sample was taken three 
times over a period of three weeks. The samples were tested by five different analytical 
methodologies, each creating a record of the metabolites’ relative concentration (area 
under the peak) in the samples. The five groups are subset 1: HR LC-MS [18], subset 2: 
GC/LC-MS [19], subset 3: derivatized HR LC-MS [20], subset 4: DIMS [21], and subset 
5: GC-MS [22]. Figure 3 shows the study design of metabolomics experiment to 
deffirentiale matbolic signatures between healthy and type 2 diabetes patients. 
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Figure 3: Sample groups in diabetic case study reproduced with the permission from Dr. 
S. Hnatyshyn, BMS Co, 
 
The number of samples and metabolites per sample for each subset is shown in 
Table 3 The size of the data for each subset would be the number of samples multiplied 
by the number of metabolites for that subset. For instance subset 1 has 75 samples and 
101 metabolites meaning that there will be 7575 unique values in its data set. This is 
important for RF algorithm because the size of the data set affects the amount of 
information the algorithm can deduce. 
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Table 3:Summary of Diabetic subsets 
Company Analytical 
Platform 
Number 
Of 
Samples 
Number Of 
Metabolites 
Subset 1 HR_LC/MS 75 101 
Subset 2 LC/MS, 
GC/MS 
75 316 
Subset 3 LC/MS, 
GC/MS 
75 236 
Subset 4 DIMS 75 148 
Subset 5 GC/MS 74 187 
 
 
 Each of the five subsets included a description of the metabolites. The metabolite 
labels did not match between datasets due to different standards and analytical platforms. 
Therefore, the association between subsets was arranged by metabolite names and not by 
their labels. The subsets were organized in the form of a matrix, where each row 
represented a sample in the study, while the columns were a numerical value of the 
metabolite’s concentration. 
4.4 Dataset to study fasting in animal models 
 The common practice in preclinical studies is to fast animal for sixteen hour 
overnight before conducting drug dosing studies. The dataset provide by Bristol Myers 
Squibb (BMS), courtesy of Dr. D. Robertson and Dr. Michael Reily, was designed to 
evaluate the metabolomics impact of fasting on urine and serum profiles in rats. The 
fasting rats had an approximate twelve percent weight decrease as compared to fed 
animals, and urine quantity considerably increased [8]. 
The rat fasting dataset had seven classes related to the duration of food 
depravation. The classes were dark control (rats are feeding at night), 2 hour fast, 4 hour 
fast, 8 hour fast, 12 hour fast, 16 hour fast, and light control (rats are sleeping during the 
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day). The dark control had six samples, the 16 hour fast had three samples, and all of the 
other classes had five samples each. All data were collected by Dr. P. Shipkova using 
high resolution LC-MS platform [8]. This data set is an example of a typical study where 
you have a small sample set with multiple groups.  
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Chapter 5 
Analysis 
5.1 Classification 
 The total run time for the complete analysis of the subsets and to create one 
hundred and thirty-five classification forests was approximately three minutes. The time 
fluctuated between 1.5 and 3 minutes depending on the size of the data. This dataset was 
run on a 3.5 GHz quad core I7 Intel processor. Each tree was created using the following 
configuration parameters. 
 The number of trees in RF was set to 500, 1000, and 1500. 
 The size of the bootstrap dataset was set to 100%, 150%, and 200% of the input 
data set size. 
 The data scaling mechanisms that were tested include none, auto-scaling, pareto-
scaling, range-scaling, or log-transformation. 
 The outlier detection setting used in this study include: none, non-normalized, or 
normalized detection. 
 The minimum number of cases to split a node with was one 
 The number of variables to select at each split was set to the square root of the 
number of cases in the dataset. 
Variable importance was computed for each created RF model. One hundred and 
thirty-five forests were created for each subset in the classification analysis. The 
importance variables were ranked by the mean decrease in classification accuracy and the 
gini index. The following sections provide the summary of the analysis. 
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5.1.1 subset 1. The analysis of subset 1 reported the highest misclassification rate 
of 12 percent and the lowest misclassification rate of 4 percent as shown in Appendix B. 
The top fifteen metabolite variables with the highest importance values are reported in 
Figure 5. 
 
Table 4:Variable importance for the subset 1 ranked by the number of times seen in the 
top 30 of variable importance for each tree 
Metabolites Value 
GABA 135 
Threonine 135 
Creatine 135 
Acetylcholine 135 
Stearoyl-lyso-PC (18:0) 135 
Eicosadienoyl-lyso-PC (20:2) 135 
Heptadecanoyl-lysoPC (17:0) 135 
Linoleoyl carnitine (C18:2) 135 
Asparagine 134 
Lysine 134 
Citrulline 134 
Valine 133 
Spermidine 132 
Linolenoyl-lyso-PC (18:2) 132 
Proline 130 
 
 
5.1.2 subset 2. The analysis of subset 2 reported the highest misclassification 
error rate of 2.67 percent and the lowest misclassification error rate of 0 percent. The top 
fifteen metabolite variables with the highest importance values are reported in the figure 
below. 
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Table 5:Variable importance for the subset 2 ranked by the number of times seen in the 
top 30 of variable importance for each tree 
Metabolites Value 
Glycolysis, gluconeogenesis, pyruvate metabolism 135 
Cysteine, methionine, SAM, taurine metabolism 135 
Pyrimidine metabolism, uracil containing 135 
Creatine metabolism 135 
Creatine metabolism 135 
Lysine metabolism 135 
Urea cycle; arginine-, proline-, metabolism 135 
Glutamate metabolism 135 
Glycolysis, gluconeogenesis, pyruvate metabolism 135 
Urea cycle; arginine-, proline-, metabolism 134 
Tryptophan metabolism 134 
Lysolipid 132 
Alanine and aspartate metabolism 131 
gamma-glutamyl 131 
Valine, leucine and isoleucine metabolism 130 
 
 
5.1.3 subset 3. The analysis of subset 3 dataset reported the highest 
misclassification error rate of 4.00 percent and the lowest misclassification error rate of 0 
percent. The top fifteen metabolite variables with the highest importance values are 
reported in the figure below. 
 
Table 6: Variable importance for the subset 3 ranked by the number of times seen in the 
top 30 of variable importance for each tree 
Metabolite Value 
Creatinine 135 
Creatine 135 
Pyruvate (additional: Phosphoenolpyruvate (PEP)) 135 
Glucose 135 
Threonic acid 135 
1,5-Anhydrosorbitol 135 
2-Hydroxybutyrate 135 
Mannosamine 135 
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Glucosamine 135 
Lysophosphatidylcholine (C18:0) 135 
Lysophosphatidylcholine (C17:0) 135 
Unknown lipid (68300436) 135 
Asparagine 134 
Glucose-1-phosphate (additional: Glucose) 134 
Gluconic acid (additional: Gluconolacton) 133 
 
 
5.1.4 subset 4. The analysis of subset 4 reported the highest misclassification 
error rate of 13.33 percent and the lowest misclassification error rate of 4 percent. The 
top fifteen metabolite variables with the highest importance values are reported in the 
figure below. 
 
Table 7: Variable importance for the subset 4 ranked by the number of times seen in the 
top 30 of variable importance for each tree 
Metabolites Value 
SPC aa C32:1 135 
SPC aa C32:2 135 
SPC aa C34:1 135 
SlysoPC a C17:0 135 
SSM C22:3 135 
SHexose 135 
SAlanine 135 
SCitrulline 135 
SGlutamine 135 
SCreatinine 135 
SlysoPC a C18:0 134 
SLeucine 134 
SValine 134 
SlysoPC a C18:2 130 
SPC aa C36:4 129 
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5.1.5 subset 5. The analysis of subset 5 reported the highest misclassification 
error rate of 12.50 percent and the lowest misclassification error rate of 4.69 percent. The 
top fifteen metabolite variables with the highest importance values are reported in the 
figure below. 
 
Table 8: Variable importance for the subset 5 ranked by the number of times seen in the 
top 30 of variable importance for each tree 
Metabolite Value 
2-DEOXY-D-GLUCOSE 135 
3-HYDROXY-3-METHYLGLUTARATE 134 
CREATINE 134 
CREATININE FROM COMPLEX 134 
GLUTAMINE 134 
HEXOSE 134 
METHYL JASMONATE 134 
MYO-INOSITOL 134 
SPERMINE  134 
CREATININE 133 
(S)-LACTATE 130 
CITRULLINE 130 
PYRUVATE 129 
ALANINE 126 
GLUTAMINE 119 
 
 
5.2 rat fasting dataset. The analysis on the rat fasting dataset showed that 
creating a model with the parameters shown in Figure 10 produced a 0 misclassification 
rate. The top 15 important metabolites to the model are shown in Figure 12. To create the 
classification model for the rat fasting data set, JMP® Pro Version 11 commercial 
implementation of RF algorithm was used. 
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Figure 4: Configuration setting of classification model used to evaluate the rat fasting 
dataset  
 
 
Figure 5: Confusion matrix of classification model used to evaluate the rat fasting 
dataset 
 
Table 9: Top 15 important variables for classification model for rat fasting data-set 
Metabolite Number of 
Splits 
 Palmitoyl-lyso PC (16-0) 214 
 2-hydroxybuturate 171 
 GABA 226 
 3-hydroxybuturate 188 
 Proline 213 
 Tetradecanoyl carnitine (C14) 155 
 Linoleoyl-lyso-PC (18-2) 136 
 Oleoyl-lyso-PC (18-1) 139 
 Choline 189 
 Lactic Acid 166 
 Hexose 131 
 Stearoyl-lyso-PC (18-0) 118 
 Oleoyl carnitine (C18-1) 91 
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 5-methyluridine 144 
 Oleoyl-lyso-PE (18-1) 107 
 
 
5.3 Regression 
 Figure 13 summarizes the configuration settings used to analyze the subset 1 via 
the regression model.  
Table 10: Configuration settings for regression model 
Number of Trees 2500 
Number of Terms Sampled Per Split 25 
Number of Samples 75 
Number of Terms 101 
Bootstrap Sample Size 75 
Minimum Splits Per Tree 10 
Minimum Size Split 5 
 
 
The data description, listed in Appendix P, provided together with the diabetic case study 
allowed us to build regression models for such variables as the subject’s age, for the 
measured levels of hemoglobin A1C (HbA1C), for the measured levels of glucose, for 
the body mass index (BMI), and for the subject’s weight (KG). To create the regression 
models for each variable we used JMP® Pro version 11 configured according to 
specifications shown in Figure 13. 
5.3.1 subset 1 metabolites regression: variable = age. As shown in Figure 14, 
our analysis reports that there is 76% chance that the dependent variable Age has any 
correlation to the metabolite variables measured in the clinical study of T2DM in subset 
1. This suggests a moderately strong correlation between Age and the metabolite 
variables. 
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Figure 6: Random Forest Age regression prediction error 
 
 The Root Mean Square Error (RMSE) methods reports that the average regression 
error is 4.6625. The average error in testing (Out of Bag error) is 10.62, which is higher 
than the average error in training (In Bag) of 3.99. The reported errors are pretty high, 
suggesting that these metabolites might not be good predictors for Age. 
 Figure 15 lists top fifteen suggested metabolite predictors for Age generated by 
the random forest regression model. 
 
Table 11: Top 15 suggested predictors for Age 
Metabolite Number of Splits Sum of Squares 
Inosine 798 743508.48 
Glutamic acid 735 721225.41 
Threonine 654 584068.12 
Phenyl sulfate 486 341017.99 
Palmitoleoyl-lyso-PC (16:1) 407 311509.14 
Palmitic acid 378 311423.07 
Isovaleryl carnitine (C5) 419 291050.21 
Taurocholic acid 458 254037.74 
Uric acid 303 172745.89 
Glycoursocholic acid 346 161911.83 
Linolenoyl-lyso-PC (18:2) 292 145750.49 
Asparagine 257 135637.85 
Heptadecanoyl-lysoPC 
(17:0) 
314 135062.69 
Deoxycholic acid 254 110591.30 
Palmitoyl-lyso-PE (16:0) 213 106327.45 
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5.3.2 subset 1 metabolites regression: variable = bmi. As shown in Figure 16, 
there is about 73% chance that the BMI has correlation to the metabolite variables 
measured in the clinical study of T2DM in subset 1. This suggests a moderately strong 
correlation between BMI and all the metabolite variables. 
 
 
Figure 7: Random Forest BMI regression prediction error 
 
The Root Mean Square Error (RMSE) methods reports that the average regression 
error is 2.8849. The average error in testing (out-of-bag error) is 6.32, which is higher 
than the average error in training (in-bag) of 2.41. The reported errors are pretty high, 
suggesting that these metabolites might not be good predictors for BMI. 
 Figure 17 lists top fifteen suggested metabolite predictors for BMI generated by 
the random forest regression model. 
 
Table 12: Top 15 suggested predictors for BMI 
Metabolites Number of Splits Sum of Squares 
Tyrosine 864 297657.27 
Glutamic acid 508 134664.14 
Docosahexaenoyl-lyso-PC (22:6) 478 107582.87 
Glycoursocholic acid 421 102415.76 
Phenylalanine 384 89223.11 
Valine 322 72664.35 
Proline 405 71635.30 
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Leucine 339 70652.03 
Eicosadienoyl-lyso-PC (20:2) 333 68291.04 
Docosapentaenoyl-lyso-PC 
(22:5) 1 
330 64702.97 
Isobutyryl carnitine (C4) 337 63696.00 
kynurenine 344 58425.03 
Palmitoleoyl-lyso-PC (16:1) 269 54038.58 
Prolyl-hydroxyproline 303 53242.07 
3-hydroxybuturate 244 35019.83 
 
 
5.3.3 subset 1 metabolites regression: variable = glucose As shown in Figure 
18, there is about 76% chance that Glucose has correlation to the metabolite variables 
measured in the clinical study of T2DM in subset 1. This suggests a moderately strong 
correlation between Glucose and all the metabolite variables. 
 
Figure 8: Random Forest Glucose regression prediction error 
 
The Root Mean Square Error (RMSE) methods reports that the average regression 
error is 14.426. The average error in testing is 31.42, which is higher than the average 
error in training of 12.40. The reported errors are pretty high, suggesting that these 
metabolites might not be good predictors for Glucose. 
 Figure 19 lists top fifteen suggested metabolite predictors for Glucose generated 
by the random forest regression model. 
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Table 13: Top 15 suggested predictors for Glucose 
Metabolites Number of 
Splits 
Sum of 
Squares 
Betaine 1109 12707836 
Linoleoyl carnitine (C18:2) 507 4596562 
Palmitoleoyl-lyso-PC (16:1) 456 3832117 
Spermidine 424 3591896 
Glucose 335 2767169 
Myristoyl-lyso-PC (14:0) 333 2375384 
Creatine 408 2027149 
Threonine 333 1860083 
Choline 309 1756472 
Ribose 287 1416019 
Acetylcholine 216 1363785 
Succinic acid 246 1358071 
Stearoyl-lyso-PC (18:0) 342 1264215 
Ursodeoxycholic acid 291 1263584 
Stearoyl carnitine (C18:0) 230 1153933 
 
 
5.3.4 subset 1 metabolites regression: variable = hemoglobin. As shown in 
Figure 20, there is about 77% chance that the Hemoglobin has correlation to the 
metabolite variables measured in the clinical study of T2DM in subset 1. This suggests a 
moderately strong correlation between Hemoglobin and all the metabolite variables. 
 
Figure 9: Random Forest Hemoglobin regression prediction error 
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The Root Mean Square Error (RMSE) method reports that the average regression 
error is .4681. The average error in testing is 1.053, which is higher than the average error 
in training of .3975. The reported errors are to some extent small, suggesting that these 
metabolites might be good predictors for Hemoglobin (H1bA1C). 
 Figure 21 lists top fifteen suggested metabolite predictors for Hemoglobin 
(H1bA1C) generated by the random forest regression model. 
Table 14: Top 15 suggested predictors for Hemoglobin 
Metabolites Number of Splits Sum of Squares 
Creatine 668 7158.2807 
Betaine 701 6427.0175 
Stearoyl-lyso-PC (18:0) 529 5247.4251 
Linoleoyl carnitine (C18:2) 484 4286.3918 
Citrulline 462 4054.4041 
Acetylcholine 417 3366.2342 
Heptadecanoyl-lysoPC 
(17:0) 
368 2630.9279 
Lauryl carnitine (C12) 351 2233.0520 
Myristoyl-lyso-PC (14:0) 347 2026.3141 
Linolenoyl-lyso-PC (18:2) 276 1860.9912 
Stearoyl carnitine (C18:0) 309 1850.3168 
Threonine 296 1833.6477 
Oleoyl-lyso-PC (18:1) 260 1659.2966 
Spermidine 277 1389.4405 
Glycoursocholic acid 289 1362.5131 
 
5.3.5 subset 1 metabolites regression: variable = weight-kg. As shown in 
Figure 22, there is about 77% chance that the Weight (KG) has correlation to the 
metabolite variables measured in the clinical study of T2DM in subset 1. This suggests a 
moderately strong correlation between Weight (KG) and all the metabolite variables. 
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Figure 10: Random Forest Weight regression prediction error 
 
 The Root Mean Square Error (RMSE) method reports that the average regression 
error is 10.307. The average error in testing is 21.396, which is higher than the average 
error in training of 8.40. The reported errors are pretty high, suggesting that these 
metabolites might not be good predictors for Weight (KG). 
 Figure 23 lists top fifteen suggested metabolite predictors for Weight (KG) 
generated by the random forest regression model. 
 
Table 15: Top 15 suggested predictors for Weight 
Metabolites Number of 
Splits 
Sum of Squares 
Leucine 526 1658139.8 
Tyrosine 585 1631811.3 
Phenylalanine 509 1597511.6 
Palmitoyl carnitine (C16) 395 1025237.6 
Propionylcarnitine (C3) 338 930716.5 
Valine 353 924446.5 
Uric acid 326 867158.5 
Acetylcholine 448 809816.2 
Proline 442 793720.9 
Citrulline 420 600155.0 
Isobutyryl carnitine (C4) 359 561995.1 
Glutamic acid 286 508653.0 
Homovanillic acid 278 481758.9 
Spermidine 267 447554.9 
Arachidonic acid 189 379966.3 
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Chapter 6 
Conclusion 
6.1 Conclusions 
Our study has determined the important variables and suggested predictors for 
several datasets. Such results can help scientists to sift through the immense dataset that 
are often produced by the case studies in the field of metabolomics. Additionally, when it 
comes to datasets with small sample populations like the rat fasting dataset, the Random 
Forests algorithm can improve its performance by using re-sampling (bootstrapping) to 
get the same effect as when using a big dataset. The Random Forests algorithm could be 
invaluable to researchers in the field of metabolomics by identifying the variables that are 
the most importance for the study. 
6.2 Future Work 
 This study could be further extended by using alternative algorithms for 
identifying the best split, applying new scaling algorithms, and testing the Random 
Forests algorithm under different configuration settings. Other machine learning 
algorithms for analysis the metabolomics data such as genetic algorithms, neural 
networks, Bayesian networks, etc. could be examined and their performance could be 
compared to that of the Random Forests algorithm. 
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Appendix A 
Details of subset 1 Classification Important Variables  
Metabolites Value 
GABA 135 
Threonine 135 
Creatine 135 
Acetylcholine 135 
Stearoyl-lyso-PC (18:0) 135 
Eicosadienoyl-lyso-PC (20:2) 135 
Heptadecanoyl-lysoPC (17:0) 135 
Linoleoyl carnitine (C18:2) 135 
Asparagine 134 
Lysine 134 
Citrulline 134 
Valine 133 
Spermidine 132 
Linolenoyl-lyso-PC (18:2) 132 
Proline 130 
2-hydroxybuturate 127 
Oleoyl-lyso-PC (18:1) 126 
Linoleoyl-lyso-PC (18:3) 123 
Lauryl carnitine (C12) 122 
Homovanillic acid 112 
Leucine 104 
4-hydroxyproline 103 
Betaine 101 
Alanine 100 
Isoleucine 98 
Succinic acid 87 
Glucose 60 
Tyrosine 60 
Citric Acid 59 
Butyryl carnitine (C4) 50 
Oleoyl-lyso-PE (18:1) 46 
Glycoursocholic acid 45 
Pantothenic acid 42 
Ketoglutarate 41 
Glyceric acid 39 
Myristoyl-lyso-PC (14:0) 29 
11-Deoxycortisol 26 
46 
Palmitoleoyl-lyso-PC (16:1) 25 
Stearoyl-lyso-PE (18:0) 23 
3-hydroxybuturate 22 
Oleic acid 18 
Stearoyl carnitine (C18:0) 16 
Stearic acid 14 
Docosapentaenoyl-lyso-PC 
(22:5) 2 12 
Palmitoyl-lyso PC (16:0) 11 
Phenyl sulfate 10 
kynurenine 10 
Hexanoyl carnitine (C6) 10 
Propionylcarnitine (C3) 9 
Glycodeoxycholic acid 8 
Allantoin 7 
Glutamic acid 6 
Ribose 6 
Gulonic acid gama-lactone 6 
Taurochenodeoxycholic acid 6 
Tauroursodeoxycholic acid 6 
Serine 5 
Phenylalanine 5 
Arachidonic acid 5 
Palmitoyl carnitine (C16) 5 
Choline 4 
Palmitic acid 4 
Docosahexaenoyl-lyso-PC 
(22:6) 4 
Oleoyl carnitine (C18:1) 4 
Linoleic acid 3 
Ursodeoxycholic acid 3 
Glycocholic acid 3 
Tauroursocholic acid 3 
Linoleoyl-lyso-PE (18:2) 3 
Arachidoyl-lyso-PC (20:3) 3 
Docosapentaenoyl-lyso-PC 
(22:5) 1 3 
Glutamine 2 
Methionine 2 
Sebacic acid 2 
Tryptophan 2 
Acetylcarnitine 2 
47 
Prolyl-hydroxyproline 2 
a-muricholic acid 2 
b-muricholic acid 2 
Glycochenodeoxycholic acid 2 
Glycoursodeoxycholic acid 2 
Palmitoyl-lyso-PE (16:0) 2 
Isovaleryl carnitine (C5) 2 
Aconitate 1 
EDTA 1 
Deoxycholic acid  1 
Cholic acid 1 
Taurocholic acid 1 
Arachidonoyl-lyso-PC (20:4) 1 
Arachidonoyl-lyso-PE (20:4) 1 
Deoxycytidine 1 
Uric acid 0 
Glutamyl-leucine 0 
Inosine 0 
Taurodeoxycholic acid 0 
GSH 0 
GSSH 0 
Aminobuturate 0 
Uridine 0 
Isobutyryl carnitine (C4) 0 
Tetradecanoyl carnitine (C14) 0 
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Appendix B 
Details of subset 1 Classification Error Rate 
  
None 
Number of 
Trees 
Bootstrap 
Size None 
Non-
normalized Normalized 
500 
1x 6.67% 5.33% 5.33% 
1.5x 5.33% 8.00% 8.00% 
2x 10.67% 8.00% 4.00% 
1000 
1x 8.00% 8.00% 8.00% 
1.5x 6.67% 6.67% 6.67% 
2x 9.33% 8.00% 9.33% 
1500 
1x 5.33% 9.33% 6.67% 
1.5x 6.67% 6.67% 4.00% 
2x 6.67% 5.33% 8.00% 
  
Auto-scaling 
Number of 
Trees 
Bootstrap 
Size None 
Non-
normalized Normalized 
500 
1x 5.33% 6.67% 5.33% 
1.5x 8.00% 5.33% 8.00% 
2x 9.33% 5.33% 6.67% 
1000 
1x 6.67% 8.00% 5.33% 
1.5x 10.67% 8.00% 8.00% 
2x 6.67% 6.67% 5.33% 
1500 
1x 5.33% 6.67% 8.00% 
1.5x 6.67% 5.33% 5.33% 
2x 6.67% 9.33% 8.00% 
  
Pareto-scaling 
Number of 
Trees 
Bootstrap 
Size None 
Non-
normalized Normalized 
500 
1x 4.00% 5.33% 9.33% 
1.5x 6.67% 9.33% 8.00% 
2x 12.00% 6.67% 6.67% 
1000 
1x 6.67% 8.00% 4.00% 
1.5x 5.33% 6.67% 6.67% 
2x 5.33% 8.00% 6.67% 
1500 
1x 5.33% 5.33% 6.67% 
1.5x 5.33% 6.67% 6.67% 
2x 9.33% 5.33% 8.00% 
  
Range-scaling 
Number of 
Trees 
Bootstrap 
Size None 
Non-
normalized Normalized 
49 
500 
1x 8.00% 5.33% 9.33% 
1.5x 6.67% 6.67% 10.67% 
2x 5.33% 8.00% 6.67% 
1000 
1x 8.00% 8.00% 6.67% 
1.5x 5.33% 6.67% 6.67% 
2x 6.67% 5.33% 8.00% 
1500 
1x 6.67% 8.00% 4.00% 
1.5x 9.33% 4.00% 8.00% 
2x 6.67% 8.00% 6.67% 
  
Log-transformation 
Number of 
Trees 
Bootstrap 
Size None 
Non-
normalized Normalized 
500 
1x 10.67% 8.00% 6.67% 
1.5x 8.00% 8.00% 9.33% 
2x 9.33% 8.00% 6.67% 
1000 
1x 5.33% 5.33% 9.33% 
1.5x 8.00% 4.00% 5.33% 
2x 8.00% 5.33% 8.00% 
1500 
1x 6.67% 5.33% 8.00% 
1.5x 9.33% 6.67% 6.67% 
2x 8.00% 5.33% 6.67% 
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Appendix C 
Details of subset 2 Classification Important Variables 
Metabolites Value 
Glycolysis, gluconeogenesis, pyruvate metabolism 135 
Cysteine, methionine, SAM, taurine metabolism 135 
Pyrimidine metabolism, uracil containing 135 
Creatine metabolism 135 
Creatine metabolism 135 
Lysine metabolism 135 
Urea cycle; arginine-, proline-, metabolism 135 
Glutamate metabolism 135 
Glycolysis, gluconeogenesis, pyruvate metabolism 135 
Urea cycle; arginine-, proline-, metabolism 134 
Tryptophan metabolism 134 
Lysolipid 132 
Alanine and aspartate metabolism 131 
gamma-glutamyl 131 
Valine, leucine and isoleucine metabolism 130 
Carnitine metabolism 128 
Lysolipid 124 
Butanoate metabolism 123 
Long chain fatty acid 123 
Carnitine metabolism 118 
Fatty acid, monohydroxy 96 
Lysolipid 86 
Carnitine metabolism 82 
Hemoglobin and porphyrin metabolism 81 
Phenylalanine & tyrosine metabolism 73 
Cysteine, methionine, SAM, taurine metabolism 70 
Valine, leucine and isoleucine metabolism 63 
Phenylalanine & tyrosine metabolism 59 
Carnitine metabolism 55 
Urea cycle; arginine-, proline-, metabolism 51 
Carnitine metabolism 49 
Lysolipid 30 
Food component/Plant 30 
Fibrinogen cleavage peptide 28 
Glycine, serine and threonine metabolism 28 
Benzoate metabolism 28 
Glycolysis, gluconeogenesis, pyruvate metabolism 27 
51 
Lysolipid 26 
Purine metabolism, urate metabolism 23 
gamma-glutamyl 21 
Phenylalanine & tyrosine metabolism 21 
Pyrimidine metabolism, uracil containing 20 
Fructose, mannose, galactose, starch, and sucrose 
metabolism 18 
Lysolipid 16 
Lysolipid 14 
Glycolysis, gluconeogenesis, pyruvate metabolism 14 
Fatty acid, dicarboxylate 13 
Glycerolipid metabolism 13 
Tryptophan metabolism 12 
Carnitine metabolism 12 
Pantothenate and CoA metabolism 12 
Long chain fatty acid 11 
Phenylalanine & tyrosine metabolism 11 
Carnitine metabolism 11 
gamma-glutamyl 10 
gamma-glutamyl 10 
Long chain fatty acid 10 
Long chain fatty acid 10 
Carnitine metabolism 10 
Phenylalanine & tyrosine metabolism 9 
Hemoglobin and porphyrin metabolism 9 
Nucleotide sugars, pentose metabolism 9 
Krebs cycle 9 
Sterol/Steroid 8 
Lysolipid 7 
Food component/Plant 7 
Long chain fatty acid 7 
Long chain fatty acid 6 
Hemoglobin and porphyrin metabolism 6 
Sterol/Steroid 5 
Sterol/Steroid 4 
Benzoate metabolism 4 
Cysteine, methionine, SAM, taurine metabolism 4 
Glycine, serine and threonine metabolism 4 
Lysolipid 3 
Glutamate metabolism 3 
Lysine metabolism 3 
52 
Long chain fatty acid 3 
Dipeptide 3 
Lysolipid 2 
Lysolipid 2 
Valine, leucine and isoleucine metabolism 2 
Tryptophan metabolism 2 
Fibrinogen cleavage peptide 2 
Glycine, serine and threonine metabolism 2 
Chemical 2 
Glycine, serine and threonine metabolism 2 
Vitamin B6 metabolism 2 
Long chain fatty acid 2 
Tryptophan metabolism 2 
Lysolipid 1 
Tocopherol metabolism 1 
Nucleotide sugars, pentose metabolism 1 
Alanine and aspartate metabolism 1 
Valine, leucine and isoleucine metabolism 1 
Fatty acid metabolism (also BCAA metabolism) 1 
Glycerolipid metabolism 1 
Glutathione metabolism 1 
Essential fatty acid 1 
Essential fatty acid 1 
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Appendix D 
Details of subset 2 Classification Error Rate 
  
None 
Number of 
Trees 
Bootstrap 
Size None Non-normalized Normalized 
500 
1x 0.00% 1.33% 1.33% 
1.5x 1.33% 2.67% 2.67% 
2x 0.00% 2.67% 0.00% 
1000 
1x 0.00% 0.00% 0.00% 
1.5x 0.00% 0.00% 0.00% 
2x 0.00% 1.33% 0.00% 
1500 
1x 1.33% 0.00% 0.00% 
1.5x 0.00% 0.00% 0.00% 
2x 0.00% 0.00% 0.00% 
  
Auto-Scaling 
Number of 
Trees 
Bootstrap 
Size None Non-normalized Normalized 
500 
1x 0.00% 1.33% 0.00% 
1.5x 0.00% 1.33% 0.00% 
2x 0.00% 0.00% 0.00% 
1000 
1x 0.00% 0.00% 0.00% 
1.5x 0.00% 0.00% 0.00% 
2x 0.00% 1.33% 0.00% 
1500 
1x 0.00% 0.00% 0.00% 
1.5x 0.00% 0.00% 0.00% 
2x 0.00% 0.00% 0.00% 
  
Pareto-Scaling 
Number of 
Trees 
Bootstrap 
Size None Non-normalized Normalized 
500 
1x 0.00% 0.00% 1.33% 
1.5x 1.33% 0.00% 0.00% 
2x 1.33% 1.33% 0.00% 
1000 
1x 0.00% 0.00% 0.00% 
1.5x 0.00% 1.33% 0.00% 
2x 0.00% 1.33% 0.00% 
1500 
1x 0.00% 1.33% 0.00% 
1.5x 0.00% 0.00% 0.00% 
2x 0.00% 0.00% 0.00% 
  
Range-Scaling 
Number of Bootstrap None Non-normalized Normalized 
54 
Trees Size 
500 
1x 0.00% 1.33% 1.33% 
1.5x 1.33% 0.00% 1.33% 
2x 0.00% 0.00% 2.67% 
1000 
1x 0.00% 0.00% 1.33% 
1.5x 0.00% 0.00% 0.00% 
2x 1.33% 0.00% 1.33% 
1500 
1x 0.00% 0.00% 0.00% 
1.5x 0.00% 0.00% 0.00% 
2x 0.00% 0.00% 0.00% 
  
Log-Transformation 
Number of 
Trees 
Bootstrap 
Size None Non-normalized Normalized 
500 
1x 2.67% 0.00% 0.00% 
1.5x 1.33% 0.00% 1.33% 
2x 0.00% 1.33% 1.33% 
1000 
1x 0.00% 0.00% 0.00% 
1.5x 0.00% 1.33% 0.00% 
2x 1.33% 1.33% 0.00% 
1500 
1x 0.00% 1.33% 0.00% 
1.5x 0.00% 0.00% 0.00% 
2x 0.00% 1.33% 0.00% 
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Appendix E 
Details of subset 3 Classification Important Variables 
Metabolite Value 
Creatinine 135 
Creatine 135 
Pyruvate (additional: Phosphoenolpyruvate (PEP)) 135 
Glucose 135 
Threonic acid 135 
1,5-Anhydrosorbitol 135 
2-Hydroxybutyrate 135 
Mannosamine 135 
Glucosamine 135 
Lysophosphatidylcholine (C18:0) 135 
Lysophosphatidylcholine (C17:0) 135 
Unknown lipid (68300436) 135 
Asparagine 134 
Glucose-1-phosphate (additional: Glucose) 134 
Gluconic acid (additional: Gluconolacton) 133 
Unknown polar (38301147) 133 
Lysophosphatidylcholine (C16:0) 131 
Alanine 128 
Mannose 126 
Lactate 125 
Unknown lipid (68300017) 125 
Phosphatidylcholine (C16:0,C20:4) 122 
Glycerol, polar fraction 113 
Unknown lipid (68300060) 108 
Citrulline 84 
Glutamine 73 
Valine 69 
Lysophosphatidylcholine (C18:2) 69 
Phosphatidylcholine (C16:1,C18:2) 52 
Phytosphingosine, total 49 
Lysophosphatidylcholine (C18:1) 46 
Leucine 41 
3-Hydroxyisobutyrate 41 
beta-Carotene 38 
Cysteine (additional: Cystine) 30 
5-Oxoproline (additional: Folic acid, Glutamate, Glutamine) 29 
Phosphatidylcholine No 02 29 
56 
Unknown lipid (68300047) 24 
Glycine 20 
Pantothenic acid 17 
Docosapentaenoic acid (C22:cis[4,7,10,13,16]5) 17 
Cystine 17 
Isocitrate 17 
Heneicosanoic acid (C21:0) 14 
4-Deoxythreonic acid 14 
Arginine 12 
Cresol sulfate (additional: m-Cresol sulfate, o-Cresol sulfate) 10 
Choline plasmalogen (C18,C20:4) 10 
Glycerol phosphate, lipid fraction 8 
Phosphate (inorganic and from organic phosphates) 8 
Hippuric acid 7 
Phosphatidylcholine (C16:0,C20:5) 7 
Arachidonic acid (C20:cis[5,8,11,14]4) 6 
Threonine 6 
myo-Inositol 6 
Palmitoleic acid (C16:cis[9]1) 5 
Unknown polar (58300146) 5 
Phosphatidylcholine (C18:0,C20:3) 5 
Unknown lipid (68300058) 5 
Lysine 4 
Uric acid 4 
Erythronic acid 4 
TAG (C18:2,C18:2) 4 
Phosphatidylcholine (C18:0,C22:6) 4 
Palmitic acid (C16:0) 3 
Linoleic acid (C18:cis[9,12]2) 3 
Docosapentaenoic acid (C22:cis[7,10,13,16,19]5) 3 
erythro-Sphingosine (additional: Sphingolipids) 3 
Ornithine (additional: Arginine, Citrulline) 3 
Erythrol 3 
Threitol 3 
scyllo-Inositol 3 
Ketoleucine 3 
Unknown polar (58300159) 3 
Unknown lipid (68300020) 3 
TAG (C16:0,C16:1) 3 
Uridine 2 
Stearic acid (C18:0) 2 
57 
Hexadecanol 2 
Phosphate, lipid fraction 2 
myo-Inositol-2-phosphate, lipid fraction (myo-
Inositolphospholipids) 2 
Hentriacontane 2 
5-O-Methylsphingosine 2 
Putrescine (additional: Agmatine) 2 
Isoleucine 2 
Pseudouridine 2 
Unknown polar (58300133) 2 
Unknown lipid (68300035) 2 
Unknown lipid (68300045) 2 
Unknown lipid (68300437) 2 
Cryptoxanthin 1 
Coenzyme Q10 1 
Glutamate 1 
Taurine 1 
Eicosapentaenoic acid (C20:cis[5,8,11,14,17]5) 1 
Heptadecenoic acid (C17:cis[10]1) 1 
Eicosanoic acid (C20:0) 1 
Pentadecanol 1 
Unknown lipid (28300099) 1 
gamma-Tocopherol 1 
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Appendix F 
Details of subset 3 Classification Error Rate 
  
None 
Number of 
Trees 
Bootstrap 
Size None 
Non-
normalized Normalized 
500 
1x 1.33% 4.00% 2.67% 
1.5x 4.00% 2.67% 1.33% 
2x 2.67% 2.67% 4.00% 
1000 
1x 2.67% 1.33% 1.33% 
1.5x 2.67% 2.67% 2.67% 
2x 1.33% 1.33% 4.00% 
1500 
1x 4.00% 1.33% 1.33% 
1.5x 2.67% 1.33% 2.67% 
2x 4.00% 1.33% 2.67% 
  
Auto-Scaling 
Number of 
Trees 
Bootstrap 
Size None 
Non-
normalized Normalized 
500 
1x 4.00% 2.67% 1.33% 
1.5x 2.67% 2.67% 4.00% 
2x 1.33% 4.00% 2.67% 
1000 
1x 1.33% 2.67% 1.33% 
1.5x 1.33% 2.67% 0.00% 
2x 2.67% 1.33% 1.33% 
1500 
1x 1.33% 2.67% 1.33% 
1.5x 1.33% 1.33% 1.33% 
2x 1.33% 1.33% 1.33% 
  
Pareto-Scaling 
Number of 
Trees 
Bootstrap 
Size None 
Non-
normalized Normalized 
500 
1x 2.67% 1.33% 2.67% 
1.5x 2.67% 1.33% 2.67% 
2x 1.33% 4.00% 1.33% 
1000 
1x 2.67% 1.33% 1.33% 
1.5x 1.33% 1.33% 1.33% 
2x 2.67% 2.67% 2.67% 
1500 
1x 2.67% 2.67% 2.67% 
1.5x 1.33% 1.33% 1.33% 
2x 1.33% 1.33% 1.33% 
  
Range-Scaling 
Number of 
Trees 
Bootstrap 
Size None 
Non-
normalized Normalized 
59 
500 
1x 4.00% 2.67% 1.33% 
1.5x 1.33% 1.33% 2.67% 
2x 2.67% 2.67% 2.67% 
1000 
1x 1.33% 2.67% 1.33% 
1.5x 1.33% 1.33% 1.33% 
2x 2.67% 0.00% 2.67% 
1500 
1x 2.67% 1.33% 1.33% 
1.5x 1.33% 2.67% 1.33% 
2x 1.33% 1.33% 2.67% 
  
Log-Transformation 
Number of 
Trees 
Bootstrap 
Size None 
Non-
normalized Normalized 
500 
1x 2.67% 4.00% 1.33% 
1.5x 2.67% 0.00% 1.33% 
2x 1.33% 1.33% 4.00% 
1000 
1x 2.67% 4.00% 4.00% 
1.5x 1.33% 2.67% 2.67% 
2x 1.33% 2.67% 1.33% 
1500 
1x 2.67% 1.33% 4.00% 
1.5x 1.33% 5.33% 1.33% 
2x 4.00% 2.67% 1.33% 
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Appendix G 
Details of subset 4 Classification Important Variables 
Metabolites Value 
SPC aa C32:1 135 
SPC aa C32:2 135 
SPC aa C34:1 135 
SlysoPC a C17:0 135 
SSM C22:3 135 
SHexose 135 
SAlanine 135 
SCitrulline 135 
SGlutamine 135 
SCreatinine 135 
SlysoPC a C18:0 134 
SLeucine 134 
SValine 134 
SlysoPC a C18:2 130 
SPC aa C36:4 129 
SIsoleucine 126 
SArginine 125 
SPC ae C34:2 121 
SPC aa C34:3 107 
SPC aa C30:0 98 
SC18 95 
SlysoPC a C28:1 95 
SPC aa C32:0 71 
SKynurenine 71 
SPC ae C44:6 67 
SPC aa C30:2 66 
SPC ae C36:1 62 
SPC ae C36:4 62 
SlysoPC a C16:0 59 
SPC ae C40:5 43 
SSM C24:0 40 
SPC aa C38:3 38 
SC18:2 34 
SPC aa C38:6 34 
SC5 32 
SGlycine 32 
SGlutamate 26 
61 
SSpermidine 24 
SC0 22 
SMethioninesulfoxide(Met-SO) 21 
SPC aa C34:4 20 
SPC ae C34:3 19 
SSM C18:0 19 
SSM C20:2 16 
SThreonine 15 
SlysoPC a C18:1 14 
SPC aa C38:4 13 
SPC aa C38:5 13 
SPC aa C42:0 13 
SPC aa C40:4 12 
SSerotonin 12 
SPC aa C36:3 9 
SPC ae C36:3 9 
SPC ae C42:3 9 
Stotal dimethylarginine(DMA) 8 
SPC ae C38:2 7 
SSM (OH) C22:1 7 
SPC aa C36:1 6 
SPC aa C40:2 6 
SPC ae C36:2 6 
SPC ae C38:5 6 
STyrosine 6 
SC12 5 
SPC aa C36:2 5 
SPC aa C36:5 5 
SPC ae C34:0 5 
SPC ae C38:6 5 
SPC ae C40:6 5 
SPC ae C42:2 5 
SlysoPC a C16:1 5 
SSM C16:0 5 
SSM C18:1 5 
SPC aa C40:6 4 
SPC aa C42:1 4 
SPC ae C40:3 4 
SSM (OH) C24:1 4 
SOrnithine 4 
SSarcosine 4 
62 
STaurine 4 
SPC aa C38:0 3 
SPC aa C40:5 3 
SPC ae C32:1 3 
SPC ae C36:5 3 
SPC ae C38:3 3 
SPC ae C40:1 3 
SPC ae C42:4 3 
SlysoPC a C14:0 3 
SAsparagine 3 
SAspartate 3 
SPutrescine 3 
SC10:1 2 
SC3 2 
SPC aa C28:1 2 
SPC aa C32:3 2 
SPC aa C34:2 2 
SPC ae C34:1 2 
SPC ae C36:0 2 
SPC ae C40:2 2 
SPC ae C42:1 2 
SPC ae C42:5 2 
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Appendix H 
Details of subset 4 Classification Error Rate 
  
None 
Number of 
Trees 
Bootstrap 
Size None 
Non-
normalized Normalized 
500 
1x 8.00% 9.33% 6.67% 
1.5x 8.00% 9.33% 9.33% 
2x 4.00% 8.00% 13.33% 
1000 
1x 9.33% 8.00% 8.00% 
1.5x 6.67% 6.67% 6.67% 
2x 9.33% 8.00% 8.00% 
1500 
1x 6.67% 9.33% 9.33% 
1.5x 6.67% 9.33% 8.00% 
2x 6.67% 9.33% 6.67% 
  
Auto-Scaling 
Number of 
Trees 
Bootstrap 
Size None 
Non-
normalized Normalized 
500 
1x 8.00% 6.67% 9.33% 
1.5x 10.67% 9.33% 5.33% 
2x 8.00% 5.33% 8.00% 
1000 
1x 9.33% 8.00% 8.00% 
1.5x 9.33% 6.67% 9.33% 
2x 8.00% 6.67% 6.67% 
1500 
1x 9.33% 9.33% 8.00% 
1.5x 8.00% 8.00% 9.33% 
2x 5.33% 8.00% 6.67% 
  
Pareto-Scaling 
Number of 
Trees 
Bootstrap 
Size None 
Non-
normalized Normalized 
500 
1x 9.33% 8.00% 9.33% 
1.5x 9.33% 8.00% 8.00% 
2x 5.33% 6.67% 8.00% 
1000 
1x 6.67% 8.00% 6.67% 
1.5x 6.67% 9.33% 6.67% 
2x 6.67% 8.00% 6.67% 
1500 
1x 8.00% 9.33% 9.33% 
1.5x 8.00% 6.67% 8.00% 
2x 9.33% 9.33% 9.33% 
  
Range-Scaling 
Number of 
Trees 
Bootstrap 
Size None 
Non-
normalized Normalized 
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500 
1x 8.00% 9.33% 9.33% 
1.5x 8.00% 6.67% 9.33% 
2x 4.00% 10.67% 5.33% 
1000 
1x 9.33% 9.33% 8.00% 
1.5x 8.00% 8.00% 6.67% 
2x 6.67% 9.33% 8.00% 
1500 
1x 9.33% 6.67% 8.00% 
1.5x 8.00% 8.00% 9.33% 
2x 5.33% 8.00% 9.33% 
  
Log-Transformation 
Number of 
Trees 
Bootstrap 
Size None 
Non-
normalized Normalized 
500 
1x 6.67% 8.00% 8.00% 
1.5x 12.00% 12.00% 5.33% 
2x 5.33% 5.33% 12.00% 
1000 
1x 8.00% 9.33% 8.00% 
1.5x 9.33% 9.33% 9.33% 
2x 8.00% 8.00% 6.67% 
1500 
1x 8.00% 9.33% 9.33% 
1.5x 6.67% 6.67% 8.00% 
2x 8.00% 8.00% 9.33% 
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Appendix I 
Details of subset 5 Classification Important Variables 
Metabolite Value 
2-DEOXY-D-GLUCOSE 135 
3-HYDROXY-3-METHYLGLUTARATE 134 
CREATINE 134 
CREATININE FROM COMPLEX 134 
GLUTAMINE 134 
HEXOSE 134 
METHYL JASMONATE 134 
MYO-INOSITOL 134 
SPERMINE  134 
CREATININE 133 
(S)-LACTATE 130 
CITRULLINE 130 
PYRUVATE 129 
ALANINE 126 
GLUTAMINE 119 
2-HYDROXYBUTYRIC ACID 114 
ALPHA-TOCOPHEROL 109 
GLYCINE 92 
DIOLEOYLPHOSPHATIDYLCHOLINE 84 
PALMITIC ACID 77 
VALINE 71 
GLUTAMINE 69 
HIPPURATE 68 
VALINE 54 
SUCCINATE 53 
DOCOSAHEXAENOIC ACID 52 
URATE 52 
AMINOBUTANOIC ACID 50 
5-OXO-PROLINE 45 
HEPTADECANOATE 38 
PALMITOLEIC ACID 38 
URATE 38 
XANTHOSINE 5`-MONOPHOSPHATE 35 
GLYCERIC ACID 34 
4-PYRIDOXATE 31 
N-ACETYL-D-HEXOSAMINE 31 
2-HYDROXYQUINOLINE 29 
66 
CHENODEOXYCHOLATE 29 
HOMOSERINE 26 
4-HYDROXY-2-QUINOLINECARBOXYLIC 
ACID 25 
HIPPURATE 25 
PIPECOLIC ACID 24 
AMINOHYDROXYBUTANOIC ACID 23 
OXALATE 22 
MALATE 21 
MELATONIN 21 
HYPOXANTHINE 19 
INDOLE-3-ACETIC ACID 19 
BILIVERDIN 18 
LAUROYLCARNITINE 18 
5-OXO-PROLINE 17 
N-OLEOYLGLYCINE 17 
ARGININE 16 
GAMMA-LINOLENIC ACID 16 
KYNURENIC ACID 16 
OLEAMIDE 16 
TYROSINE 16 
METHYL ACETOACETATE 15 
5,6-DIHYDROURACIL 14 
HYPOXANTHINE 13 
OLEAMIDE 13 
UREA 13 
NICOTINAMIDE 12 
4-PYRIDOXATE 11 
BOC-ALA-OH 11 
CIS-7,10,13,16-DOCOSATETRAENOIC ACID 11 
STEARATE 11 
AMINOPENTANOIC ACID 8 
MYRISTOLEIC ACID 8 
N-ACETYLGLYCINE 8 
N-ACETYL-L-PHENYLALANINE 8 
OLEAMIDE 8 
PANTOTHENIC ACID 8 
ADENOSINE 7 
BIOTIN 7 
PHOSPHATE 7 
URIDINE 7 
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UROCANATE 7 
XANTHINE 7 
2-HYDROXYBUTYRIC ACID 6 
AZELAIC ACID  6 
CYSTINE 6 
HYPOXANTHINE 6 
O-ACETYL-L-CARNITINE 6 
OLEATE 6 
TAURINE 6 
ALPHA-KETO-GLUTARATE 5 
DOCOSAHEXAENOIC ACID 5 
INDOLE-3-ACETIC ACID 5 
LINOLEATE 5 
PANTOLACTONE 5 
PHENYLALANINE 5 
2`-DEOXYGUANOSINE 4 
4-METHYL-2-OXOPENTANOATE 4 
DEHYDROISOANDROSTERONE 3-
SULFATE 4 
LAURIC ACID 4 
METHYL INDOLE-3-ACETATE 4 
MYRISTIC ACID 4 
PANTOATE 4 
PANTOTHENIC ACID 4 
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Appendix J 
Details of subset 5 Classification Error Rate 
  
None 
Number of 
Trees 
Bootstrap 
Size None 
Non-
normalized Normalized 
500 
1x 4.69% 7.81% 6.25% 
1.5x 9.38% 6.25% 6.25% 
2x 6.25% 9.38% 6.25% 
1000 
1x 7.81% 6.25% 6.25% 
1.5x 6.25% 6.25% 6.25% 
2x 6.25% 4.69% 9.38% 
1500 
1x 7.81% 7.81% 7.81% 
1.5x 6.25% 9.38% 9.38% 
2x 7.81% 7.81% 7.81% 
  
Auto-Scaling 
Number of 
Trees 
Bootstrap 
Size None 
Non-
normalized Normalized 
500 
1x 6.25% 7.81% 6.25% 
1.5x 3.13% 7.81% 6.25% 
2x 6.25% 7.81% 9.38% 
1000 
1x 6.25% 6.25% 10.94% 
1.5x 6.25% 9.38% 4.69% 
2x 6.25% 6.25% 6.25% 
1500 
1x 6.25% 6.25% 7.81% 
1.5x 6.25% 7.81% 6.25% 
2x 6.25% 4.69% 9.38% 
  
Pareto-Scaling 
Number of 
Trees 
Bootstrap 
Size None 
Non-
normalized Normalized 
500 
1x 6.25% 10.94% 6.25% 
1.5x 7.81% 6.25% 12.50% 
2x 9.38% 6.25% 4.69% 
1000 
1x 6.25% 7.81% 7.81% 
1.5x 6.25% 4.69% 7.81% 
2x 6.25% 10.94% 9.38% 
1500 
1x 6.25% 7.81% 6.25% 
1.5x 6.25% 6.25% 7.81% 
2x 6.25% 6.25% 6.25% 
  
Range-Scaling 
Number of 
Trees 
Bootstrap 
Size None 
Non-
normalized Normalized 
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500 
1x 6.25% 9.38% 7.81% 
1.5x 6.25% 4.69% 6.25% 
2x 10.94% 7.81% 6.25% 
1000 
1x 9.38% 6.25% 7.81% 
1.5x 7.81% 7.81% 6.25% 
2x 6.25% 9.38% 9.38% 
1500 
1x 4.69% 6.25% 7.81% 
1.5x 9.38% 6.25% 6.25% 
2x 4.69% 6.25% 6.25% 
  
Log-Transformation 
Number of 
Trees 
Bootstrap 
Size None 
Non-
normalized Normalized 
500 
1x 9.38% 7.81% 10.94% 
1.5x 9.38% 7.81% 7.81% 
2x 9.38% 9.38% 7.81% 
1000 
1x 6.25% 9.38% 7.81% 
1.5x 6.25% 6.25% 7.81% 
2x 7.81% 9.38% 6.25% 
1500 
1x 7.81% 6.25% 7.81% 
1.5x 7.81% 6.25% 6.25% 
2x 6.25% 4.69% 7.81% 
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Appendix K 
Regression Age Correlation Values 
Metabolite Number of Splits Sum of Squares 
Inosine 798 743508.48 
Glutamic acid 735 721225.41 
Threonine 654 584068.12 
Phenyl sulfate 486 341017.99 
Palmitoleoyl-lyso-PC (16:1) 407 311509.14 
Palmitic acid 378 311423.07 
Isovaleryl carnitine (C5) 419 291050.21 
Taurocholic acid 458 254037.74 
Uric acid 303 172745.89 
Glycoursocholic acid 346 161911.83 
Linolenoyl-lyso-PC (18:2) 292 145750.49 
Asparagine 257 135637.85 
Heptadecanoyl-lysoPC 
(17:0) 
314 135062.69 
Deoxycholic acid 254 110591.30 
Palmitoyl-lyso-PE (16:0) 213 106327.45 
Oleic acid 217 101913.63 
b-muricholic acid 175 99166.87 
Glycoursodeoxycholic acid 247 98131.70 
Tauroursodeoxycholic acid 227 90759.79 
Glycodeoxycholic acid 256 89290.94 
Hexanoyl carnitine (C6) 204 88724.40 
Spermidine 223 84303.73 
Acetylcholine 205 82807.04 
kynurenine 208 82225.46 
Myristoyl-lyso-PC (14:0) 168 77304.95 
3-hydroxybuturate 138 66585.77 
Docosapentaenoyl-lyso-PC 
(22:5) 2 
158 62345.51 
Glycocholic acid 185 62313.05 
Oleoyl-lyso-PE (18:1) 193 58296.32 
Serine 172 55951.43 
Lysine 174 54858.85 
Eicosadienoyl-lyso-PC 
(20:2) 
156 51573.71 
Taurochenodeoxycholic acid 109 47235.73 
Propionylcarnitine (C3) 139 47064.10 
Stearoyl-lyso-PC (18:0) 157 47011.92 
Palmitoyl carnitine (C16) 128 45239.50 
Stearoyl-lyso-PE (18:0) 145 45153.21 
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Glycochenodeoxycholic acid 131 44814.88 
Tauroursocholic acid 150 42382.52 
Prolyl-hydroxyproline 154 42083.11 
Arachidonoyl-lyso-PC (20:4) 142 41970.01 
Oleoyl carnitine (C18:1) 132 40270.07 
Proline 135 40130.11 
Palmitoyl-lyso PC (16:0) 125 38971.10 
GABA 121 38526.06 
a-muricholic acid 135 38255.77 
Creatine 125 37735.98 
Choline 118 35748.82 
Valine 126 35663.28 
Succinic acid 115 35059.08 
Alanine 129 35022.85 
Docosahexaenoyl-lyso-PC 
(22:6) 
133 34731.06 
Betaine 111 34694.02 
Pantothenic acid 121 33977.84 
Ursodeoxycholic acid 132 33139.50 
Cholic acid 131 33050.92 
4-hydroxyproline 120 32571.56 
Linoleoyl-lyso-PC (18:3) 112 32158.46 
2-hydroxybuturate 108 31395.31 
Gulonic acid gama-lactone 129 31242.59 
Oleoyl-lyso-PC (18:1) 111 31206.19 
Leucine 126 30863.98 
Ketoglutarate 105 30809.96 
Docosapentaenoyl-lyso-PC 
(22:5) 1 
111 29597.60 
Lauryl carnitine (C12) 120 28703.02 
Linoleoyl-lyso-PE (18:2) 113 28324.53 
Arachidonoyl-lyso-PE (20:4) 108 28159.53 
Arachidonic acid 97 28084.47 
Acetylcarnitine 88 27143.96 
Glutamyl-leucine 66 26544.35 
Ribose 104 26414.24 
Isobutyryl carnitine (C4) 112 26229.69 
Sebacic acid 90 25821.61 
Methionine 93 24557.14 
Glyceric acid 89 24085.97 
Citrulline 109 23945.58 
Allantoin 95 23754.50 
Stearoyl carnitine (C18:0) 99 23506.68 
Butyryl carnitine (C4) 100 23385.97 
Phenylalanine 90 23140.88 
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Isoleucine 80 22585.26 
Linoleoyl carnitine (C18:2) 106 22455.08 
Tryptophan 100 21483.52 
Taurodeoxycholic acid 98 20568.42 
Glucose 89 20312.65 
Linoleic acid 84 20013.36 
Homovanillic acid 78 19458.15 
Tyrosine 88 19295.92 
Stearic acid 66 18841.60 
Arachidoyl-lyso-PC (20:3) 70 18382.49 
Glutamine 65 16966.64 
Aconitate 88 16764.45 
Citric Acid 71 16669.31 
11-Deoxycortisol 75 13771.71 
EDTA 53 9900.24 
GSH 28 5955.28 
Tetradecanoyl carnitine 
(C14) 
12 2269.25 
Deoxycytidine 9 1885.36 
GSSH 0 0.00 
Aminobuturate 0 0.00 
Uridine 0 0.00 
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Appendix L 
Regression BMI Correlation Values 
Metabolites Number of Splits Sum of Squares 
Tyrosine 864 297657.27 
Glutamic acid 508 134664.14 
Docosahexaenoyl-lyso-PC 
(22:6) 
478 107582.87 
Glycoursocholic acid 421 102415.76 
Phenylalanine 384 89223.11 
Valine 322 72664.35 
Proline 405 71635.30 
Leucine 339 70652.03 
Eicosadienoyl-lyso-PC 
(20:2) 
333 68291.04 
Docosapentaenoyl-lyso-PC 
(22:5) 1 
330 64702.97 
Isobutyryl carnitine (C4) 337 63696.00 
kynurenine 344 58425.03 
Palmitoleoyl-lyso-PC (16:1) 269 54038.58 
Prolyl-hydroxyproline 303 53242.07 
3-hydroxybuturate 244 35019.83 
Glyceric acid 179 34918.53 
Linolenoyl-lyso-PC (18:2) 200 32510.32 
Citrulline 242 31462.54 
Myristoyl-lyso-PC (14:0) 183 29497.00 
Glycodeoxycholic acid 218 29458.60 
Heptadecanoyl-lysoPC 
(17:0) 
191 27471.97 
Arachidonic acid 176 27284.21 
Creatine 167 25753.12 
Uric acid 189 25367.05 
Palmitoyl carnitine (C16) 165 25105.67 
Homovanillic acid 192 24645.66 
Lysine 204 24203.32 
Stearoyl-lyso-PE (18:0) 180 22934.77 
Betaine 160 21275.25 
Deoxycholic acid 201 20848.94 
Linoleoyl carnitine (C18:2) 195 20349.30 
Docosapentaenoyl-lyso-PC 
(22:5) 2 
176 20254.04 
Palmitoyl-lyso PC (16:0) 163 19455.84 
Glycocholic acid 164 19435.16 
Propionylcarnitine (C3) 165 19101.40 
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Gulonic acid gama-lactone 147 18124.20 
Oleoyl carnitine (C18:1) 158 17471.44 
Isoleucine 126 16267.75 
Phenyl sulfate 150 15907.38 
Oleoyl-lyso-PC (18:1) 152 15847.30 
Stearic acid 128 15725.60 
Stearoyl-lyso-PC (18:0) 141 15553.06 
Tetradecanoyl carnitine 
(C14) 
82 15332.87 
Glutamine 155 15131.44 
Arachidonoyl-lyso-PE (20:4) 119 14741.75 
Ribose 110 14036.43 
Stearoyl carnitine (C18:0) 171 14015.48 
Alanine 120 13881.98 
Glycochenodeoxycholic acid 147 13809.93 
Cholic acid 146 13718.02 
Allantoin 118 13411.05 
Taurocholic acid 122 13265.61 
Oleoyl-lyso-PE (18:1) 123 13189.66 
Tauroursocholic acid 133 13070.29 
Butyryl carnitine (C4) 130 13037.13 
Succinic acid 115 12945.75 
Citric Acid 132 12886.92 
Inosine 135 12675.96 
Tauroursodeoxycholic acid 105 12366.84 
4-hydroxyproline 125 12172.23 
Lauryl carnitine (C12) 127 11962.84 
Ursodeoxycholic acid 129 11732.92 
Tryptophan 120 11707.46 
Linoleoyl-lyso-PC (18:3) 120 11589.82 
Palmitoyl-lyso-PE (16:0) 150 11461.42 
Spermidine 116 11295.02 
Arachidonoyl-lyso-PC (20:4) 139 11207.12 
a-muricholic acid 124 10997.10 
Glycoursodeoxycholic acid 120 10382.63 
Methionine 111 10318.32 
11-Deoxycortisol 132 10278.68 
Asparagine 97 9984.59 
Serine 111 9942.09 
Acetylcholine 103 9293.89 
Threonine 95 9073.55 
Taurodeoxycholic acid 93 9044.35 
Isovaleryl carnitine (C5) 103 8852.34 
Pantothenic acid 96 8661.48 
Glucose 97 8566.75 
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Palmitic acid 91 8556.72 
b-muricholic acid 93 8510.21 
Acetylcarnitine 104 8382.74 
Glutamyl-leucine 57 8331.31 
GABA 77 7569.34 
Choline 93 7494.56 
Oleic acid 97 7475.14 
Arachidoyl-lyso-PC (20:3) 75 7208.08 
2-hydroxybuturate 76 7163.94 
Linoleoyl-lyso-PE (18:2) 91 6991.33 
Ketoglutarate 84 6740.20 
Aconitate 79 6527.66 
Sebacic acid 84 6169.51 
Taurochenodeoxycholic acid 81 6157.66 
EDTA 56 4948.09 
Linoleic acid 74 4809.93 
Hexanoyl carnitine (C6) 59 4618.40 
GSH 37 3683.38 
Deoxycytidine 6 679.42 
GSSH 0 0.00 
Aminobuturate 0 0.00 
Uridine 0 0.00 
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Appendix M 
Regression Glucose Correlation Values 
Metabolites Number of 
Splits 
Sum of 
Squares 
Betaine 1109 12707836 
Linoleoyl carnitine (C18:2) 507 4596562 
Palmitoleoyl-lyso-PC (16:1) 456 3832117 
Spermidine 424 3591896 
Glucose 335 2767169 
Myristoyl-lyso-PC (14:0) 333 2375384 
Creatine 408 2027149 
Threonine 333 1860083 
Choline 309 1756472 
Ribose 287 1416019 
Acetylcholine 216 1363785 
Succinic acid 246 1358071 
Stearoyl-lyso-PC (18:0) 342 1264215 
Ursodeoxycholic acid 291 1263584 
Stearoyl carnitine (C18:0) 230 1153933 
Heptadecanoyl-lysoPC 
(17:0) 
266 1072363 
Asparagine 268 1049077 
Deoxycholic acid 237 991682 
Citrulline 307 984360 
EDTA 156 925045 
Gulonic acid gama-lactone 207 855577 
Glycoursocholic acid 225 835085 
Lauryl carnitine (C12) 192 801635 
Inosine 158 795008 
11-Deoxycortisol 196 712936 
Sebacic acid 186 678788 
Phenyl sulfate 181 674726 
Prolyl-hydroxyproline 243 621660 
Serine 151 601302 
Homovanillic acid 157 600250 
b-muricholic acid 158 593523 
Eicosadienoyl-lyso-PC 
(20:2) 
207 583378 
Methionine 290 579395 
Tyrosine 178 542060 
Stearic acid 159 510565 
Glutamine 175 503820 
2-hydroxybuturate 188 502923 
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Glycoursodeoxycholic acid 142 486409 
Valine 155 464345 
Glutamic acid 143 464132 
Palmitoyl carnitine (C16) 125 415227 
Glyceric acid 179 396273 
Arachidonoyl-lyso-PE (20:4) 116 385622 
Tryptophan 104 369848 
Isobutyryl carnitine (C4) 130 362647 
Isoleucine 126 344228 
Pantothenic acid 108 335741 
Proline 131 304647 
Oleoyl carnitine (C18:1) 120 301228 
Tauroursodeoxycholic acid 160 287391 
Ketoglutarate 107 279204 
Stearoyl-lyso-PE (18:0) 128 278559 
Glycodeoxycholic acid 123 273870 
Isovaleryl carnitine (C5) 134 273818 
Oleoyl-lyso-PE (18:1) 120 272780 
Palmitoyl-lyso PC (16:0) 116 266204 
Linoleoyl-lyso-PC (18:3) 140 261900 
Taurocholic acid 124 254985 
Aconitate 127 246782 
Tauroursocholic acid 119 237628 
Leucine 153 236586 
Butyryl carnitine (C4) 112 229860 
Docosapentaenoyl-lyso-PC 
(22:5) 1 
103 224647 
Arachidonic acid 101 221671 
4-hydroxyproline 95 218227 
Citric Acid 95 214905 
Lysine 137 212663 
Propionylcarnitine (C3) 104 211827 
Phenylalanine 109 207043 
Taurochenodeoxycholic acid 115 194774 
Docosapentaenoyl-lyso-PC 
(22:5) 2 
91 189811 
Oleoyl-lyso-PC (18:1) 112 188516 
Oleic acid 96 187222 
Glycocholic acid 99 183713 
Alanine 128 183587 
Linolenoyl-lyso-PC (18:2) 73 179050 
Allantoin 77 173763 
3-hydroxybuturate 74 172460 
Uric acid 115 166919 
GABA 104 165183 
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Palmitoyl-lyso-PE (16:0) 74 160127 
Cholic acid 77 159081 
Linoleoyl-lyso-PE (18:2) 104 157045 
a-muricholic acid 84 153286 
Docosahexaenoyl-lyso-PC 
(22:6) 
80 148249 
Arachidoyl-lyso-PC (20:3) 111 147477 
kynurenine 95 145814 
Hexanoyl carnitine (C6) 77 117905 
Acetylcarnitine 75 111575 
Glycochenodeoxycholic acid 77 102592 
Linoleic acid 61 101465 
Palmitic acid 72 100252 
Tetradecanoyl carnitine 
(C14) 
22 71500 
Taurodeoxycholic acid 58 61696 
Arachidonoyl-lyso-PC (20:4) 51 55800 
GSH 33 29760 
Glutamyl-leucine 22 23732 
GSSH 2 2915 
Deoxycytidine 1 567 
Aminobuturate 0 0 
Uridine 0 0 
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Appendix N 
Regression Hemoglobin Correlation Values 
Metabolites Number of Splits Sum of Squares 
Creatine 668 7158.2807 
Betaine 701 6427.0175 
Stearoyl-lyso-PC (18:0) 529 5247.4251 
Linoleoyl carnitine (C18:2) 484 4286.3918 
Citrulline 462 4054.4041 
Acetylcholine 417 3366.2342 
Heptadecanoyl-lysoPC 
(17:0) 
368 2630.9279 
Lauryl carnitine (C12) 351 2233.0520 
Myristoyl-lyso-PC (14:0) 347 2026.3141 
Linolenoyl-lyso-PC (18:2) 276 1860.9912 
Stearoyl carnitine (C18:0) 309 1850.3168 
Threonine 296 1833.6477 
Oleoyl-lyso-PC (18:1) 260 1659.2966 
Spermidine 277 1389.4405 
Glycoursocholic acid 289 1362.5131 
Eicosadienoyl-lyso-PC 
(20:2) 
224 1358.1297 
Palmitoleoyl-lyso-PC (16:1) 300 1249.0420 
Tyrosine 184 1092.9289 
GABA 201 934.9074 
Uric acid 214 891.2596 
Glutamine 212 828.6674 
Prolyl-hydroxyproline 264 776.9304 
Ursodeoxycholic acid 225 775.2074 
Glycodeoxycholic acid 203 707.2431 
Asparagine 162 697.8857 
Valine 223 691.5429 
Deoxycholic acid 183 659.4612 
Lysine 162 658.7686 
Leucine 173 634.3380 
2-hydroxybuturate 157 631.9172 
Tauroursocholic acid 225 613.6828 
Glyceric acid 142 607.9480 
kynurenine 205 600.3844 
Glutamic acid 196 584.5136 
Phenyl sulfate 211 571.9288 
Proline 153 539.0832 
Palmitoyl-lyso PC (16:0) 148 507.6210 
Isoleucine 164 498.4518 
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Butyryl carnitine (C4) 131 486.8975 
Linoleoyl-lyso-PC (18:3) 131 478.0855 
Oleoyl-lyso-PE (18:1) 159 472.5410 
Docosapentaenoyl-lyso-PC 
(22:5) 1 
142 464.3929 
Stearoyl-lyso-PE (18:0) 166 452.7731 
Homovanillic acid 123 417.3106 
Gulonic acid gama-lactone 133 400.4386 
11-Deoxycortisol 152 396.2951 
Arachidonoyl-lyso-PE (20:4) 138 383.8718 
Glucose 113 383.3955 
Allantoin 128 382.2035 
Aconitate 137 364.8645 
Alanine 138 364.1650 
Ribose 114 356.8815 
Palmitoyl-lyso-PE (16:0) 129 348.0100 
Propionylcarnitine (C3) 125 334.6041 
Sebacic acid 133 328.7379 
Ketoglutarate 103 317.5978 
Serine 118 310.8898 
Docosapentaenoyl-lyso-PC 
(22:5) 2 
100 310.3332 
Docosahexaenoyl-lyso-PC 
(22:6) 
101 283.3329 
Palmitoyl carnitine (C16) 111 280.9199 
Choline 108 259.2924 
Citric Acid 85 258.3687 
Tryptophan 89 255.1522 
Palmitic acid 97 254.9864 
Taurochenodeoxycholic acid 107 254.6689 
Phenylalanine 102 248.2774 
Oleic acid 122 239.2203 
3-hydroxybuturate 93 239.0099 
Inosine 97 238.1544 
Arachidonoyl-lyso-PC (20:4) 97 236.2344 
Isobutyryl carnitine (C4) 108 235.3123 
Succinic acid 84 233.3663 
b-muricholic acid 90 229.1421 
Stearic acid 82 227.5576 
Taurocholic acid 112 224.6214 
Oleoyl carnitine (C18:1) 87 224.3391 
Arachidoyl-lyso-PC (20:3) 73 224.2082 
Cholic acid 89 218.0486 
Methionine 105 217.8159 
Glycoursodeoxycholic acid 122 213.0296 
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4-hydroxyproline 83 199.1547 
Isovaleryl carnitine (C5) 118 198.6771 
Linoleoyl-lyso-PE (18:2) 71 191.4112 
Taurodeoxycholic acid 86 176.6838 
Pantothenic acid 96 173.0503 
Acetylcarnitine 81 172.2164 
Glycochenodeoxycholic acid 72 171.2309 
Tauroursodeoxycholic acid 93 165.3216 
Linoleic acid 91 156.9805 
Tetradecanoyl carnitine 
(C14) 
37 156.4611 
a-muricholic acid 97 147.8194 
EDTA 68 138.5248 
Glycocholic acid 80 127.6175 
Hexanoyl carnitine (C6) 81 118.9225 
Arachidonic acid 55 88.5245 
Glutamyl-leucine 27 55.1990 
Deoxycytidine 9 29.0749 
GSH 15 19.9650 
GSSH 1 5.1598 
Aminobuturate 0 0.0000 
Uridine 0 0.0000 
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Appendix O 
Regression Weight(KG) Correlation Values 
Metabolites Number of 
Splits 
Sum of Squares 
Leucine 526 1658139.8 
Tyrosine 585 1631811.3 
Phenylalanine 509 1597511.6 
Palmitoyl carnitine (C16) 395 1025237.6 
Propionylcarnitine (C3) 338 930716.5 
Valine 353 924446.5 
Uric acid 326 867158.5 
Acetylcholine 448 809816.2 
Proline 442 793720.9 
Citrulline 420 600155.0 
Isobutyryl carnitine (C4) 359 561995.1 
Glutamic acid 286 508653.0 
Homovanillic acid 278 481758.9 
Spermidine 267 447554.9 
Arachidonic acid 189 379966.3 
3-hydroxybuturate 235 379805.8 
Glycoursocholic acid 250 362555.9 
Palmitoyl-lyso PC (16:0) 185 357993.4 
Prolyl-hydroxyproline 286 348307.8 
Isoleucine 167 294198.5 
Docosahexaenoyl-lyso-PC 
(22:6) 
230 283046.8 
Linoleoyl carnitine (C18:2) 189 276622.4 
kynurenine 202 276287.3 
Palmitoyl-lyso-PE (16:0) 225 271080.8 
Stearoyl-lyso-PE (18:0) 199 268194.4 
Docosapentaenoyl-lyso-PC 
(22:5) 1 
184 220214.9 
a-muricholic acid 189 215839.2 
Glyceric acid 162 215472.1 
Lysine 136 200318.1 
Deoxycholic acid 178 197179.5 
Serine 189 189506.7 
Creatine 174 187200.6 
Stearoyl carnitine (C18:0) 163 187180.5 
Eicosadienoyl-lyso-PC 
(20:2) 
138 185648.7 
Ribose 142 183523.5 
Glycodeoxycholic acid 169 177566.0 
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Glycochenodeoxycholic acid 159 175790.8 
Myristoyl-lyso-PC (14:0) 157 168881.4 
Stearic acid 134 168652.5 
Choline 145 168068.7 
Cholic acid 150 167109.8 
Allantoin 144 164026.2 
Gulonic acid gama-lactone 151 163635.6 
Oleoyl carnitine (C18:1) 149 162741.2 
Ursodeoxycholic acid 154 160377.8 
Threonine 154 159852.9 
Glycocholic acid 126 157251.4 
Glutamyl-leucine 97 152317.4 
Asparagine 147 148870.6 
Palmitoleoyl-lyso-PC (16:1) 130 144137.4 
Oleoyl-lyso-PE (18:1) 132 142588.5 
GABA 145 141576.0 
11-Deoxycortisol 157 137407.6 
Succinic acid 139 137165.6 
Phenyl sulfate 130 136789.6 
Lauryl carnitine (C12) 137 123705.3 
Isovaleryl carnitine (C5) 111 121190.5 
Taurocholic acid 137 116240.0 
Citric Acid 101 115873.7 
Stearoyl-lyso-PC (18:0) 115 115096.7 
Heptadecanoyl-lysoPC 
(17:0) 
122 111527.1 
Tryptophan 125 109768.7 
Aconitate 122 109471.7 
Inosine 129 107094.2 
Arachidonoyl-lyso-PC (20:4) 118 104296.7 
Alanine 121 103426.5 
Oleic acid 104 102682.5 
Methionine 105 101323.5 
2-hydroxybuturate 105 100206.9 
Linoleoyl-lyso-PE (18:2) 103 98540.1 
Arachidonoyl-lyso-PE (20:4) 108 97192.8 
Docosapentaenoyl-lyso-PC 
(22:5) 2 
103 96183.4 
Betaine 109 94842.8 
Ketoglutarate 98 94351.4 
Butyryl carnitine (C4) 114 90531.6 
Palmitic acid 89 89990.0 
Sebacic acid 96 89608.6 
Tauroursodeoxycholic acid 104 88029.1 
Glycoursodeoxycholic acid 93 83846.6 
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4-hydroxyproline 87 83615.7 
Taurochenodeoxycholic acid 92 82502.5 
Oleoyl-lyso-PC (18:1) 92 81337.7 
Linolenoyl-lyso-PC (18:2) 94 80821.6 
Tauroursocholic acid 107 79046.6 
Taurodeoxycholic acid 103 78736.8 
Pantothenic acid 86 78626.4 
Glutamine 86 76760.3 
Acetylcarnitine 89 76277.5 
Linoleoyl-lyso-PC (18:3) 88 74781.9 
EDTA 86 71372.6 
Linoleic acid 73 68432.0 
b-muricholic acid 81 66396.2 
Hexanoyl carnitine (C6) 57 61333.2 
Arachidoyl-lyso-PC (20:3) 73 56222.4 
Glucose 76 52335.4 
GSH 39 35082.1 
Tetradecanoyl carnitine 
(C14) 
17 26926.3 
Deoxycytidine 8 11130.3 
GSSH 0 0.0 
Aminobuturate 0 0.0 
Uridine 0 0.0 
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Appendix P 
Sample Meta-data 
RF_Sample Subject Age 
Weight, 
kg 
BMI 
Glucose, 
Fasting 
Serum, 
mg/dL 
Hemoglobin 
A1C 
S28696898 00029 39 102.1 33 81 5.1 
S28697009 00029 39 102.1 33 91 5.1 
S28697492 00029 39 102.1 33 99 5.1 
S28696902 00030 49 95.2 33.5 94 5.7 
S28694475 00030 49 95.2 33.5 112 5.7 
S28697485 00030 49 95.2 33.5 91 5.7 
S28696896 00031 48 117.2 36.9 69 6 
S28697014 00031 48 117.2 36.9 95 6 
S28697489 00031 48 117.2 36.9 76 6 
S28696903 00032 56 89.8 29.3 73 6 
S28697008 00032 56 89.8 29.3 99 6 
S28697487 00032 56 89.8 29.3 78 6 
S28696899 00033 30 80.7 23.7 79 5.4 
S28697015 00033 30 80.7 23.7 93 5.4 
S28697488 00033 30 80.7 23.7 83 5.4 
S28812377 00034 33 76.1 25.1 84 5.1 
S28818378 00034 33 76.1 25.1 88 5.1 
S28819111 00034 33 76.1 25.1 89 5.1 
S28812376 00037 38 89.9 27.9 83 5.5 
S28818381 00037 38 89.9 27.9 95 5.5 
S28819108 00037 38 89.9 27.9 85 5.5 
S28811953 00038 26 74.8 25.6 77 5.3 
S28818380 00038 26 74.8 25.6 83 5.3 
S28819110 00038 26 74.8 25.6 76 5.3 
S28819399 00039 48 69 21.6 82 5.5 
S28818049 00039 48 69 21.6 89 5.5 
S28818937 00039 48 69 21.6 70 5.5 
S28696900 00040 32 76.4 22.1 84 5.7 
S28818051 00040 32 76.4 22.1 97 5.7 
S28818940 00040 32 76.4 22.1 99 5.7 
S28819191 00046 41 50.9 20.9 186 7.8 
S28818048 00046 41 50.9 20.9 161 7.8 
S28819107 00046 41 50.9 20.9 121 7.8 
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S28819401 00049 47 87.1 28.6 169 6.7 
S28818050 00049 47 87.1 28.6 167 6.7 
S28819109 00049 47 87.1 28.6 106 6.7 
S28819400 00058 60 86.9 35.7 148 7.4 
S28818270 00058 60 86.9 35.7 149 7.4 
S28818939 00058 60 86.9 35.7 151 7.4 
S28819511 00060 54 58 25.8 186 8.1 
S28818377 00060 54 58 25.8 137 8.1 
S28844731 00060 54 58 25.8 127 8.1 
S28819513 00063 55 76.5 27.4 83 6.7 
S28844836 00063 55 76.5 27.4 143 6.7 
S28844730 00063 55 76.5 27.4 86 6.7 
S28819509 00067 32 73.1 27 101 8.2 
S28844838 00067 32 73.1 27 113 8.2 
S28818852 00067 32 73.1 27 87 8.2 
S28819512 00072 39 98.8 37.6 121 7.3 
S28866527 00072 39 98.8 37.6 175 7.3 
S28818941 00072 39 98.8 37.6 150 7.3 
S28819297 00073 43 96.3 35.5 104 6.6 
S28866526 00073 43 96.3 35.5 144 6.6 
S28818856 00073 43 96.3 35.5 130 6.6 
S28819194 00076 58 68.8 30.3 113 6.4 
S28866522 00076 58 68.8 30.3 111 6.4 
S28819023 00076 58 68.8 30.3 100 6.4 
S28844657 00077 52 65.2 22.9 76 6.3 
S28866525 00077 52 65.2 22.9 67 6.3 
S28844729 00077 52 65.2 22.9 86 6.3 
S28844659 00079 46 88.3 27.2 91 6.9 
S28818159 00079 46 88.3 27.2 124 6.9 
S28818855 00079 46 88.3 27.2 128 6.9 
S28844658 00084 39 125.9 36.7 112 6.5 
S28818158 00084 39 125.9 36.7 129 6.5 
S28819025 00084 39 125.9 36.7 126 6.5 
S28819295 00086 57 100.8 36.4 132 7.2 
S28818160 00086 57 100.8 36.4 134 7.2 
S28818854 00086 57 100.8 36.4 103 7.2 
S28876146 00087 37 118.8 39.2 106 8.4 
S28866523 00087 37 118.8 39.2 134 8.4 
S28697490 00087 37 118.8 39.2 78 8.4 
S28867930 00090 37 85.3 33.3 93 6.4 
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S28876150 00090 37 85.3 33.3 118 6.4 
S28696095 00090 37 85.3 33.3 104 6.4 
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Appendix Q 
Rat Fasting Importance Variables Ranking 
Metabolite Number of 
Splits 
G^2 
 Palmitoyl-lyso PC (16-0) 214 4493.4840 
 2-hydroxybuturate 171 4326.8674 
 GABA 226 4308.8556 
 3-hydroxybuturate 188 3291.0311 
 Proline 213 3195.6594 
 Tetradecanoyl carnitine 
(C14) 
155 2877.1938 
 Linoleoyl-lyso-PC (18-2) 136 2474.4319 
 Oleoyl-lyso-PC (18-1) 139 2405.7590 
 Choline 189 2290.9627 
 Lactic Acid 166 2099.0635 
 Hexose 131 1831.2525 
 Stearoyl-lyso-PC (18-0) 118 1760.7935 
 Oleoyl carnitine (C18-1) 91 1748.9093 
 5-methyluridine 144 1630.1954 
 Oleoyl-lyso-PE (18-1) 107 1587.9346 
 Threonine 179 1563.9901 
 Heptadecanoyl-lysoPC (17-
0) 
98 1503.4625 
 Glutamine 167 1461.6619 
 Uric acid 134 1451.6684 
 Eicosadienoyl-lyso-PC (20-
2) 
92 1409.3640 
 Glutamyl-leucine 102 1349.7319 
 corticosterone 79 1339.6266 
 Hexanoyl carnitine (C6) 118 1307.5942 
 Linoleoyl-lyso-PE (18-2) 76 1259.5737 
 Uridine 110 1224.1746 
 Palmitoyl carnitine (C16) 69 1203.1684 
 Alanine 191 1158.5641 
 Stearoyl-lyso-PE (18-0) 91 1080.7584 
 Lysine 135 1063.2276 
 Palmitoleoyl-lyso-PC (16-1) 88 1025.4550 
 Glutamic acid 161 1019.6259 
 Butyryl carnitine (C4) 71 963.9841 
 Thymine 95 918.1555 
 Creatine 92 859.8976 
 Isoleucine 136 847.3326 
 Myristoyl-lyso-PC (14-0) 64 795.1146 
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 Leucine 126 770.8330 
 Phenyl sulfate 96 768.3939 
 Linoleoyl carnitine (C18-2) 71 746.1816 
 kynurenine 85 734.2225 
 Indoxyl sulfate 91 681.4609 
 Asparagine 137 675.9000 
 Taurine 99 663.8879 
 Histidine 120 647.1097 
 1-methylnicotineamide 87 643.8508 
 glutaroyl carnitine 68 643.3287 
 Cytidine 77 629.0507 
 Tryptophan 102 602.2002 
 Arginine 124 599.3750 
 Valine 94 583.0224 
 4-hydroxyproline 83 543.6679 
 Creatinine 76 541.3408 
 Prolyl-hydroxyproline 77 540.9525 
 Phenylalanine 99 538.8362 
 Citric Acid 73 532.0499 
 Ornithine 84 515.0430 
 Methionine 89 514.3466 
 Spermidine 64 499.2486 
 Propionylcarnitine (C3) 53 474.1383 
 Sugar acid 53 438.7386 
 Betaine 74 427.8295 
 Arachidonoyl-lyso-PC (20-
4) 
61 409.9495 
 Lactosoceramide (d18-1 12-
0) 
57 368.9296 
 Acetylcarnitine 46 365.5769 
 Cytosine 67 361.3661 
 Palmitoyl-lyso-PE (16-0) 55 352.3949 
 7-Dehydrocholesterol 44 351.4965 
 Tyrosine 72 331.5993 
 Lauryl carnitine (C12) 46 324.6933 
 Allantoin 57 322.4556 
 Isocitric Acid 52 316.4097 
 Pantothenic acid 53 306.9709 
 Glyceric acid 63 299.7436 
 uracil 54 294.5808 
 Citrulline 55 286.2981 
 DHC 42 274.1890 
 Linolenoyl-lyso-PC (18-3) 39 273.6468 
 3-Indolepropionic acid 46 266.7451 
 Arachidoyl-lyso-PC (20-3) 38 243.2853 
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 Carnitine 43 242.2871 
 PC (34-2) 40 225.6406 
 gamma-glutamylglutamine 40 223.3495 
 Arachidonoyl-lyso-PE (20-
4) 
40 217.5400 
 PC (36-5) 32 216.1879 
 PC (36-4) 39 211.7761 
 PC (38-7) 42 201.2193 
 Deoxyhexose (1_5AG) 37 200.6762 
 Sphingomyelin C16_0 44 200.1071 
 Docosapentaenoyl-lyso-PC 
(22-5) 
38 187.5241 
 Deoxycarnitine 33 186.3161 
 Valeryl carnitine (C5) 28 182.0727 
 Sitosterol 33 178.1001 
 Isobutyryl carnitine (C4) 32 166.1039 
 Stearoyl carnitine (C18-0) 29 159.2625 
 Docosahexaenoyl-lyso-PC 
(22-6) 
32 144.7428 
 PC (38-5) 32 141.5293 
 Isovaleryl carnitine (C5) 27 140.5761 
 Cholesterol 28 138.8566 
 Campesterol 29 129.6063 
 cortisone 28 128.0628 
 PC (40-6) 24 96.5518 
 
