Abstract. We prove a weighted norm inequality for the maximal Bochner-Riesz operator and the associated square-function. This yields new L p (R d ) bounds on classes of radial Fourier multipliers for p ≥ 2 + 4/d with d ≥ 2, as well as space-time regularity results for the wave and Schrödinger equations.
Introduction
Consider the Bochner-Riesz means of order α defined for Schwartz functions f ∈ S(R d ) by
where f (ξ) = f (y) e −ı y,ξ dy. In connection with questions regarding almost everywhere summability, and in analogy to classical Littlewood-Paley functions for Poisson-integrals, Stein [36] introduced a square function defined by
One is interested in the inequality G α f p f p , where A B denotes A ≤ CB with an unspecified constant independent of f . As t∂ t R α t f (ξ) = 2α|ξ| 2 /t 2 (1 − |ξ| 2 /t 2 ) α−1 + f (ξ) , one can consider the L p problem as a question regarding the boundedness of a vector valued singular integral operator involving Riesz means of order α − 1. It is known that L p boundedness for 1 < p ≤ 2 holds if and only if α > d(1/p − 1/2) + 1/2 (see [40] , [21] ), however the problem is more interesting in the range p > 2 for which the condition α > max{1/2, d(1/2 − 1/p)} is known to be necessary and conjectured to be also sufficient. For d = 1 many proofs of the conjecture are known, for one of them see [41] . The conjecture in two dimensions was proven by Carbery [3] , and partial results for p >
2(d+1)
d−1 , d ≥ 3, are in [8] , [32] . Here we improve on the range in dimensions d ≥ 3.
As in the related work by the first author [23] our main tool will be Tao's bilinear estimate [42] for the adjoint of the Fourier restriction operator. The square function result implies the currently known sharp L p estimates for the maximal Bochner-Riesz operator obtained by Carbery [3] in two dimension and by the first author [23] in higher dimensions; however, as pointed out in [23] , somewhat weaker estimates are already enough to bound the maximal function. More precisely, for a compact t-interval I ⊂ (0, ∞), the estimate in [23] could be formulated as a variational L p (V 4 (I)) inequality for Riesz means of order λ > λ crit := d(1/2 − 1/p) − 1/2, or a slightly better regularity result involving the Sobolev space L 4 1/4+ε (I). The L p -estimate for the square function is significant for various reasons. Firstly, it yields regularity results for wave and Schrödinger operators which will be discussed below. Secondly, for compact I ⊂ (0, ∞) it implies L p (V 2 (I)) or L p (L 2 1/2+ε (I)) results for BochnerRiesz means of order λ > λ crit . Thirdly, the L p -result for G α implies boundedness results for maximal operators associated with more general classes of radial Fourier multipliers as in [5] , [13] , and finally, an inequality by Carbery, Gasper and Trebels [6] relating radial multipliers and G α yields the following sharp L p → L p boundedness result of Hörmander-Mikhlin type. 
, ∞). Let ϕ be a nontrivial C ∞ function compactly supported in (0, ∞). Then
Weighted norm inequalities. More information about G α can be obtained by considering an L 2 weighted norm inequality which involves a "universal" maximal operator V q acting on the weights, and which is strong enough to imply the above L p estimates. The operator V q is a maximal operator which is bounded on L r for q < r ≤ ∞, and the L p estimates for G α in Theorem 1.1 can be deduced after an additional interpolation if we take q < (p/2) ′ . An informal discussion of the definition of the weight operator is given below. 2 ). Then there is an operator V q which is bounded on L r for q < r ≤ ∞, such that
Moreover,
The weighted inequalities (1) and (2) are motivated by one of Stein's problems in [38] . It was asked whether the operator defining the weight on the right hand side of (2) could be chosen to be a Nikodym maximal operator (see also Córdoba [9] for a related question). This seems currently unknown. For the range q ∈ (1, d+1 2 ], Christ [8] proved the weighted inequality with the simple weight (M |w| q ) 1/q , where M denotes the Hardy-Littlewood maximal operator. In two dimensions, Carbery [4] proved a weighted inequality with an operator W 2 in place of V 2 , such that W 2 is bounded on L r (R 2 ) for r ∈ (2, 4] . The extension of that result with the weight operator bounded for r ∈ (2, ∞] was established by Carbery and the third author [7] .
We now give an informal description of the weight operator V q and refer to §2 for the precise description of a closely related operator W q (with a more technical definition) which will be of weak type (q, q) and can be used instead of V q . The reader may then check that V q satisfies V q W q and is still bounded on L r for r > q. In §2 we shall also prove a refinement of Theorem 1.3 which will be significant for endpoint bounds such as Theorem 1.4 below. The weight V q w involves the sum of two maximal functions associated with tubes of large eccentricity; with some ε > 0. Here P l w is a standard dyadic frequency cutoff localizing w to frequencies of size ≈ 2 l . The first summand is similar to the standard Nikodym maximal function, but much better behaved due to the small damping factor. For e ≥ 1, the function V e w is the usual maximal function associated with the tubes (or cylinders) which are centered at the origin with eccentricity (defined as the quotient length/width) equal to e. The second summand involves the maximal function V main e,l,q g(x) = sup
where the supremum in Ψ ranges over suitable classes of L 1 -normalized Schwartz functions associated with tubes of length 2 −l e and width 2 −l , in the direction of θ. The maximal operator M θ,e is associated with the tubes in the direction θ, with fixed eccentricity e. This definition is reminiscent of the "grand maximal function" in the theory of Hardy spaces ([17]) as it involves a supremum over convolutions with kernels in a suitably normalized and rescaled class of Schwartz functions, and a significant gain is achieved when these kernels are convolved with functions that have a suitable cancellation property (such as P l w).
Concerning the boundedness properties of V q , for the first summand we shall only need a standard and non-optimal bound V e L q →L q = O(e a ) with a > (d − 2)/q, for q ≥ 2, and the small factor e 2−2d/q helps to get the claimed bound. For the main term the range cannot be improved as the maximal function involves powers |Φ * w| q . Here the terms with small eccentricity (≈ 1) contribute most, and in order to establish the proper bounds for terms with large eccentricity one uses cancellation, namely the annular support property of P l w.
Wave and Schrödinger operators. One can apply L p bounds for variants of the BochnerRiesz square-function to obtain regularity results for spherical means and solutions of the wave and Schrödinger equations. This application is suggested by a theorem of Kaneko and Sunouchi [22] relating G α to another square function which was introduced by Stein in his study of spherical maximal operators (cf. [37] ). Define the spherical mean of order β > 0 by
for smaller values of β the definition can be extended by analytic continuation. In [22] an application of Plancherel's theorem with respect to t is used to show that G α is pointwise equivalent with a square function generated by spherical means, namely, for α > 0,
, for all Schwartz functions f . Here we shall not use this equivalence explicitly but prove a closely related sharp L p (L 2 ) regularity result for solutions of the wave and Schrödinger equations with initial data in L p Sobolev spaces. In order to formulate a unifying result, for a ∈ (0, ∞), we let U a t f denote the solution to the initial value problem ı∂ t u+(−∆ x ) a/2 u = 0 with u( · , 0) = f ;
The case a = 2 corresponds to the Schrödinger equation and the case a = 1 to a wave equation.
, ∞), a ∈ (0, ∞), and let I be a compact time interval. Then
In fact this holds for initial data in the Besov space B p s,p (which contains L p s for p ≥ 2). One can also consider the same regularity problem in the mixed norm space L p (L q (I)) with q ∈ (2, ∞]. For this range the analogy between the wave and Schrödinger equation breaks down (and some endpoint versions of the deeper 'local smoothing' result for the wave equation are currently available only in four and higher dimensions, cf. [20] ). However, for
. This follows from a combination of Theorem 1.4 and the result in Appendix A. Moreover, one can, for a limited range of q, obtain further estimates for p > 2 + 4/(d + 1) and d ≥ 1, essentially by interpolation with results in [29] ; in dimensions d ≥ 2 this currently requires the restriction a > 1. These L p (L q )-estimates are stated in §6, and a further, more substantial improvement for d = 2 will be considered in [25] .
Remark. After the first version of this paper was submitted for publication, Bourgain and Guth posted a preprint [2] containing very substantial improvements on the L p boundedness for oscillatory integrals related to the Fourier restriction problem, with implications for Bochner-Riesz multipliers. It would be of great interest to investigate the impact of their methods on Stein's square-function, weighted norm inequalities, and other issues discussed in this paper.
This paper. In §2 we formulate a more precise weighted inequality (Theorem 2.1), and give the definitions and boundedness properties of suitable weight operators. In §3 we prove some L 2 → L p estimates for radial convolution operators and prepare for the proof of the weighted inequalities. These are established in §4. In §5 we prove L p (L 2 ) estimates for wave and Schrödinger equations and in §6 we discuss some L p (L q ) bounds for q > 2. Appendix A contains auxiliary results on combining inequalities for frequency localized operators.
Some notational references. For two nonnegative quantities A, B the notation A B, or B A, is used for A ≤ CB, with some unspecified positive constant C. We also use A ≈ B to indicate that A B and B A. To avoid unwieldy formulas we will sometimes shorten the notation for products involving a complex conjugate and use, given two complex terms E 1 and E 2 , the expression * i=1,2 [E i ] = E 1 E 2 . For convolution operators given by Fourier multipliers a(ξ) we occasionally use the symbol notation a(D)f := F −1 [a f ], where F −1 denotes the inverse Fourier transform. By P n , P n we denote dyadic frequency cutoff operators which localize to frequencies of size ≈ 2 n , so that P n P n = P n , see §2 for the precise definition.
A stronger weighted norm inequality
We formulate a weighted norm inequality for a square function generated by thin pieces of the Bochner-Riesz multiplier. To fix notation, let φ be a Schwartz function supported in (1/2, 2) with the property that
Let 0 < δ < 1/2 and define the convolution operator
Assuming (5) we shall usually drop the superscript φ, as our estimates will be understood to be uniform in φ.
2 ). For 0 < δ < 1/2, there are operators W q,δ defined on L q + L ∞ , so that the weighted norm inequality
holds for all w ∈ L q + L ∞ and the operators W q,δ satisfy the following properties: (i) The maximal operator defined by
is of weak type (q, q) and bounded on L r for q < r ≤ ∞.
We shall also consider local versions of (7) with the t-integral extended over a dyadic interval and for which the L q bounds of the corresponding weight operators are independent of δ for all q ∈ (1, d+2 2 ), see Theorem 4.1 below. To deduce inequality (1) with W q in place of V q one splits the multiplier into a part near the origin and a part near the unit sphere. The part near the origin is dealt with by the standard weighted norm inequality for singular integrals in [12] . One then decomposes the part near the unit sphere into smooth multipliers supported on thin annuli of width δ = 2 −j , applies Theorem 2.1, and sums a geometric series. The maximal inequality (2) follows from (1) by well-known arguments in ([39, §VII.5]) together with a weighted norm inequality for the Hardy-Littlewood maximal function ( [16] ). If we take q = (p/2) ′ then by duality and an application of the Marcinkiewicz interpolation theorem one obtains Theorem 1.1 for p > 2 + 4/d. Interpolation with an L 2 inequality yields the result also for p = 2 + 4/d. Theorem 2.1 also implies a sharp L p result for the square-functions generated by S δ t which is stated in Corollary 4.2 below.
Definition of W q,δ . We assume throughout this section that d ≥ 2. The definition of W q,δ w in (16) involves a suitably damped Nikodym maximal function and another (more important) maximal function acting on functions with Fourier transform supported away from the origin.
Let 0 < δ • < 1, let θ be a unit vector in R d and let
Then the Nikodym maximal function associated with tubes of eccentricity δ • is defined by
|g(x + y)|dy.
Now we describe our second maximal operator. Let N ≥ d + 3 be a large positive integer and let S(N ) be the set of all Schwartz functions ψ for which (10) |||ψ||| N := max
The number N will be fixed throughout the paper and constants in inequalities will depend on N (one may want to choose N = d + 3). For j ≥ 0 and θ ∈ S d−1 let ℓ θ,j be the unique linear transformation defined by
n be the set of all Ψ for which 2 −nd 2 j Ψ(ℓ θ,j 2 −n · ) belongs to S(N ). Typical examples of functions in S θ,j n are L 1 normalized bump functions essentially supported on a tube with direction θ, length 2 j−n and width 2 −n . We define a maximal function which involves convolutions with Ψ in the classes S θ,j n and in our application it is crucial that these convolutions will be acting on functions with cancellation, namely with frequency support in annuli. Let
and set, for τ > 0,
For future reference note that (12) |Ψ
We use the dyadic frequency cutoff operator P n defined by
where χ ∈ C ∞ is nonnegative and supported in (5/8, 15/8) so that k∈Z χ(2 −k t) = 1 for all t > 0. Set
Next, fix s ∈ (1, q) and define the maximal operator W q,δ by (16) W q,δ w :=
where M is the Hardy-Littlewood maximal operator. We also recall from the statement of Theorem 2.1 the definition W q w = sup 0<δ<1/2 W q,δ w.
Boundedness of the weight operators. In the proofs we will frequently use a dyadic frequency cutoff P n which reproduces P n and is similarly defined. That is to say, P n f (ξ) = χ(2 −n |ξ|) f (ξ) where χ is supported in (1/2, 2) and has the property χ(s) = 1 for s ∈ [5/8, 15/8]. Then P n P n = P n . It is obvious that the operators
(ii) For 1 < q ≤ ∞, the operator W j q,δ satisfies
Moreover for q = 1 the operator W 
2 . For the second term in (16) we use standard non-endpoint L q bounds for the Nikodym maximal operator (see [9] , [10] , [1] , [27] 
The damping factor δ −1+d/q is enough to prove L q boundedness for q < d+2 2 . Using for example the results in [44] this final estimate can be significantly improved but any such improvement seems currently to have no impact on our result, as the main contribution to the weight operator comes from the terms W j q,δ .
Elementary convolution estimates.
The following simple and standard convolution estimates will be used many times in the paper.
and assume that
Proof. Let F t,s (x) = t d H(ty)H(x − sy) dy then clearly F t,0 (x) H(x) and for |x| ≤ 1 we have F t,s (x) 1 so that the assertion holds for |x| ≤ 1.
If |x| ≥ 1 then sup |sy|≤|x|/2 H(x − sy) H(x) and sup |sy|≥2|x| H(x − sy) H(x), so that
since t ≥ 1, s ≤ 1 and |x| ≥ 1.
(ii) follows immediately by a change of variable. Similarly for (iii) we may reduce to the case where A is the identity. Then one can use Taylor's formula and the cancellation of h 1 , and (i), to estimate
For the kernels in (11), Lemma 2.3 yields the bound
Proof of Proposition 2.2. We shall use many times that K
where the implicit constants in the equivalence depend only on C and the dimension. Next, the class S θ,j n is stable under small perturbation in the sense that given A > 0 there is a constant C, depending only on A, d and the parameter N in the definition (10) , so that
In what follows we let Θ j be a maximal
We replace a sup in θ ∈ Θ j by an ℓ q norm and interchange a summation and integration to estimate for any fixed j, k
For the last inequality we have used (19) and (20). We now need a further decomposition. Let η 0 be supported in (−1, 1) so that η 0 (s) = 1 for s ∈ (−1/2, 1/2) and let
is the identity; moreover Q θ,j,k m P k−j = 0 for m > j + 3. Using the cancellation of Q θ,j,k m it is straightforward to derive the estimate
from Lemma 2.3 and (12); in fact if N > d + 3 in (10) one can also get a gain of higher powers of 2 −m . Now, for fixed k, j, θ
and the desired bound follows when we establish the estimate
with the usual modification for q = ∞. To prove (22) we notice that by interpolation we only have to verify the cases q = 1, 2, ∞. The cases q = ∞ and q = 1 are immediate since the operators P θ,j,k m and P k−j have convolution kernels with uniformly bounded L 1 norms and since card(Θ j ) 2 j(d−1) . For q = 2 we use Plancherel's theorem. Write
Since Θ j is a 2 −j−d -separated set we see that for fixed j, k, m every ξ ∈ R d is contained in no more than C d 2 m+j(d−2) of the sets supp (a j,k,θ,m ), which implies the bound (22) .
We argue as above and now replace the sup in k ∈ Z, θ ∈ Θ j by an ℓ q norm. This yields (23) sup
A combination of (21) and (22) together with the use of the reproducing Littlewood-Paley cutoff P k−j yields
and for q ≥ 2 this is 2 j(d−2)/q w q . Now consider the case q < 2. By a standard linearization combined with an analytic family argument the claimed L q estimates can be deduced from the Hardy-space estimate and the already proven L 2 estimate. We omit the details of the interpolation argument (cf.
[17]). For the Hardy-space estimate we need to prove an inequality for an L 2 -atom, i.e. an L 2 function g ρ supported on a ball {x : |x| ≤ ρ} with g ρ 2 ≤ ρ −d/2 and g ρ dx = 0. It suffices to verify
By the Schwarz inequality we have
and thus by the above L 2 estimates
On the complementary set we estimate
From our previous bound for W j q,δ,k and the cancellation of the atom,
Now if Ψ ∈ S
θ,j k−j then by (12) with n = k − j, (18), and 2 2j δ ≤ 1,
Thus a favorable estimate holds for 2 k ρ ≥ δ −1 , namely
These estimates can be summed for 2 k ≤ ρ −1 and 2 k ≥ δ −1 ρ −1 . For the intermediate terms we use the L 1 bounds and the Schwarz inequality
, and by Minkowski's integral inequality and the Littlewood-Paley inequality on H 1 (see e.g.
[18]) we have
Now collect the estimates and (24) is proved.
The weak type estimate. We observe the pointwise estimate
where M θ,j is the maximal operator associated with tubes of eccentricity 2 −j , with the long side pointing in the direction θ. For each (θ, j), M θ,j is a rescaled version of the Hardy-Littlewood maximal function and therefore satisfies the standard weak-type (1, 1) inequality with a bound independent of θ and j. We use the continuous embedding
and for the last inequality we have used the uniform weak-type (1, 1) bounds for the M θ,j together with the identity F q L 1,∞ = F q L q,∞ for the usual quasinorms. We may dominate (26) by
which for q ≥ 2 has already been estimated by 2 j(d−2)/q g q . Thus the asserted estimate follows in this range.
For 1 < q < 2 we claim that
This follows by complex interpolation from the estimate for q = 2 already proved above and an
Again it suffices to consider an L 2 -atom g ρ supported on a ball of radius ρ centered at the origin and we need to check
Now on the ball of radius 2ρ we use an L 2 estimate and the trivial estimation |M
For |x| ≥ 2ρ we replace the sup in k by the sum. By standard L 1 estimates and using the cancellation of the atom we have
and, using estimates of the kernels,
. Moreover, for the intermediate terms,
by the argument in (25) . We combine these estimates and the L 1 bound is proved.
Multipliers and the bilinear adjoint restriction theorem
In this section we prove bilinear estimates for multiplier transformations, under suitable separation conditions. The proofs rely on (27) sup
We will need to consider families of hypersurfaces which depend on a parameter s and which, for fixed s, are small perturbations of the paraboloid ξ d = |ξ ′ | 2 /2, where ξ ′ = (ξ 1 , . . . , ξ d−1 ). These lead to "elliptic" phase-functions as considered in [43] , [42] .
We may and shall assume in what follows that N • is large, say N • > 10d. We now consider Fourier multipliers depending on a parameter s ∈ (−1, 1), supported in a tubular neighborhood of (ξ ′ , γ(ξ ′ , s)). 
and
Proof. For fixed s we introduce coordinates
in the Fourier integral. We then need to estimate the L p/2 norm of
here we denote by (ξ i ′ , τ i ) the variables in the two different copies of
By the bilinear adjoint restriction theorem and the boundedness of a i this is estimated by
We apply the Schwarz inequality in the s variable. Then for fixed τ 1 , τ 2 , we change variables
expression is estimated by
In what follows we will use the notation *
Proof. We dyadically decompose the kernel of the convolution operators. Let ρ 0 be a C ∞ c (R) function supported on (−1, 1) and equal to one on [−1/2, 1/2] and define, for
Then the {Φ j } ∞ j=0 form a radial partition of unity. We thus need to bound the sum
By symmetry considerations it suffices to consider the terms with 0 ≤ j 1 ≤ j 2 . The desired estimate then follows if we can show that (34)
We shall first verify this inequality for L = 0 and then provide the modification for 0 < L ≤ d + 2.
We now form a grid Q(j 2 ) of dyadic cubes of sidelength 2 j 2 δ −1 • . For every Q ∈ Q(j 2 ) let Q * be the double cube with same center as Q. By the support properties of the kernels, and j 1 ≤ j 2 , we have
Thus the left hand side of (34) is equal to
We use the formula
e ı x,η . In order to obtain (34) for L = 0 (which is efficient for j 2 = 0) we use Hölder's inequality to estimate (35) by
By our assumption on q we have q ′ = p/2 for some p > 2 + 4/d and therefore we can use Lemma 3.1 to bound the last displayed expression by
Since the L 1 norms of Φ j 1 are O(1), uniformly in δ • , we have
which yields (34) for L = 0. We now turn to the case L ≤ d + 2 where we need to improve the above estimate by a factor of C(L)2 −j 2 L . We expand the convolution a 2 (ξ − η, s) Φ j 2 (η) dη by a Taylor expansion about η = 0. Since Φ j 2 vanishes in a neighborhood of the origin the integrals S. LEE K. ROGERS A. SEEGER Φ j 2 (η)P (η) dη are zero for any polynomial P . Thus only the integral remainder term in the Taylor expansion survives and we obtain
We repeat the above argument in which we now have to bound
in place of (35) . In the estimate we may replace −η 2 , ∇ L with (η 2 ) α ∂ α ξ , for any multiindex α with |α| = L. As above we continue with Hölder's inequality, and this time Lemma 3.1 and the differentiability assumptions on a 2 yield for |α|
The loss of δ −L
• in the previous formula is (more than) mitigated by
Thus the above argument yields (34) for also for 0 < L ≤ d + 2.
Proof of the weighted inequality
In this section we prove inequality (7) of Theorem 2.1. We mainly focus on a local inequality (with t-interval [1, 2] ) which for later application we formulate for slightly more general multipliers. Instead of S δ t we consider operators S δ t defined by
where φ is as in (5), β is a nonvanishing C ∞ function on the set of (ξ, t) with 1/2 < t < 5/2 and 1/2 ≤ |ξ| ≤ 4. Of course β(ξ, t) = 1 in Theorem 2.1. 2 ). Then, for 0 < δ < 1/2, (37)
We now show that Theorem 4.1 (with β ≡ 1) implies assertion (7) of Theorem 2.1. Let
. By (37) and rescaling we see that 
Moreover if β ≡ 1 and S δ t is as in (6) then
The remainder of this section is devoted to the proof of Theorem 4.1.
Preliminary considerations. We begin with a rescaled variant of Proposition 3.2. Such rescaling arguments have been used in [43] , [42] , [23] and elsewhere. In what follows fix a function ζ ∈ C ∞ (R d ) supported in {y : |y| ≤ 1/8} and define a convolution operator with homogeneous multiplier by
|ξ| − θ In order to reduce estimates to Proposition 3.2 by rescaling we will need to localize all multipliers to a narrow sector {ξ : | ξ |ξ| − u| ≤ ε 1 } where u is a unit vector and ε 1 is a small constant. Lemma 4.3. Given C > 1 there are small ε 1 , ε 2 ∈ (0, 1/8) depending on q, d and C and the function β so that the following statement holds for C2 −j < ε 1 and 2 2j δ < ε 2 .
Let ψ be supported in a ball of radius ε 1 contained in {ξ : 1/4 ≤ |ξ| ≤ 4} such that
and J be an interval of length 2 −2j−2 containing t 0 . Then
Proof. Set ϑ = θ 1 +θ 2 |θ 1 +θ 2 | and e d = (0, . . . , 0, 1). Take R ϑ to be a rotation satisfying R ϑ e d = ϑ and let it act on functions by R ϑ f (y) = f (R ϑ y). Let A j f (y) = f (A j y), where A j y = (2 j y 1 , . . . , 2 j y d−1 , −2 2j y d ). Finally we set D t 0 f (y) = f (t 0 y) and, as before, the modulation Mod a is defined by Mod a g(x) = g(x) e ı x,a .
For fixed δ, j and i = 1, 2, the multiplier for S δ t Q θ i ,j ψ(D) is given by
Let Ξ ϑ (η) = t 0 R ϑ (e d + A −j η) and t(s) = t 0 (1 + 2 −2j s). A rescaled multiplier depending on the parameter s = 2 2j (t
where r j is a quadratic polynomial in η with coefficients uniformly bounded in s, j. Moreover the supports of the functions ζ 2 j R ϑ
, are uniformly separated and these functions have derivatives with bounds uniform in j. Now let b = 10dC, and set M = 1 + |α|≤2 max |ξ|≤b max |s≤1 |∂ α η r j (η, s)|, for the error terms r j in (39) . Let ε be as in Proposition 3.2, and choose ε 1 small compared to (2d) −1 (ε/M ) 1/2 . By the assumed separation property we have
For the relevant complementary range we have 2 −2j M < ε so that the functions (η ′ , s) → |η ′ | 2 /2 − s + 2 −2j−1 r j (η ′ , s) belong to Ell(b, ε, N • ). Since β is smooth and satisfies an inequality 2ε 2 ≤ |β(ξ, t)| ≤ (2ε 2 ) −1 for 1/4 ≤ |ξ| ≤ 4, the formula (39) allows us to apply Proposition 3.2 with a i (D, s) = M θ i (D, s)(1 + 2 −2j s) −1/2 and δ • = (2ε 2 ) −1 δ2 2j < 1/2. We obtain
This leads to
The assertion now follows from K ϑ,j
A version of the following lemma is originally due to Carleson (unpublished); slightly different forms can be found in [11] , [30] and [34] . For the sake of completeness we include the proof.
Lemma 4.4. Let A be an invertible linear transformation and A t its transpose. Suppose that {m k } k∈N have disjoint supports. Then for s ≥ 0 and almost every
Proof. We can assume that m k = 0 for all but finitely many k. Since
we can reduce to the case where A is the identity transformation. Also, using an analytic interpolation argument, we may assume that s ∈ N ∪ {0}.
for each fixed a ∈ ℓ 2 (Z d ), we apply the Schwarz inequality in the convolution integral and then Plancherel's theorem to obtain
Thus, we are done as for s ∈ N ∪ {0},
by the disjointness of the supports.
Some reductions. We remark that it suffices to prove Theorem 4.1 only for very small values of δ, as by straightforward estimation
for a suitable power C > 0, and clearly M w M √ δ w. In particular we may assume that δ is small compared to the constant ε 2 in Lemma 4.3.
We may replace S δ t by (40)
where ψ is as in Lemma 4.3 (smooth and supported in a ball of radius ε 1 ). In view of the invariance properties of the weight operators one can use a partition of unity to deduce the weighted inequality (37) from the corresponding result for T δ t . We now prepare for an application of Lemma 4.3 and decompose on the frequency side the product F 1 F 2 for suitable F i (initially F i = T δ t f i ). We let χ • to be a radial C ∞ c function χ • (ω) = 1 for |ω| ≤ 2 5 and so that supp χ • is contained in {ω : |ω| ≤ 2 5 + 1}, moreover set,
We also let j • = j • (δ) denote the integer with
where ε 2 ∈ (0, 1) is as in Lemma 4.3. Define bilinear forms for pairs of Schwartz functions by
Then one easily verifies the decomposition
Later, in cases where the supports of the Fourier transforms of F 1 and F 2 are separated we wish to dispense with the frequency cutoff Φ j (ξ − η) and replace B • or B j by a product. This will be accomplished by using the identities
which follow from the Fourier inversion formula (and the assumption that χ • is radial). The desired weighted norm inequality (37) follows from the following two propositions, applied for f 1 = f 2 = f . The proof of the first one is rather straightforward. Proposition 4.5.
More substantial (and relying on §3) is
, where
We now introduce some basic decompositions. As in the definition (38) let ζ ∈ C ∞ c (R d ) be supported in {y : |y| ≤ 1/8}, now with the additional assumption that ζ(y) = 1 for |y| ≤ 1/9. Let ζ ∈ C ∞ c (R d ) be supported in {y : |y| ≤ 1/7} so that ζ(y) = 1 for |y| ≤ 1/8; hence ζζ = ζ. Let ϕ be a smooth function supported in [−9/8, 9/8] and equal to 1 on [−7/8, 7/8] such that n∈Z ϕ( · − n) = 1.
We let Θ j be a maximal 2 −j−d -separated set of S d−1 and define for n ∈ Z, l ∈ Z, operators via the Fourier transform by
moreover, with Q θ,j as in (38) set
for both cases j < j • and j = j • . Note that the multipliers for Q θ,j and Q θ,j are contained in a sector of width c2 −j around θ. The multiplier for Q θ,j n is contained in a c2 −j ball centered around Ξ with |Ξ| = 2 −j n + O(2 −j ). The multiplier for P θ,j l is contained in a plate with (d − 1) sides of length O(2 −j ) and a short side of length O(2 −2j ), the long sides being perpendicular to θ . Note that for 2 −2j m ∈ [1, 2]
We also notice that, from the localization and separation properties of the cutoff functions
Proof of Proposition 4.5. We first observe by a straightforward integration by parts that for t ∈ [1, 2] the convolution kernel associated with T δ t Q θ,j• is dominated by
On the right hand side we may also replace θ by any θ with |θ − θ| 2 −j• . For more compact notation we write
here we used K θ,j• 1 = O(1) and applied the Schwarz inequality twice. By Lemma 4.4
. In what follows A m j• will be an index set consisting of (l 1 , l 2 , n 1 , n 2 ) with |l i − m| 1,
here we have applied (45) and carried out the t integration. We now notice that |n 1 −n 2 | 1,
and that for fixed (l 1 , l 2 , n 1 , n 2 ) there are only O(1) integers m for which (l 1 , l 2 , n 1 , n 2 ) ∈ A m j• . Hence, by various applications of the Schwarz inequality and then by (46) the last displayed quantity is controlled by
where, by Lemma 2.3, we may replace
By Lemma 4.4 we have, with
so that we may estimate the term (47) by
. By the Schwarz inequality and a subsequent change of variable the last displayed quantity is bounded by
, by Lemma 2.3, this concludes the proof of the proposition.
Proof of Proposition 4.6. We fix j < j • so that 2 2j δ < 1/2. We define that θ ∼ θ ′ if θ ∈ Θ j , θ ′ ∈ Θ j and 2 −j+3 ≤ |θ − θ ′ | ≤ 2 −j+6 ; this is the relevant range in (44). Below we shall prove the estimate
for any θ 1 , θ 2 with θ 1 ∼ θ 2 . We first show why (49) implies the asserted estimate. It is crucial to observe that for θ 1 ∼ θ 2 and any g 1 , g 2 the Fourier transform of the product
R) be even and supported in [−2 13 , 2 13 ] so that η 0 (s) = 1 for |s| ≤ 2 12 and let η 1 ∈ C ∞ c (R) be supported in [2, 128] so that η 1 (s) = 1 for s ∈ [4, 64] . Consider the even Schwartz function Ψ ≡ Ψ j,θ 1 ,θ 2 defined by
Note that there is a constant C (independent of j, θ 1 , θ 2 ) so that
and therefore, for any θ 1 , θ 2 with θ 1 ∼ θ 2 , (49) can be changed to
By the definition of B j we have
Therefore (50) yields
, by the Schwarz inequality. Now, for |ν| ≤ 8, observe
Moreover, by Lemma 4.4,
Hence, using the Schwarz inequality again, we get
and since H j * H j H j we obtain the asserted estimate.
Proof of (49). We argue as in the proof of Proposition 4.5 and rely on Lemma 4.3. We let I 
and, by Lemma 4.3, this is estimated by
here we have used the Schwarz inequality and the bound
which is a consequence of Lemma 4.4. We also have
where the first estimate follows from Hölder's inequality and the second from (18) and the assumption 2 j δ < 2 −j . This completes the proof of (49) and thus the proposition is established.
5. L p (L 2 ) estimates for solutions of Schrödinger and wave equations
, ∞], or d = 1 and p = ∞, and let a ∈ (0, ∞). Let I denote a compact interval of time. Then for k ≥ 1,
Proof of Theorem 1.4. The result is an immediate consequence of Proposition 5.1 and the case q = 2, r = 1, υ = p of Proposition A.3.
Proof of Proposition 5.1. We may assume that 2 k is large. Let φ be an even real-valued function so that φ(t) > c > 0 for t ∈ I and supp
For fixed x the L 2 (R) norm of this expression is equal to
.
By a finite splitting we may replace the integral over [2 (k−3)a , 2 (k+3)a ] by an integral over ((2 k T ) a , (2 k+1 T ) a ) with T ≈ 1. After changing variables τ = (2 k T r) a it suffices to show that
or, after scaling and setting δ = (2 k T ) −a ,
But as φ is even, φ(δ −1 (|ξ| a − r a )) = φ δ −1 β(ξ, r)(1 − |ξ| 2 /r 2 ) where β(ξ, r) = r 2 r a −|ξ| a r 2 −|ξ| 2 is smooth for ξ away from the origin, and nonvanishing. Thus Corollary 4.2 may be applied and we get the L p inequality (52) for d ≥ 2 and p > 2 + 4/d.
The case d = 1, p = ∞ is more straightforward; the estimate (53)
and integration in σ. The last displayed inequality however is a consequence of Lemma 4.4.
We finish by stating a global variant of the one-dimensional square function estimate which does not use Sobolev spaces and which we will not use elsewhere in the paper.
, a ∈ (0, ∞), and let I be a compact interval. Then
Given the reduction in the localized case, in the proof of Proposition 5.1, the L p (L 2 ) estimates can be deduced from a regularized version of Rubio de Francia's square function estimate [31] associated with arbitrary disjoint collection of intervals. The L ∞ -BM O estimate can be obtained from Sjölin's proof [35] of that estimate. We omit the details.
We state the L p (L q ) estimates alluded to in the introduction. We work with the norm
Theorem 6.1. Let a ∈ (1, ∞) and let I be a compact interval of time. Then 
Remark. The statements (i) and (iii) also hold for 0 < a < 1.
Proof. The stated results for p ≤ q ≤ ∞ are in [29] . Consider the inequality (55) sup Remark. For a = 2, we obtain further improvements in [25] [26] which is motivated by its application to prove Theorems 1.4 and 6.1. The approach extends and somewhat simplifies the one in [29] (see also [33] , [28] for related results). For later applications in [25] we formulate the results in slightly more generality than needed in this paper (in particular here we just need the case p = υ in Theorem A.1.
Let B be a Banach space with norm | · | B ; in our application B = L q (I) for a compact interval I. We consider convolution operators
where for each k we make, for simplicity, the a-priori assumption that h k ∈ L 1 (R d , B) but we do not assume a bound on these L 1 norms. We shall be interested in situations where, for some a > 0, the part of the kernel h k supported in |x| ≥ C 1 2 k(a−1) can be neglected. In particular, this is true of U a t as defined in (3) . In what follows let ρ k ∈ C 1 (R d ) be such that
We define R k on B-valued functions g by
In applications the operators R k often arise from dyadic frequency decompositions, however no cancellation condition on ρ k is needed in the following result.
and, for 1/υ 1 + 1/υ ′ 1 = 1,
Before we begin with the proof we state a preliminary lemma.
and, with the notation as in (58) and (59), let
Proof. We interpolate between p = p 0 and p = ∞. Since A(p 0 ) = A the inequality is immediate for p = p 0 from assumption (58).
To prove the inequality for p = ∞ we choose a grid Q k a of cubes Q of sidelength 2 k(a−1) , so that the cubes in Q k a have disjoint interior and Q∈Q k a χ Q = 1 almost everywhere. For each Q ∈ Q k a let Q * be the cube with same center as Q and sidelength 10dC 1 2 k(a−1) . It then suffices to show that for each cube
we apply Hölder's inequality and use assumption (58), so that
For g Q we note that when x ∈ Q, w / ∈ Q * and |x − z| ≤ 2 −k , then |z − w| ≥ C 1 2 k(a−1) , so we can use (59) to estimate
Combining the two estimates, we get (63).
Proof of Theorem A.1. We may assume r ≤ 1 and that the summation in k is extended over a finite set. We proceed as in [28] and, by the Fefferman-Stein theorem [17] on the #-maximal operator and the inequality | |u| r B − |v| r B | ≤ |u − v| r B we get
Let x → Q(x) depend measurably on x, so that for each x the cube Q(x) is centered at x and has sidelength in [2
We let F = {f k } k>0 and estimate the displayed expression by
where
In the proofs we shall use the notation
L p bound for S 1 (F ). Using the estimate (56) for ∇ρ k we see that for y, z ∈ Q(x)
Using the embedding ℓ p/r ֒→ ℓ ∞ we estimate
and therefore, with the change of summation variable n = −L − k and Minkowski's inequality
By Lemma A.2 this can be estimated by
The L p bound for S 2 F follows by interpolating the inequalities
For the L p 0 bound, we sum a geometric series, using p > p 0 , to estimate
and by the L p 0 /r boundedness of the Hardy-Littlewood operator we get
For the L ∞ bound, we fix x, Q = Q(x), L = L(x) and let y Q = y Q(x) be the center of Q. By Hölder's inequality and (56),
Let Q * be the C 1 2 10 d dilate of Q with respect to y Q . We may estimate the last displayed expression by E near + E far where
and it suffices to check that
To prove (65) we apply Hölder's inequality, use p 0 < p and assumption (58):
To prove (66) we use assumption (59). Note that if y ∈ Q, |y − z| ≤ √ d2 −k+3 (and
and (66) follows.
. Let B L be the ball of radius 10d2 L centered at the origin. We may estimate
by Minkowski's inequality. By Hölder's inequality on each ball B L we see that the last expression is dominated by
. Thus we get
where S 3,n F (x) = sup
It thus suffices to prove (67) S 3,n F p 2 −nd(
We shall use an analytic interpolation argument and for this it is necessary to linearize the operator. For any bounded linear functional λ ∈ B * we denote by v, λ the action of λ on v ∈ B. Let (x, y) → u L (x, y) be any measurable function with values in B * , so that Setting U R f (x, t) := U a [ϕ(R −1 |D|)f ](x, t), for fixed x we apply the displayed inequality with h(t) = U R f (x, t), then integrate and apply Hölder's inequality in x to get
Now by definition ∂ t U a = ı(−∆) a/2 U a , so that
Γ a (υ; p, q 0 )R scr(υ;p,q) f υ and substituting these bounds into the displayed inequality implies the assertion.
Proof of Proposition A.3. We can reduce to the situation where I = [−1/2, 1/2] or ̟ ∈ C ∞ c ((−1/2, 1/2)), by a change of variables argument. By Lemma A.4 we may assume q 0 = q.
To prove (72) we apply Theorem A.1. Let ρ be a radial C ∞ (R d )-function which is compactly supported in the ball of radius 1/2 centered at 0, with the property that ρ is positive on supp χ(| · |). Denote by R k the operator of convolution with 2 kd ρ(2 k · ). Let L k = ϕ(2 −k |D|) where ϕ is chosen so that ϕ(| · |) ρ = 1 on supp χ(| · |). Thus R k L k P k = P k . Now let B = L q [−1/2, 1/2] and let T k f (x, t) = 2 k(a−1)d( f (x, t) . Then the hypothesis that Γ a (υ 0 ; p 0 , q 0 ) is finite implies
For fixed t let h t k be the convolution kernel for T k (at fixed time t); it can be written as Thus if we apply (77) with f k = 2 kscr(υ;p,q) P k f , then (72) follows. The assertion (74) is obtained in the same way. We now need to show how to obtain (73) from (72). The right hand side in (72) is just the B υ s,p -norm of f . We also have for 1 < q, p < ∞ which we apply for G(x, t) = U f (x, t). For p = q this is just a consequence of the standard Littlewood-Paley inequality (after interchanging the x and the t integral). By Calderón-Zygmund theory the estimate also holds for 1 < p < q (and is obtained by interpolation with a weak-type (1,1) estimate for L q (ℓ 2 )-valued functions). If we dualize a similar reasoning yields the case q > p. Inequalities (72), (78) easily imply (73). Now consider a standard inhomogeneous Littlewood-Paley decomposition {P k } ∞ k=0 on L p (R d ) so that P k = P k for k > 0 and where P 0 localizes to frequencies with |ξ| ≤ 2. For the estimation of P 0 U a standard multiplier arguments apply. We also need to consider a similar inhomogeneous Littlewood-Paley decomposition in the t variable, which we denote by {L j } ∞ j=0 . Then inequality (75) can be rewritten as
We claim that there is a constant M for which
so that for the essential terms k and j are coupled via |ka − j| ≤ M . This would mean that a t derivative of order α could be traded with an x derivative of order aα, so that (79) would follow from (77). Thus it remains to prove (80). Note that for k > 0, j > 0, the convolution kernel of g → L j [̟U a P k g]( · , t) can be written as 1 (2π) d+1 ̟(s) e ıs(|ξ| a −τ ) χ 1 (2 −j |τ |)χ 1 (2 −k |ξ|) ds e ı( x,ξ +tτ ) dτ dξ and similar formulas hold if either k = 0 or j = 0. One checks that if |ka − j| ≫ 1 then for ξ and τ in the support of the indicated cutoff functions the inequality ||ξ| a − τ | ≥ c max{|ξ| a , |τ |} holds. We perform N + d + 1 integration by parts in s. For t large, we follow this by integrations by parts in τ . This easily yields (80). The final assertions of the proposition are a consequence of the fact that for r ≤ 1 the space B q 1/q,r (R) is imbedded in the space of bounded continuous functions.
