Abstract. In this paper we consider the numerical solution of initial-value delay-differentialalgebraic equations (DDAEs) of retarded and neutral types, with a structure corresponding to that of Hessenberg DAEs. We give conditions under which the DDAE is well conditioned and show how the DDAE is related to an underlying retarded or neutral delay-ordinary differential equation (DODE).
tion, where time delays can be introduced by the computer time needed to compute an output after the input has been sampled, and where additional delays can be introduced by the operator-in-the-loop [13] , differential equations with delays must be included in the model. Delays arise also in circuit simulation and power systems, due to, for example, interconnects for computer chips [19] and transmission lines [23] , and in chemical process simulation when modeling pipe flow [25] . Although there is extensive literature on the mathematical structure of delay-ordinary differential equations (DODEs) (see [8] for an introduction) and on numerical methods for some of these systems (a brief introduction is given in [15] ), we are aware of very little work on the structure of singular (DAE) systems with delays [10] [11] [12] , and of virtually no work on the numerical solution of these systems. Delay-DAE (DDAE) systems arise when DAE systems from circuits or power systems or mechanical or chemical systems are subject to delays. It is the purpose of this work to study the conditioning of some of these systems and their numerical solution.
The index of a DAE is a measure of the degree of singularity of the system and is also widely regarded as an indication of certain difficulties for numerical ODE systems [9] . DAEs of higher index (index > 1) are in a sense ill posed. Fortunately, most DAEs arising in applications are in selni-explicit form, which allows more opportunity for developing general-purpose methods, and many are in the further restricted Hessenberg form [9] . Still, even in this restricted form, DAEs of index >_ 2 present many challenges to designers of numerical, methods [9] . The index-1 semi-explicit DAE is given by (1.1a) x' f(x, y), (1. and some index-2 formulations of mechanical systems [4] . Hessenberg index-3 DAEs arise in the simulation of mechanical systems and in optimal, control. For a variety of reasons, systems of index 3 and higher have proven to be very diificult to solve numerically [9] , and much recent work has focused instead on reformulating these systems as index 2 or lower. Hence for our numerical results we will focus on DDAEs of index 1 and 2 in pure (Hessenberg) form. h great deal is known about the structure of DODEs [8] , [17] . These One of the important attributes of the type is that it classifies how DODEs propagate discontinuities to future delay intervals (assuming an initial value problem). Discontinuities in retarded systems become smoother in each successive interval, whereas discontinuities in advanced systems become less smooth in each successive interval. Discontinuities in neutral systems are carried into successive delay intervals with the same degree of smoothness. Hence, we wish to study separately DDAEs which are equivalent to retarded and neutrM DODEs, but to avoid altogether those which lead to DODEs of advanced type.
An alternative for the name ttessenberg form is a pure forln of a certain index: such a DAE contains no subsystems of a lower index with respect to the algebraic variables. 2 These nonsingularity conditions ensure, using the implicit function theorem, that the algebraic variables can be eliminated after rn constraint differentiations for the index-(rn + 1) DAE.
In this paper we study DDAEs of retarded type which are extensions of Hessenberg form. These DDAE systems are given by a (1.4a) x' f(z,x(t-1),y,y(t-1)), (1.4b) 0 g(x, x(t 1), y) (where og is nonsingular) for index-l, (1.ha) x' f(x, x(t 1), y), (1.6a) y'= f(x,x(t-1),y,y(tJ-1),z), (1.6b) x'= f(x,x(t-1),y), [11] .
We also consider cases where 9 in (1.4b) is allowed to depend on y(t-1) and where g in (1.5b) is allowed to depend on x(t-1). These [3] applied to index-1 and index-2 retarded and neutral Hessenberg DDAEs. We also comment on some practical aspects of the numerical solution of these problems. In 4
we show how to reformulate a higher-index Hessenberg DDAE so that the numerical method is stable for well-conditioned problems.
2. Conditioning for higher-index DDAEs. In this section we first consider the DDAE of order m (2.1a) (2.1b) understood to be t (so delay arguments are always specified). Now, to derive a stability result for this system note that, as in [3] , there exists a smooth, bounded matrix function R(t) R (-n,)x whose linearly independent, normalized rows form a basis for the null space of B T (R can be taken to be orthonormal). Thus (2.18) x' f (x,x(t-1),(x,x(t-1)) ,(x(t-1),x(t-2))). 
At the delayed time t 1, the interpolant of e y satisfies
where t9 is a local approxirnation operator, accurate to O(hmin(p'k)) at least. Note that t9 first passes an interpolant through values of e y at mesh points close to tn 1. For each of these values, the expression (3.6) at previous mesh points is used. Substituting (3.6) and (3.7)into (3.56), we obtain
Thus the method approximates x locally to O(hmin(p+l'k+l)). By zero-stability of BDF (k _< 6), (3.8) approximates x globally to O(hmin(p'k)). Using (3.6) alSO gives the desired result for y. [3 Remark. The proof applies also to any zero-stable linear multistep method of order k using local kth-order interpolants, where the constraints are enforced at every step, using (3.25) .
We can prove a similar result for semi-explicit neutral index-1 systems, (3.96) (3.95) x' f(xx(t-1),y,y(t-1)), 0 g(x, x(t 1), y, y(t 1)).
We assume that the system (3.9) is well conditioned. COROLLARY 3.1. Consider the kth-order BDF method applied to the index-1 semi-explicit neutral DDAE (3.9), where x(t-1),y(t-1) are approximated by kith-order local interpolants of Xh, Yh satisfying ki >_ k, and using k starting values accurate to o(hmin(p'k)). Then this method converges to o(hmin(p'k)).
Proof. The proof follows almost exactly the proof of Theorem 3.1. In place of (3.6) we have a recursion for e. which is stable whenever the DDAE is stable. Solving this recursion for e and substituting into the equivalent of (3.56) yields a recursion which is similar to (3.8) 
Assuming that the initial conditions are consistent [21] and that the starting values for BDF are accurate, the approximate solution clearly exists for h > 0 sufficiently small. The true solution satisfies (3.12a) 
Noting that r (-i)azx(t,_) x(t)+O(hk) because a are the BDF(k)-coefficients (in contrast to Theorem 3.1, here we are using the fact that the formula is BDF), we see that (3.14) is a zero-stable kth-order discretization of the DODE (3.) ()' (hAS + n'S) + nDS(t-)(t-) + (3. [20] , [24] . The We close this section with a numerical example. Example. The following is a nonlinear, semi-explicit DDAE of index at most 2:
(1 + x2 sin t)y + cost + sint (x2(t ) sin(t )) (t ) sin(t-) y--
The linearized problem about the exact solution has index 1, so this is an instance of (3.17) .
The other solution is (3.32) x sint, x2 sint, xa cost, y sint.
The linearized problem about the exact solution has index 2, as in (3.21) .
But elsewhere the index may still be 1, so we wrote a program based on Gauss-Legendre Runge-Kutta (i.e., collocation at Gaussian points), which adaptively decides whether to project as in (3.24) or not ("not" means taking An 0 in (3.24a)).
In The results recorded in Table 3 .2 we have used a collocation computation with s 3 and h 0.01, which yields a "dense" mesh 7c* for both values of f. (4.1a) x (') f (z(x(t)),z(x(t 1)),y),
if preservation of the higher-order form (4.1) is not a consideration, the projected invariants form can be obtained by first differentiating the constraint (4.1b) m times. Together with (4.1a), this gives y as a function of z(x(t)) and z(x(t-1)). Plugging y back into (4.1a) yields the DODE (4.2) This system is equivalent to (it has the same analytic and also numerical solutions when using compatible discretizations), and is usually written
Additional derivatives of the original constraint can be enforced similarly, see [4] , [5] .
If it is important to preserve the higher-order structure, then a trick introduced in [5] can be used to produce such a stable formulation, which is given by x'= f(x,x(t-1),(x,x(t-1)), (x(t-1),x(t-2))), [7] , [6] . We consider an s-stage piecewise polynomial collocation method (k s) with ODE order kd, applied to the linear DODE of retarded or neutral type J (B.la)
x' E Ajx(t j) + q, 0 < t < J, j=0 (B.lb) z(t) =/(t), -1 < t _< 0, where the matrices Aj(t) 7 ''. satisfy Aj(t) =_ 0 for t < j 1, and(t). 
