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Abstract
Let L be an irreducible regular language. Let W be a non-empty set of words (or sub-words)
of L and denote by LW = {v∈ L:w ❁ v; ∀w∈W} the language obtained from L by forbidding
all the words w in W . Then the entropy decreases strictly: ent(LW )¡ ent(L). In this note we
present a new proof of this fact, based on a method of Gromov, which avoids the Perron–
Frobenius theory. This result applies to the regular languages of 2nitely generated free groups
and an additional application is presented.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Let  be a 2nite alphabet. A labeled graph is a pair (G;L), where G=(V;E) is
an oriented graph with edge set E, and the labeling L :E→ assigns to each edge
e of G a label L(e) from the alphabet . Let I and F be two subsets of vertices,
the initial states and the 2nal states, be 2xed. The quadruple A=(G;L;I;F) is an
automaton.
A path of length n in G is a sequence p = e1e2 · · · en of consecutive edges ei ∈E
(consecutive means that the end vertex e−i ∈V of the ith edge is also the starting
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vertex e+i+1 ∈V of the (i+1)st, i=1; 2; : : : ; n−1). We call p+ := e+1 and p− := e−n the
starting and end vertices of the path, and we say that p connects p+ to p−.
An automaton A is ergodic if its underlying graph G is strongly irreducible, that
is, for all (x; y)∈V×V there exists a path connecting x to y. A path p such that
p+ ∈I and p− ∈F is admissible; we denote by Bn(G) the set of all admissible paths
of length n. Finally the label of a path p is L(p)=L(e1)L(e2) · · ·L(en)∈n.
The language associated with an automaton A is the set L(A)= {L(p) : p∈Bn(G);
n∈N} of the labels of all admissible paths of G. A language L⊆∗ is regular if
L=L(A) for some 2nite automaton A. If in addition |I|=1, i.e. there is just one
initial state, the automaton A is a one-initial-state automaton. It is easy to see that L
is regular if and only if it is the language associated with a one-initial-state automaton.
With an automaton A=(G;L;I;F) we associate the 2nite 2 number
ent(G) = lim sup
n→∞
log |Bn(G)|
n
(1)
(recall that Bn(G) denotes the set of all admissible paths in G).
A language L⊆∗ is irreducible if, given two words w1 and w2 in L, there exists a
word w∈∗ such that the concatenation w1ww2 belongs to L. It is easy to see that a
regular language L is irreducible if and only if it is generated by an ergodic automaton.
An automaton A=(G;L;I;F) is unambiguous if, for any word w∈L(A) of
length n there is a unique path p∈Bn(G) such that w=L(p). A is deterministic
if, for each state in V, all outgoing edges carry diEerent labels. It is obvious that a
deterministic 2nite state automaton (i.e. with |I|=1) is unambiguous. However there
are, on the one hand, unambiguous 2nite state automata which are not deterministic
and, on the other, deterministic (necessarily with several initial states) automata which
are not unambiguous.
The entropy 3 a of a language L⊆∗ is the number
ent(L) = lim sup
n→∞
log |Bn(L)|
n
; (2)
where Bn(L) is the set of words in L of length n.
The advantage of dealing with unambiguous automata is that, in this case, |Bn(L)|=
|Bn(G)|, so that ent(L)= ent(G). However it is not always possible to 2nd an unam-
biguous automaton (at least with some further conditions, like ergodicity) generating
2 Observe that ent(G)6 logK(G), where K(G)= maxv∈V k(v) and k(v)= |{e∈E : e+ = v}| denotes the
outgoing degree of the vertex v.
3 The concept of entropy was introduced by Shannon, in an information-theoretical setting with the name
of capacity; he reserved the term entropy for a probabilistic concept which is now often referred to as
Shannon entropy. Using Shannon entropy, Kolmogorov and Sinai invented measure-theoretic entropy, an
important invariant of transformations studied in Ergodic Theory. Motivated by this latter, Adler, Konheim
and McAndrew introduced topological entropy for continuous maps; however this last concept was already
considered earlier in Symbolic Dynamics by William Parry. As (so2c) shifts and (regular) languages are
strictly correlated, see the remarks after Theorem 1, the notion we are considering corresponds to this
topological entropy.
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a given regular language (see, e.g., the example in Section 3). Nevertheless, it is well
known that any (irreducible) regular language is generated by an (ergodic) deterministic
automaton (see [11, Theorem 2.1], or [12, Theorem 3.3.2]). Now, if A is deterministic,
given a word w∈L and an initial state x∈I, there is at most one admissible path p
starting at x such that L(p)=w; thus there are at most |I| admissible paths whose
labels give w and, consequently, |Bn(L)|6|Bn(G)|6|I| · |Bn(L)| so that, again, we can
recover the entropy of the language from that of its automaton: ent(L)= ent(G).
Let v and w be two words over an alphabet . Suppose there exist v1; v2 ∈∗ such
that v= v1wv2; then one says that w is a subword (or a factor) of v and writes w❁ v.
Let L⊆∗ be a language and W a non-empty set of words or subwords of L. We
denote by LW = {v∈L : w 
❁ v;∀w∈W} the language obtained from L by forbidding
all the words in W .
In this note we prove the following:
Theorem 1. Let L be an irreducible regular language and W a non-empty set of
subwords of L. Then ent(LW )¡ent(L).
Variants of this result are known in various settings like Geometric Group Theory
[6,7,9] and Symbolic Dynamics [1], [12, Corollary 4.4.9]; note that, as remarked by
W. Krieger, regular languages correspond to so2c shifts [1,12,16]. However, all known
proofs rely on the Perron–Frobenius theory. The entropy of a graph (or of its associated
language, shift, etc.) is given by the logarithm of the Perron–Frobenius eigenvalue of
its adjacency matrix; the deletion of an edge between states i and j corresponds to
replacing the entry aij = |{e∈E : e+ = i; e−= j}| of the matrix by aij − 1, so that the
Perron–Frobenius eigenvalue decreases ([15], [12, Theorem 4.4.7]). Along these lines,
but combining the theories of Perron–Frobenius and of Chomsky–SchLutzenberger with
techniques of harmonic analysis, a similar statement is proved for non-linear context-
free languages in [4]; see also [5].
The purpose of this paper is to present a proof of the theorem using a purely
combinatorial argument which does not make use of the Perron–Frobenius theory.
Gromov [8] used this argument in a symbolic dynamical setting to prove an entropic
inequality for “splicable spaces of bounded propagation” in view of the proof of a
“Garden of Eden” type theorem (see also [2]) for such spaces.
This argument has a simple graph-theoretic interpretation which led the third named
author in [14] to present a new proof of an entropic inequality for a 2nite oriented
graph (where all vertices are initial and terminal, i.e. all paths are admissible). Here
we slightly modify this latter (see Proposition 3) and derive the present proof in our
language-theoretic setting.
2. Proof of the theorem
We start with some graph-theoretic preliminaries.
Let G be an oriented graph. In what follows it will convenient to associate with
a path p= e1e2 · · · en the sequence of its vertices Qp= v0v1 · · · vn, where v0 =p+ = e+1 ,
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v1 = e−1 = e
+
2 , etc. (note that if G is simple, i.e. E⊆V×V, then Qp determines p
uniquely). We then say that p is simple if all the vertices are distinct; it is a cycle
when v0 = vn and vi 
= vj if {i; j} 
= {0; n}.
Given an arbitrary path p = e1e2 · · · en, we can form its decomposition into cy-
cles as follows. If Qp= v0v1 · · · vn, let i1 be the largest index such that the vertices
v0; v1; : : : ; vi1−1 are all distinct; then vi1 = vj1 for a suitable j1¡i1 and c1 := ej1+1ej1+2 · · ·
ei1 is the 2rst cycle of p; also set r1 := e1e2 · · · ej1 . Consider further the largest index
i2¿i1, such that the vertices vi1 ; vi1+1; : : : ; vi2−1 are all distinct; then vi2 = vj2 for a suit-
able j2 ∈{i1; i1 + 1; : : : ; i2 − 1} and c2 := ej2+1ej2+2 · · · ei2 is the second cycle of the
path; set r2 := ei1+1ei1+2 · · · ej2 . Continuing this way we obtain the canonical decom-
position p ≡ r1c1r2c2 · · · rkckrk+1, where c1; c2; : : : ; ck are the cycles and r1; r2; : : : ; rk+1
are simple (possibly empty) paths. With this notation we say that
ps = e1e2 · · · ejseis+1eis+2 · · · en ≡ r1c1r2c2 · · · rsrs+1 · · · ckrk
is obtained from p by collapsing the sth cycle cs.
The following is a sort of pumping lemma. It is proved in [14] but we include the
easy proof for the convenience of the reader.
Lemma 2. Let G=(V;E) be a strongly irreducible oriented graph and e an edge in
E. Then there exists n such that if p is any path in G of length n, then there exists
a path p′ of length n, with the same extremities of p and containing e.
Proof. From the irreducibility of G it follows the existence of a path q starting at
p+, terminating in p+ and containing e. Also, if n is large enough, in the canonical
decomposition p ≡ r1c1r2c2 · · · rkckrk+1 of p there exists a cycle c repeated many
times. If the length of c is ‘, the length of q is m and the cycle c is repeated at
least m times, we may collapse the 2rst m copies of c and add ‘ copies of q at the
beginning and we obtain the desired path p′.
Proposition 3. Let G=(V;E) be a strongly irreducible oriented graph with initial
states I and 2nal states F. Let e∈E be an edge and denote by H the graph
obtained from G by removing the edge e. Then
ent(H)¡ent(G):
When G is simple and I=F=V this reduces to the main result of [14].
Proof. We 2rst 2x some notation. As before, Bn(G) denotes the set of all admissible
paths of length n (that is starting at an initial state and ending at a 2nal state). QBn(G)
denotes the set of all paths (not necessarily admissible) in G. B+m; k(G) denotes the
set of all paths p= e1e2 · · · ek of length k which are the initial part of an admissible
path of length m (i.e. there exists p′= e′1e
′
2 · · · e′m ∈Bm(G) s.t. ei = e′i : i=1; : : : ; k).
Similarly, B−m; k(G) denotes the set of all paths p= e1e2 · · · ek of length k which are
the terminal part of an admissible path.
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Fig. 1. p= q1q′q2 ∈Ch⊆Bkn+r(G) with (q1; q2)∈Dh and q′❂ e.
Let n be the integer given by the lemma and set
 =
1
| QBn(H)|
:
Fix k ∈N and r ∈{0; 1; : : : ; n− 1}. We show that
|Bkn+r(H)|6 (1−  )k |Bkn+r(G)|: (3)
From the de2nition of  one clearly has
|B−kn+r;(k−1)n+r(G)|¿  |Bkn+r(G)|: (4)
In what follows a path p∈Bkn+r(G) is regarded as a concatenation p=p1p2 · · ·pkpk+1
where p1; : : : ; pk ∈ QBn(G) and pk+1 ∈ QBr(G).
For h=1; 2; : : : ; k, de2ne !h as the set of all p∈Bkn+r(G) such that ph contains the
edge e. By the lemma, for any p′ ∈B−kn+r; (k−1)n+r(G) there exists a path q∈B+kn+r; n(G)
containing e and such that qp′ ∈Bkn+r(G). Then |!1|¿|B−kn+r; (k−1)n+r(G)| which, to-
gether with (4), gives
|Bkn+r(G)\!1|6 (1−  )|Bkn+r(G)|: (5)
Now set Bhkn+r(G)=Bkn+r(G)\
⋃h
l=1 !l; C
h= {p∈Bhkn+r(G) : ph+1 contains e} and
let Dh be the set of all pairs (q1; q2)∈B+kn+r; hn(G)×B−kn+r; (k−h−1)n+r(G) such that
there exists q∈ QBn(G) with q1qq2 ∈Bhkn+r(G). With this terminology, (5) becomes
|B1kn+r(G)|6(1−  )|Bkn+r(G)|.
By the lemma, for any (q1; q2)∈Dh there exists p= q1q′q2 ∈Bkn+r(G) with q′ con-
taining e; in other words p∈Ch (Fig. 1).
Recalling the de2nition of  this gives |Ch|¿|Dh|¿ |Bhkn+r(G)|. Thus
|Bhkn+r(G)| =
∣
∣
∣
∣Bkn+r(G)\
h⋃
l=1
!l
∣
∣
∣
∣ = |Bhkn+r(G)\!h| = |Bh−1kn+r(G)\Ch−1|
6 (1−  )|Bh−1kn+r(G)|6 (1−  )h|Bkn+r(G)|;
where the last inequality follows by induction on h. Since Bkn+r(H)⊆Bkkn+r(G), setting
h= k in the above inequalities, we obtain (3).
Taking logarithms and dividing by kn+ r, (3) becomes
log |Bkn+r(H)|
kn+ r
6
k
kn+ r
log(1−  ) + log |Bkn+r(G)|
kn+ r
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and observing that
ent(H) ≡ lim sup
m→∞
log |Bm(H)|
m
= max
r=0;1;:::;n−1
lim sup
k→∞
log |Bkn+r(H)|
kn+ r
(and similarly for ent(G)), one 2nally obtains
ent(H)6
log(1−  )
n
+ ent(G)¡ent(G):
Proof of the Theorem. For n¿2 denote by #n : ∗→ (n)∗ the map de2ned by #n(w)
= ∅ if ‘(w)¡n and
#n(w) = (a1a2 · · · an)(a2a3 · · · an+1) · · · (am+1am+2 · · · am+n)
if w= a1a2 · · · am+n, with m¿0.
Given a language L, the n-higher-block language associated with L is the language
Ln = {#n(w) : w ∈ L}
over the alphabet n (compare with the analogous construction for shifts in [12, Section
1.4]).
For ‘(w)¿n, one has ‘(#n(w))= ‘(w)− n+ 1, so that ent(Ln)= ent(L).
It is also easy to see that if L is regular, the same holds for Ln. Indeed if A=(G;L;
I;F) is an automaton generating L, then Ln is generated by the automaton An=(Gn;
Ln;In;Fn), where for Gn=(Vn;En), one has Vn= QBn−1(G) (the set of all paths of
length n − 1 in G), there is an oriented edge between p= e1e2 · · · en−1 and q=f1f2
· · ·fn−1 if ei =fi−1 for all i=2; 3; : : : ; n−1 (so that En is determined) and Ln(p; q)=
L(e1)L(e2) · · ·L(en−1)L(fn−1)∈n. Finally In= {p∈Vn : p+ ∈I} while Fn=
{p∈Vn : p− ∈F}. Note that Gn is always simple, even if G is not.
It is easy to check that if A is unambiguous/deterministic/irreducible, then An is
unambiguous/deterministic/irreducible as well.
To prove the theorem we need only consider the case in which the set W of forbidden
words (or subwords) consists of a single word of length 1 i.e. it is a letter of . Indeed
given an arbitrary forbidden word w∈W , say of length n,
ent(LW )6 ent(Lw) = ent(#n(Lw)) ≡ ent((Ln)#n(w))¡ent(Ln) = ent(L)
where the strict inequality follows from the statement relative to #n(w) which now is
a “letter” for the language Ln=#n(L).
Let A=(G;L;I;F) be a deterministic ergodic automaton such that L(A)=L.
Then La, the language obtained by L by forbidding the letter a∈, is still regular
(clearly we are assuming that a❁ v for some v∈L). Indeed it is generated by the
automaton Aa=(Ga;La;I;F) where Ga=(V;Ea) is the subgraph of G obtained by
removing all edges labeled by a, i.e. Ea=E\L−1(a) and La=L|Ea , the restriction
of the labeling L to Ea. Note that Ga is not necessarily strongly irreducible any more.
We then have
ent(La) = ent(Ga)6 ent(H)¡ent(G) = ent(L);
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Fig. 2. The automaton A generating F2 =F(a; b).
where the equalities come from the fact that A and Aa are deterministic, H is a
subgraph of G obtained by removing a single edge e labeled by a and the strict
inequality follows from the previous proposition.
3. An example and an application
As an example we consider the free group Fn on n generators. If A+ = {a1; a2; : : : ; an}
is a free basis, then Fn can be identi2ed with the language L of all reduced words
over the alphabet A :=A+
∐
(A+)−1, i.e. L=(A∗){aa
−1 : a∈ A} where (a−1)−1 = a.
The following is an automaton A generating F2 =F(a; b), the free group of rank 2
(Fig. 2).
The states of the automaton are labeled with capital letters A; B; QA; QB corresponding
to the generating letters a; b; a−1; b−1 for F2 which also constitute the alphabet of L.
Then, an (oriented) edge carries the label of its terminal vertex. All vertices are initial
and terminal: I=F=V . Note that G is simple.
Moreover A is ergodic, deterministic but not unambiguous. It can be easily shown
that there exist no ergodic and unambiguous automaton generating L=F2. Anyway for
A one has |Bn(G)|=3|Bn(L)| and ent(G)= ent(L)= log 3.
The following is the automaton A2 = (G2;L2;I2;F2) generating the 2-block lan-
guage #2(L)=L2 (Fig. 3).
Again, this automaton is ergodic, deterministic but not unambiguous; moreover
|Bn(G2)|=3|Bn(L2)| and ent(G2)= ent(L2)= log 3.
As an application of the theorem we present a (variant of a) proof given in [3] of the
hop2anity of 2nitely generated free groups (a result due to Nielsen in 1921, see [13];
recall that a group G is hop2an if it is not isomorphic with a proper quotient of itself).
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Fig. 3. The automaton A2 = (G2;L2;I2;F2).
We need some notation and preliminaries.
Let G be a 2nitely generated group and let A be a 2nite and symmetric system of
generators. The A-length of an element g∈G is |g|A=0 if g=1 and the minimum
length n of a word in the generators in A expressing g, namely |g|A= min{n∈N :
g= a1a2 · · · an; ai ∈A}, otherwise.
The function *GA (n)= |{g∈G : |g|A= n}| that counts the elements in G of A-length
equal to n, is the (spherical) growth function of G with respect to A. The entropy of
the pair (G; A) is the limit
ent(G; A) = lim
n→∞
log *GA (n)
n
which always exists (by the Fekete-Polya lemma on subadditive sequences; see e.g. [12,
Lemma 4.1.7 and Proposition 4.1.8], or [9, Proposition VI.56 and Corollary VI.57]).
The quantity
ent(G) = inf
A
ent(G; A); (6)
where the in2mum is taken over all 2nite generating systems, is the entropy of G.
The group G has uniform exponential growth if ent(G)¿0. This last concept is due
to Avez and it is discussed, for instance, in [7].
The simplest example of a group with uniformly exponential growth is provided by
the free group Fn of 2nite rank n¿2 for which the in2mum in (6) is even attained.
Indeed if A+ is a free basis, setting A :=A+
∐
(A+)−1 one has
ent(Fn) = ent(Fn; A) = log(2n− 1) (7)
and, in particular, Fn is of uniformly exponential growth. See [3] for the details.
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We can now present a new proof of the following result of Nielsen (1921) (see
[13]):
Corollary 4. A free group of 2nite rank is hop2an.
Proof. From the theorem one deduces immediately the so-called growth-tightness of
Fn :=F ([7]): for any N / F non-trivial normal subgroup of F one has
ent( QF; QA)¡ent(F; A); (8)
where Qg := gmodN denotes the image of an element g∈G in QF :=F=N .
But then, from the attainment of the entropy ent(Fn) as in (7) and the growth-
tightness (8), one immediately deduces the hop2anity of Fn.
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