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a b s t r a c t
We characterize the class ((c0)T , (c0)T˜ ) where T = (tnk)∞n,k=0 and T˜ = (t˜nk)∞n,k=0 are tri-
angles. Using the Hausdorff measure of noncompactness, we define the class of compact
operators given by matrices in ((c0)T , (c0)T˜ ). Furthermore we give a sufficient condition
for a matrix operator to be a Fredholm operator on (c0)T .
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1. Introduction and notation
In our work we will use the following notation.
If X and Y are Banach spaces, then we write, as usual,B(X, Y ) for the set of all bounded linear operators L : X → Y with
the operator norm ‖ · ‖ defined by ‖L‖ = sup‖x‖=1{‖L(x)‖}; we also writeB(X) = B(X, X).
We write ω, and `∞, c0 and φ for the sets of all complex sequences x = (xk)∞k=0, and of all bounded, null and finite
sequences, respectively. Let e and e(n) (n = 0, 1, . . .) be the sequenceswith ek = 1 for all k, and e(n)n = 1 and e(n)k = 0 (k 6= n).
The β-dual of a subset X of ω is the set Xβ = {a ∈ ω | ∑∞k=0 akxk converges for all x ∈ X}.
Let A = (ank)∞n,k=0 be an infinite matrix of complex numbers, X and Y be subsets of ω and x ∈ ω. We write An = (ank)∞k=0
for the sequence in the n-th row of A, Anx = ∑∞k=0 ankxk, Ax = (Anx)∞n=0 (provided all the series Anx converge), and
XA = {x ∈ ω : Ax ∈ X} for the matrix domain of A in X . Also (X, Y ) is the class of all matrices A such that X ⊂ YA; so
A ∈ (X, Y ) if and only if An ∈ Xβ for all n and Ax ∈ Y for all x ∈ X .
The theory of BK spaces is of great importance in the characterization of matrix transformations between sequence
spaces. A Banach space X ⊂ ω is a BK space if each projection x 7→ xn on the n-th coordinate is continuous. A BK space
X ⊃ φ is said to have AK if x[m] =∑mk=0 xke(k) → x(m→∞) for every sequence x = (xk)∞k=0 ∈ X .
If X ⊃ φ is a BK space and a ∈ ω we write
‖a‖∗X = sup
{∣∣∣∣∣ ∞∑
k=0
akxk
∣∣∣∣∣ | ‖x‖ = 1
}
provided the expression on the right hand side is defined and finite which is the case whenever a ∈ Xβ ([1, Theorem 7.2.9]).
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The following result is fundamental for our studies.
Theorem 1.1 ([2, Theorem 1.23]; [1, Theorem 4.2.8]). Let X and Y be BK spaces. Then we have (X, Y ) ⊂ B(X, Y ), that is, every
A ∈ (X, Y ) defines a linear operator LA ∈ B(X, Y ) where LA(x) = Ax(x ∈ X).
We recall that if X and Y are Banach spaces then a linear operator L : X → Y is said to be compact if its domain is all of
X and for every bounded sequence (xn)∞n=0 in X , the sequence (L(xn))
∞
n=0 has a convergent subsequence in Y . We denote the
class of such operators by C(X, Y ); we write C(X) = C(X, X) for the class of all compact operators on X .
Throughout, let T = (tnk)∞n,k=0 be a triangle, that is tnk = 0 for k > n and tnn 6= 0 (n = 0, 1, . . .). By S we denote its
inverse, and we write R for the transpose of S. Also, let T˜ = (t˜nk)∞n,k=0 be a triangle.
In the past, several authors studied certain sequence spaces which can be represented as thematrix domains of triangles.
They characterized matrix transformations on them [3–8] and also compact operators given by infinite matrices [9–13,2,
14,15]. They mainly considered the classes (XT , Y ) where X and Y are the classical sequence spaces and T = (tnk)∞n,k=0 is a
triangle. In [12], some subclasses of Fredholm operators given by infinite matrices were characterized.
We consider the space (c0)T = {x ∈ ω | Tx ∈ c0}, and generalize some results on matrix transformations and compact
operators on (c0)T . Also, we give a sufficient condition for a linear operator on (c0)T defined by an infinite matrix to be a
Fredholm operator.
This is achieved in three steps:
(1) We characterize the class ((c0)T , (c0)T˜ ).
(2) We give necessary and sufficient conditions for A ∈ C((c0)T , (c0)T˜ ) applying the Hausdorff measure of noncompactness.
(3) We establish a sufficient condition for an infinite matrix to be a Fredholm operator on (c0)T , using the results from the
previous step.
2. Characterization of the class ((c0)T , (c0)T˜ )
Weneed the following resultwhich reduces the characterization of the class (XT , Y ) to the characterizations of the classes
(X, Y ) and (X, c0).
Lemma 2.1 ([14, Theorem 3.4; Remark 3.5 (a)]). Let X be a BK space with AK , Y be an arbitrary subset of ω and R = St . Then
A ∈ (XT , Y ) if and only if Aˆ ∈ (X, Y ) and W (An) ∈ (X, c0) for all n = 0, 1, . . ., where Aˆ is the matrix with the rows Aˆn = RAn for
(n = 0, 1, . . .) and the triangles W (An) (n = 0, 1, . . .) are defined by
w
(An)
mk

∞∑
j=m
anjsjk (0 ≤ k ≤ m)
0 (k > m)
(m = 0, 1, . . .). (2.1)
Moreover, if A ∈ (XT , Y ) then we have
Az = Aˆ(Tz) for all z ∈ Z = XT . (2.2)
The following results are needed for the determination of the norms of operators on the matrix domains of triangles.
Combining with the previous result, everything is reduced to the well-known characterizations of matrix transformations
between the classical sequence spaces [1,16].
Lemma 2.2. Let X be a BK space and A ∈ (X, `∞); then we have
‖LA‖ = sup
n
‖An‖∗.
Lemma 2.3 ([14, Theorem 3.6]). Let X and Y be BK spaces and X have AK . If A ∈ (XT , Y ) then we have
‖LA‖ = ‖LAˆ‖ (2.3)
where Aˆ is the matrix defined in Lemma 2.1.
The following result is needed for the case where the final space is a matrix domain.
Lemma 2.4 ([2, Theorem 3.8]). Let T be triangle.
(a) Then, for arbitrary subsets X and Y of ω, A ∈ (X, YT ) if and only if B = TA ∈ (X, Y ).
(b) If X and Y are BK spaces and A ∈ (X, YT ), then ‖LA‖ = ‖LB‖.
We apply Lemmas 2.1, 2.2 and 2.4 to obtain the following result.
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Theorem 2.5. Let T and T˜ be triangles. Then we have A ∈ ((c0)T , (c0)T˜ ) if and only if
sup
n
∞∑
k=0
∣∣∣∣∣ ∞∑
j=k
sjk
n∑
i=0
t˜niaij
∣∣∣∣∣ <∞, (2.4)
lim
n→∞
∞∑
j=k
sjk
n∑
i=0
t˜niaij = 0 (2.5)
and
sup
m
m∑
k=0
∣∣∣∣∣ ∞∑
j=m
sjkanj
∣∣∣∣∣ <∞ for all n = 0, 1, . . . (2.6)
Moreover, if A ∈ ((c0)T , (c0)T˜ ) then
‖LA‖ = ‖A‖ = sup
n
∞∑
k=0
∣∣∣∣∣ ∞∑
j=k
sjk
n∑
i=0
t˜niaij
∣∣∣∣∣ . (2.7)
Proof. Since c0 is a BK space with AK , it follows from Lemma 2.1 that A ∈ ((c0)T , (c0)T˜ ) if and only if Aˆ ∈ (c0, (c0)T˜ ) and
W (An) ∈ (c0, c0) for all n. First, we have by Lemma 2.4 that Aˆ ∈ (c0, (c0)T˜ ) if and only if B = T˜ Aˆ ∈ (c0, c0) which is the case
if and only if ([1, Theorem 1.3.6])
sup
n
∞∑
k=0
|bnk| <∞ and lim
n→∞ bnk = 0 for all k = 0, 1, . . . . (2.8)
It follows from the definition of the matrices B and Aˆ that
bnk =
n∑
i=0
t˜niaˆik =
n∑
i=0
t˜ni
∞∑
j=k
sjkaij =
∞∑
j=k
sjk
n∑
i=0
t˜niaij,
and so the conditions in (2.8) are equivalent to (2.4) and (2.5). We also haveW (An) ∈ (c0, c0) if and only if
sup
m
m∑
k=0
∣∣∣w(An)mk ∣∣∣ = sup
m
m∑
k=0
∣∣∣∣∣ ∞∑
j=m
anjsjk
∣∣∣∣∣ <∞ (2.9)
and
lim
m→∞w
(An)
mk = limm→∞
∞∑
j=m
anjsjk = 0.
Since the last condition is redundant because of the convergence of the series
∑∞
j=k anjsjk for all k, we haveW (An) ∈ (c0, c0)
if and only if (2.9) which is (2.6).
If A ∈ ((c0)T , (c0)T˜ ) then it follows from Lemmas 2.3 and 2.4 (b) that ‖LA‖ = ‖LB‖. Finally, since c0 ⊂ `∞ and the
continuous dual of c0 is norm isomorphic to `1, we have by Lemma 2.2
‖LB‖ = sup
n
∞∑
k=0
|bnk| <∞
which is (2.7). 
We give a simple application of Theorem 2.5.
Example 2.6. Let T = T˜ = ∆, the matrix of the operator of the first difference, that is,∆nn = 1,∆n,n−1 = −1 and∆nk = 0
for k 6= n, n− 1 (n = 0, 1, . . .). Then we have S = Σ whereΣnk = 1/n for 0 ≤ k ≤ n andΣnk = 0 for k > n (n = 0, 1, . . .)
and it follows from Theorem 2.5 that A ∈ ((c0)∆, (c0)∆) if and only if
‖A‖ = sup
n
∞∑
k=0
∣∣∣∣∣ ∞∑
j=k
(anj − an−1,j)
∣∣∣∣∣ <∞,
lim
n→∞
∞∑
j=k
(anj − an−1,j) = 0 and sup
m
(m+ 1)
∣∣∣∣∣ ∞∑
j=m
anj
∣∣∣∣∣ <∞.
Moreover, if A ∈ ((c0)∆, (c0)∆) then ‖LA‖ = ‖A‖.
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3. Compact operators on (c0)T
The most effective way for finding conditions for a linear operator L to be compact is to apply the Hausdorff measure of
noncompactness.
If (X, d) is a metric space, we writeMX for the class of all bounded subsets of X .
We recall the definition of the Hausdorff measure of noncompactness of bounded subsets of a metric space, and the
Hausdorff measure of noncompactness of operators between Banach spaces.
Definition 3.1. (a) Let (X, d) be a metric space, Q ∈ MX and B(x, r) = {y ∈ X | d(x, y) < r}. Then the Hausdorff measure
of noncompactness of Q , denoted by χ(Q ), is defined by
χ(Q ) = inf
{
 > 0 | Q ⊂
n⋃
i=1
B(xi, ri), xi ∈ X, ri <  (i = 1, . . . , n), n ∈ N0
}
.
(b) Let X and Y be Banach spaces and χ1 and χ2 be Hausdorff measures on X and Y . Then the operator L : X → Y is called
(χ1, χ2)-bounded if L(Q ) ∈ MY for every Q ∈ MX and there exists a positive constant C such that χ2(L(Q )) ≤ Cχ1(Q ) for
everyQ ∈MX . If an operator L is (χ1, χ2)-bounded then thenumber‖L‖(χ1,χ2) = inf{C > 0 | χ2(L(Q )) ≤ Cχ1(Q ) for all Q ∈
MX } is called the (χ1, χ2)-measure of noncompactness of L. In particular, if χ1 = χ2 = χ , then we write ‖L‖(χ,χ) = ‖L‖χ .
We need the following results.
Theorem 3.2 ([2, Theorem 2.25]). Let X and Y be Banach spaces, L ∈ B(X, Y ), SX = {x ∈ X | ‖x‖ = 1} and B¯X = {x ∈ X |
‖x‖ ≤ 1}.
(a) Then the Hausdorff measure of noncompactness of the operator L is given by
‖L‖χ = χ(L(B¯X )) = χ(L(SX ))([2, Theorem 2.25]).
(b) Then ‖L‖χ = 0 if and only if L ∈ C(X, Y ), and ‖L‖χ ≤ ‖L‖ ([2, Corollary 2.2]).
Theorem 3.3 ([15, Theorem 2.8.]). Let Q ∈ Mc0 and Pn : c0 → c0 be the operator defined by Pn(x) = x[n] for x ∈ c0. Then we
have
χ(Q ) = lim
n→∞(supx∈Q
‖(I − Pn)x‖).
Theorem 3.4 ([14, Theorem 4.2]). Let X be a normed sequence space and χT and χ denote the Hausdorff measures of
noncompactness onMXT andMX . Then we have χXT (Q ) = χ(T (Q )) for all Q ∈MXT .
Applying these results, we are able to determine the measure of noncompactness of an operator LA ∈ B((c0)T , (c0)T˜ )
given by the matrix A ∈ ((c0)T , (c0)T˜ ).
Theorem 3.5. Let T and T˜ be triangles and the operator LA ∈ B((c0)T , (c0)T˜ ) be given by a matrix A ∈ ((c0)T , (c0)T˜ ). Then we
have
‖LA‖χ = lim
r→∞ supn>r
∞∑
k=0
|bˆnk| where bˆnk =
∞∑
j=k
sjk
n∑
i=0
t˜niaij for all n and k.
Proof. We have by Theorems 3.2 and 3.4
‖LA‖χ = χT˜ (LA(SX )) = χ(T˜ (LA(SX ))).
Since Q = T˜ (LA(SX )) ⊂ c0, we can apply Theorem 3.3 and obtain
‖LA‖χ = χ(Q ) = lim
r→∞(supx∈Q
‖(I − Pr)(x)‖) = lim
r→∞(supx∈SX
‖(I − Pr)(T˜ (Ax))‖).
Writing B = T˜ A and using the fact that T˜ (Ax) = (T˜ A)x for all x ∈ (c0)T by [1, Theorem 1.4 (i)], we have
‖LA‖χ = lim
r→∞
(
sup
x∈SX
‖(I − Pr)(Bx)‖
)
= lim
r→∞
(
sup
x∈SX
‖(0, 0, 0, . . . , Br+1x, Br+2x, . . .)‖
)
. (3.1)
Since B = T˜ A ∈ ((c0)T , c0), we have by (2.3), (2.7) and (3.1)
‖LA‖χ = lim
r→∞ supn>r
∞∑
k=0
|bˆnk| = lim
r→∞ supn>r
∞∑
k=0
∣∣∣∣∣ ∞∑
j=k
sjk
n∑
i=0
t˜niaij
∣∣∣∣∣ . 
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The following result gives the characterization of the class of compact operators given by matrices in ((c0)T , (c0)T˜ ); it is
an immediate consequence of Theorems 3.2 (b) and 3.5.
Corollary 3.6. If A ∈ ((c0)T , (c0)T˜ ), then LA is compact if and only if
lim
r→∞ supn>r
∞∑
k=0
∣∣∣∣∣ ∞∑
j=k
sjk
n∑
i=0
t˜niaij
∣∣∣∣∣ = 0.
4. Fredholm operators on (c0)T
If we denote the set of finite rank operators by F (X, Y ), and if we suppose that X is a normed space and Y is a Banach
space, then it iswell known thatF (X, Y ) ⊂ C(X, Y ) ([17], p. 111). In particular, ifX is a Banach space and Y is aHilbert space,
then the set of compact operators is the closure of the set of finite rank operators, that is, F (X, Y ) = C(X, Y ) ([17], p. 111).
But, here, we deal with Banach spaces.
The concept of the finite dimensional case connects compact and Fredholm operators. Here, we will use a result based
on the relation between them and compact operators.
Definition 4.1. Let X and Y be Banach spaces and T ∈ B(X, Y ). We denote the null and the range spaces of T by N(T ) and
R(T ). Then T is said to be a Fredholm operator if the following conditions hold:
(1) N(T ) is finite dimensional;
(2) R(T ) is closed;
(3) Y \ R(T ) is finite dimensional.
The set of Fredholm operators from X to Y is denoted byΦ(X, Y ); we writeΦ(X) = Φ(X, X).
A very important result for our studies is ([18], p.106) that if X = Y and L ∈ C(X), then I−L is a Fredholm operator where
I is the identity operator on X . Applying this result and Corollary 3.6, we can give a sufficient condition for an operator LA
given by a matrix A ∈ ((c0)T , (c0)T ) to be a Fredholm operator.
Theorem 4.2. Let LA ∈ B((c0)T ) be given by a matrix A. If
lim
r→∞ supn>r
∞∑
k=0
∣∣∣∣∣ ∞∑
j=k
sjk
(
tnj −
n∑
i=0
tniaij
)∣∣∣∣∣ = 0,
then we have LA ∈ Φ((c0)T ).
Proof. We define the matrix C by cnn = 1− ann and cnk = −ank for n 6= k (n = 0, 1, . . .). Then the operator LC is compact
by Corollary 3.6 if and only if
lim
r→∞ supn>r
∞∑
k=0
∣∣∣∣∣ ∞∑
j=k
sjk
(
n∑
i=0
tnicij
)∣∣∣∣∣ = limr→∞ supn>r
∞∑
k=0
∣∣∣∣∣ ∞∑
j=k
sjk
(
tnj(1− ajj)−
n∑
i=0,i6=j
tniaij
)∣∣∣∣∣
= lim
r→∞ supn>r
∞∑
k=0
∣∣∣∣∣ ∞∑
j=k
sjk
(
tnj −
n∑
i=0
tniaij
)∣∣∣∣∣ = 0. 
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