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This paper describes a new application of the Bees Algorithm to the optimisation of a Support Vector Machine 
(SVM) for the problem of classifying defects in plywood.  The algorithm, which is a swarm-based algorithm nspired 
by the food foraging behaviour of honey bees, was also employed to select the components making up the feature 
vectors to be presented to the SVM.   The objective of the work was to find the best combination of SVM parameters 
and data features to maximise defect classification accuracy.  The paper presents the results obtained to demonstrate 
the strengths of the Bees Algorithm as an optimisation tool.  
 






 Many complex multi-variable optimisation 
problems cannot be solved easily. This has generated 
interest in “intelligent” search algorithms that find near-
optimal solutions in reasonable running times. The 
Bees Algorithm developed in the authors’ laboratory is 
inspired by the food foraging behaviour of honey bees 
and could be regarded as belonging to the category of 
“intelligent” optimisation tools [1]. 
 This paper presents an application of the Bees 
Algorithm to the problem of identifying defects in 
plywood veneer. Veneer sheets can contain defects, 
which could create quality problems when the sheets 
are bonded together. Researchers have developed 
systems for automatically detecting and identifying 
defects in plywood veneer. At the heart of such system  
there is usually a classifier module that receives 
features of artefacts detected in wood veneer images 
and classifies those artefacts accordingly. Different 
types of classifiers have been constructed [2, 3, 4]. In 
this work, the Support Vector Machine (SVM), well 
known for its high classification accuracies, was 
adopted. The Bees Algorithm was employed both to 
optimise the parameters of the SVM and to select the 
features to be provided to the classifier. 
 The paper is organised as follows. Section 2 
introduces the SVM. Section 3 explains how the Bees 
Algorithm was applied to the problem of SVM 
parameter optimisation and wood image feature 
selection. Section 4 presents the results obtained. 
Section 5 concludes the paper. 
 
 
2. Support Vector Machines 
 
2.1 The optimal hyperplane 
 
 The basic concepts of SVM are detailed in [5, 6, 
7]. Given a training set of examples ( )iyix , , 
mi ...,,2,1=  where input pattern nRix ∈  and class 
{ }1,1 −+∈iy , the aim of the SVM is to find the 
optimal hyperplane that will classify each pattern ix  
into the correct class iy . If the patterns are linearly 
separable, the following expressions can be used to 
give the parameters w  and b  of the hyperplane: 
 
 11 +=+≥+⋅ iyforbixw                                 (1) 
 11 −=−≤+⋅ iyforbixw                                 (2) 
 
Combining inequalities (1) and (2) gives [8]: 
 
 mibixwiy ...,,101)( =∀≥−+⋅                   (3) 
 
 The SVM finds the optimal hyperplane by solving 
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 ( ) 01: ≥−+⋅ bixwiytosubject  
 
 To solve this quadratic optimisation problem one 
must find the saddle point of the Lagrange function: 
 











),,( αα     (5) 
 
where iα  denotes Lagrange multipliers; 0≥iα . The 
saddle point can be located by minimising the Lagran e 
function PL  with respect to the primal variables (w and 
b) and maximising PL  with respect to the non-negative 
dual variables, iα . The following equations are 
obtained after differentiating Eq. (5) with respect to w  























α                           (7)  
Substituting Eqs. (6) and (7) into Eq. (5) yields the dual 





























iyiandmiitosubject αα  
 
 As mentioned previously, to find the optimal 
hyperplane, maximising the dual Lagrangian 
( )iLD α with respect to non-negative iα  is required. 
This quadratic optimisation problem can be solved by 
using a standard optimisation program. When the 
optimal values *iα of iα have been determined, the 













 ∑ αα            (9) 
 
For non-zero *iα , 
*b  can be found from the Kuhn-







 +⋅           (10) 
 









** α            (11) 
 
Note that vectors ix for which Eq. (10) holds are called 
support vectors. 
 
2.2 The optimal hyperplane for non-separable data  
 
 In non-separable cases, the goal is to build a 
hyperplane that will produce the smallest number of 
classification errors. Slack variables mii ...,,10 =≥ξ  
are introduced in Inequalities (1) and (2) such that
 
 11 +=−+≥+⋅ iyforibixw ξ                           (12) 
 
 11 −=+−≤+⋅ iyforibixw ξ                         (13) 
iξ relax the constraints on the location of the data 
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 ( ) 0,01: ≥≥−++⋅ iibixwiytosubject ξξ  
 
 In (14), C  is a weight representing the trade-off 
between misclassifying certain points and correctly 
classifying others. 
 Again, the Lagrangian method can be used to solve 
the above optimisation problem. 




































Note that (15) is the same as (8) for the case of linearly 
separable data, except that iα is now bounded by C . 
 The optimum hyperplane can be found as 
described previously once the values of iα  have been 
determined. 
 
2.3 Non-linear SVM 
 
 A non-linear SVM maps the training samples from 
the original input space into a higher-dimensional sp ce 
using a kernel function k (. , .) [9]. When applied to 
two points jxandix , ),( jxixk , is a generalised form 
of the inner product jxix ⋅ in Eq. (8). 

































 Possible kernel functions include the polynomial 
kernel, radial basis function (RBF) kernel and sigmoid 




 djxixjxixk )1(),( ⋅+=                                (17) 
 








 )tanh(),( δ−⋅= jxikxjxixk                         (19) 
 
 
3. Feature selection and parameter optimisation 
 
 In this work, the RBF was used as kernel. The 
classification accuracy depends on the γ  value of the 
RBF [8, 10, 11] and the weighting factor C . These two 
parameters were optimised using the Bees Algorithm. 
The classification accuracy is also affected by the typ  
of data to be classified, in particular, the features that 
make up such data. The Bees Algorithm was also 
employed to obtain the optimal set of features for the 
given wood defect classification problem. 
 
3.1 Optimisation procedure 
 
 Figure 1 shows the main steps involved in applying 
the Bees Algorithm to feature selection (part I) and 
parameter optimisation (part II). 
 
Part I: 
(1) Scaling: All data were scaled between [0, 1] or [-1, 
1] to avoid larger numerical ranges dominating 
smaller ones. Another reason for data scaling was 
to avoid the possibility of overflows [12].  
(2) Feature selection: Random subsets of features 
were created from a set of 17 wood image 
attributes [14] to form “scout bees” in feature 
space, each subset representing a bee. 
(3) Parameter optimisation: For each of the scout 
bees formed in step (2), the best combination 
),( Cγ  was found. 
(4) Neighbourhood search: Bees were recruited for 
the more promising sites discovered by the scout 
bees. 
(5) Parameter optimisation: For each recruited bee, 
the best combination ),( Cγ  was found. 
(6) Random search: Other scout bees were distributed 
randomly in search space. 
(7) Parameter optimisation: The best combinations of 
),( Cγ  parameters were found to the new scout 
bees. Steps (4) – (7) were repeated till some 
stopping criteria were met. 
 
Part II 
(1) Parameter selection: Tuples ( )C,γ  were 
randomly picked from the allowed parameter 
space, [ ]1,1.0∈γ  and [ ]1200,900∈C , to form 
“scout bees” in that space, each tuple representing 
a bee. 
(2) SVM construction: SVM classifiers were 
constructed corresponding to the bees formed in 
step (1), the given set of features and the data to be
classified. 
(3) Fitness evaluation: The accuracies of the SVM 
classifiers constructed in step (2) were determined. 
(4) Neighbourhood search: Bees were recruited for 
the more promising sites discovered by the scout 
bees. 
(5) Random search: Other scout bees were distributed 
randomly in search space. 
(6) SVM construction: SVM classifiers were 
constructed corresponding to the recruited bees 
formed in step (4), other scout bees formed in step 
(5), the given set of features and the data to be 
classified. 
(7) Fitness evaluation: The accuracies of the SVM 
classifiers constructed in step (6) were determined. 
Steps (1) – (7) were repeated until some stopping 
criteria were met.  
 
3.2 SVM network training procedure 
 
 The purpose of SVM training was to achieve the 
minimum classification error. The error associated with
an input pattern was computed as the sum of the 
squared differences between the desired and actual 
outputs of the network corresponding to the presented 
pattern. Error calculation was repeated for all the
patterns in the training set and the error components for 
all the patterns were summed to yield the value of the 
error function for the SVM network. 
 
 
Fig. 1. Feature selection and parameter optimisation 
procedures. 
 
 As mentioned previously, for feature selection, 
each bee represented a selected feature subset.  Th 
Bees Algorithm was used to search the space of 
features to the feature subset producing the smallest 
value of the error function.  
 
Table 1 





Feature selection and 
parameter opt.  
n 35 25 10 
m 10 5 5 
nsp 20 15 5 
nep 30 20 10 
e 4 2 2 
ngh_γ 0.1 - 0.1 
ngh_C 1 - 1 
 
 In parameter optimisation, each bee represented a 
gamma (γ ) value and a penalty error (C ) value. The 











































combination ),( Cγ  giving the smallest error.  
 Table 1 shows the parameters of the Bees 
Algorithm used. An explanation for these parameters 
can be found in [1]. Two different cases were studied: 
(i) only the parameters of the SVM were to be 
optimised and (ii) both the feature set and the SVM 
parameters were to be optimised. 
 The optimisation procedure consisted of the 
following steps. 
 
1. Generate an initial population of bees. 
2. Apply the training data set to determine the value 
of the error function associated with each bee. 
3. Based on the error value obtained in step 2, create 
a new population of bees comprising the best bees 
in the selected neighbourhoods and randomly 
placed scout bees. 
4. Stop if the value of the error function has fallen 
below the predetermined threshold or after 
repeating a certain number of iterations. 
5. Else, return to step 2. 
 
Table 2 









1 20 16 4 
2 20 16 4 
3 20 16 4 
4 16 13 3 
5 20 16 4 
6 8 6 2 
7 20 16 4 
8 20 16 4 
9 20 16 4 
10 20 16 4 
11 20 16 4 
12 20 16 4 
13 8 6 2 




 The wood veneer defect data used for the work 
reported in [2] was adopted in this study. The data h d 
been obtained using an Automated Visual Inspection 
(AVI) system [13, 14]. The data consists of 232 
examples with 17 features. Table 2 shows thirteen 
different classes of artefacts and the number of 
examples in each class. The initial classification of 
these examples had been performed by human 
inspection. For the support vector machine 
experiments, for each class, 80% (185 in total) of the 
examples were selected randomly for the training set 
and the remaining 20% (47 in total) for the test set. The 
LIBSVM software (version 2.83) [15] was used to 
implement SVM classifiers when ),( Cγ  and the 





 Figure 2 and Table 3 show the classification 
accuracies obtained for the two cases studied. The Bees
Algorithm was applied 18 times to optimise the SVM 
parameters alone and another 4 times to optimise both 
SVM parameters and the set of input features. 
 
Classification accuracies obtained with parameter 























Fig. 2. Classification accuracies for 30 runs of the Be s 
Algorithm. 
 
 Table 3 also presents the results for a standard 
SVM. It can be seen that using the Bees Algorithm to 
optimise the SVM and feature set has increased the 
classification accuracy compared to the standard case. 
 
Table 3 
Defect identification accuracies 
 
Method  Accuracy (%)(mean) 
SVM with parameter 
optimisation 
88.16 
SVM with feature 
selection and parameter 
optimisation 
93.33 







 This paper has presented the application of the 
Bees Algorithm to the problem of feature selection and
parameter optimisation for a Support Vector Machine 
for the task of classifying defects in wood veneer 
sheets. 
 The accuracies obtained are higher than that 
obtained with a standard SVM. This work therefore 
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