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Abstract 
 
Methods for improved mapping of brain lesion connectivity  
 
by 
 
Clint Greene 
 
Recent advances over the past two decades in neuroimaging methods have enabled us to 
map the connectivity of the brain. In parallel, pathophysiological models of brain disease 
have shifted from an emphasis on understanding pathology in specific brain regions to 
characterizing disruptions to interconnected neural networks. Nevertheless, these recent 
methods for mapping brain connectivity are still under development. Every step of the 
mapping process becomes a potential source for additional error due to noise or artifacts that 
could impact final analyses. Segmentation, parcellation, registration, and tractography are 
some of the steps where this occurs. Moreover, mapping the connectivity in a brain lesion is 
even more susceptible to errors in these steps.  
In this body of work, I describe multiple new methods for improving the accuracy of 
mapping lesion connectivity by reducing errors at the tractography stage which is the most 
error prone stage. First, we develop an approach for directly normalizing streamlines into a 
template space that avoids performing tractography in the normalized template space, 
reducing the error of connectomes constructed in the template space with respect to the  
ground truth native space connectome. Second, we develop a rapid approach for performing 
  viii 
shortest path tractography and constructing shortest path probability weighted connectomes 
which increases the connection specificity relative to local streamline tracking approaches. 
We then demonstrate how our shortest path tractography approach can be used construct a 
disconnectome, a connectivity map of the proportion of connections lost due to intersecting 
a lesion. We then develop a fast, greedy graph-theoretic algorithm that extracts the 
maximally disconnected subgraph containing brain regions with the greatest shared loss of 
connectivity. Finally, we demonstrate how combining methods from diffusion based image 
inpainting and optimal estimation can be used to restore or inpaint corrupted fiber diffusion 
models in lesioned white matter tissue, enabling tractography and the study of lesion 
connectivity and modeling of microstructural measures in the patient’s native space. 
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Chapter 1  
 
Connectomics 
 
The brain is composed of two main tissue types: gray matter and white matter. Gray 
matter is the collection of neuronal cell bodies that integrate signals at their synapses. White 
matter is composed of myelinated axons that connect various regions of gray matter, 
allowing distant brain regions to send signals to each other. The formation of these axons is 
guided during development by genetic and environmental factors (Dubois et al., 2014). 
Collections of axons form white matter pathways. Depending on what cortical regions a 
white matter pathway connects can determine both the function of the pathway and the 
regions it connects (Passingham et al., 2002). The term connectome was proposed over a 
decade ago (Sporns et al., 2005). The connectome model of the brain is a network 
representation, where nodes represent brain regions and edges represent white matter 
pathways. Mapping the human connectome has become a major goal in neuroscience 
because of its potential to reveal new insights into how cortical regions are arranged and 
influence each other and how these processes are disrupted under pathological conditions 
(Fornito & Bullmore, 2015). 
Connectomes can be constructed at different levels of scale. At the micro and meso 
scales invasive techniques such as histological staining, serial electron microscopy, 3D 
fluorescence imaging, and chemical tracing are used for mapping the connectome 
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(Sotiropoulos & Zalesky, 2019). At the macro scale, non-invasive imaging techniques such 
as functional MRI (fMRI) and diffusion MRI (dMRI) are used to construct the connectome. 
Compared to invasive approaches, non-invasive approaches do not explicitly trace out 
connections. Instead they rely on models and inference to estimate connectivity. 
Consequently, non-invasive approaches are error prone and the results can be difficult to 
quantify. Moreover, non-invasively constructed connectomes are at a much lower spatial 
resolution and cannot estimate the directionality of the connection compared to invasive 
ones. Despite these shortcomings, non-invasive connectomes offer multiple advantages: they 
can be studied in-vivo across many populations, can be mapped along with function, 
behavior and genetics, and how connections change with development, aging, and pathology 
(Behrens & Sporns, 2012). Inferring a macro connectome from fMRI or dMRI data is a 
challenging task and an active field of research. Constructing such a connectome can be 
divided into two tasks: node delineation, and edge mapping. 
 
1.1 Node delineation 
Node delineation is a deceptively challenging task because there are no overt boundaries 
visible with MRI that allow precise delineation of functionally meaningful node borders. 
The most commonly used approach is to take an architectonic atlas such as the Talairach or 
an anatomical atlas such as the AAL or Lausanne that’s defined in a template space and map 
it to an individual’s brain. The Talaraich nodes are delineated by architectonic features from 
post-mortem brains (Lancaster et al., 2000). The Laussane nodes are delineated based upon 
anatomical landmarks (Daducci et al., 2012). Typically, an individual’s T1 weighted (T1w) 
volume is non-linearly registered to a template T1w volume where the atlas is defined. 
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Analyses can be performed in the template space or in the subject’s brain space by inverting 
the transformation. This ensures that nodes between subjects are matched with respect to 
average size, geometry, and location. Subject specific parcellations can also be generated 
from task-based or resting-state fMRI data to delineate regions based on functional 
properties (Yeo et al., 2011). Currently, there is not a gold standard atlas and each approach 
has strengths and weaknesses. Researchers tend to use a parcellation atlas that fits their need 
and problem at hand. In this body of work, we choose the Lausanne atlas because of the 
interpretability it confers between anatomy and function. 
 
1.2 Edge mapping 
Connectivity can be measured between the nodes once they have been delineated. 
Within MRI, there are two broad classes of brain connectivity: functional and structural. For 
each class, connectivity is always measured pairwise between two regions and the full 
connectome is constructed by measuring the pairwise connectivity for every region pair to 
every other region pair. We will briefly cover functional connectivity for completeness and 
then focus on structural connectivity because it’s the measure of connectivity used 
throughout this body of work. 
 
1.2.1 Functional connectivity 
Functional connectivity refers to the statistical dependence between blood oxygenation 
level dependent (BOLD) signals measured between a pair of nodes. Typically, it’s 
quantified by the taking the average of the BOLD time series in each voxel making up a 
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region and then simply taking the pair-wise Pearson correlation between the signals. Other 
measures such as mutual information and coherence have also been used (Smith et al., 
2011). The more strongly connected two regions are the more their BOLD signals fluctuate 
together. Functional connectomes are dynamic, capturing the spontaneous fluctuations 
between brain regions. Over long time scales (minutes) functional connectomes have 
showed strong resemblance to structural connectomes (Honey et. al, 2007). Moreover, other 
researchers have shown that the functional connectome can be predicted from the structural 
connectome (Honey et al., 2009). 
 
1.2.2 Structural connectivity 
Structural connectivity estimates the amount of physical wiring between brain regions. It 
is mapped using dMRI based tractography that infers the location of white matter bundles 
using streamlines. White matter fiber bundles are coherently organized such that diffusion of 
water molecules occurs preferentially along the long axis of the bundles i.e. parallel to the 
them. The preferred diffusion orientations (PDO) can be indirectly mapped to fiber 
orientations at the voxel level using multiple reconstruction methods. Tractography methods 
then integrate the orientation information to infer the putative white matter bundles. 
Typically, the connectivity is quantified by counting the number of streamlines that exist 
between a pair of regions.  
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A. Reconstruction methods 
Fiber orientations are typically mapped using a couple of different approaches depending 
on how the diffusion weighted images (DWIs) were collected. The oldest, simplest, and 
most common approach for mapping fiber orientations is the diffusion tensor model which 
only provides an estimate of a single orientation from the diffusion tensor (Alexander et al., 
2007). Because voxels can contain multiple fiber populations at different orientations, more 
complex models such as spherical deconvolution are used to reconstruct the fiber orientation 
distribution (FOD) that characterizes the multiple fiber orientations (Tournier et al., 2007).  
However, diffusion tensor based reconstructions remain the dominant method in clinical 
research. In Chapter 4, we discuss both of these models in greater detail. 
 
B. Tractography 
Tractography methods can be grouped into two categories: local and global approaches. 
Local streamline methods propagate streamlines that are tangent to vector orientation fields 
extracted from the FODs. They are subdivided into two categories depending on whether 
they perform a deterministic or probabilistic estimation of the direction to propagate the 
growing streamline. In deterministic tractography, streamlines are propagated according to a 
fixed direction in each voxel (Yeh, 2013). Typically, this direction is the direction of the 
peak of the FOD. Criticisms leveled against deterministic approaches is their inability to 
account for uncertainty in the estimated path, sensitivity to the estimated peak direction, and 
susceptibility to noise (Jones, 2010). Slight perturbations in peak estimation due to noise can 
accumulate into large errors as the streamline grows. In contrast, probabilistic tractography 
estimates a distribution of fiber orientations at each voxel from the FOD. A random sample 
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is drawn from the distribution to determine the direction to propagate the streamline 
(Descoteaux et al., 2008). Consequently, probabilistic tractography yields greater spatial 
dispersion in streamline trajectories compared to deterministic tractography which leads to 
more spurious connections. Thresholding can prune out spurious connections increasing 
specificity at the cost to sensitivity (Thomas et al., 2015). Moreover, probabilistic methods 
are also more computationally intensive. Estimates derived from probabilistic tractography 
show greater connectome reproducibility, while connectomes constructed from deterministic 
methods have lower connection density with increased accuracy (Buchanan et al., 2014). In 
a recent study that compared a plethora of tractography algorithms, deterministic methods 
were found to sometimes outperform probabilistic methods (Maier-Hein et al., 2017). 
However, both of these local approaches suffer from significant biases that lead to poor 
sensitivity in estimating known anatomical connections between regions in a connectome. 
The most prominent bias seen in local tracking methods is a distance bias where streamline 
counts between distant regions are either smaller or non-existent compared to counts 
between nearby neighboring regions (Schober, 2014). The distance bias is driven by the 
greedy nature of growing a streamline unsupervised without a particular target. The more 
the streamline grows, the more likely it enters a region that triggers the stopping criterion of 
the algorithm. Consequently, voxels near the seeding region where streamlines start growing 
are explored more thoroughly than voxels far away which leads many distant region pairs 
that should be connected to become disconnected in the connectome.   
Global approaches estimate streamlines according to some optimal global criterion and 
are less susceptible to distance biases and local termination errors (Girard, 2014). Shortest 
path tractography is a global approach that is able to overcome distance biases because the 
  7 
globally optimal path can be found irrespective of distance when the start and end points are 
specified. However, this property of shortest paths introduces a new problem where a 
connection will always be found, even if it doesn’t truly exist. This can be circumvented by 
filtering out low weight connections using methods such as LiFE and COMMIT while still 
maintaining a high degree of specificity and sensitivity relative to local tracking approaches 
(Pestilli et al., 2014 & Daducci et al., 2014). Although shortest path tractography approaches 
are a promising alternative, they have not been widely used because they are 
computationally demanding. In Chapter 3, we describe a new approach to using shortest 
path tractography for constructing connectomes that is two orders of magnitude faster than 
previous approaches.   
 
 
1.3 Lesion symptom mapping 
 
Clinical neurology began from the analysis of intriguing single cases where associations 
between neurological symptoms and deficits and the location and extent of a lesion were 
determined typically post mortem. These early lesion symptom analyses provided important 
insights into the functional organization of the human brain. Significant historical examples 
include H.M. whose hippocampal lesions gave us insight into this region’s essential role in 
memory and Phineas Gage whose frontal lobe damage gave us insight into the role the 
frontal lobe plays in regulating social behaviors (Scoville & Milner, 1957; Damasio et al., 
1994). However, these early lesion studies were more correlative than causal.  
  8 
. 
 
1.3.1 Overlap mapping 
Destructive tissue lesions from traumatic brain injuries, tumors, multiple sclerosis, or 
strokes can be imaged using various MRI contrasts because they affect the T1 and T2 
weighted contrasts. With the ability to easily image lesions, the field shifted from single case 
studies to group studies because patients could now be grouped based on similarities in 
deficits and lesion overlap. When lesions that cause the same symptoms and overlap in the 
same brain region in many different patients, the causal link between those symptoms and 
the region are strengthened (Fox, 2018). However, over time it became apparent that lesion 
overlap methods were sometimes flawed because similar symptoms can result from lesions 
in different locations. For example, most lesions that disrupt memory are located outside of 
the hippocampus (Lim, 2009). Furthermore, lesions that cause disruption to a cognitivie 
function might occur in a location that is not known for that function. The relationship 
between symptoms and lesion location is not straightforward because it is rare that a brain 
injury results in a single cognitive deficit because many cognitive functions are not localized 
into a discrete area and instead arise from emergent activity across distributed neural 
networks via interconnected cortical regions (Geschwind, 1962 & Baldassarre et al., 2016). 
A given cognitive deficit could result from disruption to a functional network rather than 
from injury to a single area. If a complex behavior requires integration from multiple brain 
areas in a network, a lesion to any of the areas could result in a deficit in that behavior. 
Consequently, a lesion overlap analysis could miss that the deficits are due to network 
disruption and instead find that the deficits are due to lesions in multiple single brain areas. 
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These limitations of single lesion analysis has led to the rise in use of network based 
approaches for improved understanding of the relationship between brain injury and 
symptoms.  
 
1.3.2 Connectome Lesion Symptom Mapping 
The merging of connectomics with single lesion symptom mapping has given rise to a 
new field called connectome lesion symptom mapping (CLSM). CLSM can determine 
whether lesions that are in different areas but cause the same symptoms are part of the same 
functional network. Traditional lesion analysis would find that the same symptom is caused 
by lesions in different areas, missing that these areas make up nodes in an interconnected 
network. One of the most quintessential examples that illustrates the use of the connectome 
in lesion analysis is the problem of paralysis (Fox, 2018). Lesions in the brainstem, 
thalamus, pons, or motor cortex can all lead to paralysis. These lesions fail to overlap in a 
single area but make up the motor network. They are all connected to the corticospinal tract 
(CST) which is the motor tract running from the cerebral cortex to the spinal cord, 
controlling the movements of our limbs and trunk. Paralysis can also result from damage to 
the CST even if the motor areas themselves are not damaged due to the cortical areas 
becoming disconnected. Moreover, lesions that cause the largest number of symptoms occur 
at the intersection of large white matter pathways and at cortical hubs that are connected to 
large numbers of brain regions (Warren et al., 2014). 
In the example of paralysis, the nodes and edges making up the motor network are well 
known. However, in most cases it is unknown what set of disrupted nodes and edges in a 
cortical network leads to some set of neurological symptoms. To map a patient’s 
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neurological symptoms to a brain network, the lesion area must first be segmented from the 
clinical brain volume (MRI or CT). The patients’ brain volume is then registered into a 
template space along with the segmentation label. Connectome data from healthy subjects is 
then used to determine the set of disrupted nodes and edges at the lesion location. 
Depending on whether the lesion is located primarily in gray matter or white matter, 
different types of connectomes are used to identify disrupted nodes and edges. If the lesion 
is in gray matter, functional connectomes constructed from functional connectivity are used. 
In the other case, where the lesion is in white matter, a structural connectome is used. The 
reason that two different types of connectomes are used is because functional connectomes 
provide no connectivity information on lesions in white matter. The fMRI BOLD signal that 
is used for measuring functional connectivity is not considered detectable in white matter 
(Logothetis & Wandell, 2004). Structural connectomes on the other hand are able to provide 
disrupted node and edge information based upon what streamlines the lesion intersects 
whether it is in gray matter or white matter. However, if the lesion is in gray matter 
functional connectomes are typically preferred because they provide a richer measure of the 
underlying polysynaptic connection network (Logothetis et al., 2001). Once the network 
maps are constructed for a patient, they can be overlapped with network maps from other 
patients with similar symptoms to identify the connections most common to the symptoms.  
Current CLSM approaches are in their infancy and suffer from multiple shortcomings. 
Typically, a patient’s lesion connectivity is estimated by registering the patients T1-
weighted volume into a template space containing a database of streamlines from a 
population of healthy subjects. Once the transformation has been estimated, the patient’s 
lesion is normalized into the template space and intersected with the streamlines in the 
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database to produce a map of the lesion connectivity. However, this procedure only provides 
a generic estimate of a patient’s lost connectivity, without any characterization of the 
patient’s specific disrupted connectivity (Greene et al., 2019). Moreover, if the streamline 
database was constructed by performing tractography in the template space it produces even 
less accurate connectome mapping estimates (Greene et al., 2018). In Chapter 2, this issue is 
thoroughly explored and circumvented by developing a method that directly applies the 
transformation to streamlines to move them into the template space. These issues are further 
compounded by the database streamlines typically being biased against detecting long range 
connections because they were constructed using local-tracking approaches. In Chapter 3, a 
global shortest path approach is developed that overcomes these distance biases and that can 
be integrated into producing a streamline database. Alternatively, clinical researchers can 
perform tractography in the lesion area of the patient space but this is known to introduce 
spurious connections and less accurate connectome mapping because the lesions introduce 
significantly altered orientations of the fiber populations normal orientation (Greene et al., 
2019). In Chapter 4, a new method is developed that not only restores the fiber diffusion 
models in lesion areas but also the orientations enabling both local and global tracking 
approaches and circumventing the need for mapping lesion connectivity with someone else’s 
brain.  
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Chapter 2  
 
Effect of spatial normalization approaches on 
tractography and networks 
 
To facilitate the comparison of white matter morphologic connectivity across target 
populations, it is invaluable to map the data to a standardized neuroanatomical space. Here, 
we evaluate direct streamline normalization (DSN), where the warping is applied directly to 
the streamlines, with two publicly available approaches that spatially normalize the diffusion 
data then reconstruct the streamlines. Prior work has shown that streamlines generated after 
normalization from reoriented diffusion data do not reliably match the streamlines generated 
in native space. To test the impact of these different normalization methods on quantitative 
tractography measures, we compared the reproducibility of the resulting normalized 
connectivity matrices and network metrics with those originally obtained in native space. 
The two methods that reconstruct streamlines after normalization led to significant 
differences in network metrics with large to huge standardized effect sizes, reflecting a 
dramatic alteration of the same subject's native connectivity. In contrast, after normalizing 
with DSN we found no significant difference in network metrics compared to native space 
with only very small to small standardized effect sizes. DSN readily outperforms the other 
methods at preserving native space connectivity and introduces novel opportunities to define 
connectome networks without relying on gray matter parcellations. 
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2.1 Introduction 
 
Over the past two decades, diffusion-weighted magnetic resonance imaging (DW-MRI) 
techniques have been used to non-invasively explore fiber bundle architectures in the brain 
by leveraging local estimates of anisotropy to reconstruct streamlines (virtual proxies of sets 
of collinear fibers tracts). These techniques have become an essential toolset for the 
diagnosis of developmental brain disorders (Chang & Zhu, 2013), pre-operative planning in 
neurosurgery (Golby et al, 2011; Jenabi et al, 2014), and the study of brain connectivity in 
healthy individuals (Van Essen et al., 2012). To enhance population based analysis of white 
matter morphology it is desirable to spatially normalize the reconstructed “fiber tracts” 
(herein called streamlines) into a standardized neuroanatomical space. Spatial normalization 
is routinely used in voxel based morphometry, structural MRI, and resting state fMRI. 
Embedding streamline connections into these morphologic and functional databases would 
be invaluable for furthering our understanding of structure-function relationships of the 
brain (Thiebaut de Schotten et al., 2016). Spatially normalized tractography is important 
because it enables the characterization of differences in white matter morphology due to 
developmental, genetic, disease, or injury across populations. For example, a method known 
as local termination pattern analysis (LTPA) leverages normalized tractography datasets to 
compare white matter morphology across populations by itemizing the pairwise cortical 
region termination connectivity for the subset of streamlines passing through a small cluster 
of voxels (Cieslak & Grafton, 2013; Cieslak et al., 2015). The termination patterns can be 
used to distinguish among groups. Spatially normalized tractography has also been used to 
construct structural connectivity networks in a standardized way (Jarbo & Verstynen, 2015; 
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Gu et al., 2015; Molesworth et al., 2015; Muraskin et al., 2016; Donos et al., 2016). Such 
methods also necessitate accurately normalized streamlines. Once normalized, there is 
opportunity to cluster fascicles across populations and to generate new types of cortical 
parcellations driven by white matter trajectories.   
Spatial normalization of diffusion data typically begins by registering the set of DWIs to 
a higher resolution T1 weighted anatomic scan with a rigid body transformation. The latter 
is then registered to a template atlas, such as the Montreal Neurological Institute (MNI) atlas 
using one of a variety of algorithms that typically utilize both linear and higher order non-
linear transformations with many degrees of freedom. Extensive prior work has compared 
the accuracy of different non-linear deformation algorithms (Klein et al., 2009) for mapping 
T1 weighted images, with leading performers including SyN, ART, IRTK, and DARTEL. 
These are notably superior to the dated non-linear deformation algorithms used in SPM and 
FSL. These algorithms are typically optimized over a similarity metric such as mean squared 
difference, cross-correlation, or mutual information. Here, we employ SyN. Once the 
mapping between the diffusion scans and template space has been determined, there are two 
basic approaches to create spatially normalized streamlines. The first is to transform the 
underlying diffusion information into the atlas and then perform streamline reconstruction. 
The second is to create the streamlines with respect to the original diffusion scans and then 
warp these streamlines to the atlas space. We first review the advantages and disadvantages 
of the former approaches (warping then streamline construction) and then propose the 
second approach (streamline construction followed by streamline warping) as a major 
improvement. 
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One approach for generating streamlines after normalization of diffusion information 
into template space involves reorientation of either diffusion tensors from DTI scans or fiber 
orientation distributions (FOD) derived from HARDI scans. The tensors or FODs rather than 
diffusion scans are subsequently reoriented (Alexander et al., 2001; Zhang et al., 2006; 
Hong et al., 2009; Raffelt et al., 2011, 2012). Irrespective of which of these sampling 
schemes are used, spatial reorientation at this step has undesirable effects. For example, 
prior work investigated the adverse effects of non-linearly warping DTI data by evaluating 
the consistency of the geometric shape of specific white matter pathways such as the corpus 
callosum and cingulum bundle (Alduru et al., 2016). Whole brain tractography in both the 
subject’s native space and after tensor reorientation in the template space were performed 
and ROIs were used to extract known pathways. To measure the impact of spatial 
normalization on the shape of the tracts, the authors compared the overlap of the rasterized 
masks of the pathways. Unsurprisingly, they found the least amount of overlap between 
native and normalized pathways near the gray-white boundary, where white matter 
pathways begin to branch.  
For FOD reorientation, another undesirable effect is that the maxima in the native FODs 
no longer corresponds to the maxima in the reoriented FODs (Christiaens et al., 2012). This 
is because the reorientation introduces dimple artifacts hypothesized to be from the negative 
lobes in the Gibbs ringing. This directly affects subsequent deterministic and probabilistic 
fiber tractography performed in the template space, producing streamlines that do not match 
the original streamlines from native space. Moreover, streamline distributions generated 
from probabilistic tractography performed on reoriented FODs are deflected with respect to 
the native tract distribution (Christiaens et al., 2012). Although the latest work in FOD 
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reorientation (FODR) using apodized point spread functions (PSFs) overcomes the dimple 
artifacts, slight distortions are still introduced into the spread of the fiber populations 
(Raffelt et al., 2012). On average the angular error between peak orientations is ~8° (Raffelt 
et al., 2012). The error in peak orientation accumulates into large errors when performing 
tractography after normalization (Colon-Perez et al., 2015). Moreover, an obvious drawback 
of these types of solutions is that they depend specifically on the diffusion sampling and 
reconstruction method used and do not generalize easily to other diffusion methods. 
Although FODR software was recently made public, it has not been applied to the study of 
population based tractography or structural network analysis. 
Another approach for generating streamlines after normalization is to apply the non-
linear spatial transformations to each of the DWIs and locally reorient the b-vector using the 
Jacobian of the deformation field to reconstruct the orientation distribution function (ODF). 
This approach has the merit of being generally applicable to any type of diffusion weighted 
scan, irrespective of the sampling scheme. DSI Studio (http://dsi-studio.labsolver.org) has a 
publicly available implementation of this approach known as q-space diffeomorphic 
reconstruction (QSDR) that works with HARDI and DSI sampling schemes (Yeh & Tseng, 
2011). A multitude of work has used QSDR for comparing per-subject tractography and for 
constructing normalized structural networks (Cieslak & Grafton, 2013; Cieslak et al., 2015; 
Jarbo & Verstynen, 2015; Gu et al., 2015; Molesworth et al., 2015; Muraskin et al., 2016; 
Donos et al., 2016). However, the QSDR algorithm suffers from some limitations. First, it 
relies on the dated SPM2 spatial normalization algorithm that has been shown to have 
inferior registration performance compared to newer methods (Klein et al., 2009). Secondly, 
it relies on a single contrast modality, the quantitative anisotropy (QA) volume estimated 
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from generalized q-sampling imaging (GQI) reconstructed native space diffusion data (Yeh 
& Tseng, 2011), to register the native diffusion data to a QA template derived from diffusion 
scans with similarly low contrast and significant spatial inhomogeneity in the occipital lobe. 
Third, the mean angular error on simulated vertical fibers is 2.27° and likely higher with 
subject data. Critically, the nonlinear transformations required to transform brains of various 
shapes and sizes into a standardized space invariably introduces noise into the QSDR ODFs 
(Powell et al., 2017). Consequently, the resulting tractograms suffer from similar types of 
distortions that occur when tracking through reoriented tensors or FODs.  
Given the problems that arise from spatially normalizing diffusion information prior to 
streamline construction, we sought to determine if direct streamline normalization (DSN), 
where the streamlines are created first, in the same space as the diffusion scans, followed by 
the warping of these streamlines into the template space would yield more precise results. In 
this case, the deformation fields from the normalization of each subject to the template are 
used for warping the streamlines (Hua et al., 2008; Thottakara et al., 2006). DSN confers 
multiple potential advantages. DWIs can be acquired with any desired sampling scheme. 
Diffusion tensors, FODs, or ODFs can also be reconstructed using any desired method and 
streamlines generated using any algorithm. Most importantly, it avoids the problem of 
generating streamlines from reoriented diffusion tensors, FODs, or ODFs that are distorted 
relative to their native counterparts which substantially reduces errors in tract morphology 
relative to the subject’s native structure.  
In this chapter, we assess the precision of the two publicly available DWI spatial 
normalization techniques (FODR and QSDR) and direct streamline normalization for 
warping tractography data to a standardized atlas. We investigate the impact of the different 
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normalization schemes on structural brain networks and topologic properties from a subject 
pool of 417 Human Connectome Project (HCP) subjects. For DSN, we utilize a publicly 
available symmetric diffeomorphic algorithm SyGN using ANTs, known for its registration 
accuracy and performance (Klein et al., 2009), to construct custom high-resolution 
multimodal templates and to directly normalize the streamlines (Avants et al., 2010). In our 
approach, we use T1w, T2w, and generalized fractional anisotropy (GFA) images to 
enhance the fidelity and contrast for the template generation and normalization for improved 
cortical and white matter alignment. Our comparison is distinct from prior efforts in this area 
(Alduru et al., 2016) because we use HARDI data that can resolve multiple fiber crossings, 
we analyze at a finer level than pathways and take into account how branching impacts 
structural networks.  
We rely on several figures of merit to compare precision of the streamline normalization 
methods. First, we visually compare the quality of known white matter tracts such as the 
corticospinal tract before and after normalization. Second, we apply a set of gray matter 
regions of interest from native anatomic space to each subject's streamline data, also in 
native space. From this, native space connectivity matrices are extracted and used to 
estimate native space network properties. If the same gray matter regions are normalized and 
re-applied to the normalized streamlines, then all of the network properties measured in 
native space should be preserved in the atlas space. Similarly, the connectivity matrices 
themselves should be similar. In addition to quantifying dissimilarity statistically, we also 
report standardized effects sizes to capture the magnitude of error induced by each 
normalization method. We find large to very large effect sizes in the same subject’s network 
metrics after normalization with QSDR and FODR. In contrast, DSN has only very small to 
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small effects on the network metrics. Thirdly, we capitalize on the availability of twin data 
within the HCP database to further assess the precision of the different methods. We use 
pairs of identical twins, fraternal twins, non-twin siblings, and non-related subjects to 
characterize the inherent variability in structural brain networks. Identical twins have 
connectivity matrices that are significantly more similar to each other than strangers are to 
each other. This pattern of similarity should also be observed after successful spatial 
normalization. Here too, we show that preserving genetic influences on network metrics can 
be heavily influenced by the spatial normalization approach. The effects can be dramatic, 
with some methods changing the same subject’s connectivity and network metrics after 
normalization to a relative distance that is comparable to a non-twin family member rather 
than to themselves. These comparisons demonstrate the significant gains that directly 
normalizing the streamlines achieves compared to the other methods at preserving the native 
tract structure and properties of structural brain networks.  
 
2.2 Methods      
2.2.1 Preprocessing 
A. Imaging data 
The dataset was collected as part of the Washington University-Minnesota Consortium 
Human Connectome Project (Van Essen et al., 2013). The data used was from the S500 
release, consisting of structural and diffusion data from 489 participants. Data from 49 
subjects were not used because the number of diffusion volumes was incomplete or suffered 
from artifacts. The structural and diffusion data were collected on 3T Connectome Skyra 
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system (Siemens, Erlangen, Germany) over a specified set of spatial and angular resolutions. 
The diffusion volumes were collected with a spatial resolution 1.25×1.25×1.25 mm, using 
three shells at b = 1000, 2000, and 3000 s/mm2 with 90 diffusion directions per shell and 10 
additional b0s per shell. The diffusion data was corrected for geometric and eddy current 
distortions, using information from acquisitions in opposite phase-encoding directions, as 
well as head motion (Glasser et al., 2013). The high-resolution structural T1w and T2w 
volumes were acquired on the same scanner at 0.7mm isotropic resolution (Glasser et al., 
2013). 
B. Multimodal template construction 
GFA volumes for each subject were extracted from their GQI reconstructed HARDI data 
in DSI Studio. Previously skull stripped, aligned, and distortion corrected T1w and T2w 
volumes were obtained for each subject (Glasser et al., 2013) and then rigidly registered to 
the subject’s GFA volume. ANTs symmetric group wise normalization (SyGN) method was 
used to construct a custom multimodal population specific brain template from 40 HCP 
subjects using 5 iterations (Avants et al., 2010). The subjects were chosen through stratified 
random sampling to give each racial, gender, and handedness group a representation in the 
template. It has been previously shown that normalization to a custom template improves 
localization accuracy, reduces bias in statistical testing, and ultimately yields more 
biologically plausible results during analysis as opposed to using a standardized MNI 
template that wasn’t constructed from the subject pool (Kim et al., 2008). Each subject's 
image set input into SyGN consisted of GFA, T1w, and T2w volumes weighted 0.5×1×1 
respectively. SyGN combines information from different modalities to improve the quality 
of gray and white matter mappings because where information may be locally homogeneous 
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in one modality it’s heterogeneous in another modality. The resulting high-resolution (1.25 
mm3 isotropic) multimodal templates are viewable in Figure 1. 
 
 
Figure 1: High-resolution multimodal templates generated using SyGN from 40 HCP subjects. From left to 
right: GFA, T1w, and T2w. SyGN leverages information from the multiple modalities to create the most 
optimal and unbiased template with respect to shape and appearance. Notice that SyGN preserves the shared 
sharp features across the subjects that are visible in the caudate, putamen, thalamic, and frontal regions while 
optimally representing the finest shape differences in the occipital area. 
 
C. Reconstruction 
417 HARDI HCP datasets were reconstructed using generalized q-sampling imaging 
(GQI) with a mean diffusion distance of 1.25mm using five fiber orientations per voxel (Yeh 
et al., 2010). They were also reconstructed using constrained spherical deconvolution (CSD) 
with a maximum harmonic order of 8 (Tournier et al., 2004). The largest b-value shell was 
used during reconstruction.  
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2.2.2 Spatial normalization of diffusion data 
A. Direct streamline normalization (DSN) 
The remaining 400 HCP subjects T1w, T2w, and GFA volumes were spatially 
normalized to our template using the same registration parameters that were used in the 
template creation process. The chosen SyGN parameters for both template creation and 
registration are a 0.1 gradient step size, cross-correlation as the similarity metric, time based 
SyN with symmetric gradient estimation (t = SY), with a maximum number of iterations of 
100×100×50 from the coarsest to the finest level of the pyramid. Each streamline consists of 
a set of (x, y, z) coordinates in tract space. The streamline coordinates are then converted 
into the subject’s native voxel coordinates, allowing the application of the warps from the 
registration. The subject’s streamlines were estimated using ODF maxima from GQI 
reconstructed data. They were directly warped into the multimodal template space, with a 
single interpolation by applying the affine and deformation field simultaneously to each (x, 
y, z) point coordinate of each streamline, preserving the native tract structure. Normalization 
steps were performed using Advanced Normalization Tools (ANTS). Our software 
(http://github.com/clintg6/DSN) interfaces with the warp fields generated by ANTs and can 
be applied to streamlines generated by any diffusion imaging technique.  
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B. Q-space diffeomorphic reconstruction (QSDR) 
QSDR is the generalized form of GQI that enables the reconstruction of ODFs in any 
template space. Its aim is to preserve fiber orientations and the number of diffusion spins 
under transformation. It is universal and works with DTI, single and multi-shell HARDI, 
and DSI (Yeh & Tseng, 2011). QSDR first reconstructs the raw diffusion data using GQI 
and extracts the primary QA volume, which is then registered to the MNI QA template. The 
raw DWIs are then normalized into the MNI space using the same transformation.  The 
Jacobians outputted from the deformation are then used to properly reorient the b-vectors 
locally as each voxel’s ODF is reconstructed in the template space. The 417 HARDI HCP 
datasets were separately normalized into 1mm MNI space using QSDR with a mean 
diffusion distance of 1.25mm and five fiber orientations per voxel. Attempts were made to 
reconstruct into our custom 1.25mm3 template space but the SPM normalization algorithms 
in QSDR failed to converge to our template even with heavy regularization. Resorting to the 
built in method, the R2 value from the subject’s QA to the MNI template QA was on average 
81, suggesting the SPM normalization performed well with the built in MNI QA template.  
C. Fiber orientation distribution reorientation (FODR) 
FODs generated from CSD in mrTrix were reoriented using apodized PSFs (Tournier et 
al., 2012). Specifically, each FOD is decomposed into a series of weighted spherical 
harmonic PSFs. The amplitude of the negative lobes of the PSFs are reduced, then each PSF 
is reoriented using the local affine transformation estimated from the Jacobian of the total 
deformation field, and finally recombined into the full reoriented FOD (Raffelt et. al, 2012). 
The warps used for reorientation were the ANTs outputs from each subject’s symmetric 
diffeomorphic registration to our custom multi-modal template. 
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D. Tractography 
Fiber tracking was performed in DSI Studio with an angular cutoff of 60◦, step size of ½ 
the voxel length, minimum length of 10mm, smoothing of 0.0, maximum length of 420mm. 
FODs/reoriented FODs were converted into DSI Studio format by identifying the 3 largest 
peaks, with 60 directions for peak finding. An improved and top performing (ISMRM 2015 
Tractometer Challenge) deterministic fiber tracking algorithm was used until 100,000 
streamlines were reconstructed for each subject (Yeh et al., 2013).  
 
2.2.3 Network construction 
Although there are many methods for spatially normalizing data, none to our knowledge 
has measured the impact on a diffusion based structural brain network. To investigate the 
impact on structural networks, we constructed connectivity matrices in native space using 
GQI, native space using CSD, template space via DSN, template space via FOD 
reorientation, and MNI space via QSDR. A schematic of the workflow can be found in 
Figure 2. 
A. Parcellation 
 T1 anatomical scans were segmented using FreeSurfer (Dale et al., 1999) and 
parcellated according to the Lausanne 2008 atlas (Daducci et al., 2011; Hagmann et al., 
2008) included in the connectome mapping toolkit. We rigidly registered the scale 60 (129 
regions) parcellation to the b0 volume from each subject’s HARDI data for network 
construction.  
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We directly transform the parcellation ROIs into the template space using the same 
approach as for streamlines. For every native space voxel containing a label, vn = [xn,yn,zn], 
it’s coordinates are transformed directly into the template space using the subject’s ANTs 
transformations as vt = [xt, yt, zt] and the native space label is carried over to the new 
coordinate, vt. For QSDR, we used the output voxel mapping from DSI Studio to directly 
transform the parcellation ROIs into MNI QA template space. 
B. Connectivity matrix 
In order to attain regional based connectivity, a set of N = 129 brain region masks from 
the Lausanne scale 60 atlas were applied to the reconstructed fiber tracts. We determined the 
number of tracts that originate in one mask, i, and terminate in another mask, j, for all 
possible pairs of N masks, creating an N×N inter-regional anatomical connectivity matrix, 
Mij, where the value of any element of the matrix Mij is equal to the count of tracts 
originating in mask i and terminating in mask j. These matrices were constructed for each of 
the 417 subjects native space GQI, native space CSD, QSDR, and FOD reoriented, and DSN 
streamline sets using streamline count between region pairs. The parcellations and tracking 
parameters were the same for all datasets and methods. 
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Figure 2: Schematic of network construction in native and template space for a single subject. Native space 
HCP HARDI data was reconstructed using GQI and CSD for each subject. Deterministic tractography was 
performed separately for the GQI and CSD reconstructed native space data. The native space data was 
reconstructed using CSD to fairly compare the impact of FODR. The scale 60 Lausanne parcellation was 
applied to assign nodes to the streamlines. The structural connectivity matrix was weighted using streamline 
count. For FODR, the native space FODs reconstructed using CSD were reoriented according to the 
deformation field output by ANTs. The subject’s native space parcellation was warped into the template space 
using the same deformation field output by ANTs. The raw HARDI data was reoriented as well as the b-
vectors to reconstruct ODFs in template space for QSDR. The subject’s native space parcellation was warped 
into the template space using QSDR’s internal mapping. Deterministic tractography was performed for FODR 
and QSDR after normalization. The native space streamlines generated from ODFs reconstructed using GQI 
were directly warped into template space using the deformation field output by ANTs. Node assignment and 
network construction for FODR, QSDR, and DSN follow the same workflow as in native space. After the 
connectivity matrices are constructed, the impact of different spatial normalization approaches can be 
measured by comparing the similarity of the connectivity matrices and network metrics derived from them for 
the same subject before and after normalization. 
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2.2.4 Similarity measures 
To test the disagreement between connectivity matrices constructed in native space vs. 
template space for the various methods, we chose the Generalized Jaccard Distance. This 
distance is a natural generalization of the Jaccard distance over sets with weighted elements. 
It is defined as 𝐷𝑗 = 1 −
∑ 𝑚𝑖𝑛(𝑁𝑖,𝑇𝑖)
𝑛
𝑖=1
∑ 𝑚𝑎𝑥(𝑁𝑖,𝑇𝑖)
𝑛
𝑖=1
, where N,T are flattened native space and template 
space connectivity matrices and varies between [0,1]. A value of 0 for Jaccard distance 
indicates complete similarity between native space and template space connectivity, whereas 
a value of 1 means complete dissimilarity. Prior work has shown this distance to satisfy the 
triangle inequality (Charikar, 2002). 
 
2.2.5 Network analysis 
Weighted network properties such as density and assortativity were estimated using the 
Brain Connectivity Toolbox (Rubinov and Sporns, 2009). These network measures were 
used to further characterize the impact spatial normalization has on structural brain 
networks. 
 
A. Average degree 
The average degree of a network, 〈𝑘〉 =  
2𝐸
𝑁
, is the mean of the degree distribution and is 
closely related to network density. To capture the intersubject variability in degree 
distribution before and after normalization, we compute the difference in mean degree 
distribution between native and template 〈𝑘𝑁〉 − 〈𝑘𝑇〉 for each subject.  
  28 
 
B. Density 
 The network density, D, is defined as the number of non-zero edges in the network, E, 
divided by the total number of possible edges in the network 𝐷 =
2𝐸
𝑁(𝑁−1)
, where N is the 
number of nodes in the network, or in this case the number of or brain regions. The density 
is therefore proportional to the total number of connected pairs of brain regions, irrespective 
of the number of tracts passing between those pairs. 
 
C. Assortativity 
 The assortativity measures the preference of a brain region to connect to other brain 
regions of similar degree (leading to an assortative network, A > 0) or to other brain regions 
of very different degree (leading to a disassortative network, A < 0).  The assortativity of a 
network is defined as,  
𝐴 =  
𝐸−1 ∑ 𝑗𝑖𝑘𝑖
𝑛
𝑖=1 − [𝐸
−1 ∑
1
2 (𝑗𝑖+𝑘𝑖)
𝑛
𝑖=1 ]
2
𝐸−1 ∑
1
2 (𝑗𝑖
2 + 𝑘𝑖
2)𝑛𝑖=1 − [𝐸
−1 ∑
1
2 (𝑗𝑖+𝑘𝑖)
𝑛
𝑖=1 ]
2
 
where ji,ki are the degrees of the nodes at either end of the ith edge, with i = 1…E.  
Social networks are commonly found to be assortative while networks such as the 
internet, World-Wide Web, protein interaction networks, food webs, and the neural network 
of C. elegans are disassortative (Bassett et al., 2011). 
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2.2.6 Effect size 
We estimate effect size using Glass’ delta estimator that uses only the standard deviation 
from native space, ∆ =  
𝜇𝑁−𝜇𝑇
𝑠𝑁
 , where µN is the native space mean, µT is the template space 
mean, sN is the standard deviation of the native space group. 
 
2.2.7 Structural network variability 
We estimate structural network variability across 84 identical twins, 70 fraternal twins, 
54 non-twin siblings, and 84 non-related subjects (randomly sampled from exhaustive 
pairing, 229C2) by measuring the Generalized Jaccard Distance of the respective pairs 
connectivity matrices and the R2 of metrics derived from them to provide a frame of 
reference for the variability introduced by different spatial normalization approaches into 
structural networks after normalization. 
 
 
2.3 Results 
 
2.3.1 Qualitative comparison 
Whole brain tractograms generated using the same streamline construction parameters 
for a single HCP subject are visible in Fig. 3 for: (A) Native space, (B) DSN, (C) FOD 
reorientation, and (D) QSDR. From visual comparison of local or global features, it is 
apparent that the DSN tract set most closely resembles the Native set. The QSDR set least 
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resembles the Native set, followed by FOD reorientation. We can see this by closely 
examining the region near the optic chiasm where a large discrepancy is apparent for FOD 
reorientation and QSDR with respect to Native space. Comparison of endpoints, where 
streamlines terminate at the gray-white boundary also demonstrate that DSN markedly 
preserves the Native branching structure compared to the other normalization methods.  
 
Figure 3: Full brain tractography from left to right for a single subject: (A) Native space, (B) DSN, (C) FOD 
reorientation, and (D) QSDR. Our DSN tract set most closely resembles the Native set. QSDR shows the least 
resemblance, followed by FOD reorientation to the native set. There is a large discrepancy in the optic chiasm 
region for FOD reorientation and QSDR compared to native space. DSN most closely preserves the native tract 
structure. 
 
In addition to this global inspection, we also considered the impact of the normalization 
scheme on a predefined tract. We used a single region of interest, first applied in native 
space, to define the corticospinal tract (CST) in a single subject, as shown in Fig. 4. The 
same ROI defined in Native space was warped into each respective template space using the 
deformation field from the normalization and the CST for each method was identified. DSN 
again excellently preserves the native tract structure in template space, visually 
outperforming the other normalization methods. QSDR and FODR introduce significantly 
more variation in the tract structure relative to native space. Notice that the branching seen 
in Native space is most closely matched for DSN compared to QSDR or FODR. The Native 
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CSD set uses a different reconstruction technique compared to the Native GQI, resulting in a 
fundamentally different representation of the CST. 
  
Figure 4: Effect of spatial normalization on the structure of the corticospinal tract (CST). Streamlines were 
selected using the same Native space ROI warped according to deformation field from the normalization for 
each method. It is obvious from visual comparison that DSN strongly preserves the native structure compared 
to QSDR and FODR which introduce variation that is not seen in their Native space counterparts. DSN most 
closely matches the branching in Native space compared to QSDR and FODR. 
 
2.3.2 Quantitative Comparison 
To quantify the degree of variation that the different normalization methods introduce, 
we measured the Generalized Jaccard distance between 417 subject’s native space 
connectivity matrices before and after normalization. This distance measures the normalized 
similarity between native space connectivity and template space connectivity, such that a 
distance of 0 is complete similarity and 1 is complete dissimilarity.  
Histograms of the distance for each method are plotted in Fig. 5. DSN significantly 
outperforms QSDR and FOD reorientation in preserving connectivity (1-way repeated 
measures ANOVA, p < 2-16). Summary statistics are available in Table 1. The mean distance 
for DSN is much smaller at 0.09 compared to QSDR and FODR 0.37 and 0.40 respectively. 
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There is no overlap between the DSN distance distribution and the other method’s 
distributions. Moreover, the spread of the DSN distribution is also much tighter compared to 
QSDR or FODR, with a standard deviation of 0.005 versus 0.016 and 0.034. Mean + SD 
error bars are plotted above each distribution in Fig. 5. 
 
Figure 5: Histograms for all HCP subjects for Generalized Jaccard Distance between a subject’s native space 
connectivity matrices and template space connectivity matrices for the different spatial normalization methods. 
DSN (red) significantly outperforms QSDR (green) and FODR (blue). Mean + SD error bars are plotted above 
each distribution (black). There is no overlap between the DSN distance distribution and the QSDR and FODR 
distributions. The mean DSN distance is much smaller at 0.09 compared with 0.37 and 0.40 for QSDR and 
FODR. DSN distribution also has a narrower spread with a standard deviation of 0.005 compared with QSDR 
and FODR whose standard deviations are 0.018 and 0.034 respectively. Under one-way ANOVA, DSN 
distances test significantly smaller than QSDR and FODR with a p-value < 2-16. 
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We also measured and plotted the effect of normalization on typical structural brain 
network measures such average network degree and network density and assortativity in 
Figure 6 for each subject and method: DSN (red), QSDR (green), FODR (blue) and 
summarized in Table 1. DSN preserves the average network degree with a mean of -0.27 
compared to QSDR’s 4.54 and FODR’s 14.43 difference in edges before and after 
normalization (Table 1). Moreover, the standard deviation in the average difference in 
network degree is also much smaller for DSN, 0.17, compared to QSDR and FODR, 0.95 
and 3.18 respectively. The native space network density for each subject was plotted against 
the network density in template space. DSN preserves network density with an R2 of 0.99 
versus 0.66 and 0.82 for QSDR and FODR respectively (Table 1). Mean network density in 
native space is 0.29 for GQI reconstruction and 0.62 for CSD reconstruction, showing that 
QSDR and FODR decrease the number of edges after normalization, while DSN on average 
doesn’t change the number of edges. This change is also reflected in the difference in 
average network degree scatter plot where the QSDR and FODR plots illustrate that after 
normalization the number of edges decreases and remains nearly unchanged for DSN. 
Because average network degree and network density are linearly rescaled versions of each 
other (see Methods) the R2, p-value, effect size of average network degree are the same as 
for network density and are not included in Table 1 to reduce redundancy. DSN also 
dramatically outperforms the other methods at preserving network assortativity. Under 
Welch’s paired t-test with α = 0.0001, FODR and QSDR significantly alter network metrics 
with changes characterized by large to very large effect sizes (Δ), while DSN only has very 
small to small effects and doesn’t significantly alter them. For network assortativity the 
mean in native space for GQI and CSD are respectively, -0.015 and -0.022. DSN and FODR 
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preserve the known disassortativity of structural brain networks while QSDR tends to make 
a subject’s network after normalization more assortative. The network statistics from the 417 
subjects’ data demonstrate DSN’s improvement over QSDR and FODR at preserving 
networks properties after normalization. 
 
Figure 6: Scatter plots from left to right: difference in average network degree between native space and 
template space and network density and network assortativity for native space vs template space for DSN (red), 
QSDR (green), and FODR (blue). Unity slope line (black). There is excellent agreement between native space 
networks and template space networks normalized using DSN compared to QSDR and FODR. Statistics for the 
metrics are summarized in Table 1. 
 
 
 
 
Method 
Measurement 
〈𝑘𝑁〉 − 〈𝑘𝑇〉 Density Assortativity 
µ √𝜎 µ R
2 p Δ µ R2 p Δ 
DSN -0.27 0.17 0.29 0.99 0.0006 0.24 -0.015 0.90 0.99 6.4e-5 
QSDR 4.54 0.95 0.39 0.66 5.1-289 4.04 0.0064 0.50 2.2-86 3.17 
FODR 14.43 3.18 0.21 0.82 1.3-202 2.59 -0.019 0.11 6.4-14 1.07 
Table 1: Difference in average network degree and network metric statistics summarized for the three methods. 
Each measure compares the same subject’s network before and after normalization. Changes to network 
metrics are described by effect sizes (Δ). 
 
To characterize the inherent variability in structural brain networks between different 
subjects, we computed the mean generalized Jaccard distance for native space and each 
normalization method for pairs of identical twins, fraternal twins, non-twin siblings, and 
unrelated subjects summarized in Table 2. As expected, in native space the mean pairwise 
distance between identical twins is smaller (.41-.42) compared to the other groups (.46-.50). 
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Identical twin pairs network Jaccard distance is significantly smaller than fraternal twins, 
non-twin siblings, and unrelated subject’s pairs distance for all methods (1-way repeated 
measures ANOVA, p < 0.0007). No significant difference was found among distances from 
fraternal twin, non-twin sibling, and unrelated subject pairs. For the three normalization 
methods, the mean and standard deviation of the pairwise Jaccard distances for each group 
are nearly identical Table 2.  
 
 
 
Method 
Familial Generalized Jaccard Distance 
Identical 
twins 
Fraternal 
twins 
Non-twin 
siblings 
Not related 
µ √𝜎 µ √𝜎 µ √𝜎 µ √𝜎 
Native 0.42 0.020 0.47 0.067 0.47 0.061 0.49 0.057 
DSN 0.42 0.020 0.47 0.065 0.47 0.060 0.49 0.056 
QSDR 0.42 0.021 0.47 0.071 0.48 0.061 0.50 0.057 
FODR 0.41 0.021 0.46 0.063 0.47 0.062 0.49 0.058 
Table 2: Familial generalized Jaccard distance for connectivity matrices for native space and 
each normalization method for pairs of identical twins, fraternal twins, non-twin siblings, 
and exhaustively for each subject to every unrelated subject. 
 
To further investigate the impact of normalization method on preserving heritable 
features of brain connectivity, we computed the correlation of network density and 
assortativity between pairs of identical twins, fraternal twins, non-twin siblings, and non-
related subjects for native space and each normalization method. The R2 between non-
related subjects for network density and assortativity was ~0. For the other pair types, 
network density shows stronger correlations than network assortativity. Network density is 
significantly more similar for identical twin pairs relative to unrelated subjects but not to 
other pair types in native space and for DSN (1-way repeated measures ANOVA, p < 
0.002). With QSDR no significant difference was found for any pair type. However, for 
FODR significant differences were found for identical twins relative to non-twin siblings 
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and unrelated subjects, p < 0.002. For network assortativity, no significant difference was 
found across the pair types using 1-way repeated measures ANOVA for native, DSN, and 
FODR. A significant difference was found for QSDR between non-twin siblings and 
unrelated subjects, p < 0.02. The results, summarized in Table 3, suggest that network 
density is more heritable than assortativity suggesting that genetic similarity only predicts 
network metric similarity up to a point. Comparing the three normalization methods, each 
network measure obtained with DSN most closely matches the correlations seen before 
normalization in native space agreeing with the significant findings in Table 1.  
 
 
 
 
Method 
Familial Similarity of Network Metrics 
Identical twins Fraternal twins Non-twin siblings Not related 
R2 
Assort
ativity 
Densi
ty 
Assort
ativity 
Density Assortativity Density Assort
ativity 
Den
sity 
Native 0.52 0.75 0.46 0.29 -0.04 0.28 ~0 ~0 
DSN 0.49 0.76 0.53 0.31 0.07 0.33 ~0 ~0 
QSDR 0.58 0.69 0.28 0.27 0.31 0.31 ~0 ~0 
FODR 0.53 0.85 0.36 0.61 0.64 0.33 ~0 ~0 
Table 3: Familial similarity of network metrics for identical twins, fraternal twins, and non-twin siblings.  
 
The results summarized in these tables show that spatial normalization affects the 
structural connectivity and depending on the chosen method the impact can be significant. 
DSN does not significantly alter the two tested structural brain networks properties: network 
density and assortativity. QSDR and FODR significantly impact a given subject’s brain 
network such that the distance between that same subject’s connectivity and network metrics 
after normalization are more comparable to a non-twin family member rather than to 
themselves.  
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2.4 Discussion 
We compared three methods for spatially normalizing streamlines reconstructed from 
diffusion imaging data into a standardized atlas. Two of these publicly available methods 
rely on warping of diffusion information followed by streamline reconstruction (QSDR and 
FODR) and the third method, DSN, directly warps the streamlines into the template space 
with a single interpolation. We showed that DSN readily outperforms them at preserving 
key native tract structure and anatomic properties of structural brain networks after spatial 
normalization using 417 HCP subjects. It also has additional advantages of being 
generalizable to any diffusion tractography imaging method.  
Current approaches for generating streamlines after spatially normalizing DWIs for 
population based analyses suffer from two significant limitations. First, most of these 
methods depend specifically on the diffusion sampling and reconstruction method used and 
do not generalize easily to other methods (Alexander et al., 2001; Zhang et al., 2006; Hong 
et al., 2009; Raffelt et al., 2011, 2012). QSDR overcomes these limitations by using GQI to 
reconstruct q-space datasets acquired through either grid or shell sampling schemes in MNI 
space (Yeh & Tseng, 2011). But QSDR also suffers from the second and most significant 
limitation that also plagues FODR and tensor reorientation approaches, distortions to the 
maxima of the ODF. With reorientation approaches, the maxima in the native FODs no 
longer correspond to the maxima in the reoriented FODs (Christiaens et al., 2012). Mean 
angular error (MAE) for FODR between peak orientations is ~8° (Raffelt et al., 2012). With 
QSDR, it is known that the maxima before and after normalization do not perfectly 
correspond—MAE is 2.27° on simulated vertical fibers and likely higher on subject data. 
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The distortions to the normalized QSDR ODFs are responsible for the distance between 
native space and template space connectivity matrices because they produce small errors in 
the maxima of the ODFs that accumulate into large errors in the tractogram when 
performing deterministic tractography i.e. producing streamlines in template space that do 
not match the original streamlines from native space (Lazar, 2010). How much less 
distortion to QSDR ODFs could be gained by using an updated multi-modal registration 
algorithm remains an open question. Our results show significant dissimilarity with large to 
huge effect sizes in the same subject’s network distance and metrics after normalization with 
QSDR and FODR. In fact, QSDR and FODR introduce so much distortion into any given 
subject’s streamlines that a subject’s network after normalization would more closely 
resemble a non-twin family member’s brain network rather than their own. 
Another significant advantage of the DSN approach over QSDR is that the overall 
accuracy of spatial normalization can be improved by incorporating a multimodal symmetric 
diffeomorphic normalization framework. To do this we first created a custom high-
resolution multimodal template from 40 HCP subjects chosen through stratified random 
sampling to give each racial, gender, and handedness group a representation using ANTs 
(Avants et al., 2010). T1w, T2w, and generalized fractional anisotropy (GFA) images 
enhanced the fidelity and contrast of the template generation and normalization, maximizing 
both cortical and white matter alignment. The resulting affine and deformation field outputs 
from the SyN registration are applied to each (x, y, z) coordinate of each streamline. This 
reliably projects the native streamline structure into the custom template space. Moreover, 
because DSN accurately preserves tract structure and connectivity, it introduces important 
opportunities for developing a host of clinical and neuroscientific applications. Clinically, 
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there is potential to use DSN to develop a database of anatomically consistent connectivity 
independent of any cortical parcellation from healthy subjects. With this, estimates of 
disconnected cortical regions in individual brain injured patients can be derived as in Figure 
7. Current approaches that identify network structure based solely on native space 
parcellations lack this ability to probe the relationship between subcortical damage and 
cortical disconnection at a population level. DSN enables the construction of edge density 
images (EDI) in Figure 7 that can be used to map network edge properties across target 
populations. Moreover, it also provides a reliable way to generate new types of cortical 
parcellations driven by clustering of white matter connectivity, since the tracts themselves 
can be spatially normalized across large populations. With this it can be used to investigate 
how the connectome varies across target populations, extending from the voxel scale of 
analysis all the way up to entire white matter pathways.  
 
 
Figure 7: DSN supports many applications: Average edge density image (EDI) constructed from edge 
trajectories of 417 HCP subjects (left). Cortical disconnection maps can be constructed by querying streamlines 
that pass through a brain injured subjects warped lesion ROI (right). 
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Prior work evaluating streamline normalization has highlighted the potential for adverse 
effects that occur with non-linearly warping of DTI data followed by tractography (Alduru 
et al., 2016). Alduru and colleagues found that the least amount of overlap between native 
and normalized pathways occurs near the outskirts of streamlines, where the pathways begin 
to branch. The disparity we see in our results between structural network topology and 
metrics derived in native space and template space is due in part to the mismatch between 
branching patterns of the streamlines. The branching pattern mismatch is smallest when 
normalizing with DSN compared to FODR and QSDR because DSN doesn’t rely on 
tracking through distorted maxima. The errors from tracking through reoriented data 
accumulate into the mismatch between branching patterns, which are visually obvious for 
CST in Fig. 4. Despite their findings, Alduru et al., concluded that tracking after 
normalization preserves shape and produces anatomically consistent structures compared to 
tracking in unwarped native DTI (Alduru et al., 2016). Our results show that tracking after 
normalization doesn’t reliably preserve shape, especially where streamlines begin to branch 
and terminate because if it did preserve them there would be little impact to the subject’s 
network and its properties. It is critical that a subject’s network topology and streamline 
structure in native space is preserved in the template space because it is this structure that 
might uniquely vary across different populations and enable the characterization of 
differences in white matter morphology due to developmental, genetic, disease, or injury 
across populations using tools such as LTPA (Cieslak & Grafton, 2013; Cieslak et al., 
2015). While we relied on deterministic tractography from multi-shell HCP HARDI data for 
analyzing the impact of spatial normalization on structural brain connectivity, the disruption 
to subject’s brain networks and streamline reconstructions are guaranteed to also apply to 
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any sampling scheme like DTI or DSI. We chose deterministic tractography because it was 
applicable to all three methods and generates the same tractogram each time it’s calculated, 
unlike probabilistic approaches, allowing us to tease apart how much of the distortion is 
driven by the normalization. Past work suggests that probabilistic tractography is affected 
less by reorientation than deterministic tractography so if tractography is performed after 
normalization probabilistic methods should be employed. Nevertheless, they are also 
affected due to aliasing artifacts and changes to the seeding distribution which distort the 
spread of the fiber population (Christiaens et. al, 2012). We recommend performing 
tractography in native space and then normalizing with DSN to make population based 
comparisons of white matter connectivity in a standardized template space. 
None of the methods for spatially normalizing streamlines reconstructed from diffusion 
data perfectly preserve the structural brain network. The discrepancy between streamlines 
and networks before and after spatial normalization for FODR and QSDR are due to 
tracking through distorted maxima. For FODR the mismatch is due to reorientation 
introducing distortions to FOD maxima via lobe reshaping and interference (Christiaens et 
al., 2012). For QSDR, the maxima mismatch is also likely due to ODF lobe reshaping and 
interference.  Despite DSN avoiding the issue of tracking through distorted ODFs, it isn’t 
perfect and introduces slight perturbations into subject’s networks after normalization. These 
perturbations are a result of a small subset of each subjects’s native space voxels (µ = 
1.03%) containing different parcellation labels being transformed to the same voxel 
coordinate in the standardized space. This is an unavoidable consequence of resampling a 
parcellation into a new volume because certain locations in a subject’s brain that undergo 
compression and expansion during the normalization can result in a subset of voxels being 
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mapped to the same voxel coordinate in the template space. If this occurs near the interface 
between different parcellation labels then a voxel in the template space that has multiple 
voxels mapped to it can be assigned multiple labels, where the final label at that voxel is the 
last label it was assigned. When the connectivity matrix is constructed in the standardized 
space, a small subset of the streamlines passing through these voxels can be assigned a new 
label that doesn’t match the original native space label. Since the Jaccard distance and 
network metrics depend on the preservation of streamline count, a slight discrepancy results 
between native and template space DSN networks. These relabeling issues do not affect 
FODR and QSDR connectivity matrices because the streamlines constructed in the template 
space and consequently the connectivity matrices are unique relative to the native space 
ones. 
Changes induced by QSDR and FODR to network density are also due to a subset of the 
streamlines not connecting pairs of nodes. Even streamlines in native space can be 
unassigned but the proportion increases when tracking after normalization, reducing the 
number of edges in the structural network. The increase in sparsity is also evident in the 
difference in average node degree in Figure 6, where the node degree on average is 5 edges 
less for QSDR and 14 edges less for FODR in the standardized space. It is unclear why 
QSDR and FODR reduce the density after normalization and why QSDR increases the 
assortativity relative to native space. 
Using different relatively coarse measures of white matter connectivity, we showed that 
structural brain network similarity and density are strongly heritable across monozygotic 
twin pairs. Similarity of white matter morphology, such as obvious similarity in the shape of 
the corpus callosum has been described previously (Gazzaniga, M. S., 1989). Our results 
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extend this morphologic observation by demonstrating that estimates of inter-regional 
connectivity are also driven by heritability. However, the lack of statistical significance for 
similarity and metrics for identical twins to other family pair types is likely due to the small 
sample sizes and the metrics not being heritable or too crude. Further analysis of the 
heritability metrics is beyond the scope of our current investigation. Future studies will be 
needed to determine if this heritability is a global feature or a property of specific circuits.  
DSN overcomes both of the limitations of QSDR and FOD reorientation. DWI's can be 
acquired with any desired sampling scheme. Diffusion tensors, FODs, or ODFs can also be 
reconstructed using any desired method and streamlines generated using any algorithm. 
Most importantly, it avoids the problem of generating tracts from reoriented diffusion 
tensors, FODs, or ODFs that are distorted relative to their native counterparts because the 
spatial warping is applied directly to the streamlines. Our results show that DSN has 
minimal influence on basic tractography measures such as tract count and structure and 
doesn’t significantly alter network metrics or topologic organization with only very small to 
small effect sizes. We have developed a universal framework in Python that works with 
most diffusion software platforms, algorithms, and ANTs for spatial normalization. It is 
publicly available at http://github.com/clintg6/DSN.  
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 Chapter 3  
 
Finding maximally disconnected subnetworks using 
shortest path tractography 
 
Connectome-based lesion symptom mapping (CLSM) can be used to relate disruptions 
of brain network connectivity with clinical measures. We present a novel method that 
extends current CLSM approaches by introducing a fast reliable and accurate way for 
computing disconnectomes, i.e. identifying damaged or lesioned connections. We introduce 
a new algorithm that finds the maximally disconnected subgraph containing regions and 
region pairs with the greatest shared connectivity loss. After normalizing a stroke patient's 
segmented MRI lesion into template space, probability weighted structural connectivity 
matrices are constructed from shortest paths found in white matter voxel graphs of 210 
subjects from the Human Connectome Project. Percent connectivity loss matrices are 
constructed by measuring the proportion of shortest-path probability weighted connections 
that are lost because of an intersection with the patient’s lesion. Maximally disconnected 
subgraphs of the overall connectivity loss matrix are then derived using a computationally 
fast greedy algorithm that closely approximates the exact solution. We illustrate the 
approach in eleven stroke patients with hemiparesis by identifying expected disconnections 
of the corticospinal tract (CST) with cortical sensorimotor regions. Major disconnections are 
found in the thalamus, basal ganglia, and inferior parietal cortex. Moreover, the size of the 
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maximally disconnected subgraph quantifies the extent of cortical disconnection and 
strongly correlates with multiple clinical measures. The methods provide a fast, reliable 
approach for both visualizing and quantifying the disconnected portion of a patient’s 
structural connectome based on their routine clinical MRI, without reliance on concomitant 
diffusion weighted imaging. The method can be extended to large databases of stroke 
patients, multiple sclerosis or other diseases causing focal white matter injuries helping to 
better characterize clinically relevant white matter lesions and to identify biomarkers for the 
recovery potential of individual patients. 
 
3.1 Introduction 
For over a century the relationship between lesion location and clinical deficits has been 
used to further our understanding of regional brain function and to predict neurological 
outcome, particularly after stroke (Damasio and Damasio, 1989 & Binkofski et al., 2001). 
Traditional voxel-based lesion symptom mapping (VLSM) has proved particularly useful in 
characterizing the functional specialization of discrete cortical regions (Fox, 2018). 
However, VLSM methods can be uninformative when symptoms are not clearly linked to 
the damage of a specific brain region or when the lesion extends into white matter, causing a 
concomitant disconnection of different cortical regions (Lim and Dong-wha, 2015). Since 
human cognition and behavior typically does not arise from a single brain region but rather 
results from emergent activity across neural networks via interconnected cortical regions 
(Geschwind, 1962 & Baldassarre et al., 2016), the potential of VLSM to accurately explain 
structure-function relationships remains limited. VLSM is not suitable to characterize white 
matter lesions in large part because it relies on T1 weighted images which biases it towards 
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detecting necrosis and gliosis in cortical tissue. This has led to methods that can take a 
network perspective that include white matter lesions (Carter et al., 2012). In particular, 
connectome-based lesion symptom mapping (CLSM) approaches are now integrating 
connectivity information based on functional or diffusion weighted imaging to improve the 
mapping between patient’s lesions and symptoms (Yourganov et al., 2016 & Gleichgerrch et 
al., 2017). Although functional connectivity based CLSM approaches have proven their 
clinical utility for gray matter lesions, they are unable to provide connectivity information 
when a lesion is restricted to white matter because of a lack of meaningful BOLD signal in 
white matter. Several different strategies have been developed to perform CLSM based on 
structural data to investigate the clinical impact of disconnections of white matter pathways. 
Typically, the strategy is to project the patient's lesion into a normal database of streamlines 
to assess how approximated normative connectivity is disrupted by a lesion (Kuceyeski et 
al., 2013 & Thiebaut de Schotten et al., 2011). Similarly, predefined sets of white matter 
tracts in the normalized space can be used to compute their intersection with individual 
lesions. Disconnections are typically quantified by the proportional volume of white matter 
tract affected by the lesion, referred to as “lesion load” (Zhu et al., 2010). Instead of 
calculating the volume of the lesion within a given tract one can compute the proportion of 
streamlines that are severed by the lesion (Hope et al., 2016). There are a number of 
challenges with both strategies. Streamlines are a computational construct that is extremely 
sensitive to arbitrary parameter choices such as angle cutoff, step length and total number of 
streamlines generated, making it difficult to compare results (Wei et al., 2018). Furthermore, 
they are known to suffer from a hard tradeoff between the detection of true connections and 
the generation of excessive false connections, particularly for crossing fibers (Maier-Hein, 
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2017). Compounding the limits of this method, volumetric measures such as lesion load can 
be misleading because a major tract such as the corticospinal tract can be severed by a very 
small lesion in the posterior limb of the internal capsule resulting in a severe hemiparesis, 
yet a majority of its volume remains intact. Moreover, studies incorporating the alternative 
method: percent of tract loss, either quantify the lesion impact at the level of individual 
regions or simply provide a binary measure of whether the tract was severed (Kuceyeski et 
al., 2013 & Thiebaut de Schotten et al., 2011). Only recently, researchers have begun to 
quantify the relative amount of damage to a given fiber tract connecting region pairs. Using 
such an approach on DTI data in a large sample of patients, Langen and colleagues found 
that cognitive impairment was associated with disconnectivity, i.e., patients with higher 
percentages of damaged streamlines also suffered from pronounced cognitive impairment 
(Langen et al., 2018). While such quantitative analyses of streamline damage represent a 
promising approach, disconnectomes are typically constructed in the patients' native DTI 
space which can produce distorted disconnectomes because the diffusion information is 
corrupted in lesioned white matter tissue (Maillard et al., 2011; de Groot et al., 2013; 
Theaud et al., 2017). Tracking through regions where orientation maxima are distorted 
produces distorted connectomes and consequently distorted disconnectomes (Greene et al., 
2018). To overcome this limitation, we here present a fast and accurate approach for 
estimating connectomes and disconnectomes that does not rely on streamline tractography 
and avoids tracking through lesioned white matter tissue. The approach embeds a patient's 
lesion, segmented from their standard clinical MRI data into a normative fiber orientation 
diffusion database. As such, the method allows one to assess disconnection without the need 
for adjunct diffusion imaging and therefore can be used in a standard clinical setting. 
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Accurately measuring disconnectomes at the region to region level with streamline based 
tractography is difficult if not impossible for many region pairs due to systematic biases in 
estimating long-range connections (Li et al., 2012; Sinke et al., 2018). As an alternative we 
construct connectivity matrices using whole brain shortest path tractography where region to 
region connectivity is weighted by shortest path probabilities. Specifically, we use data from 
the Human Connectome Project (HCP) to reconstruct each subject’s fiber orientation 
distributions (FODs) using constrained spherical deconvolution and normalized them using 
FOD reorientation to a custom high-resolution template (Raffelt et al., 2012). For each HCP 
subject a white matter voxel graph is constructed in the template space using analytic 
tractography, which obviates the need for lengthy probabilistic tractography simulations 
(Cieslak et al., 2017). The output of analytic tractography at each white matter voxel is a 26-
element vector containing the negative log of the probabilities that a white matter structure 
transitions into each of its neighboring voxels. White matter voxels located at the gray-white 
boundary are defined as interface nodes. These are partitioned into cortical regions using the 
Lausanne atlas. The shortest paths and their probabilities can be calculated for all pairs of 
interface nodes in different regions to capture region to region probability weighted 
structural connectivity. However, constructing shortest-path weighted structural networks 
from all pairings of the interface nodes is computationally costly because there are nearly 
2,000,000,000 possible shortest paths per brain. To expedite these computations, we show 
that structural networks constructed from all possible pairs can be rapidly and almost 
perfectly estimated by uniformly sampling subsets of the interface nodes for a given region 
pair. After the anatomical scans from stroke patients are normalized into our template (along 
with their segmented lesion), the percent loss connectivity matrix or disconnectome can be 
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obtained by querying all shortest paths that intersect the lesion and by computing the 
proportion of shortest path probabilities that intersect with the lesion and hence can be 
assumed to be lost. 
Given a particular patient's lesion size and location, the full disconnectome can be quite 
extensive, making visualization and clinical correlation challenging. With that in mind, we 
describe a new graph theoretic algorithm that quantifies the extent of cortical disconnection 
and reduces the dimensionality by extracting the maximally disconnected subgraph 
containing the regions with the greatest shared disconnectivity due to the lesion from the 
disconnectome or percent connectivity loss matrix. Although thresholding can be used to 
reduce the size of the disconnectome, it is an arbitrary edge based approach that produces 
subgraphs with no guarantee of shared disconnectivity due to a lesion. Our algorithm 
produces a clinically relevant disconnection subgraph that makes visualization tenable and 
produces a remarkably reliable estimate of the number of cortical regions (koptimal) making 
up the disconnection subgraph.  
 
3.2 Methods 
 
3.2.1 Normal database 
The S500 dataset was collected from the Washington University-Minnesota Consortium 
Human Connectome Project (Glasser et al., 2013). Further analysis was restricted to 210 
subjects without familial relation. The data consisted of structural and diffusion scans 
corrected for geometric, eddy current, and motion distortions. The diffusion volumes were 
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collected with a spatial resolution 1.25×1.25×1.25 mm, using three shells at b = 1000, 2000, 
and 3000 s/mm2 with 90 diffusion directions per shell and 10 additional b0s per shell. High-
resolution structural T1w and T2w volumes for each subject were acquired on the same 
scanner at 0.7mm isotropic resolution. Generalized fractional anisotropy (GFA) volumes for 
each subject were extracted from their generalized q-sampling imaging reconstructed 
HARDI data in DSI Studio (Yeh et al., 2010) for subsequent multimodal image registration. 
3.2.2 Stroke database 
Eleven stroke patients (mean age: 62.0 years ± 9.3 standard deviation; 9 male; 9 right-
handed) suffering from a first-ever ischemic stroke causing a unilateral hand motor deficit 
were recruited from the University Hospital of Cologne, Department of Neurology. 
Inclusion criteria were: 1) age 40–90 years; 2) ischemic stroke as verified by diffusion-
weighted magnetic resonance imaging (DWI); 3) unilateral hand motor deficit; 4) no other 
neurological disease.  
Exclusion criteria were: 1) any contraindication to MRI (e.g., cardiac pacemaker); 2) 
infarcts in multiple territories; and 3) hemorrhagic stroke. This study was approved by the 
local ethics committee and all subjects provided informed written consent.  
3.2.3 Multimodal template construction 
Previously skull stripped, aligned, and distortion corrected T1w and T2w volumes were 
obtained for each subject and then rigidly registered to the subject’s GFA volume. ANTs 
symmetric group wise normalization (SyGN) method was used to construct a custom 
multimodal population specific brain template from 40 HCP subjects chosen at random from 
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the larger dataset, using 5 iterations (Avants et al., 2010). All subjects were spatially 
normalized to this custom template using multimodal registration in ANTs.  Freesurfer was 
used to segment grey matter from white matter and CSF and to build surfaces of the 
template brain (Dale et al., 1999). The Connectome mapper toolkit was used to parcellate 
the cortical regions based on the Lausanne 60 atlas (Daducci et al., 2012). 
3.2.4 Diffusion reconstruction 
The HARDI HCP datasets were reconstructed using constrained spherical deconvolution 
(CSD) with a maximum harmonic order of 8 (Tournier et al., 2007). The largest b-value 
shell was used during reconstruction. Using the software MRtrix, fiber orientation 
distributions (FODs) for each HCP subject were generated using CSD from their diffusion 
data (Tournier et al., 2012). The FODs were reoriented/warped to the multimodal template 
using apodized point spread functions based on the ANTs output from each subject’s 
symmetric T1/T2/GFA diffeomorphic registration to the custom multi-modal template. 
Specifically, each FOD is decomposed into a series of weighted spherical harmonic PSFs. 
The amplitude of the negative lobes of the PSFs are reduced, then each PSF is reoriented 
using the local affine transformation estimated from the Jacobian of the total deformation 
field, and finally recombined into the full reoriented FOD (Raffelt et al., 2012). 
3.2.5 Voxel graphs and shortest paths 
White matter voxel graphs were constructed for each HCP subject using the double-ODF 
method in MITTENS (Cieslak et al., 2017). To do this, transition probabilities between each 
pair of adjacent voxels (whether a face, edge or corner) are calculated with a closed form 
analytic solution. Each voxel where the FOD is nonzero is treated as a node in a graph. 
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Edges are formed to each voxel’s 26 spatial neighbors, weighted by the transition 
probabilities calculated by MITTENS i.e. the probability that a white matter structure from 
the source voxel continues into its neighbor. The voxel graph was restricted to only white 
matter voxels using a white matter mask from the multimodal template to restrict shortest 
paths from entering gray matter. The shortest path between any two voxels can be efficiently 
found using Dijkstra’s algorithm. It corresponds to the path that maximizes the product of all 
the probabilities at each edge making up the path. The shortest path is assigned a weight by 
taking the geometric mean of the product of the probabilities for each edge making up the 
path. 
𝑤𝑝𝑎𝑡ℎ = (∏ 𝑝𝑖
𝑛
𝑖=1 )
1
𝑛, where n is the number of edges in the path   (1) 
3.2.6 Subsampling 
 The complete gray-white interface consists of 64,109 white matter voxels. To find a 
shortest path between every possible pair of these white matter voxels requires nearly 
2,000,000,000 calls to the Dijkstra algorithm per subject. On a 120 compute node cluster, it 
takes ~24 hours to calculate all possible pairs of shortest paths, making this computation 
prohibitive for the full HCP dataset. To speed up the calculation of shortest path 
probabilities by orders of magnitude, we uniformly sample subsets of the interface voxel 
pairs. 
 
Given cortical region A with m interface voxels and cortical region B with n interface 
voxels, there would be m×n shortest paths if each one was found for every possible pair 
which would be a lengthy computation typically involving tens of thousands of shortest 
paths. The computation can be significantly accelerated by employing a subsampling 
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approach where the larger region is uniformly sampled to obtain a subset of voxels such that 
the number of voxels in the subset matches the number of voxels in the smaller region. Each 
voxel in the larger region is paired uniquely to a voxel in the smaller region producing a 
total of min(m,n) source-target pairings and hence shortest paths. This is performed for each 
normal HCP subject for each cortical region pair to generate unique sets of shortest paths. 
The subsampling approach is illustrated in Figure 1. In the Appendix, we validate this 
approach by measuring the similarity between structural networks constructed from all 
possible pairs of shortest paths and the subsampled shortest paths. Our results in the 
Appendix show that subsampling is a fast and accurate approach for studying brain 
connectivity. 
 
  
Figure 1: Illustration of subsampling. (A) The white matter surface of a portion of the left precentral region 
(green) containing 844 voxels is plotted with a portion of the brainstem (orange) containing 30 voxels. If all 
possible pairs of shortest paths were found between the regions there would be (844 × 30) = 25,320 shortest 
paths which would be a lengthy computation. The computation can be significantly sped up by employing a 
subsampling approach where the larger region is uniformly sampled to obtain a subset of voxels such that the 
number of voxels in the subset matches the number of voxels in the smaller region. (B) 30 voxels subsampled 
from the larger precentral region are plotted in red. Every voxel in the subset is uniquely paired to a voxel in 
the smaller region, producing here 30 unique source-target pairings for shortest paths queries. (C) The 30 
shortest paths found between voxels in the brainstem and precentral area trace out the CST. This procedure is 
performed for each normal HCP subject to generate unique sets of pairings and shortest paths for any given 
cortical region pair. 
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3.2.7 Connectome and connectivity loss 
The Lausanne60 cortical parcellation was projected onto white matter voxels lying at the 
gray white interface. Note the method is flexible and any cortical parcellation could be 
projected. A shortest path probability weighted structural connectome is then constructed by 
computing the shortest path from every uniformly sampled subset of interface voxel pairs in 
different cortical regions for each HCP subject. To compute the percent loss of connectivity, 
L, for a cortical region pair, the cumulative weight of the shortest paths that intersect the 
lesion, Win, is divided by Wtotal, the cumulative weight of all shortest paths between the two 
regions to obtain the weighted fraction of potentially damaged shortest path connections. All 
weights are estimated using (1). 
𝐿 =  
𝑊𝑖𝑛
𝑊𝑡𝑜𝑡𝑎𝑙
                                                              (2) 
The connectivity loss matrix Lstroke for a given stroke patient is taken as the average of 
all the loss matrices L calculated using each HCP subject’s shortest paths (as defined by that 
stroke patient’s lesion). The procedure for calculating the connectivity loss matrix Lstroke is 
summarized in Figure 2.  
 
Figure 2: Schematic of patient disconnectome construction. (A) Lesioned tissue (red) is segmented on the 
patients’ T1 weighted volume and (B) normalized into our high resolution T1 weighted template. (C) Shortest 
paths that intersect the patients’ normalized lesion are found. (D) Region labels are then assigned to the end 
points of each of the shortest paths. For each shortest path making up a region pair, the probability of that 
shortest path is calculated and added to the running total of connective probability lost due to the lesion for that 
region pair. (E) The disconnectome is then computed as the fraction of connective probability loss relative to 
the total connectivity probability shared for any given region pair. (C)—(E) are performed 210 times for each 
set of shortest paths from each of the normal HCP subjects. The final connectivity loss matrix, Lstroke, is taken 
as the average of the 210 disconnectomes. 
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3.2.8 Maximally disconnected subgraphs 
In graph theory, this problem is most similar to the heaviest k-subgraph problem where 
an undirected weighted graph is given, and the goal is to find a subgraph with k nodes with 
maximum total edge weight. This problem is NP-hard but can be well approximated using a 
greedy approach (Ravi et al., 1994). Given a disconnectome, such an algorithm would 
extract a subgraph of k nodes whose edges have the greatest disconnection. In our algorithm, 
we use a greedy approach similar to (Ravi et al., 1994) and extend it by automatically 
finding an optimal number of nodes, koptimal, to grow the heaviest subgraph. The growth 
profile of the magnitude of the change in the weight of the subgraph for each kth node added 
has concave shape with a clearly defined maximum. The magnitude at the maximum and the 
numbers nodes k it occurs at we define as ΔWoptimal and koptimal. 
To find the maximally disconnected subgraph Dmax, the following approach is used. The 
disconnected subgraph D is initialized with the nodes from the heaviest edge emax, from the 
connectivity loss matrix L. In the case of a tie, the nodes in the edge containing the greatest 
cumulative sum of weighted node degree are added. Each iteration k subsequently chooses a 
new node, 𝑛𝑚𝑎𝑥 ∈ 𝐿 − 𝐷𝑘−1, to add to the subgraph such that the sum of the edge weights to 
the nodes currently in Dk−1 is maximized. The change in the weight ΔWk (from Dk−1 to Dk) is 
stored in P, the disconnection profile, and Dk is stored in S for each iteration. D is grown until 
all nodes and edges from L have been added. After D is finished growing, a cubic spline is fit 
to the disconnection profile in P to find koptimal and Dmax is returned from the koptimal element 
in S. The procedure is summarized in Algorithm 1, where Wpre is the weight of the subgraph 
at Dk−1  at the k−1 iteration and Wpost is the weight of the subgraph at Dk at the kth iteration, 
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𝑤(𝑛𝑖𝐿−𝐷 , 𝑛𝑗𝐷) is the weight of the edge between node i and node j, and ei is edge i in the 
subgraph D. 
𝑨𝒍𝒈𝒐𝒓𝒊𝒕𝒉𝒎 𝟏.  𝑀𝑎𝑥𝑖𝑚𝑎𝑙𝑙𝑦 𝑑𝑖𝑠𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑 𝑠𝑢𝑏𝑔𝑟𝑎𝑝ℎ  
1: 𝐼𝑛𝑝𝑢𝑡: 𝑙𝑜𝑠𝑠 𝑚𝑎𝑡𝑟𝑖𝑥 L 
2: 𝑂𝑢𝑡𝑝𝑢𝑡: 𝑚𝑎𝑥𝑖𝑚𝑎𝑙𝑙𝑦 𝑑𝑖𝑠𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑 𝑠𝑢𝑏𝑔𝑟𝑎𝑝ℎ 𝐷𝑚𝑎𝑥 
3: 𝐷 ← ∅     
4: 𝑃 ← ∅  
5: 𝑆 ← ∅  
6: 𝐿𝑒𝑡 𝑒𝑚𝑎𝑥  {𝑛𝑖, 𝑛𝑗} 𝑏𝑒 𝑎 𝑚𝑎𝑥 𝑤𝑒𝑖𝑔ℎ𝑡 𝑒𝑑𝑔𝑒 𝑖𝑛 𝐿  
7: 𝐷 ←  𝑒𝑚𝑎𝑥 
8: 𝑤ℎ𝑖𝑙𝑒(|𝐷| < |𝐿|):  
9:      𝑎𝑟𝑔𝑚𝑎𝑥
𝑛𝑚𝑎𝑥 ∈ 𝐿−𝐷 
 ∑ ∑ 𝑤(𝑛𝑖𝐿−𝐷 , 𝑛𝑗𝐷)
|𝑫|
𝑗=1
|𝑳−𝑫|
𝑖=1   
10:       𝑊𝑝𝑟𝑒 = ∑ 𝑤(𝑒𝑖),
𝑵𝒆𝒅𝒈𝒆𝒔
𝑖=1  𝑒𝑖 ∈ 𝐷𝑘−1 
11:     𝑓𝑜𝑟 𝑖 = 1, … , |𝐷𝑘−1|:    
12:          𝐷𝑘 ←  𝐷𝑘−1 ⋃ 𝑒𝑗  =  {𝑛𝑗 , 𝑛𝑚𝑎𝑥} 
13:     𝑊𝑝𝑜𝑠𝑡 = ∑ 𝑤(𝑒𝑖)
𝑵𝒆𝒅𝒈𝒆𝒔
𝑖=1 , 𝑒𝑖 ∈ 𝐷𝑘 
14:    ∆𝑊 = 𝑊𝑝𝑜𝑠𝑡 − 𝑊𝑝𝑟𝑒  
15:    𝑃 ← ∆𝑊  
16:    𝑆 ← 𝐷𝑘   
17: 𝑃𝑠𝑝𝑙𝑖𝑛𝑒  ← 𝑓𝑖𝑡 𝑃 𝑤𝑖𝑡ℎ 𝑐𝑢𝑏𝑖𝑐 𝑠𝑝𝑙𝑖𝑛𝑒   
18: 𝑟𝑒𝑡𝑢𝑟𝑛 𝐷𝑘∗ ∃ 𝑘
∗  =  𝑎𝑟𝑔𝑚𝑎𝑥
𝑘
𝑃𝑠𝑝𝑙𝑖𝑛𝑒 
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In the appendix, we demonstrate that the greedy algorithm for identifying the maximally 
disconnected subgraph closely approximates the exact solution. Specifically, the correlation 
between the change in the weight of the subgraphs for each method has an R2 of 0.99. 
Although this doesn’t represent the similarity of the set of nodes in the subgraphs at each 
iteration of k, it shows that our algorithm is accurately approximating the k-heaviest 
subgraph. More specifically, in the appendix we show that the dice score for each iteration 
of k initially shows poor agreement between the exact solution and our greedy one because 
there is minor disagreement initially about what node should be added to make the subgraph 
as heavy as possible i.e. most disconnected. As k increases the greedy solution agrees 
perfectly with the exact one with dice scores of 1.0. Moreover, our greedy algorithm is 
rapid, taking only seconds to find the maximally disconnected subgraph versus weeks to 
find the exact solution (combinatorial). 
3.2.9 Disconnection growth profiles 
To determine the optimal size of a disconnection subgraph for a given lesion, a 
population estimate from the HCP dataset is performed. To do this the change in the 
magnitude of each patient's subgraph as each node k is added from each of their connectivity 
loss matrix is determined first. These 210 growth profiles are then averaged and fit with a 
smooth cubic spline to get a robust global estimate of koptimal because estimates from single 
HCP subjects can be noisy and the average has minor perturbations near the peak. The 
koptimal, determined from the averaged disconnection growth profiles, is then applied to the 
mean of the 210 HCP connectivity loss matrices to extract the final maximally disconnected 
subgraph. This process is performed separately for each patient’s lesion.  In the Appendix, 
we demonstrate that these growth profiles and maximally disconnected subgraphs are the 
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same for shortest path measures across all gray-white matter interface nodes and for the 
computationally faster subsampled set of interface nodes. 
3.2.10 Reliability 
To measure the reliability of koptimal, the mean and its uncertainty are estimated by 
bootstrapping. Each sampling distribution of koptimal is constructed by randomly sampling 
with replacement N disconnection profiles 10,000 times where N ranges between 2 to 209 
subjects. For each bootstrap sample in each distribution, the disconnection profiles are 
averaged and the sample koptimal is recorded from the cubic spline fit. For each sample 
distribution, the standard deviation and mean of the sample koptimal are recorded.  
 
3.3 Results 
 
3.3.1 Connectivity loss 
The S500 dataset was Our method creates a normative database of connection 
probabilities, based on shortest paths between all region pairs for a given atlas. In this case, 
there are 130 regions in the Lausanne60 atlas for 210 normal HCP subjects. Then, a spatially 
normalized lesion from an individual stroke patient is projected into this database and the 
percentage reduction, i.e. loss of connection for each region pair is calculated. Examples of 
the connectivity loss matrix for two stroke patients (P1, P2) are shown in the left column of 
Figure 3. Each of the plotted connectivity loss matrices represents a mean of the 210 
individual connectivity loss matrices defined by intersecting the stroke patient's lesion with 
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each of the HCP subjects subsampled shortest paths. For both patients shown in Figure 3, 
the lesions involve the posterior limb of internal capsule and adjacent thalamus. Not 
surprisingly, the two loss matrices have obvious structural similarity, yet each contains 
additional specific disconnections unique to each patient’s lesion. Note the large variability 
in the magnitude of disconnection of individual connections, with some region pairs having 
100% disconnection (dark red) while other region-pair connections remaining untouched by 
the lesion (dark blue), demonstrating the sensitivity of the % loss metric. 
 
Figure 3: Quantitative metrics of structural disconnection. A disconnectome (Connectivity loss, left column) is 
shown for two patients (P1, P2). Connections in dark red exhibit 100% connectivity loss. Regions connections 
in dark blue were not impacted by the lesion. The set of connections extracted by our algorithm from the 
disconnectome forms the maximally disconnected subgraph (Extracted, right column). It consists of those 
connections between regions that exhibit a larger proportion of connectivity loss due to the lesion. Both 
patients have posterior limb-internal capsule lesions and remarkably similar disconnection subgraphs. 
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3.3.2 Optimal k and the Maximal disconnection subgraph 
Connectivity loss matrices from each of the 210 HCP subjects, (whose averages for two 
patients are as shown in the left column of Figure 3) are entered into our greedy algorithm to 
extract a set of maximally disconnected subgraphs (extracted set of connections shown in 
the right column of Figure 3). Constructing this k-heaviest subgraph is a well-defined 
problem given the parameter k of how many nodes the subgraph should contain. However, 
it’s not clear which k is optimal to stop growing the heaviest subgraph. In the left panel of 
Figure 4, we plot the cubic spline fit of the magnitude of the change in the total edge weight 
of the subgraphs for the two patients as functions of each node k that is added in solid along 
with the average in dots. This plot is generated from the mean of individual growth profiles 
obtained across all 210 HCP connectivity loss matrices. Thus, it reflects an average of the 
change in the total edge weight estimated for each disconnection subgraph of the 210 HCP 
subjects. This is done separately for each patient. As shown in Figure 4 (demarcated with a 
+) the magnitude of the change in the total edge weight grows with k until reaching its 
maximum at koptimal and then falls off slowly as additional nodes are added to the subgraph. 
This concave disconnection growth profile is present in all patients. Consequently, the peak 
of the disconnection growth profile lends itself as a natural stopping criterion and defines 
koptimal. For the first (P1, red) it peaks later at k = 27 compared to the second (P2, blue) at k = 
24. The spline fit is necessary to ensure that the global maxima are selected because there 
can be minor perturbations that lead to local maxima being selected. This is most visible for 
Patient 2’s raw average plotted as the blue dotted line with minute perturbations on the left 
and right of the global maximum (blue cross) that are slightly higher. In the middle panel, 
we assess the reliability of koptimal by bootstrapping 10,000 randomly sampled disconnection 
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profiles from N subjects. As the number of subjects N used to estimate koptimal increases, the 
deviation (shaded) around the sample mean decreases exponentially until plateauing. The 
deviation around P1’s mean drops quicker than P2’s. For both patients, the error converges 
to a deviation of ≤ 1 of the koptimal estimated from the mean of 210 subjects with 100 or more 
subjects. Mean deviation from the sample mean for N = 105 subjects across all 11 patients in 
the bootstrap with is 0.66 with σ = 0.38. The two patients' normalized lesions are plotted 
onto our custom HCP template brain (with average FODs also shown) on the right panel of 
Figure 4. Both stroke patients’ lesions on the right in Figure 4 were roughly the same size 
containing 592 and 586 voxels respectively and both were in the right hemisphere. Patient 
P1’s lesion (red) extends beyond the posterior limb of the internal capsule, incorporating 
voxels with FODs describing connectivity in additional directions besides the capsule. In 
contrast, Patient P2’s lesion is located almost entirely within the poster limb of the internal 
capsule. This subtle difference in lesion shape has a direct impact on the disconnectome and 
is captured by the larger koptimal for the first patient. 
Figure 4: An algorithm to grow a maximal disconnection subgraph. On the left panel the average magnitude of 
the change in the total edge weight of the subgraph as it grows in the number of nodes k from 210 HCP 
subjects.  In both patients a clear concave disconnection growth profile emerges, where initially the magnitude 
of the change grows rapidly until reaching the peak at koptimal. Patient 1 peaks at k = 27 (red cross) and patient 2 
peaks at k = 24 (blue cross). After the peak, the change in total edge weight slowly drops off as additional 
nodes are added to the subgraph. In the middle panel, the reliability of koptimal is estimated. The standard 
deviation (shaded) around the mean drops exponentially as the number of subjects increases. P1’s deviation 
curve drops quicker than P2’s. With 100 or more subjects the sample mean converges with a standard 
deviation ≤ 1 of the koptimal estimated from 210 subjects. On the right the two patients normalized lesions are 
plotted on top of the HCP template brain (with average FODs). While both patient’s lesions are nearly identical 
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in size and in the right hemisphere, the profile for the first patient (red) peaks higher than the second blue) 
because their lesion extends across a more complex set of local diffusion directions. 
 
3.3.3 Maximally disconnected subgraphs 
Our algorithm automatically determines a unique koptimal for each patient and returns the 
maximally disconnected subgraph. In Figure 5, the extracted maximally disconnected 
subnetworks are plotted on top of the glass brain along with their corresponding maximally 
disconnected matrices (Abraham et al., 2014). Region ROIs are plotted as circles with the 
diameter reflecting the weighted degree of that region’s total percent connectivity loss. Edge 
thickness and color represent percent connectivity loss between the connecting nodes, where 
the darker the color and thicker the line the more disconnected the two regions. For the first 
patient, major disconnections are found amongst pairs of precentral, postcentral, brainstem, 
pallidum, and temporal cortex. Similarly, in the second patient, precentral, postcentral, 
brainstem, pallidum, and thalamus comprise the most disconnected regions and region pairs. 
Both patients maximally disconnected subnetworks are mostly restricted to cortical regions 
in the right hemisphere, matching the hemisphere where the stroke occurred and 
demonstrating the specificity of our approach. 
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Figure 5: Maximally disconnected subnetworks plotted on top of the glass brain along with the corresponding 
maximal disconnection matrices. Region ROIs are plotted as circles with the diameter reflecting the weighted 
degree of percent connectivity loss. The thicker the edge and the darker the color the greater the percent 
connectivity loss between the connecting regions. Major connectivity loss was found amongst pairs of 
precentral, postcentral, brainstem, pallidum, and thalamus in both patients (P1, P2). Most of the patients’ 
identified disconnected regions are in the right hemisphere where the lesion occurred.  
 
3.3.4 Disconnected core 
Just as it is possible to identify maximal lesion overlap from structural MRI scans to find 
regions that are most commonly impacted in a cohort of patients, it is also possible to 
identify a core pattern of disconnection across overlapping subgraphs. To demonstrate this, 
consider the disconnected networks of both stroke patients in Figure 5. It is evident that 
many of same regions and pairs are disconnected. By intersecting the two maximally 
disconnected subgraphs, we can visualize the disconnected core network from stroke lesions 
that result in hemiparesis. In Figure 6, the maximally disconnected core sits on top of the 
right motor network and is dominated by disconnections amongst motor regions: precentral, 
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postcentral, superiorfrontal, brainstem, thalamus, pallidum, and caudate. The weight of the 
edges making up the core were found by averaging the edge weights of the two patients.  
 
 
Figure 6: The disconnected core network is found by intersecting the two maximally disconnected subgraphs 
of the two stroke patients. The core is primarily comprised of brain regions in the right hemisphere involved in 
motor function with large percentages of connectivity loss amongst precentral, postcentral, superiorfrontal, 
brainstem, thalamus, and pallidum. Edge weights were taken as the average between the two patients for a 
given edge. This overlap in sensorimotor circuits is consistent with the fact that the patients were both selected 
because of similar clinical features of hemiparesis. 
 
3.3.5 Dimensionality reduction 
Our algorithm reduces the dimensionality of the connectivity loss matrix from N × N to 
koptimal × koptimal. The size reduction is evident in comparing the top and bottom panels of 
Figure 7. In the top panel, patient 3’s full connectivity loss matrix is plotted on top of the 
glass brain. Note that the full disconnectome is dominated by a majority of small percent 
losses (blue) of connectivity for many region pairs with a small set of connections showing 
large percent losses (orange—red). In the bottom panel, the set of cortical regions and 
connections making up the maximally disconnected subgraph are plotted on the glass brain. 
Our algorithm filters out most connections and cortical regions that have small losses and 
are not likely disconnected (blue) and preserves the cortical regions and connections that 
share the greatest connectivity loss due to the lesion (orange—red). Also note that patient 
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3’s lesion is in the right hemisphere and that most of the nodes and connections filtered from 
the disconnectome are in the left hemisphere and that the preserved connections tend to 
cluster around the lesion. 
 
Figure 7: The full connectivity loss matrix plotted on the glass brain in the top panel. Many of the connections 
between cortical regions have a small loss in connectivity (blue) with only a small subset having a large or 
complete loss connectivity loss (orange—red). Our algorithm extracts the maximally disconnected subgraph 
filtering out connections and cortical regions with small losses of connectivity. The set of connections and 
cortical regions experiencing large shared connectivity losses are plotted in the bottom panel on the glass brain. 
Most of these remaining connections are in the right hemisphere and cluster around the lesion. 
 
3.3.6 Location effects 
To further demonstrate the interplay between lesion location, the maximum of the 
magnitude of the change in the total edge weight of the subgraph, and koptimal, lesions of 
identical size are simulated in multiple locations for single fiber populations and a crossing 
fiber population in central and peripheral regions of the brain. The magnitude of the change 
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in total edge weight of the subgraph as it grows to k nodes is plotted on the left in Figure 8 
for each lesion. The corresponding lesions are plotted on the template brain on the right. 
ROI 1 and ROI 3 are both comprised of single population fibers while ROI 2 contains 
multiple fiber populations where ROI 1 occurs centrally in the poster limb of the internal 
capsule and ROI 3 occurs peripherally near cortex. ROI 1 has the same profile as seen in the 
patients’ lesions in Figure 4 while ROI 2 and ROI 3 do not rapidly rise or drop off in the 
magnitude of the change in total edge weight. ROI 1 has a much larger peak and koptimal. ROI 
2 and ROI 3 both have much smaller peaks and occur earlier.  
 
Figure 8: The impact of lesion location on subgraph size. On the left the magnitude of the change in the total 
edge weight of the subgraph as it grows in the number of nodes k is plotted for each simulated lesion. On the 
right, are the corresponding simulated lesion ROIs plotted on our HCP template brain. All the ROIs are 74 
voxels in size. ROI 1 has an identical profile to the curves in Figure 4 from patients’ lesions and peaks at k = 
18 (orange cross). ROI 2 and ROI 3 do not rise rapidly but slowly drop off in total edge weight once they reach 
their peaks at k = 10 (red cross) and k = 2 (brown cross) respectively. ROI 1 and ROI 3 are comprised of single 
population fibers while ROI 2 is comprised of a crossing fiber population. 
 
3.3.7 Relation to clinical measures 
As a simple demonstration of the potential utility of koptimal (the size of the maximally 
disconnected subgraph) as a metric with clinical use, we correlated it with several 
standardized assessments of eleven stroke patients' clinical status on hospital admission. We 
tested both the NIH Stroke Score, an overall measure of functional status and a more 
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specific measure, the patient's relative grip strength denoted as the maximum grip strength 
of the paretic hand relative to the maximum grip strength of the unaffected hand. As has 
been shown previously, overall lesion size correlated with the patients' overall functional 
status as measured by the NIHSS (Table 1). Similarly, koptimal showed a strong and 
significant correlation with the overall functional status. The more specific functional 
measure of relative grip strength, demonstrated no correlation with lesion size, a well-known 
and intuitive result given that very large lesions, while causing many global deficits can 
spare motor function if the corticospinal tract is uninvolved whereas a very small lesion of 
the internal capsule can lead to major motor deficits. Our measure of maximally 
disconnected subgraph size captures this important distinction. We find that grip strength 
has a strong inverse correlation (R = -0.62) with koptimal. 
 
 
NIHSS admission Relative grip strength 
R p-value R p-value 
Lesion size 0.63 0.038 -0.009 0.98 
Subgraph size 0.63 0.039 -0.62 0.040 
Table 1: Spearman correlation of disconnected subgraph size and lesion size to clinical stroke measures. 
Lesion size and disconnected subgraph size show an identical relation with initial NIHSS admission score. 
However, lesion size has no correlation with relative grip strength while disconnected subgraph size shows a 
strong inverse correlation of -0.62. 
 
3.4 Discussion 
 
We present a set of fast and accurate approaches for estimating the overall connectivity 
loss matrix and maximally disconnected subgraph using shortest path tractography in white 
matter voxel graphs. There are multiple potential benefits of using a white matter voxel 
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graph to construct a connectivity matrix based on shortest paths compared to streamline 
based measures. First, Dijkstra’s shortest path algorithm is guaranteed to find a path between 
voxels in different regions no matter their spatial distance. Secondly, the paths connecting 
two regions are weighted by the geometric means of the edge probabilities instead of each 
being treated as equally likely as is typically done with streamline counts. Consequently, 
shortest path estimations have high sensitivity and can capture small reductions of 
connectivity between many pairs of regions which is evident in Figure 3, providing unique 
disconnection information even when lesions are similar in size and location. For 
connectivity matrices constructed with streamline tractography, many region pairs that 
should be connected appear disconnected due to length and crossing fiber effects that 
ultimately lead to premature streamline termination and attempts to overcome this by 
growing more streamlines leads to many false connections or by dilating gray matter region 
labels deeper into white matter leads to inaccurate streamline labelling. Although weights 
can be generated for streamlines using approaches such as SIFT2 or COMMIT for either 
pruning false streamlines or creating weighted connectivity loss matrices, they do not 
address the length and crossing fiber effects that lead to many disconnected region pairs that 
should be connected (Smith et al., 2015 & Daducci et al., 2015). Consequently, the accurate 
estimation of the true underlying disconnectome or percent connectivity loss remains 
difficult with streamline approaches. A disadvantage of our shortest path approach is that it 
also contains many false positive connections as with streamline tractography. However, it’s 
guaranteed to contain all the true positive connections as well which streamline approaches 
cannot guarantee. Although not investigated here, the weights of each shortest path could be 
used for pruning out false positive paths and approaches such as COMMIT and LiFE could 
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also be integrated for pruning false positive paths (Daducci et al., 2015 & Pestilli et al., 
2014).  Moreover, shortest path measures are computationally costly: calculating 2-billion+ 
shortest path connections between all voxels at the gray-white matter interface per brain can 
be impractical. We therefore introduce a key strategy to overcome this computational 
burden: subsets of interface nodes are uniformly sampled at the gray-white interface. In the 
Appendix we show that the construction of shortest path probability weighted structural 
networks can be estimated accurately and quickly by only finding shortest paths from 
uniformly sampled sets of gray-white interface voxels. The subsampled structural network 
has a Pearson R-score of 0.99 with its full counterpart. With this, the task of computing 
shortest paths decreases from ~24 hours to minutes per subject.  
With this accelerated estimate of shortest paths, it becomes practical to derive weighted 
estimates of the % loss of connectivity across all regions pairs when a patient's lesion is 
projected into a diffusion data set obtained from a healthy brain at high spatial and angular 
resolution. To make this robust at the population level, it is straightforward to take the same 
lesion and project it into many normal diffusion data sets. Here, we used 210 of the normal 
unrelated HCP adult subjects and find that our results with them provide remarkably 
consistent and clinically plausible maps of disconnection. A decided advantage of this 
approach is that a weighted matrix of lost connections over the entire brain can be readily 
generated for individual patients, without the need for a lengthy and clinically impractical 
diffusion tensor scan from the same patient. All that is needed is a reliable segmentation of 
the patient's lesion, obtained from routine clinical MRI. It is important to note that our 
approach is not suitable for patients if white matter reorganization is suspected. Likewise, 
our approach is not suitable in longitudinal studies. 
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A second major goal of our work was to develop an algorithm that could consistently 
reduce the size of the overall connectivity loss matrix because visualizing the full 
disconnectome is cumbersome and can be difficult to interpret. Rather than a simple 
arbitrary threshold approach, we developed an algorithm that quantifies the extent of the 
cortical disconnection network and extracts the most disconnected set of connections and 
cortical regions from the connectivity loss matrix, i.e., the disconnectome input that share 
disconnectivity. This is illustrated in Figure 7 where the full disconnectome in the top panel 
containing a majority of connections with small losses in connectivity is entered into our 
algorithm where primarily regions and connections experiencing a large percent 
connectivity loss are extracted to form the maximally disconnected subgraph in the bottom 
panel.  To do this, we extended the k-heaviest subgraph problem by defining an optimal 
number of nodes, koptimal, to grow the heaviest subgraph. As shown in the results, the growth 
profiles of the magnitude of the change in the weight of the subgraph for each kth node that 
is added have concave shapes with clearly defined maximums. We define the subgraph 
where the maximum occurs as the maximally disconnected subgraph. The maximally 
disconnected subgraph is typically not a maximally disconnected clique because our 
algorithm does not require every node to be adjacent. This requirement is relaxed because 
enforcing every node to be a neighbor inherently overrides the goal of extracting the 
heaviest subgraph because a clique of k nodes is not guaranteed to be the k-heaviest 
subgraph. koptimal can be robustly estimated from 100 or more subjects for patients with a 
standard deviation ≤ 1. Here too, there is a significant computational cost to estimating 
maximally disconnected subgraphs. This motivated our introduction of a greedy algorithm 
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to accelerate this process. In the appendix, we demonstrate that our greedy algorithm closely 
estimates the full approach (R = 0.99).  
Neurobiologically, the set of nodes in the disconnected subgraphs up to koptimal share the 
cumulative greatest loss in connectivity due to the lesion to each other. The maximally 
disconnected subgraph finds the set of brain regions that are maximally disconnected from 
each other due to a lesion. After koptimal, further nodes added do not share as great of a 
connectivity loss due to the lesion to all the other regions present in the disconnected 
subgraph. In our results, we focus the use of our algorithm on individual patients, rather than 
large sample averages to make it evident that our algorithm is specifically extracting just 
those cortical regions and connections between them with a shared large connectivity loss. 
Moreover, with the results from our simulated lesions it becomes clear that the maximum 
number of nodes k can change dramatically as a function of small shifts in lesion location, 
independent of lesion size. This is governed by how many unique connections pass through 
a given location and how many connections for a given pair intersect it. Once a maximally 
disconnected subgraph is generated, the impact on an individual patient can be readily 
visualized and direct clinical correlation becomes feasible. For example, the disconnection 
subgraphs shown in Figure 5 sit on top of known motor regions: precentral, postcentral, 
brainstem, pallidum, and thalamus, consistent with the primary clinical deficit in patients 1 
and 2: unilateral hemiparesis.  
In parallel, disconnection subgraphs from many patients can be used for correlation with 
clinical signs (as we demonstrate with grip strength measures) or intersected to find common 
underlying structural abnormalities for a population with similar deficits. For example, the 
core disconnection of motor regions and corticospinal tract shown in Figure 6 is not 
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surprising given the selection of patients with hemiparesis. Although koptimal correlates with 
the relative grip strength of stroke patients while lesion size doesn't, koptimal is not specific to 
the motor network. It is possible for patients to have a high koptimal without a grip strength 
deficit. Because the subset of patients used in our study have motor deficits, koptimal 
correlated with the relative grip strength. Consequently, koptimal should only be used for 
correlation on patients with similar deficits.  
Most disconnection studies do not assume a linear association between the number of 
affected tracts and functioning, because the number of tracts varies considerably as a 
function of the region pair size and algorithmic parameters that may differ considerably 
between different analyses and thus yield highly variable results. Consequently, the number 
of tracts is not a functionally meaningful metric. Instead, the relative loss of tracts between 
pairs of regions or relative regional loss or relative tract volume lost are assessed. For such 
relative estimates, one may expect that higher percentages of connections lost due to 
intersecting a larger lesion, will results in more sever functional impairments with less 
remaining intact tracts being able to functionally compensate the white matter damage. 
While the impact of discrete lesions on the connectivity of multiple critical white matter 
pathways on complex behavior has been shown previously, this has largely been 
accomplished by mapping local predefined sets of white matter tracts with streamlines 
(Rusconi et al., 2009).  Preselection of tracts always introduces a bias and there is potential 
to miss important disconnections that are outside of this predefined search space that could 
be treatment targets.  
Disconnection can also be quantified without preselecting sets of tracts. However, prior 
studies that avoided preselection have had marked methodological disadvantages. For 
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example, Kuceyeski et al., 2013 only quantified the percent disconnection at the region level 
which doesn’t elucidate what additional regions that region is disconnected from. Although 
Langen et al., 2018, measured the percentage of disconnection at the region-to-region level, 
they used DTI and tracked through lesion tissue with distorted tensor orientations. 
Performing streamline tractography on distorted diffusion information is known to 
accumulate into large errors which accumulate into connectomes and consequently 
disconnectomes (Greene et al., 2018).  
In summary our method provides a fast, accurate, robust and unbiased approach for 
studying the impact of lesions and location on the entire connectome that does not rely on 
streamline tractography and avoids tracking through lesioned white matter tissue. All that is 
required is a well segmented lesion. Moreover, it makes visualization and clinical 
correlation of the disconnection tenable and feasible. Using the provided methodology on a 
large dataset of behaviorally well-characterized stroke patients in the future may help to 
further our functional understanding of specific aspects of the structural connectome. 
Similarly, our approach may help to identify aspects of connectivity indicative of the 
potential for recovery on the level of individual patients to individualize therapy and 
improve outcome in stroke patients in the future. Our software package for performing 
shortest path tractography, constructing connectomes and disconnectomes, and finding 
maximally disconnected subgraphs can be found online at 
http://github.com/clintg6/ShortestPathTools. 
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Chapter 4  
 
Optimal Fiber Diffusion Model Restoration 
Assessing the effects of white matter (WM) lesions on structural connectivity as 
measured by diffusion MRI (dMRI) is invaluable for understanding structure-function 
relationships. These WM lesions have many etiologies that ultimately lead to 
attenuation of the anisotropic signature in dMRI signals. Attenuation can produce 
inaccurate reconstructions of the underlying model of the fiber population. In this paper, 
we combine methods from image inpainting and estimation theory to develop a novel 
approach for restoring the fiber model in small to moderate sized WM lesions. Our 
approach begins by taking healthy reconstructed WM fiber models at the boundary of 
the lesion and filling in lesioned voxels with their optimal affine estimate moving 
iteratively in a fast-marching method style until the fiber models in the lesion are 
restored. We demonstrate with in-vivo simulations on diffusion tensors (DTs) and fiber 
orientation distributions (FODs) that our approach offers superior performance over 
multiple restoration approaches. We restore lesioned fiber models in three stroke 
patients suffering hemiparesis from damaged corticospinal tracts (CST). We show that 
our method restores diffusivities, anisotropy and orientation of lesioned DTs as well as 
the amplitudes and orientations of fiber populations in lesioned FODs enhancing 
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tractography and enabling more accurate characterization of lesion connectivity and 
changes in tissue microstructure in patient populations. 
 
4.1 Introduction 
 
Diffusion-weighted magnetic resonance imaging (DW-MRI) techniques have been 
successfully used to non-invasively explore fiber bundle architectures in the brain. These 
techniques are sensitive to the diffusion of water molecules enabling the characterization of 
the orientation of bundles of myelinated axons when the water is restricted to diffusion 
along the long axis of the axons. However, due to pathological injury processes such as 
gliosis, demyelination, and necrosis, the structural integrity of the axons is compromised, 
and water is no longer restricted to diffusing along the long axis. These macro and 
microstructural changes attenuate the anisotropic signature in dMRI signals (Chiang et al., 
2014). Consequently, it remains challenging to accurately characterize the change in tissue 
microstructure and the connectivity within lesioned white matter areas which are crucial for 
studying disconnection syndromes.  
Clinical researchers typically measure changes in tissue microstructure by comparing the 
measurements in the lesion ROI with measurements in healthy tissue from the left-right 
flipped ROI (Song et al., 2015). Using microstructure measurements from the contralesional 
side as a model for the original properties is not the most accurate approach because the 
brain is not symmetric and where it is symmetric, e.g. CST, the tissue measurements are not 
identical and are less similar to restored tissue measurements. With regards to mapping 
lesion connectivity, one strategy clinical researchers use is to project the patient's lesion into 
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a normal database of streamlines to approximate the degree of disruption by the lesion to 
normative (Greene et al., 2019). However, this strategy produces a generic estimate of the 
patient’s lost connectivity, without any characterization of patient specific disrupted 
connectivity. Other researchers simply track through the lesioned area to map the lesion’s 
connectivity (Langen et al., 2018). However, tracking through lesioned areas is known to 
affect streamline reconstruction and structural networks (Theaud et al., 2017; Greene et al., 
2018). 
Another strategy for characterizing lesion connectivity and changes in microstructure is 
to restore or inpaint the lesioned fiber diffusion model. This has the advantage of more 
closely preserving the patient’s native connectivity structure. Prior work has primarily 
focused on inpainting multiple sclerosis (MS) and tumor lesions in T1 & T2 weighted 
images to improve registration accuracy to a template (Sdika et al., 2009; Prados et al., 
2016). Recently, a method has been developed to restore fiber orientation distributions 
(FODs) in MS lesions (Sun et al., 2017). They combine diffusion based inpainting and FOD 
reconstruction in a single step. But they only assessed their performance on an unrealistic 
simulated lesion of 9 voxels, so it is unclear how it would perform in-vivo. Moreover, it’s 
only capable of restoring FODs. 
Although a method exists for restoring FODs, a solution that can restore multiple fiber 
diffusion models, is needed for multiple reasons. The ability to restore diffusion tensors 
would be beneficial since diffusion tensor imaging (DTI) remains the most popular 
technique used by clinical researchers for characterizing changes in tissue microstructure 
and connectivity in lesioned WM tissue. Furthermore, many clinical diffusion datasets in 
wide use can be reconstructed in myriad ways and contain lesions from the myriad 
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etiologies of WM injury such as white matter hyperintensities in the Rotterdam Study and 
the Human Connectome Project (HCP) Lifespan study (Hofman et al., 2015; Glasser et al., 
2013). Since there is a great need in clinical research to improve prediction outcomes, the 
ability of researchers to restore the fiber diffusion models of their choice in a lesion would 
make such an approach more accessible and have the potential to improve these predictions 
through improved anatomical delineation of lesion disrupted connectivity and measurement 
of changes in tissue microstructure. 
In this paper, we describe a novel approach that combines methods from diffusion-based 
image inpainting and estimation theory for restoring fiber diffusion models in WM lesions. 
Our approach begins by taking healthy WM fiber models at the boundary of the lesion and 
filling in lesioned voxels with their optimal affine estimate moving iteratively in a fast-
marching method style until the fiber models in the lesion are restored. By leveraging 
estimation theory, we can minimize the mean squared error (MSE) of fiber models within 
the lesion, restoring their original shapes and orientations. We demonstrate with realistic in-
vivo simulations on diffusion tensors and fiber orientation distributions that our approach 
offers superior performance over multiple inpainting approaches. Further we restore 
diffusion tensors and FODs in lesions in three stroke patients suffering hemiparesis and 
demonstrate that the shape and orientation of the fiber models and the ability to map the 
lesion’s connectivity are recovered. 
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4.2 Methods 
 
4.2.1 Diffusing imaging data 
The S500 dataset containing 500 subjects was collected from the Washington 
University-Minnesota Consortium Human Connectome Project (Glasser et al., 2013). 
Further analysis was restricted to 210 subjects without familial relation. The diffusion 
volumes were collected with a spatial resolution 1.25×1.25×1.25 mm, using three shells at b 
= 1000, 2000, and 3000 s/mm2 with 90 diffusion directions/shell and 6 additional b0s/shell.  
 
Diffusion volumes were collected for three stroke patients with unilateral motor 
impairment at Emory University using the HCP Lifespan protocol with a spatial resolution 
of 1.5×1.5×1.5 mm, using two shells at b = 1500 and 3000 s/mm2 with 46 diffusion 
directions per shell and 7 b0s. All datasets were corrected for geometric, eddy current, and 
motion distortions using the HCP Pipeline scripts. 
 
The diffusion tensors were reconstructed from the diffusion weighted volumes collected 
with b = 1000 s/mm2 with weighted least squares in Dipy for the HCP dataset and b = 1500 
s/mm2 for the stroke dataset (Garyfallidis et al., 2014). Fiber orientation distributions we 
reconstructed using constrained spherical deconvolution (CSD) in MRtrix with b = 3000 
s/mm2 and lmax = 8 for both datasets (Tournier et al., 2007; Tournier et al., 2012). The 
response function was estimated using the recursive Tax algorithm (Tax et al., 2014). 
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4.2.2. Model estimation 
Suppose there is a lesioned diffusion fiber model L lying at the boundary of the lesion 
and healthy WM tissue. If the model is a diffusion tensor then there are only 6 unique 
elements of L that need to be estimated i.e. 𝐷𝑥𝑥, 𝐷𝑦𝑦, 𝐷𝑧𝑧, 𝐷𝑥𝑦, 𝐷𝑥𝑧 , 𝑎𝑛𝑑 𝐷𝑦𝑧 because 
diffusion tensors are positive semi-definite matrices. Similarly, if a more complex spherical 
deconvolution model is used then at each lesioned voxel the FOD is represented by a real-
valued spherical harmonic coefficient vector, F, containing (lmax + 1) × (lmax + 2)/2 elements 
that need to be estimated. Consider that L has N observed healthy or restored neighboring 
models, H1, H2,…, HN. Each unknown element, Yi  e.g. Dxx or Fi, is treated as a random 
variable. The collection of matching neighbor elements forms a random vector 𝑋 =
 [𝑋1, 𝑋2, ⋯ , 𝑋𝑁]. Then each unknown element Yi can be estimated from the known 
neighboring elements of Hi using an optimal affine estimator.  
We seek an affine estimator ?̂? =  𝑎0 + ∑ 𝑎𝑖𝑋𝑖
𝑁
𝑖=1  such that the MSE e.g.  𝜀
2 =
 𝐸[(𝑌 − ?̂?)
2
] is minimized. To minimize this expression, we differentiate it with respect to 
𝑎𝑖. Differentiating 𝐸[(𝑌 − 𝑎0 + ∑ 𝑎𝑖𝑋𝑖
𝑁
𝑖=1 )
2] with respect to 𝑎0 and setting it to 0 we find 
that 𝑎0 =  𝜇𝑌 −  ∑ 𝑎𝑖𝜇𝑋𝑖
𝑁
𝑖=1  which it then follows that ?̂? =  𝜇𝑌 + ∑ 𝑎𝑖(𝑋 − 𝜇𝑋𝑖)
𝑁
𝑖=1 . Letting 
?̃? = 𝑌 −  𝜇𝑌 𝑎𝑛𝑑 ?̃? = 𝑋 −  𝜇𝑋 we can rewrite our MSE criterion as 𝐸[(?̃? − ∑ 𝑎𝑖𝑋?̃?
𝑁
𝑖=1 )
2]. 
By differentiating this with respect to the coefficients and setting the result to 0 
produces: 𝐸[(?̃? − ∑ 𝑎𝑖𝑋?̃?
𝑁
𝑖=1 )?̃?𝑗] = 0    𝑗 = 1,2, ⋯ , 𝑁 which can be rewritten as 
𝐸[?̃?𝑗?̃?] = ∑ 𝐸 [𝑎𝑖?̃?𝑖
̃ ?̃?𝑗]
𝑁
𝑖=1 . These sets of equations can be expressed in matrix form as 
𝑅𝑋𝑌 = (𝑅𝑋𝑋)𝑎 where 𝑅𝑋𝑌 is the cross-correlation and 𝑅𝑋𝑋 is the auto-correlation matrices 
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and a are the coefficients. We obtain the optimal coefficients: 𝑎 = (𝑅𝑋𝑋)
−1𝑅𝑋𝑌. From this 
solution it is possible to produce the optimal affine estimate of elements of L  
𝐿𝑖 = 𝑎1𝐿𝑖
𝑯?̃? + 𝑎2𝐿𝑖
𝑯?̃? + ⋯ +  𝑎𝑁𝐿𝑖
𝑯?̃? +   𝜇𝑌𝑖, where 𝐻?̃? =  𝐻𝑖 − 𝜇𝑋𝑖  (1) 
By taking the affine combination of the neighboring healthy elements. Since Y and X are 
approximately Gaussian, the optimal affine estimate excellently approximates the optimal 
MMSE estimate of Y. However, to construct an optimal affine estimator at each voxel a 
distribution of diffusion fiber models must exist at every voxel in the patient 
 
4.2.3. Distribution of fiber models 
To compute the expectations in the optimal affine estimator, it is necessary to have a 
distribution of fiber models at each voxel for estimating the coefficients that minimize the 
MSE. A fiber model distribution for every voxel in the patient can be constructed through 
spatial normalization. Custom diffusion fiber model templates are constructed using DTI-TK 
and FOD Reorientation & ANTs (Raffelt et al., 2012; Zhang et al., 2007; Avants et al., 
2008). 
After the templates are constructed, we spatially normalize the patients reconstructed 
tensors or FODs into its respective custom HCP template. We then combine the estimated 
deformation fields to the template for the patients and the HCP subjects to warp a subset of 
tensor or FOD data from the HCP subjects that corresponds to voxels in the patients’ lesion 
and healthy voxels at the boundary.   
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4.2.4. Model inpainting 
We use a diffusion based inpainting algorithm where the lesion region is filled from its 
border to the center inspired from (Telea, 2004). At each iteration, rather than taking a 
simple average of the known neighboring tensors, we estimate the unknown model L by 
taking the affine combination of its healthy neighbors where the coefficients are estimated 
from the optimal affine estimator in Eq. (1). Note that an optimal affine estimator is 
estimated for each element of the diffusion model for each voxel in the lesion region. 
 
while the lesion region is not empty:  
for all 𝑳 ∈  𝜕𝛺: 
  for all  𝑦 ∈  𝑳(𝒚): 
𝑦 = 𝑎1𝐿𝑖
𝑯?̃? + 𝑎2𝐿𝑖
𝑯?̃? + ⋯ + 𝑎𝑁𝐿𝑖
𝑯?̃? +   𝜇𝑌𝑦   
Ω = Ω / ∂Ω 
where 𝐻?̃? =  𝐻𝑖 − 𝜇𝑋𝑦  & 𝑦 ∈  [𝐿1, 𝐿2, ⋯ , 𝐿𝑁], L is the model to inpaint, Ω is the lesion 
region, Ω̅ its complement (the voxels outside Ω), ∂Ω its border (voxels of Ω having one of 
its 6 cube neighbors in Ω̅). 
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4.3 Results 
 
4.3.1 Simulation in-vivo 
We demonstrate the efficacy of our approach by simulating a lesion within a healthy 
HCP subject that is not part of the model distribution. The lesion was created by adding 
Rician noise to a cuboidal region consisting of 1035 voxels (129 cm3) until the SNR = 3. 
The lesioned voxels are then inpainted with a baseline approach and our optimal approach. 
For our baseline, we use the same diffusion based inpainting algorithm as used in the 
optimal estimation where the inpainted model is estimated by simply taking an average of its 
neighbors (Telea, 2004). The results of inpainting the tensors (top) and FODs (bottom) with 
both approaches is shown in Figure 1 within the transparent border. 
 
Figure 1C shows the ground truth reconstructions. The baseline approach is shown in 
Figure 1B and our optimal approach is show in Figure 1D. At first glance, the baseline 
approach appears to provide a reasonable restoration of the tensors but upon closer 
inspection many tensors have different anisotropy and orientation (color) relative to the 
ground truth tensors. For FODs restored using the baseline approach it is immediately clear 
that they differ in both magnitude and orientation with respect to the ground truth. Our 
optimal approach more accurately preserves the anisotropy and orientation of the ground 
truth tensors and the magnitude and orientation of the ground truth FODs.  
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Figure 1: In-vivo simulated fiber model restoration: The lesion region is demarcated by the transparent border. 
Rician noise is added to the original diffusion signal until SNR = 3 producing the tensors (top) and FODs 
(bottom) in A. The baseline approach in B appears to provide reasonable approximation of normal tensors but 
upon closer inspection the restored tensors differ in anisotropy and orientation, while for FODs there are large 
deviations in magnitude and orientation from the ground truth The ground truth reconstructions are in C. 
Tensors and FODs restored using our optimal approach are in D. Notice that the tensors and FODs restored 
using our approach more closely match the ground truth in terms of orientation and shape compared to the 
baseline. 
 
The mean angular error (MAE) is plotted for the primary fiber direction for FODs (solid) 
and tensors (dotted) from the HCP template mean normalized into the lesion area (green), 
restored using the baseline approach (orange), and restored using our optimal approach 
(blue) with respect to the primary fiber direction from the respective ground truth FOD and 
tensors for lesion sizes varying from 6 voxels to 1035 voxels on the left in Figure 2. For the 
smallest lesions, the difference in MAE is negligible for all the approaches and the FODs 
MAE is less than the tensors MAE. However, as lesion size increases the FOD MAE quickly 
outpaces the tensor MAE. In general, the template average has the largest MAE while our 
optimal approach as the smallest as lesion size increase. The MAE for the baseline approach 
grows more rapidly than our optimal approach for both tensors and FODs and for large 
lesions the MAE is twice as large. On the right in Figure 2, the average RMSE of elements 
making up a tensor and FOD are plotted. The template average has the largest average per 
element RMSE and is mostly constant with increasing lesion size. The baseline approach 
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again grows more rapidly than our optimal approach. The tensor data has a smaller average 
per element RMSE compared to FODs for all approaches. Our optimal approach achieves 
the best performance in terms of error across all lesion sizes. 
 
Figure 2: Quantification of error: On the left, the MAE is plotted for varying lesions sizes. The MAE for the 
smallest lesion sizes is comparable across all approaches and the FODs MAE (solid) is smaller than the tensors 
MAE (dotted). However, the FODs MAE quickly outpaces the tensor MAE at larger lesion sizes. The template 
average (green) has the largest MAE while our optimal approach (blue) as the smallest as lesion size increase. 
The MAE for the baseline approach (orange) grows more rapidly than our optimal approach for both tensors 
and FODs. Typically, the baseline approach as a MAE twice as large as of our optimal approach. On the right, 
the average RMSE of elements making up a tensor and FOD are plotted. The template average has the largest 
average per element RMSE for both fiber models. The baseline approach average per element RMSE grows 
more rapidly than our optimal approach. The average per element RMSE for tensor data is smaller than for 
FOD data. Our optimal approach achieves the smallest MAE and RMSE. 
 
On the top left of Figure 3, the root mean squared error (RMSE) in fractional anisotropy 
(FA) with respect to the ground truth is measured for varying lesion sizes. The RMSE starts 
high and then slowly decreases until it’s constant with increasing lesion size for the template 
mean. The RMSE of FA values extracted from the flipped ROI in the contralesional area 
(red) with respect to the original FA values also starts high and then grows slowly with 
increasing lesion size. For lesion sizes < 200 voxels, the baseline and optimal approach have 
almost identical trends, but for larger sizes the baseline approach grows much faster than for 
our optimal approach. At large lesion sizes the baseline approach again has an error almost 
double our optimal approach. For axial diffusivity (AD) on the top right, the template mean 
and optimal AD RMSE’s both grow moderately with increasing lesion size while the RMSE 
for the baseline and flipped case grow faster. On the bottom row in Figure 3, the RMSEs for 
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mean diffusivity (MD) and radial diffusivity (RD) are plotted. The MD and RD RMSE for 
the flipped case grows the fastest with increasing lesion size while the template mean, the 
baseline, and optimal approach’s RMSE grow slowly. Interestingly, there is not much gain 
in terms of RMSE for MD and RD between the baseline and our optimal approach. In 
general, our optimal approach has the smallest RMSE and grows the slowest with increase 
lesion size while the baseline outperforms the template mean which outperforms the flipped-
case for all tissue measures. 
 
Figure 3: RMSE of tissue microstructure measurements: On the top left, RMSE FA for the baseline (orange) 
and our optimal approach (blue) show nearly identical trends for lesion sizes < 200 voxels. The baseline RMSE 
FA increases more rapidly compared to our optimal approach and is nearly twice as large at larger lesion sizes. 
For the template mean (green) the RMSE gradually decreases until becoming constant as the lesion size 
increases. The RMSE of FA values extracted from the flipped ROI in the contralesional area (red) with respect 
to the original FA values grows slowly with increasing lesion size. On the top right the RMSE for axial 
diffusivity (AD) is plotted. The template mean and optimal AD RMSE’s both grow moderately with increasing 
lesion size while the RMSE for the baseline and flipped case grow faster. On the bottom row, the RMSEs for 
mean diffusivity (MD) and radial diffusivity (RD) are plotted. The MD and RD RMSE for the flipped case 
grows the fastest with increasing lesion size while the template mean, the baseline, and optimal approach’s 
RMSE grow slowly. For MD and RD there is not much gain with our optimal approach over the baseline. In 
general, our optimal approach has the smallest RMSE and grows the slowest with increasing lesion size for all 
tissue measures. 
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4.3.2 Lesion restoration 
The restoration results using our optimal approach are plotted in Figure 4 for three 
patients. The lesion region for each patient that undergoes restoration is demarcated in red 
on the coronal FA slice in column A. The lesioned tensors before and after the restoration 
are seen in columns B and C in Figure 4. In column B, the tensors in the lesion area have 
lost their normal color (orientation) and shape (anisotropy). Notice that the restored tensors 
in column C have both normal appearing shape and color. The lesioned FODs before and 
after restoration are plotted in columns D and E. In column D, the lesioned FODs have lost 
their normal orientation and magnitude. The orientation and magnitude of FODs in the 
lesion are recovered after undergoing restoration using our optimal approach. Moreover, the 
restored tensors and FODs demonstrate high spatial coherence with the surrounding healthy 
white matter tensors and FODs. 
 
Figure 4: Restoration results for three stroke patients: The lesion regions where tensors undergo restoration is 
demarcated in red in column A. In column B are the tensors before the restoration and afterwards in column C. 
The loss of anisotropy (shape) and proper orientation (color) of healthy white matter tissue in the CST are 
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visible in column B. In column C, our approach restores the orientations and anisotropy of the tensors to a 
normal appearance. Similarly, the FODs in the lesion area of column D have lost their normal orientation and 
magnitude. After undergoing restoration using our optimal approach the normal orientation and magnitude of 
the FODs in the lesion area has been recovered in E. The restored tensors (C) and FODs (E) demonstrate high 
spatial coherence with their surroundings. 
 
The restoration of scalar tissue microstructure measures AD, MD, and RD are plotted in 
Figure 5 for patient 1 on the same coronal plane. In the top row are the measures before the 
restoration and in the bottom row after the restoration. The lesion area is demarcated in red. 
Notice that after restoration using our optimal approach that the lesion area has been 
restored to a normal appearance for all the scalar diffusivities. 
 
Figure 5: Tissue microstructure measures before (top) and after (bottom) restoration for patient 1: From left to 
right axial diffusivity, mean diffusivity, and radial diffusivity. The lesion area is demarcated in red. The lesion 
area has been restored to a normal appearance for all measures. 
 
To demonstrate the improved mapping of lesion connectivity after fiber model 
restoration, we perform deterministic tractography before and after restoration on FODs in 
MRtrix with default settings using the SD_STREAM algorithm from a seed image 
consisting of two voxels below the lesion area with 1000 seeds per voxel [14]. In Figure 6, 
the tractography results before the restoration (top) and after the restoration (middle) are 
displayed on top of their respective sagittal FA slice (bottom). In all three patients, once the 
tracking enters the lesion area it prematurely terminates before the restoration, preventing an 
accurate mapping of connectivity within the lesion. After the FODs have been restored, 
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tracking through the lesion area becomes feasible enabling a more accurate mapping of the 
lesion’s connectivity. 
 
Figure 6: Deterministic tractography results before (top) and after (middle) restoration: Before the restoration, 
all three patients streamlines prematurely terminate once they enter the lesion area, making it difficult to study 
the patients’ lesion connectivity. After the restoration, tractography can be performed more accurately because 
the FODs have been restored, enhancing the tracking and mapping of connectivity in the lesion areas. The 
results are plotted on top of their respective sagittal FA slice (bottom). 
 
 
 
4.4 Discussion 
 
Using in-vivo simulations and stroke patient data, we demonstrated the ability of our 
novel approach for accurately restoring both the orientation and magnitude of FODs and 
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the orientation, anisotropy, and tissue microstructure measures of diffusion tensors in 
WM lesions. Our optimal affine estimator approach offers superior performance over a 
diffusion based inpainting approach that takes the average of neighboring tensors for 
inpainting a lesioned area as well as the trivial copy and pasting of tensors or FODs from 
the normalized HCP tensor or FOD template.  
Simple neighbor averaging performs well for very small lesions. However, as the 
lesion sizes increases, it introduces increased blurring that compounds moving inward. 
The increased blurring is reflected by the large increases in angular error and error in 
scalar measures such as FA or AD as the lesion sizes increase. Our optimal approach 
performs well at restoring tensors and FODs across all lesion sizes with only modest 
increases in angular error and error in scalar measures as the lesion size increases 
because as the algorithm moves inward, the fiber diffusion models are inpainted with 
their optimal affine combination of their neighbors such that the MSE is minimized. 
Consequently, blurring is reduced as the algorithm moves toward the center of the 
lesion.  
Although performance was only measured on simulated cuboidal lesions, our method 
is applicable to lesions of any shape. Besides lesion size and location, the quality of the 
restoration depends on the initial healthy fiber diffusion models that are optimally 
combined to inpaint the first set of models in the lesion area. If the healthy models are 
corrupted by noise or by proximity to the lesion, it will get propagated into all 
subsequent inpainted models. Consequently, we recommend overestimating the lesion 
mask and carefully defining the white matter mask to ensure all models used in the 
initial stages are in fact healthy. Moreover, despite only demonstrating the restoration of 
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lesioned diffusion tensors and FODs, orientation distribution functions (ODFs) from 
QBI could also be restored using our approach by representing them with an 
orthonormal spherical harmonic basis and using FOD reorientation to build a distribution 
of ODFs. 
Clinicians and researchers could find our approach beneficial for restoring fiber 
diffusion models in lesioned areas in their clinical diffusion datasets because it not only 
improves the accuracy of measuring changes in tissue microstructure relative to 
measurements from the contralesional area but also improves the accuracy of 
tractography results and the mapping of connectivity from the lesion for improved study 
of structure-function relationships and outcome prediction. To apply our approach, visit 
https://github.com/clintg6/OFDMR.  
 
Appendix 
 
A.1 Subsampling validation 
We present Diffusion-In Figure 1, Connectivity loss matrices estimated from shortest 
paths found for the full set of combinations of interface voxel pairs are plotted in the left 
column for two patients. On the right connectivity loss matrices estimated from shortest 
paths found for only a subsampled set of combinations of interface voxel pairs are plotted. 
The matrices in the left and right columns are virtually indistinguishable for both patients. 
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The Spearman correlation coefficient for both patients between the full and subsample 
connectivity loss matrices is 0.99. 
 
 
Figure 1: On the left connectivity loss matrices estimated from shortest paths found for the full set of 
combinations of interface voxel pairs for two patients. On the right are connectivity loss matrices estimated 
from shortest paths found for only a subsampled set of interface voxel pairs. The matrices in the left and right 
columns are virtually indistinguishable from each other in the same patient. The Spearman correlation between 
the full and subsampled connectivity loss matrices for both patients is 0.99. 
 
In Figure 2, the profiles for the change in the weight of the k-heaviest subgraph at each 
iteration of k are plotted for both patients from full and subsampled constructed connectivity 
matrices. The full and subsampled profiles in each patient have a concave structure and are 
again virtually indistinguishable. In both patients, the full and subsampled profiles have a 
Spearman correlation coefficient of 0.99. Both sets of profiles for both patients peak at the 
same koptimal. 
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Figure 2: Change in the weight of the k-heaviest subgraph at each iteration of k profiles are plotted for both 
patients from full and subsampled constructed connectivity matrices. The full and subsampled profiles in each 
patient have a concave structure and are again virtually indistinguishable from each other. In both patients, the 
full and subsampled profiles have a Spearman correlation coefficient of 0.99 and peak at the same koptimal. 
 
A.2 Greedy algorithm validation 
To measure the performance of our greedy algorithm compared to the exact solution, the 
weight of the subgraph is plotted for each iteration of k up to k = 15 for the greedy and exact 
solutions from connectivity loss matrices from three patients’ stroke lesions in Figure 3 on 
the left. The solutions agree excellently with a Spearman R-score of 0.99.  Patient 3 (red) 
weights do not reach as large of a weight at k = 15 compared to Patient 4 (green) and Patient 
5 (blue). Patient 3’s lesion is only 132 voxels compared to the large lesions of Patient 4’s at 
8498 voxels and Patient 5’s at 5624 voxels. The agreement between the solutions is also 
seen in the middle plot for the change in the weight of the subgraph for each node k added to 
the subgraph. Again Patient 4’s and Patient 5’s change in weight curves grow larger for each 
node added due to larger lesion size compared to Patient 3’s. On the right in Figure 3, the 
dice overlap between the nodes making up the exact heaviest subgraph of k nodes and the 
greedy heaviest subgraph. At k = 15, Patient’s 3 & 4 both have a dice overlap of 1.0 i.e. 
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perfect agreement between the exact solution and greedy solution. For Patient 5, the dice 
overlap is 0.87. As k increases, the dice overlap grows. This suggests that there is minor 
disagreement initially about which node to add but converges as k increases. 
 
 
Figure 3: On the left the weight of the subgraph for each iteration of k up to k = 15 is plotted 
for the greedy solution and the exact solution for three stroke patients. Patient 3 (red) 
weights do not reach as large of a weight at k = 15 compared to Patient 4 (green) and Patient 
5 (blue). Patient 3’s lesion is only 132 voxels compared to the large lesions of Patient 4’s at 
8498 voxels and Patient 5’s at 5624 voxels. Unity dashes line is in gray. The change in the 
total edge weight of the subgraph as it grows in the number of nodes k for our greedy 
approach and exact solution grows larger for larger lesions Patient’s 4 & 5 compared to 
small lesions like with Patient 3. The dice overlap for the set of nodes from the exact 
subgraph and our greedy subgraph for each iteration of k is plotted on the right. Initially, the 
agreement is poor but as k increases the agreement is excellent. The dice overlap for Patient 
3 and Patient 4 is 1.0 at k = 15 and 0.87 for Patient 5. 
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