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Abstract
Bland-Altman analysis is used for assessing agreement between
two measurements of the same clinical variable. In the field of
cardiac output monitoring, its results, in terms of bias and limits of
agreement, are often difficult to interpret, leading clinicians to use a
cutoff of 30% in the percentage error in order to decide whether a
new technique may be considered a good alternative. This percen-
tage error of ± 30% arises from the assumption that the commonly
used reference technique, intermittent thermodilution, has a
precision of ± 20% or less. The combination of two precisions of
± 20% equates to a total error of ± 28.3%, which is commonly
rounded up to ± 30%. Thus, finding a percentage error of less than
± 30% should equate to the new tested technique having an error
similar to the reference, which therefore should be acceptable. In a
worked example in this paper, we discuss the limitations of this
approach, in particular in regard to the situation in which the
reference technique may be either more or less precise than would
normally be expected. This can lead to inappropriate conclusions
being drawn from data acquired in validation studies of new
monitoring technologies. We conclude that it is not acceptable to
present comparison studies quoting percentage error as an
acceptability criteria without reporting the precision of the
reference technique.
Introduction
In 1986, Bland and Altman [1] first suggested their statistical
method for assessing agreement between two measure-
ments of the same clinical variable. They described the
‘Bland-Altman’ plot as a mechanism for displaying and
describing data from studies in which one variable is
measured by two different techniques. Since then, this ‘plot’
together with the associated analysis has become the
recognised statistical methodology for studies validating new
measuring or monitoring tools against a reference technique
[2,3]. The Bland-Altman plot is able to provide researchers
with a graphical representation of their data and also a
number of objective measures of how well the data series
agree with each other:
1. The bias: the average of all the differences.
2. The standard deviation around the bias.
3. The limits of agreement: the limits within which 95% of all
the points fall on either side of the bias (that is, ± 1.96
times the standard deviation around the bias).
These variables can be used to describe the accuracy and
precision of any given device. The accuracy describes how
close to the actual or real value the measurement is, whereas
the precision describes how close the values of repeated
measurements are. A good method should be both accurate
and precise. A visual example may clarify this point (Figure 1).
If we imagine a cardiac output monitor as a gun that is used
to shoot a target (the cardiac output), we can classify
accuracy as the characteristic of being able to shoot close to
the centre of the bull’s-eye. Precision is related to how close
repeated shots are to each other. How can we use these
concepts when looking at the Bland-Altman plot? First of all,
we have to imagine that our reference technique is very
reliable. Otherwise, the effect would be that of a ‘moving
target’. If the bias then is low, it means that the accuracy is
high. Limits of agreement refer to how precise the measure-
ments are. So if they are narrow, the precision is high; if they
are large, the precision is low. The bias therefore allows an
estimate to be made of the accuracy of the new device, and
the limits of agreement allow an estimate of the precision or
random error around the bias. An ideal result therefore would
have a very small bias with tight limits of agreement. These
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descriptive terms are commonly used both to describe the
results of studies and to justify the conclusions. There is no
real consensus, however, in how these statistical terms relate
to any given variable and this has led to much confusion in
how to interpret studies and therefore in whether (or not) to
accept new measuring or monitoring devices into routine
clinical practice.
Validation of cardiac output monitoring devices
Ideally, any reference technique used should be able to
provide an accurate and precise measurement of cardiac
output. However, in clinical practice or human research, this
is rarely possible. The ideal reference method of measuring
cardiac output has not been described. However, the most
commonly used reference technique is an averaged set of
thermodilution curves taken from a pulmonary artery catheter.
This technique has been well studied and the level of
precision, if properly performed, is understood. In recent
years, there have been a large number of studies published in
which a new method of measuring cardiac output has been
assessed using intermittent thermodilution (ITD) from the
pulmonary artery catheter as the reference technique [4-10].
All of these studies have used the Bland-Altman methodology
to describe their data. In most studies, the results have
demonstrated a small bias but relatively wide limits of
agreement. For instance, Sander and colleagues [11] demon-
strated that, in comparison with ITD, the Vigileo/Flotrac
device (Edwards Lifesciences LLC, Irvine, CA, USA) had a
bias of 0.6 litres per minute and limits of agreement of
between –2.2 to +3.4 litres per minute. These results were
reported as demonstrating that the new tested device, the
Vigileo, was not a good measure of cardiac output compared
with the reference technique. However, it is not clear from
this paper, like many others reported before [12-14], what
would have been acceptable limits of agreement in order for
the study to confirm the efficacy of the new tool. To allow a
conclusion to be drawn from the data, the authors should
have made an a priori description of what they perceived to
be acceptable limits of agreement. Unless this is described
before the study is commenced, it becomes very difficult to
make sensible conclusions from the data.
To understand how wide the limits of agreement may be, it is
important to understand that with the Bland-Altman plot it is
possible to assess two independent methods of measuring
the same variable, each of which has its own inherent error.
The limits of agreement describe the variance around the
bias, which is in itself an averaged value taken from each pair
of study measurements. The limits of agreement also relate to
the population being studied. For instance, if the limits of
agreement are ± 1 litres per minute, this would be good for a
hyperdynamic population of patients with a mean cardiac
output of 10 litres per minute, but not so good for a paediatric
population with a mean cardiac output of 2 litres per minute.
Critchley and Critchley [15], in their meta-analysis of cardiac
output validation studies, suggested a solution to this
problem. They proposed that the percentage error (PE) of the
limits of agreement, as compared with the population mean,
be used to describe the agreement and that this could be
used as a cutoff for whether to accept a new technique [15].
The basis of this approach is that, in order to accept the new
technology (unless it heralds other significant advantages),
the level of accuracy and precision should at the very least
equal that of the reference technique. In statistical terms, the
random error that produces imprecision from a single
measurement is described by the coefficient of variation (CV).
This is calculated as the standard deviation divided by the
mean. When more than one measurement is used to produce
the overall result (for instance, when averaging three
thermodilution curves), the coefficient of error (CE), as
calculated from the following equation, is more appropriate:
CE = CV / √n (1)
where CE = coefficient of variation of average of n measure-
ments, CV = coefficient of variation of single measurements,
and n = number of repeated measurements.
When one only measurement is used, the CE is equal to the
CV. The precision of the technique is considered to be two
Figure 1
Bull’s-eye representation of accuracy and precision. With respect to
the Bland-Altman plot, accurate measurements mean small bias and
precise measurements mean narrow limits of agreement.Page 3 of 6
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times the CV or two times the CE. From now on, we will refer
to 2CV or to 2CE as precision. Critchley and Critchley [15]
looked at studies assessing oesophageal Doppler (OD)
ultrasound techniques as a measurement of cardiac output.
They compared these against ITD cardiac output from the
pulmonary artery catheter, which they described as having a
precision of ± 20%. They suggested that, in order for the new
device (Doppler) to be accepted, it should have an equivalent
precision (that is, 20%). Therefore, the PE from the Bland-
Altman plot, taken from the following equation, should be less
than 28.3% [15]:
CVa – b = √ [(CVa)2 + (CVb)2] (2)
where CVa – b = CV of the differences between the two
methods, CVa = CV of method a, and CVb = CV of method b.
This has been simplified by many authors to be a
requirement that a new technology have a PE from the
Bland-Altman plot of less than ± 30% [10,15-17]. In our
opinion, it is quite clear that this ± 30% margin for the PE
hides some important information and, if used without
understanding the background behind it, may lead to
erroneous conclusions being drawn from study results. The
30% limit is contributed to by two separate levels of
precision, which when combined add up to this value of ±
30% error. It should be intuitive, therefore, to understand
that the precision of the reference technique is extremely
important when assessing the combined error of the two.
This has been studied extensively with ITD and the variance
can range from 5% to 15% depending on the technique
used. The main limitation of this ± 30% cutoff, therefore, is
that it relies on the fact that the precision of ITD is always the
same and is usually around ± 20%. If the reference
technique is performed with a high degree of rigour, its
precision may actually be significantly less than the 20%
allowed for in the above equation. This may lead to the
acceptance of a studied technique with an inappropriate
level of precision. It is obvious that there is a relationship
between the two individual errors and the combined sum
(Figure 2).
If:
Precision for method a, precisiona, 2 × CVa
Precision for method b, precisionb, 2 × CVb
Percentage error is PEa-b = 2CVa – b
Then:
PEa-b = √ [(precisiona)2 + (precisionb)2] (3)
If:
PEa-b from the Bland-Altman plot is known and precisiona is
known,
Then:
Precisionb = √ [(PEa-b)2 – (precisiona)2]
Therefore, we would suggest that, in any study in which a
new technique is to be validated against a reference, the
precision of the reference technique within the study be
measured and quoted, thus enabling an estimation of the new
technique to be made. Then whatever reference technique is
used in studies assessing a new cardiac output monitor,
there should always be a description of the error of that
technique as obtained within the study. These concepts hold
true for any study assessing a new methodology of
measurement against a reference in clinical science.
Worked example
Table 1 describes data taken from two independent measures
of cardiac output (A and B). The average cardiac outputs by
the reference technique and test technique were 8.0 and
8.2 litres per minute, respectively. The average of these was
8.1 litres per minute. In this example, measurements were
taken at times of stable haemodynamic situations and the
reference technique was ITD from a pulmonary artery
catheter measured from four independent and averaged
curves. The standard Bland-Altman plot is described in
Figure 3. The bias between the two techniques is 0.2 litres
per minute with limits of agreement around the bias of
± 2.5 litres per minute. This provides a PE for the agreement
between the two techniques of ± 30%. At first glance, this
would suggest that the new technique almost fulfills the
criteria to be within a ± 30% error rate. If the monitor has
other advantages (perhaps being less invasive, cheaper, and
easier to set up), this may be considered adequate for normal
practice. However, to understand the precision of the new
technique, it is necessary to look more carefully at the
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Figure 2
Different combinations of precision for a reference and a new method
that can lead to a percentage error (PE) of 30%. A 30% PE can derive
from several combinations of precisions for the two methods
compared.precision of the reference. In this example, as technique A
was ITD, four measurement curves were performed enabling
the CE of this technique under the study conditions to be
calculated: 4% for four averaged curves. By using equation 2
(as described above), it is then possible to calculate the CV
of the tested device, which in this case is 15%. It is then
obvious that, although the combined PE is almost adequate,
the precision of the new technique is more than three times
worse than the reference that it is attempting to replace.
For the purposes of this example, it is helpful to envision the
situation of the reference technique (ITD) being performed at
a number of differing levels of precision. For example, if the
comparison is done with one curve with a CV of 9%, then for
a studied technique with an error of 15% the PE from the
Bland-Altman plot is 34%, which according to the Critchley
and Critchley criteria is not acceptable (Table 2). On the
other hand, if the reference technique uses an average of four
curves (CE of 4%), then for the same technique as before
(error of 15%) the PE for the Bland-Altman plot is ± 30%,
which according to the Critchley and Critchley criteria would
be acceptable (Table 2 and Figure 4).
Clinical implications of understanding the
error for a cardiac output monitoring device
The understanding of how precise a monitor is allows us to
appreciate two important concepts. The first relates (as
discussed above) to how one monitor compares with another
in terms of accuracy, and the second relates to how the
monitor performs in normal clinical practice. If we assume that
the CE for ITD in normal clinical practice is 10%, what does it
tell us? For an individual patient, a CE of 10% implies that the
exact value of cardiac output lies with 95% certainty some-
where in a band between ± 20% (two times the error) of the
measured level. It is especially important to understand the
precision of these new tools when using them to target fixed
resuscitation endpoints (for instance, perioperative haemo-
dynamic optimisation protocols that aim to target an absolute
value of oxygen delivery index of 600 mL/min*m2 [18,19]). An
error of 15% would mean that the measured cardiac output
Critical Care    Vol 13 No 1 Cecconi et al.
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Table 1
Cardiac output in 20 patients: repeated measurements with the reference technique and single test measurements
Patient CO1, L/min CO2, L/min CO3, L/min CO4, L/min Mean CO, L/min CV, ± % CE, ± % Studied CO, L/min
1 6.5 8.8 7.0 7.7 7.5 13 7 6.9
2 11.8 15.1 14.3 12.8 13.5 11 5 10.9
3 7.8 6.7 6.5 6.6 6.9 9 4 6.7
4 7.0 7.3 6.5 7.1 7.0 5 2 8.2
5 6.1 6.7 7.6 6.5 6.7 9 5 5.9
6 13.2 14.4 12.8 13.6 13.5 5 3 14.2
7 13.1 11.7 14.7 13.3 13.2 9 5 11.9
8 6.1 6.3 6.6 7.4 6.6 9 4 7.3
9 16.2 12.7 13.3 14.4 14.2 11 5 13.8
10 5.2 5.2 3.9 5.6 5.0 15 7 6.0
11 6.8 7.4 6.1 6.4 6.7 8 4 7.1
12 8.2 7.7 8.2 7.6 7.9 4 2 7.4
13 6.7 5.5 6.9 5.8 6.2 11 5 6.8
14 3.9 4.3 4.7 5.0 4.5 11 5 3.9
15 6.1 6.6 6.7 4.9 6.1 14 7 7.8
16 8.0 8.5 8.0 8.2 8.2 3 1 10.2
17 8.0 6.9 7.5 8.1 7.6 7 4 9.4
18 7.0 6.3 7.5 6.5 6.8 8 4 5.6
19 8.2 7.5 8.8 8.3 8.2 7 3 10.1
20 4.5 3.9 4.1 4.6 4.3 8 4 4.5
Average 8.0 8.0 8.1 8.0 8.0 9 4 8.2
Mean cardiac output (CO) is the mean of the four measurements. CV is the coefficient of variation for a single measurement, and CE is the
coefficient of error when four measurements are averaged. The studied CO is the single measurement for the studied technique.of 4.5 litres per minute could be anything from 3 to 6 litres
per minute (95% confidence). This may have profound
clinical implications.
In many clinical situations, there is no ‘normal’ cardiac output
for any individual patient at any specific time point. Most
clinicians, therefore, use these devices to see how the
physiology of the patient changes following an intervention. A
standard technique would be to perform a fluid challenge
with the aim of increasing the cardiac output by 10% from the
baseline value. It is obvious that, in order for a monitor to be
used to detect this 10% change, it must have a level of
precision that can detect this change and this is traditionally
done with 95% certainty. Measuring a change, however,
does not necessarily mean that the physiological status of the
patient has changed. The error of the measuring technique is
directly related to the magnitude of the least significant
change (LSC). The LSC is the minimum change that needs to
Available online http://ccforum.com/content/13/1/201
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Figure 3
Bland-Altman plot for new technique versus reference technique.
Dotted lines represent bias and limits of agreement. Data from Table 1
are used.
Figure 4
Precision of the reference technique for n averaged measurements and
the corresponding percentage error (PE) from the Bland-Altman plot
for a fixed level of precision of the studied technique (29%). The PE
can change simply by using a more or less precise reference
technique, even when the precision of the studied technique is not
changed. This may lead to the acceptance of a studied technique even
though its performance in terms of precision stays the same. CE,
coefficient of error.
Table 2
Effect of the number of measurements of the reference technique on the percentage error
Measurements for the 
reference technique,  Ref precision,  Study precision,  PE,  ± 30% 
number ± percentage ± percentage ± percentage fulfilled
11 82 93 4N o
21 22 93 2N o
31 02 93 1N o
4 9 29 30 Yes
5 8 29 30 Yes
6 7 29 30 Yes
7 7 29 30 Yes
8 6 29 30 Yes
‘Measurements for the reference technique’ means the number of measurements averaged for the reference technique. ‘Ref precision’ is the
precision for the reference technique according to the number of averaged measurements, ‘study precision’ is the precision of the studied
technique as measured by the worked example, and PE is the percentage error for the Bland-Altman plot for the reference technique minus the
studied technique. The ‘± 30% fulfilled’ column shows whether the PE would be accepted according to a cutoff of 30%.be measured by a device in order to recognise a real change
and can be described by the following equation:
LSC = precision √2.
This means that the usually accepted 10% CE for ITD would
allow measured changes to be trusted as real only if greater
than 28.3%. Understanding the error in single patients, there-
fore, will give us an estimate in the single patient of whether a
change has actually happened. Roeck and colleagues [20]
measured stroke volume before and after a fluid challenge
with ITD and with OD measured by two independent ob-
servers. There was a significant difference between the two
observers measuring the same change (if any happened at
all) and also between changes measured by the two tech-
niques. In their study, the error for ITD was 8% (clinically
acceptable) but, interestingly, was too high to consider
measured changes of less than 22% in magnitude [20]. This
may explain why the variation with the OD before and after
the fluid challenge was higher than the ones recorded by ITD.
As the authors stated, they found a higher-than-expected
variability in the Doppler. This was to be expected from the
variability in the reference technique.
Recommendations for validation studies of new cardiac
output monitors
1. The reference technique should be as accurate and
precise as possible.
2. The precision of the reference technique should be
measured within the study.
3. The desired precision of the new technique should be
described a priori.
4. The bias and limits of agreement between the two
techniques should be quoted.
5. The precision of the new tested technique should be
calculated.
Conclusions
As new technologies come into the marketplace, the
requirement for validation studies will increase. To make a fair
and valid comparison between new tools and more traditional
‘gold standard’ reference techniques, it is necessary to have
a robust and sensitive mechanism for performing the studies
and analysing the data. The understanding of the precision of
a new device is vital prior to accepting it into clinical practice
and prior to using it for significant therapeutic interventions.
Therefore, measuring the error of the studied techniques
should always be performed when comparing two methods.
This approach can be used for any method comparison
provided that the variance within the individuals of at least
one of the methods can be estimated.
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