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Abstract
Esse artigo tem trŒs contribui￿ıes originais. A primeira Ø exatamente
no esfor￿o de reconstru￿ªo das sØries de emprego e renda, de modo a per-
mitir a cria￿ªo de um novo ￿ndice coincidente para a atividade econ￿mica
brasileira. A segunda Ø a constru￿ªo de um ￿ndice coincidente de atividade
econ￿mica para o Brasil e, a partir dele, (re) estabelecer uma cronologia de
recessıes para o passado recente da economia brasileira. A partir da recon-
stru￿ªo de sØries coincidentes de emprego e renda ￿ atividade econ￿mica e,
usando a metodologia do TCB, propomos um novo indicador coincidente
mensal de atividade econ￿mica para o Brasil no per￿odo 1980:1 a 2007:11.
AlØm disso, propomos tambØm uma cronologia das recessıes brasileiras
para esse mesmo per￿odo. A terceira Ø a constru￿ªo e a avalia￿ªo de difer-
entes indicadores antecedentes de atividade econ￿mica para o Brasil. Isso
preenche uma lacuna importante na literatura brasileira.
1 Introdu￿ªo
Toda sociedade tem interesse em saber qual Ø o ciclo de neg￿cios da economia
ou sobre em qual estado esta se encontra (recessªo ou expansªo). PorØm, tanto
o ciclo de neg￿cios quanto o estado da economia sªo nªo observÆveis e nªo hÆ
consenso sobre a melhor forma de estimar essas variÆveis latentes. A inexistŒn-
cia de uma medida direta do ciclo de neg￿cios ou do estado da economia levou a
constru￿ıes de proxies destes que possam ser usadas em tempo real e/ou mesmo
previstas num horizonte de tempo de interesse - sªo os chamados indicadores
coincidentes da atividade econ￿mica. Os indicadores coincidentes medem o ci-
clo de neg￿cios e datam o estado atual da economia. Ademais, estas mesmas
proxies podem ser previstas por um conjunto de variÆveis ditas "antecedentes"
que, uma vez combinadas, podem formar indicadores antecedentes de atividade
econ￿mica. O objetivo desses dois indicadores seria entªo mensurar e prever "os
ciclos de neg￿cios" e o estado atual de uma determinada economia.
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1Nos EUA, as pesquisas sobre os ciclos de neg￿cios iniciaram-se hÆ aprox-
imadamente um sØculo pelo National Bureau of Economic Research - NBER,
de forma que hoje a literatura aplicada ￿quele pa￿s jÆ se encontra bastante de-
senvolvida e consolidada; ver Burns e Mitchell (1946), Lucas (1977), e Stock e
Watson (1993b) para o "estado das artes" em diferentes Øpocas. Naquele pa￿s
hoje coexistem mØtodos heur￿sticos e estat￿stico-economØtricos de constru￿ªo de
indicadores coincidentes e antecedentes. O maior exemplo do primeiro sªo as
tØcnicas heur￿sticas do The Conference Board (TCB), e do segundo, os trabal-
hos de Stock e Watson (1988a, 1988b, 1989 e 1993a), Hamilton (1989), Chauvet
(1998) e Issler e Vahid (2006).
No Brasil, com a exce￿ªo de Contador (1977), o assunto somente despertou
aten￿ªo ap￿s o ￿m de nosso œltimo per￿odo in￿ acionÆrio ￿mais precisamente,
somente ap￿s o ano 2000; ver Spacov (2000), Issler e Spacov (2000), Chauvet
(2001, 2002), Picchetti e Toledo (2002), Duarte, Issler e Spacov (2004), Issler
e Notini (2008) e Hollauer, Issler, Bahia e Notini (2008)1. Dessa forma, os es-
tudos aplicados brasileiros ainda sªo relativamente escassos e a avalia￿ªo das
diferentes tØcnicas por experiŒncias repetidas ainda nªo Ø tªo consolidada como
a experiŒncia estado-unidense. HÆ tambØm um problema peculiar ￿ econo-
mia brasileira que nªo se manifesta nos EUA: a escassez de sØries temporais
longas e con￿Æveis para compor as estimativas de indicadores coincidentes a
antecedentes de atividade econ￿mica. Essa escassez se explica pelas constantes
revisıes metodol￿gicas sofridas pelas sØries o￿ciais brasileiras, o que muitas vezes
impede seu encadeamento no tempo.
Do ponto de vista da pesquisa sobre ciclo de neg￿cios e sobre o estado da
economia brasileira, o ano de 2002 serÆ lembrado como um marco. Neste, o
Instituto Brasileiro de Geogra￿a e Estat￿stica (IBGE) redesenhou a Pesquisa
Mensal do Emprego (PME) tornando incompat￿veis as sØries de emprego e renda
observadas antes e depois deste ano. Infelizmente, toda a recente pesquisa sobre
ciclo de neg￿cios e estado da economia brasileira usa dados prØ-2002. Logo, ￿cou
instantaneamente obsoleta.
A primeira contribui￿ªo desse artigo Ø exatamente no esfor￿o de reconstru￿ªo
das sØries de emprego e renda, de modo a permitir a cria￿ªo de um novo ￿ndice
coincidente para a atividade econ￿mica brasileira ￿usualmente uma combina￿ªo
das sØries de produ￿ªo, emprego, renda e vendas, como na metodologia do Con-
ference Board, Stock e Watson (1993b), Chauvet (1998) e Issler e Vahid (2006).
Como Ø sabido, dispomos hoje de apenas de 5 anos e meio de dados cont￿nuos
de renda e emprego advindos da PME. Entretanto, as recessıes brasileiras ocor-
rem, em mØdia, a cada 3 anos e meio aproximadamente. Logo, os dados atuais
sªo insu￿cientes para estudar esse tipo de fen￿meno com dados tªo curtos no
tempo, sendo necessÆria a reconstru￿ªo das sØries de emprego e renda para o
per￿odo prØ-2002. Para tal, foi utilizada uma representa￿ªo espa￿o de estados
das sØries a serem reconstru￿das, estimada usando-se o ￿ltro de Kalman, o que
permite a estima￿ªo e￿ciente de uma ampla gama de modelos dessa espØcie.
1Ver tambØm Contador e Ferraz (1999) para um estudo com foco em indicadores an-
tecedentes.
2A segunda contribui￿ªo desse artigo Ø a constru￿ªo de um ￿ndice coinci-
dente de atividade econ￿mica para o Brasil e, a partir dele, (re)estabelecer uma
cronologia de recessıes para o passado recente da economia brasileira. HÆ dois
tipos de indicadores coincidentes que poderiam ser constru￿dos: um a partir
da anÆlise clÆssica dos ciclos de neg￿cios (n￿vel absoluto dos indicadores coin-
cidentes) e outro a partir da anÆlise dos chamados ciclos de crescimento (n￿vel
absoluto subtra￿do da tendŒncia dos indicadores coincidentes). Nesse artigo, nos
concentramos no primeiro tipo2. Para tal, seguimos o esfor￿o de Duarte, Issler
e Spacov (2004), que incorporaram ￿ sua escolha de ￿ndice coincidente grande
parte da experiŒncia estado-unidense de quase um sØculo de pesquisas sobre
ciclos de neg￿cios, recaindo a mesma num indicador baseado na metodologia
do TCB. A partir da reconstru￿ªo de sØries coincidentes de emprego e renda
￿ atividade econ￿mica e, usando a metodologia do TCB, propomos um novo
indicador coincidente mensal de atividade econ￿mica para o Brasil no per￿odo
1980:1 a 2007:11. AlØm disso, propomos tambØm uma cronologia das recessıes
brasileiras para esse mesmo per￿odo. Compara￿ıes com data￿ıes de recessıes
anteriores sªo feitas como tambØm compara￿ıes com uma nova data￿ªo baseada
na estimativa do PIB mensal de Issler e Notini (2008).
A terceira contribui￿ªo desse artigo Ø a constru￿ªo e a avalia￿ªo de diferentes
indicadores antecedentes de atividade econ￿mica para o Brasil. Isso nos parece
relevante pois a literatura brasileira no assunto se concentrou na constru￿ªo
de indicadores coincidentes, sendo Contador e Ferraz (1999) e Duarte, Issler e
Spacov as œnicas duas exce￿ıes. Logo, dedicamos um grande esfor￿o a procura e
avalia￿ªo do desempenho de diversas variÆveis candidatas a sØries antecedentes
e a indicadores antecedentes compostos selecionados por diversos critØrios. A
avalia￿ªo de desempenho destes œltimos Ø realizada a partir da sua capacidade
de antecipar os picos e vales do indicador coincidente previamente constru￿do.
O restante do trabalho estÆ organizado da seguinte forma. Na pr￿xima
se￿ªo faremos uma breve revisªo da literatura internacional e brasileira sobre
indicadores coincidentes e antecedentes, o que inclui as experiŒncias do National
Bureau of Economic Research (NBER) e do The Conference Board (TCB). Na
se￿ªo 3 abordamos a teoria envolvida na reconstru￿ªo das sØries de emprego
e renda e constru￿mos o indicador coincidente. Na se￿ªo 4 propomos diversas
formas de se construir indicadores antecedentes para a atividade econ￿mica
brasileira e apontamos os que apresentaram melhor performance. Finalmente
na se￿ªo 5 apresentamos as conclusıes.
2 ExperiŒncia Internacional e Brasileira
2.1 A ExperiŒncia do NBER e do The Conference Board
O National Bureau of Economic Research (NBER), fundado em 1920, passou a
datar os ciclos de neg￿cios a partir de 1929. Nos dias de hoje, a metodologia do
NBER, so￿sticou-se e alcan￿ou a maturidade com a utiliza￿ªo de mØtodos de
2Araujo e Issler (2008) se concentram no segundo.
3detec￿ªo de pontos de in￿ exªo de sØries econ￿micas em geral e outras ferramen-
tas. Desde 1978, as decisıes pautam-se pela anÆlise de vÆrias sØries econ￿mica
por um comitŒ de economistas (Business-Cycle Dating Comittee). Tal anÆlise
se dÆ muito posteriormente ao momento em estudo da economia. Por um lado,
assim procedendo, exclui-se a anÆlise equivocada de movimentos espœrios da
economia, por outro, Ø de pouca utilidade para ￿ns de tomada de decisªo por
parte dos agentes econ￿micos. Finalmente, na reuniªo desse comitŒ de data￿ªo,
embora tØcnicas sejam utilizadas no trato das sØries econ￿micas, na verdade,
nªo hÆ compromisso com alguma abordagem, perfazendo a decisªo ￿nal um
acordo entre vÆrias visıes pessoais dos especialistas presentes, o que nªo traz
transparŒncia ao processo.
Por seu turno o The Conference Board (TCB), uma entidade privada e sem
￿ns lucrativos, cuja ￿nalidade Ø a pesquisa e dissemina￿ªo de conhecimento na
Ærea de economia, desde 1995, por encomenda do Departamento de ComØrcio
dos Estados Unidos da AmØrica, determina uma sØrie de indicadores coinci-
dentes, antecedentes e retardados o￿ciais. As sØries antecedentes, coincidentes
e retardadas sªo, nos EUA, as mesmas das analisadas pelo NBER e em nœmero
de 12, 4 e 7 respectivamente. No caso da sØrie coincidente, utilizam-se sØries
referentes a produ￿ªo, renda, vendas e emprego. O mesmo padrªo Ø aplicado
aos trabalhos do TCB em outros pa￿ses, cerca de oito pa￿ses, na elabora￿ªo de
￿ndices.
Do ponto de vista descritivo, o TCB pondera as quatro sØries coincidentes de
forma idŒntica (peso de 1/4 para cada sØrie), notando que este peso homogŒneo
Ø aplicado ￿s sØries padronizadas, i.e., divididas pelos seus respectivos desvios-
padrªo. O procedimento do TCB pode ser considerado heur￿stico, por sua
extrema simplicidade. O indicador coincidente do TCB usa a seguinte f￿rmula.
Seja (It) a renda , (Yt) a produ￿ªo, (Nt) o emprego, e (St) as vendas. Entªo, a


















onde ￿￿ln(I), ￿￿ln(Y ), ￿￿ln(N), e ￿￿ln(S), sªo, respectivamente, os desvios-
padrªo das taxas de crescimento instant￿neas da renda, produ￿ªo, emprego, e
vendas. De posse de ￿ln(CIt) Ø imediata a constru￿ªo da sØrie ln(CIt) ou CIt.
Uma alternativa ￿ f￿rmula (1) Ø a sua versªo recursiva, onde os desvios-padrªo
sªo recalculados a cada instante de tempo.
2.2 Resenha da Literatura Internacional Recente
Considerando que as "regras de decisªo" do NBER e a metodologia do TCB,
apresentadas na se￿ªo anterior, constituem-se nos primeiros modelos de data￿ªo
de recessıes e constru￿ªo de ￿ndices da atividade econ￿mica, foram Stock e
Watson (1988a, 1988b, 1989 e 1993a) que inauguraram uma segunda gera￿ªo
de modelos que buscaram explorar essa sincronia por meio do uso intensivo de
tØcnicas economØtricas.
4A principal caracter￿stica dos modelos de Stock e Watson Ø a hip￿tese de
existŒncia de um œnico ciclo ou fator comum entre as variÆveis macroecon￿micas
coincidentes. Esta seria uma variÆvel nªo-observÆvel que re￿ ete o "estado da
economia". Nesse caso, o ￿ndice coincidente Ø dado pela estimativa dessa variÆvel
latente. Curiosamente, apesar de so￿sticado, o modelo de Stock-Watson falhou
em detectar a recessªo americana de 1990 e 1991, nªo obstante adequar-se bem
dentro da amostra. O diagn￿stico de Stock e Watson (1993a) foi que o problema
principal se encontra no processo de escolha dos indicadores antecedentes, e nªo
em qualquer erro de especi￿ca￿ªo do modelo. A idØia Ø que a import￿ncia desses
indicadores muda ao longo do hist￿rico de recessıes dos EUA, o que nos leva
a intuir a import￿ncia da escolha desses indicadores para a e￿cÆcia do modelo
brasileiro.
VÆrios autores desenvolveram modelos na tentativa de contornar a falha na
data￿ªo da recessªo de 1990/1991 do modelo de Stock-Watson. Chauvet (1998)
utiliza o arcabou￿o de Stock e Watson (1988a, 1988b, 1989 e 1993a) acrescido
de um modelo de mudan￿a de regime conforme Hamilton (1989) de modo a
capturar assimetrias entre expansıes e contra￿ıes da atividade econ￿mica. As
expansıes sªo mais suaves e duradouras e as contra￿ıes sªo mais bruscas e
curtas. O ajuste obtido pelo modelo tanto para previsıes dentro da amostra
como para fora da amostra sugere que Chauvet explica razoavelmente bem todas
as recessıes norte-americanas desde a dØcada de 1950.
Outras alternativas ao arcabou￿o de Stock e Watson foram propostas re-
centemente por Reichlin (2000), Mariano e Murasawa (2003), e Issler e Vahid
(2006). A primeira trabalha com um modelo de fatores aplicado a uma base
de dados contendo um grande nœmero de sØries desagregadas da atividade
econ￿mica. Issler e Vahid, por sua vez, usam a teoria de correla￿ıes can￿nicas,
sendo que o ￿ndice coincidente Ø dado pela combina￿ªo linear das componentes
c￿clicas das sØries coincidentes que possui um ciclo comum com o "estado da
economia" ￿que Ø uma variÆvel latente. Ao ser comparado com a metodologia
de Stock e Watson, o mØtodo de Issler e Vahid apresentou um desempenho su-
perior para sØries norte-americanas. Por ￿m, Mariano e Murasawa derivam um
￿ndice coincidente baseado em sØries de dupla periodicidade, visando a partir
deste a detec￿ªo de ciclos de crescimento/recessªo da atividade industrial. Esse
￿ndice apresentou desempenho superior ao de Stock e Watson (1988b) e inferior
ao do TCB quando comparados com a data￿ªo do NBER.
2.3 ExperiŒncia Brasileira
Contador (1977) desenvolveu ￿ndices para a atividade econ￿mica no Brasil,
pautando-se no sistema desenvolvido pelo NBER e utilizando diversas metodolo-
gias, incluindo a anÆlise de componentes principais. Os resultados foram consid-
erados satisfat￿rios ￿ Øpoca. Issler e Spacov (2000) propıem o uso de correla￿ıes
can￿nicas na constru￿ªo de indicadores coincidentes para o Brasil, seguindo a
idØia bÆsica da tØcnica de Issler e Vahid (2006) para os EUA. Chauvet (2001)
selecionou um grupo de variÆveis coincidentes com o produto, gerando um in-
dicador coincidente mensal e uma medida de probabilidade do estado recessivo
5da economia. Utilizando como metodologia MS-VAR - Markov switching vec-
tor autoregression. Picchetti e Toledo (2002) aplicam a metodologia de Stock e
Watson para extrair o ciclo comum entre das quatro sØries que compıem a sØrie
de produ￿ªo industrial agregada do IBGE (bens de capital, bens intermediÆrios,
bens de consumo durÆveis e nªo-durÆveis) e concluem que o ciclo comum e a
sØrie agregada sªo similares. Chauvet (2002) modela o PIB como sendo a soma
de uma tendŒncia, que segue uma cadeia de Markov nªo-observÆvel de dois es-
tados (expansªo e recessªo), com um componente AR. Usando dados anuais
foram detectados 11 per￿odos recessivos no SØculo XX, e com dados trimestrais
8 per￿odos recessivos nos anos 80 e 90.
O artigo mais abrangente no Brasil em termos de compara￿ªo de difer-
entes tØcnicas Ø o de Duarte, Issler e Spacov (2004), que discute trŒs ￿ndices
alternativos para a atividade econ￿mica brasileira e, a partir deles, estabelece
uma cronologia de recessıes para o passado recente da economia brasileira.
Baseando-se no resultado de uma sØrie de testes estat￿sticos, e levando em conta
tambØm a simplicidade de implementa￿ªo dos cÆlculos mØtodos testados, esses
autores sugerirem que o ￿ndice brasileiro coincidente deveria seguir a metodolo-
gia do TCB. Sobre ￿ndices antecedentes a discussªo Ø extremamente restrita,
limitando-se ￿ tØcnica de Issler e Vahid (2006), que usa uma regressªo Probit
com variÆveis instrumentais.
3 Back-Casting Usando o Filtro de Kalman
Nesta se￿ªo discutimos a representa￿ªo estado de espa￿os usada como base da
reconstru￿ªo (back-cast) das sØries de emprego e renda, estimada usando o ￿ltro
de Kalman. Uma descri￿ªo mais detalhada de aplica￿ıes dessas tØcnicas pode
ser encontrada em Harvey (1989) ou em Hamilton (1994).
Considere um vetor de n ￿ 1 observa￿ıes no per￿odo t ￿yt, um vetor r ￿ 1
de variÆveis latentes (nªo-observÆveis) no per￿odo t ￿￿t, e um vetor k ￿ 1 de
variÆveis prØ-determinadas no per￿do t ￿xt. Uma representa￿ªo estado-espa￿o
Ø uma forma de resumir as rela￿ıes entre esses trŒs conjuntos de variÆveis, onde
a natureza din￿mica do sistema Ø levada em considera￿ªo. Na maioria das
aplica￿ıes, a representa￿ªo estado-espa￿o Ø linear, o que leva naturalmente a
log-verossimilhan￿a condicional do sistema sob inova￿ıes Gaussianas e a uma
forma de estimar variÆveis latentes no sistema. Esta œltima Ø normalmente o
objetivo de construir tais modelos.
A representa￿ªo estado-espa￿o considerada aqui tem como equa￿ªo de estado
e equa￿ªo de medida, respectivamente:
￿t+1 = F￿t + vt+1 (2)
yt = A0xt + H0￿t + wt; (3)
onde F, A0, e H0 sªo matrizes de coe￿cientes ￿xos nesta abordagem simpli￿cada,
mas poderia ser variante ao longo do tempo em aplica￿ıes mais elaboradas. De
6fato, faremos H0 uma matriz tempo-variante para o back-casting de emprego e
renda brasileiros.
A equa￿ªo de estado (2) descreve a din￿mica do vetor de estado (￿t) o qual
contØm as variÆveis latentes que queremos estimar. A equa￿ªo de observa￿ªo
(3) relaciona o vetor contendo as observÆveis yt ao vetor contendo as variÆveis
prØ-determinadas e as variÆveis latentes do sistema.
Os erros vt e wt sªo por hip￿tese ortogonais em todos os lags e leads. AlØm
















o que torna (2) e (3) um sistema (linear) Gaussiano condicional no qual esti-
ma￿ªo e previsªo podem se basear. A a￿rma￿ªo que xt Ø prØ-determinado (ou
"ex￿geno") signi￿ca que xt nªo provŒ qualquer informa￿ªo sobre vt+s e wt+s,
para s ￿ 0, alØm da informa￿ªo contida em yt￿1;yt￿2;￿￿￿ ;y1. As matrizes
de coe￿cientes F, A0, e H0, e as duas matrizes de vari￿ncia-covari￿ncia Q e R
podem ser estimadas maximizando a fun￿ªo de log-verossimilhan￿a condicional
do sistema, dado condi￿ıes iniciais para ￿1j0 e para sua matriz de vari￿ncia-
covari￿ncia, denotada P1j0.
Estamos interessados nos valores da variÆvel de estado nªo observÆvel ￿￿t.
Podemos prevŒ-la baseado no conjunto completo de dados, o que Ø chamado es-
timativa suavizada de ￿t, ou, podemos prevŒ-la usando apenas dados dispon￿veis
atØ o per￿odo t ￿ 1, o que Ø chamado de estimativa ￿ltrada. Ambos sªo repre-
sentados, respectivamente, abaixo:
￿tjT = E(￿t jy1;x1;￿￿￿ ;yT;xT ); (5)
￿tjt￿1 = E(￿t jy1;x1;￿￿￿ ;yt￿1;xt￿1): (6)
Nosso ponto de partida para o uso do ￿ltro de Kalman para o back-cast de
emprego e renda Ø o artigo de M￿ch e Uhlig (2005), onde eles usam o ￿ltro para
interpolar o PIB americano, passando esta sØrie de trimestral para mensal. Eles
supıem que as observa￿ıes mensais do PIB nªo observadas (denotadas por y
+
t
aqui) seguem um processo AR(p) explicado pelo regressores ex￿genos xt e um
termo de erro AR(1):
￿
1 ￿ ￿1L ￿ ￿￿￿ ￿ ￿pLp￿
y
+
t = xt￿ + ut
ut = ￿ut￿1 + "t:







t￿i, t = 3;6;9;12;::: (7)
yt = 0, caso contrÆrio. (8)
7Desta forma, o PIB trimestral, que s￿ observamos nos meses t = 3;6;9;12;:::, Ø
a soma dos PIBs mensais correspondentes ao trimestre. Para os outros valores
de t ele Ø nulo. Note que escrever yt = 0 para meses que nªo observamos o PIB
Ø uma forma inteligente de tornar o PIB trimestral observÆvel na freq￿Œncia
mensal. A agrega￿ªo do PIB mensal tambØm pode ser feita tomando uma
mØdia dos y
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Se assumirmos que o polin￿mio
￿
1 ￿ ￿1L ￿ ￿￿￿ ￿ ￿pLp￿
tem ordem um, i.e.,
p = 1, com coe￿ciente ￿, a forma espa￿o de estados do problema de M￿ch e
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onde (9) e (10) sªo respectivamente as equa￿ıes de estado e de observa￿ªo e a
matriz H0







1 1 1 0
￿
, t = 3;6;9;12;:::
￿




Um aspecto interessante da abordagem de M￿nch e Uhlig Ø que ela engloba
vÆrios modelos de interpola￿ªo de dados que sªo baseados em estado-espa￿o,
resumidos na Tabela 1 abaixo:
Tabela 1 ￿Modelo Resultante como Fun￿ªo de ￿ e ￿ em (9)
Modelo ￿ ￿
EstÆtico em n￿vel com res￿duos IID 0 0
EstÆtico em n￿vel com res￿duos AR(1) (Chow e Lin, 1971) 0 livre
EstÆtico em 1st diferen￿a com res￿duos IID (Fernandez, 1971) 0 1
Din￿mico em n￿vel com res￿duos IID(Mitchell et al., 2005) livre 0
Din￿mico em 1st diferen￿a com res￿duos IID livre 1
Din￿mico em n￿vel com res￿duos AR(1) livre livre
Para avaliar a qualidade da interpola￿ªo, M￿nch e Uhlig seguiram Bernanke,
Gertler, e Watson (1997) usando duas medidas R2 de ajuste. Denotando por
d y
+
tjT a estimativa suavizada do PIB mensal, e por d utjT a mesma estimativa do





































Eles argumentam que Ø mais informativo reportar o R2 em primeira diferen￿a
pois a mesma estat￿stica em n￿vel sempre serÆ pr￿xima a unidade.
Aqui adaptamos a representa￿ªo estado-espa￿o em (9) e (10) para o problema
de back-casting de sØries que observamos parte de suas realiza￿ıes, mas nªo
todas. Nosso problema Ø pr￿ximo ao de M￿nch e Uhlig, jÆ que eles tambØm
s￿ observavam PIB trimestral em alguns meses do ano. A solu￿ªo adotada por
eles foi assumir valor nulo nos meses nªo observÆveis, o que parece uma solu￿ªo
natural para o problema. Este mesmo princ￿pio Ø aplicado aqui para construir
as estimativas back-cast de emprego e renda para a economia brasileira.
Suponha que possu￿mos um total de t = 1;2;￿￿￿ ;T￿;￿￿￿ ;T, observa￿ıes de
xt. No entanto, para as sØries em y
+
t , s￿ possu￿mos dados a partir de t = T￿ +
1;￿￿￿ ;T, com valores nªo observados para t = 1;2;￿￿￿ ;T￿. Este Ø exatamente
nosso cenÆrio para renda e emprego neste artigo. Se tomarmos a ordem do
polin￿mio
￿
1 ￿ ￿1L ￿ ￿￿￿ ￿ ￿pLp￿
igual a unidade, i.e., p = 1, com coe￿ciente
￿, lembre-se que agora nªo precisamos impor a restri￿ªo de agrega￿ªo temporal































onde (12) e (13) sªo respectivamente as equa￿ıes de estado e observa￿ªo e a
matriz H0















A chave para o problema estÆ na escolha de H0
t em (14). Aqui, ￿zemos a
variÆvel latente y
+
t idŒntica a yt para per￿odos nos quais esta œltima Ø observada,
sem termo de erro. Isto tem duas conseq￿Œncias. Primeiro, o algoritmo irÆ
prever y
+
t idŒntico a yt para t = T￿+1;￿￿￿ ;T. AlØm disso, ele irÆ usar os dados
dispon￿veis de emprego (renda) para estimar um modelo e usarÆ este modelo
para prever a variÆvel latente em per￿odos nos quais ela Ø nªo observada i.e.,
no intervalo t = 1;2;￿￿￿ ;T￿. Sob correta especi￿ca￿ªo este modelo irÆ produzir
as previsıes ￿timas da variÆvel latente consistente com toda informa￿ªo futura
dispon￿vel. Isto seria simplesmente dado pela previsªo suavizada de y
+





Este artigo trata da constru￿ªo de ￿ndices coincidentes e antecedentes ao ciclo
econ￿mico brasileiro. Uma parte importante deste estudo Ø a escolha das var-
iÆveis a serem inclu￿das nestes indicadores. O conjunto de sØries potenciais a
fazer parte de nosso ￿ndice Ø restrito a sØries dispon￿veis em freq￿Œncia mensal
e prontamente divulgadas pelos ￿rgªos responsÆveis. TambØm queremos que o
￿ndice seja calculado a partir de 1980, logo precisamos de sØries que existam
desde essa data, ou que possam ser recuperadas por um procedimento de back-
cast. A seguir explicamos a metodologia espec￿￿ca utilizada na cria￿ªo do ￿ndice
coincidente e na cria￿ªo dos antecedentes.
4.1 SØries Coincidentes
As sØries que potencialmente devem ser inclu￿das no indicador coincidente sªo
as que representam o n￿vel de atividade econ￿mica nacional. Utilizaremos com
este prop￿sito as sØries de produto, vendas, emprego, e renda. Para produto,
seguimos a literatura principal brasileira e estrangeira e usamos a produ￿ªo
industrial, computada pelo IBGE, o ￿rgªo do governo que provŒ os dados o￿ciais
brasileiros. Nªo existe uma sØrie su￿cientemente grande de vendas no Brasil,
por isso seguimos Duarte, Issler e Spacov (2004) e usamos a produ￿ªo total
brasileira de papelªo como uma proxy da medida. A proxy para emprego Ø o
nœmero total de pessoas de 10 anos de idade ou mais que tem emprego, extra￿do
da Pesquisa Mensal do Emprego do IBGE. A renda tem como proxy sØrie de
renda do trabalho extra￿da dessa mesma sondagem.
Como mencionado anteriormente, uma das contribui￿ıes originais deste ar-
tigo Ø o back-cast em duas das sØries coincidentes para a economia brasileira
- renda (It) e emprego (Nt). Usamos as tØcnicas descritas na se￿ªo anterior
para reconstru￿-las via back-cast. As sØries de emprego e renda tiveram sua
metodologia alterada a partir de 2002 e por isso nªo podem ser simplesmente
inseridas em um ￿ndice que abrange um per￿odo anterior a esta mudan￿a - a
sØrie de renda somente utiliza a metodologia atual a partir de 2002:2, enquanto
a sØrie de emprego a partir de 2002:3. Tornou-se entªo necessÆrio o procedi-
mento de back-cast em ambas. O processo de back-cast foi realizado em dois
n￿veis diferentes. Primeiro selecionamos as sØries com algum poder explicativo
que poderiam fazer parte da regressªo na equa￿ªo estado-espa￿o, em seguida tes-
tamos para cada poss￿vel regressªo (isto Ø, para cada combina￿ªo poss￿vel dos
regressores) os vÆrios modelos descritos na Tabela 1 os quais de￿nem diferentes
sistemas de equa￿ıes de estado-espa￿o a partir de varia￿ıes dos par￿metros ￿ e
￿.
Para de￿nir as variÆveis da regressªo utilizamos sete sØries potenciais que
teriam, em tese, poder explicativo na regressªo de back-cast (todas estas sØries
explicativas estªo em log e com observa￿ıes a partir de 1980:1 a 2007:11): pro-
du￿ªo industrial, produ￿ªo da indœstria de transforma￿ªo, produ￿ªo de papelªo,
produ￿ªo de autom￿veis, produ￿ªo de a￿o, produ￿ªo de cimento, e produ￿ªo de
energia. AlØm destas sØries, inclu￿mos dummies sazonais (no total de onze dum-
10mies) em cada regressªo. Em seguida, para cada regressªo testamos todos os
seis modelos da Tabela 1.
Nossa escolha ￿nal entre variÆveis e modelos foi a seguinte: os regressores
para emprego (em log) foram as sØries de produto interno bruto (Issler e Notini
(2008)) e energia; para a regressªo de renda (em log), selecionamos a produ￿ªo
de papel e de cimento como regressores. Ambas as regressıes incluem as onze
dummies sazonais para o ajuste da sØrie estimada. Quanto aos par￿metros para
a de￿ni￿ªo dos modelos encontramos como melhor op￿ªo tanto para o back-cast
de emprego quanto para o de renda o modelo estÆtico em n￿vel com res￿duos
IID, isto Ø, ￿ e ￿ nulos. A escolha dos regressores e do modelo ￿nal foi feita com
base em uma anÆlise numØrica das sØries resultantes (de emprego e renda) ap￿s
conclu￿do o back-cast, utizando todas as poss￿veis combina￿ıes das sete sØries
referidas anteriormente - com algum poder explicativo na regressªo - combinadas
a cada um dos seis modelos poss￿veis.
Os resultados estªo apresentados na Figura 1 abaixo, juntamente com as
sØries de Produ￿ªo (Yt) e Vendas (St), depois de um ajuste sazonal. Para renda
(It) e emprego (Nt) as Æreas sombreadas nos grÆ￿cos indicam a amostra real







1980 1985 1990 1995 2000 2005
Renda - Log e Ajuste Sazonal









80 82 84 86 88 90 92 94 96 98 00 02 04 06
Vendas - Log e Ajuste Sazonal











80 82 84 86 88 90 92 94 96 98 00 02 04 06
Prod Industrial - Log e Ajuste Sazonal









80 82 84 86 88 90 92 94 96 98 00 02 04 06
Emprego - Log e Ajuste Sazonal
Emprego - Log e Ajuste Sazonal `rea Escura Ø observada
De posse das sØries completas no per￿odo desejado (1980 a 2007) - emprego,
renda, vendas, produto - podemos passar a etapa de constru￿ªo do ￿ndice co-
incidente. Antes disso porØm testamos a presen￿a de uma raiz unitÆria no
polin￿mio autoregressivo de cada uma das sØries. Primeiramente, usamos o
teste Dickey-Fuller Aumentado (ADF). Os resultados iniciais foram examinados
sob a ￿tica do teste de Phillips e Perron (1988) e o teste estacionÆrio proposto
por Kwiatkowski et al. (1992). Todas as sØries coincidentes mostraram sinal de
raiz unitÆria nos testes e por isso foram transformadas em primeiras diferen￿as
(logs) antes da combina￿ªo em um ￿ndice composto.
Tabela 2: SØries Coincidentes - Testes de raiz unitÆria
VariÆvel ADF Kwiatkowski et. al Phillips and Perron
t-stat. p-valor LM-statistic t-stat. p-valor
Emprego -0.62 0.86 2.13* -0.55 0.88
Prod. Industrial -0.49 0.89 1.78* -0.87 0.80
Vendas -0.34 0.92 2.12* -0.76 0.82
Renda -0.43 0.90 2.10* -0.75 0.83
Notas:(i) ADF e Phillips and Perron H0:sØrie tem uma raiz unitÆria; Kwiatkowski
H0:sØrie Ø estacionÆria.(ii)o asterisco (*) indica que a hip￿tese nula Ø rejeitada a 5%.
154.2 ˝ndice Coincidente TCB ￿TCB ￿ CIt
Usando (1), constru￿mos um ￿ndice coincidente com o mØtodo TCB (TCB ￿ CIt).
Em seguida, comparamos as datas de pontos de reversªo deste ￿ndice com as
de outros dois ￿ndices: uma estimativa mensal do PIB brasileiro constru￿da por
Issler e Notini (2008), usando a tØcnica de M￿nch e Uhlig (2005), e com uma pre-
viamente constru￿da por Duarte, Issler e Spacov (2004) que tambØm usa a tØc-
nica TCB, mas com sØries descontinuadas para renda e emprego. Estes ￿ndices
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˝ndice Coincidente ￿`rea Escura Equivale a Recessıes (Bry-Boschan)
Os resultados na Tabela 2 mostram que a data￿ªo corrente usando o mØtodo
TCB traz resultados mais pr￿ximos aos de Duarte, Issler e Spacov que os da
data￿ªo do PIB mensal brasileiro. A maior diferen￿a aparece na data￿ªo da re-
cessªo de 1991. A data￿ªo de Duarte, Issler e Spacov compreende dois epis￿dios
de recessªo em um s￿ quando comparado a data￿ªo do TCB ￿ CIt. TambØm
Ø notado que o PIB perde as duas œltimas recessıes datadas pelo TCB ￿CIt e
Duarte, Issler e Spacov3.
3Este comportamento - PIB nªo datando as duas œltimas recessıes - desaparece se usarmos
o mØtodo de data￿ªo de Bry-Boschan modi￿cado proposto por M￿nch e Uhlig (2005) para
16Tabela 3 ￿Compara￿ıes de Pontos de Reversªo
Data￿ªo de Bry e Boschan (1971)
Datas de Picos Datas de Vales
TCB ￿ CIt Duarte PIB TCB ￿ CIt Duarte PIB
et alli Brasileiro et alli Brasileiro
1980:10 NA 1981:09 NA 1981:11
1982:07 1982:6 1983:02 1983:10 1983:02
1987:02 1987:04 1988:3 1988:10 1989:02 1988:10
1989:06 1989:08 1989:6 1990:04
1991:07 1991:12 1991:03 1991:12
1994:12 1995:03 1994:12 1995:07 1995:09 1995:07
1997:10 1997:10 1997:10 1999:02 1999:02 1999:01
2000:12 2001:09
2002:10 2002:4 2003:06
Notas: A anÆlise de Duarte et alli. (2004) come￿a em 1982:05. Portanto, nªo
poderia datar a recessªo de 1980. A sØrie de PIB brasileiro usa a estimativa constru￿da
por Issler e Notini (2008).
Pelos resultados na Tabela 3, podemos calcular quªo freq￿entes sªo as re-
cessıes brasileiras. De 1980-2007:11, tivemos um total de 9 recessıes. Em
mØdia, observamos neste per￿odo uma recessªo a cada 3 anos e 3 meses, o que Ø
substancialmente maior que a mØdia hist￿rica estado-unidense de uma recessªo
a cada 5 anos. Recessıes no Brasil tambØm duram mais tempo do que as re-
cessıes estado-unidenses: enquanto as nossas duram por 12 meses, em mØdia,
recessıes dos EUA duram entre 6 meses e um ano. De fato, Duarte, Issler e
Spacov apontaram que este comportamento pode ser devido aos problemas que
a economia brasileira enfrentou na era p￿s-1980, quando o crescimento do PIB
declinou de quase 7% ao ano em termos reais na era prØ-1980 para quase 2.2%
na era p￿s-1980.
A Tabela 4 abaixo refaz o exerc￿cio da Tabela 3 usando a data￿ªo de M￿nch
and Uhlig, que leva em conta aspectos de assimetria entre expansıes e recessıes.
os resultados sªo similares aos usando a tØcnica de Bry e Boschan (1971). Aqui,
as similaridades de pontos de reversªo sªo mais patentes do que aquelas usando-
se a tØcnica de Bry-Boschan.
datar todos os trŒs ￿ndices. Como a diferen￿a entre esses dois mØtodos estÆ relacionada a
assimetrias no tratamento de picos e vales, um comportamento assimØtrico no PIB brasileiro
pode ser uma explica￿ªo para este resultado.
17Tabela 4 ￿Compara￿ıes de Pontos de Reversªo
Data￿ªo de M￿nch and Uhlig (2005)
Datas de Picos Datas de Vales
TCB ￿ CIt Duarte PIB TCB ￿ CIt Duarte PIB
et alli Brasileiro et alli Brasileiro
1980:10 NA 1980:10 1981:09 NA 1981:11
1982:07 1982:07 1983:02 1983:02
1987:02 1987:04 1987:02 1988:10 1989:02 1988:10
1989:06 1989:08 1989:06 1990:04 1990:04
1991:07 1991:07 1991:12 1991:12 1991:12
1994:12 1994:12 1994:12 1995:07 1995:9 1995:07
1997:10 1997:10 1997:10 1999:02 1999:02 1999:01
2000:12 2000:12 2000:12 2001:09 2001:9 2001:09
2002:10 2002:10 2003:06 2003:03
Notas: ver Tabela 3.
De forma geral, os resultados do exerc￿cios de data￿ªo mostram que o back-
casting das sØries de renda e emprego foram bem sucedidos, no sentido de que
mantiveram a coerŒncia da data￿ªo de TCB ￿ CIt vis-￿-vis ￿quela do PIB
mensal ou ￿quela obtida por Duarte, Issler e Spacov, com as mesmas sØries no
per￿odo prØ-2002, i.e., antes da mudan￿a metodol￿gica da PME. Vale resslatar
que a similaridade Ø maior quando se considera o mØtodo de data￿ªo de M￿nch
and Uhlig.
4.3 SØries Antecedentes
Os indicadores antecedentes sªo amplamente usados para prever pontos de rever-
sªo de ciclos de neg￿cios em muitos pa￿ses. A escolha de um ￿ndice antecedente
envolve trŒs etapas: (i) selecionar um indicador alvo apropriado como medida
de atividade econ￿mica a ser ￿antecedido￿ , (ii) selecionar indicadores econ￿mi-
cos e ￿nanceiros adequados como previsores dos pontos de reversªo dessa sØrie
de referŒncia; (iii) combinar as sØries antecedentes selecionadas formando um
￿ndice composto antecedente.
A primeira etapa foi alcan￿ada na se￿ªo anterior, onde obtivemos um ￿ndice
composto coincidente da atividade econ￿mica para a economia brasileira depois
de recuperarmos as sØries de emprego e renda. A pr￿xima etapa Ø selecionar
indicadores antecedentes apropriados como previsores dos pontos de reversªo do
￿ndice coincidente. Procuramos sØries que satisfazem as seguintes condi￿ıes: (a)
sªo observÆveis em periodicidade mensal no per￿odo de 1980-2007:11; (b) sªo
atualizadas mensalmente, e tŒm poucas revisıes de seus valores preliminares.
Pesquisas recentes mostraram que dados de sondagem (surveys) sobre a
tendŒncia de neg￿cios sªo particularmente œteis para monitoramento e previsªo
de ciclos de neg￿cios. Sondagens sobre tendŒncias de neg￿cios sªo realizadas em
todos os pa￿ses membros da OECD e provaram ser um meio e￿ciente de gerar
informa￿ıes rapidamente sobre ￿ utua￿ıes de curto prazo. No Brasil, o Instituto
18Brasileiro de Economia (IBRE) da Funda￿ªo Getœlio Vargas (FGV) Ø um insti-
tuto pioneiro que computa sondagens sobre atividades econ￿micas. Estas sØries
incluem sondagens sobre expectativas de consumo e neg￿cios na produ￿ªo in-
dustrial e sØries relacionadas, como: ￿ uxo de pedidos, n￿vel de pedidos, estoques
de bens, etc.
A partir das sØries de sondagem da FGV e outras bases de dados brasileiras
(IBGE, IPEADATA, e Banco Central), selecionamos 44 sØries que sªo candi-
datas a serem sØries antecedentes do ￿ndice coincidente. Nossa escolha foi guiada
pela experiŒncia internacional (Stock e Watson (1989, 1993)) e tambØm pela ex-
periŒncia local (Contador e Ferraz (1999) e Duarte, Issler e Spacov (2004)). O
problema principal das sØries de sondagem da FGV Ø que elas foram computadas
em freq￿Œncia trimestral atØ setembro de 2005, quando entªo come￿aram a ser
computadas em freq￿Œncia mensal. Por isso, existe a necessidade de interpolar
os dados trimestrais para estes serem usados de forma mensal. Nosso mØtodo
de interpola￿ªo foi o de M￿nch e Uhlig (2005), discutido na se￿ªo anterior.
Todas as sØries antecedentes nominais foram de￿ acionadas para que re￿ etis-
sem seu poder de compra de mar￿o de 2008. O de￿ ator utilizado foi o IGP-DI -
calculado pela FGV. Todas as sØries denominadas em moeda estrangeira foram
convertidas em moeda brasileira a taxa de c￿mbio prevalecente e subsequente-
mente de￿ acionada pelo IGP-DI. Todas as sØries tiveram seus valores convertidos
em log, salvo quando a sØrie original nªo aceita a opera￿ªo (potencialmente por
apresentar valores nulos ou negativos). AlØm disso, todas as sØries sofreram
ajuste sazonal anterior a anÆlise usando procedimento X-12.
Com exce￿ªo das sØries de tendŒncia de sondagem da FGV, todas as sØries
antecedentes foram testadas quanto a presen￿a de raiz unitÆria. SØries de
sondagem sªo, por constru￿ªo, limitadas. Logo, nªo podem possuir raiz unitÆria
em seu polin￿mio auto-regressivo, dado que sØries com essa caracter￿stica pos-
suem um intervalo de varia￿ªo in￿nito, violando a caracter￿stica deste ser limi-
tado. De forma preliminar, usamos o teste de Dickey-Fuller Aumentado (ADF)
para testar a ordem de integra￿ªo das sØries antecedentes candidatas. Esses
resultados iniciais foram examinados com o teste de Phillips e Perron (1988) e o
teste estacionÆrio proposto por Kwiatkowski et al. (1992). Todas as sØries com
raiz unitÆria foram transformadas em primeira diferen￿a (e logs) antes de serem
combinadas em um ￿ndice composto. As demais sØries foram apenas transfor-
madas em log, quando esta era uma opera￿ªo poss￿vel. Os resultados estªo no
ApŒndice, de forma a nªo tomar muito espa￿o no texto.
Para medir a qualidade com a qual uma sØrie antecedente prevŒ os estados
(recessªo e. expansªo) da sØrie coincidente usaremos o critØrio proposto por
Zhang e Zhuang (2002) e Gallardo e Pedersen (1997): o escore de probabilidade
quadrÆtica (em inglŒs, Quadratic Probability Score, QPS). De fato, estat￿stica
idŒntica foi proposta por Diebold e Rudebusch (1999) com ￿ns ligeiramente
distintos, sendo que Zhang e Zhuang e Gallardo e Pedersen a usam com ￿m







onde Pt denota os resultados de uma tØcnica de data￿ªo previstos pela sØrie can-
didata a indicador antecedente e Rt o resultado da mesma tØcnica de data￿ªo
aplicada a sØrie coincidente de referŒncia. A partir do uso de alguma tØcnica de
data￿ªo, ambos assumem o valor um quando ocorre um ponto de reversªo e zero
caso contrÆrio. Logo, estamos medindo desvios das data￿ıes das antecedentes
vis-￿-vis a data￿ªo da coincidente. Denotamos por T o nœmero total de obser-
va￿ıes no tempo. Por constru￿ªo o valor do QPS (h) varia entre zero e um. Um
escore de zero indica uma previsªo perfeita da antecedente vis-￿-vis ao ￿ndice
concidente. O valor de QPS (h) mede a porcentagem de acerto na amostra nos
dois estados poss￿veis: recessªo e expansªo. JÆ h mede a janela de previsªo,
dado que a sØrie antecedente pode estar defasada de h per￿odos vis-￿-vis a sØrie
coincidente, i.e., comparamos a data￿ªo da sØrie antecedente em t ￿ h com a
data￿ªo da coincidente em t. A princ￿pio, podemos calcular o valor de QPS (h)
para diferentes valores de h.
Os critØrios bÆsicos que usamos para selecionar as sØries antecedentes que
devem compor um ￿ndice sªo os seguintes. Primeiramente calculamos para cada
uma delas o seu valor ￿timo (menor erro) de QPS (h), denotado por QPS (h￿),
onde h￿ Ø o lag ￿timo associado a este. AlØm disso, veri￿camos sua rela￿ªo de
causalidade de Granger com o indicador coincidente. Obviamente, para uma
sØrie ser candidata a antecedente, devemos ter um valor baixo para os vÆrios
QPS (h) e para QPS (h￿) em particular. Ademais, tambØm devemos ter h￿ > 0,
caso contrÆrio, a sØrie nªo antecede e sim Ø defasada (lagging) em rela￿ªo ao
indicador coincidente. Com rela￿ªo ao resultado do teste de causalidade de
Granger, espera-se que a sØrie candidata cause no sentido de Granger a sØrie
coincidente, mas que a rec￿proca nªo seja verdadeira. No que segue, usamos
esses critØrios bÆsicos como guia ao compor 10 diferentes versıes de indicadores
compostos antecedentes.
No ApŒndice, a Tabela A4 mostra os resultados do c￿mputo de QPS (h￿) e
h￿, alØm dos resultados do teste de causalidade de Granger. HÆ vÆrios pontos a
notar. Primeiro, a grande maioria das potenciais sØries antecedentes nªo causa
(sem ser causada) no sentido de Granger a sØrie coincidente. As exce￿ıes ￿cam
por conta de algumas sØries da sondagem FGV, alØm da SELIC e do IBOVESPA
em termos reais. Os valores de QPS (h￿) nªo parecem muito baixos, sendo raro
observarmos valores pr￿ximos a 10% (apenas 2 sØries). Ademais, o valor modal
de h￿ Ø a unidade, o que Ø uma defasagem baixa para uma sØrie antecedente.
A partir dos resultados da Tabela A4, de￿nimos os seguintes critØrios para
escolha das sØries que irªo compor um total de 10 ￿ndices antecedentes. Sªo
eles:
1. SØries que possuem QPS menor que 0.4 e lag ￿timo positivo (h￿ > 0)
sendo que o lag zero Ø um lag candidato no conjunto de valores poss￿veis
para o lag h;
202. SØries que possuem QPS menor que 0.4, excluindo o lag zero como um
candidato poss￿vel para valores de h;
3. SØries que Granger-causam as sØries que compıem o ￿ndice coincidente
(isto Ø, Granger causam pelo menos trŒs das quatro sØries que compıem
o ￿ndice coincidente e nªo sªo causadas por nenhuma delas, e isto em
nenhum dos trŒs lags testados: 3, 6, 12);
4. Interse￿ªo entre os trŒs primeiros critØrios;
5. Interse￿ªo entre o terceiro e o segundo critØrios;
6. SØries de sondagem que Granger causavam o ￿ndice (identi￿cadas no critØrio
3);
7. As cinco sØries que possuem o menor QPS em rela￿ªo ao ￿ndice coincidente;
8. SØries candidatas cujo lag ￿timo de previsªo (h￿) estÆ entre dois e sete.meses
e cujo QPS Ø menor ou igual a 0.3,
9. SØries de sondagem que possuem lag ￿timo de previsªo (h￿) entre dois e
sete.meses ;
10. SØries de sondagem que possuem QPS menor ou igual a 0.3;
A partir da constru￿ªo desses 10 ￿ndices antecedentes compostos, apresen-
tamos, no ApŒndice, os resultados de data￿ªo de cada um deles em rela￿ªo ao
￿ndice coincidente; ver as Tabelas A5 4 e A6 (os critØrios que serÆo analisados
mais a fundo no texto possuem suas tabelas de data￿ªo integrados ao texto desta
se￿ªo). Abaixo, apresentamos na Tabela 5 os valores de QPS (h￿) e lag ￿timo
h￿ para cada critØrio listado acima. Cada critØrio corresponde a um poss￿vel
￿ndice antecedente.
4As Tabelas A5 apresentam a data￿ªo utilizando o mØtodo desenvolvido por Monch e
Uhlig (2005). Nas Tabelas A6, no ApŒndice, sªo apresentados os resultados com a data￿ªo
de Bry-Bosham. A partir da data￿ªo com a rotina de Bry-Bosham podemos concluir que
todos os ￿ndices tiveram um resultdo inferior se comparados com a data￿ªo realizada com a
rotina de Monch e Uhlig (2005). Isso pode ser explicado pela nªo adequa￿ªo do Bry-Bosham
a sØries que apresentam um comportamento distinto para per￿odos de expansªo e recessªo (o
que possivelmente ocorre no Brasil).
21Tabela 5 ￿˝ndices Antecedentes: QPS e Lag ￿timo usando M￿nch e Uhlig
˝ndice Descri￿ªo Sucinta do CritØrio do ˝ndice QPS ￿timo Lag ￿timo
IA1 Lag ￿timo > 0 e QPS < 0.4 0.1910 1
IA2 QPS < 0.4 0.1612 1
IA3 SØries que Causam Granger o Ind. Coincidente 0.2478 1
IA4 Causam Granger Coinc., Lag ￿timo > 0 e QPS < 0.4 0.2358 3
IA5 Causam Granger e QPS < 0.4 0.2328 1
IA6 Causam Granger Coinc. e Dados Sondagem FGV 0.2657 1
IA7 QPS M￿nimo (contØm as 5 sØries de menor QPS) 0.1015 1
IA8 Lag ￿timo entre 2 e 7 e QPS ￿ 0.3 0.2507 3
IA9 Lag ￿timo entre 2 e 7 e Dados Sondagem FGV 0.2866 4
IA10 QPS ￿ 0.3 e Dados Sondagem FGV 0.2507 3
Notas: (i) a coluna 1 indica o nome do ￿ndice antecedente IAx, onde x Ø o nœmero
do critØrio utilizado para a sele￿ªo das sØries antecedentes; (ii) a coluna 2 descreve o
critØrio de sele￿ªo de sØries utilizado por cada ￿ndice; (ii) as colunas 3 e 4 apresentam
respectivamente o QPS ￿timo e o lag ￿timo do ￿ndice antecedente.
Pelos resultados da Tabela 5 acima notamos que os ￿ndices com menor QPS
￿timo possuem como melhor lag (em rela￿ªo ao ￿ndice coincidente) apenas um
per￿odo (no caso, um mŒs). Os ￿ndices com defasagem ￿tima maior que um
per￿odo erram pelo menos duas vezes mais que o melhor ￿ndice em termos de
QPS - o ￿ndice 7. Como o QPS Ø uma medida de erro em rela￿ªo a antecipa￿ªo
dos per￿odos de recessªo e expansªo, preferimos adotar ￿ndices com menor erro
de previsªo (ou menor QPS), mesmo que antecipem em poucos meses a ocor-
rŒncia do ponto de reversªo, a ￿ndices com o dobro do erro de previsªo porØm
com maior antecipa￿ªo da reversªo. Por esta razªo, resolvemos analisar mais
detalhadamente trŒs ￿ndices compostos: os IA7, IA2 e IA1 (os que possuem QPS
￿timo menor que 0.2).
Antes de analisarmos os resultados de data￿ªo de cada ￿ndice precisamos
de￿nir quando consideramos que o ￿ndice antecedente acerta e quando erra um
ponto de reversªo. Ao compararmos o resultado de data￿ªo de um ￿ndice an-
tecedente ao resultado de data￿ªo do coincidente utilizamos o seguinte critØrio:
o ￿ndice antecedente prevŒ corretamente um ponto de reversªo (do coincidente)
caso em uma janela de tamanho 24 centrada na reversªo do ￿ndice antecedente
(isto Ø, 12 per￿odos antes e 12 per￿odos depois da reversªo) exista um ponto de
reversªo do ￿ndice coincidente; o ￿ndice antecedente perde um ponto de reversªo
do coincidente caso nªo exista nenhuma data de reversªo do antecedente que
diste apenas 12 per￿dos de uma reversªo coincidente; o ￿ndice antecedente in-
clui pontos de reversªo nªo existentes no coincidente caso ele indique uma data
de reversªo que nªo seja acompanhada 12 per￿odos a frente ou atrÆs por uma
reversªo do coincidente. Nos dois œltimos casos citados o ￿ndice perde poder de
previsªo, no primeiro caso, ele Ø considerado um bom antecedente.
22Listamos a seguir as data￿ıes do IA7 (o ￿ndice de menor QPS), IA1 e IA2
obtidas utilizando o procedimento de M￿nch e Uhlig. No ApŒndice estªo as
data￿ıes dos demais ￿ndices antecedentes.
Tabela 6 - Compara￿ªo dos Pontos de Reversªo
Data￿ªo M￿nch e Uhlig
Datas de Picos Datas de Vales
TCB - IC IA7 Lag TCB - IC IA7 Lag
1980:10 1981:09 1981:09 0
1982:07 1982:03 -4 1983:02 1983:06 +4
1987:02 1987:01 -1 1988:10 1988:09 -1
1989:06 1989:05 -1 1990:04 1990:03 -1
1991:07 1991:03 -4 1991:12 1992:02 +2
1994:12 1994:11 -1 1995:07 1995:06 -1
1997:10 1997:03 -7 1999:02 1999:01 -1
2000:12 2000:11 -1 2001:09 2001:09 0
2002:10 2002:09 -1 2003:06 2003:07 +1
A coluna 1 e 4 da Tabela 6 mostra as data￿ıes de picos e vales, respecti-
vamente, para o ￿ndice coincidente. A coluna 2 mostra as datas de pontos de
reversªo de picos no ￿ndice IA7, a coluna 3 mostra em quantos per￿odos a data
da reversªo do IA7 antecede a reversªo do ￿ndice coincidente (IC); as colunas
5 e 6 correspondem as colunas 2, 3 s￿ que para pontos de reversªo de vales.
Note que a coluna 3 e 6 (Lags) contØm nœmeros precedidos de sinal positivo
ou negativo. O sinal negativo indica antecedŒncia do IA em rela￿ªo ao IC,
o positivo indica o contrÆrio; o valor nesta coluna sempre estarÆ no intervalo
[￿12;+12]. pois somente lags neste intervalo sªo considerados acertos quanto a
antecedŒncia do indicador; lags fora deste intervalo representam pontos extras
ou pontos perdidos de reversªo do coincidente pelo indicador antecedente. Os
resultados na Tabela 6 que o IA7 prevŒ todos os pontos de reversªo de picos
com alguma antecedŒncia (colunas 1,2,3), apenas perde o primeiro pico do ￿ndice
coincidente. TambØm prevŒ de forma satisfat￿ria todos os pontos de reversªo
de vales (colunas 4,5,6) - dado o nosso critØrio de janela de 12 per￿odos. Outra
caracter￿stica muito importante deste ￿ndice Ø que ele nªo identi￿ca pontos de
reversªo inexistentes (ou extras) no ￿ndice coincidente.
As Tabelas 7 e 8 apresentam as mesmas informa￿ıes para o ￿ndice IA1 e IA2
respectivamente:
23Tabela 7 - Compara￿ªo dos Pontos de Reversªo
Data￿ªo M￿nch e Uhlig
Datas de Picos Datas de Vales
TCB - IC IA1 Lag TCB - IC IA1 Lag
1980:10 1981:09 1981:04 -5
1982:07 1982:02 -5 1983:02 1982:09 -5
1984:07 1985:03
1987:02 1986:09 -5 1987:06
1989:06 1989:05 -1 1988:10
1991:07 1991:06 -1 1990:04 1990:03 -1
1994:12 1994:11 -1 1991:12 1991:11 -1
1997:10 1997:09 -1 1995:07 1995:06 -1
2000:12 2000:07 -5 1999:02 1998:09 -5
2002:10 2002:09 -1 2001:09 2001:09 0
2004:06 2003:06 2003:06 0
2005:1
Tabela 8 - Compara￿ªo dos Pontos de Reversªo
Data￿ªo M￿nch e Uhlig
Datas de Picos Datas de Vales
TCB - IC IA2 Lag TCB - IC IA2 Lag
1980:10 1981:09 1981:08 -1
1982:07 1982:02 -5 1983:02 1983:06 +4
1987:02 1986:09 -5 1987:06
1989:06 1989:05 -1 1988:10
1991:07 1991:06 -1 1990:04 1990:03 -1
1994:12 1994:11 -1 1991:12 1992:07 +7
1997:10 1997:09 -1 1995:07 1995:06 -1
2000:12 2000:12 0 1999:02 1998:12 -2
2002:10 2002:09 -1 2001:09 2001:09 0
2004:08 2003:06 2003:06 0
2005:01
Os resultados na Tabela 7 indicam que o IA1 prevŒ pontos de reversªo inex-
istentes: para dois picos e para trŒs vales, e perde um pico e um vale do ￿ndice
coincidente. JÆ a Tabela 8 mostra que o IA2 prevŒ um pico inexistente, dois
vales inexistentes, perde um pico, e um vale do coincidente. Ou seja, tŒm um
desempenho pior se comparados ao IA7.
Podemos resumir o comportamento de todos os ￿ndices antecedentes em
uma nova tabela, de forma a facilitar nossa anÆlise comparativa dos resultados
24de data￿ªo. A Tabela 9 (para picos) e a Tabela 10 (para vales) abaixo foram
constru￿das com essa ￿nalidade.
Tabela 9 - Compara￿ªo dos resultados de data￿ªo de Picos dos ˝ndices Antecedentes
Data￿ªo M￿nch e Uhlig
˝ndice Nœmero de PR PR antecedentes [￿12;+12] PR perdidos PR extras
IC 9 - - -
IA1 10 8 1 2
IA2 9 8 1 1
IA3 7 6 3 1
IA4 10 7 2 3
IA5 8 6 3 2
IA6 8 6 3 2
IA7 8 8 1 0
IA8 8 8 1 0
IA9 10 7 2 3
IA10 9 8 1 1
Notas: (i) coluna 1 mostra o nœmero de pontos de reversªo picos de cada ￿ndice; (ii)
coluna 2 mostra o nœmero de picos que o ￿ndice antecedente prevŒ corretamente (em
rela￿ªo ao coincidente); esta previsªo Ø considerada correta quando estÆ no intervalo
de [￿12;+12] per￿odos do pico do ￿ndice coincidente. (iii) coluna 3 mostra o nœmero
de picos do ￿ndice coincidente que o antecedente nªo previu; (iv) coluna 4 mostra no
nœmero de picos que o ￿ndice antecedente sinalizou mas que nªo foram observados no
￿ndice coincidente.
Tabela 10 - Compara￿ªo dos resultados de data￿ªo de Vales dos ˝ndices Antecedentes
Data￿ªo M￿nch e Uhlig
˝ndice Nœmero de PR PR antecedentes [￿12;+12] PR perdidos PR extras
IC 9 - - -
IA1 11 8 1 3
IA2 10 8 1 2
IA3 8 7 2 1
IA4 11 9 0 2
IA5 9 7 2 2
IA6 8 6 3 2
IA7 9 9 0 0
IA8 10 8 1 2
IA9 11 8 1 3
IA10 10 8 1 2
Notas: (i) coluna 1 mostra o nœmero de pontos de reversªo vales de cada ￿ndice; (ii)
coluna 2 mostra o nœmero de vales que o ￿ndice antecedente prevŒ corretamente (em
25rela￿ªo ao coincidente); esta previsªo Ø considerada correta quando estÆ no intervalo
de [￿12;+12] per￿odos do vale do ￿ndice coincidente. (iii) coluna 3 mostra o nœmero
de vales do ￿ndice coincidente que o antecedente nªo previu; (iv) coluna 4 mostra no
nœmero de vales que o ￿ndice antecedente sinalizou mas que nªo foram observados no
￿ndice coincidente.
A coluna 2 mostra o nœmero de pontos de reversªo (PR) dos ￿ndices (co-
incidente e antecedentes); a coluna 3 lista o nœmero de acertos em rela￿ªo aos
pontos de reversªo do coincidente (na janela de tamanho 12); a coluna 4 mostra
o nœmero de pontos de reversªo do coincidente que o ￿ndice antecedente nªo
prevŒ (PR perdidos), e ￿nalmente a coluna 5 mostra o nœmero de pontos de
reversªo que o antecedente ignora mas que o coincidente apresenta (PR extras).
Percebemos que o IA7 Ø o melhor ￿ndice antecedente para picos - neste
caso o IA8 tem igual desempenho - e vales conjuntamente - neste caso nªo
equiparado a nenhum outro ￿ndice. O critØrio 7 deve ser entªo o preferido5,
o que Ø corroborado pelo QPS de valor 0.1015, i.e., o IA7 prevŒ erradamente
apenas 10,15% dos estados da economia brasileira.
Uma outra forma de compararmos os ￿ndices antecedentes pode ser a partir
de estat￿sticas bÆsicas sobre seus lags de data￿ªo. A Tabela 11 apresenta os
resultados encontrados. Note que o ￿ndice IA7 Ø o que possui menor variabil-
idade de lags quanto a identi￿ca￿ªo de vales, no entanto a previsªo em mØdia
de um ponto de reversªo de vale por este mesmo ￿ndice Ø observada quase con-
juntamente a reversªo do coincidente. JÆ para picos o IA7 prevŒ em mØdia com
2.5 lags de antecedŒncia. O IA1 por esta tabela Ø um ￿ndice que em mØdia
antecipa em 2.50 meses os pontos de picos e 2.25 meses os pontos de vale, o que
justi￿caria a observa￿ªo deste ￿ndice conjuntamente ao IA7.
Tabela 11 - Estat￿sticas bÆsicas para compara￿ªo dos resultados de data￿ªo
Data￿ªo M￿nch e Uhlig - AnÆlise dos lags de antecedŒncia em meses
˝ndice MØdia Picos Desvio Padrªo Picos MØdia Vales Desvio Padrªo Vales
IA1 -2.50 2.07 -2.25 2.31
IA2 -1.87 1.95 0.75 3.10
IA3 -1.83 2.71 2.80 2.94
IA4 -3.42 2.63 -0.62 5.39
IA5 -2.33 1.96 -0.42 5.82
IA6 -2.50 2.07 -0.50 6.37
IA7 -2.50 2.26 0.37 1.84
IA8 -5 4.07 -0.87 3.13
IA9 -4.14 3.93 -1.62 2.44
IA10 -3.85 4.05 0.25 2.60
5Vale a pena ressaltar que o mesmo Ø formado por cinco sØries sendo todas elas sØries de
sondagem.
26Notas: (i) coluna 2 mostra o nœmero de lags mØdio de antecedŒncia (quando o
sinal Ø negativo) de picos do ￿ndice IA em rela￿ªo ao ￿ndice IC. (ii) coluna 3 mostra o
desvio padrªo do nœmero de lags de picos de IA em rela￿ªo a IC; (iii) coluna 4 mostra
o nœmero de lags mØdio de antecedŒncia (quando o sinal Ø negativo) de vales do ￿ndice
IA em rela￿ªo ao ￿ndice IC. (iv) coluna 5 mostra o desvio padrªo do nœmero de lags
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Podemos analisar gra￿camente o ￿ndice antecedente IA7 e o ￿ndice coinci-
dente de atividade econ￿mica. O GrÆ￿co 2, abaixo, mostra ambos os ￿ndices.suavizados
por suas mØdias m￿veis de trŒs meses. A sØrie em vermelho corresponde ao
￿ndice coincidente, e a sØrie em azul (inferior no grÆ￿co) ao IA7. Podemos notar
uma leve antecipa￿ªo do IA7 (sØrie em azul) em rela￿ªo ao ￿ndice coincidente,
resultado desejado.
AlØm das data￿ıes dos ￿ndice IA1, IA2 e IA7, podemos analisar as data￿ıes
sugeridas pelos trŒs ￿ndices que se baseiam somente nas sØries de sondagens, sªo
eles: IA6, IA9 e IA10. Cada um desses ￿ndices limita o conjunto das sØries de
sondagem utilizadas de forma diferente. O ￿ndice 6 utiliza as sØries de sondagem
que Granger causam as sØries do ￿ndice coincidente. O ￿ndice 9 utiliza todas as
sØries de sondagem cujo lag ￿timo estÆ no intervalo aberto (2,7), com isso escolhe
sØries que conseguem um lag maior em rela￿ªo ao ￿ndice coincidente; jÆ o ￿ndice
10 utiliza as sØries de sondagem que possuem um erro QPS menor que 0.3, ou
28seja, erram menos de 30% das vezes. Podemos observar que o ￿ndice IA10, prevŒ
melhor eventos de reversªo tanto picos como vales se comparado a IA6, IA9.
No entanto, podemos observar que ao serem comparados com os demais ￿ndices
- que combinam sØries de sondagens e de nªo-sondagens - estes ￿ndices possuem
um QPS alto. Logo podemos concluir que os dados de sondagem se mostraram
bons previsores do estado da economia mas sua utiliza￿ªo na forma￿ªo de ￿ndices
antecedentes nªo deve ser imposta.
Toda a data￿ªo apresentada atØ o momento utilizou o algoritmo de Monch
e Uhlig (2005) para encontrar pontos de reversªo das sØries (￿ndices); no en-
tanto, o algoritmo de Bry-Boschan tambØm foi utilizado. A diferen￿a entre
esses dois algoritmos se resume ao tratamento dado a per￿odos de expansªo e
recessªo. Enquanto Bry e Boschan consideram que ambos os per￿odos tem igual
comportamento, Monch e Uhlig atribuem comportamento distinto entre eles
(nœmero de per￿odos de dura￿ªo). Analisando os resultados da Tabela A6 (Bry-
Boschan), podemos concluir que todos os ￿ndices tiveram um resultdo inferior
se comparados com a data￿ªo anteriormente realizada com a rotina de Monch
e Uhlig (2005), Tabelas 5 e A5. Isso pode ser explicado pela nªo adequa￿ªo do
Bry-Boschan a sØries que apresentam um comportamento distinto para per￿odos
de expansªo e recessªo (o que possivelmente ocorre com as sØries brasileiras).
O que podemos perceber Ø que independente do mØtodo de data￿ªo, os ￿ndices
formados a partir dos critØrios 1 e 7 apresentaram os melhores resultados sendo
que para Bry-Boschan o ￿ndice 1 apresenta a melhor desempenho em anteceder
os estados da economia.
Vale citar que algumas sØries antecedentes aparecem em vÆrios dos critØrios
que utilizamos para de￿ni￿ªo dos ￿ndices antecedentes.e aparecem principal-
mente dentre as que de￿nem os melhores ￿ndices antecedentes - segundo o
critØrio de menor QPS - sªo elas: ibovespa, base monetÆria, M1, demanda
externa, sondagem da indœstria de bens de consumo, e sondagem da indœstria
de bens de capital6.
TambØm observamos com este exerc￿cio que ao selecionarmos um conjunto
de sØries com QPS baixo em rela￿ªo ao ￿ndice coincidente podemos construir
um ￿ndice composto antecedente com QPS ainda menor do que o das sØries
individualmente, o que justi￿ca a cria￿ªo de um ￿ndice antecedente.
5 Conclusªo
Esse artigo tem trŒs contribui￿ıes originais. A primeira Ø exatamente no esfor￿o
de reconstru￿ªo das sØries de emprego e renda, de modo a permitir a cria￿ªo
de um novo ￿ndice coincidente para a atividade econ￿mica brasileira. Para tal,
foi utilizada uma representa￿ªo espa￿o de estados das sØries a serem reconstru￿-
das, estimada usando-se o ￿ltro de Kalman. A segunda Ø a constru￿ªo de um
￿ndice coincidente de atividade econ￿mica para o Brasil e, a partir dele, (re)
estabelecer uma cronologia de recessıes para o passado recente da economia
6Nas tabelas A7, A8,....A16 do ApŒndice apresentamos as sØries que compoem cada um
dos ￿ndices antecedentes
29brasileira. Para tal, seguimos o esfor￿o de Duarte, Issler e Spacov (2004), que
incorporaram ￿ sua escolha de ￿ndice coincidente grande parte da experiŒncia
estado-unidense de quase um sØculo de pesquisas sobre ciclos de neg￿cios, re-
caindo a mesma num indicador baseado na metodologia do TCB. A partir da
reconstru￿ªo de sØries coincidentes de emprego e renda ￿ atividade econ￿mica e,
usando a metodologia do TCB, propomos um novo indicador coincidente mensal
de atividade econ￿mica para o Brasil no per￿odo 1980:1 a 2007:11. AlØm disso,
propomos tambØm uma cronologia das recessıes brasileiras para esse mesmo
per￿odo. A terceira contribui￿ªo Ø a constru￿ªo e a avalia￿ªo de diferentes indi-
cadores antecedentes de atividade econ￿mica para o Brasil. Isso preenche uma
lacuna importante na literatura brasileira, extremamente focada na constru￿ªo
de indicadores coincidentes, sendo Contador e Ferraz (1999) e Duarte, Issler e
Spacov as œnicas duas exce￿ıes. A avalia￿ªo de desempenho destes œltimos Ø
realizada a partir da sua capacidade de antecipar os picos e vales do indicador
coincidente previamente constru￿do.
Nosso ￿ndice coincidente apontou a existŒncia de nove recessıes na economia
brasileira para o per￿odo 1980:1 a 2007:11. Em mØdia, observamos uma recessªo
a cada trŒs anos e trŒs meses, o que pode ser considerado alto vis-￿-vis os EUA,
que passaram em mØdia por uma recessªo a cada cinco anos. As recessıes
brasileiras tambØm duraram mais tempo se comparadas com as americanas: no
Brasil uma recessªo dura em mØdia doze meses enquanto que nos EUA dura
seis meses. HÆ que se levar em conta, entretanto, o excepcional per￿odo em que
foram aplicadas essas tØcnicas, que inclui a chamada "dØcada perdida".
Em seguida, a partir de uma extensa lista de sØries econ￿micas dos mais
diversos setores da economia estabelecemos um conjunto de dez ￿ndices an-
tecedentes para a atividade econ￿mica. Os mesmos foram comparados com
base na capacidade de anteceder os per￿odos de expansªo e recessªo do ￿ndice
coincidente, o IA7, constru￿do a partir do critØrio ￿QPS m￿nimo￿ , se mostrou
superior aos demais, acertando aproximadamente 90% das vezes o estado da
economia brasileira.
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34A Tabelas Selecionadas
Tabela A1: SØries Antecedentes - Descri￿ªo das SØries Utilizadas
(*esta tabela nªo inclui as sØries de sondagem, descritas na Tabela
A2)
SØries Antecedentes Descri￿ªo Fonte
BASE_R Base MonetÆria Bacen
SELIC_R Taxa Selic Bacen
M1_R M1 Bacen
IBOV_R Ibovespa Bovespa
EXP_PRECOS Pre￿o das Exporta￿ıes Funcex
EXP_QUANTUM Quantum das Exporta￿ıes Funcex
EXP_R Exporta￿ıes (FOB) Funcex
TTROCA Termos de troca Funcex
IMP_PRECOS Pre￿o das Importa￿ıes Funcex
IMP_QUANTUM Quantum das Importa￿ıes Funcex
IMP_R Importa￿ıes (FOB) Funcex
CAMBIO_R Taxa de C￿mbio Bacen
NUCIFIESP Grau de Ocupa￿ªo Ind. Manuf. Fiesp
PROD_BC Produ￿ªo - bens de consumo IBGE/PIM
PROD_BCD Produ￿ªo - durÆveis IBGE/PIM
PROD_BCND Prod. - bens de cons. nªo durÆveis IBGE/PIM
PROD_BI Produ￿ªo - bens intermediÆrios IBGE/PIM
PROD_BK Produ￿ªo - bens de capital IBGE/PIM
PRODINDT Prod. Ind.- ind. de processamento IBGE/PIM
PRODONI Produ￿ªo - onibus IBGE/PIM
PRODVEI Produ￿ªo - ve￿culos Anfavea
PRODAUTO Produ￿ªo - carros Anfavea
PRODCAM Produ￿ªo - caminhıes Anfavea
SAL_R SalÆrios nom. de￿ acionados - ind.
PO Pessoal ocupado - indœstria Fiesp
HPP Horas Pagas - indœstria Fiesp
HTP Horas trab. na produ￿ªo - indœstria Fiesp
ICMS_R Imposto Circ. Mercadorias e Servi￿os Confaz
INPC_R ˝ndice de Pre￿os ao Consumidor IBGE
SPC Consultas ao SPC ACSP
IPA_R ˝ndice de Pre￿os ao Atacado FGV
FALENCIAS Nœmero de FalŒncias
35Tabela A2: SØries Antecedentes (Sondagem FGV) - Descri￿ªo das
SØries Utilizadas
Dados de Sondagem Descri￿ªo Fonte
NUCI_BR Sondagem da indœstria manufatureira FGV
NUCI_BC Sondagem da indœstria de bens de consumo FGV
NUCI_BK Sondagem da indœstria de bens de capital FGV
NUCI_MC Sondagem da indœstria de material de constru￿ªo FGV
NUCI_BI Sondagem da indœstria de bens intermediÆrios FGV
DEMINT Sondagem da indœstria - n￿vel de demanda interna FGV
DEMEX Sondagem da indœstria - n￿vel de demanda externa FGV
DEMPREVINT Sondagem da indœstria - previsªo de demanda interna FGV
DEMPREVEXT Sondagem da indœstria - previsªo de demanda externa FGV
DEMGLOB Sondagem da indœstria - n￿vel de demanda global FGV
DEMPREV Sondagem da indœstria - previsªo de demanda global FGV
EMPPREV Sondagem da indœstria - previsªo de emprego FGV
ESTOQUES Sondagem da indœstria - n￿vel de inventÆrio FGV
PRODPREV Sondagem da indœstria - previsªo de produ￿ªo FGV
36Tabela A3: SØries Antecedentes - Teste ADF de raiz unitÆria






























Notas: (i) a especi￿ca￿ªo da equa￿ªo do teste se deu com base no Schwartz Infor-
mation Criterion; (ii) o asterisco (*) indica que a hip￿tese nula Ø rejeitada a 5%.
37Tabela A3 (continua￿ªo)

















Notas: (i) a especi￿ca￿ªo da equa￿ªo do teste se deu com base no Schwartz Infor-
mation Criterion; (ii) o asterisco (*) indica que a hip￿tese nula Ø rejeitada a 5%.
38Tabela A4: SØries Antecedentes - QPS(h￿) e Causalidade de Granger
Antecedentes h￿-￿timo QPS M￿n.-QPS(h￿) Granger-Causa
BASE_R 1 0.4567 B
DEMGLOB 3 0.2806 B
DEMPREV 4 0.2866 B
EXP_R 7 0.3642 N
EXP_QUANTUM 12 0.3104 N
HPP 1 0.4299 B
HTP 1 0.3940 N
IMP_R 1 0.3761 N
IPA_R 11 0.5164 N
M1_R 1 0.3373 C
NUCI_BC 1 0.3463 C
NUCI_BK 1 0.3134 C
NUCI_MC 1 0.2507 C
PO 1 0.4090 N
PRODAUTO 1 0.2149 B
PROD_BC 1 0.1254 B
PROD_BCND 1 0.2328 N
PROD_BI 1 0.1104 N
PROD_BK 1 0.3463 N
PRODINDT 1 0.3104 N
ESTOQUES 2 0.1761 B
IBOV_R 5 0.2448 C
ICMS_R 1 0.3134 B
INPC_R 5 0.4776 N
NUCI_BR 1 0.2746 B
NUCIFIESP 1 0.2478 B
PROD_BCD 1 0.2746 N
PROD_CAM 1 0.2627 N
PRODONI 1 0.4179 N
Notas: (i) As estat￿sticas QPS(h￿) e h￿ sªo computadas de acordo com a descri￿ªo
da equa￿ªo (15) no texto. (ii) No teste de causalidade de Granger, o s￿mbolo C denota
que a sØrie antecedente Granger-Causa pelo menos trŒs das quatro sØries que compıem
o ￿ndice coincidente sem que a rec￿proca nªo seja verdadeira. O s￿mbolo B denota
causalidade bi-direcional no teste de causalidade de Granger. O s￿mbolo N denota que
a sØrie antecedente nªo Granger-Causa a sØrie coincidente. O n￿vel de signi￿c￿ncia
foi ￿xado em 5% nesses testes e o nœmero de defasagens no teste foi ￿xado em 3, 6,
12. Para efeito dos resultados do teste de causalidade considerou-se a existŒncia de
causalidade em pelo menos um desses lags.
39Tabela A4 (continua￿ªo)
Antecedentes h￿-￿timo QPS M￿n.-QPS(h￿) Granger-Causa
PRODPREV 3 0.2507 N
PRODVEI 1 0.3224 N
SAL_R 1 0.3761 N
NUCI_BI 1 0.3224 B
CAMBIO_R 12 0.6000 B
EXP_PRECOS 3 0.3881 N
IMP_PRECOS 10 0.5045 N
SELIC_R 11 0.5821 C
TTROCA 2 0.3642 N
DEMEXT 6 0.3164 N
DEMINT 2 0.2746 B
DEMPREVEXT 4 0.3463 N
DEMPREVINT 4 0.2716 B
IMP_QUANTUM 1 0.3343 N
LN_SPC 1 0.2537 B
Notas: (i) As estat￿sticas QPS(h￿) e h￿ sªo computadas de acordo com a descri￿ªo
da equa￿ªo (15) no texto. (ii) No teste de causalidade de Granger, o s￿mbolo C denota
que a sØrie antecedente Granger-Causa pelo menos trŒs das quatro sØries que compıem
o ￿ndice coincidente sem que a rec￿proca nªo seja verdadeira. O s￿mbolo B denota
causalidade bi-direcional no teste de causalidade de Granger. O s￿mbolo N denota que
a sØrie antecedente nªo Granger-Causa a sØrie coincidente. O n￿vel de signi￿c￿ncia
foi ￿xado em 5% nesses testes e o nœmero de defasagens no teste foi ￿xado em 3, 6,
12. Para efeito dos resultados do teste de causalidade considerou-se a existŒncia de
causalidade em pelo menos um desses lags.
40Tabela A5: Data￿ªo M￿nch e Uhlig dos ˝ndices Antecedentes
Tabela A5 ￿˝ndices Antecedentes Selecionados
Compara￿ªo dos Pontos de Reversªo ￿M￿nch e Uhlig
Datas de Picos Datas de Vales
TCB - IC IA3 Lag TCB - IC IA3 Lag
1980:10 1981:09
1982:07 1983:02 1983:06 +4
1987:02 1986:09 -5
1989:06 1989:03 -3 1988:10 1988:12 +2
1991:07 1991:04 -3 1990:04 1990:03 -1
1994:12 1994:11 -1 1991:12 1992:07 +7
1997:10 1997:08 -2 1995:07 1995:09 +2
2000:12 2001:03 +3 1999:02 1998:11 -3
2002:10 2001:09 2002:03 +6
2004:09 2003:06
2005:12
Nota: A coluna Lag apresenta valor negativo quando o ￿ndice antecedente antecede
o ￿ndice coincidente e valor positivo quando ocorre o contrÆrio. O valor desta coluna
em m￿dulo corresponde ao nœmero de per￿odos que um dos ￿ndices antecede o outro.
Note que este valor s￿ Ø calculado para data￿ıes na janela de per￿odos centrada sempre
no antecedente.
Tabela A5 ￿˝ndices Antecedentes Selecionados (continua￿ªo)
Compara￿ªo dos Pontos de Reversªo ￿M￿nch e Uhlig
Datas de Picos Datas de Vales
TCB - IC IA4 Lag TCB - IC IA4 Lag
1980:10 1981:09 1981:03 -6
1982:07 1981:11 -8 1983:02 1982:10 -4
1984:04 1985:03
1987:02 1986:09 -5 1988:10 1988:07 -3
1989:06 1989 3 -3 1990:04 1990:02 -2
1990:06
1991:07 1991:12 1992:12 +12
1994:12 1994:09 -3 1995:07 1995:07 0
1997:10 1997:06 -4 1999:02 1998:11 -3
2000:12 2000:12 0 2001:09 2001:09 0
2002:10 2002:09 -1 2003:06 2003:01 -5
2004:06 2005:03
Nota: ver nota da primeira tabela A5.
41Tabela A5 ￿˝ndices Antecedentes Selecionados (continua￿ªo)
Compara￿ªo dos Pontos de Reversªo ￿M￿nch e Uhlig
Datas de Picos Datas de Vales
TCB - IC IA5 Lag TCB - IC IA5 Lag
1980:10 1981:09 1981:09 0
1982:07 1982:04 -3 1983:02 1983:06 +4
1987:06
1987:02 1986:09 -5 1988:10
1988:03
1989:06 1990:04 1990:03 -1
1991:07 1991:06 -1 1991:12 1992:06 +6
1994:12 1994:11 -1 1995:07 1995:09 +2
1997:10 1997:06 -4 1999:02 1998:12 -2
2000:12 2000:12 0 2001:09
2002:10 2003:06 2002:06 -12
2004:09 2005:03
Nota: ver nota da primeira tabela A5.
Tabela A5 ￿˝ndices Antecedentes Selecionados (continua￿ªo)
Compara￿ªo dos Pontos de Reversªo ￿M￿nch e Uhlig
Datas de Picos Datas de Vales
TCB - IC IA6 Lag TCB - IC IA6 Lag
1980:10 1981:09
1982:07 1982:04 -3 1983:02 1983:06 +4
1987:06
1987:02 1986:09 -5 1988:10
1988:03
1989:06 1990:04 1990:03 -1
1991:07 1991:04 -3 1991:12 1992:06 +6
1994:12 1994:12 0 1995:07 1995:09 +2
1997:10 1997:06 -4 1999:02 1998:12 -2
2000:12 2000:12 0 2001:09
2002:10 2003:06 2002:06 -12
2004:09 2005:12
Nota: ver nota da primeira tabela A5.
42Tabela A5 ￿˝ndices Antecedentes Selecionados (continua￿ªo)
Compara￿ªo dos Pontos de Reversªo ￿M￿nch e Uhlig
Datas de Picos Datas de Vales
TCB - IC IA8 Lag TCB - IC IA8 Lag
1980:10 1981:09 1981:04 -5
1982:07 1982:04 -3 1983:02 1983:07 +5
1987:7
1987:02 1986:07 -7 1988:10
1989:06 1989:04 -2 1990:04 1990:04 0
1991:07 1991:07 0 1991:12 1991:10 -2
1994:12 1994:10 -2 1995:07 1995:07 0
1997:10 1996:10 -12 1999:02 1998:10 -4
2000:12 2000:07 -5 2001:09 2001:07 -2
2002:10 2002:01 -9 2003:06 2003:07 +1
2005:10
Nota: ver nota da primeira tabela A5.
Tabela A5 ￿˝ndices Antecedentes Selecionados (continua￿ªo)
Compara￿ªo dos Pontos de Reversªo ￿M￿nch e Uhlig
Datas de Picos Datas de Vales
TCB - IC IA9 Lag TCB - IC IA9 Lag
1980:10 1981:09 1981:04 -5
1982:07 1982:01 -6 1983:02 1982:10 -4
1985:03
1984:04 1987:07
1987:02 1986:10 -4 1988:10
1989:06 1989:04 -2 1990:04 1990:04 0
1991:07 1991:04 -3 1991:12 1991:10 -2
1994:12 1994:10 -2 1995:07 1995:07 0
1997:10 1996:10 -12 1999:02 1998:10 -4
1999:10
2000:12 2001:09 2001:10 +1
2002:10 2002:10 0 2003:06 2003:07 +1
2004:07 2005:12
Nota: ver nota da primeira tabela A5.
43Tabela A5 ￿˝ndices Antecedentes Selecionados (continua￿ªo)
Compara￿ªo dos Pontos de Reversªo ￿M￿nch e Uhlig
Datas de Picos Datas de Vales
TCB - IC IA10 Lag TCB - IC IA10 Lag
1980:10 1981:09 1981:07 -2
1982:07 1982:04 -3 1983:02 1983:07 +5
1987:07
1987:02 1986:10 -4 1988:10
1989:06 1989:04 -2 1990:04 1990:04 0
1991:07 1991:07 0 1991:12 1992:01 +1
1994:12 1995:01 +1 1995:07 1995:07 0
1997:10 1996:10 -12 1999:02 1998:10 -4
2000:12 2000:07 -5 2001:09 2001:10 +1
2002:10 2002:04 -6 2003:06 2003:07 +1
2004:07 2005:10
Nota: ver nota da primeira tabela A5.
44Tabela A6: Data￿ªo Bry e Boschan dos ˝ndices Antecedentes
Tabela A6 ￿˝ndices Antecedentes Selecionados
Compara￿ªo dos Pontos de Reversªo ￿Bry e Boschan
Datas de Pico Datas de Vale
TCB - IC IA1 Lag TCB - IC IA1 Lag
1980:10 1981:09 1981:04 -5
1982:07 1982:02 -5 1983:02 1982:09 -5
1987:02 1986:09 -5 1988:10 1987:06 -4
1989:06 1989:05 -1 1990:04 1990:03 -1
1991:07 1991:06 -1 1991:12 1991:11 -1
1994:12 1994:11 -1 1995:07 1995:06 -1
1997:10 1997:09 -1 1999:02 1998:09 -5
2000:12 2001:02 +2 2001:09 2001:09 0
2002:10 2002:09 -1 2003:06 2003:06 0
2004:06 2005:10
Nota: A coluna Lag apresenta valor negativo quando o ￿ndice antecedente antecede
o ￿ndice coincidente e valor positivo quando ocorre o contrÆrio. O valor desta coluna
em m￿dulo corresponde ao nœmero de per￿odos que um dos ￿ndices antecede o outro.
Note que este valor s￿ Ø calculado para data￿ıes na janela de per￿odos centrada sempre
no antecedente.
Tabela A6 ￿˝ndices Antecedentes Selecionados (Continua￿ªo)
Compara￿ªo dos Pontos de Reversªo ￿Bry e Boschan
Datas de Pico Datas de Vale
TCB - IC IA2 Lag TCB - IC IA2 Lag
1980:10 1981:09 1981:08 -1
1982:07 1982:02 -5 1983:02 1983:06 +4
1987:06
1987:02 1986:09 -5 1988:10
1989:06 1989:05 -1 1990:04 1990:03 -1
1991:07 1991:06 -1 1991:12 1992:07 +7
1994:12 1994:11 -1 1995:07 1995:06 -1
1997:10 1997:09 -1 1999:02 1998:12 -2
2000:12 2000:12 0 2001:09 2001:09 0
2002:10 2002:09 -1 2003:06 2003:06 0
2004:08 2005:10
Nota: ver nota da primeira tabela A6.
45Tabela A6 ￿˝ndices Antecedentes Selecionados (Continua￿ªo)
Compara￿ªo dos Pontos de Reversªo ￿Bry e Boschan
Datas de Pico Datas de Vale
TCB - IC IA3 Lag TCB - IC IA3 Lag
1980:10 1981:09
1982:07 1983:02 1983:06 +4
1987:02 1986:09 -5 1988:10
1989:06 1990:04 1990:03 -1
1991:07 1991:04 -3 1991:12 1992:07 +7
1994:12 1994:11 -1 1995:07 1995:09 +2
1997:10 1997:08 -2 1999:02 1998:11 -3
2000:12 2001:03 -9 2001:09
2002:10 2003:06 2003:06 0
2004:09 2005:12
Nota: ver nota da primeira tabela A6.
Tabela A6 ￿˝ndices Antecedentes Selecionados (Continua￿ªo)
Compara￿ªo dos Pontos de Reversªo ￿Bry e Boschan
Datas de Pico Datas de Vale
TCB - IC IA4 Lag TCB - IC IA4 Lag
1980:10 1981:09 1981:03 -6
1982:07 1981:11 -8 1983:02 1982:10 -4
1984:04 1985:03
1987:02 1986:09 -5 1988:10
1989:06 1990:04
1991:07 1991:12 1992:12 +12
1994:12 1994:09 -3 1995:07 1995:07 0
1997:10 1997:06 -4 1999:02 1998:11 -3
2000:12 2000:12 0 2001:09 2001:09 0
2002:10 2003:06
2004:06 2005:03
Nota: ver nota da primeira tabela A6.
46Tabela A6 ￿˝ndices Antecedentes Selecionados (Continua￿ªo)
Compara￿ªo dos Pontos de Reversªo ￿Bry e Boschan
Datas de Pico Datas de Vale
TCB - IC IA5 Lag TCB - IC IA5 Lag
1980:10 1981:09
1982:07 1983:02 1983:06 +4
1987:02 1986:09 -5 1988:10
1989:06 1990:04 1990:03 -1
1991:07 1991:06 -1 1991:12 1992:06 +6
1994:12 1994:11 -1 1995:07 1995:09 +2
1997:10 1997:06 -4 1999:02 1998:12 -2
2000:12 2000:12 0 2001:09
2002:10 2003:06 2002:6 -12
2004:09 2005:03
Nota: ver nota da primeira tabela A6.
Tabela A6 ￿˝ndices Antecedentes Selecionados (Continua￿ªo)
Compara￿ªo dos Pontos de Reversªo ￿Bry e Boschan
Datas de Pico Datas de Vale
TCB - IC IA6 Lag TCB - IC IA6 Lag
1980:10 1981:09
1982:07 1983:02 1983:06 +4
1987:02 1986:09 -5 1988:10 1987:06 -8
1988:03
1989:06 1990:04 1990:03 -1
1991:07 1991:04 -3 1991:12 1992:06 +6
1994:12 1994:12 0 1995:07 1995:09 +2
1997:10 1997:06 -4 1999:02 1998:12 -2
2000:12 2000:12 0 2001:09
2002:10 2003:06 2002:6 -12
2004:09 2005:12
Nota: ver nota da primeira tabela A6.
47Tabela A6 ￿˝ndices Antecedentes Selecionados
Compara￿ªo dos Pontos de Reversªo ￿Bry e Boschan
Datas de Pico Datas de Vale
TCB - IC IA7 Lag TCB - IC IA7 Lag
1980:10 1981:09 1981:09 0
1982:07 1982:03 -4 1983:02 1983:06 +4
1987:02 1987:01 -1 1988:10 1988:09 -1
1989:06 1989:05 -1 1990:04
1991:07 1991:12 1992:02 +2
1994:12 1994:11 -1 1995:07 1995:06 -1
1997:10 1997:09 -1 1999:02 1999:01 -1
2000:12 2000:11 -1 2001:09 2001:09 0
2002:10 2002:09 -1 2003:06 2003:07 +1


























Notas: (i) estas sØries foram selecionadas depois de serem submetidas ao exerc￿cio
de data￿ªo Uhlig entre cada uma individualmente comparada com a data￿ªo Uhlig do
￿ndice coincidente. As que tiveram QPS menor que 0.4 e um lag ￿timo maior que zero
constam na tabela acima.






































Nota: (i) estas sØries foram selecionadas depois de serem submetidas ao exerc￿cio
de data￿ªo Uhlig entre cada uma individualmente comparada com a data￿ªo Uhlig do
￿ndice coincidente. As que tiveram QPS menor que 0.4 constam na tabela acima. A
diferen￿a deste ￿ndice para o anterior Ø que ele nªo permite que a defasagem zero fa￿a
parte do conjunto de lags ￿timos; logo aqui todas as sØries possuem lag ￿timo maior
que zero por constru￿ªo do exerc￿cio.












Notas: (i) estas sØries foram selecionadas pelo critØrio de Causalidade de Granger
veri￿cado entre cada sØrie individual e as sØries que compıem o ￿ndice coincidente
(emprego, renda, vendas, produ￿ªo industrial). (ii) Consideramos o teste de causali-
dade para o lag 3, 6 e 12. A sØrie identi￿cada como causadora das sØries do ￿ndice em
algum desses lags, foi inclu￿da no ￿ndice composto antecende critØrio 1.





Notas: (i) estas sØries foram selecionadas depois de serem submetidas ao exerc￿cio
de data￿ªo Uhlig entre cada uma individualmente comparada com a data￿ªo Uhlig do
￿ndice coincidente; e em seguida submetidas a causalidade de Granger com as sØries
que compıem o ￿ndice coincidente. (ii) este critØrio Ø uma interse￿ªo entre o primeiro
e terceiro critØrios.









Notas: (i) estas sØries foram selecionadas depois de serem submetidas ao exerc￿cio
de data￿ªo Uhlig entre cada uma individualmente comparada com a data￿ªo Uhlig do
￿ndice coincidente; e em seguida submetidas a causalidade de Granger com as sØries
que compıem o ￿ndice coincidente. (ii) este critØrio Ø uma interse￿ªo entre o segundo
e terceiro critØrios.







Notas: (i) estas sØries fsªo sØries de sondagem que Granger causam as sØries que
compıem o ￿ndice coincidente.







Notas: (i) estas sØries foram selecionadas depois de serem submetidas ao exerc￿cio
de data￿ªo Uhlig entre cada uma individualmente comparada com a data￿ªo Uhlig do
￿ndice coincidente; (ii) temos neste ￿ndice as cinco sØries com o menor QPS.







Notas: (i) estas sØries foram selecionadas depois de serem submetidas ao exerc￿cio
de data￿ªo Uhlig entre cada uma individualmente comparada com a data￿ªo Uhlig do
￿ndice coincidente; (ii) temos neste ￿ndice todas as sØries cujo QPS Ø menor ou igual a
0.3 e o lag ￿timo em rela￿ªo ao ￿ndice coincidente estÆ no intervalo aberto (2,7)..










Notas: (i) estas sØries foram selecionadas depois de serem submetidas ao exerc￿cio
de data￿ªo Uhlig entre cada uma individualmente comparada com a data￿ªo Uhlig do
￿ndice coincidente; (ii) temos neste ￿ndice todas as sØries de sondagem cujo lag ￿timo
em rela￿ªo ao ￿ndice coincidente estÆ no intervalo aberto (2,7)..









Notas: (i) estas sØries foram selecionadas depois de serem submetidas ao exerc￿cio
de data￿ªo Uhlig entre cada uma individualmente comparada com a data￿ªo Uhlig
do ￿ndice coincidente; (ii) temos neste ￿ndice todas as sØries de sondagem cujo QPS
Ø menor ou igual a 0.3. (iii) com exce￿ªo da sØrie NUCI_MC este conjunto Ø um
subconjunto do de￿nido pelo critØrio 9.
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