Abstract. We show that the sequence spaces a r 0 , a r c and a r ∞ are equal to the sets of all sequences whose Cesàro means of order 1 converge to 0, converge and are bounded. As a consequence of this, we are able to considerably simplify the known results and their proofs in [1, 2] , and to add the characterisations of some more classes of matrix transformations.
Introduction, notations and known results

Aydın and
∞ are equal to the matrix domains of the Cesàro matrix of order 1 in the sets c 0 , c and ℓ ∞ of null, convergent and bounded sequences. Applying this result and using known results on the spaces of generalised weighted means established in [6] and [8] , we are able to considerably simplify the results and their proofs in [1] and [2] , and add the characterisations of some more classes of matrix transformations; in particular, the sets a and all finite sequences. We write bs and cs for the sets of all bounded and convergent series; also let ℓ p = {x ∈ ω :
As usual, e and e (n) (n = 0, 1, . . . ) are the sequences with e k = 1 for all k, and e (n) n = 1 and e (n) k = 0 for k n. A subspace X of ω is said to be a BK space if it is a Banach space with continuous coordinates P n : X → C (n = 0, 1, . . . ) where P n (x) = x n for all x ∈ X. A BK space X ⊃ ϕ is said to have AK if every sequence
∈ X has a unique representation x = lim m→∞ x [m] where
is the m th section of the sequence x.
If x and y are sequences and X and Y are subsets of ω, then we write , provided A n ∈ x β for all n. If X and Y are subsets of ω, then X A = {a ∈ ω : Ax ∈ X} denotes the matrix domain of A in X and (X, Y) is the class of all infinite matrices that map X into Y; so A ∈ (X, Y) if and only if X ⊂ Y A . A matrix A is said to be regular, if A ∈ (c, c) and lim n→∞ A n x = lim k→∞ x k for all x ∈ c.
An infinite matrix T = (t nk )
is said to be a triangle if t nk = 0 (k > n) and t nn 0 for all n. We write U for the set of all sequences u with
. We define the matrices Σ, ∆, ∆ + and C (1) by
Σ of generalised weighted means were defined and studied in [6] and [8] . In particular, W (1/(n + 1), e, c 0 ) = (c 0 ) C (1) , W (1/(n + 1), e, c) = c C (1) and W (1/(n + 1), e, ℓ ∞ ) = (ℓ ∞ ) C (1) are the spaces of all sequences that are summable to 0, summable, and bounded by the Cesàro method C (1) of order 1; we write C 0 = (c 0 ) C (1) , C = c C (1) and C ∞ = (ℓ ∞ ) C (1) , for short.
Let 0 < r < 1 and
be the triangle with a r nk [1] . We also define a
, and observe a r 0 ∈ a r c has a unique representation
The main results
First
Proof. Since a r 0 =r −1 * C 0 and C 0 obviously is a BK space with the norm defined by ∥x∥ C ∞ = sup n |σ n (x)|, it suffices to show by [10, Theorem 4.3.6 ] that C 0 has AK. First, we observe that ϕ ⊂ C 0 , since e (n) ∈ c 0 for all n and the C (1) matrix is regular. Let ε > 0 and x ∈ C 0 be given. Then there exists N 0 ∈ N 0 such that
Now let m ≥ N 0 be given. Then we have for all n ≥ m + 1 by (2)
. It is clear that this representation is unique.
Let x ∈ a r c be given. Then there is a unique ξ ∈ C such that lim n→∞ σ n (x ·r) = ξ. It follows that
for all n.
Letting n → ∞, we conclude lim n→∞ σ n ((x − ξ · e)r) = 0. Thus, if x ∈ a r c then there is a unique ξ ∈ C such that
. Since a r 0
has AK, as we have just shown, it follows that x (0) has a unique representation 
, where ξ is the uniquely determined complex number such that ∆x − ξe ∈ a r 0 . These results will be simplified in Remark 2.6.
We need the following lemma to establish a result which is fundamental in the simplification of the results in [1] and [2] . Proof. First we prove the statement for X = c. We assume x ∈ C. Let ε > 0 be given. It is well known that x ∈ C implies x n /(n + 1) → 0 (n → ∞) ([9, Theorem I.1]). So there exist a complex number ξ and an integer N 0 such that |σ n (x) − ξ| < ε 3 and
where ∥a∥ 1 = ∑ ∞ k=0 |a k | is the natural norm on ℓ 1 . Now we choose an integer N 1 > N 0 so large that
Then we obtain for all n ≥ N 1 by (3) and (4)
The same proof with ξ = 0 yields the statement for X = c 0 . Finally, if x ∈ C ∞ then there is a constant M such that |σ n (x)| ≤ M for all n and we obtain
and so
Thus we have shown
Theorem 2.4. We have X A
and b = e + a. Since clearly a ∈ ℓ 1 , Lemma 2.3 yields 
Proof. Since matrix multiplication of triangles is associative, it follows from Theorem 2.4 that X B (r) = X (A (r) ·∆) = (X A (r) ) ∆ = (X C (1) ) ∆ . We also have for all x ∈ ω and all n ∈ N 0
which immediately yields (5).
We observe that, by (5) (∆) has AK, we obtain W(u, v, X) )
Corollary 2.8. Let 0 < r < 1. We put
Proof. Since X A (r) = X C (1) for X = ℓ ∞ , c, c 0 by Theorem 2.4, we apply Proposition 2.7 (b) and (c) with u = 1/(n + 1) and v = e, and immediately obtain Parts (b) and (c).
Remark 2.9. We obviously have e ∈ S 1 \ [(n + 1) −1 * ℓ ∞ ]. Let a n = (−1) n /(n + 1) 3/2 for n = 0, 1, . . . . Then (n + 1)a n → 0 (n → ∞), that is, a ∈ (n + 1) −1 * c 0 , but
that is, a S 1 . Therefore, the sets in Corollary 2.8 (b) and (c) cannot be reduced in a similar way as those in Part (a).
Remark 2.10. Let u ∈ U, X be an arbitrary subset of ω and † denote any of the symbols α, β or γ. Then we obviously have (u
We now retrieve [1, Theorems 4.4 and 4.5]. (n + 1)a n exists,
whereas the corresponding conditions in [1, Theorems 4.4] are a ∈ S 1 and a ∈ cs.
Applying Abel's summation by parts
with x = a and y = e, we see that the conditions in (6) and (7) are equivalent.
The following remark concerns the α-duals of a r 0 and a r c given in [1, Theorem 4.3] ; as before, we may replace r by 0. Remark 2.12. As would be logical from the proof given there, the correct condition in [1, Theorem 4.3] for a ∈ (X C (1) ) α seems to be
It is easy to see that the condition in (8) is equivalent to that in Corollary 2.8 (a) for a ∈ (X C (1) ) α when X = c 0 , c, ℓ ∞ .
On the other hand, if we define the sequence a = (a n ) ∞ n=0 by a n = (n + 1) −5/2 (n = 0, 1, . . . ), then clearly a ∈ (n + 1) −1 * ℓ 1 , but, for each given m ∈ N 0 and K m = {0, 2, · · · , 2m}, we obtain
and so the sequence a does not satisfy the condition in (9) . 
and ∞ ∑ j=k a j exists for all j.
Obviously the condition in (10) implies that in (11) and the condition in (10) is equivalent to a ∈ (n + 1) −1 * ℓ 1 . We also have by [ 
