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Abstract
The dense O(1) loop model is a statistical physics model with con-
nections to the quantum XXZ spin chain, alternating sign matrices,
the six-vertex model and critical bond percolation on the square lat-
tice. When cylindrical boundary conditions are imposed, the model
possesses a commuting family of transfer matrices. The original proof
of the commutation property is algebraic and is based on the Yang-
Baxter equation. In this paper we give a new proof of this fact using
a direct combinatorial bijection.
1 Introduction
In the dense O(1) loop model, a square lattice is tiled with the following
two kinds of square tiles known as plaquettes, denoted symbolically by `
and r:
` := r :=
An arrangement of plaquettes induces a connectivity pattern on points,
referred to as endpoints, that lie mid-edge on boundary edges of the config-
uration. We will focus on a particular case studied in several recent papers
[3, 6, 12, 15], which concerns a semi-infinite cylindrical geometry obtained
Key words: dense O(1) loop model, noncrossing matching, connectivity pattern, Yang-
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by considering a plaquette tiling on the strip [0, L] × [0,∞) with periodic
boundary conditions along the x-direction, where L := 2n is an even in-
teger. In this case, the connectivity pattern is a noncrossing matching
(also sometimes called a link pattern [14]) of the 2n boundary endpoints;
see Figure 1.
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Figure 1: (a) An arrangement of plaquettes on a semi-infinite vertical
strip. The left and right boundary edges are identified to form a topological
cylinder, and paths connecting pairs of endpoints are highlighted. (b) The
induced noncrossing matching of 2n = 8 endpoints, shown in two equivalent
representations as a matching of points around a circle or on a line.
Denote the set of noncrossing matchings of 2n points by NCn. Equipping
the set of plaquette tilings with a probability measure induces a probability
distribution on NCn. In the simplest case in which plaquettes are chosen
independently and with equal probabilities for both plaquette types, this
model was referred to in [12] as loop percolation, and is essentially a
way to encode information about connectivities in critical bond percolation
2
on Z2. The distribution of the induced noncrossing matching in this case
has remarkable properties and is closely related to the XXZ spin chain
from quantum statistical mechanics and to the fully packed loops model
associated with alternating sign matrices and the six-vertex model; see [12]
for recent results and many references.
A natural generalization of the Bernoulli(1/2) measure on plaquettes dis-
cussed above is a so-called inhomogeneous version in which plaquettes are
sampled independently but with respective probabilities p, 1− p for the two
types of plaquettes ` = and r = (call a plaquette sampled randomly
in this way a p-biased plaquette). The value of p can even depend on the
position of the plaquette. In particular, two variants of such an inhomoge-
neous model play an important role in the theory: in one variant, we assign
different biases p1, . . . , pL to plaquettes in different columns. The probabil-
ity distribution of the induced connectivity pattern in this inhomogeneous
model involves functions of the parameters p1, . . . , pL which have a natural
algebraic description as multivariate polynomials, known as wheel poly-
nomials, which are solutions to the quantum Knizhnik-Zamolodchikov
(qKZ) equation [15].
The second type of inhomogeneous model involves the assignment of dif-
ferent biases p1, p2, . . . to plaquettes in different rows, that is, the plaquettes
in the jth row (counting from the bottom) are sampled with bias pj . In this
case, we have the following surprising invariance result.
Theorem 1.1 (Invariance of the connectivity pattern distribution). Let
(pj)
∞
j=1 be a sequence of numbers in [0, 1] such that
∑∞
j=1 p
n
j (1 − pj)n =
∞. When the plaquettes are selected independently at random with bias pj
for plaquettes in the jth row as described above, the resulting connectivity
pattern is almost surely well-defined, and its distribution is independent of
the biases pj.
Theorem 1.1 is an easy consequence (see Section 5) of a more funda-
mental algebraic fact regarding the commutation of a family of row transfer
matrices associated with the model, which encode the effect on the connec-
tivity pattern of an added row of p-biased plaquettes. To make this precise,
we first define a way for a row ρ ∈ {`, r}L of plaquettes to act on a non-
crossing matching pi ∈ NCn and produce a new matching ρ(pi): this is done
by graphically “composing” ρ and pi, that is, drawing the row ρ below the
diagram associated with pi and “pulling the strings”; see Figure 2 for an
example. Next, for each p ∈ [0, 1], we define a matrix T (p)L = (t(p)pi,pi′)pi,pi′∈NCn
whose rows and columns are indexed by noncrossing matchings of order n.
3
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−→
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Figure 2: Composing a noncrossing matching pi with a row ρ of plaquettes
produces a new matching pi′ = ρ(pi).
The entries of T
(p)
L are defined as the transition probabilities
t
(p)
pi,pi′ := Prob(pi
′ = ρp(pi)),
where ρp denotes a random row of independently sampled p-biased plaque-
ttes.
Theorem 1.2 (Commutation of transfer matrices). The matrices
(T
(p)
L )0≤p≤1 form a commuting family of matrices. That is, for all p, q ∈ [0, 1]
we have
T
(p)
L T
(q)
L = T
(q)
L T
(p)
L .
Theorem 1.2 seems to be well-known to experts in the field, but we are
unsure of its precise origin. It is mentioned in [10] and in Section 3.3.2 of
[14], where it is said to follow from the Yang-Baxter equation. We review
the idea behind this elegant algebraic technique in Section 4. Our main goal
in this paper is to give a new and more direct proof of the commutation
property. In fact, we will show that Theorem 1.2 follows easily from the
existence of a certain combinatorial bijection involving pairs of plaquette
rows.
Denote by RL := {`, r}L the set of rows of L plaquettes (each row still
being thought of as being arranged around a cylinder). We denote elements
of R2L by
(
ρ2
ρ1
)
, where ρ1, ρ2 ∈ RL, and think of this as a 2-row circular
arrangement of plaquettes in which ρ2 is placed above ρ1. Denote by Pat
(
ρ2
ρ1
)
the connectivity pattern of the 2L = 4n endpoints on the top and bottom
sides of the arrangement.
Theorem 1.3 (Pattern-preserving involution). There exists a map V :
R2L → R2L with the following properties:
1. V is an involution: V ◦ V = Id.
2. V is pattern-preserving: Pat ◦ V = Pat.
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3. V switches the numbers of plaquettes of each type between the two rows;
that is, if ρ1 has j plaquettes of type ` and ρ2 has k plaquettes of type
`, and
(ρ′2
ρ′1
)
= V
(
ρ2
ρ1
)
, then ρ′1 has k plaquettes of type ` and ρ′2 has j
plaquettes of type `.
4. V respects the rotational symmetry of the model, that is, it satisfies
V ◦ R = R ◦ V , where R is the operator that rotates pairs of rows by
one plaquette in the counterclockwise direction.
In the next section we explain the construction of the involution V and
prove that it satisfies the desired properties. In Section 3 we use Theorem 1.3
to prove Theorem 1.2. In Section 4 we compare our approach to the proof of
Theorem 1.2 based on the Yang-Baxter equation. Section 5 has additional
remarks.
2 Construction of the involution
To construct the involution V , we first define block operations, which
are operations that can be performed on a part of a row pair, and which
under certain conditions preserve the connectivity pattern. Given numbers
a, b ∈ {1, . . . , L}, a 6= b, denote by [a, b] the discrete interval of positions
from a to b, where in the case a > b this is interpreted in the sense of circle
arithmetic, that is, [a, b] = {a, a + 1, . . . , L, 1, 2, . . . , b}. Given a row pair(
ρ2
ρ1
)
= ( y1 y2 ... yLx1 x2 ... xL ), the block operator B[a,b] associated with the interval
[a, b] transforms
(
ρ2
ρ1
)
by rotating the contiguous block of columns indexed
by the numbers in [a, b] by 180 degrees around its center. In the case a < b
this gives
B[a,b]
(
ρ2
ρ1
)
=
(
y1 y2 . . . ya−1 xb xb−1 . . . xa yb+1 . . . yL
x1 x2 . . . xa−1 yb yb−1 . . . ya xb+1 . . . xL
)
,
and the case a > b is analogous. Note that for disjoint intervals [a, b], [c, d],
the operators B[a,b] and B[c,d] commute.
Say that an interval [a, b] is a fundamental interval of the row pair(
ρ2
ρ1
)
= ( y1 y2 ... yLx1 x2 ... xL ) if the block
(
ρ2
ρ1
)∣∣
[a,b]
is of the form
(
ya ya+1 . . . yb
xa xa+1 . . . xb
)
=
( j columns︷ ︸︸ ︷
r
`
r
`
· · ·
· · ·
r
`
β
α
k columns︷ ︸︸ ︷
`
r
`
r
· · ·
· · ·
`
r
)
for some α, β ∈ {`, r} and j, k ≥ 0 such that j + k > 0. In this case the
block
(
ρ2
ρ1
)∣∣
[a,b]
is called a fundamental block of
(
ρ2
ρ1
)
.
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Lemma 2.1. If
(
ρ2
ρ1
)∣∣
[a,b]
is a fundamental block for the row pair
(
ρ2
ρ1
)
, and its
columns are not all equal, then B[a,b]
(
ρ2
ρ1
)
has the same connectivity pattern
as
(
ρ2
ρ1
)
.
Proof. It suffices to check that the connectivity pattern of the 2(j+k+1)+4
endpoints around the four (horizontal and vertical) boundary edges of the
block [a, b]) remains unchanged by the block operation B[a,b]. For example,
in the case j = 2, k = 4, we have the picture
Β
Α
−→
Β
Α
where there are four choices for
(
β
α
)
. When
(
β
α
)
=
(
r
r
)
this becomes
−→
and we see that the connectivities of the 18 boundary endpoints are indeed
unchanged. Similarly, when
(
β
α
)
=
(
`
r
)
the picture is
−→
and the claim is also satisfied. The remaining two cases
(
β
α
)
=
(
`
`
)
,
(
r
`
)
are
similarly easy to verify. While this illustrates the claim for the specific values
j = 2, k = 4, it is clear that the same argument applies generally for any
values j, k ≥ 1: for any of the possible choices for α, β, the connectivity
pattern is in this case represented schematically by the diagram
6
and is clearly invariant under the operation of rotating the block by 180
degrees around its center. Finally, when one of j or k is 0, the connectivity
pattern is still represented by the schematic diagram above, but one needs
to check this separately, noting that the assumption of the lemma requires
that
(
β
α
) 6= (`r) in the case when j = 0, or (βα) 6= (r`) in the case when k = 0.
We omit this easy verification.
We are now ready to define the involution V . The idea is to apply the
block operator B[a,b] for any fundamental interval of
(
ρ2
ρ1
)
that is maximal
(with respect to containment). First, define V explicitly for two special
configurations by setting
V
(
r r · · · r
` ` · · · `
)
:=
(
` ` · · · `
r r · · · r
)
,
V
(
` ` · · · `
r r · · · r
)
:=
(
r r · · · r
` ` · · · `
)
.
Next, for any row pair
(
ρ2
ρ1
) 6= (r r · · · r
` ` · · · `
)
,
(
` ` · · · `
r r · · · r
)
from among
the remaining 4L − 2 possibilities, let [a1, b1], . . . , [ak, bk] be the maximal
fundamental intervals of the pair. We tentatively define
V
(
ρ2
ρ1
)
:= B[a1,b1] · · ·B[ak,bk]
(
ρ2
ρ1
)
.
The next lemma implies that V is well-defined.
Lemma 2.2. Given a row pair
(
ρ2
ρ1
) 6= (r r · · · r
` ` · · · `
)
,
(
` ` · · · `
r r · · · r
)
,
any two maximal fundamental intervals are disjoint, and in the case when
there’s only one maximal fundamental interval [a, b] such that [a, b] = [1, L],
the description of the interval as a fundamental interval is unique (that is,
a and b are uniquely determined).
Note that the second claim of the lemma is needed to resolve a possible
ambiguity in the definition of V in the case when the entire cycle [1, L] is
a fundamental interval. The first claim implies that the order in which the
block operators B[aj ,bj ] are applied is unimportant.
Proof. For visualization purposes, it is convenient to think of the lemma as a
symbolic claim about circular strings of letters over the alphabet {←,→, ∗},
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where the letters in this alphabet correspond to columns of two plaquettes
according to the rule
← :=
(
`
r
)
, → :=
(
r
`
)
, ∗ :=
(
`
`
)
or
(
r
r
)
.
With this schematic representation, it is easy to see that the rules for finding
the maximal fundamental intervals in a circular string s ∈ {←,→, ∗}L can
be reformulated as follows:
1. A symbol x is part of a maximal fundamental block if and only if it is
a “←”, a “→”, or it is a “∗” with a “←” to its right or a “→” to its
left.
2. Any symbol x to the right of a symbol y = “ → ” belongs to the
maximal fundamental block that contains y.
3. Any symbol x to the left of a symbol y = “← ” belongs to the maximal
fundamental block that contains y.
It is now easy to prove the disjointness claim: starting from a symbol x that
forms part of a maximal fundamental block, one can uniquely identify the
maximal fundamental block to which it belongs by successively moving to
the left and growing the block if it is allowed by the rules until one can go
no further, and then doing the same to grow the block to the right from x.
As a small example, starting from the string
∗ ∗ → → → ← ∗ ∗ → ∗ ∗ → → ∗ ← ← ∗ ← ∗ ∗ ∗ ← → ∗
and applying the above procedure, we find the following maximal funda-
mental blocks:
∗ ∗ → → → ← ∗ ∗ → ∗ ∗ → → ∗ ← ← ∗ ← ∗ ∗ ∗ ← → ∗
The second uniqueness claim that pertains to the case when one maximal
fundamental block spans the entire cycle [1, L] follows from similar reason-
ing.
Proof of Theorem 1.3. Having defined the mapping V , we now prove that
it satisfies the claims of the Theorem. For the two special cases for which
V was defined separately the claim is trivial, so we focus on the remaining
cases
(
ρ2
ρ1
) 6= “ → → . . . → ”, “ ← ← . . . ← ” (using the notation from
the proof of Lemma 2.2). Note also that the definition of V automatically
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satisfies the rotational equivariance property 4 of the Theorem, so it remains
to prove properties 1–3.
We start by claiming that the maximal fundamental intervals in V
(
ρ2
ρ1
)
are the same as those for
(
ρ2
ρ1
)
. To see this, it is enough to show that each
block rotation operation B[aj ,bj ] preserves the set of maximal fundamental
intervals. We verify this in the case when there is no maximal fundamental
block spanning the entire cycle [1, L], and leave that case as an exercise to
the reader. First, let us check that [aj , bj ] is still a maximal fundamental
interval after the rotation. Indeed, the definition of a fundamental interval
is symmetric under the operation of rotating the block 180 degrees around
its center, so after the operation [aj , bj ] is still a fundamental interval; its
maximality is ensured by the fact that the letter in position aj − 1 (which
was not changed by the operation B[aj ,bj ]) is not a “→”, and the letter in
position bj + 1 is not a “←”, so the block cannot grow in either direction
and still remain fundamental. Next, we check the claim for the remaining
intervals. They of course preserve their fundamental property (since they
were untouched by the rotation of [aj , bj ]), and if for any such interval [ak, bk]
the rotation of [aj , bj ] caused it to lose its maximality (which is only a
theoretical possibility for the intervals adjacent to [aj , bj ]) that must mean
that the maximal fundamental interval containing [ak, bk] now intersects
[aj , bj ], in contradiction to the disjointness claim of Lemma 2.2. So the
claim is proved.
As a consequence of the above claim, we immediately get the result
that V is an involution. Next, note that, by the list of rules formulated
in the proof of Lemma 2.2, a maximal fundamental block cannot consist
of just “←” symbols or of just “→” symbols, unless it spans the entire
cycle [1, L], but we have specifically excluded those two cases. It follows
that the maximal fundamental blocks satisfy the assumption of Lemma 2.1,
and therefore each of the block operations B[aj ,bj ] preserves the connectivity
pattern; hence V does so as well. This is the second property of V claimed
in the theorem.
Finally, the third claimed property concerning the effect V has on the
numbers of plaquettes of type ` and r in the top and bottom rows is straight-
forward, since clearly the switching of the numbers of plaquettes of type `
between the rows occurs within each maximal fundamental block, and the
only columns that are not affected by block operations (that is, that do not
belong to a fundamental block) are of the form
(
`
`
)
or
(
r
r
)
, and therefore
contribute an equal number of plaquettes of type ` to both rows.
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3 Proof of the commutation of transfer matrices
Theorem 1.3 easily implies the commutation property in Theorem 1.2, as
follows: let p, q ∈ [0, 1]. Let ρp, ρq denote two independently chosen random
rows of plaquettes, with ρp being a row of p-biased plaquettes and ρq being
a row of q-biased plaquettes. By standard properties of Markov transition
matrices, for each pi, pi′ ∈ NCn, the (pi, pi′)-entry of the product T (p)L T (q)L of
transfer matrices can be expressed as(
T
(p)
L T
(q)
L
)
pi,pi′
= Prob(pi′ = ρq(ρp(pi))) = Prob
(
pi′ =
(
ρp
ρq
)
(pi)
)
,
where in the second equality we generalize the notation ρ(pi) defined in
the Introduction to include a more general action C(pi) representing the
graphical composition (in the same sense as that of Figure 2) of a cylindrical
column C consisting of several rows of plaquettes (in the case above, C =(
ρp
ρq
)
has two rows) and a noncrossing matching pi ∈ NCn. We can now
use the involution V . By its property of being pattern-preserving, we have(
ρp
ρq
)
(pi) =
(
V
(
ρp
ρq
))
(pi). But by the fact that V is an involution and its
switching effect on the numbers of plaquettes of either type between the top
and bottom rows, the row pair V
(
ρp
ρq
)
is equal in distribution to
(
ρq
ρp
)
, so we
can finally write that(
T
(p)
L T
(q)
L
)
pi,pi′
= Prob
(
pi′ =
(
V
(
ρp
ρq
))
(pi)
)
= Prob
(
pi′ =
(
ρq
ρp
)
(pi)
)
=
(
T
(q)
L T
(p)
L
)
pi,pi′
,
which proves the result.
In the proof above we argued using probabilistic language. A more
explicit version of the same argument proceeds by writing the matrix coef-
ficients t
(p)
pi,pi′ of T
(p)
L explicitly as
t
(p)
pi,pi′ =
∑
ρ∈{`,r}L
pi′=ρ(pi)
pν`(ρ)(1− p)νr(ρ),
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where we denote νx(ρ) = #{1 ≤ j ≤ L : ρj = x}. One then has that
(T
(p)
L T
(q)
L )pi,pi′ =
∑
τ∈NCn
t(p)pi,τ t
(q)
τ,pi′
=
∑
τ∈NCn
∑
ρ2∈{`,r}L
τ=ρ2(pi)
∑
ρ1∈{`,r}L
pi′=ρ1(τ)
pν`(ρ2)(1− p)νr(ρ2)qν`(ρ1)(1− q)νr(ρ1)
=
∑
(ρ2ρ1)∈R
2
L, pi
′=(ρ2ρ1)(pi)
pν`(ρ2)(1− p)νr(ρ2)qν`(ρ1)(1− q)νr(ρ1),
and similarly
(T
(q)
L T
(p)
L )pi,pi′ =
∑
(
ρ′2
ρ′1
)∈R2L, pi′=(
ρ′2
ρ′1
)(pi)
qν`(ρ
′
2)(1− q)νr(ρ′2)pν`(ρ′1)(1− p)νr(ρ′1).
The fact that the above two sums are equal follows immediately from The-
orem 1.3 by making the substitution
(ρ′2
ρ′1
)
= V
(
ρ2
ρ1
)
.
4 Comparison with the Yang-Baxter approach
It is instructive to compare our combinatorial approach to the proof of the
commutation of the transfer matrices based on the Yang-Baxter equation.
Recall that the Yang-Baxter equation was the name given by Fadeev and
his collaborators [4, 5] to a family of algebraic relations (which are also
sometimes referred to as star-triangle relations) that appeared in the study
of lattice statistical physics models and in certain other contexts related,
e.g., to knot theory; see the surveys [7, 11] for more details.
The use of the Yang-Baxter algebraic technique to prove the commuta-
tion of a family of transfer matrices is standard (see [1]), but let us review
a version of this argument tailored to our setting and consider it in the
light of our new approach to the proof of Theorem 1.2. For example, one
might wonder if our pattern-preserving involution V is somehow implicit
in (or equivalent to) the algebraic manipulations of the Yang-Baxter argu-
ment. We argue that this is not the case, that is, that our proof provides
a genuinely new approach to understanding the commutation property, and
moreover, that the algebraic proof is somewhat weaker, in the sense that
there is no clear way to reformulate it in terms of a combinatorial bijection.
The first step in the application of the technique is to formulate a version
of the Yang-Baxter equation for the model. We use the notation p to
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denote a p-biased random plaquette (sampled independently of all other
plaquettes under discussion), and also introduce the notion of an auxiliary
plaquette, denoted by s and defined as a random 1× 2 rectangle taking
the possible values
(with prob. s), (with prob. 1− s).
Lemma 4.1. For any probabilities 0 ≤ p ≤ q ≤ 1 there exists a probability
s = s(p, q) such that the connectivity patterns of the boundary points in the
two arrangements of random plaquettes
s
q
prr r
r
rr54
6
3
1
2 and
s
p
qrr r
r
rr54
6
3
1
2
are equal in distribution.
Proof. For each of the two arrangements of random plaquettes, the eight
possibilities for the three plaquettes and their probabilities induce a measure
on the five connectivity patterns
1
2
3
4
5
6
1
2
3
4
5
6
1
2
3
4
5
6
1
2
3
4
5
6
1
2
3
4
5
6
pi1 pi2 pi3 pi4 pi5
A quick computation shows that the respective probabilities of pi1, . . . , pi5
are
a1 = pqs,
a2 = (1− p)(1− q)s,
a3 = (1− p)q(1− s),
a4 = (1− p)qs,
a5 = pq(1− s) + p(1− q)s+ p(1− q)(1− s) + (1− p)(1− q)(1− s),
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in the case of the first arrangement of random plaquettes, and
b1 = pqs,
b2 = (1− p)(1− q)s,
b3 = (1− p)q(1− s),
b4 = pq(1− s) + p(1− q)s+ p(1− q)(1− s) + (1− p)(1− q)(1− s),
b5 = (1− p)qs,
for the second arrangement. It follows that the requirement that ak = bk,
k = 1, . . . , 5, can be satisfied provided that the equation
(1− p)qs = pq(1− s) + p(1− q)s+ p(1− q)(1− s) + (1− p)(1− q)(1− s)
holds. Solving for s gives the unique solution
s = s(p, q) =
1− q + pq
1− p+ pq ∈ [0, 1].
Note that the condition p ≤ q in the lemma is required to ensure that
s(p, q) is a probability. However, it is clear that in the case p > q the lemma
remains valid as an algebraic (rather than probabilistic) claim, whereby the
stated equality in distribution is interpreted as an equality between two
signed measures, as long as 1− p+ pq 6= 0.
A second observation required for the application of the Yang-Baxter
technique is the following trivial claim.
Lemma 4.2. Given numbers s, t ≥ 0, we have the equality in distribution
(again, in the sense of signed measures when s or t are not probabilities) of
the connectivity patterns of the random plaquette arrangements
s trr rr43 12 and str
r rr43 12
With this preparation, we are ready to prove:
Theorem 4.3 (Row-switching invariance). Given probabilities p, q ∈ [0, 1]
and an integer L = 2n, the connectivity pattern of the arrangement of ran-
dom plaquettes
13
p p p p
q q q q
· · ·
q q
p p
s s s s s s
s s s s s s
1 2 3 4 L− 1 L
1′ 2′ 3′ 4′ (L− 1)′ L′
is equal in distribution to the connectivity pattern of the symmetric arrange-
ment
q q q q
p p p p
· · ·
p p
q q
s s s s s s
s s s s s s
1 2 3 4 L− 1 L
1′ 2′ 3′ 4′ (L− 1)′ L′
where both arrangements are interpreted as circular arrangements (i.e., the
left and right boundary edges are identified).
Proof. We may assume without loss of generality that p ≤ q, and further-
more assume that (p, q) 6= (0, 1), which implies s(p, q) > 0 (the claim is
trivially true in the case p = 0, q = 1). Starting with the first arrangement
of plaquettes, augment it by inserting at the left-hand side two auxiliary
plaquettes with biases s = s(p, q) and 1/s. This gives the picture
1
s
s
p p p p
q q q q
· · ·
q q
p p
s s s s s s
s s s s s s
1 2 3 4 L− 1 L
1′ 2′ 3′ 4′ (L− 1)′ L′
which by Lemma 4.2 does not affect the distribution of the connectivity
pattern. Then, perform a sequence of moves pushing the s-biased auxil-
iary plaquette to the right, in accordance with the operation described in
Lemma 4.1. This gives a sequence of random plaquette arrangements, all
with distributionally equal connectivity patterns, as follows:
14
1s
s
q p p p
p q q q
· · ·
q q
p p
s s s s s s
s s s s s s
1 2 3 4 L− 1 L
1′ 2′ 3′ 4′ (L− 1)′ L′
→ 1
s
s
q q p p
p p q q
· · ·
q q
p p
s s s s s s
s s s s s s
1 2 3 4 L− 1 L
1′ 2′ 3′ 4′ (L− 1)′ L′
→ 1
s
s
q q q p
p p p q
· · ·
q q
p p
s s s s s s
s s s s s s
1 2 3 4 L− 1 L
1′ 2′ 3′ 4′ (L− 1)′ L′
→ · · · → s1
s
q q q q
p p p p
· · ·
p p
q q
s s s s s s
s s s s s s
1 2 3 4 L− 1 L
1′ 2′ 3′ 4′ (L− 1)′ L′
The connectivity pattern of the last arrangement is equal in distribution to
that of the second arrangement in the theorem, again by Lemma 4.2.
Theorem 4.3 now easily implies Theorem 1.2 using similar reasoning to
that used in Section 3. Note however that our pattern-preserving invo-
lution V also gives an immediate proof of Theorem 4.3 by matching the
two-row configurations
(
ρ2
ρ1
) ∈ R2L into pairs according to the rule (ρ′2ρ′1) =
V
(
ρ2
ρ1
)
, in a way that preserves the connectivity pattern and precisely maps
a (p, q)-biased probability distribution of plaquettes (p-biased plaquettes
in the bottom row, q-biased in the top row) into the (q, p)-biased dis-
tribution. On the other hand, the algebraic manipulations in the proof
above—although quite elegant—have no such combinatorial interpretation.
In fact, keeping track of the transformation of (signed!) measures at any
step during the proof one only gets a summation identity relating sums of
(p, q)-biased probabilities over a certain class of two-row configurations (the
ones having a given connectivity pattern of the 2L endpoints) to the sum
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of (q, p)-biased probabilities over the same class. From an analysis of the
proof above it is not at all clear that such a summation identity can be
refined into a pointwise equality between probabilities of pairs of configu-
rations (moreover, the role of the auxiliary parameter s(p, q) is also quite
mysterious). Our construction of the involution V provides such a refine-
ment, and therefore gives a somewhat more satisfying explanation of the
commutation property of the transfer matrices.
5 Final remarks
1. The invariance theorem. The path from Theorem 1.2 to Theo-
rem 1.1 is simple and relies on well-known ideas. Here is a sketch of the
proof. First, note that the technical condition
∑
j p
n
j (1−pj)n =∞ im-
plies using the Borel-Cantelli lemma that almost surely there will be in-
finitely many rows of the form (r ` r ` . . . r `); it is easy to see that even
a single such row forces the connectivity pattern to be well-defined (i.e.,
paths cannot escape to infinity). Denote by D(p1, p2, . . .) the distri-
bution of the connectivity pattern. The commutation property of the
transfer matrices implies that D(. . . pj , pj+1 . . .) = D(. . . pj+1, pj . . .).
But it is also clear that D(·) depends only weakly on the far-away
coordinates pj with j large, so exploiting this (through a suitable lim-
iting argument that is left to the reader), a row with some fixed bias,
say r0 = 1/2, can be “brought from infinity” to show that
D(p1, p2, . . .) = D(p1, p2, . . . , p1010000 , . . . , r0 [infinitely far away])
= D(p1, p2, . . . , pj , r0, pj+1, . . .) = . . . = D(r0, p1, p2, . . .).
By induction, we get that D(p1, p2, . . .) = D(
m times︷ ︸︸ ︷
r0, . . . , r0 , p1, p2, . . .)
for every m ≥ 1, and another limiting argument then implies that
D(p1, p2, . . .) = D(r0, r0, . . .).
2. Combinatorial approach to other applications of the Yang-
Baxter equation. The Yang-Baxter equation is an important tool
with deep consequences in statistical mechanics [1], algebraic and enu-
merative combinatorics [2, 8, 9], and knot theory [13]. In many of
these applications, the Yang-Baxter equation is used to reveal subtle
symmetries of a problem that are hard to detect using other meth-
ods. In this paper we showed however that a probabilistic symmetry
that was previously proved using this somewhat mysterious algebraic
16
device has a direct combinatorial explanation. This raises the intrigu-
ing possibility that some of the other important applications of the
Yang-Baxter equation can be approached using similar ideas.
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