INTRODUCTION
In the continuous-time analogue of discrete-time Markov chains the times between successive state transitions are not deterministic, but exponentially distributed. However, the state transitions themselves are again governed by a (discrete-time) Markov chain. Equivalently, a continuous-time Markov chain can be represented by so-called infinitesimal transition rates. This is in analogy with the ' t-representation' of the Poisson process. The representation by infinitesimal transition rates leads naturally to the flow rate equation approach. This approach is easy to visualize and is widely used in practice. The continuous-time Markov chain model is introduced in Section 4.1. In Section 4.2 we discuss the flow rate equation approach. The discussion in Section 4.2 concentrates on giving insights into this powerful approach but no proofs are given. The proofs are given in Section 4.3. Results for discrete-time Markov chains are the basis for the proofs of the ergodic theorems for continuous-time Markov chains.
In Section 4.4 we discuss specialized methods to solve the equilibrium equations for continuous-time Markov chains on a semi-infinite strip in two-dimensional space. Many applications of continuous-time Markov chains have this structure. Section 4.5 deals with transient analysis for continuous-time Markov chains. The basic tools for the computation of the transient state probabilities and first passage time probabilities are Kolmogoroff's method of linear differential equations and the probabilistic method of uniformization. Both methods will be discussed. In Section 4.6 we give algorithms for the computation of the transient probability distribution of the cumulative reward in a continuous-time Markov chain model with a reward structure. A special case of this model is the computation of the transient distribution of the sojourn time of the process in a given set of states.
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THE MODEL
In Chapter 3 we considered Markov processes in which the changes of the state only occurred at fixed times t = 0, 1, . . . . However, in numerous practical situations, changes of state may occur at each point of time. One of the most appropriate models for analysing such situations is the continuous-time Markov chain model. In this model the times between successive transitions are exponentially distributed, while the succession of states is described by a discrete-time Markov chain. A wide variety of applied probability problems can be modelled as a continuous-time Markov chain by an appropriate state description.
In analogy with the definition of a discrete-time Markov chain, a continuous-time Markov chain is defined as follows.
Definition 4.1.1 A continuous-time stochastic process {X(t), t ≥ 0} with discrete state space I is said to be a continuous-time Markov chain if
P {X(t n ) = i n | X(t 0 ) = i 0 , . . . , X(t n−1 ) = i n−1 } = P {X(t n ) = i n | X(t n−1 ) = i n−1 } for all 0 ≤ t 0 < · · · < t n−1 < t n and i 0 , . . . , i n−1 , i n ∈ I .
Just as in the discrete-time case, the Markov property expresses that the conditional distribution of a future state given the present state and past states depends only on the present state and is independent of the past. In the following we consider time-homogeneous Markov chains for which the transition probability P {X(t + u) = j | X(u) = i} is independent of u. We write p ij (t) = P {X(t + u) = j | X(u) = i}.
The theory of continuous-time Markov chains is much more intricate than the theory of discrete-time Markov chains. There are very difficult technical problems and some of them are not even solved at present time. Fortunately, the staggering technical problems do not occur in practical applications. In our treatment of continuous-time Markov chains we proceed pragmatically. We impose a regularity condition that is not too strong from a practical point of view but avoids all technical problems.
As an introduction to the modelling by a continuous-time Markov chain, let us construct the following Markov jump process. A stochastic system with a discrete state space I jumps from state to state according to the following rules:
Rule (a) If the system jumps to state i, it then stays in state i for an exponentially distributed time with mean 1/ν i independently of how the system reached state i and how long it took to get there.
Rule (b)
If the system leaves state i, it jumps to state j (j = i) with probability p ij independently of the duration of the stay in state i, where j =i p ij = 1 for all i ∈ I .
The convention p ii = 0 for all states i is convenient and natural. This convention ensures that the sojourn time in a state is unambiguously defined. If there are no absorbing states, it is no restriction to make this convention (the sum of a geometrically distributed number of independent lifetimes with a common exponential distribution is again exponentially distributed). Throughout this chapter the following assumption is made.
Assumption 4.1.1 In any finite time interval the number of jumps is finite with probability 1.
Define now the continuous-time stochastic process {X(t), t ≥ 0} by X(t) = the state of the system at time t.
The process is taken to be right-continuous; that is, at the transition epochs the state of the system is taken as the state just after the transition. The process {X(t)} can be shown to be a continuous-time Markov chain. It will be intuitively clear that the process has the Markov property by the assumption of exponentially distributed sojourn times in the states. Assumption 4.1.1 is needed to exclude pathological cases. For example, suppose the unbounded state space I = {1, 2, . . . }, take p i,i+1 = 1 and ν i = i 2 for all i. Then transitions occur faster and faster so that the process will ultimately face an explosion of jumps. With a finite state space the Assumption 4.1.1 is always satisfied.
Example 4.1.1 Inventory control for an inflammable product
An inflammable product is stored in a special tank at a filling station. Customers asking for the product arrive according to a Poisson process with rate λ. Each customer asks for one unit of the product. Any demand that occurs when the tank is out of stock is lost. Opportunities to replenish the stock in the tank occur according to a Poisson process with rate µ. The two Poisson processes are assumed to be independent of each other. For reasons of security it is only allowed to replenish the stock when the tank is out of stock. At those opportunities the stock is replenished with Q units for a given value of Q.
To work out the long-run average stock in the tank and the long-run fraction of demand that is lost, we need to study the inventory process. For any t ≥ 0, define X(t) = the amount of stock in the tank at time t.
The stochastic process {X(t), t ≥ 0} is a continuous-time Markov chain with state space I = {0, 1, . . . , Q}. The sojourn time in each state is exponentially distributed, since both the times between the demand epochs and the times between the replenishment opportunities are exponentially distributed. Thus the sojourn time in state i has an exponential distribution with parameter 
Infinitesimal transition rates
Consider the general Markov jump process {X(t)} that was constructed above. The sojourn time in any state i has an exponential distribution with mean 1/ν i and the state transitions are governed by a Markov chain having one-step transition probabilities p ij for i, j ∈ I with p ii = 0 for all i. The Markov process allows for an equivalent representation involving the so-called infinitesimal transition rates. To introduce these rates, let us analyse the behaviour of the process in a very small time interval of length t. Recall that the exponential (sojourn-time) distribution has a constant failure rate; see Appendix B. Suppose that the Markov process {X(t)} is in state i at the current time t. The probability that the process will leave state i in the next t time units with t very small equals ν i t + o( t) by the constant failure rate representation of the exponential distribution. If the process leaves state i, it jumps to state j ( = i) with probability p ij . Hence, for any t > 0,
P {X(t + t) = j | X(t) = i} = ν i t × p ij + o( t), j = i, 1 − ν i t + o( t), j = i,
as t → 0. One might argue that in the next t time units state j could be reached from state i by first jumping from state i to some state k and next jumping in the same time interval from state k to state j . However, the probability of two or more state transitions in a very small time interval of length t is of the order ( t) 2 and is thus o( t); that is, this probability is negligibly small compared with t as t → 0. Define now
The non-negative numbers q ij are called the infinitesimal transition rates of the continuous-time Markov chain {X(t)}. Note that the q ij uniquely determine the sojourn-time rates ν i and the one-step transition probabilities p ij by ν i = j =i q ij and p ij = q ij /ν i . The q ij themselves are not probabilities but transition rates. However, for t very small, q ij t can be interpreted as the probability of moving from state i to state j within the next t time units when the current state is state i. In applications one usually proceeds in the reverse direction. The infinitesimal transition rates q ij are determined in a direct way. They are typically the result of the interaction of two or more elementary processes of the Poisson type. Contrary to the discrete-time case in which the one-step transition probabilities determine unambiguously a discrete-time Markov chain, it is not generally true that the infinitesimal transition rates determine a unique continuous-time Markov chain.
Here we run into subtleties that are well beyond the scope of this book. * Note that fundamental difficulties may arise when the state space is infinite, but these difficulties are absent in almost all practical applications. To avoid the technical problems, we make the following assumption for the given data q ij . Assumption 4.1.2 The rates ν i = j =i q ij are positive and bounded in i ∈ I .
The boundedness assumption is trivially satisfied when I is finite and holds in most applications with an infinite state space. Using very deep mathematics it can be shown that under Assumption 4.1.2 the infinitesimal transition rates determine a unique continuous-time Markov chain {X(t)}. This continuous-time Markov chain is precisely the Markov jump process constructed according to the above rules (a) and (b), where the leaving rates are given by ν i = j =i q ij and the p ij by p ij = q ij /ν i . The continuous-time Markov chain {X(t)} does indeed have the property
It is noted that Assumption 4.1.2 implies that the constructed continuous-time Markov chain {X(t)} automatically satisfies Assumption 4.1.1.
In solving specific problems it suffices to specify the infinitesimal transition rates q ij . We now give two examples. In these examples the q ij are determined as the result of the interaction of several elementary processes of the Poisson type. The q ij are found by using the interpretation that q ij t represents the probability of making a transition to state j in the next t time units when the current state is i and t is very small.
Example 4.1.1 (continued) Inventory control for an inflammable product
The stochastic process {X(t), t ≥ 0} with X(t) denoting the stock on hand at time t is a continuous-time Markov chain with state space I = {0, 1, . . . , Q}. Its infinitesimal transition rates q ij are the result of the interaction of the two independent Poisson processes for the demands and the replenishment opportunities. The q ij are given by q i,i−1 = λ for i = 1, . . . , Q, q 0Q = µ and the other q ij = 0.
To see this, note that for any state i with i ≥ 1,
= λ t + o( t) * Conditions under which the infinitesimal parameters determine a unique continuous-time Markov chain are discussed in depth in Chung (1967) . 
for t → 0. In the analysis of continuous-time Markov chains, it is very helpful to use a transition rate diagram. The nodes of the diagram represent the states and the arrows in the diagram give the possible state transitions. An arrow from node i to node j is only drawn when the transition rate q ij is positive, in which case the arrow is labelled with the value q ij . The transition rate diagram not only visualizes the process, but is particularly useful when writing down its equilibrium equations. 
Example 4.1.2 Unloading ships with an unreliable unloader
Ships arrive at a container terminal according to a Poisson process with rate λ. The ships bring loads of containers. There is a single unloader for unloading the ships. The unloader can handle only one ship at a time. The ships are unloaded in order of arrival. It is assumed that the dock has ample capacity for waiting ships. The unloading time of each ship has an exponential distribution with mean 1/µ. The unloader, however, is subject to breakdowns. A breakdown can only occur when the unloader is operating. The length of any operating period of the unloader has an exponential distribution with mean 1/δ. The time to repair a broken unloader is exponentially distributed with mean 1/β. Any interrupted unloading of a ship is resumed at the point it was interrupted. It is assumed that the unloading times, operating times and repair times are independent of each other and are independent of the arrival process of the ships. The average number of waiting ships, the fraction of time the unloader is down, and the average waiting time per ship, these and other quantities can be found by using the continuous-time Markov chain model. For any t ≥ 0, define the random variables X 1 (t) = the number of ships present at time t and X 2 (t) = 1 if the unloader is available at time t, 0 if the unloader is in repair at time t.
Since the underlying distributions are exponential, the process {(X 1 (t), X 2 (t))} is a continuous-time Markov chain. This process has the state space
The next step is to determine the infinitesimal transition rates of the process. Putting for abbreviation X(t) = (X 1 (t), X 2 (t)), we have
for t → 0. This gives
Alternatively, q (i,0)(i,1) could have been obtained by noting that the sojourn time in state (i, 0) is exponentially distributed with parameter β + λ and noting that with probability β/(β + λ) the running repair time is finished before an arrival occurs. Also, P {X(t + t) = (i + 1, 0)|X(t) = (i, 0)} = P {an arrival occurs in (t, t + t) and the running repair time is not finished in (t, t + t)}
Similarly, we find
The state transitions and transition rates are summarized in Figure 4 .1.2.
THE FLOW RATE EQUATION METHOD
This section discusses the flow rate equation method for obtaining the equilibrium distribution of a continuous-time Markov chain. The emphasis is to give insight
Figure 4.1.2 The transition rate diagram for the unloader into this powerful method, which is widely used by practitioners. The proofs of the results below are deferred to Section 4.3. The starting point is a continuous-time Markov chain {X(t)} with state space I and infinitesimal transition rates q ij for i, j ∈ I with j = i. As before, let
The quantity ν i is the parameter of the exponentially distributed sojourn time in state i. It is assumed that the ν i satisfy Assumption 4.1.2. For any t ≥ 0, define the probability p ij (t) by
The computation of the transient probabilities p ij (t) will be discussed in Section 4.5. A deep result from continuous-time Markov chain theory is that lim t→∞ p ij (t) always exists for all i, j ∈ I . The issue of possible periodicity in the state transitions is not relevant for continuous-time Markov chains, since the times between state transitions have a continuous distribution. To ensure that the limits of the p ij (t) are independent of the initial state i and constitute a probability distribution, we need the following assumption.
Assumption 4.2.1
The process {X(t), t ≥ 0} has a regeneration state r such that
where τ r is the first epoch beyond epoch 0 at which the process {X(t)} makes a transition into state r.
In other words, state r will ultimately be reached with probability 1 from any other state and the mean recurrence time from state r to itself is finite. Under this assumption it can be proved that there is a probability distribution {p j , j ∈ I } such that
independently of the initial state i. The interested reader is referred to Chung (1967) for a proof. The limiting probability p j can be interpreted as the probability that an outside observer finds the system in state j when the process has reached statistical equilibrium and the observer has no knowledge about the past evolution of the process. The notion of statistical equilibrium relates not only to the length of time the process has been in operation but also to our knowledge of the past evolution of the system. But a more concrete interpretation which better serves our purposes is that the long-run fraction of time the process will be in state j (4.2.1) = p j with probability 1, independently of the initial state X(0) = i. More precisely, denoting for fixed j the indicator variable I j (t) by This principle is the flow rate equation method. To formulate the equilibrium equations in specific applications, it is convenient to use the transition rate diagram that was introduced in the previous section. Putting the transition rate diagram in a physical context, one might think that particles with a total mass of 1 are distributed over the nodes according to the equilibrium distribution {p j }. Particles move from one node to another node according to the transition rates q ij . In the equilibrium situation the rate at which particles leave any node must be equal to the rate at which particles enter that node. The 'rate in = rate out' principle (4.2.8) allows for a very useful generalization. More generally, for any set A of states with A = I , rate out of the set A = rate into the set A. (4.2.9)
In mathematical terms,
The balance principle (4.2.9) enables us to write down a recursive equation for the p j when I = {0, 1, . . . , N} and q ij = 0 for i ≥ 1 and
where N ≤ ∞. Then, by taking A = {i, . . . , N} with i = 0 and applying the balance principle (4.2.9), we get In this example the equilibrium probability p j represents the long-run fraction of time that the stock in the tank equals j units. Assumptions 4.1.2 and 4.2.1 are trivially satisfied (e.g. take state Q as regeneration state r). Using the transition rate diagram in Figure 4 .1.1 and equating the rate at which the process leaves state i to the rate at which the process enters state i, it follows that
These equilibrium equations together with the equation p 0 + p 1 + · · · + p Q = 1 have a unique solution (in this special case an explicit solution can be given: (u) du. This long-run average can be seen as a long-run average cost per time unit by imagining that a cost at rate j is incurred when the stock on hand is j . Using this interpretation, the result (4.2.11) can be seen as a consequence of Theorem 4.2.2, which will be discussed below. The result (4.2.12) uses the PASTA property: in the long run the fraction of customers who find the system out of stock upon arrival equals the fraction of time the system is out of stock. Further, we have the long-run average number of stock replenishments per time unit = µp 0 .
This result follows from (4.2.6) by noting that the average replenishment frequency equals the average number of transitions from state 0 to state Q per time unit.
Example 4.1.2 (continued) Unloading ships with an unreliable unloader
In this example we need a regularity condition to ensure that Assumption 4.2.1 is satisfied (Assumption 4.1.2 trivially holds). Let γ denote the expected amount of time needed to complete the unloading of a ship. It is not difficult to verify that γ = µ −1 (1 + δ/β); see (A.5) in Appendix A. In order to satisfy Assumption 4.2.1 it should be required that the arrival rate of ships is less than the reciprocal of the expected completion time γ . That is, the assumption λ < βµ β + δ should be made. The proof is omitted that under this condition the expected cycle length in Assumption 4.2.1 is finite (take state (0, 1) for the regeneration state r). Denote the equilibrium probabilities by p(j, 0) and p(j, 1). The probability p(j, 1) gives the long-run fraction of time that j ships are present and the unloader is available and the probability p(j, 0) gives the long-run fraction of time that j ships are present and the unloader is in repair. Using the transition rate diagram in Figure 4 .1.2 and applying the 'rate in = rate out' principle, we obtain the equilibrium equations:
This infinite system of linear equations together with the normalizing equation
has a unique solution. A brute-force method for solving the equilibrium equations is to truncate this infinite system through a sufficiently large integer N (to be found by trial and error) such that 
The latter result uses Little's formula L = λW .
Continuous-time Markov chains with rewards
In many applications a reward structure is imposed on the continuous-time Markov chain model. Let us assume the following reward structure. A reward at a rate of r(j) per time unit is earned whenever the process is in state j , while a lump reward of F jk is earned each time the process jumps from state j to state k ( = j ). In addition to Assumption 4.2.1 involving the regeneration state r, we make the following assumption.
Assumption 4.2.2 (a) The total reward earned between two visits of the process {X(t)} to state r has a finite expectation and
(b) For each initial state X(0) = i with i = r, the total reward earned until the first visit of the process {X(t)} to state r is finite with probability 1. This assumption is automatically satisfied when the state space I is finite and Assumption 4.2.1 holds. For each t > 0, define the random variable R(t) by R(t) = the total reward earned up to time t.
The following very useful result holds for the long-run average reward.
Theorem 4.2.2 Suppose the continuous-time Markov chain {X(t)} satisfies Assumptions 4.1.2, 4.2.1 and 4.2.2. Then, for each initial state
q jk F jk with probability 1.
A proof of this ergodic theorem will be given in Section 4.3. Intuitively the theorem can be seen by noting that p j gives the long-run fraction of time the process is in state j and p j q jk gives the long-run average number of transitions from state j to state k per time unit.
Example 4.1.1 (continued) Inventory control for an inflammable product
Suppose that the following costs are made in the inventory model. For each unit kept in stock, a holding cost h > 0 is incurred for each unit of time the unit is kept in stock. Penalty costs R > 0 are incurred for each demand that is lost and fixed costs K > 0 are made for each inventory replenishment. Then the long-run average cost per time unit equals
Strictly speaking, the cost term Rλp 0 is not covered by Theorem 4.2.2. Alternatively, by using part (a) of Theorem 2.4.1 it can be shown that the long-run average amount of demand that is lost per time unit equals λp 0 .
ERGODIC THEOREMS
In this section we prove Theorems 4.2.1 and 4.2.2. The proofs rely heavily on earlier results for the discrete-time Markov chain model. In our analysis we need the embedded Markov chain {X n , n = 0, 1, . . . }, where X n is defined by X n = the state of the continuous-time Markov chain just after the nth state transition with the convention that X 0 = X(0). The one-step transition probabilities of the discrete-time Markov chain {X n } are given by
see Section 4.1. It is readily verified that Assumption 4.2.1 implies that the embedded Markov chain {X n } satisfies the corresponding Assumption 3.3.1 and thus state r is a positive recurrent state for the Markov chain {X n }.
Definition 4.3.1 A probability distribution {p j , j ∈ I } is said to be an equilibrium distribution for the continuous-time Markov chain {X(t)} if
Just as in the discrete-time case, the explanation of the term 'equilibrium distribution' is as follows. If P {X(0) = j } = p j for all j ∈ I , then for any t > 0, P {X(t) = j } = p j for all j ∈ I . The proof is non-trivial and will not be given. Next we prove Theorem 4.2.1 in a somewhat more general setting.
Theorem 4.3.1 Suppose that the continuous-time Markov chain {X(t)} satisfies Assumptions 4.1.2 and 4.2.1. Then: (a) The continuous-time Markov chain {X(t)} has a unique equilibrium distribution
{p j , j ∈ I }. Moreover
where {π j } is the equilibrium distribution of the embedded Markov chain {X n }.
Proof We first verify that there is a one-to-one correspondence between the solutions of the two systems of linear equations
If {u j } is a solution to the second system with |u j | < ∞, then {x j = u j /ν j } is a solution to the first system with |x j | < ∞, and conversely. This is an immediate consequence of the definition (4.3.1) of the p ij . The one-to-one correspondence and Theorem 3.5.9 imply the results of Theorem 4.3.1 provided we verify
The proof that this condition holds is as follows. By Assumption 4.2.1, the process {X(t)} regenerates itself each time the process makes a transition into state r. Let a cycle be defined as the time elapsed between two consecutive visits of the process to state r. Using Wald's equation, it is readily seen that E(length of one cycle) = j ∈I E(number of visits to state j in one cycle) × 1 ν j .
Thus, by Lemma 3.5.10,
Since E(length of one cycle) is finite by Assumption 4.2.1, the result now follows. This completes the proof.
Next it is not difficult to prove Theorem 4. 
Hence, by Lemma 3.5.10 and relation (4.3.1),
Taking the ratio of the expressions for the expected reward earned during one cycle and the expected length of one cycle and using relation (4.3.2), we get the result of Theorem 4.2.2 for initial state r. It remains to verify that the result also holds for any initial state X(0) = i with i = r. This verification proceeds along the same lines as the proof of the corresponding result in Theorem 3.5.11.
By choosing an appropriate reward structure, Theorem 4.2.2 provides a rigorous proof of earlier interpretations we gave to the quantities p j and q jk p j . 
MARKOV PROCESSES ON A SEMI-INFINITE STRIP *
Many practical (queueing) problems can be modelled as a continuous-time Markov chain {X(t)} on a semi-infinite strip in the plane. That is, the Markov process has the two-dimensional state space
for some finite positive integer m. Assuming that the continuous-time Markov chain {X(t)} satisfies Assumption 4.2.1, denote its equilibrium probabilities by p(i, s) for i = 0, 1, . . . and s = 0, 1, . . . , m. These probabilities are determined by an infinite system of linear equations. In many cases, however, this infinite system can be reduced to a finite system of linear equations of moderate size. This can be done by using the geometric tail approach, discussed for discrete-time Markov chains in Section 3.4.2. Under rather general conditions the equilibrium probabilities p(i, s) exhibit a geometric tail behaviour as i → ∞, where the decay factor does not depend on s. That is, for constants γ s > 0 and a constant η with 0 < η < 1,
where the constant η does not depend on s. Then, for a sufficiently large choice of integer M, we have for each s that
Usually the constant η can be computed beforehand by solving a non-linear equation in a single variable. Once η is known, the infinite system of equilibrium equations is reduced to a finite system of linear equations by replacing any p(i, s) with i > M by η i−M p (M, s) . It turns out that in practical applications a relatively small value of M usually suffices. As will be seen below, the asymptotic expansion (4.4.2) is valid in the unloader problem of Example 4.1.2.
Markov processes with quasi-birth-death rates
Suppose that the Markov process {X(t)} satisfies the following assumption. 
m).
It is assumed that the transition rates λ s , µ s , β s and δ s are such that the Markov chain {X(t)} satisfies Assumption 4.2.1 and thus has a unique equilibrium distribution {p(i, s)}. Under Assumption 4.4.1 the equilibrium equations for the continuous-time Markov chain {X(t)} are as follows. Then for i = 1, 2, . . . and with 0 ≤ s ≤ m,
Next we use the powerful tool of generating functions. Define for 0 ≤ s ≤ m the generating function G s (z) by
For notational convenience, define G −1 (z) = G m+1 (z) = 0. Multiplying both sides of (4.4.3) and (4.4.4) by z i and summing over i, we find for each s that
This gives for s = 0, 1, . . . , m,
We rewrite this as 
Then the linear equations (4.4.5) in matrix notation are
By Cramer's rule for linear equations, the solution of (4.4.6) is given by on the interval (1, ∞).
How do we solve (4.4.9) in general? A possible way is to use a basic result from linear algebra stating that det A(x) equals the product of the eigenvalues of the matrix A(x). It is a routine matter to determine the eigenvalues of a matrix by using standard software. A search procedure such as bisection can next be used to find the root of (4.4.9). Another approach to compute the roots of det A(z) = 0 was proposed in Chapter 3 of Daigle (1991) . The zeros of det A(z) are equivalent to the inverses of the eigenvalues of the 2(m + 1)-dimensional square matrix
where O is the matrix with all entries equal to zero. Note that M −1 exists. To see this, let σ be any zero of det A(z) and let x σ be any non-trivial column vector such that A(σ )x σ = 0. Let y σ = σ x σ . Then, by the definition of A(z), we have
This system is equivalent to
This proves that the zeros of det A(z) are equivalent to the inverses of the eigenvalues of the expanded matrix A E . The largest of the eigenvalues in (0, 1) gives the decay factor η of the geometric tail of the equilibrium probabilities p(i, s). Daigle (1991) gives a more sophisticated algorithm for the computation of the p(i, s). Using the eigenvalues and the eigenvectors of the matrix A E , this algorithm computes for each s the probabilities p(i, s) for i ≥ 1 as a linear combination of a finite number of geometric terms. The interested reader is referred to Daigle's book for details. The algorithm in Chapter 3 of Daigle (1991) is in fact a special case of the spectral expansion method discussed in full generality in Mitrani and Mitra (1992) . This is a general method for computing the equilibrium probabilities of a Markov process whose state space is a semi-infinite strip in the two-dimensional plane and whose equilibrium equations can be represented by a vector difference equation with constant coefficients. The solution of that equation is expressed in terms of the eigenvalues and eigenvectors of its characteristic polynomial. Another generally applicable method to compute the equilibrium probabilities for the twodimensional Markov process with quasi-birth-death rates is the matrix-geometric method of Neuts (1981) . This method requires solving a matrix quadratic equation. This can be done by a probabilistic and numerically stable algorithm discussed in Latouche and Ramaswami (1993) . The computational effort of this algorithm increases logarithmically when the server utilization gets larger. The computational burden of the spectral method, however, is relatively insensitive to the server utilization of the analysed system. Unlike the Latouche-Ramaswami algorithm, the spectral method often becomes numerically unreliable when the server utilization gets very close to 1. For the practitioner, the geometric tail approach is much easier to apply than the other two methods. This approach combines simplicity with effectiveness. The two steps of the geometric tail algorithm are:
(a) Compute the zero of a non-linear equation in a single variable.
(b) Solve a finite system of linear equations.
These steps are simple, and standard software can be used to perform them. The finite system of linear equations is usually relatively small for practical examples. In general it is not possible to use the above computational methods on twodimensional continuous-time Markov chain problems in which both state variables are unbounded. An example of such a problem is the shortest-queue problem in which arriving customers are assigned to the shortest one of two separate queues each having their own server. Special methods for this type of problem are the so-called compensation method and the power-series algorithm discussed in Adan et al. (1993) , Blanc (1992) and Hooghiemstra et al. (1988) . Further it must be assumed that the only way to enter the set I 1 from the set I 2 is through the states (N, s) . Then a minor modification of the above analysis shows that Theorem 4.4.1 remains valid with the same matrix A(z). For the particular case of the unloader problem, we find that (4.4.9) reduces to the polynomial equation
Special case of linear birth-death rates
Suppose that the transition rates λ s , µ s , β s and δ s have the special form 
on the interval (0,1), where
In a more general context this result has been proved in . It also follows from this reference that Assumption 4. 
TRANSIENT STATE PROBABILITIES
In many practical situations one is not interested in the long-run behaviour of a stochastic system but in its transient behaviour. A typical example concerns airport runway operations. The demand profile for runway operations shows considerable variation over time with peaks at certain hours of the day. Equilibrium models are of no use in this kind of situation. 
In Section 4.5.1 we discuss the method of linear differential equations. The probabilistic method of uniformization will be discussed in Section 4.5.2. In Section 4.5.3 we show that the computation of first passage time probabilities can be reduced to the computation of transient state probabilities by introducing an absorbing state.
The Method of Linear Differential Equations
This basic approach has a solid backing by tools from numerical analysis. We first prove the following theorem. with t very small. The number of transitions in any finite time interval is finite with probability 1, so we can condition on the state that will occur at time t:
since a finite sum of o( t) terms is again o( t).
Hence
Letting t → 0 yields the desired result.
The linear differential equations (4.5.1) can be explicitly solved only in very special cases.
Example 4.5.1 An on-off source
A source submitting messages is alternately on and off. The on-times are independent random variables having a common exponential distribution with mean 1/α and the off-times are independent random variables having a common exponential distribution with mean 1/β. Also the on-times and the off-times are independent of each other. The source is on at time 0. What is the probability that the source will be off at time t?
This system can be modelled as a continuous-time Markov chain with two states. Let the random variable X(t) be equal to 0 when the source is off at time t and equal to 1 otherwise. Then {X(t)} is a continuous-time Markov chain with state space I = {0, 1}. The transient probabilities p 10 (t) and p 11 (t) satisfy p 10 (t) = −βp 10 (t) + αp 11 (t), t ≥ 0,
A standard result from the theory of linear differential equations states that the general solution of this system is given by 
with p i,−1 (t) = 0. An explicit solution of these equations is given by
. . , where ρ = λ/µ and the functions γ (y) and a k (y) are defined by
A proof of this explicit solution is not given here; see Morse (1955) and Takács (1962) . The trigonometric integral representation for p ij (t) is very convenient for numerical computations. A recommended numerical integration method is GaussLegendre integration. Integral representations can also be given for the first two moments of the number of customers in the system. The formulas will only be given for the case of ρ < 1. Denoting by L(i, t) the number of customers in the system at time t when initially there are i customers present, we have
the transient probabilities p ij (t) converge to the equilibrium probabilities p j = (1 − ρ)ρ j as t → ∞ and, similarly, E[L(i, t)]
converges to ρ/(1 − ρ) as t → ∞. A natural question is how fast the convergence occurs. A heuristic answer to this question has been given by Odoni and Roth (1983) in the context of the M/G/1 queue. Letting c 2 S denote the squared coefficient of variation of the service time, the M/G/1 queue will 'forget' its initial state after a time comparable to
provided that the system is empty at epoch 0.
In general the linear differential equations (4.5.1) have to be solved numerically. Let us assume in the remainder of this section that the state space I of the Markov chain is finite. There are several possibilities to numerically solve the homogeneous system (4.5.1) of linear differential equations with constant coefficients. In most applications the matrix of coefficients has distinct eigenvalues and is thus diagonalizable. In those situations one might compute the eigenvalues λ 1 , . . . , λ n of the matrix and the corresponding eigenvectors. The transient probabilities p ij (t) are then a linear combination of pure exponential functions e λ 1 t , . . . , e λ n t (zero is always among the eigenvalues and the corresponding eigenvector gives the equilibrium distribution of the Markov process up to a multiplicative constant). In general, however, one uses a so-called Runge-Kutta method to solve the linear differential equations numerically. Standard codes for this method are widely available. From a numerical point of view, the Runge-Kutta method is in general superior to the eigenvalue approach. The Runge-Kutta method has the additional advantage that it can also be applied to continuous-time Markov processes with timedependent transition rates. Another possible way to compute the p ij (t) is to use the discrete FFT method when an explicit expression for the generating function P (t, z) = j ∈I p ij (t)z j , |z| ≤ 1 is available.
The Uniformization Method
This method falls back on an earlier construction of a continuous-time Markov chain in Section 4.1. In this construction the process leaves state i after an exponentially distributed time with mean 1/ν i and then jumps to another state j (j = i) with probability p ij . Letting X n denote the state of the process just after the nth state transition, the discrete-time stochastic process {X n } is an embedded Markov chain with one-step transition probabilities p ij . The jump probabilities p ij and the infinitesimal transition rates q ij are related to each other by
To introduce the uniformization method, consider first the special case in which the leaving rates ν i of the states are identical, say ν i = ν for all i. Then the transition epochs are generated by a Poisson process with rate ν. In this situation an expression for p ij (t) is directly obtained by conditioning on the number of Poisson events up to time t and using the n-step transition probabilities of the embedded Markov chain {X n }. However, the leaving rates ν i are in general not identical. Fortunately, there is a simple trick for reducing the case of non-identical leaving rates to the case of identical leaving rates. The uniformization method transforms the original continuous-time Markov chain with non-identical leaving rates into an equivalent stochastic process in which the transition epochs are generated by a Poisson process at a uniform rate. However, to achieve this, the discrete-time Markov chain describing the state transitions in the transformed process has to allow for self-transitions leaving the state of the process unchanged.
To formulate the uniformization method, choose a finite number ν with
Define now {X n } as the discrete-time Markov chain whose one-step transition probabilities p ij are given by
for any i ∈ I . Let {N(t), t ≥ 0} be a Poisson process with rate ν such that the process is independent of the discrete-time Markov chain {X n }. Define now the continuous-time stochastic process {X(t), t ≥ 0} by
In other words, the process {X(t)} makes state transitions at epochs generated by a Poisson process with rate ν and the state transitions are governed by the discretetime Markov chain {X n } with one-step transition probabilities p ij . Each time the Markov chain {X n } is in state i, the next transition is the same as in the Markov chain {X n } with probability ν i /ν and is a self-transition with probability 1 − ν i /ν. The transitions out of state i are in fact delayed by a time factor of ν/ν i , while the time itself until a state transition from state i is condensed by a factor of ν i /ν. This heuristically explains why the continuous-time process {X(t)} is probabilistically identical to the original continuous-time Markov chain {X(t)}. Another heuristic way to see that the two processes are identical is as follows. For any i, j ∈ I with j = i
In the next theorem we give a formal proof that the two processes {X(t)} and {X(t)} are probabilistically equivalent.
Theorem 4.5.2 Suppose that the continuous-time Markov chain {X(t)} satisfies Assumption 4.1.2. Then
Proof For any t > 0, define the matrix P(t) by P(t) = (p ij (t)), i, j ∈ I . Denote by Q the matrix Q = (q ij ), i, j ∈ I , where the diagonal elements q ii are defined by
Then Kolmogoroff's forward differential equations can be written as P (t) = P(t)Q for any t > 0. It is left to the reader to verify that the solution of this system of differential equations is given by
The matrix P = (p ij ), i, j ∈ I , can be written as P = Q/ν + I, where I is the identity matrix. Thus On the other hand, by conditioning on the number of Poisson events up to time t in the {X(t)} process, we have
where p (n) ij is the n-step transition probability of the discrete-time Markov chain {X n }. Together the latter two equations yield the desired result. 
This probabilistic result is extremely useful for computational purposes. The series in (4.5.5) converges much faster than the series expansion (4.5.4). The computations required by (4.5.5) are simple and transparent. For fixed t > 0 the infinite series can be truncated beforehand, since
For a prespecified accuracy number ε > 0, we choose M such that the right-hand side of this inequality is smaller than ε. By the normal approximation to the Poisson distribution, the truncation integer M can be chosen as
for some constant c with 0 < c ≤ c 0 (ε), where c 0 (ε) depends only on the tolerance number ε. As a consequence the computational complexity of the uniformization method is O (νtN 2 ) where N is the number of states of the Markov chain. Hence the uniformization method should be applied with the choice
The number νt is a crucial factor for the computational complexity of the uniformization method, as it is for the Runge-Kutta method, and is called the index of stiffness. Also, the following remark may be helpful. For fixed initial state i, the recursion scheme (4.5.6) boils down to the multiplication of a vector with the matrix P. In many applications the matrix P is sparse. Then the computational effort can be considerably reduced by using a data structure for sparse matrix multiplications. The uniformization results (4.5.5) and (4.5.6) need only a minor modification when the initial state X(0) has a given probability distribution {π 0 (i), i ∈ I }. The probability p (n) ij should then be replaced by p
ij and this probability can recursively be computed from p
For example, this modification may be used to compute the transient state probabilities in finite-capacity queueing systems with a nonstationary Poisson arrival process and exponential services, where the arrival rate function λ(t) is (approximately) a piecewise-constant function. One then computes the transient state probabilities for each interval separately on which λ(t) is constant and uses the probability distribution of the state at the beginning of the interval as the distribution of the initial state.
Expected transient rewards
Assume that a reward at rate r(j) is earned whenever the continuous-time Markov chain {X(t)} is in state j , while a lump reward of F jk is earned each time the process makes a transition from state j to state k ( = j). Let R(t) = the total reward earned up to time t, t ≥ 0.
The following lemma shows that it is a simple matter to compute the expected value of the reward variable R(t). The computation of the probability distribution of R(t) is much more complex and will be addressed in Section 4.6.
Lemma 4.5.4 Suppose that the continuous-time Markov chain {X(t)} satisfies Assumption 4.1.2. Then

E[R(t) | X(0)
where E ij (t) is the expected amount of time that the process {X(t)} is in state j up to time t when the process starts in state i. For any i, j ∈ I ,
(4.5.8)
Proof
The first term on the right-hand side of the relation for the expected reward is obvious. To explain the second term, we use the PASTA property. Fix j, k ∈ I with k = j . Observe that the transitions out of state j occur according to a Poisson process with rate ν j whenever the process {X(t)} is in state j . Hence, using part (b) of Theorem 1.1.3, transitions from state j to state k( = j) occur according to a Poisson process with rate q jk (= p jk ν j ) whenever the process {X(t)} is in state j . Next, by applying part (a) of Theorem 2.4.1, it is readily seen that the expected number of transitions from state j to state k up to time t equals q jk times the expected amount of time the process {X(t)} is in state j up to time t. This proves (4.5.7). To prove (4.5.8), note that the representation (4.5.5) implies
Except for a factor ν we have an integral over an Erlang (n + 1, ν) density. Thus
By interchanging the order of summation, we next get the desired result.
First Passage Time Probabilities
In this section it is assumed that the state space I of the continuous-time Markov chain {X(t)} is finite. For a given set C of states with C = I , define τ C = the first epoch at which the continuous-time Markov chain {X(t)} makes a transition into a state of the set C.
Also, define the first passage time probability Q iC (t) by 
The infinitesimal transition rates q * ij are taken as
Denoting by p * ij (t) the transient state probabilities in the modified continuous-time Markov chain, it is readily seen that
The p * ij (t) can be computed by using the uniformization algorithm in the previous subsection (note that p * aa = 1 in the uniformization algorithm).
Example 4.5.3 The Hubble space telescope
The Hubble space telescope is an astronomical observatory in space. It carries a variety of instruments, including six gyroscopes to ensure stability of the telescope. The six gyroscopes are arranged in such a way that any three gyroscopes can keep the telescope operating with full accuracy. The operating times of the gyroscopes are independent of each other and have an exponential distribution with failure rate λ. Upon a fourth gyroscope failure, the telescope goes into sleep mode. In sleep mode, further observations by the telescope are suspended. It requires an exponential time with mean 1/µ to put the telescope into sleep mode. Once the telescope is in sleep mode, the base station on earth receives a sleep signal. A shuttle mission to the telescope is next prepared. It takes an exponential time with mean 1/η before the repair crew arrives at the telescope and has repaired the stabilizing unit with the gyroscopes. In the meantime the other two gyroscopes may fail. If the last gyroscope fails, a crash destroying the telescope will be inevitable. What is the probability that the telescope will crash in the next T years?
This problem can be analysed by a continuous-time Markov chain with an absorbing state. The transition diagram is given in Figure 4 .5.1. The state labelled as the crash state is the absorbing state. As explained above, this convention enables us to apply the uniformization method for the state probabilities to compute the first passage time probability Q(T ) = P {no crash will occur in the next T years when currently all six gyroscopes are working}. The uniformization method is applied with the choice ν = 100 for the uniformized leaving rate ν (the value 0 is taken for the leaving rate from the state crash). The calculations yield the value 0.000504 for the probability 1 − Q(T ) that a crash will occur in the next T = 10 years. Similarly, one can calculate that with probability 0.3901 the sleep mode will not be reached in the next 10 years. In other words, the probability of no shuttle mission in the next 10 years equals 0.3901. However, if one wishes to calculate the probability distribution of the number of required shuttle missions in the next 10 years, one must use the Markov reward model with lump rewards (assume a lump reward of 1 each time the process jumps from either state 2 or state 1 to the sleep mode). This Markov reward model is much more difficult to solve and will be discussed in the next section.
TRANSIENT DISTRIBUTION OF CUMULATIVE REWARDS
A basic and practically important problem is the calculation of the transient probability distribution of the cumulative reward in a continuous-time Markov chain. For example, a practical application is an oil-production platform which has to meet a contractually agreed production level over a specified time period. The production rate is not constant but depends on the stochastically varying state of the platform. In this example a continuous-time Markov chain with reward rates may be appropriate, where the reward rate r(j) represents the production rate in state j . In Section 4.6.1 we first consider the special case of a Markov reward model with reward rates that are either 0 or 1. The cumulative reward in this model corresponds to the cumulative sojourn time of the process in a certain set of (good) states. A nice and simple extension of the uniformization method can be given to compute the transient distribution of the cumulative sojourn time in some given set of states. The general Markov reward model with both reward rates and lump rewards is dealt with in Section 4.6.2. A discretization algorithm will be discussed for this model. Throughout this section it is assumed that the continuous-time Markov chain {X(t)} has a finite state space I .
Transient Distribution of Cumulative Sojourn Times
Consider a continuous-time Markov chain {X(t)} whose finite state space I is divided into two disjoint subsets I 0 and I f with I 0 = the set of operational states and I f = the set of failed states.
Define for any t > 0 the indicator random variable I (t) by
Then the random variable
represents the cumulative operational time of the system during (0, t). The transient probability distribution of O(t) can be calculated by a nice probabilistic algorithm that is based on the uniformization method. To find P {O(t) ≤ x}, we first uniformize the continuous-time Markov chain {X(t)} according to (4.5.3). Denoting by O(t) the cumulative operational time in the uniformized process {X(t)}, we have P {O(t) ≤ x} = P {O(t) ≤ x}, since the uniformized process is probabilistically equivalent with the original process. By conditioning on the number of state transitions of the uniformized process during (0, t), we have
The next key step in the analysis is the relation between the Poisson process and the uniform distribution. In the uniformized process the epochs of the state transitions are determined by a Poisson process that is independent of the discretetime Markov chain governing the state transitions. Under the condition that the uniformized process has made n state transitions during (0, t), the joint distribution of the epochs of these state transitions is the same as the joint distribution of the order statistics U (1) , . . . , U (n) of n independent random variables U 1 , . . . , U n that are uniformly distributed on (0, t); see Theorem 1.1.5. Note that U (k) is the smallest kth of the U i . The n state transitions in the interval (0, t) divide this interval into n + 1 intervals whose lengths are given by
The random variables Y 1 , . . . , Y n+1 are obviously dependent variables, but they are exchangeable. That is, for any permutation i 1 , . . . , i n+1 of 1, . . . , n + 1,
As a consequence
The next step of the analysis is to condition on the number of times the uniformized process visits operational states during (0, t) given that the process makes n state transitions in (0, t). If this number of visits equals k (k ≤ n+1), then the cumulative operational time during (0, t) is distributed as Y 1 + · · · + Y k . For any given n ≥ 0, define α(n, k) = P {the uniformized process visits k times an operational state in (0, t) | the uniformized process makes n state transitions in (0, t)} for k = 0, 1, . . . , n + 1. Before showing how to calculate the α(n, k), we give the final expression for P {O(t) ≤ x}. Note that O(t) has a positive mass at x = t. Choose x < t. Using the definition of α(n, k) and noting that O(t) ≤ x only if the uniformized process visits at least one non-operational state in (0, t), it follows that P {O(t) ≤ x | the uniformized processes makes n state transitions in (0, t)} = n k=0 P {O(t) ≤ x | the uniformized process makes n state transitions in (0, t) and visits k times an operational state in (0, t)} α(n, k)
This gives the desired expression
for 0 ≤ x < t. The random variable O(t) assumes the value t if the uniformized process visits only operational states in (0, t). Thus
The above expression for P {O(t) ≤ x} is well suited for numerical computations, since the summations involve only positive terms. As before, the infinite sum can be truncated to M terms, where the error associated with the truncation is bounded by ∞ n=M e −νt (νt) n /n! so that M can be determined beforehand for a given error tolerance.
Computation of the α(n, k)
The probabilities α(n, k) are determined by the discrete-time Markov chain {X n } that governs the state transitions in the uniformized process. The one-step transition probabilities of this discrete-time Markov chain are given by p ij = (ν i /ν)p ij for j = i and p ii = 1−ν i /ν, where p ij = q ij /ν i . To calculate the α(n, k), let α(n, k, j ) be the joint probability that the discrete-time Markov chain {X t } visits k times an operational state over the first n state transitions and is in state j after the nth transition. Then
The probabilities α(n, k, j ) can be recursively computed. In the recursion we have to distinguish between states j ∈ I 0 and states j ∈ I f . Obviously,
Denoting by {α i } the probability distribution of the initial state of the original process {X(t)}, we have the boundary conditions
Example 4.5.3 (continued) The Hubble telescope problem
Assume that the telescope is needed to make observations of important astronomical events during a period of half a year two years from now. What is the probability that during this period of half a year the telescope will be available for at least 95% of the time when currently all six gyroscopes are in perfect condition? The telescope is only working properly when three or more gyroscopes are working. In states 1 and 2 the telescope produces blurred observations and in states sleep 2, sleep 1 and crash the telescope produces no observations at all. Let us number the states sleep 2, sleep 1 and crash as the states 7, 8 and 9. To answer the question posed, we split the state space I = {1, 2, . . . , 9} into the set I 0 of operational states and the set I f of failed states with I 0 = {6, 5, 4, 3} and I f = {2, 1, 7, 8, 9}.
Before applying the algorithm (4.6.1) with t = 1 2 and x = 0.95t, we first use the standard uniformization method from Section 4.5 to compute the probability distribution of the state of the telescope two years from now. Writing α i = p 6i (2), we obtain the values α 1 = 3.83 × 10 −7 , α 2 = 0.0001938, α 3 = 0.0654032, α 4 = 0.2216998,
for the data λ = 0.1, µ = 100 and η = 5. Next the algorithm (4.6.1) leads to the value 0.9065 for the probability that the telescope will be properly working for at least 95% of the time in the half-year that comes two years from now.
Transient Reward Distribution for the General Case
In the general case the continuous-time Markov chain {X(t)} earns a reward at rate r(j) for each unit of time the process is in state j and earns a lump reward of F jk each time the process makes a state transition from state j to another state k. It is assumed that the r(j)and the F jk are both non-negative. It is possible to extend the algorithm from Section 4.6.1 to the general case. However, the generalized algorithm is very complicated and, worse, it is not numerically stable. For this reason we prefer to present a simple-minded discretization approach for the general reward case. For fixed t > 0, let R(t) = the cumulative reward earned up to time t.
Assume that for each state j ∈ I the joint probability distribution function P {R(t) ≤ x, X(t) = j } has a density with respect to the reward variable x (a sufficient condition is that r(j) > 0 for all j ∈ I ). Then we can represent P {R(t) ≤ x} as
where f j (t, x) is the joint probability density of the cumulative reward up to time t and the state of the process at time t. The idea is to discretize the reward variable x and the time variable t in multiples of , where > 0 is chosen sufficiently small (the probability of more than one state transition in a time period of length should be negligibly small). The discretized reward variable x can be restricted to multiples of when the following assumptions are made:
(a) the reward rates r(j) are non-negative integers, (b) the non-negative lump rates F jk are multiples of .
For practical applications it is no restriction to make these assumptions. How do we compute P {R(t) ≤ x} for fixed t and x? It is convenient to assume a probability distribution
for the initial state of the process. In view of the probabilistic interpretation
we approximate for fixed > 0 the density f j (u, y) by a discretized function f j (τ, r) . The discretized variables τ and r run through multiples of . For fixed > 0 the discretized functions f j (τ, r) are defined by the recursion scheme , . . . , (t/ ) and r = 0, , . . . , (x/ ) (for ease assume that x and t are multiples of ). For any j ∈ I , the boundary conditions are f j (0, r) = α j / , r = 0, 0, otherwise, and f j (τ, r) = 0 for any τ ≥ 0 when r < 0.
Using the simple-minded approximation
the desired probability P {R(t) ≤ x} is approximated by
For fixed x and t, the computational effort of the algorithm is proportional to 1/ 2 and so it quadruples when is halved. Hence the computation time of the algorithm will become very large when the probability P {R(t) ≤ x} is desired at high accuracy and there are many states. Another drawback of the discretization algorithm is that no estimate is available for the discretization error. Fortunately, both difficulties can be partially overcome. Let
be the first-order estimate for P {R(t) ≤ x} and let the error term e( ) = P ( ) − P {R(t) ≤ x}.
The following remarkable result was empirically found: e( ) ≈ P (2 ) − P ( ) when is not too large. Thus the first-order approximation P ( ) to P {R(t) ≤ x} is much improved when it is replaced by
(4.6.3)
Example 4.5.3 (continued) The Hubble telescope problem
What is the probability distribution of the number of repair missions that will be prepared in the next 10 years when currently all six gyroscopes are in perfect condition? To consider this question we impose the following reward structure on the continuous-time Markov chain that is described in Figure 4 .5.1 (with the states sleep 2 and sleep 1 numbered as the states 7 and 8). The reward rates r(j) and the lump rewards F jk are taken as r(j) = 0 for all j, F 27 = F 18 = 1 and the other F jk = 0.
Then the cumulative reward variable R(t) represents the number of repair missions that will be prepared up to time t. Note that in this particular case the stochastic variable R(t) has a discrete distribution rather than a continuous distribution. However, the discretization algorithm also applies to the case of a reward variable R(t) with a non-continuous distribution. For the numerical example with λ = 0.1, µ = 100 and η = 5 we found that P {R(t) > k} has the respective values 0.6099, 0.0636 and 0.0012 for k = 0, 1 and 2 (accurate to four decimal places with = 1/256).
EXERCISES
4.1 A familiar sight in Middle East street scenes are the so-called sheroots. A sheroot is a seven-seat cab that drives from a fixed stand in a town to another town. A sheroot leaves as soon as all seven seats are occupied by passengers. Consider a sheroot stand which has room for only one sheroot. Potential passengers arrive at the stand according to a Poisson process at rate λ. If upon arrival a potential customer finds no sheroot present and seven other customers already waiting, the customer goes elsewhere for transport; otherwise, the customer waits until a sheroot departs. After a sheroot leaves the stand, it takes an exponential time with mean 1/µ until a new sheroot becomes available. Formulate a continuous-time Markov chain model for the situation at the sheroot stand. Specify the state variable(s) and the transition rate diagram.
4.2
In a certain city there are two emergency units, 1 and 2, that cooperate in responding to accident alarms. The alarms come into a central dispatcher who sends one emergency unit to each alarm. The city is divided in two districts, 1 and 2. The emergency unit i is the first-due unit for response area i for i = 1, 2. An alarm coming in when only one of the emergency units is available is handled by the idle unit. If both units are not available, the alarm is settled by some unit from outside the city. Alarms from the districts 1 and 2 arrive at the central dispatcher according to independent Poisson processes with respective rates λ 1 and λ 2 . The amount of time needed to serve an alarm from district j by unit i has an exponential distribution with mean 1/µ ij . The service times include travel times.
Formulate a continuous-time Markov chain model to analyse the availability of the emergency units. Specify the state variable(s) and the transition rate diagram.
4.3
An assembly line for a certain product has two stations in series. Each station has only room for a single unit of the product. If the assembly of a unit is completed at station 1, it is forwarded immediately to station 2 provided station 2 is idle; otherwise the unit remains in station 1 until station 2 becomes free. Units for assembly arrive at station 1 according to a Poisson process with rate λ, but a newly arriving unit is only accepted by station 1 when no other unit is present in station 1. Each unit rejected is handled elsewhere. The assembly times at stations 1 and 2 are exponentially distributed with respective means 1/µ 1 and 1/µ 2 .
Formulate a continuous-time Markov chain to analyse the situation at both stations. Specify the state variable(s) and the transition rate diagram. 4.5 A production hall contains a fast machine and a slow machine to process incoming orders. Orders arrive according to a Poisson process with rate λ. An arriving order that finds both machines occupied is rejected. Unless both machines are occupied, an arriving order is assigned to the fast machine if available; otherwise, the order is assigned to the slow machine. The processing time of an order is exponentially distributed with mean 1/µ 1 at the fast machine and mean 1/µ 2 at the slow machine. It is not possible to transfer an order from the slow machine to the fast machine.
(a) Formulate a continuous-time Markov chain to analyse the situation in the production hall. Specify the state variable(s) and the transition rate diagram (b) Specify the equilibrium equations for the state probabilities. What is the long-run fraction of time that the fast (slow) machine is used? What is the long-run fraction of incoming orders that are lost?
4.6 In Gotham City there is a one-man taxi company. The taxi company has a stand at the railway station. Potential customers arrive according to a Poisson process with an average of four customers per hour. The taxi leaves the station immediately a customer arrives. A potential customer finding no taxi present waits until the taxi arrives only if there are less than three other customers waiting; otherwise, the customer goes elsewhere for alternative transport. If the taxi returns to the stand and finds waiting customers, it picks up all waiting customers and leaves. The amount of time needed to return to the stand has an exponential distribution with mean 1/µ i when the taxi leaves the stand with i customers, i = 1, 2, 3.
(a) Formulate a continuous-time Markov chain to analyse the situation at the taxi stand. Specify the state variable(s) and the transition rate diagram.
(b) What is the long-run fraction of time the taxi waits idle at the taxi stand? What is the long-run fraction of potential customers who go elsewhere for transport? 4.7 A container terminal has a single unloader to unload trailers which bring loads of containers. The unloader can serve only one trailer at a time and the unloading time has an exponential distribution with mean 1/µ 1 . After a trailer has been unloaded, the trailer leaves but the unloader needs an extra finishing time for the unloaded containers before the unloader is available to unload another trailer. The finishing time has an exponential distribution with mean 1/µ 2 . A leaving trailer returns with the next load of containers after an exponentially distributed time with mean 1/λ. There are a finite number of N unloaders active at the terminal. A newly arriving message is accepted as long as less than R other messages are present at the communication channel (including any message in transmission). As soon as the number of messages in the system has dropped to r, newly arriving messages are again admitted to the transmission channel. The control parameters r and R are given integers with 0 ≤ r < R.
(a) Formulate a continuous-time Markov chain to analyse the situation at the communication channel. Specify the state variable(s) and the transition rate diagram. 
4.12
In an inventory system for a single product the depletion of stock is due to demand and deterioration. The demand process for the product is a Poisson process with rate λ. The lifetime of each unit product is exponentially distributed with mean 1/µ. The stock control is exercised as follows. Each time the stock drops to zero an order for Q units is placed. The lead time of each order is negligible. Determine the average stock and the average number of orders placed per time unit.
4.13
Messages arrive at a communication channel according to a Poisson process with rate λ. The message length is exponentially distributed with mean 1/µ. An arriving message finding the line idle is provided with service immediately; otherwise the message waits until access to the line can be given. The communication line is only able to submit one message at a time, but has available two possible transmission rates σ 1 and σ 2 with 0 < σ 1 < σ 2 . Thus the transmission time of a message is exponentially distributed with mean 1/(σ i µ) when the transmission rate σ i is used. It is assumed that λ/(σ 2 µ) < 1. At any time the transmission line may switch from one rate to the other. The transmission rate is controlled by a rule that uses a single critical number. The transmission rate σ 1 is used whenever less than R messages are present, otherwise the faster transmission rate σ 2 is used. The following costs are involved. There is a holding cost at rate hj whenever there are j messages in the system. An operating cost at rate r i > 0 is incurred when the line is transmitting a message using rate σ i , while an operating cost at rate r 0 ≥ 0 is incurred when the line is idle.
(a) Derive a recursion scheme for computing the limiting distribution of the number of messages present and give an expression for the long-run average cost per time unit.
(b) Write a computer program for calculating the value of R which minimizes the average cost and solve for the numerical data λ = 0.8, µ = 1, σ 1 = 1, σ 2 = 1.5, h = 1, r 0 = 0, r 1 = 5 and r 2 = 25.
4.14 Customers asking for a certain product arrive according to a Poisson process with rate λ. The demand sizes of the customers are independent random variables and have a common discrete probability distribution {p k , k = 1, 2, . . . }. Any demand that cannot be directly satisfied from stock on hand is back ordered. The control rule is based on the inventory position, which is defined as the stock on hand minus the amount back ordered plus the amount on order. Each time the inventory position reaches the reorder level s or drops below it, the smallest multiple of the basic quantity Q is ordered to bring the inventory position level above s. 
4.16
An operating system has r + s identical units where r units must be operating and s units are in preoperation (warm standby). A unit in operation has a constant failure rate of λ, while a unit in preoperation has a constant failure rate of β with β < λ. Failed units enter a repair facility that is able to repair at most c units simultaneously. The repair of a failed unit has an exponential distribution with mean 1/µ. An operating unit that fails is replaced immediately by a unit from the warm standby if one is available. The operating system goes down when less than r units are in operation. Show how to calculate the probability distribution function of the time until the system goes down for the first time when all of the r + s units are in good condition at time 0. 4.17 An electronic system uses one operating unit but has built-in redundancy in the form of R standby units. The standby units are not switched on (cold standby). The operating unit has an exponentially distributed lifetime with mean 1/λ. If the operating unit fails, it is immediately replaced by a standby unit if available. Each failed unit enters repair immediately and is again available after an exponentially distributed repair time with mean 1/µ. It is assumed that the mean repair time is much smaller than the mean lifetime. There are ample repair facilities. The system is down when all R + 1 units are in repair. Assuming that all R + 1 units are in perfect condition at time 0, let the random variable τ be the time until the first system failure.
(a) Use the uniformization method to compute E(τ ), σ (τ ) and P {τ > t} for t = 2, 5 and 10 when λ = 1, µ = 10 and the number of standby units is varied as R = 1, 2 and 3.
(b) Extend the analysis in (a) for the case that the repair time has a Coxian-2 distribution and investigate how sensitive the results in (a) are to the second moment of the repair-time distribution.
4.18
Messages arrive at a node in a communication network according to a Poisson process with rate λ. Each arriving message is temporarily stored in an infinite-capacity buffer until it can be transmitted. The messages have to be routed over one of two communication lines each with a different transmission time. The transmission time over the communication line is i exponentially distributed with mean 1/µ i (i = 1, 2), where 1/µ 1 < 1/µ 2 and µ 1 + µ 2 > λ. The faster communication line is always available for service, but the slower line will be used only when the number of messages in the buffer exceeds some critical level. Each line is only able to handle one message at a time and provides non-pre-emptive service. With the goal of minimizing the average sojourn time (including transmission time) of a message in the system, the following control rule with switching level L is used. The slower line is turned on for transmitting a message when the number of messages in the system exceeds the level L and is turned off again when it completes a transmission and the number of messages left behind is at or below L. Show how to calculate the average sojourn time of a message in the system. This problem is taken from Lin and Kumar (1984) .
4.19
Two communication lines in a packet switching network share a finite storage space for incoming messages. Messages of the types 1 and 2 arrive at the storage area according to two independent Poisson processes with respective rates λ 1 and λ 2 . A message of type j is destined for communication line j and its transmission time is exponentially distributed with mean 1/µ j , j = 1, 2. A communication line is only able to transmit one message at a time. The storage space consists of M buffer places. Each message requires exactly one buffer place and occupies the buffer place until its transmission time has been completed. A number N j of buffer places are reserved for messages of type j and a number N 0 of buffer places are to be used by messages of both types, where N 0 + N 1 + N 2 = M. That is, an arriving message of type j is accepted only when the buffer is not full and less than N 0 + N 1 other messages of the same type j are present; otherwise, the message is rejected. Discuss how to calculate the optimal values of N 0 , N 1 and N 2 when the goal is to minimize the total rejection rate of both types of message. Write a computer program and solve for the numerical data M = 15, λ 1 = λ 2 = 1 and µ 1 = µ 2 = 1. This problem is based on Kamoun and Kleinrock (1980) .
4.20
A traffic source is alternately on and off, where the on-and off-times are exponentially distributed with respective means 1/δ and 1/β. During on-periods the traffic source generates messages for a transmission channel according to a Poisson process with rate λ. The transmission channel can handle only one message at a time and the transmission time of a message has an exponential distribution with mean 1/µ. The on-times, off-times and transmission times are independent of each other. Further, it is assumed that λβ/[µ(δ + β)] < 1. Let the states (i, 0) and (i, 1) correspond to the situation that there are i messages at the transmission channel and the traffic source is off or on respectively.
(a) Verify for the numerical values λ = 1, µ = 1, β = 2, δ = 0.5 that the system of linear equations (4.4.6) is given by 1 − 3z 0.5z 2z z 2 − 2.5z + 1
Verify the roots of det A(z) = 0 are z 0 = 1, z 1 = 0.2712865 and z 2 = 1.2287136. (b) Use the roots z 0 and z 1 and the fact that G i (z) is analytic for |z| ≤ 1 to find p 00 and p 01 .
4.23
Repeat the analysis in Exercise 4.22 when the repair time is H 2 distributed with parameters (p 1 , ν 1 , p 2 , ν 2 ) rather than Erlang (R, λ) distributed. Verify that the results remain the same when we take R = 2 and replace the matrix Q by Q =   −δ δp 1 δp 2 ν 1 −ν 1 0 ν 2 0 −ν 2   4.24 At a facility for train maintenance, work is done on a number of separate parallel tracks. On each of these tracks there is room for two trains on a front part and a back part. Trains can leave the tracks only on the same side they enter the tracks. That is, upon completion of its maintenance a train may be locked in by another train that arrived later on the same track but has not yet completed its maintenance. For each of the tracks there are two maintenance crews, one for the train at the front part of the track and one for the train at the back. Trains requesting maintenance arrive at the maintenance facility according to a Poisson process with rate λ. A train immediately receives maintenance when it finds a free place at one of the tracks upon arrival; otherwise, the train waits until a maintenance place becomes free. A newly arriving train is directed to a front part if both a front part and a back part are free. The amount of time needed to serve a train has an exponential distribution with mean 1/µ. It is assumed that λ < 3 2 cµ. (a) Formulate a continuous-time Markov time chain for the performance evaluation of the maintenance track.
(b) Argue that the geometric tail approach can be used to reduce the infinite system of equilibrium equations to a finite system of linear equations. This problem is based on .
BIBLIOGRAPHIC NOTES
The theory of continuous-time Markov chains is more delicate than the theory of discrete-time Markov chains. Basic references are Anderson (1991) and Chung (1967) . The continuous-time Markov chain model is the most versatile model in applied probability. The powerful technique of equating the flow out of a state to the flow into that state has a long history and goes back to the pioneering work of Erlang on stochastic processes in the early 1900s; see also Kosten (1973) . The uniformization technique for the transient analysis of continuous-time Markov chains goes back to Jensen (1953) and is quite useful for both analytical and computational purposes. The extension of the uniformization method to compute the transient probability distribution of the sojourn time in a given set of states is due to De Soua e Silva and Gail (1986) . The material in Section 4.6.2 for the computation of the transient reward distribution is based on Goyal and Tantawi (1988) and Tijms and Veldman (2000) ; see also Sericola (2000) for an alternative method. The Hubble telescope problem from Example 4.5.3 is taken from Hermanns (2001) .
