Transport modeling of sedimenting particles in a turbulent pipe flow
  using Euler-Lagrange large eddy simulation by Arolla, Sunil K. & Desjardins, Olivier
Transport modeling of sedimenting particles in a
turbulent pipe flow using Euler-Lagrange large eddy
simulation
Sunil K. Arollaa,∗, Olivier Desjardinsa
aSibley School of Mechanical and Aerospace Engineering, Cornell University, Ithaca, NY
14853, USA
Abstract
A volume-filtered Euler-Lagrange large eddy simulation methodology is used
to predict the physics of turbulent liquid-solid slurry flow through a horizon-
tal pipe. A dynamic Smagorinsky model based on Lagrangian averaging is
employed to account for the sub-filter scale effects in the liquid phase. A fully
conservative immersed boundary method is used to account for the pipe ge-
ometry on a uniform cartesian grid. The liquid and solid phases are coupled
through volume fraction and momentum exchange terms. Particle-particle
and particle-wall collisions are modeled using a soft-sphere approach. A se-
ries of simulations are performed by varying the superficial liquid velocity to
be consistent with the experimental data by Dahl et al. (2003). Depending
on the liquid flow rate, a particle bed can form and develop different patterns,
which are discussed in light of regime diagrams proposed in the literature.
The fluctuation in the height of the liquid-bed interface is characterized to
understand the space and time evolution of these patterns. Statistics of
engineering interest such as mean velocity, mean concentration, and mean
streamwise pressure gradient driving the flow are extracted from the numer-
ical simulations and presented. Sand hold-up calculated from the simulation
results suggest that this computational strategy is capable of accurately pre-
dicting critical deposition velocity.
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1. Introduction
Turbulent liquid-solid flows have a wide range of applications such as
in the long distance transport of bulk materials to processing plants and in
geomorphology where sediment may be entrained, transported, and deposited
by water flow. Of particular interest in this work is the transport of oil sand
through pipelines. In a near-horizontal pipeline, depending on the liquid flow
rate, the slurry flow can exhibit four main regimes (Danielson, 2007). At low
liquid flow rates, the sand sediments to the bottom of the pipe and forms a
stable, stationary bed. When the liquid flow rate increases above a specific
value, the sand starts getting transported in a thin layer above the bed. As
the flow rate increases further, the sand bed breaks into a series of slow-
moving dunes, which eventually grow to develop into a bed moving along the
bottom of the pipe. At even higher flow rates, the sand particles ultimately
become fully suspended in the carrier liquid. The velocity at the onset of a
stationary bed formation is referred to as the critical deposition velocity. The
formation of a stationary sand bed can pose several risks such as increased
frictional losses, possibility of microbially-induced corrosion under the sand
bed, and equipment failure due to sand accumulation. So, predicting the
critical deposition velocity and understanding the physics of liquid-solid pipe
flows is important for the efficient design of slurry pipelines. Moreover, the
interaction between the turbulent carrier flow and a dense particle layer has
great relevance in sediment transport modeling.
The response of a bed of particles to shearing flows has been widely stud-
ied in the context of the formation of alluvial river channels (Church, 2006).
There are four dimensionless parameters that are used to parameterize the
transport of sedimenting particles, the choice of which is non-unique (Yalin,
1977). The first parameter that represents the incipient motion of particles is
called the Shields number, θ = τb/(ρp − ρf )gdp, where τb is the shear stress at
the bed surface, g is the acceleration due to gravity, dp is the particle diame-
ter, and ρp and ρf are the density of the solid particles and fluid, respectively.
This parameter measures the effect of the destabilizing hydrodynamic force
over the stabilizing gravity. The threshold value for particle motion is de-
noted as the critical Shields number, θc. The second parameter is the specific
gravity of the solid particles, s = ρp/ρf . The third dimensionless parame-
ter usually involves the fluid height, hf , in the form of hf/dp, or a Froude
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number, Fr =
√
τb/(ρfghf ). The fourth parameter used is called the fall
parameter, Rp = dp
√
(s− 1)gdp/ν, which represents the relative importance
of the gravity and ν, the viscosity of the fluid (Jenkins and Hanes, 1998).
Experimental data collected in turbulent flows with sedimenting particles
are conventionally represented in a Shields diagram with Shields number as
ordinate and fall parameter as abscissa. This curve is used to distinguish
different modes of sediment transport as well as types of bedforms. When
the flow is too weak to induce sediment motion (θ < θc), bedforms will be
usually determined by previous stronger events (Nielsen, 1992). For flows
such that θc < θ < 0.8, bedforms such as vortex ripples or dunes will be
present. For more intense flows with θ > 0.8, bedforms disappear and flat
beds are observed in a regime called sheet flow. This criterion for sheet
flow inception was proposed by Wilson (1989), but there are other criteria
and formulas that exist in the literature. Most of the data available in the
turbulent regime for threshold of particle motion present significant scatters
due to systematic methodological biases of incipient motion of the bed (Buff-
ington and Montgomery, 1997; Vanoni, 1946; Dancey et al., 2002; Paintal,
1971). Threshold values determined from bedload transport rate are usually
larger than those deduced from visual observations of particle motion. This
discrepancy is largely due to differences between the initial state of the bed
as erosion and deposition are very sensitive to bed packing conditions (Pap-
nicolaou et al., 2002). This is particularly important to acknowledge when
validating computational methods against the data. Computer simulations
should also exhibit such systematic bias provided the packed granular bed re-
gion is modeled. Presumably simpler laminar flows also suffer from the same
difficulty. Recent work of Ouriemi et al. (2007) and Peysson et al. (2009) at-
tempted to address this by providing robust and reproducible experimental
measurements to infer critical Shields number.
The type of bedform significantly influences the flow characteristics such
as resistance, mixing properties and importantly, characteristics such as
thickness of the transport layer. So, it is highly desirable to be able to
predict the nature of bedforms from an engineering point of view. It is now
generally accepted that the mechanism that destabilizes a flat sediment bed
is the phase lag between the perturbation in bed height and the bottom shear
stress (Charru, 2006). Linear stability analysis is often applied to the prob-
lem in order to predict the most unstable wavelength, but this approach is
not found to be satisfactory, with pattern wavelength prediction sometimes
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off by an order of magnitude (Raudkivi, 1997; Langlois and Valance, 2007;
Coleman and Nikora, 2009; Ouriemi et al., 2009a). Experimentally, a closed
pipe configuration is ideal for such investigations as it offers a confined, well-
controlled flow. A phase diagram showing different dune patterns observed
with a bed composed of spherical particles in a pipe flow was presented by
Ouriemi et al. (2009b). They pointed out that the dune formation is con-
trolled by the Reynolds number while the incipient motion of particles is
controlled by the Shields number.
With increasing computational resources and advancements in numerical
methods, computational fluid dynamics (CFD) provides a unique opportu-
nity to understand the physics of liquid-solid pipe flows for a range of liquid
flow rates. The Navier-Stokes equations are the governing equations for the
carrier liquid phase, but it is not practical to resolve a wide range of scales in
a turbulent flow. Moreover, resolving the flow around each particle becomes
overly expensive. Recently, Capecelatro and Desjardins (2013a) developed an
Euler-Lagrange large eddy simulation (LES) framework in which the back-
ground carrier flow is solved using a volume-filtered LES methodology while
each particle is tracked for its position and velocity in a Lagrangian approach.
This methodology showed unique capability to predict particle bed forma-
tion and excellent agreement with the experimental data was obtained for a
case with the liquid velocity above the critical deposition velocity (Capece-
latro and Desjardins, 2013b). This framework can be used to explore the
physics of liquid-solid slurry flows at Reynolds numbers of practical interest.
To the best of our knowledge, no attempt to numerically simulate the evo-
lution of bed of particles in a turbulent flow leading to pattern formation at
high Reynolds numbers has been reported to date. Notably, Kidanemariam
and Uhlmann (2014) presented results from fully resolved direct numerical
simulations (DNS) in a channel flow configuration, but the highest Reynolds
number based on bulk velocity is 6022. While their work demonstrated the
feasibility of using fully resolved DNS for studying sediment pattern for-
mation, the computational cost required was enormous and moreover, the
computational domain size is too small to resolve the large scale features
arising at high Reynolds numbers.
In this work, a volume-filtered Euler-Lagrange LES framework is applied
to perform slurry flow simulations with different superficial liquid velocities
and with the initial particle configuration set-up based on the sand hold-up
data presented by Danielson (2007),Yang et al. (2006), and Dahl et al. (2003).
In contrast to the recent work by Kidanemariam and Uhlmann (2014), the
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flow is resolved on a grid with cell size on the order of the particle diameter
and the interphase momentum exchange is modeled via a drag term. How-
ever, a full description of contact mechanics is retained through the use of
a soft-sphere collision model. In the previous work by Capecelatro and Des-
jardins (2013b), validation of Euler-Lagrange LES strategy above the critical
deposition velocity is presented and the feasibility of using this method for
predicting static bed formation is demonstrated. The specific objectives in
this work are to further confirm the feasibility of this method in the context
of turbulent transport of sedimenting particles, to compare predicted bed-
forms with those suggested by the data from the literature, and to validate
global flow quantities such as mean streamwise pressure gradient and critical
deposition velocity with the experimental data of Dahl et al. (2003).
2. Volume-filtered Euler-Lagrange LES framework
To solve the equations of motion for the liquid phase without requiring
to resolve the flow around individual particles, a volume filtering operator
is applied to the Navier-Stokes equations, thereby replacing the point vari-
ables (fluid velocity, pressure, etc.) by smoother, locally filtered fields. The
volume-filtered continuity equation is given by
∂
∂t
(εfρf ) +∇ · (εfρfuf ) = 0, (1)
where εf , ρf , and uf are the fluid-phase volume fraction, density, and veloc-
ity, respectively. The momentum equation is given by
∂
∂t
(εfρfuf )+∇ ·(εfρfuf ⊗ uf ) = ∇ ·(τ −Ru)+εfρfg−F inter+Fmfr, (2)
where g is the acceleration due to gravity, F inter is the interphase exchange
term that arises from filtering the divergence of the stress tensor, and Fmfr
is a body force akin to a mean pressure gradient introduced to maintain
a constant flow rate in the pipe. The volume-filtered stress tensor, τ , is
expressed as
τ = −pI + µ
[
∇uf +∇uTf −
2
3
(∇ · uf )I
]
+Rµ, (3)
where the hydrodynamic pressure and dynamic viscosity are given by p and
µ, respectively. I is the identity tensor. Rµ is an unclosed term that arises as
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a result of filtering the velocity gradients in the point wise stress tensor, and
is modeled by introducing an effective viscosity µ∗ to account for enhanced
dissipation by the particles, given by
Rµ ≈ µ∗
[
∇uf +∇uTf −
2
3
(∇ · uf )I
]
, (4)
where µ∗ is taken from Gibilaro et al. (2007) for fluidized beds, and is given
by
µ∗ = µ
(
ε−2.8f − 1
)
. (5)
Ru is a sub-filter Reynolds stress term closed through a turbulent viscosity
model, its anisotropic part is given by
Ru − 1
3
tr(Ru) ≈ µt
[∇uf +∇uTf ] , (6)
while the isotropic part is absorbed into pressure. A dynamic Smagorinsky
model (Germano et al., 1991; Lilly, 1992) based on Lagrangian averaging
(Meneveau et al., 1996) is employed to estimate the turbulent viscosity, µt.
A Lagrangian particle-tracking approach is used for the solid phase. The
displacement of an individual solid particle indicated by the subscript p is
calculated using Newton’s second law of motion,
mp
dup
dt
= f interp + F
col
p +mpg, (7)
where the particle mass is defined by mp = piρpd
3
p/6 and up is the particle
velocity. The force f interp exerted on a single particle p by the surrounding
fluid is related to the interphase exchange term in Eq. 2 by
F inter =
np∑
p=1
ξ(|x− xp|)f interp , (8)
where np is the total number of particles, ξ is the filtering kernel used to vol-
ume filter the Navier-Stokes equations, xp is the position of the p
th particle,
and f interp is approximated by
f interp ≈ Vp∇ · τ + fdragp , (9)
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where Vp is the volume of the pth particle. The drag force is given as
fdragp
mp
=
1
τp
(uf − up)F (εf ,Rep), (10)
where the particle response time τp derived from Stokes flow is
τp =
ρpd
2
p
18µεf
. (11)
The dimensionless drag force coefficient F of Tenneti et al. (2011) is employed
in this work. Particle-particle and particle-wall collisions are modeled using
a soft-sphere approach originally proposed by Cundall and Strack (1979).
To simulate a fully-developed turbulent flow, periodic boundary condi-
tions are used in the streamwise direction. In order to maintain a constant
flow rate in this wall-bounded periodic environment, momentum is forced
using a uniform source term that is adjusted dynamically in Eq. 2.
To study the detailed mesoscale physics of slurries in horizontal pipes, the
mathematical description presented heretofore is implemented in the frame-
work of the NGA code (Desjardins et al., 2008). The Navier-Stokes equa-
tions are solved conservatively on a staggered grid with second order spatial
accuracy for both the convective and viscous terms, and the second order
accurate semi-implicit Crank-Nicolson scheme is employed for time advance-
ment. The details on the mass, momentum, and energy conserving finite
difference scheme are given by Desjardins et al. (2008). The particles are
distributed among the processors based on the underlying domain decom-
position of the liquid phase. For each particle, its position, velocity, and
angular velocity are solved using a second-order Runge-Kutta scheme. Cou-
pling between the liquid phase and solid particles appears in the form of
the volume fraction, εf , and interphase exchange term, F
inter. These terms
are first computed at the location of each particle, using information from
the fluid, and are then transferred to the Eulerian mesh. To interpolate the
fluid variables to the particle location, a second order trilinear interpolation
scheme is used. To extrapolate the particle data back to the Eulerian mesh in
a computationally efficient manner that is consistent with the mathematical
formulation, a two-step mollification/diffusion operation is employed. This
strategy has been shown to be both conservative and convergent under mesh
refinement (Capecelatro and Desjardins, 2013a). A proper parallel imple-
mentation makes simulations consisting of O(108) Lagrangian particles and
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more possible, allowing for a detailed numerical investigation of slurries with
realistic physical parameters.
The liquid-phase transport equations are discretized on a uniform carte-
sian mesh, and a conservative immersed boundary (IB) method is employed
to model the cylindrical pipe geometry without requiring a body-fitted mesh.
The method is based on a cut-cell formulation that requires rescaling of the
convective and viscous fluxes in these cells, and provides discrete conserva-
tion of mass and momentum. Details on coupling the IB method with the
Lagrangian particle solver are given by Capecelatro and Desjardins (2013a).
3. Flow configuration and simulation set-up
The configuration considered in this work is that of a liquid-solid flow
through a horizontal pipe. The experimental data reported in Dahl et al.
(2003) form the basis for these simulations. In the experiments, sand is in-
jected at a rate of 2.2 g/s. While the sand grain median diameter is provided,
a full size distribution is not reported. Therefore, we assume that the sand
particles are monodispersed with the diameter equal to the median diameter
given in the experiments. The properties of the sand particles and of the
fluid are given in table 1. Available data include sand hold-up at different
liquid flow rates as shown in figure 1 and the streamwise pressure gradient
driving the flow.
Pipe diameter, D 0.069 m
Particle diameter, dp 280× 10−6 m
Particle density, ρp 2650 kg/m
3
Liquid density, ρf 998 kg/m
3
Particle-particle coefficient of restitution 0.9
Particle-wall coefficient of restitution 0.8
Coefficient of friction 0.1
Table 1: Flow parameters
To set-up the numerical simulations consistently with these experiments,
the number of particles are computed using the sand hold-up data as follows.
The sand hold-up is defined as percentage area of the pipe cross-section
occupied by the static bed. It is calculated as
H =
1
2pi
[2δ − sin(2δ)] , (12)
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where δ is the angle defined as δ = cos−1(1 − 2hs/D), where D is the pipe
diameter given in table 1 and hs is the static bed height. Both variables are
used to characterize the static bed region, referred to as region I in figure
1(b). The volume fraction of the particles averaged over the entire volume
of the pipe is given by
〈εp〉pipe = 0.63H + 〈εp〉ab(1−H), (13)
where 〈εp〉ab denotes the mean volume fraction above the bed. Note that
the static bed is assumed to be at the random close packing limit. It is
further assumed that the particles above the bed are transported at the bulk
velocity of the liquid. This is a crude assumption, but below the critical
deposition velocity (Ucritical) relatively fewer particles get resuspended, so
the error induced will be small. This, however, leads to larger errors when
the liquid velocity is above Ucritical, where most particles are resuspended.
With this approximation, 〈εp〉ab can be computed as
〈εp〉ab ≈ m˙p
ρpUsfA
, (14)
where m˙p is the experimental sand injection rate of 2.2 g/s, A is the cross-
sectional area of the pipe, and Usf is the superficial liquid velocity. The
number of particles can then be calculated from
〈εp〉pipepi
4
D2Lx = Np
pi
6
d3p, (15)
where the Lx is the domain size in the streamwise direction.
The number of particles calculated above are randomly distributed in the
computational domain. To obtain initial conditions, the simulation is first
run by disregarding the hydrodynamic forces. This allows only the gravity
and particle-particle collision forces to act on the particles, which eventually
results in a static bed. Then the fluid-particle interaction is activated by
specifying a superficial liquid velocity in accordance with the experiments.
As the liquid flow rate increases, the particles get eroded from the static bed
and get transported along with the carrier liquid. Using the mean particle
velocity, the particle mass flow rate can be computed and compared with the
sand injection rate as a consistency check.
Due to the high computational cost of the simulations, our investigation
is currently restricted to only three cases that assess the capability of Euler-
Lagrange LES approach to predict the slurry flow physics. The particular
9
(a) Sand hold-up data, from Dahl et al.
(2003).
D 
hf 
II 
I 
III 
δ	

hi 
hs 
(b) Schematic showing different variables used
to characterize the slurry flow.
Figure 1: Sand hold-up data from the experiments by Dahl et al. (2003). The three cases
considered for the simulations are shown by arrows. Ucritical is the critical deposition
velocity and hf is the fluid height. Three distinct regions, as observed by Capecelatro
and Desjardins (2013b), are identified: region I denotes the static bed, region II denotes
an intermediate layer with erosion and deposition as dominant processes, and region III
denotes the upper part of the pipe with few, fully entrained particles. Note that height of
the static bed region is denoted as hs and the height of the liquid-bed interface is denoted
as hi. For exact definitions of these heights, see section 4.1.
Case Usf (m/s) Resf Np
1 0.3 20700 19.25× 106
2 0.4 27600 8× 106
3 0.6 41400 0.042× 106
Table 2: Different cases considered, see also figure 1(a). Np is the number of particles, Usf
is the superficial liquid velocity in m/s, and Resf is Reynolds number based on superficial
velocity and pipe diameter.
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Figure 2: Convergence history showing mean height of the liquid-bed interface as a function
of non-dimensional time.
cases considered are presented in table 2. The computational grid used has
768 × 156 × 156 points in the streamwise (x), vertical (y), and lateral (z)
directions, respectively. To capture the mesoscale features in this flow, each
cell size is chosen to be equal to 1.57 times the particle diameter. The
domain length is chosen to be Lx = 3.75D, resulting from a compromise
between the need to resolve long streamwise flow structures and the need for
the simulations to be computationally tractable. The simulations are run for
approximately 150 inertial time scales given by tUsf/D. The statistics are
extracted over another 40 time scales. The convergence of the simulations in
terms of the mean height of the liquid-bed interface, hi, is shown in figure 2,
which will be defined in section 4.1.
4. Results and discussion
Due to the high cost of the simulations, the discussion of results will be
focused on first-order statistics such as mean velocity and mean concentra-
tion.
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4.1. Global statistics
First, the pressure gradient driving the flow from numerical simulations
is compared with the experimental data from Dahl et al. (2003) in table
3. The agreement with the experiments is within approximately 10%. This
slight discrepancy can be attributed in part to the assumptions used in the
configuration set-up. Table 3 is also provides the average particle mass flow
rate calculated from the simulations, which is found to be on the same order
of magnitude, although systematically larger than the sand injection rate
given in the experiments (2.2 g/s). The pressure gradient needed to drive
the flow first decreases with decrease in Usf . As Usf is decreased, the sand
particles tend to deposit more at the bottom, which in turn ultimately leads
to an increase in pressure gradient. This non-monotonic behavior of pressure
gradient is well reproduced by the present simulation approach.
Case Usf (dp/dx)exp (dp/dx)LES m˙p
1 0.3 80.807 71.5 3.8
2 0.4 61.741 70.4 3.2
3 0.6 72.59 74.64 4.2
Table 3: Pressure gradient at different superficial liquid velocities in Pa/m. m˙p is the
average particle mass flow rate in g/s.
To further validate the three simulations, the sand hold-up is computed
a posteriori from the simulations using equation 12. The results are pre-
sented in table 4, where it can be observed that the predicted values are in
good agreement with the experimental data. Since we set up the simulations
using the hold-up data and with crude assumptions on suspended particles,
the hold-up is lower than the experimental value once the particles get re-
suspended. We predict zero hold-up for case 3 in agreement with the data.
To predict Ucritical from the simulations, the data points below Ucritical are
extrapolated linearly to the axis representing zero hold-up, as illustrated in
figure 3. This gives Ucritical from the simulations to be 0.46 m/s, which is
within 3% of the experimental value.
Table 4 also reports two characteristic heights that define the interface
between the liquid and the particle bed. First, the height of the static bed
is defined as
hs(x, t) = 〈y |up = 0.01Usf〉z, (16)
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Figure 3: Comparison of the sand hold-up predictions with the data. Squares: Experi-
ments of Dahl et al. (2003), circles: present simulations.
Case Usf (m/s) Hexp HLES hs hi
1 0.3 0.362 0.341 92dp 96dp
2 0.4 0.150 0.127 45dp 53dp
3 0.6 0.000 0.000 0.0 8dp
Table 4: Sand hold-up comparison with experimental data.
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where 〈·〉z represents lateral averaging over five cells on both sides of the
centerline of the pipe. A mean value for the static bed height hs can be
obtained by performing averaging in the streamwise direction and in time,
i.e., hs = 〈hs (x, t)〉x,t. This corresponds to the height of region I shown
in figure 1(b) where all the particles are stationary and contact mechanics
plays dominant role. As expected, the static bed height is found to decrease
monotonically with superficial liquid velocity.
Following Kidanemariam and Uhlmann (2014), a second definition for the
height of the interface is calculated using a threshold value of particle volume
fraction of 10%, leading to
hi(x, t) = 〈y | εp = 0.1〉z. (17)
The mean liquid-bed interface height hi can be calculated by further aver-
aging in the streamwise direction and in time, i.e., hi = 〈hi (x, t)〉x,t. This
corresponds to the height of the regions I and II combined as shown in figure
1(b). While particles are essentially static in region I, particles in region
II are transported in a thin collisional layer where erosion and deposition
are the dominant processes. This interface height is also found to decrease
monotonically with superficial liquid velocity, but it remains larger than hs
in all three cases considered. The thickness of region II, characterized by the
difference between hi and hs, is found to be 4dp for case 1 and 8dp for cases
2 and 3, which confirms the existence of a very thin transport layer at the
surface of the static bed (or at the pipe surface for case 3 where a static bed
is absent).
4.2. Mean flow profiles
The vertical profiles of the first-order statistics presented in this section
are extracted at the pipe centerline (z = 0), averaged in the streamwise
direction and in time.
In annular liquid-gas flows, McCaslin and Desjardins (2014) showed that
velocity profiles within the gas core preserve some characteristics of the law
of the wall for single-phase pipe flow, when normalized appropriately. This
is an interesting observation for modeling considerations. Motivated by this,
the mean liquid velocity normalized in the units of liquid-bed interface are
plotted in figure 4 from our current simulations. Note that the profiles are
plotted in shifted coordinates using the liquid-bed interface height hi and
the velocity is normalized using the friction velocity calculated at this inter-
face. Due to the presence of dense particle layer above the bed, the apparent
14
Figure 4: Mean liquid velocity profiles plotted in interface plus units. Ui is the mean liquid
velocity at hi.
viscosity increases and turbulence is attenuated, leading to a distinguishable
viscous sublayer for all the cases. However, a clear region where a logarith-
mic law holds is difficult to identify, although it seems to be present in case
3. Moreover, there is no self-similar behavior as the liquid phase Reynolds
number is varied. This can potentially be explained by the fact that the con-
finement of the liquid flow by the particle bed varies strongly with superficial
velocity, therefore the flow configuration itself is very different in all three
cases.
The mean particle velocity and concentration profiles shown in figures 5
and 6 are plotted in terms of (y−hs)/(hi−hs), the normalized position within
region II. All concentration profiles show a good collapse, highlighting that
in all cases, most moving particles are contained in region II. The velocity
profiles also show a good collapse, although these profile extend much further
than region II. This confirms that in region III (above region II), few particles
are fully suspended with velocities on the order Usf .
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Figure 5: Mean normalized particle velocity profiles as a function of normalized position
within region II.
Figure 6: Mean particle concentration profiles as a function of normalized position within
region II.
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4.3. Characterizing the transport layer thickness
The thickness of the layer in which the particles are being transported is
an important parameter from an engineering analysis point of view. Follow-
ing Dura´n et al. (2012), the characteristic transport layer thickness λ can be
defined as
λ =
(∫ D
0
(y − y)2〈up〉x,t(y)dy
q
)1/2
, (18)
where y = 1
q
∫ D
0
y〈up〉x,t(y)dy gives the height of the transport layer center,
q =
∫ D
0
〈up〉x,t(y)dy is the volume flux of the particles, and 〈·〉x,t denote aver-
aging in the streamwise direction and in time. The transport layer thickness
calculated is presented in table 5. This quantity confirms that transport
happens in a thin layer on the order of few particle diameters, and that this
transport layer is thinnest for the lowest liquid flow rate. Note that it varies
non-monotonically with Usf , probably because case 3 does not have a static
bed. This transport layer thickness is larger in magnitude than the thickness
representing region II given by hi − hs, which is also included in the table.
This can be attributed to the fact that λ measures transport deeper within
the bed, instead of using a low velocity cut-off criterion. Despite their dif-
ferences, both λ and hi − hs provide a consistent measure of transport layer
thickness, and both show a similar trend when Usf is varied.
Case Usf (m/s) λ hi − hs
1 0.3 9dp 4dp
2 0.4 14dp 8dp
3 0.6 11dp 8dp
Table 5: Characterization of the transport layer thickness.
4.4. Pattern formation and phase diagrams
Another interesting question to address is the capability of phase dia-
grams presented in the literature to predict the pattern formation above the
static bed. The formation of ripples/dunes is widely reported in the sedi-
ment transport literature in the form of Shields diagram. To represent the
17
current simulations within this diagram, the Shields parameter θ needs to be
calculated. The classical definition of θ is
θ =
τb
(ρp − ρf )gdp , (19)
where τb is the bed shear stress. From Euler-Lagrange simulations, τb can be
inferred using the liquid velocity field along with the location of the liquid-
solid interface, hi, using
τb = µ
∗∂〈uf〉x,t
∂y
∣∣∣∣
hi
, (20)
where 〈uf〉x,t is the mean liquid velocity as shown in figure 4. Note that the
Shields number aims at providing an estimate of the relative magnitude of
the streamwise and vertical forces, which is readily available in the present
Lagrangian treatment of the particles. Therefore, the Shields number can be
extracted directly from Lagrangian particle force data using
θ = 〈f interp,x 〉t/fp,y, (21)
where fp,y denotes vertical force which is equivalent to the apparent weight
of the particles. The streamwise force is extracted in a thin layer at the
surface of the static bed. The Shields number computed using the Eulerian
data using equation 19 is denoted as θe, while the Shields number computed
using the Lagrangian data with equation 21 is denoted as θl. The calculated
values for both parameters are presented in the table 6, showing that θ can
be calculated consistently using both expressions. Since the Shields number
computed using the Lagrangian data directly represents the forces felt by
the particles near the surface of the bed, we use this definition to place our
simulations within the Shields diagram that is shown in figure 7.
In figure 7, the Shields curve represented as a solid line denotes the
threshold for incipient sediment motion. Curves showing Bagnold (1966)
and Van Rijn (1984) denote initiation of the suspended load. Particular bed-
form is determined by the dotted line plotted at θ = 0.8, below which the
data indicates formation of ripples/dunes. Note that all three simulations fall
in this regime, hence dune formation is expected from the Shields diagram.
The Shields parameter is primarily meant for predicting the incipient mo-
tion of the sediment particles. Instead, Ouriemi et al. (2009b) plotted a phase
diagram in the Re–Ga(hf/dp)
2 plane to explain pattern formation specific
to pipe flows. Here, the Galileo number is defined as Ga = d3p(ρp − ρf )g/ν,
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Case Usf (m/s) θe θl
1 0.3 0.0961 0.110
2 0.4 0.0722 0.071
3 0.6 0.1071 0.119
Table 6: Shields parameter calculated from Eulerian and Lagrangian data.
(a) Shields diagram from sediment transport
literature
(b) Phase diagram in Re-Ga(hf/dp)
2 plane
Figure 7: Phase diagrams from experimental observations.
and can be thought of as a Reynolds number based on the particle settling
velocity, and is therefore analogous to the fall parameter Rp on the Shields
diagram. Note that these experiments are performed up to Reynolds num-
ber of 5,800, whereas the present simulations are conducted at significantly
higher Reynolds numbers. With reference to the abscissa, the lowest liq-
uid flow rate corresponds to small dunes regime, while at higher flow rates,
“vortex dunes” are expected based on this diagram.
Instantaneous snapshots of the particle configuration are plotted in figures
8 to 10. At low liquid flow rates, only small amplitude dunes are formed as
evident from the side view in figure 8. As the flow rate is increased, the ridges
and troughs are more clearly visible in the side view for both case 2 and 3 as
shown in figures 9 and 10. For case 3 with the highest liquid flow rate, the
patterns show that there are regions at the bottom of the pipe where there
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are no particles (in the troughs). This is consistent with the experimental
observations of Ouriemi et al. (2009b).
To further understand and characterize the dunes, vortical structures
identified through iso-surfaces of Q-criterion are plotted in figure 11. Q is
the second invariant of the velocity gradient tensor, defined as
Q = (|Ω|2 − |S|2) (22)
where Ω is the rate of rotation tensor and S is the rate of strain tensor.
Positive Q isosurfaces can therefore be used to identify coherent vortices, as
regions where the rate of rotation is greater than the rate of strain (Hunt
et al., 1988). In case 1, there are only small amplitude dunes and hence
the vortical structures do not seem to be noticeably influenced by these
patterns. In case 2, however, vortical structures are coupled to the dune
patterns. These coherent structures essentially indicate flow separation in
the troughs. Following classification proposed by Ouriemi et al. (2009b), the
dune patterns observed in case 2 can be denoted as “vortex dunes”. Case 3
also shows vortical structures, but the particles are present very close to the
bottom wall of the pipe, it is difficult to visualize the structures above the
dune patterns.
Overall, the formation of small dunes for case 1, and the formation of
vortex dunes for the other two cases suggest that the present simulations
reproduce appropriately the expected behavior from the phase diagrams.
4.5. Space-time evolution of the liquid-bed interface
To further elucidate the space-time evolution of the patterns of liquid-
solid interface, the fluctuation in the height of liquid-bed interface is calcu-
lated using
h′(x, t) = hi(x, t)− 〈hi〉x(t) (23)
where 〈·〉x denotes averaging in the streamwise direction. Space-time plots of
h′ normalized by dp are shown in figure 12. The ridges and troughs that are
observed in this figure again indicate dune formation. In the lowest liquid
flow rate case, the fluctuations in the height of the liquid-bed interface are
weak. For the other two cases, the fluctuations have a larger amplitude. The
convection speed of the patterns can be calculated by looking at the slope
of the line determined by the locus of the maximum of the height of the
liquid-bed interface. In the final period of the simulation, that convective
speed in both case 1 and case 2 is approximately 3% of Usf . In case 3, the
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Figure 8: Top and side views of the instantaneous particle configuration for case 1, colored
by the particle velocity.
Figure 9: Top and side views of the instantaneous particle configuration for case 2, colored
by the particle velocity.
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Figure 10: Top and side views of the instantaneous particle configuration for case 3, colored
by the particle velocity.
patterns exhibit interesting dynamics such as merging and branching, and
the convective dune speed in the final period for this case is approximately
5.5% of Usf . The fact that the convection speed is highest in case 3 might
be due to the fact that in that case, the dunes are sliding and rolling at the
bottom of the pipe.
5. Concluding remarks
The dynamics of liquid-solid slurry flows through a horizontal pipe has
been investigated using a highly resolved Euler-Lagrange LES strategy. Three
liquid flow rates were considered, leading to different slurry dynamics that
are consistent with the existing literature. The incipient erosion of the par-
ticle bed, referred to as region I, is determined by the bed shear stress. Once
the particles are eroded, they move in a thin, dense layer referred to as
region II where particle-particle collisions play a significant role. Particles
can then be fed to the vortical structures of the turbulent flow, leading to
few fast-moving particles in region III. The dense particle dynamics, inter-
acting with the liquid phase turbulence, leads to the formation of various
patterns above the static bed. The evolution of these patterns in space and
time is presented and the propagation speed is calculated. The mean stream-
wise pressure gradient from numerical simulations agree with the experiments
within engineering accuracy levels. The vertical profiles for the mean particle
velocity and concentration are extracted from the simulations and discussed.
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(a) Case 1
(b) Case 2
(c) Case 3
Figure 11: Vortical structures detected using iso-surfaces of Q-criterion
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(a) Case 1 (b) Case 2 (c) Case 3
Figure 12: Space-time diagram showing evolution of the bed patterns.
To our knowledge, this is the first work demonstrating the capability of ac-
curately predicting the critical deposition velocity. These simulations show
that Euler-Lagrange LES can be used as a viable tool in gaining physical
insight of such complex liquid-solid flows.
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