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Abstract
Robust statistics traditionally focuses on outliers, or perturbations in total variation distance.
However, a dataset could be corrupted in many other ways, such as systematic measurement
errors and missing covariates. We generalize the robust statistics approach to consider pertur-
bations under any Wasserstein distance, and show that robust estimation is possible whenever
a distribution’s population statistics are robust under a certain family of friendly perturba-
tions. This generalizes a property called resilience previously employed in the special case of
mean estimation with outliers. We justify the generalized resilience property by showing that
it holds under moment or hypercontractive conditions. Even in the total variation case, these
subsume conditions in the literature for mean estimation, regression, and covariance estimation;
the resulting analysis simplifies and sometimes improves these known results in both population
limit and finite-sample rate. Our robust estimators are based on minimum distance (MD) func-
tionals (Donoho and Liu, 1988), which project onto a set of distributions under a discrepancy
related to the perturbation. We present two approaches for designing MD estimators with good
finite-sample rates: weakening the discrepancy and expanding the set of distributions. We also
present connections to Gao et al. (2019)’s recent analysis of generative adversarial networks for
robust estimation.
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3
1 Introduction
We study the problem of statistical inference from corrupted data. For instance, consider the clean
dataset and different corrupted datasets depicted below:
Figure 1: Clean dataset (left) and three different types of corruptions.
Figure 1 depicts possible corruptions: process error that affects the outputs, measurement error
that affects the covariates, or some fraction of arbitrary outliers. We seek to provide a framework
for studying robustness that encompasses these and other types of corruptions, study minimal
assumptions needed to ensure robust estimation is possible with infinite samples given particular
types of corruptions, and construct estimators with provably good performances in finite samples.
We will model corruptions in a worst-case or adversarial framework. This frees us from the
need to model the precise distribution of errors, motivated by cases where the corruptions might
be systematic rather than easily modeled as random noise. For instance, in genomics it is common
for measurement errors to occur as “batch effects” that affect many data points at once in a
structured way (Rosenberg et al., 2002; Li et al., 2008). More generally, data might suffer from
outliers (Hodge and Austin, 2004; Aggarwal, 2015), human error in labeling or generating data
(Huber, 2012, Chapter 2.4.3), or falsified records inserted by malicious actors (Chen et al., 2017).
Our framework for modeling corruptions considers some true population distribution p∗ (as-
sumed to lie in some family G), together with a corrupted distribution p such that D(p∗, p) ≤ ǫ
under some discrepancy D. We then observe corrupted samples X1, . . . ,Xn and wish to output
an estimate θˆ(X1, . . . ,Xn) such that some cost L(p
∗, θˆ) is low. This is summarized in Figure 2;
note that while samples come from a corrupted distribution, our goal is to estimate parameters
of the original, uncorrupted distribution p∗. As a result, even as n → ∞ we typically incur some
non-vanishing error that depends on ǫ.
p∗
true distribution
p
corrupted distribution
D(p∗, p) ≤ ǫ
X1, . . . ,Xn
samples
θˆ(X1, . . . ,Xn)
estimated parameters
L(p∗, θˆ)
cost
∈
G
distributional assumptions
Figure 2: Framework for statistical inference from corrupted data.
Figure 2 illustrates an oblivious adversary that applies perturbations to the population distri-
4
bution p∗. We also consider a more powerful adaptive adversary that can perturb the samples
X1, . . . ,Xn directly. Defining adaptive adversaries correctly requires some technical care and is
done formally in Section 2.2.
The worst-case estimation model illustrated in Figure 2 has been widely studied in robust statis-
tics, but only for discrepancies D that are closely related to the total variation distance D = TV.
For instance, the Huber contamination model (Huber, 1973; Chen et al., 2018) allows the adversary
to replace p∗ with p = (1− ǫ)p∗+ ǫq for arbitrary q (adding points); this corresponds to the discrep-
ancy DHuber(p
∗, p) , inf{ǫ | p(A) ≥ (1− ǫ)p∗(A) for all events A}, which satisfies DHuber ≥ TV and
hence allows weaker perturbations. Other functions such as Kolmogorov–Smirnov, Kuiper, Le´vy,
Prohorov, and Hellinger have also been studied (Huber, 2011; Donoho and Liu, 1988), while a signif-
icant fraction of robust statistics papers consider the TV distance itself (Adrover and Yohai, 2002;
Lai et al., 2016; Diakonikolas et al., 2016; Charikar et al., 2017; Gao et al., 2018; Prasad et al.,
2018; Klivans et al., 2018).
Corruptions under TV or Huber only allow an ǫ-fraction of outliers or deletions. In many appli-
cations we might instead believe that all of the data have been slightly corrupted. We can model
this by letting D(p, q) =W1(p, q) be the (standard) Wasserstein distance between p and q, defined
as the minimum cost in ℓ2-norm needed to move the points in p to the points in q (Definition 2.1).
Other Wasserstein distances such asWα (for α < 1) allow more heavy-tailed outliers and interpolate
towards the TV case. Little work has been done to analyze robustness under such corruptions.
Our aim is to generalize the theory of robust statistics to analyze richer families of perturba-
tions. We will show that robust statistics can be applied to other perturbations beyond TV, such
as Wasserstein distances, by constructing estimators with favorable worst-case bounds. A partic-
ular focus will be the setting where the dimension d is large, which is a key difficulty in the TV
case that has motivated considerable work (Maronna, 1976; Donoho, 1982; Donoho and Liu, 1988;
Diakonikolas et al., 2016).
Interpreting the problem parameters. Our setting has several key elements: the cost function
L(p, θ), the discrepancy D and corruption level ǫ, and the assumed distribution family G. To build
intuition we will briefly discuss each below.
The cost function L(p∗, θ) specifies our estimation goal. For mean estimation we take L(p∗, θ) =
‖Ep∗ [X] − θ‖2 to be the distance from θ to the true mean of p∗. For linear regression, where p∗
is a distribution over pairs (x, y) ∈ Rd ×R, our cost function could either be the predictive loss
L(p∗, θ) = E(X,Y )∼p∗ [(Y −〈θ,X〉)2] or the excess predictive loss L(p∗, θ) = E(X,Y )∼p∗ [(Y −〈θ,X〉)2]−
infθ∈Rd E(X,Y )∼p∗ [(Y −〈θ,X〉)2]. Note that due to the adversarial nature of perturbations, we should
expect the excess loss to be non-zero even when n =∞, as long as ǫ 6= 0.
As discussed above, the discrepancy D specifies the family of allowed perturbations. Taking
D = TV allows deletions as well as arbitrary outliers, while taking D =W1 allows all points to be
perturbed so long as the average ℓ2-distance of the perturbation is small. One might also consider
more exotic distances such as Wℓ0,1, which measures the average ℓ0-distance between original and
corrupted points and is a good model for missing or corrupted covariates.
Finally, the distribution family G encodes our assumptions about the true distribution p∗. Re-
stricting p∗ to some non-trivial family G is generally necessary in the robust setting. Take for
instance robust mean estimation with D = TV; then two distributions could be nearby in TV but
have arbitrarily different means due to a small amount of mass at ∞. Without assumptions to
rule one of these distributions out we cannot hope for any bound on the estimation error. Similar
triviality happens when we consider robust covariance estimation with D =W1.
In the literature on robust mean estimation, G is usually taken to be symmetric or elliptical
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distributions (Huber, 1973; Donoho and Liu, 1988; Adrover and Yohai, 2002; Gao et al., 2019),
Gaussian distributions (Diakonikolas et al., 2016), sub-Gaussian distributions (Diakonikolas et al.,
2017), or distributions with bounded moments (Lai et al., 2016; Diakonikolas et al., 2017). Steinhardt et al.
(2018) recently introduced a condition called resilience that is weaker than the moment type con-
ditions mentioned above and showed it is sufficient to obtain robust recovery guarantees.
Goals. Given cost function L(p∗, θ) and discrepancy D(p∗, p), we wish to design assumptions G
and estimators θˆ to achieve the following goals:
• Large G: We would like G to be large enough to contain most distributions that may arise; in
other words, we do not want our assumptions to be too strong. Indeed, if G is too small and in
real applications p∗ /∈ G, we may fail to output a solution or incorrectly believe that we have
achieved good robust recovery. Hence we view parametric assumptions such as Gaussianity
as too strong, and seek non-parametric assumptions that can subsume sub-Gaussianity or
bounded moments.
• Population limit: We want the set G to be small enough that at least when n = ∞
(population), there exists an estimator θˆ achieving low error. Indeed, if G is too large then we
may do too little to resist corruptions or be concerned about corruptions that are implausible,
leading to weak error bounds.
• Finite-sample properties: We would like our estimators to possess fast statistical conver-
gence rates in finite samples.
We will first focus on the population limit (Sections 3 and 4) and later study statistical rates
(Sections 5 and 6). We seek to accomplish the three tasks above for a large variety of cost functions
L and discrepancies D, including Wasserstein distances.
Finally, we are not trying to design computationally efficient algorithms—our estimators are
purely information theoretic in nature, although they suggest avenues for constructing efficient
algorithms in some cases.
1.1 Typical Results
To give a flavor for what our techniques can provide, we informally state several typical results in
concrete settings. The main text contains many other similar results as well as general techniques
for establishing them.
We have four types of results: improving and simplifying population-limit results for TV (Sec-
tion 3), introducing robust estimators for W1 and other Wasserstein distances under natural non-
parametric assumptions (Section 4), improving finite-sample analysis for TV (Section 5), and pro-
viding finite-sample analysis for W1 (Section 6). We will give one example of each below.
Generalizing TV estimators to large G (Section 3). Even in infinite samples robust estima-
tion is non-trivial, and a key question is how the worst-case cost L grows as a function of ǫ and
other problem parameters, and what assumptions are needed to obtain a favorable dependence on
ǫ. We design estimators and identify assumptions that unify and improve existing assumptions in
the literature. For instance, for linear regression we can prove the following:
Proposition (Example 3.2). For (X,Y ) ∼ p∗, let L(p, θ) = Ep[(Y −X⊤θ)2 − (Y −X⊤θ∗(p))2] be
the excess predictive loss for linear regression. Let Z = Y − X⊤θ∗(p) denote the residual error.
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Suppose that
Ep∗[(v
⊤X)4] ≤ κ4Ep∗[(v⊤X)2]2 for all v ∈ Rd, and (1)
Ep∗[Z
4] ≤ σ4. (2)
Then we can design an estimator with excess loss L(p∗, θˆ(p)) ≤ O(κ2σ2ǫ) when TV(p∗, p) ≤ ǫ.
This says that as long as the fourth moments of the error are bounded, and the covariates
satisfy a hypercontractivity condition between the 2nd and 4th moments, we achieve error O(ǫ),
which is information theoretically optimal. In contrast, Klivans et al. (2018) achieve a weaker error
of O(
√
ǫ) under the same assumptions.
Given higher moment bounds we can obtain error approaching O(ǫ2). In Section 3.2 we present
this more general result as well as results for second moment estimation and joint mean and
covariance estimation.
Robust estimators for W1 (Section 4). For distances such asW1 that admit large corruptions
but are not closely connected to TV, and settings where na¨ıve estimators lead to infinite error, we
are not aware of prior work providing good performance under natural assumptions. We present
a general recipe for constructing estimator that are robust to general Wasserstein perturbations
Wc,k (Definition 2.1), and apply them in the special case of W1. For linear regression under W1
perturbations we obtain:
Proposition (Example 4.2). For (X,Y ) ∼ p∗, let L(p, θ) = Ep[(Y − X⊤θ)2] be the predictive
loss for linear regression and let Z = Y − X⊤θ∗(p) denote the residual error, where θ∗(p) =
argminθ:‖θ‖2≤R L(p, θ). Let X
′ = [X,Z] ∈ Rd+1 be the concatenation of X and Z. Assume that p∗
satisfies the following condition:
sup
v∈Rd+1,‖v‖2=1
Ep∗[(v
⊤X ′)3] ≤ σ3. (3)
Then we can design an estimator with loss L(p∗, θˆ(p)) ≤ σ2+O((R2+1)3/4σ3/2ǫ1/2) whenW1(p∗, p) ≤
ǫ.
For technical reasons we bound the loss rather than the excess loss, though if the parameter
σ2 is known then we achieve excess loss O((R2 + 1)3/4σ3/2ǫ1/2). We also show that it is necessary
to assume θ to be bounded. Stronger results under higher moments, as well as results for moment
estimation, appear in Section 4.
Finite sample analysis for TV (Section 5). We also design versions of our estimators with
good finite-sample bounds, and improve finite-sample analysis of existing algorithms. A core diffi-
culty in finite-sample analysis is that the TV distance between p and the empirical distribution pn
converges to zero very slowly or not at all. We present two analysis techniques; the first replaces TV
with a weaker distance T˜V that converges at a parametric rate, while the second analyzes projection
under TV to a certain set M which applies to many existing algorithms in the literature.
Using the first technique, we can generally replace ǫ with ǫ+
√
d/n in all of our bounds. Thus
for linear regression we obtain the following finite-sample rate:
Proposition (Theorem 5.2). For (X,Y ) ∼ p∗, let L(p, θ) = Ep[(Y −X⊤θ)2 − (Y −X⊤θ∗(p))2] be
the excess loss and let Z = Y −X⊤θ∗(p) denote the residual error. Suppose that
Ep∗[(v
⊤X)4] ≤ κ4Ep∗[(v⊤X)2]2 for all v ∈ Rd, and (4)
Ep∗[Z
4] ≤ σ4. (5)
7
Assume TV(p∗, p) ≤ ǫ and let pˆn denote the corrupted empirical distribution given n samples. Then
we can design a robust estimator with excess loss L(p∗, θˆ(pˆn)) = O(σ2κ2(ǫ +
√
(d+ log(1/δ))/n))
with probability at least 1− δ.
This matches the previous infinite-sample proposition with ǫ replaced by ǫ+
√
(d+ log(1/δ))/n.
Thus when n≫ d/ǫ2 our performance matches the infinite-data limit up to constants. In contrast,
Klivans et al. (2018) achieve a weaker error of O(
√
ǫ) under the same assumptions when n ≫
poly(d4, 1/ǫ). Diakonikolas et al. (2019c) also proposed when X is an isotropic Gaussian and Z has
bounded second moment, which guarantees ‖θˆ − θ∗‖2 . ǫ log(1/ǫ) when n ≫ d/ǫ2. We present
further results for linear regression and second moment estimation in Section 5.1, and joint mean
and covariance estimation in Appendix E.3.
For the second technique, a typical result concerns mean estimation for distributions with
bounded k-th moment, where one projects the corrupted empirical distribution under TV to a set
containing bounded k-th moment distributions. The best general analysis yields a suboptimal com-
plexity of d1.5 (Steinhardt et al., 2018) while ad hoc analyses are often complicated and sometimes
yield worse bounds like dk/2 (Kothari and Steurer, 2017). We present a general analysis with nearly
tight dependence on the dimension. A concrete result is:
Proposition (Theorem 5.6). Suppose that p∗ has mean µ, identity covariance, and bounded k-
th moment: sup‖v‖2≤1 Ep∗[|v⊤(X − µ)|k] ≤ σk. Then, given n samples, projecting the corrupted
distribution pˆn to the set of distributions with bounded covariances leads to an estimator with ℓ2
error O(σ(ǫ1−1/k +
√
d log d/n)) with high probability.
It achieves the optimal infinite sample error ǫ1−1/k and near-linear sample complexity, and is
potentially computationally efficient, since projecting to the set of bounded covariance distributions
is generally efficiently solvable (Diakonikolas et al., 2017).
Finite sample analysis for W1 (Section 6). Finally, we present the first finite sample analysis
for W1 perturbations. We employ a relaxation W˜1 of W1 similar to the TV case. Before we could
replace ǫ with ǫ +
√
d/n, but here due to the heavy-tailed nature of W1 perturbations we get a
worse dependence ǫ +
√
d/n + n−1/2+δ, where δ depends on the behavior of p∗. For instance, for
second moment estimation we obtain the following:
Proposition (Theorem 6.1). Suppose that p∗ has bouned 4th moment: sup‖v‖2≤1 Ep∗[|v⊤(X −
µ)|4] ≤ σ4, and let M = Ep∗ [XX⊤] be the second moment matrix of p∗. Assume that W1(p∗, p) ≤ ǫ
and let pˆn be the corrupted empirical distribution given n samples. Then we can design an estimator
such that ‖M − Mˆ(pˆn)‖2 ≤ O(σ4/3(ǫ+ σ
√
d/n+ σ/n3/8)2/3) with high probability.
Note that now ǫ has the same units as X, hence σ appearing in front of the dimensionless
√
d/n
makes the units match. We achieve error of σ4/3ǫ2/3 when n≫ d
ǫ2
+ 1
ǫ8/3
. We think the ǫ−8/3 term
is likely unnecessary, and in general we consider finite sample analysis of W1 to be largely open.
1.2 Outline of Techniques
Our algorithms for infinite samples are based on the minimum distance (MD) functional estima-
tor (Donoho and Liu, 1988), which computes
θˆ(p) = θ∗(q), where q = argmin
q∈G
D(q, p) (6)
and θ∗(q) = argminθ∈Θ L(q, θ). In other words, this estimator finds the closest distribution q to p
that lies in G, then outputs the optimal parameters for q.
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When D is a pseudometric, the worst-case loss of the MD functional θˆ(p) is upper bounded by
the modulus of continuity between D and L (Donoho and Liu, 1988), defined as
m(G, 2ǫ) = sup
p1,p2∈G:D(p1,p2)≤2ǫ
L(p1, θ
∗(p2)). (7)
While the adversary can choose distributions outside of G, the modulus m only involves pairs of
distributions that lie within G, making it amenable to analysis.
As a concrete example, if D = TV, L(p∗, θ) = ‖θ − Ep∗ [X]‖2, and G = Ggauss is the family of
isotropic Gaussian distributions, then the modulus is linear in ǫ and independent of the dimension:
m(Ggauss, 2ǫ) ≍ ǫ. This achieves the goal of a small population limit, but Ggauss is much too small.
We will see below how to design larger G that still have small modulus.
Resilience for D = TV (Section 3). As a starting point we consider the case of robust mean
estimation, where D = TV and L(p∗, θ) = ‖θ − Ep∗[X]‖2. We will design G based on the notion
of resilient distributions introduced in Steinhardt et al. (2018). A distribution p over Rd is (ρ, ǫ)-
resilient if
‖Ep[X | E]− Ep[X]‖2 ≤ ρ for all events E with Pp(E) ≥ 1− ǫ. (8)
This says that all “ǫ-deletions” of p must have a mean similar to the mean of p. This property
holds, for instance, for sub-Gaussians (with ρ ≍ ǫ√log(1/ǫ)) as well as distributions with bounded
covariance (with ρ ≍ √ǫ). Importantly, ρ usually has no explicit dependence on the dimension d.
Let GTVmean(ρ, ǫ) denote the family of (ρ, ǫ)-resilient distributions. We show that the modulus
m(GTVmean(ρ, ǫ), ǫ) ≤ 2ρ. The reason for this is a midpoint property of TV distance: if TV(p1, p2) ≤ ǫ
then there is a midpoint r that can be obtained from either of the pi by conditioning on an event
of probability 1 − ǫ. Thus Er[X] is close to both Ep1 [X] and Ep2 [X] by resilience, and so Ep1 [X]
and Ep2 [X] are close by the triangle inequality.
A general intuition is that p ∈ GTVmean formalizes the property that deleting the probability mass
beyond the ǫ-quantiles of p will not move the mean by too much. In addition to sub-Gaussians and
bounded covariance distributions discussed above, this also includes sub-exponential distributions
(m(G, ǫ) ≍ ǫ log(1/ǫ)) and distributions with bounded k-th moments (m(G, ǫ) ≍ ǫ1−1/k). We discuss
these results in detail in Section 3.1.
Next suppose that D = TV is still total variation distance but the loss L is arbitrary. We
generalize Steinhardt et al.’s definition of resilience to yield a family for any L that has bounded
modulus. Before, we used the closeness of mean between the distribution p and the midpoint r.
Since distance in mean is symmetric and satisfies the triangle inequality, we only needed the single
condition (8). For general loss L we will need two conditions: the first condition asks that the
optimal parameters for p do well on the midpoint r, while the second asks that if a parameter does
well on r then it also does well on p. These are stated formally below, where we use the notation
r ≤ p1−ǫ to specify that r can be obtained from p by conditioning on an event of probability 1− ǫ:
L(r, θ∗(p)) ≤ ρ1 whenever r ≤ p
1− ǫ , (↓)
L(p, θ) ≤ ρ2 whenever L(r, θ) ≤ ρ1 and r ≤ p
1− ǫ . (↑)
Let G↓(ρ1, ǫ) and G↑(ρ1, ρ2, ǫ) be the distributions satisfying (↓) and (↑), respectively. We define
the family of (ρ1, ρ2, ǫ)-resilient distributions to be the intersection GTV = G↓(ρ1, ǫ) ∩ G↑(ρ1, ρ2, ǫ).
We show (Section 3.2) that this family has modulus bounded by ρ2, and that it specializes to the
family GTVmean(ρ, ǫ) for mean estimation by taking ρ1 = ρ, ρ2 = 2ρ.
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While the conditions (↓) and (↑) may appear abstract, they yield sensible conditions in concrete
cases. For instance, they yield the result in Section 1.1 on linear regression under bounded moments
and hypercontractivity, and imply or improve most known infinite-sample results in the literature.
Resilience for Wasserstein distances. (Section 4) We next show how to extend the idea of
resilience to Wasserstein distances Wc,k (see Section 2.1 for a definition of Wasserstein distance).
For TV distance, we showed that resilient sets have bounded modulus m; this crucially relied on the
midpoint property that any p1, p2 have a midpoint r obtained via deletions of p1 or p2. In other
words, we used the fact that any TV perturbation can be decomposed into a “friendly” operation
(deletion) and its opposite (addition). We think of deletion as friendlier than addition, as the latter
can move the mean arbitrarily far by adding probability mass at infinity.
To extend this to other Wasserstein distances, we need to identify a similar way of decomposing
a Wasserstein perturbation into a friendly perturbation and its inverse. Unfortunately, deletion
is closely tied to the TV distance in particular. To get around this, we use the following re-
interpretation: Deletion is equivalent to movement towards the mean under TV. More precisely:
µˆ is a possible mean of an ǫ-deletion of p if and only if some r with mean µˆ can be
obtained from p by moving points towards µˆ with TV distance at most ǫ.
This is more easily seen in the following diagram:
µp µr
Here we can equivalently either delete the left tail of p or shift all of its mass to µr; both yield a
modified distribution with the same mean µr. This motivates the following informal definition:
A distribution r is an ǫ-friendly perturbation of p for a function f(x) and distance Wc,k
if and only if one can transport X ∼ p to Y ∼ r with cost no more than ǫ while ensuring
f(Y ) is between f(X) and Er[f(Y )] almost surely.
Note that friendliness is defined only in terms of one-dimensional functions f : X → R; we
will see how to handle higher-dimensional objects later. Intuitively, a friendly perturbation is a
distribution r for which there exists a coupling that ‘squeezes’ p to µr.
The key property of friendliness is the midpoint lemma (formal version Lemma 4.1), which
states that every pair of nearby distributions has a friendly midpoint, analogously to the TV case:
Lemma (informal). Given any p, q with Wc,k(p, q) ≤ ǫ and any f , there exists an r that is an
ǫ-friendly perturbation of both p and q for the function f .
We generalize resilience to Wasserstein distances by saying that a distribution is resilient if
Er[f(X)] is close to Ep[f(X)] for every η-friendly perturbation r and every function f lying within
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some appropriate family F . For instance, for second moment estimation we would consider functions
fv(x) = 〈x, v〉2 with ‖v‖2 = 1. For more general losses L(p, θ), we show how to obtain an appropriate
family F via the Fenchel-Moreau representation (Borwein and Lewis, 2010) of L, as long as L is
convex in p for fixed θ. Convexity in p is a mild condition that often holds, e.g. any loss of the form
L(p, θ) = EX∼p[ℓ(θ;X)] is linear (and hence convex) in p.
This construction is again somewhat abstract. The payoff is that it yields robust estimators in
concrete cases, such as theW1 linear regression example in Section 1.1. In Section 4 we will formally
define friendly perturbations and resilience for Wc,k-perturbations; we will also present estimators
and general sufficient conditions for robust second moment estimation and linear regression under
W1-perturbations. These are the first W1-robust estimators we are aware of for both problems.
Finite sample algorithm and analysis (Section 5). All of the estimators discussed above use
the minimum distance functional, which projects onto G under the distance D. In finite samples,
the projection
q = argmin
q∈G
D(q, pˆn) (9)
presents issues when pˆn is the empirical distribution. For instance, when D = TV the projection
doesn’t make sense when G consists of continuous distributions, since the TV distance between any
empirical distribution and any continuous distribution is 1. We present two approaches to resolving
this, based on weakening the distance D or expanding the set G.
First approach: weaken the distance. Intuitively, the issue is that the TV distance is too fine—it
reports a large distance even between a population distribution p and the finite-sample distribution
pˆn. A solution to this is to relax the distance. We will replace TV with the smaller distance
T˜VH(p, q) , sup
f∈H,t∈R
|Pp(f(X) ≥ t)− Pq(f(X) ≥ t)|. (10)
We then apply the minimum distance functional under this smaller distance. Note that T˜V is
smaller than TV because it takes a supremum over only the events defined by threshold functions
in H, while TV takes the same supremum over all measurable events.
To show that projection under T˜V works, we need to check two properties:
• The modulus m(G, ǫ) is still bounded when replacing TV with T˜VH.
• The distance T˜VH(p, pˆn) between p and its empirical distribution is small.
In fact, as long as the two properties hold, the T˜V projection algorithm works under T˜V per-
turbations, which can be much larger than TV perturbations. We establish the first property via a
mean crossing lemma (Lemma 5.2) showing that any pair of resilient distributions that are close in
T˜V have ǫ-deletions whose means cross each other. This enables us to show that the modulus is small
under T˜V for most of the GTV we designed. The second property is an instance of the VC inequality
(Vapnik and Chervonenkis, 2015; Dudley, 1978), which implies that T˜VH(p, pˆn) = O(
√
d/n) with
high probability when the family of sets {{x | f(x) ≥ t} | f ∈ H, t ∈ R} has VC-dimension d.
As an example, for mean estimation we take H to consist of functions of the form f(x) = v⊤x,
while for linear regression we take functions of the form f(x) = (v⊤1 x)2 − (v⊤2 x)2. In both cases
the VC dimension is O(d), yielding results such as the finite-sample bound for linear regression in
Section 1.1. We discuss these in detail in Section 5.1.
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In Appendix E.5 we discuss optimization aspects of T˜VH, showing that it can be smoothed to
produce a new distance that it closely related to generative adversarial networks (Goodfellow et al.,
2014), extending observations in Gao et al. (2019) on connections between robustness and GANs.
Second approach: expand the set. An alternative approach to saving the minimum distance func-
tional in (9) is to expand the destination set G to some larger setM (Lai et al., 2016; Diakonikolas et al.,
2019a, 2018a; Steinhardt et al., 2018; Steinhardt, 2018). The idea is that even though p∗ is not
close to the empirical distribution pˆn, some element of M is close to pˆn. For this analysis strategy
we need to show three things:
• M is large enough: pˆ∗n ∈ M with high probability (here pˆ∗n is the uncorrupted empirical
distribution).
• The modulus is still bounded: m(M, ǫ) is small.
• The empirical loss L(pˆ∗n, θ) is a good approximation to the population loss L(p∗, θ).
We actually need slightly weaker properties than the three above, as we discuss in Section 5.2; for
instance we only need to bound a certain generalized modulus that is smaller than m(M, ǫ).
A core challenge to this analysis strategy is that the empirical distribution pˆ∗n may not inherit
good properties from p∗ in a reasonable number of samples. Typical ways of measuring tail behavior
(such as the empirical moments) require more than d samples to converge: for instance, the k-th
moments require at least dk/2 samples to converge (Appendix E.6.3).
To address this, we instead show that certain truncated moments of pˆ∗n are bounded with high
probability given only n = d samples. For instance, if p∗ has 4th moments bounded by σ4 then
we will bound sup‖v‖2≤1 Epˆ∗n [ψ(|v⊤X|)], where ψ(x) is the smallest convex function on [0,∞) that
coincides with x4 when 0 ≤ x ≤ 4σ. Bounding these truncated moments allows us to correct a
weakness in a previous analysis (Steinhardt et al., 2018) that required d3/2 samples for convergence.
Another technique shows that one may construct another distribution pˆ′ that deletes a small
fraction of heavy-tailed “bad” events as long as any θ that performs well on pˆ′ also works well
on p∗ (Steinhardt et al., 2017a; Diakonikolas et al., 2018a,c; Cheng et al., 2019a,b). With this
modification, one can show that pˆ′ has covariance bounded by O(σ) with d log d samples. We
combine this technique with moment truncation to design a potentially efficient algorithm for k-th
moment bounded isotropic distributions (Theorem 5.6), which guarantees error O(ǫ1−1/k) given
O(d log(d)/ǫ2−2/k) samples.
Finite sample algorithm for W1 perturbation Finally, we produce finite sample algorithms
under W1 perturbation by weakening W1 to a distance W˜1, similarly to the TV → T˜V weaken-
ing discussed above. The Kantorovich-Rubinstein duality yields the representation W1(p, q) =
sup{Ep[f(X)] − Eq[f(X)] | f is 1-Lipschitz}, so to weaken the W1 distance we want to pick out a
subset of 1-Lipschitz functions.
As in the TV case, the key step is to establish a mean cross lemma showing that if W˜1(p, q) ≤ ǫ
then for a function f there are ǫ-friendly perturbations rp, rq of p and q such that that Erq [f(X)] ≤
Erp [f(X)]. While before we proved this for all functions, here we only prove it for convex functions.
The main idea is to use the integral representation of convex functions (Lukesˇ et al., 2009), which
states that any convex function can be decomposed into a weighted integral of linear or rectified
linear 1-Lipschitz functions. We then establish the mean cross lemma for this family of functions,
which are a subset of all Lipschitz functions and hence provide a weakening W˜1 of the W1 distance.
This is presented in Section 6. However, our bounds are likely loose and finite-sample analysis for
W1 and other non-TV discrepancies is largely open.
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1.3 Open Problems
We hope our work has opened more doors than it closes. Except for some of the analyses in this
paper that can be tightened, there are three major directions of future work.
Design of G for other discrepancy D. Robust estimation under TV perturbation is well-
understood, while here we provide a principled way of designing G when D = TV and extend it to
D = Wc,k. What is the maximal G that can control population limit and guarantee the existence
of good finite sample algorithm? How can we go beyond Wc,k? Can we exploit other geometric
structure such as f -diverges, Bregman diverges, or general norms? At least some generalization
should be possible, since we also give robust estimators for T˜VH, which cannot be expressed as
Wc,k.
Finite sample algorithms for Wc,k perturbation. We provide two approaches for finite
sample algorithm design under TV perturbation: weakening the distance and expanding the des-
tination set. Can we do the same for Wc,k? General Wc,k loses a unique property of TV: deleting
pX under TV is equivalent to deleting pf(X) under TV for any f . Can we overcome this barrier by
exploiting other properties? More generally, what is the optimal finite sample rate for the robust
inference problem under Wc,k perturbation?
Design of computationally efficient algorithms. We provide a principled way of designing
statistically near-optimal algorithms; we would like to have a similarly principled method for de-
signing computationally efficient algorithms. What minimum distance functionals are efficiently
solvable? How can we design G with computational efficiency in mind? How large can G be in
this case? Hopkins and Li (2019) showed that the requirement of computational efficiency may
necessitate stronger assumptions and hence smaller G.
1.4 Related Work
Robust statistics has a long history. A large variety of concrete inference problems are studied,
such as robust mean estimation (Huber, 1973, 2011; Diakonikolas et al., 2017; Steinhardt et al.,
2017a; Gao et al., 2018), robust classification (Huber, 2011; Klivans et al., 2009; Biggio et al., 2012;
Awasthi et al., 2014; Steinhardt et al., 2017b; Diakonikolas et al., 2018c, 2019b), robust regres-
sion (Huber, 2011; Diakonikolas et al., 2018b; Rousseeuw and Leroy, 1987; Huber, 1973; Gao, 2017;
Liu et al., 2018) and robust clustering (Guha et al., 2000; Dave´ and Krishnapuram, 1997). Below
we discuss the literature that is most directly related to our paper.
Minimum distance (MD) functional. The minimum distance functional approach (Lemma 2.2)
was developed by Donoho and Liu (1988), with precursors in Beran et al. (1977); Millar (1981). It
was known that M -estimators in general cannot achieve high breakdown point in high dimen-
sions (Maronna, 1976; Donoho, 1982), while minimum distance functionals are “automatically ro-
bust” (Donoho and Liu, 1988; Davies et al., 1992). Our key contributions beyond Donoho and Liu
(1988) are to construct explicit nonparametric sets and compute the modulus for both TV andWc,k
(Section 3 and 4), construct new MD functionals and improve the existing analysis, and connect
the abstract MD functional with computational efficiency (Section 5 and 6).
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Design of G. Our design of G for TV perturbation is most related to Steinhardt et al. (2018);
Steinhardt (2018). To our knowledge, a systematic study of robust estimation under Wasserstein
perturbations did not exist prior to our work. The midpoint lemma (Lemma 4.1) for Wasserstein
perturbation is related to but more complex than the Wasserstein interpolants (Ambrosio et al.,
2008, Section 7.2), where the middle point is defined by transporting not from x to y in the original
coupling, but from x to (1− t)x+ ty for some t ∈ [0, 1].
Finite sample algorithm and analysis. The approach of weakening the distance was mainly
studied in the statistics literature (Donoho and Liu, 1988; Chen et al., 2018; Gao et al., 2018, 2019),
while the approach of expanding the set was mainly studied in the theoretical computer science
literature and led to provably computationally efficient estimators for robust mean/covariance
estimation (Diakonikolas et al., 2019a), classification (Klivans et al., 2009; Awasthi et al., 2014;
Diakonikolas et al., 2018c), and regression (Klivans et al., 2018; Diakonikolas et al., 2019c). Here
we unify the two approaches and provide systematic finite sample analysis for different estimation
scenarios, and use the two approaches as a guide to design new algorithms.
The term “generalized Kolmogorov–Smirnov distance” was used in Devroye et al. (2013) to
denote supA∈A |p(A) − q(A)| for any A. Our T˜VH is closer to the original KS distance since it is
based on distances between cumulative distribution functions.
Our work on using GANs for robust inference (Appendix E.5) is inspired by Gao et al. (2019).
Connection to distributionally robust optimization. Distributionally robust optimization
(DRO) solves the min-max problem
inf
θ
sup
q:D(q,p)≤ǫ
L(q; θ). (11)
This is similar to our setting but omits the assumptions G (or equivalently, takes G to be all
probability distributions). Consequently, (11) is in many cases not defined. For instance, when
D = TV and L is any unbounded loss, the supremum is infinite for all θ; similarly for D = W1
and L the linear regression loss. As a consequence, DRO typically considers bounded loss func-
tions (Duchi and Namkoong, 2018), takes D to be some f divergences that only allow a small family
of perturbations (Delage and Ye, 2010; Namkoong and Duchi, 2016), or takes L to be Lipschitz and
D =W2 (Volpi et al., 2018).
More conceptually, the optimal q in (11) will typically push outlying points to be even more
outlying, and thus magnifies the influence of outliers, which is counter to our goal of resisting the
effects of corruptions. On the other hand, if we restrict q in (11) to lie in G, we do resist outliers
and in fact this modified DRO is the min-max optimal estimator in infinite samples under our
framework, underscoring the importance of the assumptions G. We analyze a projection estimator
below rather than DRO as it more readily admits bounds especially in finite samples, but study a
DRO-based estimator in Appendix G.
Connection to agnostic distribution learning. Agnostic distribution learning (Yatracos,
1985; Devroye and Lugosi, 2012; Chan et al., 2014; Acharya et al., 2017; Zhu et al., 2019) concerns
finding the distribution p∗ ∈ G that is closest to distribution p when only empirical samples from
p are observed. The “Yatracos” method in agnostic learning constructs a distance T˜V ≤ TV such
that T˜V(p, q) ≈ TV(p, q) for all p, q ∈ G and then projects the empirical distribution pˆn to G under
T˜V. Zhu et al. (2019) show how to use agnostic learning algorithms to achieve robust inference
when D = L = TV. A key difference from our work is that agnostic distribution learning always
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takes D = L. For large sets G such as the resilient set (8), there does not exist some T˜V weaker
than TV such that T˜V(p, q) = TV(p, q) for all p, q ∈ G. However, one can in fact apply the Yatracos
method on top of our T˜VH, by taking the loss in agnostic learning to be T˜VH.
2 Preliminaries
In this section, we provide defintions for frequently used terms throughout the paper, introduce
the two corruption models considered in this paper, and discuss the corresponding information
theoretic limits.
2.1 Some Definitions
We present here some definitions and notation that will be used throughout the paper. The rest
are collected in the beginning of Appendix A. First, a pseudometric is a function d : X ×X → R+
satisfying the following three properties: d(x, x) = 0, d(x, y) = d(y, x) (symmetry), and d(x, z) ≤
d(x, y) + d(y, z) (triangle inequality). Unlike a metric, one may have d(x, y) = 0 for x 6= y.
Similarly, a function ‖ · ‖ : X → R+ is a pseudonorm if ‖0‖ = 0, ‖cx‖ = |c|‖x‖ (homogeneity), and
‖x+ y‖ ≤ ‖x‖+ ‖y‖ (triangle inequality).
For a pseudometric c, the Wasserstein distance is the minimum-cost matching between p and q
according to c:
Definition 2.1 (Wc,k distance (Villani, 2003, Theorem 7.3)). Suppose c(x, y) is a pseudometric.
The Wasserstein-k transportation distance for k ≥ 0 is defined as
Wc,k(p, q) =
infπp,q∈Π(p,q)
(∫
ck(x, y)dπp,q(x, y)
)1/k
k ≥ 1
infπp,q∈Π(p,q)
(∫
ck(x, y)dπp,q(x, y)
)
k ∈ [0, 1)
, (12)
where Π(p, q) denotes the set of all couplings between p and q.
If c is a pseudometric, then so is Wc,k (Villani, 2003, Page 209). If c(x, y) is the Euclidean
distance ‖x− y‖2, we usually omit the subscript c and write Wk.
We will also want a way of measuring the tails of a distribution. We do so using Orlicz norms:
Definition 2.2 (Orlicz function and norm). A function ψ : [0,+∞) 7→ [0,+∞) is called an Orlicz
function if ψ is convex, non-decreasing, and satisfies ψ(0) = 0, ψ(x)→∞ as x→∞. For a given
Orlicz function ψ, the Orlicz norm of a random variable X is defined as
‖X‖ψ , inf {t > 0 : Ep [ψ (|X|/t)] ≤ 1} . (13)
As special cases, we say that a random variable X ∼ p is sub-Gaussian with parameter σ if
‖〈X − Ep[X], v〉‖ψ2 ≤ σ whenever ‖v‖2 ≤ 1, where ψ2(x) = ex
2 − 1. We define a sub-exponential
random variable similarly for the function ψ1(x) = e
x − 1.
We define the generalized inverse of a non-decreasing function ψ as
ψ−1(y) = inf{x | ψ(x) > y}, (14)
which differs from the typical definition in the literature (Embrechts and Hofert, 2013) by replacing
≥ with >, since we want to ensure that ψ(x) ≤ y ⇒ x ≤ ψ−1(y).
Finally, for univariate random variables X and Y , we say that Y stochastically dominates X (in
first order) if P(X ≤ t) ≥ P(Y ≤ t) for all t ∈ R (Marshall et al., 1979, Definition B.19.a, B.19.b).
We denote this as X ≤sd Y or PX ≤sd PY . It implies that E[X] ≤ E[Y ].
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2.2 Corruption Models
We model our distribution as being adversarially corrupted within some ǫ-ball according to a dis-
crepancy D. There are two ways to formalize this: corruptions could occur either to the population
distribution (with samples drawn from the corrupted distribution), or to the empirical distribution
on n samples (with samples originally drawn from the true distribution p∗ and then perturbed).
Intuitively, the latter defines a more powerful adversary that is allowed to make decisions after
seeing the random draw generating the data. It is related to the finite sample robustness model
of (Donoho and Liu, 1988) and the full adversary setup in Diakonikolas et al. (2019a). We accord-
ingly call the first model the oblivious model and the second the adaptive model:
Definition 2.3 (Oblivious Corruption). Denote the true distribution as p∗. The oblivious adversary
with level ǫ under D is allowed to do the following. It first perturbs p∗ to p such that D(p∗, p) ≤ ǫ,
then takes n i.i.d. samples from p to get (X1,X2, . . . ,Xn). We denote the empirical distribution of
the observations (X1,X2, . . . ,Xn) as pˆn.
We illustrate this in Figure 3.
p∗
true distribution
p
corrupted distribution
D(p∗, p) ≤ ǫ
pˆn : (X1, . . . ,Xn)
corrupted samples
sampling
Figure 3: Oblivious corruption model.
For adaptive corruption, the adversary can perturb the observed samples after observing the
empirical samples from the real distribution p∗. A na¨ıve attempt to define this model would
constrain D(pˆ∗n, pˆn) ≤ ǫ, where pˆ∗n is the empirical distribution of n samples from p∗. However,
consider the case D = TV, where changing an ǫ fraction of p∗ will affect a binomially-distributed
Bin(n, ǫ) number of samples from the empirical distribution. The na¨ıve definition would have the
adaptive adversary change no more than exactly ǫn samples, leading to an adversary that is neither
stronger nor weaker than the oblivious adversary.
Instead, we define adaptive corruption in terms of requiring that the amount of corruption in
empirical samples measured by D, which is D(pˆ∗n, pˆn), is stochastically dominated by that incurred
by some oblivious perturbation with level ǫ. It ensures that the adaptive corruption model is a
stronger model than oblivious corruption with the same level ǫ. In the special case of D = TV, it
recovers the full adversary setup in Diakonikolas et al. (2019a).
Definition 2.4 (Adaptive Corruption). Denote the true distribution as p∗. The adaptive adversary
with level ǫ under D is allowed to do the following. We take n i.i.d. samples from p∗ to get the
empirical distribution pˆ∗n. The adversary inspects pˆ∗n and produces another empirical distribution
supported on n points, denoted as pˆn. The conditional distribution pˆn | pˆ∗n is allowed if there
exists some coupling πX,Y satisfying πX = p
∗,D(πX , πY ) ≤ ǫ such that D(pˆ∗n, pˆn) is stochastically
dominated by D
(
1
n
∑n
i=1 δXi ,
1
n
∑n
i=1 δYi
)
, where {(Xi, Yi)}ni=1 denotes n i.i.d. samples from πX,Y .
We illustrate the adaptive corruption model in Figure 4.
p∗
true distribution
pˆ∗n
empirical distribution
sampling
pˆn
corrupted samples
stochastically dominated perturbation
Figure 4: Adaptive corruption model.
The following lemma is useful for controlling the behavior of adaptive corruptions:
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Lemma 2.1. Suppose pˆn | pˆ∗n is an allowed adaptive corruption with level ǫ under D =Wc,k, k ≥ 1
(Definition 2.1). Then the perturbed and true empirical distribution are close in expectation:
E[W kc,k(pˆn, pˆ
∗
n)] ≤ ǫk. (15)
If additionally 0 ≤ c(x, y) ≤ C for all x, y, then with probability at least 1− δ,
Wc,k(pˆn, pˆ
∗
n) .
(
ǫk +
Ck log(1/δ)
n
) 1
k
. (16)
The proof and a tighter bound when D = TV are given in Appendix B.1.
2.3 Population (Infinite-Sample) Limit
It will be helpful to consider the infinite-sample regime where pˆ∗n = p∗ and pˆn = p; in this case
both corruption models defined above become identical. We will be interested in understanding
the population limit, or the best (worst-case) error achievable by any estimator θ(p):
Definition 2.5 (Population limit with (G,D,L, ǫ)). Given distribution family G, discrepancy D,
loss L, and perturbation level ǫ, the population limit for the robust inference problem is
inf
θ(p)
sup
(p∗,p):D(p∗,p)≤ǫ,p∗∈G
L(p∗, θ(p)) (17)
This population limit is defined in Donoho and Liu (1988, Prop. 4.2).
Modulus of continuity bounds population limit. The following bound on the population
limit will guide our design of G in the sequel:
Lemma 2.2. (Donoho and Liu, 1988) Suppose D is a pseudometric. Then the population limit
in (17) is at most the maximum loss between any pair of distributions in G of distance at most 2ǫ:
m(G, 2ǫ,D,L) , sup
p1,p2∈G:D(p1,p2)≤2ǫ
L(p1, θ
∗(p2)). (18)
The upper bound is achieved by the projection (minimum distance functional) algorithm q =
argmin{D(q, p) | q ∈ G}, where we output θ = θ∗(q) = argminθ∈Θ L(q, θ).
The quantity m is called the gauge function or modulus of continuity (Donoho and Liu, 1988;
Chen et al., 2018). Later we omit D,L in the parameters if they are obvious from context. The
projection procedure in Lemma 2.2 is oblivious to the cost L as well as the perturbation level ǫ,
which are desirable features in practice. When we know the perturbation level ǫ, then the upper
bound also holds if output θ∗(q) for any q ∈ G such that D(p, q) ≤ ǫ. We show in Lemma B.2
that the projection algorithm is optimal up to constants if L(p, θ∗(q)) is a pseudometric over (p, q),
and the modulus of continuity is a nearly tight upper bound if we further assume D(p, q) is a
pseudonorm such as TV or W1.
3 Resilience: Design of G when D = TV
Among the parameters (G,D,L, ǫ) for the population limit in Definition 2.5, the perturbation
discrepancy D and recovery cost L specify our recovery goals, while G encodes knowledge about
the true distribution p∗. We would like to design G that satisfies the following properties:
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1. Not too big: the population limit in (17) is small;
2. Not too small: G is a superset of most of the known assumed distributions in the literature
on robust statistics;
3. Near-optimal finite sample algorithm: we can design a general finite-sample algorithm that
guarantees robust inference for the G we designed, and it is near-optimal for known cases.
We design G to meet the first two requirements for D = TV in this section, and generalize to
Wasserstein distances in Section 4. We discuss finite sample algorithms in Sections 5 and 6.
We saw in Lemma 2.2 that the population limit of any set G is at most its modulus of continuity
m. Thus to show the set is not too big, we will upper bound the modulus of continuity. To show
G is not too small, we study G in concrete cases such as mean estimation, linear regression and
joint mean and covariance estimation, and show that in all the cases, our G is a superset of known
distributional assumptions in the literature.
3.1 Warm-up: Mean Estimation when D = TV
As a warm-up, we consider the special case where D = TV and L(p, θ) = ‖θ−Ep[X]‖ for some norm
‖·‖; this setting is called mean estimation under TV perturbations (Huber, 1973; Diakonikolas et al.,
2017; Gao, 2017; Steinhardt et al., 2018; Donoho and Gasko, 1992).
According to Lemma 2.2, we want to construct a G such that any p, q ∈ G that are close in TV
also have similar means. Steinhardt et al. (2018) introduced the set of resilient distributions which
exactly satisfy this property and will be our starting point for more general settings. A distribution
is called resilient if every (1− η)-subset of the distribution has a similar mean. More formally, the
set of resilient distributions with parameters (ρ, η) are
GTVmean(ρ, η) ,
{
p | ‖Er[X]− Ep[X]‖ ≤ ρ for all r ≤ p
1− η
}
, (19)
where ‖ · ‖ is an arbitrary norm. The inequality r ≤ p1−η can be formally understood as drdp ≤ 11−η ,
where drdp is the Radon-Nikodym derivative; an equivalent characterization is that r can be obtained
from p by conditioning on an event E of probability at least 1− η, which is shown in Lemma C.1.
Thus r can be thought of as an “η-deletion” of p.
Not too big. We first bound the modulus of continuity m of GTVmean. The key idea is that any
two distributions that are close in TV have a midpoint distribution that is a deletion of both
distributions (Lemma C.1). The midpoint distribution has mean close to both distributions via
resilience, and it follows from the triangle inequality that the modulus of GTVmean is bounded. We
illustrate this idea in Figure 5 and make it precise in the following lemma:
Lemma 3.1. The modulus of continuity m in (18) for GTVmean(ρ, η) satisfies the bound m(GTVmean(ρ, η), 2ǫ) ≤
2ρ for any 2ǫ ≤ η < 1.
By Lemma 2.2, this implies the population limit for GTVmean(ρ, η) is at most 2ρ when 2ǫ ≤ η < 1.
Proof of Lemma 3.1. Denote µp1 = Ep1 [X], µp2 = Ep2 [X]. Recall that
m(GTVmean(ρ, η), 2ǫ) = sup
(p1,p2):TV(p1,p2)≤2ǫ,p1,p2∈GTVmean(ρ,η)
‖µp1 − µp2‖. (20)
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p1 p2
D(p1, p2) ≤ ǫ
r = min(p1,p2)1−TV(p1,p2)
r ≤ p1
1−ǫ
r ≤ p2
1−ǫ
p1 ∈ GTVmean
p2 ∈ GTVmean
‖µp1 − µr‖ ≤ ρ
‖µp2 − µr‖ ≤ ρ
‖µp1 − µp2‖ ≤ 2ρ
Figure 5: Midpoint distribution r helps prove the modulus for GTVmean.
From TV(p1, p2) ≤ 2ǫ ≤ η, we know that the distribution r = min(p1,p2)1−TV(p1,p2) satisfies r ≤
p1
1−η and
r ≤ p21−η (see Lemma C.1 for a formal proof). It then follows from p1, p2 ∈ GTVmean(ρ, η) and the
triangle inequality that ‖µp1 − µp2‖ ≤ ‖µp1 − µr‖+ ‖µp2 − µr‖ ≤ 2ρ.
A close inspection of the proof above shows that the loss can be generalized from ‖µp−µq‖ to all
pseudonorms WF (p, q) = supf∈F Ep[f(X)] − Eq[f(X)]. We discuss in this detail in Appendix C.1.
Not too small. We next show that many common distribution families lie within GTVmean.
Example 3.1. Given an Orlicz function ψ (Definition 2.2), assume that
sup
v∈Rd,‖v‖∗=1
Ep
[
ψ
( |〈v,X − Ep[X]〉|
σ
)]
≤ 1, (21)
where ‖ · ‖∗ is the dual norm of ‖ · ‖. Then:
1. For any η ∈ [0, 1), we have p ∈ GTVmean
(
σηψ−1(1/η)
1−η , η
)
;
2. The population limit for the set of distributions satisfying (21) is Θ(σǫψ−1( 12ǫ)) for ǫ <
1
4 .
The proof is given in Appendix C.3. The first property shows that bounded Orlicz norm implies
resilience, while the second shows that the bound implied by resilience (Lemma 3.1) is tight.
As a special case, by taking ψ = exp(x2)−1, we see that when p is sub-Gaussian with parameter
σ then p ∈ GTV(Θ(ση√log(1/η)), η) for η ≤ 12 , and the population limit is Θ(σǫ√log(1/ǫ)) for
ǫ ≤ 14 . By taking ψ = exp(x)− 1, we similarly see that when p is sub-exponential with parameter
σ then the population limit is Θ(σǫ log(1/ǫ)). Taking taking ψ = xk for k ≥ 1, we see that when p
has its k-th central moment bounded by σk, the population limit is Θ(σǫ1−1/k) for ǫ ≤ 14 .
3.2 General Resilient Set Design for D = TV
We saw above that robust mean estimation is possible for the family GTVmean of resilient distributions;
the two key ingredients were the existence of a midpoint distribution and the triangle inequality for
L(p, θ∗(q)) = ‖µp−µq‖. We now extend the definition of resilience to arbitrary cost functions L(p, θ)
that may not satisfy the triangle inequality. The general definition below imposes two conditions:
(1) the parameter θ∗(p) should do well on all distributions r ≤ p1−η , and (2) any parameter that
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does well on some r ≤ p1−η also does well on p. We measure performance on r with a bridge function
B(r, θ), which is often the same as the loss L but need not be.
Definition 3.1 (GTV(ρ1, ρ2, η)). Given an arbitrary loss function L(p, θ), we define GTV(ρ1, ρ2, η) =
GTV↓ (ρ1, η) ∩ GTV↑ (ρ1, ρ2, η), where:
GTV↓ (ρ1, η) , {p | sup
r≤ p
1−η
B(r, θ∗(p)) ≤ ρ1}, (22)
GTV↑ (ρ1, ρ2, η) , {p | for all θ ∈ Θ, r ≤
p
1− η , (B(r, θ) ≤ ρ1 ⇒ L(p, θ) ≤ ρ2)}, (23)
The function B(p, θ) is an arbitrary cost function that serves the purpose of bridging. Here θ∗(p) ∈
argminθ∈ΘB(p, θ).
If we do not specify Θ, then it is clear from the context. The added flexibility in choosing B is
important, for instance, in second estimation under Frobenius norm (Example 3.4), we choose B
to be different from L due to finite sample consideration.
If we take B(p, θ) = L(p, θ) = ‖Ep[X] − Eθ[X]‖, ρ2 = 2ρ1, then our design exactly reduces to
the resilient set GTVmean(ρ1, η) for mean estimation discussed in Section 3.11.
As before, we will show that GTV is not too big by bounding its modulus of continuity, and that
it is not too small by showing that it subsumes various assumptions imposed in the literature.
Not too big. We show that the designed GTV(ρ1, ρ2, η) has small modulus of continuity (and
thus population limit by Lemma 2.2) in the following theorem, which extends Lemma 3.1.
Theorem 3.1. For GTV(ρ1, ρ2, η) in Definition 3.1, if 2ǫ ≤ η < 1, we have
m(GTV(ρ1, ρ2, η), 2ǫ) ≤ ρ2. (24)
Proof. As illustrated in Figure 6, we still rely on the midpoint distribution r to bridge the modulus.
Consider any p1, p2 satisfying TV(p1, p2) ≤ 2ǫ ≤ η. From Lemma C.1, there is a midpoint r
such that r ≤ p11−η and r ≤ p21−η . From the fact that p1 ∈ GTV(ρ1, ρ2, η) ⊂ GTV↓ (ρ1, η), we have
B(r, θ∗(p1)) ≤ ρ1. From this and the fact that p2 ∈ GTV(ρ1, ρ2, η) ⊂ GTV↑ (ρ1, ρ2, η), we then have
L(p2, θ
∗(p1)) ≤ ρ2. Since p1 and p2 are arbitrary, this bounds the modulus of continuity by ρ2.
p1 p2
TV(p1, p2) ≤ η
r = min(p1,p2)1−TV(p1,p2)
r ≤ p1
1−η
r ≤ p2
1−η
p1 ∈ GTV↓ B(r, θ∗(p1)) ≤ ρ1 L(p2, θ∗(p1)) ≤ ρ2
p2 ∈ GTV↑
Figure 6: Midpoint distribution helps bridge the modulus for GTV.
1To see the reduction, note that GTVmean is equivalent to G
TV
↓ in Equation (22). Thus we only need to show that G
TV
↑
is a subset of GTV↓ . By our choice of B,L and ρ2, the implication condition in G
TV
↑ follows from the triangle inequality.
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Not too small: Concrete examples for GTV. Since the definition of GTV is somewhat ab-
stract, we provide below sufficient conditions for inclusion in GTV in the case of linear regression,
joint estimation of mean and covariance, and second moment estimation. In these cases GTV sub-
sumes many known distribution families in the robust statistics literature, while at the same time
Theorem 3.1 provides a bound on the population limit that matches or improves on known results.
Throughout, we will let ψ denote an Orlicz function as in Example 3.1. Our first example gives
concrete conditions for resilience in linear regression:
Example 3.2 (Linear Regression). Let (X,Y ) ∼ p∗ and take B(p, θ) = L(p, θ) = Ep[(Y −X⊤θ)2−
(Y −X⊤θ∗(p))2]. Let Z = Y −X⊤θ∗(p) denote the residual error. Assume the second moments of
X and Z exist and satisfy the following conditions:
Ep∗
[
ψ
(
(v⊤X)2
σ21Ep∗[(v
⊤X)2]
)]
≤ 1 for all v ∈ Rd, and (25)
Ep∗
[
ψ((Z/σ2)
2)
] ≤ 1. (26)
Then p∗ ∈ GTV(ρ, 8ρ, η) for ρ = 2(σ1σ2ηψ−1(1/η)1−η )2, for all η satisfying
2σ21ηψ
−1(1/η)
1−η <
1
2 . The
population limit for the set satisfying (25) and (26) is Θ((σ1σ2ǫψ
−1(1/ǫ))2) when the perturbation
level ǫ satisfies ǫ < 1/4 and
σ21ǫψ
−1(1/2ǫ)
1−2ǫ < 1/8.
The proof is deferred to Appendix C.4. The condition (26) bounds the tails of the error Z,
while (25) bounds the tails of X in every direction relative to the second moment.
Interpretation. We interpret the dependence on ǫ in special cases. Klivans et al. (2018) shows
that the following two conditions lead to ǫ1−2/k error:
1. k-hyper-contractivity condition: Ep∗[|v⊤X|k] ≤ (κEp∗ [v⊤X)2])k/2.
2. Bounded k-th moment of Y −X⊤θ∗(p): Ep∗ [|Y −X⊤θ∗(p)|k] ≤ σk.
Taking ψ(x) = xk/2, we recover these conditions and our result yields an improved bound of ǫ2−4/k.
When X and Z are independent, we can improve this further to ǫ2−2/k, as we show in the proof.
When X and Z are both Gaussian, Gao (2017) shows that the information-theoretic limit is
ǫ2. Taking ψ(x) = exp(x)−1, we see that when Ep∗[XX⊤]−1/2X and the noise Y −X⊤θ∗(p) are both
sub-Gaussian, the population limit is O(ǫ2 log2(1/ǫ)). This also matches the rate in Diakonikolas et al.
(2019c), where it is assumed that X is isotropic Gaussian and the random noise Z has bounded
second moment.
Lower bounds. One might wonder whether a simpler condition such as sub-Gaussianity of X
and Z would also guarantee a finite population limit. Even if Z ≡ 0, sub-Gaussianity of X is not
sufficient. In Appendix C.5 we exhibit a univariate sub-Gaussian X for which an adversary can
perturb X to be zero almost surely, thereby destroying all information between X and Y .
We next consider joint estimation of the mean and covariance of a distribution p. As in Kothari and Steurer
(2017), we use the recovery metric
L(p, (µ,Σ)) = max
(‖Σ−1/2p (µp − µ)‖22/η, ‖Id − Σ−1/2p ΣΣ−1/2p ‖2), (27)
where µp and Σp are the mean and covariance of p. Making L small requires that the estimated
covariance Σ is close to Σp, and also that µ is close to µp under the norm induced by Σp.
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Due to the non-linear dependence of Σp on p, L turns out to be unsuitable as a bridge function.
For bridge function B we need to use Σ and µ rather than Σp and µp so that B is convex as a
function of p,2 thus we instead define
B(p, (µ,Σ)) = max
(‖Σ−1/2(µp − µ)‖22/η, ‖Id −Σ−1/2Ep[(X − µ)(X − µ)⊤]Σ−1/2‖2). (28)
Example 3.3 (Joint mean and covariance estimation). Consider B and L defined in (28) and
(27). For X ∼ p if we have
sup
v∈Rd,‖v‖2=1
Ep
[
ψ
(
(v⊤(X − µp))2
κ2Ep[(v⊤(X − µp))2]
)]
≤ 1, (29)
then p ∈ GTV(ρ, 6ρ, η) with ρ = 4κ2ηψ−1(1/η), assuming η ≤ 12 and (1 + η)ρ < 13 .
Thus when the perturbation level is ǫ ≤ η2 , we can recover µ,Σ such that ‖Σ
−1/2
p (µp − µ)‖2 =
O(κǫ
√
ψ−1(1/ǫ)) and ‖Id − Σ−1/2p ΣΣ−1/2p ‖2 = O(κ2ǫψ−1(1/ǫ)).
The proof is deferred to Appendix C.7. Similarly to Example 3.2, we need the tails of X to be
small relative to the covariance; equivalently, we need Σ
−1/2
p X to have thin tails.
Interpretation. First take ψ(x) = xk; then when Σ
−1/2
p X has 2k-th central moment bounded by
κ2k, we can estimate the mean and covariance with respective errors O(κǫ1−1/(2k)) and O(κ2ǫ1−1/k).
This matches results in Kothari and Steurer (2017).
Next take ψ(x) = ex−1; then when Σ−1/2p X is sub-Gaussian with parameter κ, we can estimate
the mean and covariance with respective errors O(κǫ
√
log(1/ǫ)) and O(κ2ǫ log(1/ǫ)).
Our final example considers estimation of the second moment matrix Mp = Ep[XX
⊤] under the
loss L(p,M) = ‖I −M−1/2p MM−1/2p ‖F , which was studied in Diakonikolas et al. (2017). We use
the bridge function B(p,M) = ‖I −M−1/2MpM−1/2‖F , which avoids non-convexity in p similarly
to Example 3.3. We can estimate the second moment if all quadratic forms in X have bounded
tails:
Example 3.4 (Second moment estimation). Take B and L defined above. For a random variable
X ∼ p with second moment Mp, let Y =M−1/2p X. Assume that Y satisfies
sup
B∈Rd×d,‖B‖F=1
Ep
[
ψ
(
Y ⊤BY − Ep[Y ⊤BY ]
κ
)]
≤ 1. (30)
Then p ∈ GTV(ρ, 2ρ(1 + ρ), η) for ρ = 4κηψ−1(1/η) when η ∈ [0, 12 ] and ρ(1 + ρ) < 12 . Thus the
population limit for the set is O(κǫψ−1(1ǫ )) when the perturbation level is ǫ ≤ η2 .
The proof is deferred to Appendix C.8. When ψ(x) = x2 condition (30) asks that Y Y ⊤ has
bounded covariance when considered as a d2-dimensional random variable.
Interpretation. The population limit for zero mean Gaussian distributions is Θ(ǫ) (Diakonikolas et al.,
2019a). By taking ψ(x) = exp(x) − 1, we generalize the Gaussian assumption to a larger non-
parametric family with rate-optimal population limitO(ǫ log(1/ǫ)), which matches the result in Diakonikolas et al.
(2017).
Besides all the examples above, we show in Appendix C.9 that with different choices of B and L,
we are able to derive different GTV and corresponding sufficient conditions for robust classification.
2This is only important for finite sample analysis in Section 5 (Details are deferred to Appendix E.3).
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4 Wc,k-Resilience: Design of G
In this section, we show how to extend the idea of resilience to Wasserstein distances Wc,k (Def-
inition 2.1). We present a general recipe for constructing estimator that are robust to general
Wasserstein perturbations Wc,k, and apply them in the special case of W1.
For TV distance, we showed that resilient sets have bounded modulus m; this crucially relied
on the midpoint property that any p1, p2 have a midpoint r obtained via deletions of p1 or p2.
In other words, we used the fact that any TV perturbation can be decomposed into a “friendly”
operation (deletion) and its opposite (addition). We think of deletion as friendlier than addition,
as the latter can move the mean arbitrarily far by adding probability mass at infinity.
To extend this to other Wasserstein distances, we need to identify a similar way of decomposing
a Wasserstein perturbation into a friendly perturbation and its inverse. Unfortunately, deletion
is closely tied to the TV distance in particular. To get around this, we use the following re-
interpretation: Deletion is equivalent to movement towards the mean under TV. More precisely:
µˆ is a possible mean of an ǫ-deletion of p if and only if some r with mean µˆ can be
obtained from p by moving points towards µˆ with TV distance at most ǫ.
This is more easily seen in the following diagram:
µp µr
Here we can equivalently either delete the left tail of p or shift all of its mass to µr; both yield a
modified distribution with the same mean µr. Thus we can more generally say that a perturbation is
friendly if it only moves probability mass towards the mean. This motivates the following definition:
Definition 4.1 (Friendly perturbation). For a distribution p over X , fix a function f : X → R. A
distribution r is an η-friendly perturbation of p for f under Wc,k, denoted as r ∈ F(p, η,Wc,k, f), if
there is a coupling πX,Y between X ∼ p and Y ∼ r such that:
• The cost (Eπ[ck(X,Y )])1/k is at most η.
• All points move towards the mean of r: f(Y ) is between f(X) and Er[f(Y )] almost surely.
Note that friendliness is defined only in terms of one-dimensional functions f : X → R; we
will see how to handle higher-dimensional objects later. Intuitively, a friendly perturbation is a
distribution r for which there exists a coupling that ‘squeezes’ p to µr.
Another key property of deletion in the TV case is the existence of midpoint : for any two
distributions that are within ǫ distance in TV, one can find another distribution that is an ǫ-
deletion of both distributions. We provide an analogous lemma for friendly perturbation in Wc,k
perturbation. We would like to show that given any p, q with Wc,k(p, q) ≤ ǫ and any f , there exists
an r that is an ǫ-friendly perturbation of both p and q for the function f .
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To show the existence of a midpoint, we rely on the intuition that any coupling between two
one-dimensional distributions can be separated into two stages: in one stage all the mass only
moves towards some point, in the other stage all the mass moves away from that point. This is
illustrated in Figure 7.
µp1 µr µp2
Figure 7: Illustration of midpoint lemma. For any distributions p1, p2 that are close under Wc,k,
the coupling between p1 and p2 can be split into couplings πp1,r, πp2,r such that p1, p2 only move
towards µr under the couplings. We do this by “stopping” the movement from p1 to p2 at µr.
Now we formally state the midpoint lemma for friendly perturbations under Wc,k. We make
the following topological assumptions regarding c and f .
Assumption 4.1 (Intermediate value property). Given Wc,k, we assume that for all x and y and
all u with f(x) < u < f(y), there is some z satisfying f(z) = u and max(c(x, z), c(z, y)) ≤ c(x, y).
This holds for all of our examples and for many other f and c, e.g. when c is a path met-
ric (Gromov, 2007, Definition 1.7) and f is continuous under the topology induced by the metric.
Lemma 4.1 (Midpoint lemma for Wc,k perturbation). Suppose Assumption 4.1 holds. Then for
any p1 and p2 such that Wc,k(p1, p2) < η and any f , there exists a distribution r such that
r ∈ F(p1, η,Wc,k, f) ∩ F(p2, η,Wc,k, f). (31)
In other words, r is an η-friendly perturbation of both p1 and p2 for f under Wc,k.
See Appendix D.4 for a formal proof. With this lemma in hand, we generalize resilience to
Wasserstein distances by saying that a distribution is resilient if Er[f(X)] is close to Ep[f(X)] for
every η-friendly perturbation r and every function f lying within some appropriate family F . For
instance, for second moment estimation we would consider functions fv(x) = 〈x, v〉2 with ‖v‖2 = 1.
We discuss this in more detail below.
4.1 Warm-up: Second Moment Estimation under W1 Perturbation
Consider estimation of the second moment (L(p,M) = ‖M − Ep[XX⊤]‖2 where M ∈ Rd×d) under
W1 (Definition 2.1). We do not consider mean estimation since it is trivial under W1 perturbation
(outputting the mean of p incurs error ǫ, which is optimal).
Recall that in Section 3.1, we designed GTVmean by asking that friendly perturbations (in that case
deletions) did not move the mean by too much. With our definition of friendly perturbation for
Wc,k in hand, we similarly define GW1sec for second moment estimation as the following:
GW1sec (ρ, η) = {p | sup
‖v‖2=1,r∈F(p,η,W1,|v⊤X|2)
|Ep[|v⊤X|2]− Er[|v⊤X|2]| ≤ ρ}, (32)
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This asks that in all unit directions v, friendly perturbations under |v⊤x|2 cannot move the second
moment by more than ρ. As before we will show that the set GW1sec is not too big (has bounded
modulus) and not too small (contains natural nonparametric distribution families).
Not too big. As in the TV perturbation case, we show that GW1 has controllable population
limit by upper bounding its modulus of continuity.
Theorem 4.2. The modulus of continuity m in (18) for GW1sec (ρ, η) is bounded above as m(GW1sec (ρ, η), 2ǫ) ≤
2ρ for any 2ǫ ≤ η.
Proof. Denote Mp = Ep[XX
⊤]. The modulus is defined as
sup
p1,p2∈GW1sec (ρ,η),W1(p1,p2)≤2ǫ
‖Mp1 −Mp2‖2. (33)
Since Assumption 4.1 holds, by Lemma 4.1, for any unit vector v we can find r such that
W1(p1, r) ≤ 2ǫ, W1(p2, r) ≤ 2ǫ, and r ∈ F(p1, 2ǫ,W1, |v⊤X|2)
⋂
F(p2, 2ǫ,W1, |v⊤X|2) is a friendly
perturbation for both p1 and p2. Now take some v
∗ with ‖v∗‖2 = 1 such that
|(v∗)⊤(Mp1 −Mp2)v∗| = ‖Mp1 −Mp2‖2. (34)
By symmetry of p1, p2 we may assume that the term inside the absolute value is positive. From
p1, p2 ∈ GW1sec (ρ, η), we know that for any 2ǫ ≤ η,
Ep1 [(v
∗⊤X)2]− Er[(v∗⊤X)2] ≤ ρ, (35)
Er[(v
∗⊤X)2]− Ep2[(v∗⊤X)2] ≤ ρ. (36)
Combining the two equations together gives us
Ep1 [(v
∗⊤X)2]− Ep2 [(v∗⊤X)2] ≤ 2ρ. (37)
This shows that ‖Mp1 −Mp2‖2 ≤ 2ρ.
Not too small. We show that the set GW1sec is a superset of Orlicz-norm bounded distributions:
Example 4.1 (Second moment estimation underW1). Let ψ be an Orlicz function (Definition 2.2)
that further satisfies ψ(x) ≥ x for all x ≥ 1, and define ψ˜(x) = xψ(2x). Suppose that
sup
v∈Rd,‖v‖2=1
Ep
[
ψ˜
( |v⊤X|
σ
)]
≤ 1. (38)
Then, p ∈ GW1sec (ρ, η) for ρ = σηψ−1(2ση ) whenever η < 2σ/ψ(8). Thus the population limit when
the perturbation level is ǫ is upper bounded by 2σǫψ−1(σǫ ) assuming ǫ < σ/ψ(8).
The proof is deferred to Appendix D.3, where we show a more general statement for k-th
moment estimation. We also extend the design of GW1sec to arbitrary D = Wc,k and L = WF in
Appendix D.2.
Taking ψ(x) = xm, we know that when the (m + 1)-th moment of X is bounded by 2(σ2 )
m+1,
the population limit is O(σ1+1/mǫ1−1/m), while the same condition in TV perturbation would give
error of O(σǫ1−1/(m+1)).
The function f in the friendly perturbation requirement (r ∈ F(p, η,W1, f)) can be chosen
differently without changing the conclusions above. For example, we may replace the constraint
r ∈ F(p, η,W1, |v⊤X|k) with r ∈ F(p, η,W1, |v⊤X|), and the sufficient condition and modulus of
continuity remains the same. This is discussed in Appendix D.3 and is used in Section 6 for finite
sample algorithm design.
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4.2 General Design of GWc,k
Recall that for the general GTV (Definition 3.1), we said a distribution is resilient if (1) the parameter
θ∗(p) does well on all deletion r ≤ p1−η , and (2) any parameter that does well on some deletion
r ≤ p1−η also does well on p. We used a bridge function B to measure performance on r.
Inspired by this argument, we extend the definition of resilience for second moment estima-
tion GW1sec to other losses and general Wc,k perturbation. Since friendly perturbation for Wc,k is
only defined for a one-dimensional random variable f(X), we apply the Fenchel-Moreau repre-
sentation (Borwein and Lewis, 2010) of B to decompose B to the expectation of one dimensional
functions f ∈ F , as long as B is lower semi-continuous and convex in p for fixed θ:
B(p, θ) = sup
f∈Fθ
Ep[f(X)]−B∗(f, θ). (39)
Here B∗(f, θ) is the convex conjugate of B, and Fθ = {f | B∗(f, θ) <∞}. Convexity in p is a mild
condition that often holds, e.g. any loss of the form B(p, θ) = EX∼p[ℓ(θ;X)] is linear (and hence
convex) in p.
We thus define the resilient set in the same way as TV: we say a distribution is resilient if (1)
θ∗(p) does well on all friendly perturbation perturbation r and every function f ∈ Fθ∗(p), and (2)
for any parameter θ, if all f ∈ Fθ, θ have a friendly perturbation r ∈ F(p, η,Wc,k, f) where θ does
well, then θ also does well on p under L. We formally define the set GWc,k below.
Definition 4.2 (GWc,k). We define
GWc,k(ρ1, ρ2, η) = GWc,k↓ (ρ1, η) ∩ G
Wc,k
↑ (ρ1, ρ2, η), (40)
where
GWc,k↓ (ρ1, η) = {p | sup
f∈Fθ∗(p),r∈F(p,η,Wc,k,f)
Er[f(X)]−B∗(f, θ∗(p)) ≤ ρ1}, (41)
GWc,k↑ (ρ1, ρ2, η) =
{
p |for all θ ∈ Θ,
((
sup
f∈Fθ
inf
r∈F(p,η,Wc,k,f)
Er[f(X)]−B∗(f, θ) ≤ ρ1
)
⇒ L(p, θ) ≤ ρ2
)}
.
(42)
The construction of GWc,k generalizes the idea in GTV (Definition 3.1) and GWc,ksec (Equation (32)).
However, not all GWc,k can reduce to GTV3. The difference between GTV and GWc,k comes from
the definition of friendly perturbation: the deletion operation is independent of f , while friendly
perturbation for p depends on the choice of function f . Thus in GTV↑ , we look at θ that do well on
the same deletion r for all f ∈ Fθ, while in GWc,k we only require that for each f there exists a
friendly perturbation r that θ does well on.
Now we show that the design of general GWc,k is also not too big and not too small, and that
it enables us to conduct robust linear regression under W1 perturbation.
Not too big. Assume that the choice of B,Wc,k makes Assumption 4.1 hold for all f ∈ Fθ, θ ∈ Θ.
We control the population limit of GWc,k by bounding its modulus of continuity.
Theorem 4.3. The modulus of continuity m in (18) for GWc,k(ρ1, ρ2, η) is bounded above by
m(GWc,k(ρ1, ρ2, η), 2ǫ) ≤ ρ2 for any 2ǫ ≤ η.
The proof is deferred to Appendix D.5 and follows the same lines as Theorem 3.1, using
Lemma 4.1 to produce the required midpoint distribution r.
3When B = L =WF , G
Wc,k is equivalent to GTV; see Appendix D.2.
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Not too small. By taking B and L as the cost of second moment estimation, we can recover
the definition of GW1sec . We further study linear regression underW1 perturbation below and provide
sufficient conditions for distributions to be inside the W1-resilient set. Here we measure the cost in
W1 as c((x0, y0), (x1, y1)) =
√
‖x0 − x1‖22 + ‖y0 − y1‖22.
Example 4.2 (Linear regression underW1 perturbation). Take B(p, θ) = L(p, θ) = Ep[(Y−X⊤θ)2].
Denote by X ′ = [X,Z] the d + 1 dimensional vector that concatenates X with the noise Z =
Y −X⊤θ∗(p∗), where θ∗(p∗) , argminθ∈ΘB(p∗, θ),Θ = {θ | ‖θ‖2 ≤ R}. Given an Orlicz function
ψ that further satisfies ψ(x) ≥ x for all x ≥ 1, denote ψ˜(x) = xψ(2x). Assume p∗ satisfies:
sup
v∈Rd+1,‖v‖2=1
Ep∗
[
ψ˜
( |v⊤X ′|
σ
)]
≤ 1. (43)
Then for η
√
R2/2 + 1 < 2σ/ψ(8), we have p∗ ∈ GW1(σ2 + ∆, σ2 + (2R + 2)∆, η), where ∆ =
ση
√
2R2 + 4ψ−1(2σ/(η
√
R2/2 + 1)). The population limit for this set when the perturbation level
is ǫ is upper bounded by σ2+(2R+2)∆ where ∆ = 2σǫ
√
2R2 + 4ψ−1(2σ/(2ǫ
√
R2/2 + 1)) assuming
ǫ
√
R2/2 + 1 < σ/ψ(8).
The proof is deferred to Appendix D.7. Similar to second moment estimation, the function
|y−x⊤θ|2 in the specification of F can be replaced with |y−x⊤θ| without changing the conclusion.
Taking ψ(x) = x2, we see that if the vector (X,Z) has its 3-rd moment bounded by σ3, the
population limit is upper bounded by σ2 + O((σ2(R2 + 1))3/4
√
ǫ). Thus if we know the original
distribution’s optimal prediction error is bounded by σ2, then our estimator’s risk approaches σ2
as ǫ goes to 0. However, it is an open problem how to guarantee vanishing error for the excess
predictive loss L(p, θ) = Ep[(Y −X⊤θ)2 − (Y −X⊤θ∗(p))2].
We show in Appendix D.8 that for W1 linear regression, it is essential to have the compactness
assumption that Θ = {θ | ‖θ‖2 ≤ R}. Otherwise, the population limit can be infinite.
5 Finite Sample Algorithms for TV
In Section 2.3 we saw that the minimum distance functional defined as
q = argmin
q∈G
D(q, p) (44)
θˆ = θ∗(q) = argmin
θ∈Θ
L(q, θ). (45)
yields good bounds whenever the modulus of continuity m(G, ǫ) is small. In Sections 3 and 4 we saw
how to construct resilient sets such that the modulus m is small, and thus such that the minimum
distance functional performs well in infinite samples. We refer to (44) as the projection algorithm
because it projects p onto the destination set G.
Ideally, we would like to turn this infinite-sample algorithm into a finite-sample algorithm by
substituting p with the empirical distribution pˆn in (44). In other words, we would obtain q via
q = argmin
q∈G
D(q, pˆn). (46)
However, in many cases this method fails completely. For example, if G consists of continuous
distributions and D = TV, then TV(q, pˆn) = 1 for all q ∈ G, rendering the projection algorithm
meaningless. In this section, we provide two ways to fix the finite sample projection algorithm:
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1. Weaken the discrepancy D: one may choose to project under a different function D˜(q, pˆn);
2. Expand the destination set G: one may choose to project to a different set M.
The intuition behind weakening the discrepancy D is that while a discrepancy such as D = TV
is too strong such that TV(p∗, pˆn) is very large, perhaps a weaker related discrepancy T˜V would
allow T˜V(p∗, pˆn) to be small. Meanwhile, expanding the destination set G seeks to guarantee that
there is some distribution q ∈ G (perhaps not p∗ itself) such that D(q, pˆn) is small for the original
discrepancy. The general projection algorithm is presented below.
Algorithm 1 Projection algorithm Π(pˆn; D˜,M) or Π(pˆn; D˜,M, ǫ˜)
Input observed distribution pˆn, discrepancy D˜, destination set M, optional parameter ǫ˜
if ǫ˜ is given then
find any q ∈ M such that D˜(q, pˆn) ≤ ǫ˜.
else
find q = argminq∈M D˜(q, pˆn).
end if
Output q.
Given cost function L(p, θ), after obtaining q from Algorithm 1, we output θˆ = θ∗(q) ,
argminθ∈Θ L(q, θ) as the estimated parameter.
This algorithm is a generalization of the minimum distance functional (Donoho and Liu, 1988),
where we have replaced D with D˜ for the projection function, and G with M for the destination
set, and we allow the algorithm to output any q ∈ M satisfying D˜(q, pˆn) ≤ ǫ˜ if the parameter ǫ˜ is
given. We will explore the effects of D˜ in Section 5.1 and the effects of M in Section 5.2.
5.1 Weaken Discrepancy D
In this section we focus on the approach of weakening the discrepancy D when D = TV and keeping
the destination set intact (M = GTV)4.
As discussed before, if the real distribution p∗ lies in a continuous family such as the family
G = {N (µ, Id) | µ ∈ Rd} of isotropic Gaussian distributions, then the na¨ıve projection algorithm
q = argmin
q∈G
TV(q, pˆn) (47)
fails completely since for any q ∈ G, TV(q, pˆn) = 1. We define a family of pseudonorms that is
weaker than TV, called generalized Kolmogorov–Smirnov distance T˜VH, to avoid the issue:
T˜VH(p, q) , sup
f∈H,t∈R
|Pp[f(X) ≥ t]− Pq[f(X) ≥ t]|. (48)
When X is a one-dimensional random variable and H is the singleton {Id : x 7→ x}, we recover
the Kolmogorov-Smirnov distance (Massey Jr, 1951). When H contains all functions, T˜VH = TV;
otherwise T˜VH is weaker than TV distance: T˜VH ≤ TV. For any H, T˜VH is a pseudometric.
Assume p∗ ∈ GTV and TV(p∗, p) ≤ ǫ (oblivious corruption model). The following result general-
izes Donoho and Liu (1988) and guarantees good performance of the projection algorithm as long
as we can bound T˜VH(p, pˆn) along with the modulus of continuity under T˜VH.
4All the argument can be extended to the case of M = GTV↓ ⊃ G
TV. Here for simplicity we keep M = GTV.
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Proposition 5.1. The projection algorithm q = Π(pˆn; T˜VH,GTV) satisfies
L(p∗, θ∗(q)) ≤ m(GTV, ǫ˜, T˜VH, L) = sup
p1,p2∈GTV:T˜VH(p1,p2)≤ǫ˜
L(p2, θ
∗(p1)), (49)
where ǫ˜ = 2ǫ+ 2T˜VH(p, pˆn).
As its proof below shows, the conclusions in Proposition 5.1 remain unchanged if we change
the corruption model to allow T˜VH perturbations instead of TV. In other words, Proposition 5.1
analyzes the original algorithm under larger corruptions, and we will obtain good finite sample
error bounds throughout this section for this more difficult problem.
Proof. Since T˜VH satisfies triangle inequality, we have
T˜VH(q, p∗) ≤ T˜VH(q, pˆn) + T˜VH(pˆn, p∗) ≤ 2T˜VH(pˆn, p∗), (50)
where the second step is because T˜VH(q, pˆn) is minimizes T˜VH(·, pˆn) over G. Applying the triangle
inequality again and T˜VH(p∗, p) ≤ ǫ, we obtain
2T˜VH(pˆn, p∗) ≤ 2(T˜VH(pˆn, p) + T˜VH(p, p∗)) ≤ 2ǫ+ 2T˜VH(p, pˆn). (51)
Thus from p∗, q ∈ GTV and Lemma 2.2, we know that the error is bounded by m(GTV, ǫ˜, T˜VH, L).
For any H with finite VC dimension, we can bound T˜VH(p, pˆn) using the following lemma:
Lemma 5.1. Let pˆn be the empirical distribution of n i.i.d. samples from p and let vc(H) be the
VC dimension of the collection of sets {{x | f(x) ≥ t} | f ∈ H, t ∈ R}. Then, each of the following
holds with probability at least 1− δ:
T˜VH(p, pˆn) ≤ Cvc ·
√
vc(H) + log(1/δ)
n
for some universal constant Cvc, (52)
T˜VH(p, pˆn) ≤
√
ln(2|H|/δ)
2n
, where |H| denotes the cardinality of H. (53)
Proof. The first statement follows from the VC inequality (Devroye and Lugosi, 2012, Chap 2,
Chapter 4.3). Now we prove the second statement. Fix f ∈ H and denote M = |H|. By the
Dvoretzky-Kiefer-Wolfowitz inequality (Dvoretzky et al., 1956), with probability 1− 2 exp(−2nǫ2)
we have |Ppˆn [f(x) ≥ t] − Pp[f(x) ≥ t]| ≤ ǫ for all t ∈ R. Union bounding over f ∈ H, we
have that T˜VH(pˆn, p) ≤ ǫ with probability at least 1 − 2M exp(−2nǫ2). Solving for δ, we obtain
ǫ =
√
log(2M/δ)/2n, which proves the lemma.
Since Lemma 5.1 bounds T˜VH(p, pˆn), it remains to bound the modulus m(GTV, ǫ, T˜VH) for some
H with small VC dimension. We show how to do this for different concrete cases below.
T˜VH projection for mean estimation. For mean estimation in Example 3.1, we choose H as
H = {v⊤X | v ∈ Rd}. (54)
This particular T˜VH is also used in Donoho (1982); Donoho and Liu (1988). Intuitively, the reason
for choosing this H is that linear projections of our data contain all information needed to recover
the mean, so perhaps it is enough for distributions to be close only under these projections.
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In Section 3, we controlled the modulus of continuity by using the existence of a midpoint
distribution when two distributions are close in TV (Lemma 3.1). Here we only know that distri-
butions are close under T˜VH and cannot show the existence of midpoint. However, we can show
that for two 1-dimensional distributions that are close under T˜VH, we can delete a small fraction
of probability mass to make their means cross. This is formally proved in the following lemma.
µp1 µrp1µrp2 µp2
Figure 8: Illustration of mean cross lemma. For any distributions p1, p2 that are close under T˜V,
we can truncate the ǫ-tails of each distribution to make their means cross.
Lemma 5.2 (Mean crossing). Suppose two distributions p, q on the real line satisfy
sup
t∈R
|Pp(X ≥ t)− Pq(Y ≥ t)| ≤ ǫ. (55)
Then one can find some rp ≤ p1−ǫ and rq ≤ q1−ǫ such that rp is stochastically dominated by rq,
which implies that Erp[X] ≤ Erq [Y ].
Proof. The idea of the proof is illustrated in Figure 8. Suppose X ∼ p, Y ∼ q. Starting from p, q,
we delete ǫ probability mass corresponding to the largest points of X in p to get rp, and delete
ǫ probability mass corresponding to the smallest points Y in q to get rq. Equation (55) implies
that Prp(X ≥ t) ≤ Prq(X ≥ t) holds for all t ∈ R. Hence, rq stochastically dominates rp and
Erp [X] ≤ Erq [Y ].
With this one-dimensional mean cross lemma, the key idea to show modulus of continuity in
high dimension is to identify the optimal projected direction and apply the one-dimensional mean
cross lemma in that direction. For mean estimation, we use this to obtain the following:
Theorem 5.1. Denote ǫ˜ = 2ǫ + 2Cvc
√
d+1+log(1/δ)
n , where C
vc is from Lemma 5.1. Assume
p∗ ∈ GTVmean(ρ(ǫ˜), ǫ˜). For H defined in (54), let q denote the output of the projection algorithm
Π(pˆn; T˜VH,GTV). Then, with probability at least 1− δ,
‖Ep∗ [X]− Eq[X]‖ ≤ 2ρ(ǫ˜) = 2ρ
(
2ǫ+ 2Cvc
√
d+ 1 + log(1/δ)
n
)
. (56)
Proof. By Proposition 5.1 it suffices to bound T˜VH(p, pˆn) and to bound the modulus of continuity
for GTV under T˜VH.
Since the VC dimension of hyper-planes in Rd is d+1, it follows from Lemma 5.1 that T˜VH ≤
Cvc
√
d+1+log(1/δ)
n with probability at least 1− δ. Now we upper bound the modulus, which equals
sup
p1,p2∈GTVmean(ρ(ǫ˜),ǫ˜):T˜VH(p1,p2)≤ǫ˜
‖Ep1 [X]− Ep2 [X]‖. (57)
30
The condition that T˜VH(p1, p2) ≤ ǫ˜ implies that for any v ∈ Rd, ‖v‖∗ = 1, where ‖ · ‖∗ is the dual
norm of ‖ · ‖,
sup
t∈R
|Pp1 [v⊤X ≥ t]− Pp2 [v⊤X ≥ t]| ≤ ǫ˜. (58)
It follows from Lemma 5.2 that there exist rp1 ≤ p11−ǫ˜ , rp2 ≤ p21−ǫ˜ such that
Erp1
[v⊤X] ≤ Erp2 [v⊤X], or Erp1 [v⊤X]− Erp2 [v⊤X] ≤ 0. (59)
Furthermore, from p1, p2 ∈ GTVmean(ρ(ǫ˜), ǫ˜), we know the mean of p1 is close to its deletion, and the
same holds for p2, thus for ‖v‖∗ = 1,
Ep1 [v
⊤X]− Erp1 [v⊤X] ≤ ρ(ǫ˜),Erp2 [v⊤X]− Ep2 [v⊤X] ≤ ρ(ǫ˜). (60)
Adding the three inequalities together yields Ep1 [v
⊤X]−Ep2 [v⊤X] ≤ 2ρ(ǫ˜), or v⊤(µp1−µp2) ≤ 2ρ(ǫ˜).
Taking the maximum over ‖v‖∗ = 1 yields ‖µp1 − µp2‖ ≤ 2ρ(ǫ˜), where ‖ · ‖∗ is the dual norm of
‖ · ‖. which shows the modulus is small. The final conclusion follows from Proposition 5.1.
Interpretation and Comparison For the T˜VH projection algorithm, Theorem 5.1 bounds the
error as
2ρ(ǫ˜) = 2ρ
(
2ǫ+ 2Cvc
√
d+ 1 + log(1/δ)
n
)
. (61)
If p∗ is sub-Gaussian, then ρ(x) = Θ(x
√
log(1/x)) and (61) implies an error O(ǫ
√
log(1/ǫ))
when n & d+log(1/δ)
ǫ2
. If p∗ has bounded covariance, then ρ(x) = Θ(
√
x) and (61) implies an error
of order O(
√
ǫ) when n & d+log(1/δ)
ǫ2
.
In both cases above, the dependence on ǫ is suboptimal; we improve the sample complexity by
another analysis method in Section 5.2, and defer the detailed discussion to Section 5.3.
Remark 5.1. As comparison, we study the performance of Tukey median in mean estimation
in Appendix E.4, which can also be viewed as a minimum distance functional, and achieves good
performance under a set of assumptions different from resilience. The techniques we use there are
summarized in Section 7; they generalize Proposition 5.1.
T˜VH projection for linear regression. For the linear regression problem in Example 3.2, we
design the corresponding H as
H = {(Y −X⊤θ1)2 − (Y −X⊤θ2)2 | θ1, θ2 ∈ Rd}. (62)
For linear regression, we need to slightly shrink the resilient set from
GTV↓ (ρ1(ǫ˜), ǫ˜) ∩ GTV↑ (ρ1(ǫ˜), ρ2(ǫ˜), ǫ˜) (63)
to
GTV↓ (ρ1(ǫ˜), ǫ˜) ∩ GTV↑ (2ρ1(ǫ˜), ρ2(ǫ˜), ǫ˜). (64)
The conditions from Example 3.2 still imply that p∗ is inside this smaller set with appropriate
parameters. The shrinkage comes from the following consideration: when using the mean cross
lemma, we can only cross the mean of the same function f(X) for p and q while the excess predictive
loss in the original GTV requires the mean cross for two different functions.
The following theorem characterizes the performance of T˜VH projection for linear regression.
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Theorem 5.2. Denote ǫ˜ = 2ǫ+2Cvc
√
10d+log(1/δ)
n . Assume p
∗ ∈ GTV↓ (ρ1(ǫ˜), ǫ˜)∩GTV↑ (2ρ1(ǫ˜), ρ2(ǫ˜), ǫ˜)
in Example 3.2. For H designed in (62), let q denote the output of the projection algorithm
Π(pˆn; T˜VH,GTV). Then, with probability at least 1− δ,
Ep∗ [(Y −X⊤θ∗(q))2 − (Y −X⊤θ∗(p∗))2] ≤ ρ2(ǫ˜) = ρ2
(
2ǫ+ 2Cvc
√
10d+ log(1/δ)
n
)
. (65)
Proof. By Proposition 5.1 it suffices to bound T˜VH(p, pˆn) and to bound the modulus of continuity
for GTV under T˜VH.
Denote X˜ = (X,Y ), then T˜VH(p, q) can be upper bounded in the following way:
T˜VH(p, q) ≤ sup
v1,v2∈Rd+1,t∈R
∣∣∣Pp[(v⊤1 X˜)2 − (v⊤2 X˜)2 ≥ t]− Pq[(v⊤1 X˜)2 − (v⊤2 X˜)2 ≥ t]∣∣∣ , (66)
From (Anthony and Bartlett, 2009, Theorem 8.3) we know that the VC dimension of the collection
of sets {{x ∈ Rd+1 | (v⊤1 x)2 − (v⊤2 x)2 ≥ t} | v1, v2 ∈ Rd+1, t ∈ R} is at most 10d. Thus from
Lemma 5.1 we have T˜VH(p, q) ≤ Cvc
√
10d+log(1/δ)
n .
We now show the modulus of continuity is upper bounded by ρ2(ǫ˜). We still apply mean cross
lemma on the function f = ℓ(θ∗(p2),X) − ℓ(θ∗(p1),X). Define ℓ(θ,X) = (θ⊤X − Y )2, then the
bridge function is B(p, θ) = Ep[ℓ(θ,X)− ℓ(θ∗(p),X)].
From Lemma 5.2, we know that for any f ∈ H, there exists rp1 ≤ p11−ǫ˜ , rp2 ≤ p21−ǫ˜ such that the
mean under f of rp1 and rp2 can cross. Taking f = ℓ(θ
∗(p2),X) − ℓ(θ∗(p1),X), we have
Erp1
[ℓ(θ∗(p2),X) − ℓ(θ∗(p1),X)] ≤ Erp2 [ℓ(θ∗(p2),X) − ℓ(θ∗(p1),X)]
≤ Erp2 [ℓ(θ∗(p2),X) − ℓ(θ∗(rp2),X)] = B(rp2 , θ∗(p2)) ≤ ρ1(ǫ˜).
(67)
The last inequality comes from the fact that p2 ∈ GTV↓ (ρ1(ǫ˜), ǫ˜). Combining the above equation
with the fact that p1 ∈ GTV↓ (ρ1(ǫ˜), ǫ˜), we know
Erp1
[ℓ(θ∗(p2),X) − ℓ(θ∗(rp1),X)] = Erp1 [ℓ(θ∗(p2),X) − ℓ(θ∗(p1),X) + ℓ(θ∗(p1),X) − ℓ(θ∗(rp1),X)] ≤ 2ρ1(ǫ˜).
(68)
From p ∈ GTV↑ (2ρ1(ǫ˜), ρ2(ǫ˜), ǫ˜), this implies that L(p1, θ∗(p2)) ≤ ρ2(ǫ˜), which implies the final
conclusion once we take B(p, θ) = L(p, θ) = Ep[(Y −X⊤θ)2− (Y −X⊤θ∗(p))2]. This proof actually
works for any ℓ and B(p, θ) = Ep[ℓ(θ,X)− ℓ(θ∗(p),X)] as excess predictive loss.
Interpretation and comparison Combining the above result with the interpretation of Ex-
ample 3.2, under k-hyper-contractivity condition of X and bounded k-th moment condition of
Y −X⊤θ∗(p), our projection algorithm guarantees the excess predictive loss to be O(ǫ2−4/k) given
O(d/ǫ2) samples, while Klivans et al. (2018) gives O(ǫ1−2/k) assuming O(poly(dk, 1/ǫ)) samples.
When X and Z are both sub-Gaussian, our dependence on ǫ is the same as the Gaussian
example in Gao (2017) up to a log factor while the sample complexity matches Gao (2017) exactly.
Diakonikolas et al. (2019c) guarantee parameter error ‖θˆ − θ∗‖2 . (ǫ log(1/ǫ))2 given O(d/ǫ2)
samples when X is isotropic Gaussian and Z has bounded second moment.
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T˜VH projection for second moment estimation. Let Mp = Ep[XX⊤]. For second moment
estimation under the loss L(p,M) = ‖I −M−1/2p MM−1/2p ‖F in Example 3.4, we take H to be
H = {Tr(A(I −M−1/2XX⊤M−1/2)) | ‖A‖F ≤ 1,M ∈ Rd×d}, (69)
motivated by the dual representation of B(p,M) = ‖I−M−1/2MpM−1/2‖F as the Frobenius norm.
Directly applying mean cross lemma to f ∈ H cannot control the modulus since B(p,M) does
not satisfy triangle inequality. Instead, we apply minimax theorem to control the modulus of
continuity.
Theorem 5.3. Denote ǫ˜ = 2ǫ + 2Cvc
√
d2+1+log(1/δ)
n . Assume p
∗ ∈ GTV(ρ1(ǫ˜), ρ2(ǫ˜), ǫ˜)) in Exam-
ple 3.4. For H designed in (69), let q denote the output of the projection algorithm Π(pˆn; T˜VH,GTV).
Then, with probability at least 1− δ,
‖I −M−1/2q Mp∗M−1/2q ‖F ≤ ρ2(ǫ˜) = ρ2
(
2ǫ+ 2Cvc
√
d2 + 1 + log(1/δ)
n
)
. (70)
Proof. By Proposition 5.1 it suffices to bound T˜VH(p, pˆn) and to bound the modulus of continuity
for GTV under T˜VH.
From Dudley’s lemma (Dudley, 1978), for every f ∈ H, there exists a matrix B ∈ Rd×d, a ∈ R
such that {x | f(x) ≥ t} = {x | x⊤Bx ≥ a}. Thus the VC dimension is bounded by d2 + 1. From
Lemma 5.1 we have T˜VH(p, q) ≤ Cvc
√
d2+1+log(1/δ)
n .
Next we bound the modulus of continuity. The mean cross lemma (Lemma 5.2) gives us that for
any given f ∈ H, we can find some rp1 , rp2 that makes the mean under f cross. However, we want
to find some r such that B(r,M) small due to the implication in G↑. Since the dual representation
of B is taking supremum over all f , we want the existence of a single r that controls the mean
under any f . To convert the maxmin to minimax form, we apply minimax theorem here.
From p1 ∈ GTV↑ (ρ1(ǫ˜), ρ2(ǫ˜), ǫ˜), and B(p,M) = ‖I−M−1/2MpM−1/2‖F , we know that it suffices
to show that there exists some rp1 , such that ‖I −M−1/2p2 Mrp1M
−1/2
p2 ‖F ≤ ρ1(ǫ˜). From Lemma 5.2,
we know that for any fixed A that satisfies ‖A‖F ≤ 1, we have rp1 ≤ p11−ǫ˜ , rp2 ≤ p21−ǫ˜ , such that
Tr(A(I −M−1/2p2 Mrp1M−1/2p2 )) ≤ Tr(A(I −M−1/2p2 Mrp2M−1/2p2 )) ≤ ρ1(ǫ˜). (71)
The last inequality is from the fact that p2 ∈ GTV↓ (ρ(ǫ˜), ǫ˜). Thus we have
sup
‖A‖F≤1
inf
rp1≤
p1
1−ǫ˜
Tr(A(I −M−1/2p2 Mrp1M−1/2p2 )) ≤ ρ1(ǫ˜). (72)
Now the key is to check that the minimax theorem holds, i.e.
min
rp1≤
p1
1−ǫ˜
sup
‖A‖F≤1
Tr(A(I −M−1/2p2 Mrp1M−1/2p2 )) = sup‖A‖F≤1
min
rp1≤
p1
1−ǫ˜
Tr(A(I −M−1/2p2 Mrp1M−1/2p2 )).
(73)
Note that the set ‖A‖F ≤ 1 is a compact set in Rd×d, and the function is upper semicontinuous and
linear in A and linear in rp1 . Thus we know the minimax theorem holds by (Fan, 1953, Theorem
2). Thus there exists some rp1 ≤ p11−ǫ˜ , such that
‖I −M−1/2p2 Mrp1M−1/2p2 ‖F ≤ ρ1(ǫ˜). (74)
From p1 ∈ GTV↑ (ρ1(ǫ˜), ρ2(ǫ˜), ǫ˜) we can derive the conclusion.
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Interpretation and Comparison. Diakonikolas et al. (2017) constructed an algorithm that
achieves error ǫ log(1/ǫ) with constant probability given sample size n & d
2
ǫ2 polylog(d/ǫ) when the
real distribution is Gaussian. We achieve the same error for all resilient distributions given sample
size n & d
2
ǫ2 .
Not only the minimizer works in MD functional We show in Proposition 7.1 that instead
of looking for the exact projection q = Π(pˆn; T˜VH,GTV), all the above results also hold if we simply
find some distribution q = Π(pˆn; T˜VH,GTV, ǫ˜/2) in Algorithm 1, i.e. it suffices to find some q ∈ GTV
that is within ǫ+ f(n, δ,H) T˜VH-distance of pˆn, where f(n, δ,H) is the 1− δ quantile of TV(p, pˆn),
which usually takes the form Cvc ·
√
vc(H)+log(1/δ)
n (Lemma 5.1).
We can also use T˜VH projection for joint mean and covariance estimation; the detailed discussion
is deferred to Appendix E.3, where we adopt a different method other than mean cross lemma
to show the modulus, and discuss the recovery under two different choices of the loss L. For
multiplicative cost (Theorem E.2), our results get the same population limit as Kothari and Steurer
(2017) while improving the sample complexity’s dependence on dimension from O(dk) to O(d).
For cost under 2-norm (Theorem E.3), our results generalize the result in Gao et al. (2019) from
Gaussians to a non-parametric set with a necessary sacrifice of a log factor.
5.2 Expand Destination Set M
Besides weakening the distance D = TV, an alternative way to rescue the projection algorithm is
to ensure that the destination set M is large enough. In this section, we assume the corruption
model is either oblivious corruption (Definition 2.3) or adaptive corruption (Definition 2.4) of level
ǫ, and denote pˆn as the corrupted empirical distribution. Note that here our analysis can deal with
both corruption models, while the analysis in Section 5.1 can only deal with oblivious corruption.
We will focus on mean estimation because it is well-studied, but our analysis strategy applies
more generally. Interestingly, all the results in this section apply for both TV and T˜V projection.
For TV projection, our results cover the existing filtering and convex programming approaches; for
T˜VH projection, our results provide new bounds for the algorithm in Section 5.1. We summarize
the idea of analyzing TV projecion in Figure 9. Intuitively, for projection onto M to work well, we
need three properties to hold:
• M is large enough: pˆ∗n ∈ M with high probability.
• The empirical loss L(pˆ∗n, θ) is a good approximation to the population loss L(p∗, θ).
• The modulus is still bounded: minp,q∈M:TV(p,q)≤2ǫ L(p, θ∗(q)) is small.
In fact, we only need pˆ∗n to be near M with high probability, as long as there exists some pˆ′ ∈ M
such that TV(pˆ′, pˆ∗n) is small and L(pˆ′, θ) is a good approximation to L(p∗, θ). Moreover, we get
stronger bounds when this pˆ′ (or pˆ∗n itself) lies in some smaller set G′ ⊂ M. This is formalized in
the following proposition:
Proposition 5.2. For a set G′ ⊂M, define the generalized modulus of continuity as
m(G′,M, ǫ) , min
p∈G′,q∈M:TV(p,q)≤ǫ
L(p, θ∗(q)). (75)
Assume TV(pˆ′, pˆ∗n) ≤ ǫ1 with probability at least 1 − δ and pˆ′ ∈ G′ with probability at least 1 − δ.
Then the minimum distance functional projecting under TV onto M has empirical error L(pˆ′, θˆ) at
most m(G′,M, ǫ˜) with probability at least 1− 3δ, where ǫ˜ = 2(√ǫ+
√
log(1/δ)
2n )
2 + 2ǫ1.
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Proof. From Lemma B.1, we know that with probability at least 1 − δ, TV(pˆ∗n, pˆn) ≤ (
√
ǫ +√
log(1/δ)
2n )
2. Thus by triangle inequality, TV(pˆn, pˆ
′) ≤ ǫ1 + (
√
ǫ +
√
log(1/δ)
2n )
2 = ǫ˜/2 with prob-
ability at least 1− 2δ. If pˆ′ lies in G′, then since G′ ⊂M we know that pˆn has distance at most ǫ˜/2
from M, and so the projected distribution q satisfies TV(q, pˆn) ≤ ǫ˜/2 and hence TV(q, pˆ′) ≤ ǫ˜. It
follows from the definition that L(pˆ′, θˆ) = L(pˆ′, θ∗(q)) ≤ m(G′,M, ǫ˜).
To employ Proposition 5.2, we constructM and G′ such that the generalized modulus is small,
then exhibit some pˆ′ ∈ G′ that is close to pˆ∗n. Often pˆ′ will just be pˆ∗n, but sometimes it is a
perturbed version of pˆ∗n that deletes heavy-tailed “bad” events.
p∗ ∈ G
G
G ′
M
pˆ′ ∈ G′
pˆ∗n
q ∈ M Observed distribution pˆn
T˜
VH
.
ǫ+
√ vc(H
)/
n,
T
V
la
rg
e
T˜VH
≤ TV .
ǫ+ 1
/n
projectionT
V
sm
all
Figure 9: Illustration of projection algorithm. By perturbing pˆ∗n to pˆ′ a small amount (TV(pˆ∗n, pˆ′) .
ǫ + 1/n) under TV, we can ensure pˆ′ ∈ G′ and control TV(pˆn, pˆ′) simultaneously. Thus projecting
pˆn onto a larger set M can guarantee T˜VH(q, pˆn) ≤ TV(q, pˆn) . ǫ + 1/n. In contrast, projecting
onto the original G (as Section 5.1) can only guarantee T˜VH(q, pˆn) . ǫ +
√
vc(H)/n, which gives
sub-optimal sample complexity in most cases.
The key difficulty in analysis is that the empirical distribution pˆ∗n may not inherit the good
properties of p∗, e.g. the empirical distribution of an isotropic Gaussian distribution does not have
constant k-th moment unless the sample size n ≫ dk/2 for constant k. Additionally, when k = 2,
even if the original distribution has bounded Euclidean norm
√
d, its empirical distribution with d
samples is not resilient with the right scale of ρ = O(
√
η). We discussed this in Appendix E.6.3.
Since we cannot hope to establish properties like bounded kth moments for pˆ∗n, we instead
rely on three main techniques to control some other properties of pˆ∗n or pˆ′: union bound, moment
truncation, and perturbing pˆ∗n to pˆ′.
Union bound. Our first observation is that even if G is small, we can takeM to be the family of
resilient distributions while maintaining small modulus. Thus we only need pˆ∗n to be resilient, which
is easier to satisfy than e.g. bounded moments or sub-Gaussianity. For distributions with moment
generating functions, a union bound leads to the following typical result (Lemma E.11): if p∗ is
sub-Gaussian with parameter σ, then for any fixed η, the empirical distribution pˆ∗n is (ρ, η)-resilient
with probability 1 − δ, for ρ = O(σ(
√
η d+log(1/δ)n + η
√
log(1/η))), which gives tighter bound for
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resilience paramter than Diakonikolas et al. (2019a, Lemma 4.4). We thus obtain:
Theorem 5.4 (Sub-Gaussian). Denote ǫ˜ = 2(
√
ǫ+
√
log(1/δ)
2n )
2. There exist some constants C1, C2
such that the following statement is true. Take G as family of sub-Gaussian with parameter σ and
M as resilient set, i.e.
G =
{
p | sup
v∈Rd,‖v‖2=1
Ep
[
exp
(( |v⊤(X − Ep[X])|
σ
)2)]
≤ 2
}
, (76)
M = GTVmean
(
C1σ ·
(
ǫ
√
log(1/ǫ) +
√
d+ log(1/δ)
n
)
, ǫ˜
)
, (77)
where GTVmean is defined in (19). If p∗ ∈ G and ǫ˜ ≤ 1/2, then the projection q = Π(pˆn;TV/T˜VH,M)
of pˆn onto M satisfies:
‖Ep∗ [X]− Eq[X]‖2 ≤ C2σ ·
(
ǫ
√
log(1/ǫ) +
√
d+ log(1/δ)
n
)
(78)
with probability at least 1 − 3δ. Moreover, this bound holds for any q ∈ M within TV (or T˜V)
distance ǫ˜/2 of pˆn.
The proof is deferred to Appendix E.7.
Truncated moment. The above technique only applies to the case when the population distri-
bution has a moment generating function, because it requires union bounding over exponentially
many events. If instead we only have bounded kth moments, we need a different approach. Al-
though pˆ∗n does not have small k-th moment with less than dk/2 samples, our key insight is that
we can bound a certain truncated k-th moment with only Θ(d) samples, which is sufficient to en-
sure resilience (see Lemma E.10 for a rigorous statement and extension to any Orlicz norm). For
instance, if p∗ has 4th moments bounded by σ4 then we will bound sup‖v‖2≤1 Epˆ∗n[ψ(|v⊤X|)], where
ψ(x) is the smallest convex function on [0,∞) that coincides with x4 when 0 ≤ x ≤ 4σ.
Taking M to be the set of resilient distributions as before, we obtain:
Theorem 5.5 (Bounded k-th moment). Denote ǫ˜ = 2(
√
ǫ+
√
log(1/δ)
2n )
2. There exist some constants
C1, C2 such that the following statement is true. Take G as bounded k-th moment set for k ≥ 2 and
M as resilient set, i.e.
G = {p | sup
v∈Rd,‖v‖2=1
Ep[|v⊤(X − Ep[X])|k] ≤ σk} (79)
M = GTVmean
(
C1kσ
(
ǫ1−1/k
δ1/k
+
1
δ
√
d
n
)
, ǫ˜
)
, (80)
If p∗ ∈ G and ǫ˜ ≤ 1/2, then the projection q = Π(pˆn;TV/T˜VH,M) of pˆn onto M satisfies:
‖Ep∗[X]− Eq[X]‖2 ≤ C2kσ ·
(
ǫ1−1/k
δ1/k
+
1
δ
√
d
n
)
(81)
with probability at least 1 − 4δ. Moreover, this bound holds for any q ∈ M within TV (or T˜V)
distance ǫ˜/2 of pˆn.
The proof is deferred to Appendix E.8. Steinhardt et al. (2018) presented an analysis for the
same projection algorithm that requires d3/2 samples, which our result improves to d.
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Perturb pˆ∗n to pˆ′. If p∗ has covariance operator norm bounded by σ, then in general with even
d log d samples one cannot guarantee that pˆ∗n has covariance with operator norm O(σ). However,
it was realized in Steinhardt et al. (2017a) that one may construct another distribution pˆ′ with
TV(pˆ∗n, pˆ′) . ǫ such that pˆ′ has covariance bounded by O(σ) given d log d samples. Thus instead of
checking the empirical distribution pˆ∗n ∈ G′, we can construct some pˆ′ ∈ G′ such that TV(pˆ∗n, pˆ′) . ǫ.
This allows us to take M to be the set of bounded covariance distributions instead of all
resilient distributions; the advantage of this is that there are computationally efficient algorithms
that approximately solve the projection in some cases (Diakonikolas et al., 2017, 2019c).
This motivates us to consider mean estimation for bounded k-th moment distribution with iden-
tity covariance. The identity covariance assumption allows us to take M to be the set of bounded
covariance distributions, which we believe admits an efficient projection algorithm analogous to
that of Diakonikolas et al. (2017) for isotropic sub-Gaussians. The statistical analysis requires the
simultaneous application of the truncated moment and perturbation techniques described above,
as well as a generalized modulus result (Lemma E.3). We obtain:
Theorem 5.6 (Bounded k-th moment and identity covariance). Denote ǫ˜ = 4(
√
ǫ+ log(1/δ)n +√
log(1/δ)
2n )
2. Take G to be the set of isotropic distributions with bounded k-th moment, k ≥ 2, and
M to be the set of bounded covariance distributions:
G = {p | Ep[(X − µp)(X − µp)⊤] = Id, sup
v∈Rd,‖v‖2=1
Ep[|v⊤(X − µp)|k] ≤ σk}, (82)
M = {p | ‖Ep[(X − µp)(X − µp)⊤]‖2 ≤ 1 + f(n, d, ǫ, δ, σ)}. (83)
If p∗ ∈ G and ǫ˜ < 1/2, then there exists some f(n, d, ǫ, δ, σ) such that the projection q = Π(pˆn;TV/T˜VH,M)
of pˆn onto M satisfies
‖µp∗ − µq‖2 = O
(
σ ·
(
kǫ1−1/k
δ1/k
+
k
δ
√
d log(d)
n
))
(84)
with probability at least 1 − 8δ. Moreover, this bound holds for any q ∈ M within TV (or T˜V)
distance ǫ˜/2 of pˆn.
The proof is deferred to Appendix E.10. When δ is constant and n goes to infinity, this bound
recovers O(ǫ1−1/k), which is the population limit for bounded k-th moment distributions. It also
guarantees sample complexity of O(d log(d)/ǫ2−2/k).
The general framework of this analysis approach is summarized in Theorem 7.2, where we
analyze the projection algorithm for general D, L, and G.
5.3 Interpretation and Comparison for Mean Estimation
To contrast the approaches in Sections 5.1 and 5.2, here we compare their implied bounds for robust
mean estimation (Table 1) and also discuss related literature.
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G M D ‖µp∗ − µq‖2
GTVmean GTVmean T˜V ρ(2ǫ+ 2Cvc
√
d+1+log(1/δ)
n ) [Theorem 5.1]
sub-Gaussian GTVmean TV or T˜V ǫ
√
log(1/ǫ) +
√
d+log(1/δ)
n [Theorem 5.4]
bdd k-th moment (k ≥ 2) GTVmean TV or T˜V ǫ
1−1/k
δ1/k
+ 1δ
√
d
n [Theorem 5.5]
bdd cov bdd cov TV or T˜V
√
ǫ+
√
d log(d/δ)
n [Theorem E.6]
bdd k-th moment (k > 2) + Id bdd cov TV or T˜V
ǫ1−1/k
δ1/k
+ 1δ
√
d log(d)
n [Theorem 5.6]
Table 1: Summary of results for generalized projection algorithm assuming p∗ ∈ G. Here ‘bdd’ is
short for ‘bounded’.
Interpretation and comparison for T˜VH projection algorithm If p∗ is sub-Gaussian, anal-
ysis in Theorem 5.1 implies an error O(ǫ
√
log(1/ǫ)) when n & d+log(1/δ)
ǫ2
, while analysis in Theo-
rem 5.4 shows that the same algorithm actually only requires n & d+log(1/δ)
ǫ2 log(1/ǫ)
, which is optimal. Here
Theorem 5.4 is not explicitly stated in the literature but should be well known among experts. We
are also able to generalize it to all distributions with moment generating functions by Lemma E.11,
which provides better bound than Diakonikolas et al. (2019a, Lemma 4.4) for sub-Gaussian case.
If p∗ has bounded covariance, then Theorem 5.1 implies an error of order O(
√
ǫ) when n &
d+log(1/δ)
ǫ2
. This dependence of n on ǫ is sub-optimal; inspired by Prasad et al. (2019), our Theo-
rem E.6 shows that the same T˜VH projection algorithm reaches O(
√
ǫ) error when n & d log(d/δ)ǫ ,
which has better dependence of n on ǫ but worse dependence on d.
When ǫ = 0, the current analysis in Theorem 5.1 for projecting under resilient set yields an
error of O((d+log(1/δ)n )
1/4) error, and our Theorem E.6 for projecting under bounded covariance set
gives O((d log(d/δ)n )
1/2), while median-of-means tournament method (Lugosi and Mendelson, 2019)
can achieve O((d+log(1/δ)n )
1/2). It is an interesting problem to check whether one can tighten the
analysis of those projection algorithms.
Interpretation and comparison for TV projection algorithm For k-th moment bounded
distributions, the truncated moment approach (Lemma E.10) and Theorem 5.5 are new, and prior
to our work Steinhardt (2018) shows that projection onto resilient set under TV distance works for
k-th moment bounded distributions with d3/2 samples. Prasad et al. (2019) used the approach of
reducing high-dimensional mean estimation to one dimensional to achieve error ǫ1−1/k+
√
d log(1/δ)
n ,
while we generalize it to all distributions with bounded Orlicz norms (Corollary E.2). Theorem 5.6
presents the first guarantee for potentially efficient mean estimation algorithm of bounded k-th mo-
ment isotropic distributions with sample complexity O(d log d). It was shown in the literature that
for sub-Gaussian distributions with identity covariance (Diakonikolas et al., 2018a,c; Cheng et al.,
2019a,b), one can also choose M to be the bounded covariance set to achieve efficient computation
and near-optimal statistical rate,
The flexibility of only needing to find some q ∈ M with TV(q, pˆn) ≤ ǫ is useful for ef-
ficient algorithms. Indeed, many filtering and convex programming algorithms in the litera-
ture Diakonikolas et al. (2018a,c); Cheng et al. (2019a,b) can be interpreted as finding some distri-
bution q ∈M, so that our analysis below leads to sample complexity bounds for those and similar
algorithms. Usually these efficient algorithms are trying to find q among deleted versions of pˆn,
hence even after exhaustive search it is not guaranteed to find the pˆ′ (or pˆ∗n) ∈ G′ since some of the
samples might be already deleted. Hence, one additional step in analyzing the statistical properties
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of these efficient algorithms is to use our Lemma C.7 and Lemma C.5, which show that any Orlicz
norm bounded set and resilient set are approximately closed under deletion. Thus as long as G′ is
of these types, any deleted version of pˆ′ or pˆ∗n would approximately share the same properties as pˆ′
or pˆ∗n.
However, some filtering algorithms in the literature may not be cast as a projection algorithm;
for instance in Diakonikolas et al. (2018a), one is required to follow a particular path of deleting
pˆn to ensure that for each filter step one deletes way more bad points than good points, and the
filter there only works under the Huber additive corruption model but not TV corruption.
6 Finite Sample Algorithm for W1
In this section, we design finite sample algorithms for robust estimation under W1 perturbations.
Throughout the section, we make the assumption that pˆn follows oblivious corruption model (Def-
inition 2.3) of level ǫ under W1 perturbation.
Similar to the issue of TV(p, pˆn) discussed in Section 5, in general Wc,k(p, pˆn) converges to zero
slowly even when p is well behaved; for instance, E[W1(p, pˆn)] & n−1/d for any measure p that is
absolutely continuous with respect to the Lebesgue measure on Rd (Dudley, 1969). Similarly to
Section 5.1, we therefore weaken W1 to a distance W˜1 to achieve better finite sample performance.
6.1 Second Moment Estimation: Design of W˜1
We first introduce our design of W˜1 for second moment estimation. Later we show this specific W˜1
works for linear regression as well. Recall the dual representation of W1:
W1(p, q) = sup
u∈U
Ep[u(X)] − Eq[u(X)], (85)
where U = {u : Rd 7→ R | |u(x)− u(y)| ≤ ‖x− y‖} is the set of all 1-Lipschitz functions.
To design the weakened distance W˜1(p, q), we take the supremum over a smaller set. Let U ′ be
the set of all 1-Lipschitz linear or rectified linear functions:
U ′ = {max(0, v⊤x− a) | v ∈ Rd, ‖v‖ ≤ 1, a ∈ R} ∪ {v⊤x | v ∈ Rd, ‖v‖ ≤ 1}. (86)
Since all functions in U ′ are Lipschitz-1, U ′ ⊂ U , and we define W˜1 as follows:
W˜1(p, q) = sup
u∈U ′
|Ep[u(X)] − Eq[u(X)]| . (87)
Similarly to Proposition 5.1 in Section 5.1, the key to analyzing W˜1(p, q) is to control (i) W˜1(p, pˆn)
and (ii) the modulus of continuity for GW1 under W˜1.
We first use the following lemma to bound the statistical error W˜1(p, pˆn):
Lemma 6.1. Assume W1(p
∗, p) ≤ ǫ and for some Orlicz function ψ, p∗ satisfies
sup
v∈Rd,‖v‖2=1
Ep∗[ψ(|v⊤(X − Ep∗[X])|/κ)] ≤ 1, (88)
‖Ep∗ [(X − µp∗)(X − µp∗)⊤]‖2 ≤ σ2. (89)
Then for W˜1 defined in (87), we have
Ep[W˜1(p, pˆn)] ≤ 2ǫ+ 8σ
√
d
n
+
3κψ−1(
√
n)√
n
. (90)
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The proof is deferred to Appendix F.2. Compared to the lower bound E[W1(p, pˆn)] & n−1/d,
the upper bound for W˜1 reduces the sample complexity from exponential in d to polynomial in d.
To bound the modulus of continuity, we establish a mean cross lemma showing that p and q
have friendly perturbations rp and rq with Erq [f(X)] ≤ Erp[f(X)] (cf. Lemma 5.2). In Lemma 5.2
for T˜V, we established the mean crossing property by showing that rp stochastically dominated
rq; for W˜1 we will instead show that rp dominates rq in the convex order, which establishes mean
crossing for convex functions f :
Figure 10: Illustration of the mean cross lemma for W˜1 in the special case that p1 and p2 have the
same mean. If W˜1(p1, p2) is small, we can push the ǫ-tails of p2 to two points on the boundary of
the new distribution to create a friendly perturbation rp2 that guarantees convex ordering.
Lemma 6.2. Consider two distributions p, q on the real line such that W˜1(p, q) ≤ ǫ. Then, for
g(x) = x or g(x) = |x|, one can find rp ∈ F(p, 7ǫ,W1, g(x)) and rq ∈ F(q, 7ǫ,W1, g(x)) such that
rp is less than rq in the convex order with respect to the random variable g(X): rp ≤cx rq. This is
equivalent to saying that for all convex functions f such that the expectations exist,
Erp[f(g(X))] ≤ Erq [f(g(X))]. (91)
The proof is deferred to Appendix F.1. The idea is illustrated in Figure 10 in the special case
that p and q have equal means. Intuitively, one can guarantee convex ordering by squeezing one of
the distributions towards the mean. To apply the one-dimensional mean cross lemma, we consider
all one-dimensional projections and identify the optimal direction.
The reason we only consider g(x) instead of f(x) in the friendly perturbation constraint is
that the landscape of f(x) can be complicated and it is harder to characterize the moving towards
mean operation under f(x). Thus for instance for second moment estimation, we consider friendly
perturbations r ∈ F(p, η,W1, |v⊤x|) instead of r ∈ F(p, η,W1, |v⊤x|2). As discussed in Example 4.1,
the sufficient condition and modulus of continuity remain unchange from this modification.
We combine these observations to guarantee finite-sample robustness for the projection algo-
rithm q = Π(pˆn; W˜1,GW1sec ), where GW1sec is defined as
GW1sec (ρ, η) = {p | sup
‖v‖2=1,r∈F(p,η,W1,|v⊤X|)
|Ep[|v⊤X|2]− Er[|v⊤X|2]| ≤ ρ}. (92)
Theorem 6.1 (Second moment estimation, W˜1 projection). Assume p
∗ has bounded k-th moment
for k > 2, i.e. supv∈Rd,‖v‖2=1 Ep∗[|v⊤X|k] ≤ σk for some σ > 0. Denote ǫ˜ = C1δ
(
ǫ+ σ
√
d
n +
σ√
n1−1/k
)
,
where C1 is some universal constant. Take the projection set as G = GW1sec (4σ1+1/(k−1)(7ǫ˜)1−1/(k−1), 7ǫ˜),
where GW1sec is defined in Example 4.1. If 7ǫ˜ < σ/22k−3, then the projection algorithm q = Π(pˆn; W˜1,G)
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or q = Π(pˆn; W˜1,G, ǫ˜/2) satisfies
‖Eq[XX⊤]− Ep∗[XX⊤]‖2 ≤ C2σ1+1/(k−1)
(
ǫ+ σ
√
d/n+ σ/
√
n1−1/k
δ
)1−1/(k−1)
(93)
with probability at least 1− δ, where C2 is some universal constant.
Proof. First, we show that the projected distribution q is close to p∗ in W˜1. We know from
Lemma 6.1 that under appropriate choice of C1, with probability at least 1− δ, we have
W˜1(p
∗, pˆn) ≤ ǫ˜
2
=
C1
δ
(
ǫ+ σ
√
d
n
+
σ√
n1−1/k
)
. (94)
Note that W˜1 satisfies triangle inequality and U ′ ⊂ U . Therefore
W˜1(q, p
∗) ≤ W˜1(q, pˆn) + W˜1(pˆn, p∗) ≤ ǫ˜. (95)
From Lemma 2.2 we know that the final result can be upper bounded by the modulus of conti-
nuity, thus it suffices to bound the term sup
p1,p2∈G,W˜1(p1,p2)≤ǫ˜ ‖Mp1 −Mp2‖2. We apply Lemma 6.2
to show that the modulus of continuity can be bounded. By symmetry, without loss of generality
we can take some v∗ ∈ Rd, ‖v∗‖2 = 1, such that
v∗⊤(Mp1 −Mp2)v∗ = ‖Mp1 −Mp2‖2. (96)
From p1, p2 ∈ GW1(ρ1(7ǫ˜), ρ2(7ǫ˜), 7ǫ˜) and W˜1(p1, p2) ≤ ǫ˜ and Lemma 6.2, we know that there
exist an rp1 ∈ F(p1, 7ǫ˜,W1, |v∗⊤X|) and an rp2 ∈ F(p2, 7ǫ˜,W1, |v∗⊤X|) such that
Erp1
[(v∗⊤X)2] ≤ Erp2 [(v∗⊤X)2]. (97)
From p1, p2 ∈ GW1↓ , we know that
Ep1 [(v
∗⊤X)2]− Erp1 [(v∗⊤X)2] ≤ 4σ1+1/(k−1)(7ǫ˜)1−1/(k−1), (98)
Erp2
[(v∗⊤X)2]− Ep2 [(v∗⊤X)2] ≤ 4σ1+1/(k−1)(7ǫ˜)1−1/(k−1). (99)
for all friendly perturbations rp1 , rp2 of p1, p2. Thus we know that
‖Mp1 −Mp2‖2 =v∗⊤(Mp1 −Mp2)v∗
=Ep1[(v
∗⊤X)2]− Ep2 [(v∗⊤X)2]
=Ep1[(v
∗⊤X)2]− Erp1 [(v∗⊤X)2] + Erp1 [(v∗⊤X)2]− Erp2 [(v∗⊤X)2]
+ Erp2 [(v
∗⊤X)2]− Ep2 [(v∗⊤X)2]
≤8σ1+1/(k−1)(7ǫ˜)1−1/(k−1). (100)
This gives the desired result.
Comparison and Interpretation When the third moment of X is bounded by σ3, the projec-
tion algorithm guarantees error O(σ3/2
√
ǫ) for ǫ sufficiently small and n & max(d/ǫ2, 1/ǫ4), while
the same condition in TV perturbation would give error of O(σǫ2/3) for n & d/ǫ2 (Theorem E.3).
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6.2 Application to Linear Regression
A close inspection of the proof of Theorem 6.1 shows that it can be generalized to any loss L such
that Fθ contains only functions of the form f(|v⊤x|), where all the f are convex functions (see
Proposition F.1 for proof). We then obtain the following result for robust linear regression under
W1 perturbation:
Theorem 6.2 (Linear regression in Example 4.2, W˜1 projection). Assume θ ∈ Θ = {θ ∈ Rd |
‖θ‖2 ≤ R} and denote θ∗(p∗) = argminθ∈Θ Ep∗(Y − X⊤θ)2. Denote by X ′ = [X,Y − X⊤θ∗(p∗)]
the d + 1 dimensional vector that concatenates both X and the noise Y − X⊤θ∗(p∗). Assume p∗
satisfies:
sup
v∈Rd+1,‖v‖2=1
Ep∗
[|v⊤X ′|k] ≤ σk (101)
for k > 2. Denote ǫ˜ = C1δ
(
ǫ+ σ
√
d/n + σ/
√
n1−1/k
)
, where C1 is some universal constant. If
7ǫ˜
√
R2/2 + 1 < σ/8k−1, then for G in Example 4.2 with appropriate parameters, the projection
algorithm q = Π(pˆn; W˜1,G) or q = Π(pˆn; W˜1,G, ǫ˜/2) satisfies
Ep∗ [(Y −X⊤θ∗(q))2] ≤ σ2 + C2(R2 + 1)1−1/2(k−1)σ1+1/(k−1)ǫ˜1−1/(k−1) (102)
with probability at least 1− δ, where C2 is some universal constant.
Comparison and Interpretation. When the third moment of X ′ is bounded by σ3, the
projection algorithm guarantees predictive loss σ2 + O((R2 + 1)3/4σ3/2
√
ǫ) for ǫ sufficiently small
and n & max(d/ǫ2, 1/ǫ3), while the same condition in TV perturbation would give excess predictive
loss of O(σǫ2/3) given n & d/ǫ2 by using the T˜VH projection algorithm in Theorem 5.2.
7 Two Approaches for Finite Sample Analysis
We provide two approaches to analyze the performance of the general projection algorithms for
general oblivious corruption (Definition 2.3) and adaptive corruption (Definition 2.4):
1. Oblivious analysis: this approach only applies to the oblivious corruption model in Defini-
tion 2.3. The oblivious analysis deals with the population distribution p∗ and its corrupted
version p. Theorem 7.1 presents the general conditions under which this approach works.
2. Coupling analysis: this approach applies to both oblivious model in Definition 2.3 and adap-
tive corruption models in Definition 2.4. The key difference from oblivious analysis is that
we focus on the properties of the empirical distribution sampled from the true distribution
pˆ∗n and the empirical distribution of the corrupted data pˆn. Theorem 7.2 presents the general
conditions under which this approach works.
Among these two approaches there does not exist one analysis approach that strictly dominates
the other, and in various cases one can apply both analysis approaches to obtain different bounds
that are better in different parameter regimes.
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7.1 Oblivious Analysis
In this section, we provide analysis of the projection algorithm that works for the oblivious corrup-
tion model, where the adversary perturbs the population distribution p∗ to p under discrepancy D
and then we observe n i.i.d. samples from p. We first introduce the sufficient condition for recovery
under oblivious corruption model, which provides a general framework for us to check whether the
projection algorithm guarantees decent finite sample error.
Theorem 7.1 (Oblivious Analysis). Assume the oblivious corruption model of level ǫ under D.
Denote the true distribution as p∗ ∈ G and the perturbed population distribution as p with D(p∗, p) ≤
ǫ. Denote the cost function as L(p∗, θ) and the empirical distribution of observed data as pˆn. Assume
the following conditions:
1. Robust to perturbation: there exists a function D such that for any p2, p3,
sup
p1∈M
|D˜(p1, p2)− D˜(p1, p3)| ≤ D(p2, p3) ≤ D(p2, p3). (103)
2. Generalized Modulus of Continuity: M⊃ G, and for ǫ˜ = 2ǫ+ 2D(p, pˆn), we have
sup
p∗1∈M,p∗2∈G,D˜(p∗1,p∗2)−D˜(p∗2,p∗2)≤ǫ˜
L(p∗2, θ
∗(p∗1)) ≤ ρ(ǫ˜). (104)
Then the projection algorithm q = Π(pˆn; D˜,M), θ∗(q) = argminθ∈Θ L(q, θ) satisfies
L(p∗, θ∗(q)) ≤ ρ(2ǫ+ 2D(p, pˆn)). (105)
Proof. By the ‘robust to perturbation’ property of D, we have
D˜(q, p∗)− D˜(p∗, p∗) ≤ D˜(q, p) +D(p∗, p)− D˜(p∗, p∗)
≤ D˜(q, pˆn) +D(p, pˆn) +D(p∗, p)− D˜(p∗, p∗)
≤ D˜(p∗, pˆn) +D(p, pˆn) +D(p∗, p)− D˜(p∗, p∗)
≤ D˜(p∗, p) + 2D(p, pˆn) +D(p∗, p)− D˜(p∗, p∗)
≤ D˜(p∗, p∗) + 2D(p, pˆn) + 2D(p∗, p)− D˜(p∗, p∗)
= 2D(p, pˆn) + 2D(p
∗, p)
≤ 2D(p, pˆn) + 2D(p∗, p)
≤ 2D(p, pˆn) + 2ǫ. (106)
We also know that q ∈ M. Hence, by the generalized modulus of continuity property:
L(p∗, θ∗(q)) ≤ sup
p∗1∈M,p∗2∈G,D˜(p∗1,p∗2)−D˜(p∗2,p∗2)≤2ǫ+2D(p,pˆn)
L(p∗2, θ
∗(p∗1)) ≤ ρ(2ǫ+ 2D(p, pˆn)), (107)
we can derive the conclusion.
Proposition 7.1 (Any q suffices, not just the minimizer). Assume the conditions in Theorem 7.1
and further D˜(p, p) = 0 for any p. Suppose that for any p such that D(p∗, p) ≤ ǫ, p∗ ∈ G, we have
D(p, pˆn) ≤ dn uniformly over p with probability at least 1 − δ. Then, it follows from the proof of
Theorem 7.1 that for any q ∈ M such that
D˜(q, pˆn) ≤ ǫ+ dn, (108)
43
we have,
L(p∗, θ∗(q)) ≤ ρ(2ǫ+ 2dn), (109)
and the the existence of q satisfying (108) happens with probability at least 1− δ.
Proposition 7.2 (Solving robust inference under more general perturbations). It follows from
the proof of Theorem 7.1 that the final finite sample error bound still holds if we allow more gen-
eral perturbations: instead of allowing any p such that D(p∗, p) ≤ ǫ, we allow any p such that
supr∈M |D˜(r, p∗)− D˜(r, p)| ≤ ǫ. Hence, as long as the conditions in Theorem 7.1 are satisfied, the
projection algorithm performs well with this bigger set of arbitrary perturbations.
Corollary 7.1. Consider the case of n =∞ in Theorem 7.1, we know that if q = argmin{D˜(q, p) |
q ∈ M}, θ∗(q) = argminθ∈Θ L(q, θ), then
L(p∗, θ∗(q)) ≤ ρ(2ǫ). (110)
Remark 7.1. Setting D˜ = D = TV and M = GTV(ρ1, ρ2, ǫ˜) in Theorem 7.1 leads to the following
bound (Theorem 3.1)
L(p∗, θ∗(q)) ≤ ρ2(ρ1(ǫ˜), ǫ˜), (111)
where ǫ˜ = 2ǫ + 2TV(p, pˆn). However, it would easily be a very loose bound if the contaminated
distribution p is a continuous distribution since in this case TV(p, pˆn) = 1 almost surely. To fully
utilize the power of Theorem 7.1, one needs to design D˜ and D such that D(p, pˆn) vanishes fast
enough.
The oblivious analysis approach is summarized in the Figure 11.
p∗
true distribution ∈ G
p
corrupted distribution
D(p∗, p) ≤ ǫ
pˆn
empirical distribution
q
projected q ∈ M
projection
L(p∗, θ∗(q)) ≤ · · · θ∗(q)
estimated parameters
modulus of continuity
D˜(q, p∗)− D˜(p∗, p∗) ≤ 2ǫ + 2D(p, pˆn)
Figure 11: Framework for oblivious analysis.
7.2 Coupling Analysis
We observe that in the paradigm of oblivious analysis in Figure 11, the empirical distribution pˆ∗n
from the true distribution p∗ never shows up, and the analysis is crucially relying on the assumption
that there is a perturbed population distribution p such that the observations can be viewed as n
i.i.d. samples from it.
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The coupling analysis discards p, but operates on the coupling between the empirical distribution
from the true distribution pˆ∗n and the empirical distribution of the observations pˆn. It can be applied
to both oblivious and adaptive corruption models, and even in oblivious settings this analysis
technique may produce better bounds than the oblivous analysis in certain parameter regimes.
One motivation for coupling analysis is, in practice, the discrepancy D(p, pˆn) in equation (105)
might converge very slowly while L(p, pˆn) still converges fast. For example, if we use TV projection
as our algorithm, TV(p, pˆn) is always 1 for any continuous distribution p but ‖Ep[X] − Epˆn [X]‖2
would converge to 0 as n → ∞ under mild tail conditions. Consequently, the oblivious analysis
may not be used to produce tight statistical analysis for TV projection algorithms such as those
proposed in (Diakonikolas et al., 2017).
Theorem 7.2. Assume either oblivious corruption or adaptive corruption model of level ǫ under
D. Denote the true distribution as p∗ ∈ G, pˆ∗n as the empirical distribution sampled from p∗ and
pˆn as the empirical distribution of observed data. Denote the cost function as L(p
∗, θ). Assume the
following conditions hold:
1. Robust to perturbation: there exists a function D such that for any p2, p3,
sup
p1∈M
|D˜(p1, p2)− D˜(p1, p3)| ≤ D(p2, p3). (112)
2. Limited corruption: D(pˆn, pˆ
∗
n) ≤ ǫ2 with probability at least 1− δ.
3. Set for (perturbed) empirical distribution: there exists a set G′ ⊂ M such that there
exists a distribution pˆ′ ∈ G′ satisfying D(pˆ∗n, pˆ′) ≤ ǫ1 with probability at least 1− δ.
4. Generalized Modulus of Continuity: G′ ⊂M, and for ǫ˜ = 2(ǫ1 + ǫ2), we have
sup
p∗1∈M,p∗2∈G′,D˜(p∗1,p∗2)−D˜(p∗2,p∗2)≤ǫ˜
L(p∗2, θ
∗(p∗1)) ≤ ρ(ǫ˜), (113)
5. Generalization bound: for any p∗ ∈ G, θ, there exists some constant C and some function
g such that L(p∗, θ) ≤ C · L(pˆ′, θ) + g(pˆ′, p∗).
Then with probability at least 1−2δ, projection algorithm q = Π(pˆn; D˜,M), θ∗(q) = argminθ L(q, θ)
satisfies
L(p∗, θ∗(q)) ≤ Cρ(2ǫ1 + 2ǫ2) + g(pˆ′, p∗). (114)
Remark 7.2. In the mean estimation setting where L(p, θ) = ‖Ep[X]−θ‖2, a generalization bound
may be of the form C = 1,
g(pˆ′, p∗) = ‖Epˆ′ [X]− Ep∗[X]‖2, (115)
which can be shown using the triangle inequality.
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Proof. It follows from the assumptions that with probability at least 1 − 2δ, there exists pˆ′ ∈
G′,D(pˆ′, pˆ∗n) ≤ ǫ1,D(pˆ∗n, pˆn) ≤ ǫ2. Then,
D˜(q, pˆ′)− D˜(pˆ′, pˆ′) ≤ D˜(q, pˆ∗n) +D(pˆ′, pˆ∗n)− D˜(pˆ′, pˆ′)
≤ D˜(q, pˆ∗n) + ǫ1 − D˜(pˆ′, pˆ′)
≤ D˜(q, pˆn) +D(pˆn, pˆ∗n) + ǫ1 − D˜(pˆ′, pˆ′)
≤ D˜(q, pˆn) + ǫ1 + ǫ2 − D˜(pˆ′, pˆ′)
≤ D˜(pˆ′, pˆn) + ǫ1 + ǫ2 − D˜(pˆ′, pˆ′)
≤ D˜(pˆ′, pˆ∗n) + ǫ1 + 2ǫ2 − D˜(pˆ′, pˆ′)
≤ D˜(pˆ′, pˆ′) + 2ǫ1 + 2ǫ2 − D˜(pˆ′, pˆ′)
= 2ǫ1 + 2ǫ2. (116)
By the modulus of continuity condition and q ∈ M, we know that with probability at least
1− 2δ, we have
L(pˆ′, θ∗(q)) ≤ sup
p∗1∈M,p∗2∈G′,D˜(p∗1,p∗2)−D˜(p∗2,p∗2)≤2ǫ1+2ǫ2
L(p∗2, p
∗
1) ≤ ρ(2ǫ1 + 2ǫ2). (117)
By the generalization bound condition, we have with probability at least 1− 2δ,
L(p∗, θ∗(q)) ≤ Cρ(2ǫ1 + 2ǫ2) + g(pˆ′, p∗). (118)
Proposition 7.3 (Any q suffices, not just the minimizer). Assume the conditions in Theorem 7.2
and further D˜(p, p) = 0 for any p. Then, it follows from the proof of Theorem 7.2 that for any
q ∈ M such that
D˜(q, pˆn) ≤ ǫ1 + ǫ2, (119)
we have
L(p∗, θ∗(q)) ≤ Cρ(2ǫ1 + 2ǫ2) + g(pˆ′, p∗), (120)
and the the existence of q satisfying (119) happens with probability at least 1− 2δ.
The coupling analysis can be summarized in the Figure 12.
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p∗
true distribution ∈ G
pˆ∗n
empirical distribution
sampling
pˆn
corrupted distribution
D(pˆ∗n, pˆn) ≤ ǫ1 ≈ ǫ
pˆ′
Perturbed ∈ G′ ⊂M
D(pˆ∗n, pˆ
′) ≤ ǫ2 ≈ ǫ
q
projected q ∈ M
projection
θ∗(q)
estimated parameters
L(pˆ′, θ∗(q)) ≤ · · ·
L(p∗, θ∗(q)) ≤ · · ·
generalization
modulus of continuity
D˜(q, pˆ′)− D˜(pˆ′, pˆ′) ≤ 2(ǫ1 + ǫ2) ≈ 4ǫ
Figure 12: Framework for coupling analysis.
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A General Lemmas and Facts
We first collect the notations used throughout this paper. We use capital letter X for random vari-
able, lowercase letter p, q for population distribution, and the corresponding empirical distributions
with n samples are denoted as pˆn, qˆn. Blackbold letter P is used for probability, e.g. Pq(A) repre-
sents the probability of event A under distribution q, and blackbold letter E is used for expectation.
We use bold lower case letters v for vectors, bold upper case letters A for matrices. We use A† to
denote the pseudo inverse of matrix A. We say A  0 if A is positive semidefinite, A ≻ 0 if A is
positive definite. We denote µp = Ep[X] and Σp = Ep[(X − µp)(X − µp)⊤] as mean and covariance
for distribution p. We use TV(p, q) = supA Pp(A) − Pq(A) to denote the total variation distance
between p and q. We use , to make definition. We denote min{a, b} by a ∧ b, and max{a, b} by
a∨ b. For non-negative sequences aγ , bγ , we use the notation aγ .α bγ to denote that there exists a
constant C that only depends on α such that supγ
aγ
bγ
≤ C, and aγ &α bγ is equivalent to bγ .α aγ .
When the constant C is universal we do not write subscripts for . and &. Notation aγ ≍ bγ is
equivalent to aγ & bγ and aγ . bγ . Notation aγ ≫ bγ means that lim infγ aγbγ = ∞, and aγ ≪ bγ
is equivalent to bγ ≫ aγ . We write f(x) = O(g(x)) for x → 0 if there exists some non-negative
constant C1, C2 such that |f(x)| ≤ C1|g(x)| for all x ∈ [0, C2]. We write f(x) = Ω(g(x)) for x→ 0
if there exists some non-negative constant C1, C2 such that |f(x)| ≥ C1|g(x)| for all x ∈ [0, C2]. We
write f(x) = Θ(g(x)) if f(x) = O(g(x)) and f(x) = Ω(g(x)). For any norm ‖ · ‖, we use ‖ · ‖∗ to
denote its dual norm, which is defined as ‖z‖∗ = sup{z⊤x | ‖x‖ ≤ 1}.
In this section we present some general lemmas and facts that we use throughout the paper.
Lemma A.1 (Non-decreasing property of function xψ−1(σ/x)). For any Orlicz function ψ as
defined in Definition 2.2. The function xψ−1(σ/x) is non-decreasing for x for the region x ∈
[0,+∞) for any constant σ > 0, where ψ−1 is the (generalized) inverse function of ψ defined in
(14).
Proof. Denote t(x) = ψ−1(σ/x) = inf{y | ψ(y) > σ/x}. Since ψ(x) is non-decreasing, we know that
ψ−1(σ/x) is a non-increasing function. Consider the function ψ(t)t . From the property of convex
functions, we know that for any 0 < x1 < x2,
ψ(x1)− ψ(0)
x1
≤ ψ(x2)− ψ(0)
x2
. (121)
Thus we know ψ(t)t is an non-decreasing function. Thus the function f(t) =
t
ψ(t) is an non-increasing
function. Since the function xσψ
−1(σ/x) is composition (f ◦t)(x), we know that it is non-decreasing.
Lemma A.2 (Generalized Holder’s Inequality). Define composition function as (ψ ◦ f)(x) =
ψ(f(x)). Given some Orlicz function ψ (Definition 2.2), for any two random variables X,Y ,
any p, q > 0, 1/p + 1/q = 1,
‖XY ‖ψ ≤ ‖X‖ψ◦xp‖Y ‖ψ◦xq . (122)
Proof. Denote ‖X‖ψ◦xp = σ1, ‖Y ‖ψ◦xq = σ2. It follows from Young’s inequality (Young, 1912) that
|XY | ≤ 1
p
|X|p + 1
q
|Y |q,∀p, q > 0, 1
p
+
1
q
= 1. (123)
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Thus
E
[
ψ
( |XY |
σ1σ2
)]
≤ E
[
ψ
(
1
p
·
∣∣∣∣Xσ1
∣∣∣∣p + 1q ·
∣∣∣∣ Yσ2
∣∣∣∣p)]
≤ E
[
1
p
ψ
(∣∣∣∣Xσ1
∣∣∣∣p)]+ E [1qψ
(∣∣∣∣Xσ2
∣∣∣∣q)]
≤ 1
p
+
1
q
= 1. (124)
This shows that ‖XY ‖ψ ≤ σ1σ2.
The following lemma is a generalization of (Vershynin, 2018, Lemma 2.6.8) and shows that
if a distribution has its non-centered Orlicz norm bounded, then its centered Orlicz norm is also
bounded.
Lemma A.3 (Centering). For any Orlicz norm ψ in Definition 2.2, then if
sup
f∈F
Ep
[
ψ
( |f(X)|
σ
)]
≤ 1, (125)
then
sup
f∈F
Ep
[
ψ
( |f(X)− Ep[f(X)]|
2σ
)]
≤ 1. (126)
Proof. For some fixed f , note that ‖ · ‖ψ satisfies the triangle inequality. Thus
‖f(X)− Ep[f(X)]‖ψ ≤ ‖f(X)‖ψ + ‖Ep[f(X)]‖ψ ≤ σ + ‖Ep[f(X)]‖ψ ≤ σ + |Ep[f(X)]|/ψ−1(1),
(127)
where ψ−1 is the (generalized) inverse function of ψ defined in (14). Now we show that |Ep[f(X)]|/ψ−1(1) ≤
‖f(X)‖ψ = σ. By Jensen’s inequality, we have
Ep
[
ψ
(
ψ−1(1)|f(X)|
Ep[f(X)]
)]
≥ ψ
(
ψ−1(1)|Ep [f(X)] |
Ep[f(X)]
)
= ψ(ψ−1(1)) = 1. (128)
This shows that |Ep[f(X)]|/ψ−1(1) ≤ ‖f(X)‖ψ = σ. Thus ‖f(X)− Ep[f(X)]‖ψ ≤ 2σ.
Lemma A.4 (Convergence of mean under 2-norm for distribution with bounded second moment).
Assume distribution p has its second moment bounded, i.e.
sup
v∈Rd,‖v‖2=1
Ep
[
|v⊤(X − Ep[X])|2
]
≤ σ2. (129)
Then
Ep
∥∥∥∥∥ 1n
n∑
i=1
Xi − Ep[X]
∥∥∥∥∥
2
≤ σ
√
d
n
. (130)
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Proof. By Jensen’s inequality,
Ep
∥∥∥∥∥ 1n
n∑
i=1
Xi − Ep[X]
∥∥∥∥∥
2
≤
Ep
∥∥∥∥∥ 1n
n∑
i=1
Xi − Ep[X]
∥∥∥∥∥
2
2
1/2
=
EpTr
( 1
n
n∑
i=1
Xi − Ep[X]
)(
1
n
n∑
i=1
Xi − Ep[X]
)⊤1/2
= Tr
Ep
( 1
n
n∑
i=1
Xi − Ep[X]
)(
1
n
n∑
i=1
Xi − Ep[X]
)⊤1/2
≤
√
d
∥∥∥∥∥∥Ep
( 1
n
n∑
i=1
Xi − Ep[X]
)(
1
n
n∑
i=1
Xi − Ep[X]
)⊤∥∥∥∥∥∥
1/2
2
=
√
d
n
‖Ep[(X − Ep[X])(X − Ep[X])⊤]‖1/22
≤ σ
√
d
n
. (131)
B Related discussions and remaining proofs in Section 2
B.1 Proof of Lemma 2.1 and related discussions
Construct a coupling between pˆ∗n =
1
n
∑n
i=1 δXi and pˆn =
1
n
∑n
i=1 δYi as
λpˆ∗n,pˆn =
1
n
n∑
i=1
δ(Xi,Yi). (132)
Then, it follows from the definition of Wc,k(pˆ
∗
n, pˆn) that
(Wc,k(pˆ
∗
n, pˆn))
k ≤ 1
n
n∑
i=1
ck(Xi, Yi), (133)
which proves the first two claims. Regarding the third part of the lemma, noting that |ck(X,Y )| ≤
Ck and Eπ[c
2k(X,Y )] ≤ Ckǫk and applying Bernstein’s inequality, we have
P
(
1
n
n∑
i=1
ck(Xi, Yi)− Eπ[ck(X,Y )] ≥ tk
)
≤ exp
− n2t2k
2
(
nCkǫk + C
kntk
3
)
 . (134)
It implies that with probability at least 1− δ,
1
n
n∑
i=1
ck(Xi, Yi) ≤ ǫk +max
4Ck ln
(
1
δ
)
3n
,
√
4Ckǫk ln
(
1
δ
)
n
 (135)
. ǫk +
Ck ln
(
1
δ
)
n
. (136)
Furthermore, when Wc,k = TV, i.e. c(x, y) = 1(x 6= y), k = 1, we can provide a stronger bound.
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Lemma B.1. For any pˆn generated by adaptive corruption model with level ǫ under D = TV, with
probability at least 1− δ, we have
TV(pˆn, pˆ
∗
n) ≤
(
√
ǫ+
√
log(1/δ)
2n )
2 for all ǫ ∈ [0, 1], δ ∈ (0, 1], n ≥ 1
0 δ ≥ 1− (1− ǫ)n
, (137)
where pˆ∗n is the empirical distribution of n i.i.d. samples from the true distribution p∗.
Proof. Note that 1n
∑n
i=1 1(Xi 6= Yi) is being stochastically dominated by a binomial distribution
Bin(n, ǫ). The first result is a direct result of tail bound for binomial distribution (Okamoto, 1959).
To see the later result, note that the binomial distribution equals 0 with probability (1− ǫ)n. Thus
when δ ≥ 1− (1− ǫ)n, we have with probability at least 1− δ, TV(pˆ∗n, pˆn) = 0.
B.2 Proof of Lemma 2.2 and related discussions
It follows from the assumption D(p, p∗) ≤ ǫ, and p∗ ∈ G that the projection algorithm can find
some q ∈ G such that
D(p, q) ≤ ǫ. (138)
It follows from the triangle inequality of D that
D(p∗, q) ≤ D(p∗, p) +D(p, q) ≤ 2ǫ. (139)
Hence,
L(p∗, θ∗(q)) ≤ sup
p1∈G,p2∈G,D(p1,p2)≤2ǫ
L(p1, θ
∗(p2)). (140)
The following lemma provides lower bounds on the population limit.
Lemma B.2. (Donoho and Liu, 1988; Chen et al., 2018) Suppose that D(p, q) is a pseudometric
and L(p, θ∗(q)) is a pseudometric over (p, q). Then,
1. projection algorithm is near-optimal: for q = argminq∈G D(q, p) and the observed corrupted
distribution p,
inf
θ(p)
sup
p∗:D(p∗,p)≤ǫ,p∗∈G
L(p∗, θ(p)) ≥ 1
2
sup
p∗∈G,D(p∗,p)≤ǫ
L(p∗, θ∗(q)) (141)
2. if D(p, q) = ‖p − q‖, where ‖ · ‖ is a pseudonorm, then the population limit in (17) is lower
bounded by the modulus of continuity in (18) up to a factor of 2:
inf
θ(p)
sup
(p,p∗):p∗∈G,D(p∗,p)≤ǫ
L(p∗, θ(p)) ≥ 1
2
m(G, 2ǫ,D,L). (142)
It was discussed in detail in (Donoho and Liu, 1988) when the factor of 1/2 is tight.
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Proof. Now we show the near-optimality of projection algorithm when L(p, θ∗(q)) is a pseudometric
for (p, q). Indeed, for q = argminq∈G D(q, p) and any estimator θ(p), we have
sup
p∗∈G,D(p∗,p)≤ǫ
L(p∗, θ∗(q)) ≤ sup
p1,p2∈G,D(p,p1)≤ǫ,D(p,p2)≤ǫ
L(p1, θ
∗(p2)) (143)
≤ sup
p1,p2∈G,D(p,p1)≤ǫ,D(p,p2)≤ǫ
(L(p1, θ(p)) + L(p2, θ(p))) (144)
≤ 2 sup
p∗:D(p∗,p)≤ǫ,p∗∈G
L(p∗, θ(p)). (145)
Since the derivations above holds for any θ(p), we know
sup
p∗∈G,D(p∗,p)≤ǫ
L(p∗, θ∗(q)) ≤ 2 inf
θ(p)
sup
p∗:D(p∗,p)≤ǫ,p∗∈G
L(p∗, θ(p)). (146)
Last, we prove the near-optimality of modulus. For any p1 ∈ G, p2 ∈ G,D(p1, p2) ≤ 2ǫ, since we
assumed that D is generated by a pseudonorm, we have r = 12(p1 + p2) such that
D(p1, r) ≤ ǫ (147)
D(p2, r) ≤ ǫ, (148)
Hence, we get exactly the same observation r for two different true distributions p1, p2. Setting
p = 12(p1 + p2),
sup
p
inf
θ
sup
p∗:D(p∗,p)≤ǫ,p∗∈G
L(p∗, θ) ≥ inf
θ
1
2
(L(p1, θ) + L(p2, θ)) (149)
≥ 1
2
L(p1, θ
∗(p2)). (150)
The last inequality comes from the assumption that L(p, θ∗(q)) is a pseudometric for p, q. Since
this inequality holds for any p1 ∈ G, p2 ∈ G,D(p1, p2) ≤ 2ǫ, the result follows.
C Related discussions and remaining proofs in Section 3
C.1 Resilience for pseudonorm loss: generalization of mean estimation
We now present a straightforward generalization of the mean estimation example to the so-called
WF (pseudo)norm 5. TheWF (p, q) pseudonorm between two probability distributions p, q is defined
as
WF (p, q) = sup
f∈F
Ep[f(X)] − Eq[f(X)], (151)
where F is symmetric, i.e. ∀f ∈ F , we have −f ∈ F . The corresponding resilient set is defined as
GTVWF (ρ, η) = {p | sup
r≤ p
1−η
WF (r, p) ≤ ρ}. (152)
With the same technique as mean estimation case, we can show
m(GTVWF (ρ, η), 2ǫ) ≤ 2ρ (153)
if 2ǫ ≤ η < 1.
5It was shown in (Zhu et al., 2019, Lemma 1) that under some appropriate topology of distributions, any
pseudonorm can be represented by WF -norm for some symmetric family F satisfying that −F = F .
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C.2 Key Lemmas
C.2.1 General properties of GTV
For any two distributions p, q, a new distribution r = min(p,q)1−TV(p,q) is defined as follows. For any
dominating measure ν satisfying p≪ ν, q ≪ ν, we define drdν = min( dpdν , dqdν )/(1− TV(p, q)).
Lemma C.1 (Properties of deletion). Denote by P the space of probability distributions. For any
η ∈ [0, 1), the following statements are true.
1. η-deletion belongs to η-TV perturbation: for any r, p ∈ P,
r ≤ p
1− η ⇒ TV(r, p) ≤ η (154)
2. Existence of middle point: for any p ∈ P, q ∈ P,TV(p, q) ≤ η, there exists some r ∈ P such
that r ≤ p1−η , r ≤ q1−η .
3. Composition preserves being deletion: If r ≤ p1−η , r′ ≤ r1−η , then r′ ≤ p(1−η)2 .
4. For any fixed p ∈ P, the following three sets are equivalent:
• A1 = {r | r ≤ p1−η , r ∈ P},
• A2 = {r | Pr[X ∈ A] = Pp[X ∈ A|Z = 0], Z ∈ {0, 1},P(Z = 0) ≥ 1− η},
• A3 = { min(p,q)1−TV(p,q) | TV(p, q) ≤ η, q ∈ P}.
5. If r ∈ P, p ∈ P as distributions of X satisfy r ≤ p1−η , then the induced distribution for f(X)
under both r and p satisfy the same relation for any measurable f .
Proof. The first claim can be shown via the following inequalities:
r ≤ p
1− η ⇒ r − p ≤ ηr
⇒ TV(r, p) = sup
A
Pr(A)− Pp(A) ≤ sup
A
ηr(A) ≤ η. (155)
The second claim can be shown via taking r = min{p,q}1−TV(p,q) . From
∫
{x:p(x)>q(x)}(p(x) − q(x))ν(dx) =
TV(p, q) we can see that r is a probability distribution. Furthermore, from TV(p, q) ≤ η, it is clear
that
r ≤ p
1− η , r ≤
q
1− η . (156)
The third claim can be seen by
r′ ≤ r
1− η ≤
p
(1− η)2 . (157)
Now we show the equivalence of three sets in the fourth claim. We first show that A1 ⊂ A2. For
any r ≤ p1−η , set distribution q to satisfy that for any set A, q(A) = p(A)−(1−η)r(A)η . Then q is a
valid probability measure. We design the joint distribution of X,Z such that
X|(Z = 0) ∼ r, (158)
X|(Z = 1) ∼ q, (159)
Pp(Z = 0) = 1− η, (160)
Pp(Z = 1) = η. (161)
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Then one can verify that X ∼ p. We have found some Z such that Pr[X ∈ A] = Pp[X ∈ A|Z =
0], Z ∈ {0, 1},P(Z = 0) ≥ 1− η for any measurable set A. This shows that A1 ⊂ A2.
We then show that A2 ⊂ A3. Given a distribution r ∈ A2 and p, we choose a dominating
measure ν such that r ≪ ν, p ≪ ν and write the corresponding Radon–Nikodym derivatives as
r(x), p(x). Now the goal is to find some q such that r = min(p,q)1−TV(p,q) . We construct q(x) as follows
q(x) =
{
P(Z = 0|X = x)p(x), P(Z = 0|X = x) < 1
C · p(x), P(Z = 0|X = x) = 1
. (162)
Here C ≥ 1 is chosen such that ∫ q(x) = 1. Thus TV(p, q) can be computed as
TV(p, q) =
∫
{x:q(x)<p(x)}
(p(x)− q(x))dx
=
∫
{x:P(Z=0|X=x)<1}
(1− P(Z = 0|X = x))p(x)dx
=
∫
{x:P(Z=0|X=x)<1}
P(Z = 1|X = x)p(x)dx
=
∫
X
P(Z = 1|X = x)p(x)dx
= P(Z = 1) ≤ η. (163)
One can check that
min(p(x), q(x))
1− TV(p, q) = p(x | Z = 0) =

P(Z=0|X=x)p(x)
P(Z=0) , P(Z = 0|X = x) < 1
p(x)
P(Z=0) , P(Z = 0|X = x) = 1
(164)
which shows that A2 ⊂ A3.
Lastly, we show that A3 ⊂ A1. This can be seen by the construction in the second claim.
From
∫
{x:p(x)>q(x)}(p(x) − q(x)) = TV(p, q) we can see that r is a distribution. Furthermore, from
TV(p, q) ≤ η, it is clear that
r ≤ p
1− η , r ≤
q
1− η . (165)
To show the fifth claim, if we know that for any measurable set A, rX(A) ≤ pX(A)1−η , then for any
measurable function f(X), and any measurable set A, we have
rf(X)(A) = r(f
−1(A)) ≤ p(f
−1(A))
1− η =
pf(X)(A)
1− η , (166)
where f−1(A) = {x | f(x) ∈ A}.
Now, we show that if a distribution has bounded Orlicz norm, then it is inside some resilient
set GTVWF defined in (152). This Lemma implies Example 3.1.
Lemma C.2 (Bounded Orlicz norm implies resilience). Given an Orlicz function ψ defined in
Definition 2.2, assume
sup
f∈F
Ep
[
ψ
( |f(X)− Ep[f(X)]|
σ
)]
≤ 1 (167)
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for some symmetric family F and some σ > 0. For any η ∈ [0, 1), we have
p ∈ GTVWF
(
σηψ−1(1/η)
1− η ∧ σψ
−1
(
1
1− η
)
, η
)
, (168)
where GTVWF is defined in (152), ψ−1 is the (generalized) inverse function of ψ defined in (14).
Proof. The proof uses the property that for any r ≤ p1−η , there exists some event E such that
Pp(E) ≥ 1 − η and Er[f(X)] = Ep[f(X)|E] for any measurable f (Lemma C.1). For any event E
with Pp(E) ≥ 1− η, denote its compliment as Ec, by the definition of conditional expectation, we
have
sup
f∈F
Ep[f(X)|E]− Ep[f(X)] = sup
f∈F
Pp(E
c)
1− Pp(Ec)Ep [f(X)− Ep[f(X)]|E
c] (169)
By the bounded condition and convexity of ψ, one can see
1 ≥ sup
f∈F
Ep
[
ψ
( |f(X)− Ep[f(X)]|
σ
)]
≥ sup
f∈F
Pp(E
c)Ep
[
ψ
( |f(X)− Ep[f(X)]|
σ
)
| Ec
]
≥ sup
f∈F
Pp(E
c)ψ
( |Ep [f(X)− Ep[f(X)] | Ec] |
σ
)
. (170)
By definition of ψ−1 in (14), this gives us
sup
f∈F
Ep[f(X)|E]− Ep[f(X)] ≤ σ Pp(E
c)
1− Pp(Ec)ψ
−1(1/Pp(Ec))
≤ ση
1− ηψ
−1(1/η). (171)
The last inequality uses the fact that xψ−1(1/x) is a non-decreasing function from Lemma A.1.
Thus we have p ∈ GTVWF (
σηψ−1(1/η)
1−η , η) for any η ∈ [0, 1).
Similarly, we have
sup
f∈F
Ep[f(X)|E] − Ep[f(X)] ≤ σψ−1
(
1
Pp(E)
)
(172)
≤ σψ−1
(
1
1− η
)
, (173)
since Pp(E) ≥ 1−η and ψ−1(1/x) is a non-increasing function of x. It implies that p ∈ GTVWF (σψ−1
(
1
1−η
)
, η)
for any η ∈ [0, 1).
As shown below, the results in Lemma C.2 can be improved (usually by a constant) if each
f(X) has moment generating function.
Lemma C.3. (Massart, 2007, Lemma 2.3) Let ψ be some convex and continuously differentiable
function on [0, b) with 0 < b ≤ ∞, such that ψ(0) = ψ′(0) = 0. Assume that for λ ∈ (0, b),
sup
f∈F
ln(Ep[exp(λ(f(X)− Ep[f(X)]))]) ≤ ψ(λ). (174)
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Then, for any η ∈ [0, 1),
p ∈ GTVWF
(
η
1− ηψ
∗−1(ln(1/η)) ∧ ψ∗−1
(
ln
(
1
1− η
))
, η
)
, (175)
where GTVWF is defined in (152), ψ∗−1 is the generalized inverse (14) of the Fenchel–Legendre dual
of ψ:
ψ∗(x) = sup
λ∈(0,b)
(λx− ψ(λ)). (176)
In particular, if ψ(λ) = λ
2σ2
2 for all λ ∈ (0,∞), then
p ∈ GTVWF
(
ση
1− η
√
2 ln(1/η) ∧ σ
√
2 ln(1/(1 − η)), η
)
. (177)
Proof. Fix f ∈ F . It follows from (Massart, 2007, Lemma 2.3) that for any set E we have
Ep[f(X)|E] − Ep[f(X)] ≤ ψ∗−1(ln(1/Pp(E))). (178)
Hence, for any set E such that Pp(E) ≥ 1− η, we have
Ep[f(X)|E]− Ep[f(X)] ≤ ψ∗−1(ln(1/(1 − η))), (179)
where we used the fact that ψ∗ is a non-negative convex and non-decreasing function on R+.
Regarding the second bound, we first write
Ep[f(X)]− Ep[f(X)|E] = Pp(E
c)
1− Pp(Ec)(Ep[f(X)|E
c]− Ep[f(X)]). (180)
Thus,
Ep[f(X)]− Ep[f(X)|E] ≤ Pp(E
c)
1− Pp(Ec)ψ
∗−1(ln(1/Pp(Ec))) (181)
≤ η
1− ηψ
∗−1(ln(1/η)), (182)
where in the last step we used the fact that x1−xψ
∗−1(ln(1/x)) is a non-decreasing function on
(0, 1).
WhenWF (p, q) = ‖Ep[XXT ]−Eq[XXT ]‖2 = supv∈Rd,‖v‖2≤1,ξ∈{±1}(Ep[ξ(vTX)2]−Eq[ξ(vTX)2]),
the two lemmas above provide a simple proof for the upper bound of population limit of second
moment estimation under operator norm, which matches the results of Gaussian case in (Gao et al.,
2018) up to logarithmic factor. One can also design T˜VH for this that achieves the same sample
complexity as (Gao et al., 2018) up to logarithmic factor, which is shown in Theorem E.3. We
further provide ways to give lower bound for the population limit in Lemma C.8.
The resilient set is closely related to tail bounds, which is described in the following lemma.
Similar results are also shown in literature (Massart, 2007, Lemma 2.4), (Steinhardt, 2018, Example
2.7).
Lemma C.4 (Resilience implies tail bounds). If p ∈ GTVWF (ρ, η), then for every f ∈ F ,
Pp
(
f(X)− Ep[f(X)] ≥ (1− η)ρ
η
)
≤ η, (183)
Pp
(
f(X)− Ep[f(X)] ≤ −(1− η)ρ
η
)
≤ η. (184)
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Proof. We adopt a similar proof as (Massart, 2007, Lemma 2.4). Note that the set GTVWF (ρ, η) can
be alternatively written as
GTVWF (ρ, η) = {p | sup
p(E)≥1−η,f∈F
Ep[f(X)|E] − Ep[f(X)] ≤ ρ}. (185)
Note that for any event E, we have
Pp(E)(Ep[f(X)|E]− Ep[f(X)]) + Pp(Ec)(Ep[f(X)|Ec]− Ep[f(X)]) = 0. (186)
It follows from the symmetry of F that
sup
f∈F
Pp(E)(Ep[f(X)|E] − Ep[f(X)]) = sup
f∈F
Pp(E
c)(Ep[f(X)|Ec]− Ep[f(X)]). (187)
Thus we have
sup
p(E)≤η,f∈F
Ep[f(X)− Ep[f(X)]|E] ≤ (1− η)ρ
η
. (188)
Taking E = {f(X)− Ep[f(X)] ≥ a}, by Markov’s inequality, we have
a ≤ Ep[f(X)− Ep[f(X)]|E] ≤ (1− η)ρ
Pp(E)
. (189)
Thus
Pp(f(X)− Ep[f(X)] ≥ a) ≤ (1− η)ρ
a
. (190)
The other side holds analogously.
C.2.2 Key Lemmas for lower bound
The below lemma shows that the population limit for resilient set is optimal up to constant under
some topology assumption of f . We first show that if p is inside some resilient set, then its deleted
distribution r is also inside some resilient set that has same population limit up to constant level
in most cases.
Lemma C.5 (Resilience is approximately closed under deletion). Assume p ∈ GTVWF (ρ, η(2 − η))
defined in Equation (152). Then for any r ≤ p1−η , we have
r ∈ GTVWF (2ρ, η). (191)
Proof. From r ≤ p1−η , we know that for any q ≤ r1−η , we have
q ≤ p
(1− η)2 =
p
1− 2η + η2 . (192)
Thus from p ∈ GTVWF (ρ, η(2 − η)), η(2− η) ≥ η, we have
WF (q, p) ≤ ρ, (193)
WF (r, p) ≤ ρ. (194)
Thus
sup
q≤ r
1−η
WF (q, r) ≤ sup
q≤ r
1−η
WF (q, p) +WF (p, r) ≤ 2ρ. (195)
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Lemma C.6 (Population limit for GTVWF (ρ, η) is optimal). Assume ǫ ∈ [0, 1) is the perturbation
level, η ≥ ǫ, and there exist a distribution p1 ∈ GTVWF (ρ/2, ǫ(2 − ǫ)) and some distribution r1 ≤
p1
1−ǫ
such that
WF (p1, r1) ≥ cρ. (196)
Then the population limit of the set GTVWF (ρ, η) under perturbation level ǫ is lower bounded by cρ/2,
i.e.,
inf
q(p)
sup
(p∗,p):TV(p∗,p)≤ǫ,p∗∈GTVWF (ρ,η)
WF (p∗, q) ≥ 1
2
cρ. (197)
This matches the upper bound of population limit in (153) for GTVWF up to a constant.
Proof. From Lemma C.5 and p1 ∈ GTVWF (ρ/2, ǫ(2 − ǫ)), we know that r1 ∈ GTVWF (ρ, ǫ). From the
assumption we also know that p1 is inside the same set. Assume the observed corrupted distribution
is p = p1. Then,
inf
q(p)
sup
(p∗,p):TV(p∗,p)≤ǫ,p∗∈GTVWF (ρ,η)
WF (p∗, q(p)) ≥ inf
q
sup
p∗:TV(p∗,p1)≤ǫ,p∗∈GTVWF (ρ,η)
WF (p∗, q)
≥ 1
2
inf
q
(WF (p1, q) +WF (q, r1))
≥ 1
2
WF (p1, r1)
≥ cρ
2
. (198)
Thus we know that the population limit of GTVWF (ρ, ǫ) is lower bounded by cρ/2.
This lemma combined with Theorem 3.1 empowers us to show that under appropriate choice of
WF and ρ, one can tightly bound the information-theoretic limit of GTVWF within universal constant
factors.
The next two lemmas shows that we can also show similar results for Orlicz norm bounded set
under some topological assumption of f .
Lemma C.7 (Orlicz norm bounded set is approximately closed under deletion). For some Orlicz
function ψ in Definition 2.2, define
Gψ(σ) = {p | sup
f∈F
Ep
[
ψ
( |f(X)− Ep[f(X)]|
σ
)]
≤ 1}. (199)
for some symmetric family F . Assume that there exist some distribution p ∈ Gψ(σ) and ǫ ≤ 1/2,
then
r ∈ G(1−ǫ)ψ (5σ) =
{
p | sup
f∈F
Ep
[
(1− ǫ)ψ
( |f(X)− Ep[f(X)]|
5σ
)]
≤ 1
}
(200)
Proof. We use ‖ · ‖ψ,r to represent the ψ−norm of X ∼ r. Denote ψ˜ = (1 − ǫ)ψ. By triangle
inequality,
sup
f∈F
‖f(X)− Er[f(X)]‖ψ˜,r ≤ sup
f∈F
‖f(X)− Ep[f(X)]‖ψ˜,r + sup
f∈F
‖Ep[f(X)]− Er[f(X)]‖ψ˜,r. (201)
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Now we bound the first term of RHS, note that p ∈ Gψ(σ) implies that
sup
f∈F
Ep
[
ψ˜
( |f(X)− Ep[f(X)]|
σ
)]
= (1− ǫ) sup
f∈F
Ep
[
ψ
( |f(X)− Ep[f(X)]|
σ
)] ≤ 1− ǫ. (202)
Thus from r ≤ p1−ǫ , we have
sup
f∈F
Er
[
ψ˜
( |f(X)− Ep[f(X)]|
σ
)] ≤ 1
1− ǫ supf∈F
Ep
[
ψ˜
( |f(X)− Ep[f(X)]|
σ
)] ≤ 1. (203)
From Lemma C.2 and the definition of ψ−1 in (14), the second term of RHS in Equation (201)
is
supf∈F |Ep[f(X)] − Er[f(X)]|
ψ˜−1(1)
≤ 2σǫψ
−1(1/ǫ)
ψ−1( 11−ǫ)
. (204)
Combining the upper bound of two terms together, we have
sup
f∈F
‖f(X)− Er[f(X)]‖ψ˜,r ≤ σ
(
2ǫψ−1(1/ǫ)
ψ−1( 11−ǫ)
+ 1
)
. (205)
If we further assume that that ǫ ≤ 1/2, by Lemma A.1, we know ǫψ−1(1/ǫ) ≤ (1− ǫ)ψ−1(1/(1−
ǫ)). Thus
sup
f∈F
‖f(X)− Er[f(X)]‖ψ˜,r ≤ σ
(
2ǫψ−1(1/ǫ)
ψ−1( 11−ǫ)
+ 1
)
≤ σ( 2
1− ǫ + 1) ≤ 5σ. (206)
Based on the above Lemma, we are able to show that under mild topological condition of the
range of f , the upper bound we derive in Lemma C.2 is optimal up to a constant. With this
Lemma, it is automatic that the upper bound in Example 3.1 is optimal.
Lemma C.8. [Population limit for Orlicz norm bounded set is optimal] For some Orlicz function
ψ in Definition 2.2, define
Gψ(σ) = {p | sup
f∈F
Ep
[
ψ
( |f(X)− Ep[f(X)]|
σ
)]
≤ 1}. (207)
for some symmetric family F . Assume that ǫ ≤ 1/2 and there exists some function f ∈ F that has
range as a superset of (−∞, 0] or [0,+∞). Then the population limit of Gψ(σ) is lower bounded
below:
inf
q(p)
sup
(p∗,p):TV(p∗,p)≤ǫ,p∗∈Gψ(σ)
WF (p∗, q) ≥ σǫψ
−1(1/ǫ)
20
, (208)
where ψ−1 is the (generalized) inverse function of ψ defined in (14). This matches the upper bound
in Lemma C.2 up to a constant.
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Proof. From Lemma C.7, we know that
p1 ∈ Gψ/(1−ǫ)(σ/5)⇒ ∀r1 ≤
p1
1− ǫ , p1, r1 ∈ Gψ(σ). (209)
Thus here we would like to show that there exist a distribution p1 ∈ Gψ/(1−ǫ)(σ/5) and some
distribution r1 ≤ p11−ǫ such that
WF (p1, r1) ≥ C1σǫψ−1(1/ǫ), (210)
Assume the range of some f ∈ F is a superset of [0,+∞). We construct the distribution p1 as
follows,
Pp1(f(X) = t) =

ǫ, t = σψ−1((1− ǫ)/ǫ)/5
1− ǫ, t = 0
0, otherwise
(211)
(212)
Then we have
Ep1
[
ψ
(
f(X)
σ/5
)
/(1− ǫ)
]
= 1, (213)
which means that p1 ∈ Gψ/(1−ǫ)(σ/5), furthermore, we can design r ≤ p11−ǫ by deleting the non-zero
part of p1, thus for ǫ ≤ 1/2, we have
WF (p1, r1) ≥ |Ep1 [f(X)]− Er[f(X)]| ≥
σ
5
ǫψ−1(
1− ǫ
ǫ
) ≥ σ
5
ǫψ−1(
1
2ǫ
) ≥ σ
10
ǫ(ψ−1(
1
ǫ
) + ψ−1(0)) =
σ
10
ǫψ−1(
1
ǫ
).
(214)
The last two inequality is from Jensen’s inequality and the fact that ψ−1 is a concave function,
ψ−1(0) = 0. Thus if the observed corrupted population distribution p = p1,
inf
q(p)
sup
(p∗,p):TV(p∗,p)≤ǫ,p∗∈Gψ(σ)
WF (p∗, q) ≥ inf
q(p1)
sup
p∗:TV(p∗,p1)≤ǫ,p∗∈Gψ(σ)
WF (p∗, q)
≥ 1
2
inf
q
(WF (p1, q) +WF (q, r1))
≥ 1
2
WF (p1, r1)
≥ σǫψ
−1(1/ǫ)
20
. (215)
C.3 Proof of Example 3.1
Note here that the conclusion p ∈ GTVmean(σǫψ
−1(1/ǫ)
1−η , η) for any η ∈ [0, 1) is a corollary of Lemma C.2.
Thus the by Lemma 3.1 the population limit when the perturbation level is ǫ for some ǫ < 1/4 is up-
per bounded by Cσǫψ−1(1/ǫ) for some universal constant C. Furthermore, we show in Lemma C.8
that the population limit for Orlicz norm bounded set is lower bounded by Cσǫψ−1(1/ǫ) when
ǫ ≤ 12 .
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C.4 Proof of Example 3.2
Upper bound. We first show the upper bound. Denote Z = Y − X⊤θ∗(p). Since the sec-
ond moment of X and Z exist, we can denote Er[XZ] = µr, Er[XX
⊤] = Mr, Ep∗[XZ] = µp∗ ,
Ep∗[XX
⊤] =Mp∗ . The optimal θ in both cases can be written as a closed form solution6:
θ∗(r) = Er[XX⊤]−1Er[XY ]
= Er[XX
⊤]−1Er[XX⊤θ∗(p∗) +XZ]
= θ∗(p∗) + Er[XX⊤]−1Er[XZ]
= θ∗(p∗) +M−1r µr. (216)
Then p∗ ∈ GTV↓ implies that ∀r ≤ p
∗
1−η , we have
ρ1 ≥ Er[ℓ(θ∗(p∗),X) − ℓ(θ∗(r),X)]
= Er[(Y −X⊤θ∗(p∗))2 − (Y −X⊤θ∗(r))2]
= Er[2Y X
⊤(θ∗(r)− θ∗(p∗))− θ∗(r)⊤XX⊤θ∗(r) + θ∗(p∗)⊤XX⊤θ∗(p∗)]
= Er[2(X
⊤θ∗(p∗) + Z)X⊤(θ∗(r)− θ∗(p∗))− θ∗(r)⊤XX⊤θ∗(r) + θ∗(p∗)⊤XX⊤θ∗(p∗)]
= Er[2(X
⊤θ∗(p∗) + Z)X⊤M−1r µr − (θ∗(p∗) +M−1r µr)⊤XX⊤(θ∗(p∗) +M−1r µr) + θ∗(p∗)⊤XX⊤θ∗(p∗)]
= 2θ∗(p∗)⊤µr + 2µ⊤r M
−1
r µr − 2θ∗(p∗)⊤µr − µ⊤r M−1r µr − θ∗(p∗)⊤Mrθ∗(p∗) + θ∗(p∗)⊤Mrθ∗(p∗)
= µ⊤r M
−1
r µr
= ‖M−1/2r µr‖22 (217)
By similar calculation, we can see that GTV↑ implies
∀θ, if ∀r ≤ p
∗
1− η ,‖M
1/2
r (θ − θ∗(p∗))−M−1/2r µr)‖22 ≤ ρ1
⇒‖M1/2p∗ (θ − θ∗(p∗))‖22 ≤ ρ2. (218)
We first check that p∗ ∈ GTV↓ . Note that M−1/2r µr =M−1/2r M1/2p∗ M−1/2p∗ µr. We bound the term
M
−1/2
r M
1/2
p∗ and M
−1/2
p∗ µr separately.
From the first condition, we know that the ψ norm of (v
⊤X)2
Ep∗ [(v
⊤X)2]
is upper bounded by σ21 , thus
by Lemma A.3 we know the centered ψ norm is bounded by 2σ21 . By Lemma C.2, we have for any
v ∈ Rd,
∀r ≤ p
∗
1− η , |Er[(v
⊤X)2]− Ep∗[(v⊤X)2]| ≤
2σ21ηψ
−1( 1η )Ep∗ [(v
⊤X)2]
1− η . (219)
6If either Mr or Mp∗ is not invertible, we use M
−1 =M† as its pseudoinverse.
20
Thus when
2σ21ηψ
−1( 1
η
)
1−η <
1
2 , we have for any v ∈ Rd,
v⊤Mrv ≥ (1−
2σ21ηψ
−1( 1η )Ep∗[(v
⊤X)2]
1− η )v
⊤Mp∗v
⇒Mr  1
2
Mp∗
⇒M−1r  2M−1p∗ (220)
⇒M1/2p∗ M−1r M1/2p∗  2I (221)
⇒‖M1/2p∗ M−1/2r ‖2 ≤
√
2. (222)
Equation (220) comes from the monotone property of matrix operator. Equation (221) comes
from the fact that A  B would lead to C⊤AC  C⊤BC. From the two conditions in (25) and
(26) and Lemma A.2, we have
∀v ∈ Rd, ‖v⊤XZ‖ψ ≤ σ1σ2Ep∗[(v⊤X)2]1/2. (223)
Taking v = v′M−1/2p∗ , where ‖v′‖2 = 1, we can see that this is equivalent to
∀v ∈ Rd, ‖v‖2 = 1, ‖v⊤M−1/2p∗ XZ‖ψ ≤ σ1σ2. (224)
Note that Ep∗[v
⊤M−1/2p∗ XZ] = 0. By Lemma C.2, this gives us that for any η,
∀v ∈ Rd, ‖v‖2 = 1,∀r ≤ p
∗
1− η ,Er[v
⊤M−1/2p∗ XZ] ≤
σ1σ2ηψ
−1( 1η )
1− η . (225)
Thus we have ‖M−1/2p∗ µr‖2 ≤
σ1σ2ηψ−1(
1
η
)
1−η .
From the above results, we have
‖M−1/2r µr‖2 = ‖M−1/2r M1/2p∗ M−1/2p∗ µr‖2
≤ ‖M−1/2r M1/2p∗ ‖2‖M−1/2p∗ µr‖2
≤
√
2σ1σ2ηψ
−1( 1η )
1− η . (226)
Thus we can conclude that p∗ ∈ GTV↓ (ρ, η) with ρ = 2(
σ1σ2ηψ−1(
1
η
)
1−η )
2 when
2σ21ηψ
−1( 1
η
)
1−η <
1
2 . Then we
check that p∗ ∈ GTV↑ . If ‖M1/2r (θ − θ∗(p∗))−M−1/2r µr)‖22 ≤ ρ holds, we have
‖M1/2p∗ (θ∗(p∗)− θ)‖2 = ‖M1/2p∗ M−1/2r M1/2r (θ∗(p∗)− θ)‖2
≤ ‖M1/2p∗ M−1/2r ‖2‖M1/2r (θ∗(p∗)− θ)‖2
≤ ‖M1/2p∗ M−1/2r ‖2
(
‖M1/2r (θ∗(p∗)− θ)−M−1/2r µr‖2 + ‖M−1/2r µr‖2
)
≤ 2
√
2
√
ρ. (227)
This gives that p∗ ∈ GTV↑ (ρ, 8ρ, η).
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Note that when ψ(x) = xk/2 and X,Z are independent, we can bound the term
sup
v∈Rd,‖v‖2=1
Ep∗[|v⊤M−1/2p∗ XZ|k] ≤ sup
v∈Rd,‖v‖2=1
Ep∗[|v⊤M−1/2p∗ X|k]Ep∗ [|Z|k] ≤ σk1σk2 . (228)
Thus the final bound would be of the order O(σ21σ
2
2η
2−2/k) when η is small enough. However,
without independence assumption we can only bound the k/2-th moment of v⊤M−1/2p∗ XZ, thus the
result becomes O(σ21σ
2
2η
2−4/k).
Lower bound. Then we show the lower bound for the population limit. Consider the set G˜LinReg
that is smaller than the original set in Example 3.2:
G˜LinReg = {p | Ep[X2] = 1,Ep[ψ(X2)] ≤ C,Ep[ψ((Y − θ∗(p)X)2)] ≤ C}. (229)
Here C is some universal constant that may depend on ψ. Then it suffices to show the population
limit of the set G˜LinReg is lower bounded by (ǫψ−1(1/ǫ))2, i.e. we need to show that for any estimator
θ(p),
inf
θ(p)
sup
(p∗,p):p∗∈G˜LinReg,TV(p∗,p)≤ǫ
Ep∗[(Y −X⊤θ(p))2 − (Y −X⊤θ∗(p∗))2] ≥ C(ǫψ−1(1
ǫ
))2. (230)
Consider the case of one-dimensional distribution X. If Ep∗ [X
2] = Eq[X
2] = 1, the cost L(p∗, θ)
can be written as
L(p∗, θ) = Ep∗[(Y −X⊤θ)2 − (Y −X⊤θ∗(p∗))2] = Ep∗[(Xθ∗(p∗) + Z −Xθ)2 − Z2]
= Ep∗[X
2](θ − θ∗(p∗))2
= (θ − θ∗(p∗))2
= (Ep∗[XY ]− θ)2. (231)
Here we use the fact that θ∗(p∗) = Ep∗ [XXT ]−1Ep∗ [XY ] = Ep∗[XY ].
Now we construct distribution p1, p2 ∈ G˜LinReg with the same marginal distribution on X:
Pp1(X = t) = Pp2(X = t) =

1−ǫ
2 , t = 0
1−ǫ
2 , t =
√
2(1−ǫψ−1(1/ǫ))
1−ǫ
ǫ, t =
√
ψ−1(1/ǫ)
0, otherwise
(232)
(233)
We have Ep1 [X
2] = Ep2[X
2] = 1, and
Ep1 [ψ(X
2)] =
1− ǫ
2
· ψ(2(1 − ǫψ
−1(1/ǫ))
1− ǫ ) + ǫψ(ψ
−1(1/ǫ)) ≤ 1
2
· ψ(2) + 1 ≤ C, (234)
where C is some constant. Now we construct the conditional distribution Y |X under p1 as follows.
Y |X=t =
{
0, t 6=√ψ−1(1/ǫ)
X, t =
√
ψ−1(1/ǫ)
. (235)
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The conditional distribution Y | X under p2 is
Y |X=t =
{
0, t 6=√ψ−1(1/ǫ)
−X, t =√ψ−1(1/ǫ) . (236)
Then θ∗(p1) = Ep1 [XY ] ∈ [0, 1], θ∗(p2) = Ep2 [XY ] ∈ [−1, 0]. For Z = Y − θ∗X, in both cases we
have E[ψ(Z2)] ≤ E[ψ(X2)] ≤ C. Furthermore, we have
|θ∗(p1)− θ∗(p2)| = |Ep1 [XY ]− Ep2 [XY ]| = 2ǫψ−1(1/ǫ). (237)
Then the population limit of the set G˜LinReg is lower bounded by ǫψ−1(1/ǫ) once we assume the
observed corrupted distribution p = p1:
inf
θ(p)
sup
(p∗,p):TV(p∗,p)≤ǫ,p∗∈G˜LinReg
L(p∗, θ(p)) ≥ inf
θ
sup
p∗:TV(p∗,p1)≤ǫ,p∗∈G˜LinReg
L(p∗, θ)
= inf
θ
sup
p∗:TV(p∗,p1)≤ǫ,p∗∈G˜LinReg
(θ∗(p∗)− θ)2
≥ 1
2
inf
θ
((θ∗(p1)− θ)2 + (θ∗(p2)− θ)2)
≥ 1
4
(θ∗(p1)− θ∗(p2))2
≥ (ǫψ−1(1/ǫ))2. (238)
C.5 Proof of Theorem C.1
Theorem C.1. Let
G′LinReg = {p | sup
v∈Rd,‖v‖2=1
Ep[exp((v
⊤(X − Ep[X]))2/σ2)] ≤ 2, Y = X⊤θ, θ ∈ Rd} (239)
be the family of distributions with sub-Gaussian X and no noise in Y . For any estimator θ(p),
there is a pair of distributions (p, p∗) such that p∗ ∈ G′LinReg,TV(p, p∗) ≤ ǫ, and
Ep∗[(Y −X⊤θ(p))2 − (Y −X⊤θ∗(p∗))2] =∞. (240)
In other words, any estimator achieves arbitrarily large error in the worst case.
Proof. We show a stronger result than Theorem C.1 here: for any f : R 7→ R that is convex and
non-negative, f(0) = 0, f(x) → ∞ as |x| → ∞ and any fixed estimator θ(p), there is a pair of
distributions (p, p∗) such that p∗ ∈ G′LinReg,TV(p, p∗) ≤ ǫ, and
Ep∗[f(Y −X⊤θ(p))− f(Y −X⊤θ∗(p∗))] =∞. (241)
We consider the case that both X and Y are scalar random variables. We first construct the
marginal distributions for two distributions p∗1, p∗2 as follows
Pp∗1
[X = x] =

ǫ, x = b(σ, ǫ)
1− ǫ, x = 0
0, otherwise
(242)
Pp∗2
[X = x] =

ǫ, x = −b(σ, ǫ)
1− ǫ, x = 0
0, otherwise
(243)
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Here b(σ, ǫ) is the largest value such that ‖X‖ψ2 ≤ σ, where ψ2 is defined in Definition 2.2 as the
Orlicz function for sub-Gaussian distributions. We design the joint distribution between X,Y for
p∗1 as Y = θ
(1)X, where θ(1) = tb(σ,ǫ) , and the joint distribution between X,Y for p
∗
2 as Y = θ
(2)X,
where θ(2) = − tb(σ,ǫ) . Here t > 0 is an arbitrary number that later will be taken to approach ∞.
Now we define the observed distribution p˜. Define
Pp˜[X = t] =
{
1, t = 0
0, otherwise
(244)
The distribution of Y is also 0 with probability 1. One can see that TV(p∗1, p˜) ≤ ǫ,TV(p∗2, p˜) ≤ ǫ,
p∗1 ∈ G′LinReg, p∗2 ∈ G′LinReg. So we have
inf
θ(p˜)
sup
p∗∈G′
LinReg
,TV(p∗,p˜)≤ǫ
Ep∗[f(Y −Xθ)− f(Y −Xθ∗(p))]
≥ inf
θ
max
p∗∈{p∗1,p∗2}
Ep∗[f(Y −Xθ)]
≥1
2
inf
θ
(Ep∗1 [f(Y −Xθ)] + Ep∗2 [f(Y −Xθ)])
=
1
2
inf
θ
(Ep∗1 [f(X(θ
(1) − θ))] + Ep∗2 [f(X(θ(2) − θ))])
≥1
2
inf
θ
(
ǫf(b(σ, ǫ)(θ(1) − θ)) + ǫf(−b(σ, ǫ)(θ(2) − θ))
)
≥ inf
θ
ǫf(b(σ, ǫ)(θ(1) − θ(2))/2)
=ǫf(t), (245)
where the last inequality is due to Jensen’s inequality. Taking t→∞ finishes the proof.
C.6 Robust gradient estimation implies robust regression (not necessarily op-
timally)
One approach for robust learning is through robust estimation of the gradient of the loss func-
tion (Diakonikolas et al., 2018b; Prasad et al., 2018). In this example, we show that if the gradient
Ep∗∇ℓ(θ,X) can be estimated robustly, the distribution p∗ is inside GTV for both B(p, θ) and L(p, θ)
being the excess predictive loss Ep[ℓ(θ,X) − ℓ(θ∗(p),X)], where θ∗(p) = argminθ Ep[ℓ(θ,X)]. Note
that linear regression in Example 3.2 is a special case of GTV for excess predictive loss. 7
Lemma C.9. For any B(p, θ) = L(p, θ) = Ep[ℓ(θ,X)− ℓ(θ∗(p),X)], and any X ∼ p∗, suppose that
the distribution of random variable ∇ℓ(θ,X) is inside GTVmean(ρ, η), i.e. supr≤ p∗
1−η
‖Er[∇ℓ(θ,X)] −
Ep∗[∇ℓ(θ,X)]‖2 ≤ ρ. Then
1. If the radius of Θ is upper bounded by R, i.e. ‖θ‖2 ≤ R for all θ ∈ Θ, then p∗ ∈ GTV(2Rρ, 4Rρ, η).
Thus the population limit is at most 4Rρ if 2ǫ ≤ η < 1.
7We would like to point out it was shown in literature that any excess predictive loss function can be written as
a Bregman divergence and any Bregman divergence can be represented as some excess predictive loss function from
proper scoring function construction (Gneiting and Raftery, 2007). Thus we can define the set GTV for Bregman
divergence and guarantee the population limit similarly. We omit the details here.
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2. If Ep∗[ℓ(θ,X)] is ξ-strongly convex in θ, i.e.
Ep∗[ℓ(θ1, x)]− Ep∗[ℓ(θ2, x)] ≥ ∇Ep∗[ℓ(θ2, x)]⊤(θ1 − θ2) + ξ
2
‖θ1 − θ2‖22,∀θ1, θ2 ∈ Θ. (246)
then p∗ ∈ GTV(ρ22ξ , 3ρ
2
ξ , η). Thus the population limit is at most
3ρ2
ξ if 2ǫ ≤ η < 1.
Remark C.1. Note that when we assume ∇ℓ(θ,X) has bounded covariance, i.e. Covp∗ [∇ℓ(θ,X)] 
σ2I for all θ ∈ Θ, we have p∗ ∈ GTVmean(ρ, η) with ρ = 2σ
√
η when η < 1/2 from Example 3.1.
We know that bounded covariance set is a subset of GTVmean from Lemma C.2, while GTVmean is a
subset of GTV for regression from the above lemma. Thus it suffices to project onto a smaller set
than GTV, which is bounded covariance set for the gradient. This motivates the algorithm design
in (Diakonikolas et al., 2018b) in population level.
Remark C.2. Here we draw the connection between robust linear regression in Example 3.2 and
Lemma C.9. Lemma C.9 requires the gradient to be inside resilient set, i.e. sup
r≤ p∗
1−η
‖Er[XX⊤(θ∗(p)−
θ)+XZ]−Ep∗[XX⊤(θ∗(p)− θ)+XZ]‖2 ≤ ρ. If we assume the same conditions in (25) and (26),
and assume the radius of Θ is upper bounded by R, we can derive ρ = 2λmax(Ep∗[XX
⊤])Rηψ−1(1/η)
if η < 1/2, here λmax(A) is the largest eigenvalue for matrix A. If we further assume that
λmin(Ep∗ [XX
⊤]) > 0, then it follows from the second statement of Lemma C.9 that one can achieve
population limit at most
Cλ2max(Ep∗ [XX
⊤])R2
λmin(Ep∗ [XX
⊤])
(ǫψ−1(1/ǫ))2 for some constant C when ǫ < 1/4. . In
order to ensure this bound is of the same order as that in Example 3.2, one needs the additional
assumptions of bounded radius and the matrix Ep∗[XX
⊤] is near isotropic.
Proof. We first check all the distributions that satisfy the first condition are inside GTV↓
⋂GTV↑ . For
GTV↓ and any r ≤ p1−η , we have
Er[ℓ(θ
∗(p∗),X) − ℓ(θ∗(r),X)] = Er[
∫ 1
0
∇ℓ(θ∗(r) + t(θ∗(p∗)− θ∗(r)),X)⊤(θ∗(p∗)− θ∗(r))dt]
=
∫ 1
0
Er[∇ℓ(θ∗(r) + t(θ∗(p∗)− θ∗(r)),X)]⊤(θ∗(p∗)− θ∗(r))dt
≤
∫ 1
0
(Ep∗ [∇ℓ(θ∗(r) + t(θ∗(p∗)− θ∗(r)),X)]⊤(θ∗(p∗)− θ∗(r))
+ ρ‖θ∗(p∗)− θ∗(r)‖2)dt
≤ Ep∗[ℓ(θ∗(p∗),X)− ℓ(θ∗(r),X)] + 2Rρ
≤ 2Rρ. (247)
The last equation comes from Ep[ℓ(θ
∗(p∗),X) − ℓ(θ∗(r),X)] ≤ 0. This shows that p∗ ∈ GTV↓ (ρ, η).
Then we verify that the set is also inside GTV↑ , which is defined such that for any r ≤ p
∗
1−η and
any θ,
Er[ℓ(θ,X)− ℓ(θ∗(r),X)] ≤ 2Rρ
⇒Ep∗ [ℓ(θ,X)− ℓ(θ∗(p∗),X)] ≤ 4Rρ. (248)
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From ‖Er[∇ℓ(θ,X)]− Ep∗[∇ℓ(θ,X)]‖2 ≤ ρ, we have
Ep∗[ℓ(θ,X)− ℓ(θ∗(p∗),X)] = Ep∗[
∫ 1
0
∇ℓ(θ∗(p∗) + t(θ − θ∗(p∗)),X)⊤(θ − θ∗(p∗))dt]
=
∫ 1
0
Ep∗[∇ℓ(θ∗(p∗) + t(θ − θ∗(p∗)),X)]⊤(θ − θ∗(p∗))dt
≤
∫ 1
0
(Er[∇ℓ(θ∗(p∗) + t(θ − θ∗(p∗)),X)]⊤(θ − θ∗(p∗)) + ρ‖θ − θ∗(p∗)‖2)dt
≤ Er[ℓ(θ,X)− ℓ(θ∗(p),X)] + 2Rρ
≤ Er[ℓ(θ,X)− ℓ(θ∗(r),X)] + 2Rρ
≤ 4Rρ. (249)
This shows all distributions that satisfy condition 1 are inside GTV(2Rρ, 4Rρ, η). Thus the popula-
tion information-theoretic limit is 4Rρ if 2ǫ ≤ η < 1.
Now we check that all the distributions that satisfy the second condition are inside GTV(ρ22ξ , 3ρ
2
ξ , η).
For GTV↓ , similar to the previous proof, we have
Er[ℓ(θ
∗(p∗),X) − ℓ(θ∗(r),X)] = Er[
∫ 1
0
∇ℓ(θ∗(r) + t(θ∗(p∗)− θ∗(r)),X)⊤ · (θ∗(p∗)− θ∗(r))dt]
=
∫ 1
0
Er[∇ℓ(θ∗(r) + t(θ∗(p∗)− θ∗(r)),X)]⊤ · (θ∗(p∗)− θ∗(r))dt
≤
∫ 1
0
(Ep∗ [∇ℓ(θ∗(r) + t(θ∗(p∗)− θ∗(r)),X)]⊤ · (θ∗(p∗)− θ∗(r))
+ ρ‖θ∗(p)− θ∗(r)‖2)dt
≤
∫ 1
0
(Ep∗ [∇ℓ(θ∗(r) + t(θ∗(p∗)− θ∗(r)),X)]⊤ · (θ∗(p∗)− θ∗(r)))dt
+ ρ
√
2
ξ
√
Ep∗[ℓ(θ∗(r),X) − ℓ(θ∗(p∗),X)]
= −Ep∗[ℓ(θ∗(r),X)− ℓ(θ∗(p∗),X)] + ρ
√
2
ξ
√
Ep∗[ℓ(θ∗(r),X) − ℓ(θ∗(p∗),X)]
≤ ρ
2
2ξ
. (250)
Here we use the property of strong convexity to get
Ep∗[ℓ(θ
∗(r),X) − ℓ(θ∗(p∗),X)] ≥ ∇Ep∗[ℓ(θ∗(p),X)](θ∗(r)− θ∗(p)) + ξ
2
‖θ∗(r)− θ∗(p)‖22
=
ξ
2
‖θ∗(r)− θ∗(p)‖22. (251)
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For GTV↑ , if Er[ℓ(θ,X)− ℓ(θ∗(r),X)] ≤ ρ
2
2ξ , we have
Ep∗[ℓ(θ,X)− ℓ(θ∗(p∗),X)] = Ep∗[
∫ 1
0
∇ℓ(θ∗(p∗) + t(θ − θ∗(p∗)),X)⊤ · (θ − θ∗(p∗))dt]
=
∫ 1
0
Ep∗[∇ℓ(θ∗(p∗) + t(θ − θ∗(p∗)),X)]⊤ · (θ − θ∗(p∗))dt
≤
∫ 1
0
(Er[∇ℓ(θ∗(p∗) + t(θ − θ∗(p∗)),X)]⊤ · (θ − θ∗(p∗)) + ρ(ǫ)‖θ − θ∗(p∗)‖2)dt
≤ ρ
2
2ξ
+ ρ
√
2
ξ
√
Ep∗[ℓ(θ∗(r),X)− ℓ(θ∗(p∗),X)]. (252)
Solving this inequality, we have
Ep∗[ℓ(θ,X)− ℓ(θ∗(p∗),X)] ≤ (ρ
√
2/ξ + 2ρ
√
1/ξ)2
4
<
3ρ2
ξ
. (253)
This shows any distribution p∗ that satisfies condition 2 are inside GTVpred(ρ
2
2ξ ,
3ρ2
ξ , η). Thus the
population information-theoretic limit is 3ρ
2
ξ assuming 2ǫ ≤ η < 1.
C.7 Proof of Example 3.3
With the choice of B,L, we have
GTV↓ (ρ1, η) = {p | ∀r ≤
p
1− η ,max
(‖Σ−1/2p (µr − µp)‖22/η, ‖Id − Σ−1/2p Er[(X − µp)(X − µp)⊤]Σ−1/2p ‖2) ≤ ρ1},
(254)
GTV↑ (ρ1, ρ2, η) =
{
p | ∀(µ,Σ),∀r ≤ p
1− η ,(
max
(‖Σ−1/2(µr − µ)‖22/η, ‖Id − Σ−1/2Er[(X − µ)(X − µ)⊤]Σ−1/2‖2) ≤ ρ1
⇒ max (‖Σ−1/2p (µp − µ)‖22/η, ‖Id − Σ−1/2p ΣΣ−1/2p ‖2) ≤ ρ2)
}
. (255)
We first show that with appropriate choices of ρ1 and ρ2, GTV↓ (ρ1, η) is a subset of GTV↑ (ρ1, ρ2, η).
It suffices to show that for any p ∈ GTV↓ , any µ,Σ, r ≤ p1−η satisfying max
(‖Σ−1/2(µr −
µ)‖22/η, ‖Id − Σ−1/2Er[(X − µ)(X − µ)⊤]Σ−1/2‖2
) ≤ ρ1, we have
max
(‖Σ−1/2p (µp − µ)‖22/η, ‖Id −Σ−1/2p ΣΣ−1/2p ‖2) ≤ ρ2. (256)
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We first note that
‖Id − Σ−1/2ΣrΣ−1/2‖2 =‖Id − Σ−1/2Er[(X − µr)(X − µr)⊤]Σ−1/2‖2
=‖Id − Σ−1/2Er[(X − µ)(X − µ)⊤]Σ−1/2
+Σ−1/2(µr − µ)(µr − µ)⊤Σ−1/2‖2
≤‖Id − Σ−1/2Er[(X − µ)(X − µ)⊤]Σ−1/2‖2
+ ‖Σ−1/2(µr − µ)(µr − µ)⊤Σ−1/2‖2
=‖Id − Σ−1/2Er[(X − µ)(X − µ)⊤]Σ−1/2‖2
+ ‖Σ−1/2(µr − µ)‖22
≤(1 + η)ρ1. (257)
Thus we have
(1− (1 + η)ρ1)Id  Σ−1/2ΣrΣ−1/2  (1 + (1 + η)ρ1)Id. (258)
From the fact that A  B leads to C⊤AC  C⊤BC and taking C = Σ1/2, we have
(1− (1 + η)ρ1)Σ  Σr  (1 + (1 + η)ρ1)Σ. (259)
Similarly, from p ∈ GTV↓ (ρ1, η)we have
‖Id − Σ−1/2p ΣrΣ−1/2p ‖2 =‖Id − Σ−1/2p Er[(X − µr)(X − µr)⊤]Σ−1/2p ‖2
=‖Id − Σ−1/2p Er[(X − µp)(X − µp)⊤]Σ−1/2p
+Σ−1/2p (µr − µp)(µr − µp)⊤Σ−1/2p ‖2
≤‖Id − Σ−1/2p Er[(X − µp)(X − µp)⊤]Σ−1/2p ‖2
+ ‖Σ−1/2p (µr − µp)(µr − µp)⊤Σ−1/2p ‖2
=‖Id − Σ−1/2p Er[(X − µp)(X − µp)⊤]Σ−1/2p ‖2
+ ‖Σ−1/2p (µr − µp)‖22
≤(1 + η)ρ1. (260)
Thus we have
(1− (1 + η)ρ1)Σp  Σr  (1 + (1 + η)ρ1)Σp. (261)
Combining Equation (259) and (261), we know that
1− (1 + η)ρ1
1 + (1 + η)ρ1
Σp  Σ  1 + (1 + η)ρ1
1− (1 + η)ρ1Σp (262)
When (1 + η)ρ1 ≤ 13 , we have
(1− 3(1 + η)ρ1)Σp  Σ  (1 + 3(1 + η)ρ1)Σp (263)
Thus
‖Id − Σ−1/2p ΣΣ−1/2p ‖2 ≤ 3(1 + η)ρ1. (264)
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Furthermore, we know that
‖Σ−1/2p (µr − µ)‖2 ≤ ‖Σ−1/2p Σ1/2‖2‖Σ−1/2(µr − µ)‖2 ≤
√
(1 + 3(1 + η)ρ1)ηρ1. (265)
From ‖Σ−1/2p (µr − µp)‖2 ≤ √ηρ1, by triangle inequality, we know that
‖Σ−1/2p (µp − µ)‖2 ≤‖Σ−1/2p (µp − µr)‖2 + ‖Σ−1/2p (µr − µ)‖2
≤(
√
1 + 3(1 + η)ρ1) + 1)
√
ηρ1. (266)
Thus
‖Σ−1/2p (µp − µ)‖22/η ≤ (
√
1 + 3(1 + η)ρ1) + 1)
2ρ1 < 6ρ1 (267)
assuming (1+η)ρ1 ≤ 13 . Therefore L(p, (µ,Σ)) = max
(‖Σ−1/2p (µp−µ)‖22/η, ‖Id−Σ−1/2p ΣΣ−1/2p ‖2) ≤
6ρ1 if (1 + η)ρ1 ≤ 13 . By taking ρ2 = 6ρ1, we know that GTV↓ (ρ1, η) ⊂ GTV↑ (ρ1, ρ2, η).
Now we only need to show that for any p that satisfies
sup
v∈Rd,‖v‖2=1
Ep
[
ψ
((v⊤Σ−1/2p (X − µp))2
κ2
)] ≤ 1, (268)
we have p ∈ GTV↓ (ρ1, η) for some ρ1. We view Σ−1/2p X as a random variable. Note that ψ ◦ x2 is
also a Orlicz function. From Lemma A.3, we know that bounded raw ψ norm can imply bounded
central ψ norm. Thus from Lemma C.2 and centering Lemma A.3, for any η < 1/2,
‖Σ−1/2p (µr − µp)‖2 ≤ 2κη
√
ψ−1(1/η), (269)
‖Id − Σ−1/2p Er[(X − µp)(X − µp)⊤]Σ−1/2p ‖2 ≤ 4κ2ηψ−1(1/η). (270)
We have shown that p ∈ GTV↓ (ρ1, η) for ρ1 = 4κ2ηψ−1(1/η). Thus p ∈ GTV(ρ, 6ρ, η) for ρ =
4κηψ−1(1/η) assuming (1 + η)ρ ≤ 13 .
C.8 Proof of Example 3.4
We first show that p ∈ GTV↓ . Note that the condition in GTV↓ can be written as
sup
r≤ p
1−η
‖Ep[M−1/2p XX⊤M−1/2p ]− Er[M−1/2p XX⊤M−1/2p ]‖F ≤ ρ. (271)
Recall that we define Y =M
−1/2
p X. We flatten Y Y T as a vector Y ⊗2. Then p ∈ GTV↓ is equivalent
to requiring that the distribution of Y ⊗2 is inside set GTVmean. By Lemma C.2, we know that from the
given assumption in (30), the distribution of Y ⊗2 is inside GTVmean(4κηψ−1( 1η ), η) for all η ∈ [0, 1/2),
we know that the LHS of above equation can be controlled with ρ = 4κǫψ−1(1ǫ ).
Now we validate that GTV↓ (ρ, η) ⊂ GTV↑ (2ρ(1 + ρ), η). By p ∈ G↓ and the condition in G↑, we
have
‖I −M−1/2p MrM−1/2p ‖F ≤ ρ, (272)
‖I −M−1/2MrM−1/2‖F ≤ ρ (273)
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From the first bound, we know that ‖M−1/2p M1/2r ‖22 ≤ 1 + ρ. We bound the term:
‖I −M−1/2p MM−1/2p ‖F = ‖M−1/2p M1/2r (M−1/2r MpM−1/2r −M−1/2r MM−1/2r )M1/2r M−1/2p ‖F
≤ ‖M−1/2p M1/2r ‖22‖M−1/2r MpM−1/2r −M−1/2r MM−1/2r ‖F
≤ ‖M−1/2p M1/2r ‖22
(
‖I −M−1/2r MpM−1/2r ‖F + ‖I −M−1/2r MM−1/2r ‖F
)
≤ 2ρ(1 + ρ). (274)
It can be seen from Theorem 3.1 that when the perturbation level is ǫ, the population limit for this
set is upper bounded by 8κǫψ−1( 12ǫ)
(
1 + 4κǫψ−1( 12ǫ)
)
.
C.9 Further discussion on robust classification
We study the sufficient conditions that can ensure a distribution is in GTV in Definition 3.1 where
L(p, θ) = Ep[1(Y X
⊤θ ≤ 0)] is the zero-one loss function for linear classification, where (X,Y ) ∈
Rd×{−1, 1}. We always assume that we have augmented X by an additional dimension of constant
1 to avoid the non-zero offset term in the classifier.
C.9.1 Bridge function B(p, θ) is zero-one loss and linearly separable case
We first consider the setting that B(p, θ) = L(p, θ) = Ep[1(Y X
⊤θ ≤ 0)]. Assume θ ∈ Θ = {θ ∈
R
d : ‖θ‖2 ≤ 1}. We consider the special case of ρ1 = ρ2 = 0 in Definition 3.1:
GTV↓ (0, η) , {p | sup
r≤ p
1−η
Er[1(Y X
⊤θ∗(p) ≤ 0)] ≤ 0}, (275)
GTV↑ (0, 0, η) , {p | ∀θ ∈ Θ,∀r ≤
p
1− η ,
(
Er[1(Y X
⊤θ ≤ 0)] ≤ 0⇒ Ep[1(Y X⊤θ ≤ 0)] ≤ 0
)
}, (276)
where θ∗(p) = argminθ∈Θ Ep[1(Y X⊤θ ≤ 0)].
We investigate the sufficient conditions that imply p ∈ GTV↓ (0, η) ∩ GTV↑ (0, 0, η).
Proposition C.1. Suppose distribution p of (X,Y ) ∈ Rd×{−1, 1} satisfies the following properties:
• (X,Y ) is linearly separable under p;
• There does not exist θ ∈ Θ such that Pp(Y X⊤θ ≤ 0) ∈ (0, η].
Then, p ∈ GTV↓ (0, η) ∩ GTV↑ (0, 0, η) defined in (275) and (276).
Proof. If (X,Y ) is linearly separable under p, then
Ep[1(Y X
⊤θ∗(p) ≤ 0)] = 0. (277)
Thus, for any r ≤ p1−η ,
Er[1(Y X
⊤θ∗(p) ≤ 0)] ≤ 1
1− ηEp[1(Y X
⊤θ∗(p) ≤ 0)] = 0, (278)
which shows that p being linearly separable implies that p ∈ GTV↓ (0, η). It suffices to check that
p ∈ GTV↑ . We need to show that for any θ and any r ≤ p1−η , Er[1(Y X⊤θ ≤ 0)] ≤ 0 implies
Ep[1(Y X
⊤θ ≤ 0)] ≤ 0.
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For any θ ∈ Rd, ‖θ‖2 = 1, by assumption only two situations will occur: Ep(1(Y X⊤θ ≤ 0)) = 0
or Ep(1(Y X
⊤θ ≤ 0)) > η. If we observe Er[1(Y X⊤θ ≤ 0)] = 0, then there must be Ep[1(Y X⊤θ ≤
0)] = 0 since deletion would at most decrease the cost by η.
Intuitively, the second sufficient condition guarantees that deleting η fraction of mass cannot
decrease the loss from non-zero to zero. It is also necessary: if there exists some θ such that
Ep(1(Y X
⊤θ ≤ 0)) ∈ (0, η], then the adversary can delete all the mass with 1(Y X⊤θ ≤ 0) to
construct a linearly separable distribution, then the implication in GTV↑ would fail.
However, the second sufficient condition is in general hard to be satisfied for continuous dis-
tributions in high dimensions: one can always rotate θ to satisfy Pp(Y X
⊤θ ≤ 0) ∈ (0, η] since we
know Pp(Y X
⊤θ∗(p) ≤ 0) = 0 and Pp(Y X⊤(−θ∗(p)) ≤ 0) = 1. In next section, we change B to
hinge loss and show that the corresponding sufficient condition can be easier to satisfy.
C.9.2 Bridge function B(p, θ) is hinge loss
Take B(p, θ) = Ep[max(0, 1 − Y X⊤θ)], L(p, θ) = Ep[1[Y X⊤θ ≤ 0]]. Assume θ ∈ Θ = {θ ∈ Rd :
‖θ‖2 ≤ 1}. The set GTV(ρ1, ρ2, η) is defined as GTV↓ (ρ1, η) ∩ GTV↑ (ρ1, ρ2, η), where
GTV↓ (ρ1, η) = {p | sup
r≤ p
1−η
Er[max(0, 1 − Y X⊤θ∗(p))] ≤ ρ1}. (279)
GTV↑ (ρ1, ρ2, η) = {p | ∀θ ∈ Θ,∀r ≤
p
1− η ,
(
Er[max(0, 1 − Y X⊤θ)] ≤ ρ1 ⇒ Pp(Y X⊤θ ≤ 0) ≤ ρ2}
)
,
(280)
where θ∗(p) = argminθ∈Θ Ep[max(0, 1 − Y X⊤θ)].
We investigate the sufficient conditions for a distribution to be inside G(ρ1, ρ2, η) as follows,
Proposition C.2. Suppose distribution p of (X,Y ) ∈ Rd×{−1, 1} satisfies the following properties:
• Ep[max(0, 1 − Y X⊤θ∗(p))] ≤ (1− η)ρ1.
• ∀θ ∈ Θ, (Pp(Y X⊤θ ≤ 12) ≤ η + 2(1 − η)ρ1 ⇒ Pp(Y X⊤θ ≤ 0) ≤ ρ2) .
Then, p ∈ GTV(ρ1, ρ2, η) defined in (279) and (280).
Proof. We first show that p ∈ GTV↓ . For any r ≤ p1−η , we have
Er[max(0, 1−X⊤θ∗(p))] ≤ Ep[max(0, 1 −X
⊤θ∗(p))]
1− η (281)
≤ (1− η)ρ1
1− η (282)
= ρ1, (283)
which implies that p ∈ GTV↓ (ρ1, η).
Next we show that p ∈ GTV↑ . Assume there exists some θ ∈ Θ and r ≤ p1−η such that
Er[max(0, 1 − Y X⊤θ)] ≤ ρ1. Then we claim that Pp(Y X⊤θ ≤ 12 ) ≤ η + 2(1 − η)ρ1 must hold.
If it does not hold, then Pp(Y X
⊤θ ≤ 12 ) > η + 2(1− η)ρ1 would imply that Pr(Y X⊤θ ≤ 12) > 2ρ1.
Therefore Er[max(0, 1 − Y X⊤θ)] > ρ1, which contradicts the assumption.
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Here the first condition is a standard assumption on the margin, and the second condition can
be verified by the following condition: for any fixed θ ∈ Θ, denote Z = Y X⊤θ, and the left ρ2
quantile of Z as q, then as long as the following inequality holds, the second condition holds:
Pp(Z ∈ [q, q + 1/2]) ≥ η + 2(1 − η)ρ1. (284)
When XY is isotropic Gaussian distribution, the above conditions are satisfied for certain param-
eters.
In robust classification case, since the target loss function is zero-one loss, the robust error
would be at most ǫ given ǫ perturbation in total variation. Thus one needs more stringent results
for robustness to make the guarantee meaningful. Here our condition on concentration allows ρ2
to be 0, which provides strong guarantee for the classification error.
Remark C.3. In the literature of robust classification (Klivans et al., 2009; Awasthi et al., 2014;
Diakonikolas et al., 2018c), it is usually assumed that PX instead of PX|Y satisfies some nice con-
centration properties. However, one can easily create a toy example where PX|Y=1 and PX|Y=−1
are well separated and satisfy our sufficient conditions, but PX does not have good concentration
property.
C.9.3 Estimating Chow-parameters implies robust classification under polynomial
threshold function
As another example under our framework of GTV, it is proposed in (Diakonikolas et al., 2018c,
Lemma 3.4) that with appropriate estimate of Chow-parameters, one can guarantee certain level of
classification accuracy if the classification function is the sign of some degree-d polynomial threshold
functions f(x). Thus the classification problem can be reduced to robustly estimating the mean
of Ep∗ [f(X)t(X)] where t(x) is one of the polynomial functions with degree at most d. Thus the
result can be incorporated into our framework when B measures the loss in estimating the Chow
parameters, and L is the classification zero-one loss, and the conditions in (Diakonikolas et al.,
2018c) serves as sufficient conditions for p∗ being inside GTV.
D Related discussions and remaining proofs in Section 4
D.1 Key Lemmas
The following lemma produces an upper bound on |E[g(X) − g(Y )]|.
Lemma D.1. Assume we are given two distributions p, q, some function g : R 7→ R, some non-
negative cost function c(x, y) and some Orlicz function ψ in Definition 2.2. For any coupling πp,q
between p, q such that X ∼ p, Y ∼ q, and any σ > 0, we have
|E[g(X) − g(Y )]| ≤ σEπp,q [c(X,Y )]ψ−1
Eπp,q
[
c(X,Y )ψ
( |g(X)−g(Y )|
σc(X,Y )
)]
Eπp,q [c(X,Y )]
 , (285)
where ψ−1 is the (generalized) inverse function of ψ defined in (14).
We remark here that the left-hand side of the conclusion does not depend on the coupling πp,q,
so one can take the infimum over all couplings on the right-hand side.
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Proof. We omit the π in the subscript in E. Applying Jensen’s inequality to the new measure
c(X,Y )
E[c(X,Y )]dπp,q,
ψ
(∣∣∣∣E[g(X) − g(Y )]σE[c(X,Y )]
∣∣∣∣) = ψ(∣∣∣∣E [ c(X,Y )E[c(X,Y )] · g(X) − g(Y )σc(X,Y )
]∣∣∣∣)
≤ E
[
c(X,Y )
E[c(X,Y )]
ψ
( |g(X) − g(Y )|
σc(X,Y )
)]
=
E
[
c(X,Y )ψ
( |g(X)−g(Y )|
σc(X,Y )
)]
E[c(X,Y )]
. (286)
It implies that
|E[g(X) − g(Y )]| ≤ σE[c(X,Y )]ψ−1
E
[
c(X,Y )ψ
( |g(X)−g(Y )|
σc(X,Y )
) ]
E[c(X,Y )]
 . (287)
With this lemma, we show that bounded Orlicz norm implies resilience for k-th moment esti-
mation under W1 perturbation.
D.2 Wc,k-Resilient Set Design for L = WF
Recall that in Section 3.1, we design GTVmean as that the means of any friendly perturbation distri-
bution and the original distribution are close, and extend the idea to arbitrary WF pseudonorm
in (152). Since we have already defined friendly perturbation for Wc,k, we similarly define GWc,kWF as
that the WF pseudonorm between any friendly perturbation distribution and the original distribu-
tion is close. Concretely, given L =WF defined in (151) , the set GWc,kWF can be defined as
Definition D.1 (GWc,kWF (ρ, η)). Assume Assumption 4.1 holds. We define
GWc,kWF (ρ, η) = {p | sup
f∈F ,r∈F(p,η,Wc,k,f)
Er[f(X)]− Ep[f(X)] ≤ ρ}. (288)
If c(x, y) = 1(x 6= y) and k = 1, then Wc,k reduces to TV, and one can show that the resilient
set GWc,kWF (ρ, η) defined in (288) reduces to that in (152) in the TV case. The reason is that these
two definitions of resilient sets share the same worst case perturbed Er[f(X)]: it is always to either
delete the largest (or smallest) ǫ probability mass of f(X), or to move the largest (or smallest) ǫ
probability mass to the Er[f(X)]. Similar to TV case, we can show that the design of GWc,kWF is not
too big such that its population limit can be controlled, and not too small such that some usual
non-parametric assumptions such as bounded k-th moment implies being in the set.
Not too big. Similar to TV perturbation case, we show that GWc,kWF has controllable population
limit by upper bounding its modulus of continuity.
Theorem D.1. Assume Assumption 4.1 holds. The modulus of continuity m in (18) for GWc,kWF (ρ, η)
is bounded above as m(GWc,kWF (ρ, η), 2ǫ) ≤ 2ρ for any 2ǫ ≤ η.
33
Proof. The modulus is defined as
sup
(p1,p2):Wc,k(p1,p2)≤2ǫ,
p1∈G
Wc,k
WF
(ρ,η),p2∈G
Wc,k
WF
(ρ,η)
WF (p1, p2). (289)
By Lemma 4.1, for any f ∈ F , we are able to pick r such that Wc,k(p1, r) ≤ 2ǫ, Wc,k(p2, r) ≤ 2ǫ,
and r ∈ F(p1, 2ǫ,Wc,k, f)
⋂
F(p2, 2ǫ,Wc,k, f) is a friendly perturbation for both p1 and p2. Take
8
f∗ ∈ argmax
f∈F
Ep1 [f(X)]− Ep2 [f(X)]. (290)
From p1, p2 ∈ GWc,kWF (ρ, η) and the symmetricity of F , we know that for any 2ǫ ≤ η,
Ep1[f
∗(X)] − Er[f∗(X)] ≤ ρ, (291)
Er[f
∗(X)] − Ep2[f∗(X)] ≤ ρ. (292)
Combining the two equations together gives us
Ep1 [f
∗(X)]− Ep2 [f∗(X)] ≤ 2ρ. (293)
This shows that WF (p1, p2) ≤ 2ρ.
Not too small. To see the generality of the design, we study a special case of estimating k-th
moment under W1 (Definition 2.1) perturbation.
Taking F = {f | X 7→ ξ|v⊤X|2, v ∈ Rd, ‖v‖ = 1, ξ ∈ {±1}}, Wc,k = W1 in Equation (288), one
can check that Assumption 4.1 holds. The set GW1WF becomes
GW1WF (ρ, η) = {p | sup
v∈Rd,‖v‖=1,r∈F(p,η,W1,|v⊤X|k)
|Ep[|v⊤X|2]− Er[|v⊤X|2]| ≤ ρ}. (294)
D.3 Proof of Example 4.1
We show a stronger statement of k-th moment estimation here.
Example D.1 (Bounded Orlicz norm implies resilience for k-th moment estimation under W1
perturbation). For k > 1, taking F = {f | X 7→ ξ|v⊤X|k, v ∈ Rd, ‖v‖ = 1, ξ ∈ {±1}}, Wc,k = W1
in Equation (288), one can check that Assumption 4.1 holds. The set GW1WF becomes
GW1WF (ρ, η) = {p | sup
v∈Rd,‖v‖=1,r∈F(p,η,W1,|v⊤X|k)
|Ep[|v⊤X|k]− Er[|v⊤X|k]| ≤ ρ}. (295)
Assume that there exists some Orlicz function ψ as is defined in Definition 2.2 and ψ satisfies
ψ(x) ≥ x,∀x ≥ 1. Denote ψ˜(x) = xψ(kxk−1). We assume that
sup
v∈Rd,‖v‖=1
Ep
[
ψ˜
( |v⊤X|
σ
)]
≤ 1. (296)
Then,
p ∈ GW1WF (σk−1ηψ−1(
2σ
η
), η),∀η < min(σ/2k, 2σ/ψ(max(k, 8))), (297)
where ψ−1 is the (generalized) inverse of ψ defined in (14).
8If the argmax is not achievable, we can take a sequence of f∗i such that Ep1 [f
∗
i (X)] − Ep2 [f
∗
i (X)] goes to the
maximum value as i→ +∞.
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Proof. From the fact that r ∈ F(p, η,W1, |v⊤X|k), we know that for any coupling πp,r that makes
r friendly perturbation, we have
sup
v∈Rd,‖v‖2=1
Eπp,r |v⊤(X − Y )| ≤ Eπp,r sup
v∈Rd,‖v‖2=1
|v⊤(X − Y )| ≤ η. (298)
For any fixed v ∈ Rd, ‖v‖2 = 1, we claim that the worst perturbation only happens when for any
(x, y) ∈ supp(πp,r), |v⊤x|k ≥ |v⊤y|k or for any (x, y) ∈ supp(πp,r), |v⊤x|k ≤ |v⊤y|k. If it is not one
of the two cases, we can always remove the movement from x to y that decreases or increases g to
make |Eπ[|v⊤X|k − |v⊤Y |k]| larger without increasing Eπ‖X − Y ‖.
Thus we can assume for any (x, y) ∈ supp(πp,r), |v⊤x|k ≥ |v⊤y|k or for any (x, y) ∈ supp(πp,r),
|v⊤x|k ≤ |v⊤y|k. For the first case, by Lemma D.1, we bound the worst case perturbation as
follows. For any v ∈ Rd, ‖v‖2 = 1,
|E(X,Y )∼πp,r [|v⊤X|k − |v⊤Y |k]| ≤ σk−1Eπp,r [|v⊤(X − Y )|]ψ−1
Eπp,r
[
|v⊤(X − Y )|ψ
(∣∣∣ |v⊤X|k−|v⊤Y |kσk−1v⊤(X−Y ) ∣∣∣) ]
Eπp,r [|v⊤(X − Y )|]

≤ σk−1ηψ−1
Eπp,r
[
|v⊤(X − Y )|ψ
(∣∣∣ |v⊤X|k−|v⊤Y |kσk−1v⊤(X−Y ) ∣∣∣) ]
η
 (299)
≤ σk−1ηψ−1
Eπp,r
[
|v⊤(X − Y )|ψ
(∣∣∣k|v⊤X|k−1σk−1 ∣∣∣) ]
η
 (300)
≤ σk−1ηψ−1
Eπp,r
[
2|v⊤X|ψ
(∣∣∣k|v⊤X|k−1σk−1 ∣∣∣) ]
η
 (301)
= σk−1ηψ−1
Ep
[
2|v⊤X|ψ
(∣∣∣k|v⊤X|k−1σk−1 ∣∣∣) ]
η
 (302)
≤ σk−1ηψ−1(2σ
η
). (303)
Here Equation (299) comes from the fact that xψ−1(C/x) is a non-decreasing function of x for the
region [0,+∞) for any σ > 0 (Lemma A.1). Equation (300) uses the fact that for any (x, y) ∈
supp(πp,r), |v⊤x| ≥ |v⊤y|. Equation (303) is from the assumption in (296).
Otherwise, for any (x, y) ∈ supp(πp,r), |v⊤x|k ≤ |v⊤y|k, by Lemma D.1, we bound the worst
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case perturbation as follows:
|E(X,Y )∼πp,r [|v⊤X|k − |v⊤Y |k]| ≤ σk−1ηψ−1
Eπp,r
[
|v⊤(X − Y )|ψ
(∣∣∣ |v⊤X|k−|v⊤Y |kσk−1v⊤(X−Y ) ∣∣∣) ]
η

≤ σk−1ηψ−1
Eπp,r
[
|v⊤(X − Y )|ψ
( |v⊤Y |k−|v⊤X|k
σk−1v⊤(X−Y )
) ]
η

≤ σk−1ηψ−1
Eπp,r
[
|v⊤(X − Y )|ψ
(
k|v⊤Y |k−1
σk−1
) ]
η
 . (304)
For any (x, y) ∈ supp(πp,r), x 6= y, we have |v⊤y|k ≤ E[|v⊤Y |k] from the definition of friendly
perturbation. Thus
E(X,Y )∼πp,r [|v⊤Y |k − |v⊤X|k] ≤ σk−1ηψ−1
Eπp,r
[
|v⊤(X − Y )|ψ
(
k(E[|v⊤Y |k]1−1/k)
σk−1
) ]
η

= σk−1ηψ−1
ηψ
(
k(E[|v⊤Y |k]1−1/k)
σk−1
)
η

= kηE[|v⊤Y |k]1−1/k. (305)
If E[|v⊤Y |k] ≤ σk, we have E(X,Y )∼πp,r [|v⊤Y |k − |v⊤X|k] ≤ kσk−1η. Otherwise we further upper
bound it to get
E(X,Y )∼πp,r [|v⊤Y |k − |v⊤X|k] ≤ kσk−1ηE
[∣∣∣∣v⊤Yσ
∣∣∣∣k
]
. (306)
Solving the inequality, we know that when η < σ/k,
E[|v⊤Y |k] ≤ E[|v
⊤X|k]
1− kη/σ . (307)
Now we bound the term E[|v⊤X|k]. When k|v⊤x|k−1/σk−1 ≤ 1, we have |v⊤x|k ≤ σk/kk/(k−1).
When k|v⊤x|k−1/σk−1 > 1, by assumption ψ(x) ≥ x,∀x ≥ 1, we have |v⊤x|k ≤ σk−1|v⊤x|k ψ(k|v
⊤X|k−1
σk−1
).
E[|v⊤X|k] ≤ σ
k
kk/(k−1)
+
σk−1E[|v⊤X|ψ(k|v⊤X|k−1
σk−1
)]
k
≤ σ
k
kk/(k−1)
+
σk
k
≤ 2σ
k
k
. (308)
Thus combining Equation (305) and (307), we have if η < σ/2k,
E[|v⊤Y |k]− E[|v⊤X|k] ≤ kηE[|v⊤Y |k]1−1/k ≤ kη
(
E[|v⊤X|k]
1− kη/σ
)1−1/k
≤ kη
(
2σk
k(1− kη/σ)
)1−1/k
≤ 8σk−1η.
(309)
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Combining the two cases, we know that the movement is upper bounded by max(σk−1ηψ−1(2ση ),max(k, 8)σ
k−1η)
when η < σ/2k. Thus for η < min(σ/2k, 2σ/ψ(max(k, 8))), we have p ∈ GW1WF (σk−1ηψ−1(2ση ), η).
We remark here that the above proof also applies to the case when we requires r ∈ F(p, η,W1, |v⊤X|)
instead of r ∈ F(p, η,W1, |v⊤X|k). The only difference to note is in above (305) where we need to
apply Jensen’s inequality to derive |v⊤y|k ≤ (E[|v⊤Y |])k ≤ E[|v⊤Y |k]. This proves to be crucial in
finite sample algorithm design in Section 6.
D.4 Proof of Lemma 4.1
Given any two points x and y, without loss of generality we assume f(x) ≤ f(y), define
sxy(u) =

min(f(x), f(y)), u ≤ min(f(x), f(y))
u, u ∈ [f(x), f(y)]
max(f(x), f(y)), u ≥ max(f(x), f(y)).
(310)
If we imagine u increasing from −∞ to +∞, we can think of sxy as a “slider” that tries to be
as close to u as possible while remaining between f(x) and f(y).
By Assumption 4.1, there must exist some point z such that max(ck(x, z), ck(z, y)) ≤ ck(x, y)
and f(z) = sxy(u). Call this point zxy(u).
Given a coupling π(x, y) from p1 to p2, if we map y to zxy(u), we obtain a coupling π1(x, z)
to some distribution r(u), which by construction satisfies the monotonicity property, except that
it is relative to u rather than the mean µ(u) = EX∼r(u)[f(X)]. However, note that u − µ(u) is a
continuous, monotonically non-decreasing function (since u− sxy(u) is non-decreasing) that ranges
from −∞ to +∞. It follows that there is a point with µ(u) = u, in which case r(u) satisfies the
monotonicity property with respect to µ(u).
Moreover, E(X,Z)∼π1 [c
k(X,Z)] ≤ E(X,Y )∼π[ck(X,Y )] = W kc,k(p1, p2). The coupling π1 therefore
also has small enough cost, and so satisfies all of the properties required in Lemma 4.1.
To finish, we need to construct π2; but this can be done by taking the reverse coupling from y
to zxy(u), which satisfies the required properties by an identical argument as above.
D.5 Proof of Theorem 4.3
Proof. It suffices to upper bound the modulus
sup
(p1,p2):Wc,k(p1,p2)≤2ǫ,
p1∈GWc,k (ρ1,ρ2),p2∈GWc,k (ρ1,ρ2)
L(p2, θ
∗(p1)). (311)
Note that 2ǫ ≤ η. It follows from the condition that p1 ∈ GWc,k(ρ1, ρ2) ⊂ GWc,k↓ (ρ1) that
sup
f∈Fθ∗(p1),r∈F(p1,2ǫ,Wc,k,f)
Er[f(X)]−B∗(f, θ∗(p1)) ≤ ρ1. (312)
By Lemma 4.1, for any f ∈ Fθ∗(p1), we are able to pick r such thatWc,k(p1, r) ≤ 2ǫ,Wc,k(p2, r) ≤ 2ǫ,
and r ∈ F(p1, 2ǫ,Wc,k, f)
⋂
F(p2, 2ǫ,Wc,k, f) is a friendly perturbation for both p1 and p2, which
implies that
sup
f∈Fθ∗(p1)
inf
r∈F(p2,2ǫ,Wc,k,f)
Er[f(X)]−B∗(f, θ∗(p1)) ≤ ρ1. (313)
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It then follows from p2 ∈ GWc,k(ρ1, ρ2) ⊂ GWc,k↑ (ρ1, ρ2) that
L(p2, θ
∗(p1)) ≤ ρ2. (314)
D.6 Proof of reduction from GWc,k to GWc,kWF
We prove here that by taking B = L = WF , ρ1 = ρ, ρ2 = 2ρ in Equation (40), we can recover the
definition of GWc,kWF .
Proof. Here we identify θ as q, and and take Fθ = F for any θ. Under the choices of B, ρ1,
we have GWc,kWF = G
Wc,k
↓ . We only need to show that under the choices of ρ1, ρ2, B, L, we have
GWc,k↓ (ρ, η) ⊂ G
Wc,k
↑ (ρ, 2ρ, η). For any p ∈ G
Wc,k
↓ , we have
sup
f∈F ,r∈F(p,η,Wc,k,f)
Er[f(X)]− Ep[f(X)] ≤ ρ. (315)
Note that the condition p ∈ GWc,k↑ is equivalent to that for any q, we have(
sup
f∈F
inf
r∈F(p,η,Wc,k,f)
Er[f(X)]− Eq[f(X)] ≤ ρ
)
⇒ sup
f∈F
Ep[f(X)]− Eq[f(X)] ≤ 2ρ. (316)
Now it suffices to show that for any p ∈ GWc,k↓ (ρ, η), we have p ∈ G
Wc,k
↑ (ρ, 2ρ, η).
Assume p ∈ GWc,k↓ (ρ, η). For any q that satisfies the LHS condition in Equation (316). Then we
know for any f ∈ F , there exists some r ∈ F(p, ǫ,Wc,k, f) with Er[f(X)]−Eq[f(X)] ≤ ρ, denote by
f∗ the function that satisfies 9
sup
f∈F
Ep[f(X)]− Eq[f(X)] = Ep[f∗(X)] − Eq[f∗(X)]. (317)
Denote by r∗ the friendly perturbation in F(p, ǫ,Wc,k, f∗). We have Er[f∗(X)] − Eq[f∗(X)] ≤ ρ.
Then,
sup
f∈F
Ep[f(X)]− Eq[f(X)] = Ep[f∗(X)]− Eq[f∗(X)] (318)
≤ Ep[f∗(X)]− Er∗ [f∗(X)] + Er∗ [f∗(X)]− Eq[f∗(X)] (319)
≤ 2ρ. (320)
Hence, we have shown that GWc,k↓ (ρ, η) ⊂ G
Wc,k
↑ (ρ, 2ρ, η). Proof is completed.
9For any a > 0, there always exists some f∗ such that Ep[f
∗(X)]− Eq [f
∗(X)] ≥ supf∈F Ep[f(X)]− Eq[f(X)]− a.
The following steps can go through using this limiting argument if the supremum is not attained.
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D.7 Proof for Example 4.2
Proof. We know that GW1 = GW1↓ (ρ1, η)
⋂ GW1↑ (ρ1, ρ2, η), where
GW1↓ (ρ1, η) = {p | sup
r∈F(p,η,Wc,k,|X⊤θ∗(p)−Y |2)
Er[(X
⊤θ∗(p)− Y )2] ≤ ρ1}, (321)
GW1↑ (ρ2) =
{
p |∀τ ≥ 0,∀θ ∈ Θ,∀r ∈ F(p, η,Wc,k, |X⊤θ − Y |),
(
Er[(X
⊤θ − Y )2] ≤ ρ1 ⇒ Ep[(X⊤θ − Y )2] ≤ ρ2
)}
. (322)
We first show that Ep∗[|Xσ |ψ(|2Xσ |)] ≤ 1 implies Ep∗ [X2] ≤ 2σ2. Note that Ep∗[|Xσ |ψ(|2Xσ |)] ≤ 1
is equivalent to
1 ≥ Pp∗(|X| ≤ σ)Ep∗ [|X
σ
|ψ(|X
σ
|) | |X| ≤ σ] + Pp∗(|X| > σ)Ep∗ [|X
σ
|ψ(|X
σ
|) | |X| > σ]
≥ Pp∗(|X| > σ)Ep∗ [X2/σ2 | |X| > σ], (323)
since ψ(x) ≥ x for x ≥ 1. Thus we have
Ep∗ [X
2/σ2] = Pp∗(|X| ≤ σ)Ep∗[X2/σ2 | |X| ≤ σ] + Pp∗(|X| > σ)Ep∗ [X2/σ2 | |X| > σ]
≤ 2. (324)
Denote Z = Y − X⊤θ∗(p∗). Then X ′ = [X,Z], and Ep∗[Z2] ≤ 2σ2. Furthermore, since
X ′ = [X,Y −X⊤θ∗(p)], for any two distributions p1, p2 defined on (X,Y ) space withW1(p1, p2) ≤ η,
converting them to X ′ space to derive p˜1, p˜2 would give W1(p˜1, p˜2) ≤ η
√
R2 + 2.
From the same proof as in second moment estimation (Example 4.1) we know that the condition
in (43) implies that
sup
v∈Rd+1,‖v‖2=1,r∈F(p∗,ǫ,Wc,k,|v⊤X′|2)
|Ep∗ [(v⊤X ′)2]− Er[(v⊤X ′)2]| ≤ ση
√
2R2 + 4ψ−1(2σ/(η
√
R2/2 + 1)),
(325)
assuming η
√
R2/2 + 1 < min(σ/4, 2σ/ψ(8)). By setting the last element of v as 1 and all others
as 0, we have p∗ ∈ GWc,k↓ (ρ1, η) where ρ1 = σ2 + ση
√
2R2 + 4ψ−1(2σ/(η
√
R2/2 + 1)).
Now we show that p∗ ∈ GWc,k↓ . Note that for any θ, we know that
X⊤θ − Y = X⊤(θ − θ∗(p∗)) + (X⊤θ∗(p∗)− Y ) = X⊤(θ − θ∗(p∗)) + Z = v⊤X ′ ·
√
‖θ − θ∗(p∗)‖22 + 1
≤ v⊤X ′ ·
√
4R2 + 1. (326)
where v is the unit vector in the direction of (θ− θ∗(p∗), 1). Since friendly perturbation is invariant
to scaling, this gives us
sup
θ∈Θ,r∈F(p∗,η,Wc,k,|X⊤θ−Y |2)
|Ep∗ [(X⊤θ − Y )2]− Er[(X⊤θ − Y )2]| ≤ ση
√
(2R2 + 4)(4R2 + 1)ψ−1(2σ/(η
√
R2/2 + 1)).
(327)
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Thus we know that if Er[(X
⊤θ − Y )2] ≤ ρ1, we have
Ep∗[(X
⊤θ − Y )2] ≤ σ2 + ση
√
2R2 + 4ψ−1(2σ/(η
√
R2/2 + 1)) + ση
√
(2R2 + 4)(4R2 + 1)ψ−1(2σ/(η
√
R2/2 + 1))
≤ σ2 + (2R+ 2)ση
√
2R2 + 4ψ−1(2σ/(η
√
R2/2 + 1)). (328)
assuming η
√
R2/2 + 1 < 2σ/ψ(8). Thus we have p∗ ∈ GW1(σ2+ση√2R2 + 4ψ−1(2σ/(η√R2/2 + 1)), σ2+
(2R + 2)ση
√
2R2 + 4ψ−1(2σ/(η
√
R2/2 + 1)), η).
D.8 Necessity of compactness assumption in Example 4.2
To show that the necessity of compactness assumption ‖θ‖2 ≤ R, we provide a lower bound for W1
linear regression question.
Theorem D.2. Taking B(p, θ) = L(p, θ) = Ep[(Y − X⊤θ)2] in (40). Denote G a set of two-
dimensional distributions:
G = {p | (X,Y ) ∼ p, Y = X⊤θ, |θ| ≤ R,Ep[|X|3] ≤ 1.} (329)
Then the population information theoretic limit is lower bounded:
sup
p
inf
θ(p)
sup
p∗∈G,W1(p∗,p)≤ǫ
Ep∗[(Y −X⊤θ(p))2] ≥ R2ǫ2/4. (330)
As R→ +∞, the limit goes to +∞.
Proof. Consider (X,Y ) ∼ p1, with probability 1/2, (X,Y ) = (ǫ/2, Rǫ/2), with probability 1/2,
(X,Y ) = (−ǫ/2,−Rǫ/2), and another (X,Y ) ∼ p2, with probability 1/2, (X,Y ) = (−ǫ/2, Rǫ/2),
with probability 1/2, (X,Y ) = (ǫ/2,−Rǫ/2). Then W1(p1, p2) ≤ ǫ. We have
sup
p
inf
θ(p)
sup
p∗∈G,W1(p∗,p)≤ǫ
Ep∗ [(Y −X⊤θ(p))2] ≥ inf
θ(p1)
sup
p∗∈G,W1(p∗,p1)≤ǫ
Ep∗ [(Y −X⊤θ(p1))2]
≥ inf
θ(p1)
1
2
(Ep1 [(Y −X⊤θ(p1))2] + Ep2 [(Y −X⊤θ(p1))2])
= inf
θ
1
2
((Rǫ/2− θǫ/2)2 + (Rǫ/2 + θǫ/2)2))
≥ R2ǫ2/4. (331)
E Related discussions and remaining proofs in Section 5
E.1 Finite sample analysis for T˜VH projection to GTVWF in (152)
We now present a theorem for robust learning with loss function WF .
Theorem E.1. Choose some symmetric H ⊂ F such thatWH(p, q) ≥ 12WF (p, q),∀p, q ∈ GTVWF (ρ(ǫ˜), ǫ˜).
Denote ǫ˜ = 2ǫ+
√
2 ln(2|H|/δ)
n . Assume p
∗ ∈ GTVWF (ρ(ǫ˜), ǫ˜) and the oblivious corruption model of level
ǫ with TV perturbation. Denote the empirical distribution of observed data as pˆn. Let q denote the
output of the projection algorithm Π(pˆn; T˜VH,GTV) or Π(pˆn; T˜VH,GTV, ǫ˜/2). Then, with probability
at least 1− δ,
WF (p∗, q) ≤ 4ρ
(
2ǫ+
√
2 ln(2|H|/δ)
n
)
. (332)
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Proof. The ǫ˜ bound follows from Proposition 5.1 and Lemma 5.1. Now we upper bound the
modulus:
sup
p1,p2∈GTVWF (ρ(ǫ˜),ǫ˜):T˜VH(p1,p2)≤ǫ˜
WF (p1, p2) ≤ 4ρ(ǫ˜). (333)
The condition that T˜VH(p1, p2) ≤ ǫ˜ implies that for any h ∈ H,
sup
t∈R
|Pp1 [h(X) ≥ t]− Pp2 [h(X) ≥ t]| ≤ ǫ˜. (334)
Take h = argmaxh∈H Ep1 [h(X)] − Ep2 [h(X)], hence Ep1[h(X)] − Ep2 [h(X)] = WH(p1, p2). It
follows from Lemma 5.2 that there exist some rp1 ≤ p11−ǫ˜ , rp2 ≤ p21−ǫ˜ such that
Erp1
[h(X)] ≤ Erp2 [h(X)]. (335)
Furthermore, from p1, p2 ∈ GTVWF (ρ(ǫ˜), ǫ˜),H ⊂ F , we have
Ep1 [h(X)] − Erp1 [h(X)] ≤ ρ(ǫ˜), (336)
Erp2
[h(X)] − Ep2 [h(X)] ≤ ρ(ǫ˜). (337)
Then,
WH(p1, p2) = Ep1[h(X)] − Ep2[h(X)] (338)
= Ep1[h(X)] − Erp1 [h(X)] + Erp1 [h(X)] − Erp2 [h(X)] + Erp2 [h(X)] − Ep2 [h(X)] (339)
≤ 2ρ(ǫ˜), (340)
which implies that WF (p1, p2) ≤ 2WH(p1, p2) ≤ 4ρ(ǫ˜), which shows the modulus is small. The final
conclusion follows from Proposition 5.1.
E.2 Modulus bound on T˜VH
It follows from Proposition 5.1 that it suffices to check the following modulus
sup
p1,p2∈GTV:T˜VH(p1,p2)≤η
L(p2, θ
∗(p1)) (341)
to guarantee the finite sample error of T˜VH projection algorithms. The following lemma generalizes
the modulus computation in Theorem 5.3 via assuming B(p, θ) is convex in p and minimax theorem.
The lemma here also provides a principled way of choosing H given B, which applies to almost all
the examples in Section 5.1.
Lemma E.1. Assume B(p, θ) is convex in p for all θ in GTV(ρ1, ρ2, η), consider the dual represen-
tation of B:
B(p, θ) = sup
f∈Fθ
Ep[f(X)]−B∗(f, θ). (342)
Here Fθ = {f | B∗(f, θ) < ∞}. We take H =
⋃
θ∈ΘFθ and assume that for any θ ∈ Θ, the
minimax theorem holds:
min
r≤ p
1−ǫ
sup
f∈Fθ
Er[f(X)]−B∗(f, θ) = sup
f∈Fθ
min
r≤ p
1−ǫ
Er[f(X)]−B∗(f, θ). (343)
Then, the modulus is being controlled by ρ2:
sup
p1,p2∈GTV:T˜VH(p1,p2)≤η
L(p2, θ
∗(p1)) ≤ ρ2. (344)
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Proof. Recall that
T˜VH(q, p) = sup
f∈⋃θ∈Θ Fθ,t∈R
|Pp[f(X) ≥ t]− Pq[f(X) ≥ t]|. (345)
From p, q ∈ GTV↓ ,
∀rq ≤ q
1− η , supf∈Fθ∗(q)
Erq [f(X)]−B∗(f, θ∗(q)) ≤ ρ1 (346)
From Lemma 5.2, we know that for any f ∈ H, there exists rp, rq such that
Erp [f(X)] ≤ Erq [f(X)]. (347)
Thus for any f ∈ Fθ∗(q), we have
Erp[f(X)]−B∗(f, θ∗(q)) ≤ Erq [f(X)]−B∗(f, θ∗(q)) ≤ ρ1. (348)
Therefore we know
sup
f∈Fθ∗(q)
min
rp≤ p1−η
Erp[f(X)]−B∗(f, θ∗(q)) ≤ ρ1. (349)
Since we assumed minimax theorem holds, one has
min
rp≤ p1−η
sup
f∈Fθ∗(q)
Erp [f(X)]−B∗(f, θ∗(q)) = sup
f∈Fθ∗(q)
min
rp≤ p1−η
Erp [f(X)]−B∗(f, θ∗(q)) ≤ ρ1. (350)
The LHS is exactly the condition in GTV↑ . Thus from p ∈ GTV↑ , we know that
L(p, θ∗(q)) ≤ ρ2, (351)
proof is complete.
E.3 Discussion and proof on T˜V projection for joint mean and covariance esti-
mation
Here we show the finite sample performance guarantee for T˜VH projection algorithm for Exam-
ple 3.3.
First, we justify the choice of H from the dual representation of B in Example 3.3. From the
general choice of H in Lemma E.1, we first write down the dual representation of B. Recall that
in Example 3.3, we take B as
B(p, (µ,Σ)) = max
(‖Σ−1/2(µp − µ)‖22/η, ‖Id − Σ−1/2Ep[(X − µ)(X − µ)⊤]Σ−1/2‖2)
= max( sup
v1∈Rd,‖v1‖2=1
(v⊤1 Σ
−1/2(µp − µ))2/η, sup
v2∈Rd,‖v2‖2=1
|1− v2Σ−1/2Ep[(X − µ)(X − µ)⊤]Σ−1/2v2|)
= max( sup
y∈R,v1∈Rd,‖v1‖2=1
y(v⊤1 Σ
−1/2(µp − µ))− y2)/η,
sup
v2∈Rd,‖v2‖2=1
|1− v2Σ−1/2Ep[(X − µ)(X − µ)⊤]Σ−1/2v2|)
= sup
f∈F1
⋃F2
Ep[f(X)], (352)
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where F1 = {(y(v⊤1 Σ−1/2(x − µ)) − y2)/η | y ∈ R, v1 ∈ Rd, ‖v1‖2 = 1}, F2 = {ξ(1 − v2Σ−1/2(x −
µ)(x − µ)Σ−1/2v2) | ξ ∈ {±1}, v2 ∈ Rd, ‖v2‖2 = 1}. This can also be viewede as B(p, q) where
µ = µq,Σ = Σq.
We show that by taking H = {v⊤x | v ∈ Rd}, T˜VH small can imply T˜VF1 ⋃F2 small.
T˜VF1(p, q) = sup
y∈R,v1∈Rd,‖v1‖2=1
|Pp((y(v⊤1 Σ−1/2q (x− µq))− y2)/η ≥ t)
− Pq((y(v⊤1 Σ−1/2q (x− µq))− y2)/η ≥ t)|
≤ sup
v∈Rd,‖v‖2=1,t∈R
|Pp(|v⊤Σ−1/2q (X − µq)| ≥ t)− Pq(|v⊤Σ−1/2q (X − µq)| ≥ t)|
≤ sup
v∈Rd,‖v‖2=1,t∈R
|Pp(v⊤X ≥ t)− Pp(v⊤X ≥ t)|
≤T˜VH(p, q). (353)
Furthermore, for T˜VF2 , we have
T˜VF2(p, q) = sup
ξ∈{±1},v∈Rd,‖v‖2=1,t∈R
|Pp(ξv⊤Σ−1/2q (X − µp)(X − µp)⊤Σ−1/2q v ≥ t)
− Pq(ξv⊤Σ−1/2q (X − µp)(X − µp)⊤Σ−1/2q v ≥ t)|
≤ sup
v∈Rd,‖v‖2=1,t∈R
|Pp(|v⊤Σ−1/2q (X − µp)| ≥ t)− Pq(|v⊤Σ−1/2q (X − µp)| ≥ t)|
≤ sup
v∈Rd,‖v‖2=1,t>0
|Pp(v⊤(X − µp) ≥ t)− Pq(v⊤(X − µp) ≥ t)|+ |Pp(v⊤(X − µp) ≤ −t)− Pq(v⊤(X − µp) ≤ −t)|
≤ sup
v∈Rd,‖v‖2=1,t∈R
|Pp(v⊤X ≥ t)− Pp(v⊤X ≥ t)|
+ sup
v∈Rd,‖v‖2=1,t∈R
|Pp(v⊤X ≥ t)− Pp(v⊤X ≥ t)|
≤2T˜VH(p, q). (354)
Thus we have T˜VF1
⋃F2 ≤ 2T˜VH.
Assume the oblivious corruption model of level ǫ. Denote the empirical distribution of observed
data as pˆn. We have the following theorem for Example 3.3:
Theorem E.2. Denote ǫ˜ = 2ǫ + 2Cvc
√
d+1+log(1/δ)
n ,G =
⋂
ǫ∈[0,1/2) GTV↓ (ρ(ǫ), ǫ), where GTV↓ is the
same as in Example 3.3. Assume ǫ˜ < 1/2, p∗ ∈ G . For H = {v⊤x | v ∈ Rd, ‖v‖2 = 1}, let q denote
the output of the projection algorithm Π(pˆn; T˜VH,G) or Π(pˆn; T˜VH,G, ǫ˜/2). Then there exist some
C1 such that when ǫ˜ ≤ C1, with probability at least 1− δ,
‖Σ−1/2p∗ (µp∗ − µq)‖2 .
√
ǫ˜ρ(3ǫ˜), (355)
‖Id −Σ−1/2p∗ ΣqΣ−1/2p∗ ‖2 . ρ(3ǫ˜). (356)
Proof. The bound on ǫ˜ is the same as in the proof of Theorem 5.1. It suffices to show the modulus
of continuity.
We first show that when T˜VH(p1, p2) ≤ ǫ˜, p1, p2 ∈ G, we have ‖Id−Σ−1/2p1 Σp2Σ−1/2p1 ‖2. Without
loss of generality, we assume Σp1 is invertible. Consider any fixed direction v ∈ Rd, ‖v‖2 = 1, from
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p1, p2 ∈ GTV↓ and Lemma C.4, we have
Pp1
(
|v⊤Σ−1/2p1 (X − µp1)| ≥
√
ρ(ǫ˜)
ǫ˜
)
≤ ǫ˜. (357)
From T˜VH(p1, p2) ≤ ǫ˜, we know that
Pp2
(
|v⊤Σ−1/2p1 (X − µp1)| ≥
√
ρ(ǫ˜)
ǫ˜
)
≤ 3ǫ˜. (358)
We truncate p1, p2 by deleting all the mass the satisfies |v⊤Σ−1/2p1 (X −µp1)| ≥
√
ρ(ǫ˜)
ǫ˜ to get deleted
distribution rp1 , rp2 . Then we know that TV(p1, rp1) ≤ ǫ˜,TV(p2, rp2) ≤ 3ǫ˜. From p1, p2 ∈ G, we
know that
‖Σ−1/2p1 (µp1 − µrp1 )‖2 ≤
√
ǫ˜ρ(ǫ˜), ‖Id − Σ−1/2p1 Erp1 [(X − µp1)(X − µp1)⊤]Σ−1/2p1 ‖2 ≤ ρ(ǫ˜) (359)
‖Σ−1/2p2 (µp2 − µrp2 )‖2 ≤
√
3ǫ˜ρ(3ǫ˜), ‖Id − Σ−1/2p2 Erp2 [(X − µp2)(X − µp2)⊤]Σ−1/2p2 ‖2 ≤ ρ(3ǫ˜). (360)
From the above inequality we also have
‖Id − Σ−1/2p2 Σrp2Σ−1/2p2 ‖2 ≤ ‖Id − Σ−1/2p2 Erp2 [(X − µp2)(X − µp2)⊤]Σ−1/2p2 ‖2 + ‖Σ−1/2p2 (µp2 − µrp2 )‖22
≤ ρ(3ǫ˜) + 3ǫ˜ρ(3ǫ˜). (361)
This is equivalent to
(1− ρ(3ǫ˜)− 3ǫ˜ρ(3ǫ˜))Σrp2  Σp2  (1 + ρ(3ǫ˜) + 3ǫ˜ρ(3ǫ˜))Σrp2 . (362)
Now we know that the random variable v⊤Σ−1/2p1 X under rp1 , rp2 has bounded support, and
T˜VH(rp1 , rp2) ≤ 5ǫ˜, thus we have
|v⊤Σ−1/2p1 (µrp1 − µrp2 )| = |v⊤Σ−1/2p1 (µrp1 − µp1 +
√
ρ(ǫ˜)
ǫ˜
− (µrp2 − µp1 +
√
ρ(ǫ˜)
ǫ˜
))|
= |
∫ µp1+√ρ(ǫ˜)ǫ˜
t=µp1−
√
ρ(ǫ˜)
ǫ˜
(Prp1 (v
⊤Σ−1/2p1 X ≥ t)− Prp2 (v⊤Σ−1/2p1 X ≥ t))dt|
≤
∫ µp1+√ ρ(ǫ˜)ǫ˜
t=µp1−
√
ρ(ǫ˜)
ǫ˜
5ǫ˜dt
≤ 10
√
ǫ˜ρ(ǫ˜). (363)
and
|Erp1 [(v⊤Σ−1/2p1 (X − µrp1 ))2]− Erp2 [(v⊤Σ−1/2p1 (X − µrp1 ))2]|
=
∣∣∣∣∣∣
∫ √ ρ(ǫ˜)
ǫ˜
t=0
(tPrp1 (|v⊤Σ−1/2p1 (X − µrp1 )| ≥ t)− tPrp2 (|v⊤Σ−1/2p1 (X − µrp1 )| ≥ t)dt
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
∫ √ ρ(ǫ˜)
ǫ˜
t=0
10ǫ˜tdt
∣∣∣∣∣∣ = 5ρ(ǫ˜). (364)
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We have
|1− Erp2 [(v⊤Σ−1/2p1 (X − µrp2 ))2]|
≤|Erp1 [(v⊤Σ−1/2p1 (X − µp1))2]− Erp2 [(v⊤Σ−1/2p1 (X − µrp2 ))2]|+ ρ(ǫ˜)
≤|Erp1 [(v⊤Σ−1/2p1 (X − µp1))2]− Erp1 [(v⊤Σ−1/2p1 (X − µrp1 ))2]
+ Erp1 [(v
⊤Σ−1/2p1 (X − µrp1 ))2]− Erp2 [(v⊤Σ−1/2p1 (X − µrp1 ))2]
+ Erp2 [(v
⊤Σ−1/2p1 (X − µrp1 ))2]− Erp2 [(v⊤Σ−1/2p1 (X − µrp2 ))2]|+ ρ(ǫ˜)
≤(v⊤Σ−1/2p1 (µrp1 − µp1))2 + 5ρ(ǫ˜) + (v⊤Σ−1/2p1 (µrp1 − µrp2 ))2 + ρ(ǫ˜)
≤6ρ(ǫ˜) + 101ǫ˜
√
ǫ˜ . ρ(ǫ˜). (365)
On the other hand, we have
|1− Erp2 [(v⊤Σ−1/2p1 (X − µrp2 ))2]| =
∣∣∣∣∣1− Erp2 [(v⊤Σ
−1/2
p1 (X − µrp2 ))2]
Ep1 [(v
⊤Σ−1/2p1 (X − µp1))2]
∣∣∣∣∣ . (366)
Denote v′ = Σ
−1/2
p1
v
‖Σ−1/2p1 v‖2
, from (362) we have
(1− ρ(3ǫ˜)− 3ǫ˜ρ(3ǫ˜))Erp2 [(v
′⊤(X − µrp2 ))2]
Ep1 [(v
′⊤(X − µp1))2]
≤ Ep2 [(v
′⊤(X − µp2))2]
Ep1 [(v
′⊤(X − µp1))2]
≤ (1 + ρ(3ǫ˜) + 3ǫ˜ρ(3ǫ˜))Erp2 [(v
′⊤(X − µrp2 ))2]
Ep1 [(v
′⊤(X − µp1))2]
.
(367)
Thus ∣∣∣∣1− Ep2 [(v′⊤(X − µp2))2]Ep1 [(v′⊤(X − µp1))2]
∣∣∣∣ . ρ(3ǫ˜). (368)
Now we have shown for any v′ ∈ Rd, the above inequality holds. Taking v′ = Σ−1/2p1 v, we have
‖Id − Σ−1/2p1 Σp2Σ−1/2p1 ‖2 . ρ(3ǫ˜). (369)
This gives multiplicative bound for covariance. Now we only need to bound the difference between
mean. From above proof, we already know that when ρ(3ǫ˜) ≤ 1, for the fixed v ∈ Rd, ‖v‖2 = 1,
|v⊤Σ−1/2p1 (µrp1 − µrp2 )| . 10
√
ǫ˜ρ(ǫ˜), (370)
‖Σ−1/2p1 (µp1 − µrp1 )‖2 ≤
√
ǫ˜ρ(ǫ˜), (371)
‖Σ−1/2p1 (µp2 − µrp2 )‖2 .
√
ǫ˜ρ(3ǫ˜). (372)
Thus we have
|v⊤Σ−1/2p1 (µp1 − µp2)| .
√
ǫ˜ρ(3ǫ˜). (373)
This shows that
‖Σ−1/2p1 (µp1 − µp2)‖2 .
√
ǫ˜ρ(3ǫ˜). (374)
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Also, we are able to guarantee robustness for joint mean and covariance estimation by choosing
a different set of B,L pairs in G:
B(p, (µ,Σ)) = L(p, (µ,Σ)) = max
(‖µp − µ‖22/η, ‖Σ − Ep[(X − µ)(X − µ)⊤]‖2). (375)
We have the following finite sample error bounds, which generalizes (Gao et al., 2019, Theorem
4.1) to nonparametric classes.
Theorem E.3. Denote ǫ˜ = 2ǫ + 2Cvc
√
d+1+log(1/δ)
n ,G = GTV↓ (ρ(ǫ˜), ǫ˜)
⋂GTV↓ (ρ(2ǫ˜), 2ǫ˜) when B,L
are chosen as (375). Assume ǫ˜ < 1/2, p∗ ∈ G . Assume the oblivious corruption model of level ǫ.
Denote the empirical distribution of observed data as pˆn. For H = {v⊤x | v ∈ Rd, ‖v‖2 = 1}, let
q denote the output of the projection algorithm Π(pˆn; T˜VH,G) or Π(pˆn; T˜VH,G, ǫ˜/2). Then, with
probability at least 1− δ,
‖µp∗ − µq‖2 ≤ 2
√
ǫ˜ρ(ǫ˜), (376)
‖Σp∗ −Σq‖2 ≤ 7ρ(2ǫ˜), (377)
Proof. The bound on ǫ˜ is the same as in the proof of Theorem 5.1. It suffices to show the modulus
of continuity.
Assume T˜VH(p1, p2) ≤ ǫ˜, and p1, p2 ∈ GTV↓ (ρ(ǫ˜), ǫ˜). Following the same argument as mean
estimation in Theorem 5.1, we know that
‖µp1 − µp2‖2 ≤ 2
√
ǫ˜ρ(ǫ˜). (378)
Thus it suffices to bound the modulus of continuity for covariance estimation. Note that
sup
v∈Rd,‖v‖2=1,t∈Rd
|Pp1(v⊤(X − µp2)(X − µp2)⊤v ≥ t)− Pp2(v⊤(X − µp2)(X − µp2)⊤v ≥ t)|
= sup
v∈Rd,‖v‖2=1,t∈Rd
|Pp1(|v⊤(X − µp2)| ≥ t)− Pp2(|v⊤(X − µp2)| ≥ t)|
≤ sup
v∈Rd,‖v‖2=1,t∈Rd
|Pp1(v⊤(X − µp2) ≥ t)− Pp2(v⊤(X − µp2) ≥ t)|
+ |Pp1(v⊤(X − µp2) ≤ −t)− Pp2(v⊤(X − µp2) ≤ −t)|
≤2T˜VH(p1, p2)
≤2ǫ˜. (379)
Without loss of generality, assume that there exists some v∗ such that
v∗⊤(Σp1 − Σp2)v∗ = ‖Σp1 − Σp2‖2. (380)
Thus from T˜VH(p1, p2) ≤ ǫ˜ and Lemma 5.2, there exist some rp1 ≤ p11−2ǫ˜ , rp2 ≤ p21−2ǫ˜ , such that
v∗⊤Erp1 [(X − µp2)(X − µp2)⊤]v∗ ≤ v∗⊤Erp2 [(X − µp2)(X − µp2)⊤]v∗. (381)
From p1, p2 ∈ GTV↓ (ρ(ǫ˜), ǫ˜), we know that
sup
rp1≤
p1
1−2ǫ˜
v∗⊤(Σp1 − Erp1 [(X − µp2)(X − µp2)⊤])v∗ ≤ ρ(2ǫ˜), (382)
sup
rp2≤
p2
1−2ǫ˜
v∗⊤(Erp2 [(X − µp2)(X − µp2)⊤]− Σp2)v∗ ≤ ρ(2ǫ˜). (383)
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Thus overall, we have
‖Σp1 − Σp2‖2 =v∗⊤(Σp1 − Σp2)v∗
=v∗⊤(Σp1 − Erp1 [(X − µp1)(X − µp1)⊤]
+ Erp1 [(X − µp1)(X − µp1)⊤]− Erp1 [(X − µrp1 )(X − µrp1 )⊤]
+ Erp1 [(X − µrp1 )(X − µrp1 )⊤]− Erp1 [(X − µp2)(X − µp2)⊤]
+ Erp1 [(X − µp2)(X − µp2)⊤]− Erp2 [(X − µp2)(X − µp2)⊤]
+ Erp2 [(X − µp2)(X − µp2)⊤]− Σp2)v∗
≤ρ(2ǫ˜) + ‖µp1 − µrp1‖22 + ‖µp2 − µrp1‖22 + 0 + ρ(2ǫ˜)
≤2ρ(2ǫ˜) + 10ǫ˜ρ(2ǫ˜)
≤7ρ(2ǫ˜). (384)
E.4 Analysis of Tukey median
As another example of weakening the TV distance, we analyze Tukey median, a well-known al-
gorithm for robust mean estimation (Huber, 1973; Donoho, 1982; Donoho and Gasko, 1992; Gao,
2017), which can be presented as the minimum distance functional
q = Π(pˆn;DTukey,M), (385)
µˆTukey = Eq[X], (386)
where Π is the projection algorithm described in Algorithm 1,
DTukey(q, p) = sup
v∈Rd
Pp
(
(X − Eq[X])⊤v > 0
)
, (387)
and pˆn is the empirical distribution of the observed corrupted data. Here M can be the set of
all distributions since the DTukey only depends on q through its mean µq. Note that DTukey(q, p)
is asymmetric, does not satisfy the triangle inequality, and DTukey(p, p) is in general non-zero.
Gao (2017) shows that the Tukey median achieves good finite sample error for mean estimation
if the real distribution p∗ belongs to the family of elliptical distributions. The theorem below
analyzes the performance of Tukey median under more general distributional assumptions and
T˜VH perturbation, where H is defined in (54).
Theorem E.4. Denote the true distribution as p∗ and assume that there exists a non-negative
function non-decreasing function h(t) for t ≥ 0 such that for all t ≥ 0 and any v ∈ Rd, ‖v‖∗ = 1,
Pp((X − Ep[X])⊤v > t) ≤ 1/2 − h(t). (388)
Consider either the Oblivious (Definition 2.3) or Adaptive corruption (Definition 2.4) of level ǫ
under D = T˜VH where H is defined in (54).
Denote the corrupted empirical distribution as pˆn. Then with probability at least 1 − δ, there
exists a universal constant C > 0 such that
‖µˆTukey − Ep∗[X]‖ ≤ h−1
(
2ǫ+ C ·
√
d+ 1 + log(1/δ)
n
− h(0)
)
, (389)
where µˆTukey is the Tukey median in (386), and h
−1 is the generalized inverse function of h defined
in (14).
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A few remarks are in order:
1. For Gaussian distribution with bounded covariance, we can find some h(t) that is linear when
t is small and h(0) = 0, and Theorem E.4 implies that Tukey median achieves the the minimax
rate ǫ+
√
d/n for robust Gaussian mean estimation. Our condition is more general than the
elliptical distribution assumption in (Gao, 2017).
2. It follows from the proof of Theorem E.4 that the technical reason why Tukey median works
under the more general perturbation metric T˜VH (where H is defined in (54)) in the oblivious
corruption model is that for any p, q, r, we have |DTukey(r, p) − DTukey(r, q)| ≤ T˜VH(p, q).
Similar relationship also holds between T˜VH for linear regression (Theorem 5.2) and regres-
sion depth in (Gao et al., 2018), and between T˜VH for covariance estimation (Theorem E.3)
and matrix depth in (Chen et al., 2018). For any projection algorithm q = Π(pˆn; D˜,M),
under mild conditions the algorithm works with new perturbation metric supr∈M |D˜(r, p∗)−
D˜(r, p)| ≤ ǫ (Proposition 7.2).
3. If we strengthen the assumption and further assume that for any v ∈ Rd,
Pp∗((X − Ep[X])⊤v > 0) = 1
2
, (390)
and denote the corresponding set of p∗ as GTukey, then the projection algorithm q = Π(pˆn; T˜VH,GTukey)
achieves the same performance guarantee in Theorem E.4. In some sense, Tukey median
achieves robust estimation under a more general condition, and the algorithm has no explicit
dependence on GTukey; however, it cannot be shown to achieve decent finite sample error
bounds for the resilient sets GTV we designed in Section 3.
Proof. Let q denote the output of Tukey median q = argminqDTukey(q, pˆn). Then,
DTukey(q, p
∗) ≤ DTukey(q, pˆn) + T˜VH(pˆn, p∗) (391)
≤ DTukey(p∗, pˆn) + T˜VH(pˆn, p∗) (392)
≤ DTukey(p∗, p∗) + 2T˜VH(pˆn, p∗) (393)
≤ DTukey(p∗, p∗) + 2T˜VH(pˆn, pˆ∗n) + 2T˜VH(pˆ∗n, p∗), (394)
where we repeated use the fact that for any p, q, r, we have |DTukey(r, p)−DTukey(r, q)| ≤ T˜VH(p, q).
It follows from the definition of Adaptive corruption (Definition 2.4) that T˜VH(pˆn, pˆ∗n) is being
stochastically dominated by T˜VH( 1n
∑n
i=1 δYi ,
1
n
∑n
i=1 δXi), where (Xi, Yi)
n
i=1 are n i.i.d. samples
from some πX,Y where πX = p
∗, πY = p, T˜VH(πX , πY ) ≤ ǫ.
We then upper bound
T˜VH(
1
n
n∑
i=1
δYi ,
1
n
n∑
i=1
δXi) ≤ T˜VH(
1
n
n∑
i=1
δYi , p) + T˜VH(p, p
∗) + T˜VH(p∗,
1
n
n∑
i=1
δXi) (395)
≤ ǫ+ T˜VH( 1
n
n∑
i=1
δYi , p) + T˜VH(p
∗,
1
n
n∑
i=1
δXi). (396)
It follows from (52), the fact that the family of sets {{x | v⊤x ≥ t} | ‖v‖ = 1, t ∈ R, v ∈ Rd}
has VC dimension d+1 that for any distribution r, if rˆn denotes the empirical distribution from r
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with n i.i.d. samples, then with probability at least 1− δ,
T˜VH(r, rˆn) ≤ Cvc ·
√
d+ 1 + log(1/δ)
n
. (397)
Hence, with probability at least 1− 3δ,
DTukey(q, p
∗)−DTukey(p∗, p∗) ≤ 2ǫ+ 6Cvc ·
√
d+ 1 + log(1/δ)
n
. (398)
Let v˜ = argmax‖v‖∗≤1 v
⊤(µp∗ − µq), we have
DTukey(q, p
∗)−DTukey(p∗, p∗)
= sup
v∈Rd
Pp∗(v
⊤(X − µq) > 0)− sup
v∈Rd
Pp∗(v
⊤(X − µp∗) > 0) (399)
≥ Pp∗(v˜⊤(X − µq) > 0) + h(0) − 1/2 (400)
≥ Pp∗(v˜⊤(X − µp∗) > v˜⊤(µq − µp∗)) + h(0) − 1/2 (401)
= Pp∗(v˜
⊤(X − µp∗) > −‖µq − µp∗‖) + h(0)− 1/2 (402)
= h(0) +
1
2
− Pp∗(v˜⊤(X − µp∗) ≤ −‖µq − µp∗‖). (403)
Hence, we know that
Pp∗(v˜
⊤(X − µp∗) ≤ −‖µq − µp∗‖) ≥ 1
2
+ h(0) − 2ǫ− 6Cvc(
√
d+ 1 + log(1/δ)
n
). (404)
We show that it implies
‖µq − µp∗‖ ≤ h−1
(
2ǫ+ 6Cvc ·
√
d+ 1 + log(1/δ)
n
− h(0)
)
. (405)
Indeed, for any t such that h(t) > 2ǫ+ 6Cvc ·
√
d+1+log(1/δ)
n − h(0), if ‖µq − µp∗‖ > t, we have
Pp∗(v˜
⊤(X − µp∗) ≤ −‖µq − µp∗‖) = Pp∗((−v˜)⊤(X − µp∗) ≥ ‖µq − µp∗‖) (406)
≤ Pp∗((−v˜)⊤(X − µp∗) > t) (407)
≤ 1
2
− h(t) (408)
<
1
2
+ h(0) − 2ǫ− 6Cvc(
√
d+ 1 + log(1/δ)
n
), (409)
resulting in a contradiction. The proof is completed via noting
h−1(t) , inf{x|x ≥ 0, h(x) > t}. (410)
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E.5 Generative Adversarial Networks and Robust Inference
Recall the definition of T˜VH:
T˜VH(p, q) = sup
h∈H,t∈R
|Ep[1(f(X) + t ≥ 0)]− Eq[1(f(X) + t ≥ 0)]|, (411)
However, it may be difficult to compute the T˜VH projection in practice due to the non-differentiable
zero-one loss. We show below a large family of smooth loss function can also be used as projection
discrepancies to achieve decent finite sample bounds.
The key observation is that the we have a generalization of the mean cross lemma (Lemma 5.2)
that works for the smoothed generalized Kolmogorov-Smirnov distance defined as
S(p, q) = sup
f∈F ,t∈R
|Ep[T (f(X) + t)]− Eq[T (f(X) + t)]|, (412)
Here T (x) is the cumulative distribution function of some zero mean random variable Z, i.e.
T (−∞) = 0, T (+∞) = 1 and T is right-continuous (e.g. the sigmoid function T (x) = 1/(1 + e−x)).
When Z = 0 almost surely, it is reduced to the case of generalized KS distance. The generalized
mean cross lemma is presented below.
Lemma E.2 (Closeness in smoothed KS distance implies mean cross). Assume for two distribution
p, q,
sup
t∈R
|Ep[T (X + t)]− Eq[T (X + t)]| ≤ ǫ, (413)
where T (x) can be written as the cumulative distribution function of some zero mean random
variable Z (e.g. the sigmoid function T (x) = 1/(1 + e−x)). Assume the distribution of Z is inside
resilience family of GTVmean(ρZ , ǫ). Then there exists rp ≤ p1−ǫ , rq ≤ q1−ǫ ,
Erq [X]− Erp [X] ≤ 2ρZ . (414)
Clearly, for the generalized KS distance, Z ≡ 0 almost surely, and ρZ = 0, recovering part of
the conclusion of Lemma 5.2.
Proof. For a fixed x, T (x+ t) = P(Z ≤ x+ t) = P(x− Z ≥ −t). Thus we know
sup
t∈R
|Pq(X − Z ≥ −t)− Pp(X − Z ≥ −t)| ≤ ǫ, (415)
where X and Z are independent. Denote p˜ as the distribution of X − Z when X ∼ p, q˜ as the
distribution of X − Z when X ∼ q. By Lemma 5.2, we know that there exist r˜p ≤ p˜1−ǫ , r˜q ≤ q˜1−ǫ ,
such that
Er˜q [X − Z] ≤ Er˜p [X − Z]. (416)
Denote the original distribution of Z as pZ . Since the marginal distribution of both r˜p, r˜q is a
deletion of pZ , rearranging the equation, we get
Er˜q [X]− Er˜p[X] ≤ Er˜q [Z]− Er˜p[Z]
≤ |Er˜q [Z]− EpZ [Z]|+ |Er˜p [Z]− EpZ [Z]|.
≤ 2ρZ . (417)
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We now show that given the mean cross lemma for smoothed KS distance, the smoothed distance
can also be used to achieve decent robust statistical error for non-parametric robust estimation.
Theorem E.5. For any p∗ ∈ ⋂η∈[0,1) GTVWF (ρ(η), η) in Equation (152), denote p as the observed
corrupted distribution such that TV(p∗, p) ≤ ǫ, define
A(p, q) = sup
(d1,d2)∈D
Ep[d1(X)] + Eq[d2(X)]. (418)
Here D is some family for discriminator function pairs (d1, d2), T (x) is the cumulative distribution
function of some zero mean random variable Z (e.g. the sigmoid function T (x) = 1/(1 + e−x)).
Assume the following conditions:
1. For all (d1, d2) ∈ D, and all x ∈ R, we have |d2(x)| ≤ 1/2.
2. For any distribution pair p, q ∈ ⋂η∈[0,1) GTVWF (ρ(η), η), we have
A(q, p)−A(p, p) ≤ ǫ˜⇒ sup
f∈F ,b∈R
|Eq
[
T (f(X) + b)
]− Ep[T (f(X) + b)]| ≤ Cǫ˜ (419)
for some constant C > 0 and ǫ˜ = 2ǫ+ 2A¯(p, pˆn), where
A¯(p, q) = sup
(d1,d2)∈D
|Ep[d2(X)] − Eq[d2(X)]|. (420)
3. the distribution of Z is inside resilient set
⋂
η∈[0,1) GTVmean(ρZ(η), η),
Then the projection algorithm q = Π(pˆn;A,
⋂
η∈[0,1) GTVWF (ρ(η), η)) guarantees
WF (p∗, q) ≤ 2ρ(Cǫ˜) + 2ρZ(Cǫ˜). (421)
Proof. It suffices to verify that the conditions in Theorem 7.1.
1. Robustness to perturbation: For any distribution p1, p2, p3, we have
|A(p1, p2)−A(p1, p3)|
=| sup
(d1,d2)∈D
(Ep1 [d1(X)] + Ep2 [d2(X)]) − sup
(d1,d2)∈D
(Ep1 [d1(X)] + Ep3 [d2(X)])|
≤ sup
(d1,d2)∈D
|Ep1 [d1(X)] + Ep2 [d2(X)] − (Ep1 [d1(X)] + Ep3 [d2(X)])|
≤ sup
(d1,d2)∈D
|Ep2 [d2(X)]− Ep3 [d2(X)]|
=A¯(p2, p3)
≤ sup
supx |d2(x)|≤ 12
|Ep2 [d2(X)]− Ep3 [d2(X)]|
=TV(p2, p3). (422)
2. Generalized modulus of continuity: For any p, q ∈ GTVWF , from A(q, p)−A(p, p) ≤ ǫ˜, we
have
sup
f∈F ,t∈R
|Eq
[
T (f(X) + t)
]− Ep[T (f(X) + t)]| ≤ Cǫ˜. (423)
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From Lemma E.2, we know that for any fixed f∗ ∈ argmaxf∈F Ep[f(X)] − Eq[f(X)], there
exist rp ≤ p1−Cǫ˜ , rq ≤ q1−Cǫ˜ , such that
Er˜pf
∗(X) ≤ Er˜qf∗(X) + 2ρZ(Cǫ˜). (424)
From q ∈ ⋂GTVWF (ρ(η), η), we have
∀r ≤ q
1− Cǫ˜,WF (r, q) ≤ ρ(Cǫ˜). (425)
Therefore
WF (p, q) = Ep[f∗(X)]− Eq[f∗(X)]
≤ Ep[f∗(X)]− Er˜q [f∗(X)] + ρ(Cǫ˜)
≤ Ep[f∗(X)]− Er˜p [f∗(X)] + 2ρZ(Cǫ˜) + ρ(Cǫ˜)
≤ 2ρ(Cǫ˜) + 2ρZ(Cǫ˜). (426)
By Theorem 7.1 the conclusion is derived.
Remark E.1. The first condition on the magnitude of d2 can be easily satisfied by setting the output
of the neural network designed for d2 to pass through a bounded activation function. In (Gao et al.,
2019), it was shown that under mild conditions, one can produce valid (d1, d2) using proper scoring
rules and appropriate neural network architectures to ensure condition (419). Our result, com-
bined with (Gao et al., 2019), extends the results for mean and second moment estimation results
in (Gao et al., 2019) to general resilient sets including sub-Gaussian and bounded k-th moments,
while (Gao et al., 2019) gives guarantee for elliptical distributions as semi-parametric classes. It is
an interesting open problem to provide provable guarantees for computational efficiencies of GANs.
Remark E.2. If T (x) = sigmoid(x) = 11+e−x , the corresponding random variable Z is sub-
exponential and it incurs an additional error of Θ(ǫ log(1/ǫ)). If Z is the uniform distribution
on [−1, 1], then the additional error incurred is Θ(ǫ).
E.6 Key Lemmas
E.6.1 Generalized Modulus of Continuity
The following Lemma is essentially the same as (Diakonikolas et al., 2017, Corollary A.25). It
shows that the generalized modulus of continuity between bounded covariance set and resilient set
can be controlled. For completeness we present the proof here.
Lemma E.3. For some constant non-negative ρ1, ρ2, τ , assume τ ≥ ǫ, denote µp = Ep[X]. Define
G1 = {p : ∀r ≤ p
1− ǫ, ‖µr − µp‖2 ≤ ρ1, λmin(Er[(X − µp)(X − µp)
⊤]) ≥ 1− ρ2} (427)
G2 = {p : ‖Ep[(X − µp)(X − µp)⊤]‖2 ≤ 1 + τ}. (428)
Here λmin(A) is the smallest eigenvalue of symmetric matrix A. Then, for any ǫ ∈ [0, 1) we have
sup
p∈G1,q∈G2,TV(p,q)≤ǫ
‖Ep[X]− Eq[X]‖2 ≤ C(
√
τǫ+
√
ρ2ǫ+ ρ1). (429)
Here C is some universal constant.
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Proof. Assume p ∈ G1, q ∈ G2, p 6= q. Without loss of generality, we assume µp = 0. From
TV(p, q) = ǫ0 ≤ ǫ, we construct distribution r = min(p,q)1−ǫ0 . By Lemma C.1 we know that r ≤
p
1−ǫ0 ,
r ≤ q1−ǫ0 . Denote r˜ = (1− ǫ0)r. Consider measure p− r˜, q − r˜. We have µq = µp − µp−r˜ + µq−r˜ =
−µp−r˜+µq−r˜. Note that ‖µp−r˜‖2 = ‖µp−µr˜‖2 = ‖µr˜‖2 ≤ (1−ǫ0)ρ1 ≤ ρ1. For any v ∈ Rd, ‖v‖2 = 1,
we have
v⊤Σqv⊤ = v⊤(Eq[XX⊤]− µqµ⊤q )v
= v⊤(Er˜[XX⊤] + Eq−r˜[XX⊤]− (µq−r˜ − µp−r˜)(µq−r˜ − µp−r˜)⊤)v
≥ (1− ρ2)(1 − ǫ0) + Eq−r˜[(v⊤X)2]− (v⊤µq−r˜)2 + 2v⊤µq−r˜v⊤µp−r˜ − (v⊤µp−r˜)2
≥ 1− ρ2 − τ + Eq−r˜[(v⊤X)2]− (v⊤µq−r˜)2 − 2‖µq−r˜‖2‖µp−r˜‖2 − ‖µp−r˜‖2
≥ 1− ρ2 − τ + Eq−r˜[(v⊤X)2]− (v⊤µq−r˜)2 − 2ρ1‖µq−r˜‖2 − ρ21. (430)
Here we use the fact that ǫ0 ≤ ǫ ≤ τ . Denote bq = q−r˜ǫ0 . Then bq is a distribution. If µbq = 0, then
we already know that ‖µq − µr‖ ≤ ǫ0‖µbq‖2 = 0. Otherwise we take v =
µbq
‖µbq ‖2 . Then we can see
Eq−r˜[(v⊤X)2] = ǫ0Ebq [(v⊤X)2] ≥ ǫ0‖µbq‖22. From q ∈ G2, we know that v⊤Σqv ≤ 1 + τ . Thus
(ǫ0 − ǫ20)‖µbq‖22 − 2ǫ0ρ1‖µbq‖2 ≤ ρ21 + ρ2 + 2τ. (431)
Solving the inequality, we derive that
‖µq − µr‖2 ≤ ǫ0‖µbq‖2 ≤ C(
√
τǫ0 +
√
ρ2ǫ0 +
√
ǫ0ρ1) ≤ C(
√
τǫ+
√
ρ2ǫ+
√
ǫρ1). (432)
where C is some universal constant. Thus we can conclude
‖µp − µq‖2 ≤ ‖µp − µr‖2 + ‖µr − µq‖2 ≤ C(
√
τǫ+
√
ρ2ǫ+ ρ1). (433)
Furthermore, we show a stronger lemma that the generalized modulus of continuity for the
same sets under T˜VH distance is also bounded. The Lemma is critical in showing the generalized
modulus of continuity for both bounded k-th moment distribution and sub-Gaussian distribution
with identity covariance assumption under T˜VH distance.
Lemma E.4. For some non-negative constant ρ1, ρ2, τ , assume τ ≥ ǫ. We denote µp = Ep[X].
Define
G1 = {p : ∀r ≤ p
1− 2ǫ , ‖µr − µp‖2 ≤ ρ1, λmin(Er[(X − µp)(X − µp)
⊤]) ≥ 1− ρ2} (434)
G2 = {p : ‖Ep[(X − µp)(X − µp)⊤]‖2 ≤ 1 + τ}, (435)
T˜VH(q, p) = sup
v∈Rd,t∈R
|Pp(v⊤X ≥ t)− Pq(v⊤X ≥ t)|. (436)
Here λmin(A) is the smallest eigenvalue of symmetric matrix A. Assume ǫ < 1/3, then there exists
a universal constant C such that
sup
q∈G2,p∈G1,T˜VH(q,p)≤ǫ
‖µp − µq‖2 ≤ C · (
√
τǫ+
√
ρ2ǫ+ ρ1), (437)
where C is some universal constant.
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Proof. From Lemma C.2 and T˜VH(q, p) ≤ ǫ < 2ǫ, for v = µp−µq‖µp−µq‖2 , there exist rp ≤
p
1−2ǫ , rq ≤ q1−2ǫ ,
Erp [〈X − µq, v〉2] ≤ Erq [〈X − µq, v〉2] (438)
Thus we have
Eq[〈X − µq, v〉2] ≥ (1 − 2ǫ)Erq [〈X − µq, v〉2]
≥ (1 − 2ǫ)Erp [〈X − µq, v〉2]
= (1 − 2ǫ)Erp [〈X − µp, v〉2 + 〈µp − µq, v〉2 + 2〈X − µp, v〉 · 〈µp − µq, v〉]
≥ (1 − 2ǫ)(1 − ρ2 + ‖µp − µq‖22 − 2ρ1‖µp − µq‖2). (439)
The last inequality comes from the fact that p ∈ G1. From q ∈ G2, we know
‖Eq[〈X − µq, v〉2] ≤ 1 + τ
⇒‖µp − µq‖22 − 2ρ1‖µp − µq‖2 ≤
1 + τ
1− 2ǫ − 1 + ρ2 < ρ2 + 9τ. (440)
Here we use the assumption that ǫ < 1/3. Solving the equation, we can derive
‖µp − µq‖2 ≤ 5ρ1 + 4
√
ρ2 + 9τ . (441)
Next we show that if ‖µp − µq‖2 ≥ 11ρ1 + 9
√
(ρ2 + 9τ)ǫ, we have
‖Eq[(X − µq)(X − µq)⊤]‖2 > 1 + τ. (442)
Consider the unit vector v =
µq−µp
‖µq−µp‖2 . For a ∈ [0, 1], b ∈ [0, 1], consider the random variable
av⊤(X−µp)
ρ1
+
b(1−(v⊤(X−µp))2)
ρ2
. we have
|Pp(av
⊤(X − µp)
ρ1
+
b(1 − (v⊤(X − µp))2)
ρ2
≥ t)− Pq(av
⊤(X − µp)
ρ1
+
b(1− (v⊤(X − µp))2)
ρ2
≥ t)| ≤ 2ǫ.
(443)
To see this, indeed, for any given t ∈ Rd, when the equation av⊤(X−µp)ρ1 +
b(1−(v⊤(X−µp))2)
ρ2
= t has
two solutions (denoted as x0, x1), we have
|Pp(av
⊤(X − µp)
ρ1
+
b(1− (v⊤(X − µp))2)
ρ2
≥ t)− Pq(av
⊤(X − µp)
ρ1
+
b(1− (v⊤(X − µp))2)
ρ2
≥ t)|
≤ |Pp(v⊤X ≤ x0)− Pq(v⊤X ≤ x0)|+ |Pp(v⊤X ≥ x1)− Pq(v⊤X ≥ x1)|
≤ 2ǫ. (444)
When the equation has one or zero solution and b 6= 0, the difference is 0. When the equation has
one solution and b = 0, we know that the difference is bounded by ǫ. For any a, b ∈ [0, 1], from
Lemma C.2, we know that there exists rp ≤ p1−2ǫ , rq ≤ q1−2ǫ , such that
Erq [
av⊤(X − µp)
ρ1
+
b(1− (v⊤(X − µp))2)
ρ2
] ≤ Erp[
av⊤(X − µp)
ρ1
+
b(1− (v⊤(X − µp))2)
ρ2
]
≤ a+ b ≤ 2. (445)
54
This is from that p ∈ G1. Thus we have
max
a∈[0,1],b∈[0,1]
min
rq≤ q1−2ǫ
Erq [
av⊤(X − µp)
ρ1
+
b(1− (v⊤(X − µp))2)
ρ2
] ≤ 2. (446)
By minimax theorem, we can see that
min
rq≤ q1−2ǫ
max
a∈[0,1],b∈[0,1]
Erq [
av⊤(X − µp)
ρ1
+
b(1− (v⊤(X − µp))2)
ρ2
] ≤ 2. (447)
Thus there exists some rq ≤ q1−2ǫ , such that for any a, b ∈ [0, 1],
Erq [
av⊤(X − µp)
ρ1
+
b(1− (v⊤(X − µp))2)
ρ2
] ≤ 2. (448)
By taking a = 0, b = 1 and a = 1, b = 0, we have
Erq [(v
⊤(X − µp))2)] ≥ 1− 2ρ2, (449)
Erq [v
⊤(X − µp)] ≤ 2ρ1. (450)
Denote r˜q = (1 − 2ǫ)rq, then we have q ≥ r˜q. To bound from below the maximum eigenvalue,
it is sufficient to lower bound the term
v⊤Eq[(X − µq)(X − µq)⊤]v = v⊤Er˜q [(X − µq)(X − µq)⊤]v + v⊤Eq−r˜q [(X − µq)(X − µq)⊤]v.
(451)
Now we bound the two terms separately, first note that
Eq−r˜q [〈X − µq, v〉] ≥ Eq−r˜q [〈X − µp, v〉]−
∫
(q − r˜q)〈µp − µq, v〉
= Eq[〈X − µp, v〉]− Er˜q [〈X − µp, v〉]−
∫
(q − r˜q)〈µp − µq, v〉
≥ ‖µq − µp‖2 − Er˜q [〈X − µp, v〉]− 2ǫ‖µq − µp‖2
≥ (1− 2ǫ)‖µq − µp‖2 − (1− 2ǫ)2ρ1
> (1− 2ǫ)(11ρ1 + 9
√
(ρ2 + 9τ)ǫ− 2ρ1)
= (1− 2ǫ)(9ρ1 + 9
√
(ρ2 + 9τ)ǫ)
>
1
3
(9ρ1 + 9
√
(ρ2 + 9τ)ǫ)
> 3(ρ1 +
√
(ρ2 + 9τ)ǫ)) (452)
By Cauchy-Schwarz inequality,
Eq−r˜q [〈X − µq, v〉2]
∫
(q − r˜q) ≥
(
Eq−r˜q [〈X − µq, v〉]
)2
> 9(ρ1 +
√
(ρ2 + 9τ)ǫ)
2. (453)
Thus
Eq−r˜q [〈X − µq, v〉2] >
9(ρ1 +
√
(ρ2 + 9τ)ǫ)
2
ǫ
. (454)
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Now we bound the term v⊤Er˜q [(X − µq)(X − µq)⊤]v. We can see from Equation (449) and (450)
that
Er˜q [〈X − µq, v〉2] = Er˜q [〈X − µp, v〉2 + 〈µp − µq, v〉2 + 2〈X − µp, v〉〈µp − µq, v〉]
≥ (1− 2ǫ)(1 − 2ρ2 − 4ρ1 · (5ρ1 + 4
√
ρ2 + 9τ)
> 1− 2ǫ− 2ρ2 − 4ρ1 · (5ρ1 + 4
√
ρ2 + 9τ )
> 1− 2τ − 2ρ2 − 20ρ21 − 16ρ1
√
ρ2 + 9τ . (455)
Combining two inequalities together, we see that when ǫ < 1/3,
v⊤Eq[(X − µq)(X − µq)⊤]v = v⊤Ep−r−[(X − µq)(X − µq)⊤]v + v⊤Er+[(X − µq)(X − µq)⊤]v
> 1− 2τ − 2ρ2 − 20ρ21 − 16ρ1
√
ρ2 + 9τ +
9(ρ1 +
√
ǫ(ρ2 + 9τ))
2
ǫ
,
= 1− 2τ − 2ρ2 − 20ρ21 − 16ρ1
√
ρ2 + 9τ +
9ρ21
ǫ
+ 9(ρ2 + 9τ) +
18ρ1
√
ρ2 + 9τ√
ǫ
> 1 + τ, (456)
which contradicts with the fact that q ∈ G2. Thus we have
sup
q∈G2,p∈G1,T˜VH(q,p)≤ǫ
‖µp − µq‖2 ≤ 11ρ1 + 9
√
(ρ2 + 9τ)ǫ. (457)
E.6.2 General Convergence and Concentration results
Lemma E.5 (Convergence of mean for empirical distribution with bounded support and bounded
second moment (Foucart and Rauhut, 2017, Corollary 8.45)). Given distribution p satisfying the
following conditions:
sup
v∈Rd,‖v‖2=1
Ep
[
(v⊤(X − Ep[X]))2
]
≤ σ2, (458)
‖X − Ep[X]‖2 ≤ R a.s.. (459)
Denote the empirical distribution of n i.i.d. samples from p as pˆn. Then with probability at least
1− δ, there is some constant C such that
‖Ep[X]− Epˆn[X]‖2 ≤ C
(
σ
√
d
n
+ σ
√
log(1/δ)
n
+
R log(1/δ)
n
)
. (460)
Lemma E.6 (Convergence of covariance for empirical distribution with bounded support (Vershynin,
2010, Thoerem 5.44)). Given distribution p, denote Σ = Ep[XX
⊤]. Assume that ‖X‖2 ≤ R almost
surely. Denote ∆1 =
√
R2 log(d/δ)
n . Then with probability at least 1 − δ, there exists some constant
C1 such that
‖ 1
n
n∑
i=1
XiX
⊤
i − Σ‖2 ≤ C1max(‖Σ‖1/22 ∆1,∆21). (461)
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Denote ∆2 =
√
R2 log(d)
n By integrating over δ, we know that for some constant C2
Ep
[
‖ 1
n
n∑
i=1
XiX
⊤
i − Ep[XX⊤]‖2
]
≤ C2max(‖Σ‖1/22 ∆2,∆22). (462)
The below lemma controls the tail of ‖X‖2 when X has bounded k-th moment.
Lemma E.7 (Tail bound for the norm of bounded k-th moment distribution). Assume distribution
p has its k-th moment bounded for k ≥ 2, i.e.
sup
v∈Rd,‖v‖2=1
Ep
[
|v⊤X|k
]
≤ σk. (463)
Then,
Pp (‖X‖2 ≥ t) ≤
(
σ
√
d
t
)k
. (464)
Proof. Since the k-th moment is bounded, by Chebyshev’s inequality and Khinchine’s inequal-
ity (Haagerup, 1981),
Pp (‖X‖2 ≥ t) ≤
Ep ‖X‖k2
tk
≤ EX∼p,ξ∼{±1}d
∣∣ξ⊤X∣∣k
tk
. (465)
From the fact that X has bounded k-th moment, we have
EX∼p,ξ∼{±1}d|ξ⊤X|k ≤ σkEξ∼{±1}d‖ξ‖k2
= σkdk/2. (466)
Thus overall,
Pp (‖X‖2 ≥ t) ≤
(
σ
√
d
t
)k
. (467)
Remark E.3. If we know the distribution p is sub-Gaussian with paramter σ, then we know the
k-th moment of p is bounded by (Cσ
√
k)k for some constant C, i.e.
sup
v∈Rd,‖v‖2=1
Ep[|v⊤X|k] ≤ (Cσ
√
k)k. (468)
Then we have a better bound from the Hanson-Wright inequality (Vershynin, 2018, Exercise 6.3.5),
P(‖X‖2 ≥ C1σ
√
d+ t) ≤ exp(−C2t
2
σ2
). (469)
One can see that by taking t = C3σ
√
d, the above bound gives tail of exp(−Cd) while (464) only gives
constant tail bound. It is an open problem whether we can do better given bounded k-th moment
condition.
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E.6.3 Some negative results on empirical distribution from bounded ψ-norm distri-
bution
Lemma E.8. Suppose zero mean distribution p on Rd satisfies
Pp(‖X‖ ≥ C
√
d) ≥ 1
2
, (470)
where C is some universal constant. Denote the empirical distribution of n i.i.d. samples from p as
pˆn. Then, for any Orlicz function ψ (Definition 2.2), the Orlicz norm of random vector Y ∼ pˆn,
defined as
‖Y ‖ψ , sup
v∈Rd,‖v‖2=1
‖v⊤Y ‖ψ, (471)
satisfies
Pp
(
‖Y ‖ψ ≥ C
√
d
ψ−1(n)
)
≥ 1
2
. (472)
In particular, if we take ψ(x) = xk, then Lemma E.8 shows that it requires at least Ω(dk/2)
samples to ensure the empirical distribution pˆn has constant k-th moment with probability 1/2.
Similarly, ψ(x) = exp(x2) − 1 corresponds to sub-Gaussian, which implies we would need at least
exp(Ω(d)) number of samples to guarantee the empirical distribution has constant sub-Gaussian
norm with probability 1/2.
Proof. Denote the samples in pˆn as X1,X2, . . . ,Xn. We have
sup
v∈Rd,‖v‖2≤1
Epˆn [ψ(|v⊤X|/σ)] ≥ Epˆn [ψ(|(
X1
‖X1‖)
⊤X|/σ)] (473)
≥ 1
n
ψ(‖X1‖/σ), (474)
where in the first inequality we have taken v = X1‖X1‖ . Hence, with probability at least 1/2, we have
sup
v∈Rd,‖v‖2≤1
Epˆn [ψ(|v⊤X|/σ)] ≥
1
n
ψ(C
√
d/σ). (475)
If
σ =
C
√
d
ψ−1(n)
, (476)
then 1nψ(C
√
d/σ) ≥ 1.
The next lemma shows that the lower bound in Lemma E.8 in the case of ψ(x) = x2 (bounded
second moment) is not tight: even if the distribution has bounded support (‖x‖ ≤ √d almost
surely), the sample size needed to ensure either resilience with the right parameter or bounded
second moment is superlinear in d.
Lemma E.9. There exist a distribution p on Rd with the following properties:
1. bounded support: for X ∼ p, ‖X‖ ≤ √d almost surely;
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2. identity population second moment:
Ep[XX
⊤] = Id (477)
3. growing empirical second moment: let pˆn denote the empirical distribution of n i.i.d. samples
X1,X2, . . . ,Xn from p. Then, if n = d,
Ep[‖ 1
n
n∑
i=1
XiX
⊤
i ‖] ≍
ln d
ln ln d
; (478)
4. empirical distribution not resilient: if n = d, then there exists an absolute constant C1 > 0
such that the following does not hold for any absolute constant C2 > 0: pˆn ∈ GTVmean(C2
√
η, η)
for η = C1 lnnn ln lnn with probability at least 1/2.
Proof. Let p be the distribution of X that takes value
√
dei with probability 1/d, where {ei}di=1 is
the standard basis in Rd. Then, the third part follows from (Vershynin, 2018, Exercise 5.4.14).
Regarding the last statement, we have
1
n
n∑
i=1
Xi =
√
d
n

Z1
Z2
. . .
Zd
 , (479)
where Zi =
∑n
k=1 1(Xk =
√
dei), and (Z1, Z2, . . . , Zd) ∼ mult(n, (1/d, 1/d, . . . , 1/d)). It follows
from (Mitzenmacher and Upfal, 2017, Chapter 5) that if n = d then maxk∈[d]Zk tightly concentrates
on lnnln lnn .
Without loss of generality assume Z1 = maxk∈[d]Zk. Consider the deletion operation that
deletes all samples that contribute to the counts in Z1. Hence the deletion fraction is
Z1
n . Since Z1
tightly concentrates around lnnln lnn ≫ 1 as n→∞, there exist two absolute constants c1, c2 such that
c2 lnn
ln lnn ≤ Z1 ≤ c1 lnnln lnn with probability at least 1/2 for n large enough. From now on we condition on
this event. Denote the empirical distribution of remaining samples as r. Then, take n = d,
‖Epˆn [X]− Er[X]‖ ≥ |e⊤1 (Epˆn [X]− Er[X])| =
√
d
n
Z1 =
Z1√
n
≍ lnn√
n ln lnn
≫
√
Z1
n
≍
√
lnn
n ln lnn
.
(480)
E.6.4 Empirical distribution from bounded ψ-norm distributions is resilient for all η
In Lemma E.9, it is shown that given n = d samples from a distribution with bounded second
moment and bounded support, the empirical distribution is not resilient for small η with the right
rate. However, we show in the lemma below that the empirical distribution is in fact resilient with
the right rate for η large enough. In particular when η & cdn for some c > 0 under bounded second
moment and bounded support assumptions.
Lemma E.10. For a given Orlicz function ψ, we define
G = {p | sup
f∈F
Ep
[
ψ
( |f(X)− Ep[f(X)]|
σ
)]
≤ 1}. (481)
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Assume p ∈ G, and the empirical distribution pˆn of n i.i.d. samples from p satisfies
Ep[WF (p, pˆn)] ≤ ξn. (482)
Assume the following equations have solutions, denoted as x0, t:
σx0ψ
−1(1/x0) = ξn, (483)
4ψ′(ψ−1(
t
x0
))x0ψ
−1(
1
x0
) = t. (484)
We assume that for any ǫ, t > 0, there exists some Ct that only depends on ψ and t such that
ψ−1(t/ǫ) ≤ Ctψ−1(1/ǫ). (485)
Define
ρδ(η) =
Ct + 2
1− η
(
σηψ−1(
1
δη
) +
ξn
δ
)
. (486)
Then with probability at least 1− 2δ,
pˆn ∈
⋂
η∈[0,1)
GTVWF (ρδ(η), η) = {p | ∀η ∈ [0, 1), sup
f∈F ,r≤ p
1−η
|Ep[f(X)]− Er[f(X)]| ≤ ρδ(η)}. (487)
Here the first term σηψ−1(1/ση) is close to the population limit in Lemma C.2, and the second
term ξn/δ is similar to the finite sample error bound without corruption.
Proof. We use the similar technique as Lemma C.2 to show that pˆn ∈ G′ with high probability.
Note that x0 > 0 is defined as the solution to the following equation:
σxψ−1(1/x) = ξn. (488)
We then define a convex function ψ˜ for t > 0 as
ψ˜(x) =
{
ψ(x), 0 ≤ x ≤ ψ−1( tx0 ),
ψ′(ψ−1( tx0 ))(x− ψ−1( tx0 )) + tx0 , x > ψ−1( tx0 ).
(489)
One can see that ψ˜ is convex, non-negative, non-decreasing and ψ˜(|x|) ≤ ψ(|x|). Hence,
ψ˜−1(
1
x
) =
{
1
xψ′(ψ−1(t/x0))
− t
x0ψ′(ψ−1(t/x0))
+ ψ−1( tx0 ) 0 ≤ x ≤ x0t ,
ψ−1( 1x), x >
x0
t .
(490)
Note that from Lemma A.1, we know that xψ˜−1t (1/x) is non-decreasing, and
xψ˜−1t (
t
x
) ≤
{
x0ψ
−1( tx0 ) 0 ≤ x ≤ x0,
xψ−1( tx), x > x0.
(491)
Now we bound the term:
sup
f∈F
Epˆn
[
ψ˜
( |f(X)− Ep[f(X)]|
σ
)]
= sup
f∈F
1
n
n∑
i=1
ψ˜
( |f(Xi)− Ep[f(X)]|
σ
)
(492)
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By p ∈ G, supf∈F Ep
[
ψ
( |f(X)−Ep[f(X)]|
σ
)]
≤ 1, we have
Ep
[
sup
f∈F
1
n
n∑
i=1
ψ˜
( |f(Xi)− Ep[f(X)]|
σ
)]
≤Ep
[
sup
f∈F
1
n
n∑
i=1
ψ˜
( |f(Xi)− Ep[f(X)]|
σ
)
− Ep
[
ψ˜
( |f(X)− Ep[f(X)]|
σ
)]]
(493)
+ sup
f∈F
Ep[ψ˜
( |f(X)− Ep[f(X)]|
σ
)
] (494)
≤2Ep∗,ǫ∼{±1}n
[
sup
f∈F
1
n
n∑
i=1
ǫiψ˜
( |f(Xi)− Ep[f(X)]|
σ
)]
+ 1 (495)
≤2ψ′(ψ−1( t
x0
))Ep∗,ǫ∼{±1}n
[
sup
f∈F
1
n
n∑
i=1
ǫi
(
f(Xi)− Ep[f(X)]
σ
)]
+ 1 (496)
≤4ψ′(ψ−1( t
x0
))Ep∗
[
sup
f∈F
1
n
n∑
i=1
(
f(Xi)− Ep[f(X)]
σ
)]
+ 1 (497)
=4ψ′(ψ−1(
t
x0
))
Ep [WF (pˆn, p)]
σ
+ 1 (498)
≤4ψ′(ψ−1( t
x0
))
ξn
σ
+ 1 (499)
Here Equation (494) is from triangle inequality of sup. Equation (495) and Equation (497) are from
symmetrization inequality (Wainwright, 2019, Proposition 4.11). Equation (496) is from Talagrand
contraction inequality (Vershynin, 2018, Exercise 6.7.7).
Now we apply a similar argument in Lemma C.2 to show that pˆn is in the resilient set induced
by ψ˜.
For any event E, denote its compliment as Ec, by the definition of conditional expectation and
symmetry of F ,
sup
f∈F
Ppˆn(E)(Epˆn [f(X)|E] − Epˆn [f(X)]) = sup
f∈F
Ppˆn(E
c)(Epˆn [f(X)− Epˆn[f(X)|Ec]). (500)
Thus we have
sup
f∈F
Epˆn[f(X)|E] − Epˆn [f(X)] = sup
f∈F
{
Ppˆn(E
c)
1− Ppˆn(Ec)
Epˆn
[
f(X)− Epˆn [f(X)] | Ec
]}
≤ sup
f∈F
{
Ppˆn(E
c)
1− Ppˆn(Ec)
Epˆn
[
f(X)− Ep[f(X)] | Ec
]}
+ sup
f∈F
{
Ppˆn(E
c)
1− Ppˆn(Ec)
|Epˆn [f(X)]− Ep[f(X)]|
}
= sup
f∈F
{
Ppˆn(E
c)
1− Ppˆn(Ec)
Epˆn
[
f(X)− Ep[f(X)] | Ec
]}
+
Ppˆn(E
c)
1− Ppˆn(Ec)
WF (p, pˆn). (501)
We then control the first term in RHS. From Equation (497), by Markov’s inequality, we know that
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for any η ∈ [0, 1), with probability at least 1− δ
4ψ′(ψ−1( tx0 ))
ξn
σ + 1
δ
≥ sup
f∈F
Epˆn
[
ψ˜
( |f(X)− Ep[f(X)]|
σ
)]
≥ sup
Ppˆn (E)≥1−η,f∈F
Ppˆn(E
c)Epˆn
[
ψ˜
( |f(X)− Ep[f(X)]|
σ
)
| Ec
]
≥ sup
Ppˆn (E)≥1−η,f∈F
Ppˆn(E
c)ψ˜
(∣∣∣Epˆn[ |f(X)− Ep[f(X)]|σ | Ec]∣∣∣
)
. (502)
This gives us with probability at least 1− δ,
sup
Ppˆn (E)≥1−η,f∈F
Epˆn [f(X)|E] − Epˆn[f(X)]
≤ sup
Ppˆn (E)≥1−η
σPpˆn(E
c)
1− Ppˆn(Ec)
ψ˜−1(
4ψ′(ψ−1( tx0 ))
ξn
σ + 1
δPpˆn(Ec)
) +
η
1− ηWF (p, pˆn)
≤ ση
1− η ψ˜
−1(
4ψ′(ψ−1( tx0 ))
ξn
σ + 1
δη
) +
η
1− ηWF (p, pˆn) (503)
=
ση
1− η ψ˜
−1(
4ψ′(ψ−1( tx0 ))x0ψ
−1( 1x0 )
δη
) +
ση
1− η ψ˜
−1(
1
δη
) +
η
1− ηWF (p, pˆn). (504)
Equation (503) uses the fact that xψ−1(b/x) is a non-decreasing function in [0, 1) for any b > 0
in Lemma A.1. Equation (504) is from the concave and non-negative property of ψ˜−1. By Markov’s
inequality, we know that with probability at least 1− δ, we have WF (p, pˆn) ≤ ξnδ . By union bound
we have for any η ∈ [0, 1), with probability at least 1− 2δ,
sup
Ppˆn (E)≥1−η,f∈F
Epˆn [f(X)|E] − Epˆn [f(X)] ≤
ση
1− η ψ˜
−1(
4ψ′(ψ−1( tx0 ))x0ψ
−1( 1x0 )
δη
) +
ση
1− η ψ˜
−1(
1
δη
) +
η
1− η
ξn
δ
.
(505)
Note that t is the solution to
t = 4ψ′(ψ−1(
t
x0
))x0ψ
−1(
1
x0
). (506)
Denote ρ˜δ(η) as
ρ˜δ(η) =
1
1− η (σηψ˜
−1(
t
δη
) + σηψ˜−1(
1
δη
) +
ηξn
δ
). (507)
So far we have shown that pˆn ∈
⋂
η∈[0,1) GTVWF (ρ˜δ(η), η) Now we show that
⋂
η∈[0,1) GTVWF (ρ˜δ(η), η) ⊂⋂
η∈[0,1) GTVWF (ρδ(η), η), where
ρδ(η) =
Ct + 2
1− η
(
σηψ−1(
1
δη
) +
ξn
δ
)
. (508)
From Equation (491),
η
1− η ψ˜
−1(
t
δη
) ≤
{
x0
(1−η)δψ
−1( tx0 ) 0 ≤ η ≤ x0δ ,
η
1−ηψ
−1( tδη ), η >
x0
δ .
(509)
62
From Equation (485), we know that for any η,
ψ−1(
t
δη
) ≤ Ctψ−1( 1
δη
). (510)
These two equations combined show that
ρ˜δ(η) ≤ (Ct + 1)
1− η (σηψ˜
−1(
1
δη
) +
σx0ψ
−1( 1x0 )
δ
) +
ηξn
(1− η)δ
=
(Ct + 1)
1− η (σηψ˜
−1(
1
δη
) +
ξn
δ
) +
ηξn
(1− η)δ
≤ (Ct + 2)
1− η (σηψ˜
−1(
1
δη
) +
ξn
(1− η)δ )
= ρδ(η). (511)
As a corollary, we can easily show that the empirical distribution for bounded k-th moment
distribution is inside resilience family:
Corollary E.1. Suppose for k ≥ 2,
G = {p | sup
v∈Rd,‖v‖2=1
Ep
[
|〈X − Ep[X], v〉|k
]
≤ σk}. (512)
Define
ρδ(η) =
Ckσ
1− η
(
η1−1/k
δ1/k
+
1
δ
√
d
n
)
. (513)
Then with probability at least 1−2δ, the empirical distribution pˆn of n i.i.d. samples from p satisfies
pˆn ∈
⋂
η∈[0,1)
GTVmean(ρδ(η), η) = {p | ∀η ∈ [0, 1), sup
r≤ p
1−η
‖Ep[X]− Er[X]‖2 ≤ ρδ(η)}. (514)
Proof. We first check the conditions required in Lemma E.10. Here ψ(x) = xk for k ≥ 2. From
Lemma A.4 we have
Ep∗ [‖Ep∗ [X]− Epˆ∗n[X]‖2] ≤ σ
√
d
n
. (515)
One can solve x0 = (
d
n)
k/2(k−1), t = kk from the following equations:
σx0ψ
−1(1/x0) = ξn, (516)
4ψ′(ψ−1(
t
x0
))x0ψ
−1(
1
x0
) = t. (517)
Then for any η ∈ [0, 1), we have
ψ−1(
t
η
) ≤ kψ−1(1
η
) (518)
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for some universal constant C. Then when δ > x0, with probability at least 1− 2δ,
pˆ∗n ∈ G. (519)
Then by Lemma E.10, we know that with probability at least 1− 2δ, for any r ≤ pˆ∗n1−η ,
‖µr − µpˆ∗n‖2 ≤
Ckσ
1− η
(
η1−1/k
δ1/k
+
1
δ
√
d
n
)
. (520)
E.6.5 Empirical distribution from distributions with moment generating function is
resilient with better rate for some η
The next lemma shows that the empirical distribution of i.i.d. samples from distributions with
moment generating functions is resilient with a fixed η, whose dependence of the parameters on δ is
better than that in Lemma E.10. It is a generalization of (Diakonikolas et al., 2019a, Lemma 4.4).
Lemma E.11. Let ψ be some convex and continuously differentiable function on [0, b) with 0 <
b ≤ ∞, such that ψ(0) = ψ′(0) = 0. Assume that for λ ∈ (0, b),
sup
v∈Rd,‖v‖2=1
ln(Ep[exp(λ(v
⊤X − Ep[v⊤X]))]) ≤ ψ(λ). (521)
Denote by ψ∗(x) the Fenchel–Legendre dual of ψ:
ψ∗(x) = sup
λ∈(0,b)
(λx− ψ(λ)). (522)
Fix η ∈ [0, 1). Then, there exists an absolute constant C > 0 such that with probability at least
1− δ,
pˆ∗n ∈ {p | sup
r≤ p
1−η
‖Ep[X]− Er[X]‖ ≤ ρ}, (523)
where
ρ = max
{
4η
1− ηψ
∗−1
(
Cd+ ln(2/δ) + nh(η)
nη
)
,
4η
1− ηψ
∗−1
(
Cd+ ln(2/δ)
n
)}
, (524)
h(p) = p ln(1/p) + (1− p) ln(1/(1 − p)) is the binary entropy function, and ψ∗−1 is the generalized
inverse of ψ∗ (14). In particular, if ψ(λ) = λ
2σ2
2 , and η ∈ [0, 1/2], then one can take
ρ = Cσ ·
(
√
η
√
d+ ln(1/δ)
n
+ η
√
ln(1/η)
)
, (525)
where C is some universal constant.
Proof. Throughout this proof the constant C may be different from line by line, but is always an
absolute constant. It follows from the Chernoff method (Boucheron et al., 2013, Page 24) that for
any v ∈ Rd, ‖v‖2 = 1, we have for any t ≥ 0,
P
(
1
n
n∑
i=1
v⊤Xi − v⊤Ep[X] ≥ t
)
≤ exp(−nψ∗(t)). (526)
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It follows from (Vershynin, 2018, Corollary 4.2.13) that we can take a net of vectors N ⊂ {v | v ∈
Rd, ‖v‖2 = 1} such that |N | ≤ Cd and that for any x, supv∈N v⊤x ≥ 12‖x‖2. Then it follows from
the union bound that
P
(
sup
v∈Rd,‖v‖2=1
1
n
n∑
i=1
v⊤Xi − v⊤Ep[X] ≥ t
)
≤ P
(
sup
v∈N
1
n
n∑
i=1
v⊤Xi − v⊤Ep[X] ≥ t
2
)
(527)
≤
∑
v∈N
P
(
1
n
n∑
i=1
v⊤Xi − v⊤Ep[X] ≥ t
2
)
(528)
≤ |N | exp(−nψ∗(t/2)) (529)
≤ exp(Cd− nψ∗(t/2)). (530)
Denote µˆn =
1
n
∑n
i=1Xi. From now on we assume ηn is an integer. Our goal is to find the
parameter ρ such that
P
(
sup
J⊂[n],|J |≥(1−η)n
∥∥∥∥∥ 1|J |∑
i∈J
Xi − µˆn
∥∥∥∥∥ ≥ ρ
)
≤ δ. (531)
It follows from a replacement argument that it suffices to consider only those J such that |J | =
(1− η)n. Noting that for any J ⊂ [n], |J | = (1− η)n,
1
|J |
∑
i∈J
Xi − µˆn = η
1− η (µˆn −
1
ηn
∑
i/∈J
Xi). (532)
Hence,
P
(
sup
J⊂[n],|J |≥(1−η)n
∥∥∥∥∥ 1|J |∑
i∈J
Xi − µˆn
∥∥∥∥∥ ≥ ρ
)
= P
(
sup
J⊂[n],|J |=(1−η)n
∥∥∥∥∥ 1|J |∑
i∈J
Xi − µˆn
∥∥∥∥∥ ≥ ρ
)
(533)
= P
(
sup
J⊂[n],|J |=(1−η)n
∥∥∥∥∥ η1− η (µˆn − 1ηn∑
i/∈J
Xi)
∥∥∥∥∥ ≥ ρ
)
(534)
≤ P( η
1− η‖µˆn − Ep[X]‖ ≥ ρ/2) + P
(
sup
J⊂[n],|J |=(1−η)n
η
1− η
∥∥∥∥∥ 1ηn∑
i/∈J
Xi − Ep[X]
∥∥∥∥∥ ≥ ρ/2
)
(535)
≤ P
(
‖µˆn − Ep[X]‖ ≥ ρ(1− η)
2η
)
+
(
n
(1− η)n
)
P
(∥∥∥∥∥ 1ηn∑
i/∈J
Xi − Ep[X]
∥∥∥∥∥ ≥ ρ(1− η)2η
)
(536)
≤ exp(Cd− nψ∗(ρ(1 − η)/(4η))) + exp(nh(η) + Cd− ηnψ∗(ρ(1 − η)/(4η))), (537)
where in the last step we used the inequality
(n
k
) ≤ exp(nh(k/n)), where h(p) = p ln(1/p) + (1 −
p) ln(1/(1 − p)) is the binary entropy function. It now suffices to guarantee that
nψ∗(ρ(1− η)/(4η)) − Cd ≥ ln(2/δ) (538)
ηnψ∗(ρ(1 − η)/(4η)) − nh(η)− Cd ≥ ln(2/δ). (539)
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It we choose ρ such that
ρ ≥ 4η
1− ηψ
∗−1
(
Cd+ ln(2/δ) + nh(η)
nη
∨ Cd+ ln(2/δ)
n
)
, (540)
the two bounds above would be satisfied.
E.6.6 Empirical distribution from distributions with bounded k-th moment and bounded
support has bounded covariance and is resilient for all η
The lemma below shows that if we delete the distribution with bounded k-th moment, we are
able to guarantee good properties of the deleted distribution that is required in the modulus of
continuity in Lemma E.3, which holds for all η ∈ [0, 1/k].
Lemma E.12 (Properties of deleted distribution of bounded k-th moment). Assume the distribu-
tion p∗ has identity covariance and has its k-th moment bounded by σ for k ≥ 2, i.e.
sup
v∈Rd,‖v‖2=1
Ep∗[|v⊤(X − Ep∗[X])|k] ≤ σk,Ep∗ [(X − Ep∗[X])(X − Ep∗[X])⊤] = Id. (541)
For any fixed η ∈ [0, 1/2], we define a new distribution p′ satisfying that for any event A,
Pp′(X ∈ A) = Pp(X ∈ A | ‖X − µp∗‖ ≤ σ
√
d/η1/k). (542)
Denote the empirical distribution of n i.i.d. samples from p′ as pˆ′. Denote ∆1 =
√
σ2d(log(d/δ))
nη2/k
,
∆2 =
√
σ2d log(d)
nη2/k
, and
G1(η) =
{
p | ∀r ≤ p
1− η , ‖Er[X]− Ep[X]‖2 ≤
C1kσ
1− η
(
η1−1/k
δ1/k
+
1
δ
√
d
n
)}
,
G2(η) =
{
p | ‖Ep[(X − µp)(X − µp)⊤]‖2 ≤ 1
1− η + C3max(∆1,∆
2
1)
}
, (543)
G3(η) =
{
p | ∀r ≤ p
1− η , ‖Er[(X − Ep[X])(X − Ep[X])
T ]− Id‖2 ≤ C2k
1− η
(
kσ2η1−2/k
δ2/k
+
max(∆2,∆
2
2)
δ
+
kσ2d
nδ2
)}
.
(544)
where C1, C2, C3 are some universal constants. Then the following holds:
1. TV(p∗, p′) ≤ η,
2. With probability at least 1− 2δ, pˆ′ ∈ G1(η),
3. With probability at least 1− δ, pˆ′ ∈ G2(η),
4. If k > 2, with probability at least 1− 6δ, pˆ′ ∈ G3(η).
Proof. We show the four conclusions separately.
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1. From Lemma E.7, we know that
Pp∗(‖X − Ep∗[X]‖2 ≥ t) ≤ σ
kdk/2
tk
. (545)
By taking t = σ
√
d/η1/k, we have
Pp∗(‖X − Ep∗[X]‖2 ≥ σ
√
d/η1/k) ≤ η. (546)
Thus we know TV(p∗, p′) ≤ η.
2. From Lemma C.7, we know that Orlicz-norm bounded function is approximately closed under
deletion. From now we condition on the event that TV(p′, p∗) ≤ η. Since p′ is a deletion of
p∗, by Lemma C.7 we have for any η ∈ [0, 1/2)
sup
v∈Rd,‖v‖2=1
Ep′
[( |v⊤(X − µp∗)|
5σ
)k]
≤ 1
1− η . (547)
From Lemma A.3 (Centering) and Corollary E.1, we know that with probability at least
1− 2δ, for any η ∈ [0, 1/2) and any r ≤ pˆ′1−η ,
‖µr − µpˆ′‖2 ≤ C1kσ
1− η
(
η1−1/k
δ1/k
+
1
δ
√
d
n
)
, (548)
where C1 is some universal constant. This shows that pˆ
′ ∈ G1(η) with probability at least
1− 2δ.
3. Since p∗ is inside GTVmean and p′ is a η deletion, by definition of resiliense 19 and Lemma C.2
we have
‖µp′ − µp∗‖2 ≤ 2ση1−1/k. (549)
Furthermore, by p′ having bounded k-th moment and bounded support, from Lemma E.5,
we have with probability at least 1− δ,
‖µp′ − µpˆ′‖2 ≤ C
(
σ
√
d
n
+ σ
√
log(1/δ)
n
+
σ
√
d log(1/δ)
nη1/k
)
. (550)
Denote ∆1 =
√
σ2d(log(d)+log(1/δ))
nη2/k
. From Lemma E.6, we know that with probability at least
1− δ,
‖Epˆ′ [(X − µp∗)(X − µp∗)⊤]− Ep′ [(X − µp∗)(X − µp∗)⊤]‖2 ≤ Cmax(∆1,∆21). (551)
Thus we know that with probability at least 1− δ,
‖Epˆ′ [(X − µpˆ′)(X − µpˆ′)⊤]‖2 ≤ ‖Epˆ′ [(X − µp∗)(X − µp∗)⊤]‖2
≤ ‖Ep′ [(X − µp∗)(X − µp∗)⊤]‖2 +Cmax(∆1,∆21)
≤ 1
1− η +Cmax(∆1,∆
2
1). (552)
This shows that with probability at least 1− δ, pˆ′ ∈ G2(η).
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4. When k > 2, denote ∆2 =
√
σ2d log(d)
nη2/k
. From Lemma E.6, we also know that with probability
at least 1− δ,
Ep′[‖Epˆ′ [(X − µp∗)(X − µp∗)⊤]− Ep′[(X − µp∗)(X − µp∗)⊤]‖2] ≤ Cmax(∆2,∆22). (553)
for some constant C. By Lemma C.7 we know that the distribution of (v⊤(X−Ep∗[X]))2 has
its (1− η)xk/2-norm bounded by 5σ under X ∼ p′. From centering lemma in Lemma A.3 we
know that
sup
v∈Rd,‖v‖2=1
(1− η)Ep′
∣∣∣(v⊤(X − Ep∗ [X]))2 − Ep(v⊤(X − Ep∗[X]))2∣∣∣k/2 ≤ (5σ)k. (554)
This combined with (553) and Lemma E.10 gives that when k > 2, with probability at least
1− 2δ, for any r ≤ pˆ′1−η ,
‖Er[(X − Ep∗ [X])(X − Ep∗[X])T ]− Epˆ′[(X − Ep∗[X])(X − Ep∗[X])T ]‖2
≤ C2k
1− η
(
σ2η1−2/k
δ2/k
+
max(∆2,∆
2
2)
δ
)
. (555)
We also have with probability at least 1− δ,
‖Epˆ′ [(X − µp∗)(X − µp∗)⊤]− Id‖2 ≤‖Epˆ′ [(X − µp∗)(X − µp∗)⊤]− Ep′[(X − µp∗)(X − µp∗)⊤]‖2
+ ‖Ep′ [(X − µp∗)(X − µp∗)⊤]− Id‖2
≤C(max(∆1,∆21) + σ2η1−2/k), (556)
and from Equation (549) and (550) , we have with probability at least 1− 3δ,
‖Er[(X − Ep∗[X])(X − Ep∗[X])T ]− Er[(X − Epˆ′ [X])(X − Epˆ′ [X])T ]‖2
≤‖Er[(X − Ep∗[X])(X − Ep∗[X])T ]− Er[(X − Er[X])(X − Er[X])T ]‖2
+ ‖Er[(X − Er[X])(X − Er[X])T ]− Er[(X − Epˆ′ [X])(X − Epˆ′[X])T ]‖2
≤‖µp∗ − µr‖22 + ‖µpˆ′ − µr‖22
≤(‖µp∗ − µpˆ′‖2 + ‖µpˆ′ − µr‖2)2 + ‖µpˆ′ − µr‖22
.k2σ2(
η2−2/k
δ2/k
+
d
nδ2
) +
σ2d log2(1/δ)
n2η2/k
. (557)
Combining above three inqualities, we know that when η < 1/k, with probability at least
1− 6δ, there exists some constant C2 such that
‖Er[(X − Epˆ′ [X])(X − Epˆ′[X])T ]− Id‖2 ≤ C2k
2
1− η
(
σ2η1−2/k
δ2/k
+
max(∆2,∆
2
2)
δ
+
kσ2d
nδ2
)
.
(558)
Then we know that with probability at least 1 − 6δ, pˆ′ ∈ G3(η). We remark here in fact we
have shown that pˆ′ ∈ G1(η) ∩ G2(η) ∩ G3(η) with probability at least 1− 6δ.
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E.7 Proof of Theorem 5.4
Proof. We verify the five conditions in Theorem 7.2.
1. Robust to perturbation: True since TV satisfies triangle inequality.
2. Limited Corruption: It follows from Lemma B.1 that with probability at least 1− δ,
TV(pˆn, pˆ
∗
n) ≤
(
√
ǫ+
√
log(1/δ)
2n
)2
=
ǫ˜
2
. (559)
3. Set for (perturbed) empirical distribution: It can be seen from Lemma E.11 that for
some fixed η ∈ [0, 1/2], with probability at least 1− δ, there exists some constant C such that
pˆ∗n ∈ GTVmean
(
Cσ ·
(√
d+ log(1/δ)
n
+ η
√
log(1/η)
)
, η
)
. (560)
4. Generalized Modulus of Continuity:
We construct M = G′ = GTVmean
(
Cσ ·
(√
d+log(1/δ)
n + ǫ˜
√
log(1/ǫ˜)
)
, ǫ˜
)
. Thus it follows from
the population limit of GTVmean in Lemma 3.1 that for some constant C1, we have
sup
p∗1∈M,p∗2∈G′,TV(p∗1,p∗2)≤ǫ˜
‖Ep∗1 [X]− Ep∗2 [X]‖2 ≤ C1σ
(√
d+ log(1/δ)
n
+ ǫ˜
√
log(1/ǫ˜)
)
. (561)
Since f(x) = x
√
log(1/x) is a concave function, and f(0) = 0, we have
f(a+ b) =
a
a+ b
f(a+ b) +
b
a+ b
f(a+ b) ≤ f(a) + f(b). (562)
From the assumption in theorem statement we know that n ≥ log(1/δ), we have
ǫ˜
√
log(1/ǫ˜) . ǫ
√
log(
1
ǫ
) +
log(1/δ)
n
√
log(
n
log(1/δ)
) . ǫ
√
log(
1
ǫ
) +
√
log(1/δ)
n
. (563)
From Theorem 5.1, we know that the generalized modulus for T˜VH is the same as TV for
resilient set.
5. Generalization bound: Since we take pˆ′ = pˆ∗n, we have
‖Ep∗ [X]− Eq[X]‖2 ≤ ‖Ep∗[X]− Epˆ∗n [X]‖2 + ‖Epˆ∗n [X]− Eq[X]‖2. (564)
Thus by with probability at least 1− δ,
‖Ep∗ [X]− Eq[X]‖2 ≤ ‖Epˆ∗n [X]− Eq[X]‖2 + Cσ
√
d+ log(1/δ)
n
. (565)
The convergence of ‖Epˆ∗n [X]− Ep∗[X]‖2 is from (Lugosi, 2017, Equation (5.5)).
Combining the five conditions, from Theorem 7.2, for projection algorithm q = argmin{TV(q, pˆn) |
q ∈ M}, we have with probability at least 1− 3δ,
‖Ep∗ [X]− Eq[X]‖2 ≤ Cσ ·
(√
d+ log(1/δ)
n
+ ǫ
√
log(1/ǫ)
)
, (566)
where C is some universal constant.
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E.8 Proof of Theorem 5.5
Proof. Among the five conditions in Theorem 7.2, we only need to verify the set for (perturbed)
empirical distribution, generalized modulus of continuity and generalization bound. Other two
conditions are identical to the proof in Appendix E.7.
1. Set for (perturbed) empirical distribution: From Corollary E.1, we know that with
probability at least 1− 2δ,
pˆ∗n ∈
⋂
η∈[0,1)
GTVmean
(
Ckσ
1− η
(
η1−1/k
δ1/k
+
1
δ
√
d
n
)
, η
)
= G′. (567)
for some constant C.
2. Generalized modulus of continuity: Denote ǫ˜ =
(√
ǫ+
√
log(1/δ)
2n
)2
, from assumption
we know that ǫ˜ < 1/4. Since f(x) = x1−1/k is a concave function, following a similar analysis
as (563), we know that
ǫ˜1−1/k ≤ 2ǫ1−1/k + 2
√
log(1/δ)
n
. (568)
Thus with appropriate choice of C1, we can make G′ ⊂M = GTVmean
(
C1kσ
(
ǫ1−1/k
δ1/k
+ 1δ
√
d
n
)
,
(√
ǫ+
√
log(1/δ)
2n
)2)
.
Therefore the generalized modulus of continuity for perturbation level ǫ˜ is upper bounded by
C1kσ
(
ǫ1−1/k
δ1/k
+ 1δ
√
d
n
)
. From Theorem 5.1, we know that the generalized modulus for T˜VH
is the same as TV for resilient set.
3. Generalization bound: From Lemma A.4, we know that with probability at least 1− δ,
‖Ep∗ [X]− Eq[X]‖2 ≤ ‖Epˆ∗n [X]− Eq[X]‖2 + ‖Ep∗ [X]− Epˆ∗n [X]‖2. (569)
By Chebyshev’s inequality, we have
Pp∗(‖Ep∗ [X]− Epˆ∗n [X]‖2 ≥ t) ≤
Ep∗[‖Ep∗ [X]− Epˆ∗n [X]‖k2 ]
tk
(570)
Since the k-th moment is bounded, by Khinchine’s inequality (Haagerup, 1981), there is
Ep∗
∥∥∥∥∥ 1n
n∑
i=1
Xi − Ep∗[X]
∥∥∥∥∥
k
2
≤ EXi∼p∗,ξ∼{±1}d
∣∣∣∣∣ 1nξ⊤(
n∑
i=1
Xi − Ep∗[X])
∣∣∣∣∣
k
. (571)
By Marcinkiewicz-Zygmund inequality (Ren and Liang, 2001) there exists some C2, such that
for any v ∈ Rd,
EXi∼p∗
∣∣∣∣∣ 1nv⊤(
n∑
i=1
Xi − Ep∗[X])
∣∣∣∣∣
k
≤ (C2σ
√
k)k
nk/2
‖v‖k2 . (572)
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Therefore by first conditioning on ξ, we have
EXi∼p,ξ∼{±1}d
∣∣∣∣∣ 1nξ⊤(
n∑
i=1
Xi − Ep[X])
∣∣∣∣∣
k
≤ (C2σ
√
k
n1/2
)kEξ∼{±1}d‖ξ‖k2
=
(
C2σ
√
k
√
d
n
)k
. (573)
Thus overall, we know that with probability at least 1− δ, there exists some constant C, such
that ∥∥∥∥∥ 1n
n∑
i=1
Xi − Ep[X]
∥∥∥∥∥
2
≤ Cσ
√
k
δ1/k
√
d
n
. (574)
We have with probability at least 1− δ,
‖Ep∗ [X]− Eq[X]‖2 ≤ ‖Epˆ∗n [X]− Eq[X]‖2 +
Cσ
√
k
δ1/k
√
d
n
. (575)
Combining the five conditions, from Theorem 7.2, for projection algorithm q = argmin{TV(q, pˆn) |
q ∈ M}, we have with probability at least 1− 4δ,
‖µp∗ − µq‖2 ≤ Ckσ ·
(
ǫ1−1/k
δ1/k
+
1
δ
√
d
n
)
. (576)
E.9 Mean estimation via projecting to bounded covariance set
The below theorem is following a similar flow of proof and conclusion as in (Prasad et al., 2019).
Here we use our framework to give a clean proof.
Theorem E.6 (Bounded covariance, TV projection). Denote
ǫ1 = max
(
d log(d/δ)
n
, ǫ+
log(1/δ)
n
)
, ǫ˜ = 4
(
√
ǫ1 +
√
log(1/δ)
2n
)2
. (577)
We take both G and M to be the set of bounded covariance set as below:
G = {p | ‖Σp‖2 ≤ σ2}, (578)
M =
{
p | ‖Σp‖2 ≤ C2σ2
(
1 +
d log(d/δ)
nǫ1
)}
. (579)
If p∗ ∈ G and ǫ˜ < 1/2, then the projection q = Π(pˆn;TV/T˜VH,M) of pˆn onto M satisfies:
‖Ep∗[X] − Eq[X]‖2 ≤ C3σ ·
(
√
ǫ+
√
d log(d/δ)
n
)
(580)
with probability at least 1 − 3δ. Moreover, this remains true for any q ∈ M within TV (or T˜V)
distance ǫ˜/2 of pˆn.
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Proof. Among the five conditions in Theorem 7.2, the ‘robust to perturbation’ and ‘limited corrup-
tion’ conditions are identical to the proof in Appendix E.7. we only need to verify the other three
conditions.
1. Set for (perturbed) empirical distribution:
For any fixed ǫ as perturbation level, we show that there exists some distribution pˆ′ that has
bounded covariance and TV(pˆ′, pˆn) is small.
We truncate the distribution p∗ by removing all X with ‖X − µp∗‖ ≥ σ
√
d/
√
ǫ1 to get a
new distribution p′, where ǫ1 is some parameter to be specified later. Denote the empirical
distribution of p′ with n samples as pˆ′. From Lemma E.12, we know that TV(p∗, p′) ≤ ǫ1. It
follows from Lemma B.1 that with probability at least 1− δ,
TV(pˆ′, pˆ∗n) ≤
(
√
ǫ1 +
√
log(1/δ)
2n
)2
. (581)
Denote ∆1 =
√
σ2d(log(d/δ))
nǫ1
and
G′ = {p | ‖Ep[(X − µp)(X − µp)⊤]‖2 ≤ σ2 + Cmax(∆1,∆21)}, (582)
where C is some universal constant to be specified. From Lemma E.6, we know that with
probability at least 1− δ,
‖Epˆ′ [(X − µp∗)(X − µp∗)⊤]− Ep′ [(X − µp∗)(X − µp∗)⊤]‖2 ≤ Cmax(σ∆1,∆21). (583)
Thus we know that with probability at least 1− δ,
‖Epˆ′ [(X − µpˆ′)(X − µpˆ′)⊤]‖2 ≤ ‖Epˆ′ [(X − µp∗)(X − µp∗)⊤]‖2
≤ ‖Ep′ [(X − µp∗)(X − µp∗)⊤]‖2 + Cmax(σ∆1,∆21)
≤ σ
2
1− ǫ + Cmax(σ∆1,∆
2
1). (584)
Here we use the fact that p′ is a deletion of p∗, thus Ep′ [(v⊤(X − µp∗))2] ≤ 11−ǫEp∗[(v⊤(X −
µp∗))
2]. Thus we have pˆ′ ∈ G′ with probability at least 1− δ.
2. Generalized Modulus of Continuity: Assume that ǫ + log(1/δ)/n ≤ ǫ1. Then the per-
turbation level for modulus of continuity is 2
(√
ǫ1 +
√
log(1/δ)
2n
)2
+ 2
(√
ǫ+
√
log(1/δ)
2n
)2
≤
4
(√
ǫ1 +
√
log(1/δ)
2n
)2
. Denote the right hand side as ǫ˜. From pˆ′ ∈ G′, and that both G′ and
M guarantees the covariance to be upper bounded, we know from Lemma C.2 that for any
ǫ˜ ∈ [0, 1/2], there exist constants C1, C2 such that
sup
p∈G′,q∈M,TV(p,q)≤ǫ˜
‖Ep[X]− Eq[X]‖2 ≤
√
σ2
1− ǫ + C1max(σ∆1,∆
2
1)
√
ǫ˜
≤ C2σ ·
(
1 +
d log(d/δ)
nǫ1
)
ǫ1. (585)
From Theorem 5.1, we know that the generalized modulus for T˜VH is the same as TV for
bounded covariance set.
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3. Generalization bound: Note that p′ is a ǫ1-deletion of p∗. By triangle inequality and the
resilient condition for p∗, we have
‖Ep∗ [X]− Eq[X]‖2 ≤ ‖Ep∗[X]− Ep′ [X]‖2 + ‖Ep′ [X]− Epˆ′ [X]‖2 + ‖Epˆ′ [X]− Eq[X]‖2
≤ σ√ǫ1 + ‖Ep′ [X]− Epˆ′ [X]‖2 + ‖Epˆ′ [X]− Eq[X]‖2. (586)
From Lemma E.5 and the assumption that ǫ+log(1/δ)/n ≤ ǫ1, we know that with probability
at least 1− δ, there exists some constant C3 such that
‖Ep′ [X]− Epˆ′ [X]‖2 ≤ C3
(
σ
√
d
n
+ σ
√
log(1/δ)
n
+
σ
√
d log(1/δ)
n
√
ǫ+ log(1/δ)/n
)
≤ C3
(
σ
√
d
n
+ σ
√
log(1/δ)
n
+
σ
√
d log(1/δ)
n
√
log(1/δ)/n
)
= C3
(
σ
√
d
n
+ σ
√
log(1/δ)
n
+ σ
√
d log(1/δ)
n
)
(587)
Thus with probability at least 1− δ, there exists some constant C4 such that
‖Ep∗ [X]− Eq[X]‖2 ≤ ‖Epˆ′ [X]− Eq[X]‖2 + σ
√
ǫ1 + C4σ
√
d log(1/δ)
n
. (588)
Combining the five conditions, from Theorem 7.2, for projection algorithm q = Π(pˆn;TV,M, ǫ˜/2),
there exists some constnat C such that with probability at least 1− 3δ,
‖Ep∗ [X]− Eq[X]‖2 ≤ Cσ · ((1 + d log(d/δ)
nǫ1
)
√
ǫ1 +
√
d log(1/δ)
n
). (589)
By taking ǫ1 = max(
d log(d/δ)
n , ǫ +
log(1/δ)
n ), we can see that 1 +
d log(d/δ)
nǫ1
≤ 2. Thus we can get
the following bound:
‖Ep∗ [X]− Eq[X]‖2 ≤ Cσ ·
(
√
ǫ+
√
d log(d/δ)
n
)
. (590)
E.10 Proof of Theorem 5.6
Proof. Among the five conditions in Theorem 7.2, the robust to perturbation and limited corrup-
tion condition is identical to the proof in Appendix E.7. We only need to verify the other three
conditions.
1. Set for (perturbed) empirical distribution:
For any fixed ǫ as perturbation level, we show that there exists some distribution pˆ′ that
satisfies conditions required in Lemma E.4 for modulus of continuity and TV(pˆ′, pˆn) is small.
We truncate the distribution p∗ by removing all X with ‖X − µp∗‖ ≥ σ(kd)1/2/ǫ1/k1 to get a
new distribution p′, where ǫ1 is some paramter to be specified later and we assume ǫ1 ≥ ǫ+
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log(1/δ)/n. Denote the empirical distribution of p′ with n samples as pˆ′. From Lemma E.12,
we know that TV(p∗, p′) ≤ ǫ1. It follows from Lemma B.1 that with probability at least 1− δ,
TV(pˆ′, pˆ∗n) ≤
(
√
ǫ1 +
√
log(1/δ)
2n
)2
. (591)
Then we apply the result in Lemma E.12. Denote ∆1 =
√
σ2d log(d/δ)
nǫ
2/k
1
, ∆2 =
√
σ2d log(d)
nǫ
2/k
1
, and
G′ =
{
p : ∀r ≤ p
1− ǫ1 , ‖Er[X] − Ep[X]‖2 ≤
C1kσ
1− ǫ1
(
ǫ
1−1/k
1
δ1/k
+
1
δ
√
d
n
)
,
‖Ep[(X − µp)(X − µp)⊤]‖2 ≤ 1
1− ǫ1 + C3max(∆1,∆
2
1),
‖Er[(X − Ep[X])(X − Ep[X])T ]− Id‖2 ≤ C2k
1− ǫ1
(
kσ2ǫ
1−2/k
1
δ2/k
+
max(∆2,∆
2
2)
δ
+
kσ2d
nδ2
)}
(592)
where C1, C2, C3 are some universal constants. Then when k > 2, from Lemma E.12, under
appropriate choice of constants C1, C2, C3, for any ǫ1 < 1, we have pˆ
′ ∈ G′ with probability
at least 1− 6δ.
2. Generalized Modulus of Continuity:
Under the assumption that ǫ + log(1/δ)/n ≤ ǫ1, the perturbation level for modulus of con-
tinuity is 2
(√
ǫ1 +
√
log(1/δ)
2n
)2
+ 2
(√
ǫ+
√
log(1/δ)
2n
)2
≤ 4
(√
ǫ1 +
√
log(1/δ)
2n
)2
. Denote the
right hand side as ǫ˜. Then we also have ǫ˜ . ǫ1. Now we take M as
M =
{
p | Ep[(X − µp)(X − µp)] ≤ 1 + C2k
1− ǫ1
(
kσ2ǫ
1−2/k
1
δ2/k
+
max(∆2,∆
2
2)
δ
+
kσ2d
nδ2
)}
.
(593)
When k > 2, in Lemma E.3, take ρ1 =
C1kσ
1−ǫ1
(
ǫ
1−1/k
1
δ1/k
+ 1δ
√
d
n
)
, ρ2 = τ =
C2k
1−ǫ1
(
kσ2ǫ
1−2/k
1
δ2/k
+
max(∆2,∆22)
δ +
kσ2d
nδ2
)
.
We have for any ǫ˜ ∈ [0, 1),
sup
p∈G′,q∈M,TV(p,q)≤ǫ˜
‖Ep[X]− Eq[X]‖2 ≤ C6
1− ǫ1
(
kσǫ
1−1/k
1
δ1/k
+
√
kmax(∆2,∆22)ǫ1
δ
+
kσ
δ
√
d
n
)
.
(594)
From Lemma E.4, we know that the generalized modulus for T˜VH is the same as TV for G′
and M.
3. Generalization bound:
From the same argument as (586), we know that with probability at least 1− δ,
‖Ep∗ [X]− Eq[X]‖2 ≤ ‖Epˆ′ [X]− Eq[X]‖2 + C7
(
σǫ˜1−1/k + σ
√
d
n
+ σ
√
log(1/δ)
n
+
σ
√
d log(1/δ)
nǫ˜1/k
)
.
(595)
74
By taking ǫ1 = ǫ+
log(1/δ)
n , we can see that ǫ˜ ≍ ǫ1 ≍ ǫ+ log(1/δ)2n . Combining the five conditions,
from Theorem 7.2, for projection algorithm q = Π(pˆn;TV,M, ǫ˜/2) where ǫ˜ < 1/2, we have with
probability at least 1− 8δ,
‖µp∗ − µq‖2 . kσǫ˜
1−1/k
δ1/k
+
√
kmax(∆2,∆22)ǫ˜
δ
+
kσ
δ
√
d
n
+ σ
√
log(1/δ)
n
+
σ
√
d log(1/δ)
nǫ˜1/k
.
kσǫ˜1−1/k
δ1/k
+
√
kmax(∆2,∆
2
2)ǫ˜
δ
+
kσ
δ
√
d
n
.
.
kσǫ˜1−1/k
δ1/k
+
√
k∆2ǫ˜
δ
+
√
k∆22ǫ˜
δ
+
kσ
δ
√
d
n
.
kσǫ˜1−1/k
δ1/k
+
√
kǫ˜1−1/k
δ
√
σ2d log(d)
n
+
√
σ2kd log(d)ǫ˜1−2/k
nδ
+
kσ
δ
√
d
n
.
kσǫ˜1−1/k
δ1/k
+
1
δ
√
σ2kd log(d)
n
+
√
kǫ˜1−1/k +
√
σ2kd log(d)ǫ˜1−2/k
nδ
+
kσ
δ
√
d
n
.
kσǫ˜1−1/k
δ1/k
+
kσ
δ
√
d log(d)
n
.
kσǫ1−1/k
δ1/k
+
kσ
δ
√
d log(d)
n
. (596)
Thus we have with probability at least 1− δ,
‖µp∗ − µq‖2 ≤ C3kσ ·
(
ǫ1−1/k
δ1/k
+
1
δ
√
d log(d)
n
)
. (597)
for some constant C3.
We remark here that by appropriate choice of constants, we can make the projection set M
smaller than the set M in Theorem E.6, and we know that bounded k-th moment would imply
bounded second moment. Thus the bound in Theorem E.6 also applies to the projection algorithm
here, the final bound shall be the minimum of the two terms.
E.11 Improving the sample complexity by reducing high dimensional mean
estimation to one dimension
We show that by adopting a different algorithm and analysis technique, we can improve the sample
complexity in bounded Orlicz norm distributions discussed in Section 5.2. We first that this results
in good sample complexity in one-dimensional mean estimation, and show that high dimensional
mean estimation can be reduced to a one-dimension problem.
Theorem E.7 (One dimensional mean estimation for bounded Orlicz norm distribution under
TV projection). Assume the corruption model is either oblivious corruption (Definition 2.3) or
adaptive corruption model (Definition 2.4) of level ǫ. For some Orlicz function ψ (Definition 2.2)
that satisfies ψ(x) ≥ x when x ≥ 1, we take both G and M to be the set of one-dimensional bounded
Orlicz norm distributions as below:
G =
{
p | Ep
[
ψ
(
(X − µp)2
σ2
)]
≤ 1
}
, (598)
M =
{
p | Ep
[
ψ
(
(X − µp)2
4σ2
)]
≤ 4
}
. (599)
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Denote
ǫ˜ = 4
(√
ǫ+
log(1/δ)
n
+
√
log(1/δ)
2n
)2
. (600)
If p∗ ∈ G and ǫ˜ < 1/2, then the projection algorithm q = Π(pˆn;TV,M) or q = Π(pˆn;TV,M, ǫ˜/2)
satisfies the following with probability at least 1− 3δ:
‖Ep∗ [X]− Eq[X]‖2 ≤ Cσ ·
(
ǫ
√
ψ−1(ǫ) +
√
log(1/δ)
n
)
, (601)
where C is some universal constant.
Proof. Among the five conditions in Theorem 7.2, the ‘robust to perturbation’ and ‘limited corrup-
tion’ conditions are identical to the proof in Appendix E.7. we only need to verify the other three
conditions. Denote ǫ1 = ǫ+
log(1/δ)
n .
1. Set for (perturbed) empirical distribution:
For any fixed ǫ as perturbation level, we show that there exists some distribution pˆ′ that has
bounded Orlicz norm (inside M) and TV(pˆ′, pˆn) is small.
We truncate the distribution p∗ by removing all X with |X − µp∗ | ≥ σ
√
ψ−1(1/ǫ1) to get a
new distribution p′, where ǫ1 is some parameter to be specified later. Denote the empirical
distribution of p′ with n samples as pˆ′. By Markov’s inequality, we have for any t ≥ 0,
Pp∗(|X − µp∗ | ≥ t) = Pp∗
(
ψ(
(X − µp∗)2
σ2
) ≥ ψ( t
2
σ2
)
)
≤ Ep∗[ψ((X − µp∗)
2/σ2)]
Ep∗ [ψ(t2/σ2)]
≤ 1
Ep∗[ψ(t2/σ2)]
.
(602)
By taking t = σ
√
ψ−1(1/ǫ1), we know that TV(p∗, p′) ≤ ǫ1. It follows from Lemma B.1 that
with probability at least 1− δ,
TV(pˆ′, pˆ∗n) ≤
(
√
ǫ1 +
√
log(1/δ)
2n
)2
. (603)
Consider the random variable ψ(
(X−µp∗ )2
σ2 ), where X ∼ p′, we know that
ψ(
(X − µp∗)2
σ2
) ≤ 1
ǫ1
a.s., (604)
Ep′ [ψ(
(X − µp∗)2
σ2
)] ≤ 1, (605)
Var(ψ(
(X − µp∗)2
σ2
)) = Ep′[ψ
2(
(X − µp∗)2
σ2
)]− Ep′[ψ((X − µp
∗)2
σ2
)]2 ≤ 1
ǫ1
. (606)
By Bernstein’s inequality, we know that
Pp′ [
n∑
i=1
(ψ(
(Xi − µp∗)2
σ2
)− Ep′[ψ((X − µp
∗)2
σ2
)]) ≥ t] ≤ exp
(
− t
2
2n/ǫ1 + 2t/3ǫ1
)
. (607)
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Assume ǫ1 ≥ ǫ+ log(1/δ)/n. Let RHS be δ and solving t, we know that with probability at
least 1− δ,
Epˆ′ [ψ(
(X − µp∗)2
σ2
)] ≤ Ep′[ψ((X − µp
∗)2
σ2
)] +
√2 log(1/δ)
nǫ1
+
2 log(1/δ)
3nǫ1

≤ 1 +
√2 log(1/δ)
nǫ1
+
2 log(1/δ)
3nǫ1
 < 4. (608)
From centering lemma in A.3 we know that with probability at least 1− δ,
Epˆ′
[
ψ
(
(X − µpˆ′)2
4σ2
)]
≤ 4. (609)
By taking G′ =M, we know that pˆ′ ∈ G′ with probability at least 1− δ.
2. Generalized Modulus of Continuity: Assume that ǫ + log(1/δ)/n ≤ ǫ1. Then the per-
turbation level for modulus of continuity is 2
(√
ǫ1 +
√
log(1/δ)
2n
)2
+ 2
(√
ǫ+
√
log(1/δ)
2n
)2
≤
4
(√
ǫ1 +
√
log(1/δ)
2n
)2
. Denote the right hand side as ǫ˜. Then we also know ǫ˜ . ǫ1. We know
from Lemma C.2 that for any ǫ˜ ∈ [0, 1/2], there is
sup
p∈G′,q∈M,TV(p,q)≤ǫ˜
‖Ep[X]− Eq[X]‖2 . σǫ1
√
ψ−1(1/ǫ1). (610)
3. Generalization bound: We first show that Ep′ [ψ(X
2/σ2)] ≤ 1 implies Ep′[X2] ≤ 2σ2. Note
that Ep′ [ψ(X
2/σ2)] ≤ 1 is equivalent to
1 ≥ Pp′(|X| ≤ σ)Ep′ [ψ(X2/σ2) | |X| ≤ σ] + Pp′(|X| > σ)Ep′ [ψ(X2/σ2) | |X| > σ]
≥ Pp′(|X| > σ)Ep′ [X2/σ2 | |X| > σ], (611)
since ψ(x) ≥ x for x ≥ 1. Thus we have
Ep′ [X
2/σ2] = Pp′(|X| ≤ σ)Ep′ [X2/σ2 | |X| ≤ σ] + Pp′(|X| > σ)Ep′ [X2/σ2 | |X| > σ]
≤ 2. (612)
Thus we know that p′ has its variance bounded. Note that p′ is a ǫ1-deletion of p∗. By triangle
inequality and the resilient condition for p∗, we have
|Ep∗ [X]− Eq[X]| ≤ |Ep∗[X]− Ep′ [X]|+ |Ep′ [X]− Epˆ′ [X]|+ |Epˆ′ [X]− Eq[X]|
≤ σǫ1
√
ψ−1(1/ǫ1) + |Ep′ [X]− Epˆ′ [X]|+ |Epˆ′ [X]− Eq[X]|. (613)
From Lemma E.5 and the assumption that ǫ+log(1/δ)/n ≤ ǫ1, we know that with probability
at least 1− δ, there exists some constant C3 such that
|Ep′ [X]− Epˆ′[X]| ≤ C3
(
σ
√
log(1/δ)
n
+
σ log(1/δ)
n
√
ǫ+ log(1/δ)/n
)
≤ C3
(
σ
√
log(1/δ)
n
+
σ log(1/δ)
n
√
log(1/δ)/n
)
= 2C3σ
√
log(1/δ)
n
. (614)
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Thus with probability at least 1− δ, there exists some constant C4 such that
|Ep∗[X] − Eq[X]| ≤ |Epˆ′ [X] − Eq[X]|+ σǫ1
√
ψ−1(1/ǫ1) + C4σ
√
log(1/δ)
n
. (615)
Take ǫ1 = ǫ+ log(1/δ)/n. From the same argument as (563), we have
ǫ1
√
ψ−1(1/ǫ1) ≤ ǫ
√
ψ−1(1/ǫ) +
log(1/δ)
n
√
ψ−1
(
n
log(1/δ)
)
. (616)
From assumption ǫ˜ < 1/2 we know that nlog(1/δ) > 1. From ψ
−1(x) ≤ x for x ≥ 1, we know that
log(1/δ)
n
√
ψ−1( nlog(1/δ) ) ≤
√
log(1/δ)
n . Thus overall, we have
|Ep∗ [X]− Eq[X]| ≤ |Epˆ′ [X]− Eq[X]| + σǫ
√
ψ−1(1/ǫ) + C4σ
√
log(1/δ)
n
. (617)
Combining the five conditions, from Theorem 7.2 and taking , for projection algorithm q =
Π(pˆn;TV,M) or q = Π(pˆn;TV,M, ǫ˜/2), there exists some constant C such that with probability
at least 1− 3δ,
|Ep∗[X] − Eq[X]| ≤ Cσ ·
(
ǫ
√
ψ−1(1/ǫ) +
√
log(1/δ)
n
)
. (618)
Now we show that if we are able to get good mean estimator for one-dimensional random
variable, we are guaranteed to get good mean estimator for high-dimensional random variable.
Similar idea also appears in (Catoni and Giulini, 2017; Joly et al., 2017; Prasad et al., 2019).
Lemma E.13. Assume X ∼ p∗ is a d-dimensional random variable, and there exists an estimator
µˆv such that for any fixed v ∈ Rd, ‖v‖2 = 1, with probability at least 1− δ,
|µˆv − Ep∗ [v⊤X]| ≤ f(δ). (619)
Denote the minimum 1/2-covering of the unit sphere Sd−1 = {v | v ∈ Rd, ‖v‖2 = 1} as N (Sd−1, 1/2),
i.e. N (Sd−1, 1/2) is the set with minimum elements that satisfies ∀v ∈ Sd−1, ∃y ∈ N (Sd−1, 1/2)
such that ‖v − y‖2 ≤ 1/2. Then the linear programming
µˆ = argmin
µ
sup
v∈N (Sd−1,1/2)
|v⊤µ− µˆv| (620)
satisfies
‖µˆ − Ep∗[X]‖2 ≤ 4f(δ/5d) (621)
with probability at least 1− δ.
Proof. We have
‖µˆ− Ep∗ [X]‖2 = sup
v∈Sd−1
|Ep∗[v⊤(X − µˆ)]| (622)
≤ sup
v∈N (Sd−1,1/2)
Ep∗[v
⊤(X − µˆ)] + 1
2
‖µˆ − Ep∗[X]‖2. (623)
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Thus we know that
‖µˆ − Ep∗[X]‖2 ≤ 2 sup
v∈N (Sd−1,1/2)
Ep∗[v
⊤(X − µˆ)] (624)
≤ 2( sup
v∈N (Sd−1,1/2)
|Ep∗[v⊤X]− µˆv|+ sup
v∈N (Sd−1,1/2)
|v⊤µˆ− µˆv|) (625)
≤ 4 sup
v∈N (Sd−1,1/2)
|Ep∗[v⊤X]− µˆv|. (626)
Since |N (Sd−1, 1/2)| ≤ 5d (Wainwright, 2019), by taking the union bound over all the vectors
in N (Sd−1, 1/2) in (619), we know that with probability at least 1− 5dδ,
‖µˆ − Ep∗[X]‖2 ≤ 4f(δ). (627)
Substituting δ with δ˜ = 5dδ gives the final result.
Remark E.4. The above result also applies to general case of estimating under L = WF (p, q) =
supf∈F |Epf(X)−Eqf(X)| by designingWH where H ⊂ F andWH(p, q) ≥ 12WF (p, q). Furthermore,
it is necessary to estimate each f(X) for f ∈ F very well. Recall that the modulus of continuity
for L =WF is a nearly tight upper bound for the population limit (Lemma B.2). The modulus can
be written as
sup
p1,p2∈G,TV(p1,p2)≤ǫ
WF (p1, p2) = sup
f∈F
sup
p1,p2∈G,TV(p1,p2)≤ǫ
|Ep1 [f(X)]− Ep2 [f(X)]|, (628)
while supp1,p2∈G,TV(p1,p2)≤ǫ |Ep1 [f(X)]− Ep2 [f(X)]| is the modulus for estimating Ep[f(X)]. Hence,
robust estimation under WF is equivalent to robust estimation of each f ∈ F .
Combining Theorem E.7 and Lemma E.13, we have the following corollary.
Corollary E.2. Assume the corruption model is either oblivious corruption (Definition 2.3) or
adaptive corruption model (Definition 2.4) of level ǫ. For some Orlicz function ψ (Definition 2.2)
that satisfies ψ(x) ≥ x when x ≥ 1, we take G to be the set of d-dimensional bounded Orlicz norm
distributions, and M to be the set of 1-dimensional bounded Orlicz norm distributions:
G =
{
p | sup
v∈Rd,‖v‖2=1
Ep
[
ψ
(
(v⊤(X − µp))2
σ2
)]
≤ 1
}
, (629)
M =
{
p | Ep
[
ψ
(
(X − µp)2
4σ2
)]
≤ 4
}
. (630)
Denote
ǫ˜ = 4
(√
ǫ+
log(1/δ)
n
+
√
log(1/δ)
2n
)2
. (631)
For some fixed v ∈ Sd−1, denote the projection of distribution pˆn along direction v as pˆvn. Denote
qv = Π(pˆ
v
n;TV,M, ǫ˜/2), and the algorithm outputs
µˆ = argmin
µ
sup
v∈N (Sd−1,1/2)
|v⊤µ− µqv | (632)
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If p∗ ∈ G and ǫ˜ < 1/2, then µˆ satisfies the following with probability at least 1− 3δ:
‖µp∗ − µˆ‖2 ≤ Cσ ·
(
ǫ
√
ψ−1(ǫ) +
√
d log(1/δ)
n
)
, (633)
where C is some universal constant.
By taking ψ(x) = x, we are assuming the true distribution has bounded covariance, and guar-
antee estimation error O(
√
ǫ+
√
d log(1/δ)
n ).
F Related discussions and remaining proofs in Section 6
F.1 Proof of Lemma 6.2
Proof. We first show the result when g(x) = x. From (Rothschild and Stiglitz, 1978)(Marshall et al.,
1979, Proposition B.19.c, remark 2), we know that it suffices to check the following two conditions
to guarantee convex order of X:
1. Erp [X] = Erq [X],
2. ∀z ∈ R, ∫ z−∞ Prp [X ≤ t]dt ≥ ∫ z−∞ Prq [X ≤ t]dt.
Denote function (x)+ = max(x, 0), (x)− = −min(−x, 0). Note that we have
Ep[(X − a)+] =
∫ +∞
a
Pp(X ≥ t)dt, (634)
which is also equivalent to the W1 cost that moves all the mass left to a to the point a. Similarly,
the W1 cost that moves all the mass right to a to the point a can be represented as
Ep[(X − a)−] =
∫ a
−∞
Pp(X ≤ t)dt. (635)
Given p, q, we construct rp and rq as follows. We consider different cases of µp, µq:
1. Assume µp = µq = µ for some µ. We construct some coupling for p, rp pair and q, rq pair
such that under the coupling, all the mass move towards µ and the mean is unchanged. Since
Ep[(X−µ)+]−Ep[(X−µ)−] = Ep[X−µ] = 0, we know that Ep[(X−µ)+] = Ep[(X−µ)−] = 0.
Similarly we have Eq[(X − µ)+] = Eq[(X − µ)−].
If Ep[(X − µ)+] = Ep[(X − µ)−] ≤ 2ǫ, from W˜1(p, q) ≤ ǫ, we know that
Eq[(X − µ)+] = Eq[(X − µ)−] ≤ 3ǫ. (636)
Then we move all the mass of p, q to a single point µ to get the new distribution rp, rq, from
the above condition we know that W1(p, rp) ≤ 4ǫ, W1(q, rq) ≤ 6ǫ, and rp, rq satisfies the two
conditions required since they are identically distributed.
Otherwise, we have
Ep[(X − µ)+] = Ep[(X − µ)−] > 2ǫ, (637)
80
and consequently,
Eq[(X − µ)+] = Eq[(X − µ)−] > ǫ. (638)
Then we are able to find some τ2 < µ < τ1 such that∫ τ2
−∞
Pq(v
⊤X ≤ t)dt = ǫ, (639)∫ +∞
τ1
Pq(v
⊤X ≥ t)dt = ǫ. (640)
We move all the mass of q that is left to τ2 to τ2, and all the mass of q that is right to τ1 to
τ1 to get rq, and keep rp = p. Then we have W1(rq, q) = 2ǫ, µrq = µq = µp = µrp , and
∀z < τ2,
∫ z
−∞
Prp [X ≤ t]dt ≥ 0 =
∫ z
−∞
Prq [X ≤ t]dt, (641)
∀z ∈ [τ2, τ1]
∫ z
−∞
Prp [X ≤ t]dt =
∫ z
−∞
Pp[X ≤ t]dt
=
∫ z
−∞
Pp[X ≤ t]dt−
∫ z
−∞
Pq[X ≤ t]dt+
∫ z
−∞
Pq[X ≤ t]dt
−
∫ z
−∞
Prq [X ≤ t]dt+
∫ z
−∞
Prq [X ≤ t]dt
≥ −ǫ+ ǫ+
∫ z
−∞
Prq [X ≤ t]dt
=
∫ z
−∞
Prq [X ≤ t]dt, (642)
∀z > τ2,
∫ z
−∞
Prp [X ≤ t]dt =
∫ z
−∞
Pp[X ≤ t]dt
= Ep[(X − z)−]
= Ep[(X − z)+]− Ep[X − z]
≥ Erq [(X − z)+]− Erq [X − z]
= Erq [(X − z)−]
=
∫ z
−∞
Prq [X ≤ t]dt. (643)
Thus the two conditions to guarantee convex order are satisfied.
2. Assume µp > µq. From W1(p, q) ≤ ǫ we know that |µp − µq| ≤ ǫ. Take µ = µp.
If Eq[(X − µ)−] ≤ ǫ, then from Eq[(X − µ)+]− Eq[(X − µ)−] = Eq[X − µ] < 0, we know that
Eq[(X−µ)+] ≤ ǫ. Thus fromW1(p, q) ≤ ǫ, we know that Ep[(X−µ)−] ≤ 2ǫ, Ep[(X−µ)+] ≤ 2ǫ.
Thus we can move all the mass of p, q to a single point µ to get the new distribution rp, rq,
from the above condition we know that W1(p, rp) ≤ 4ǫ, W1(q, rq) ≤ 2ǫ, and rp, rq satisfies the
two conditions required since they are identically distributed.
Otherwise, we know Eq[(X −µ)−] > ǫ. Then we first move the left most part of X under q to
make Erq [X] = µ. Thus we have Erq [(X − z)−] ≤ Eq[(X − z)−] for any z ∈ R. Starting from
p, rq, we know that their means are equal. Thus we repeat the first step to construct rp, rq
that satisfies the two conditions. Overall we have W1(q, rq) ≤ 7ǫ.
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3. Assume µp < µq. Denote µ = µp. Then if Eq[(X − µ)−] ≤ ǫ, we follow the same procedure
as the case of µp > µq. Otherwise we first move the right most part of X under q to make
Erq [X] = µp. Then we repeat the first step to construct rp, rq that satisfies the two conditions.
Overall we have W1(q, rq) ≤ 7ǫ.
When g(x) = |x|, note that the movement in above construction from p, q to rp, rq only includes
deleting the left most or right most of X. By replacing X with |X|, all above arguments go through
without increasing the cost W1(p, rq) and W1(q, rq). This is because for any movement from a to b
for |X|, where both a and b are non negative, one can map it back to movement in x space from a
to b or from −a to −b without increasing the cost. Thus the result also holds for g(x) = |x|.
F.2 Proof of Lemma 6.1
Proof. To show the result, we first prove the following Lemma.
Lemma F.1. Consider any distribution p and denote its empirical distribution of n i.i.d. samples
as pˆn. For any M > 0, define
ξ1 = Ep
∥∥∥∥∥ 1n
n∑
i=1
Xi − Ep[X]
∥∥∥∥∥
2
, (644)
ξ2(M) = sup
v∈Rd,‖v‖2=1
Ep[max
(
0, v⊤(X − Ep[X]) −M
)
]. (645)
Then for any M > 0,
Ep[W˜1(p, pˆn)] ≤ 8ξ1 + ξ2(M) + 2M√
n
, (646)
where C is some universal constant.
Denote the contaminated population distribution as p satisfyingW1(p, p
∗) ≤ ǫ, and the empirical
distribution of observed data as pˆn. Under the oblivious corruption model pˆn represents n i.i.d.
samples from p. Define
U ′1 = {v⊤x : v ∈ Rd, ‖v‖2 ≤ 1} (647)
U ′2 = {max(0, v⊤(x− a)) : a, v ∈ Rd, ‖v‖2 ≤ 1} (648)
U ′3 = {−max(0, v⊤(x− a)) : a, v ∈ Rd, ‖v‖2 ≤ 1}. (649)
Note that U ′1
⋃U ′2⋃U ′3 is symmetric. We have
W˜1(p, pˆn) = sup
u∈U ′
|Epˆn [u(X)] − Ep[u(X)]|
= sup
u∈U ′1
⋃U ′2⋃U ′3
Ep[u(X)] − 1
n
n∑
i=1
u(Xi)
= max
{
sup
u∈U ′1
Ep[u(X)]− 1
n
n∑
i=1
u(Xi), sup
u∈U ′2
Ep[u(X)] − 1
n
n∑
i=1
u(Xi), sup
u∈U ′3
Ep[u(X)] − 1
n
n∑
i=1
u(Xi)
}
.
(650)
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We have
sup
u∈U ′1
Ep[u(X)] − 1
n
n∑
i=1
u(Xi) = sup
v∈Rd,‖v‖2≤1
v⊤Ep[X] − 1
n
n∑
i=1
v⊤Xi (651)
=
∥∥∥∥∥ 1n
n∑
i=1
Xi − Ep[X]
∥∥∥∥∥
2
(652)
Now we bound the uniform law of large number for U ′2. Here we first shift X to X˜ = X−Ep[X].
Since a is taken in R, W˜1(p, pˆn) wouldn’t change. With a bit abuse of notation, we still use X to
represent the mean-0 shifted distribution. We have
E
[
sup
u∈U ′2
Ep[u(X)] − 1
n
n∑
i=1
u(Xi)
]
= E
[
sup
v∈Rd,‖v‖2=1,a∈R
Ep
[
max(0, v⊤X − a)
]
− 1
n
n∑
i=1
max(0, v⊤Xi − a)
]
(653)
We bound three cases separately, i.e. −M ≤ a ≤M , a > M and a < −M .
For −M ≤ a ≤ M , from symmetrization inequality (Wainwright, 2019, Proposition 4.11), we
have
Ep
[
sup
v∈Rd,‖v‖2=1,a∈[−M,M ]
Ep
[
max(0, v⊤X − a)
]
− 1
n
n∑
i=1
max(0, v⊤Xi − a)
]
(654)
≤2Ep,ǫ∼{±1}d
[
sup
v∈Rd,‖v‖2=1,a∈[−M,M ]
[
1
n
n∑
i=1
ǫimax(0, v
⊤Xi − a)
]]
(655)
From Talagrand contraction inequality (Vershynin, 2018, Exercise 6.7.7) as below, we have
2Ep,ǫ∼{±1}d
[
sup
v∈Rd,‖v‖2=1,a∈[−M,M ]
[
1
n
n∑
i=1
ǫimax(0, v
⊤Xi − a)
]]
(656)
≤2Ep,ǫ∼{±1}d
[
sup
v∈Rd,‖v‖2=1,a∈[−M,M ]
[
1
n
n∑
i=1
ǫi(v
⊤Xi − a)
]]
(657)
≤2Ep,ǫ∼{±1}d
[
sup
v∈Rd,‖v‖2=1
[
1
n
n∑
i=1
ǫiv
⊤Xi
]]
+ 2Eǫ∼{±1}d
[
sup
a∈[−M,M ]
[
1
n
n∑
i=1
ǫia
]]
(658)
≤2Ep
∥∥∥∥∥ 1n
n∑
i=1
(Xi − Ep[X])
∥∥∥∥∥
2
+ 2MEǫ∼{±1}d
∣∣∣∣∣ 1n
n∑
i=1
ǫi
∣∣∣∣∣ (659)
≤4Ep
∥∥∥∥∥ 1n
n∑
i=1
(Xi − Ep[X])
∥∥∥∥∥
2
+ 2M
√√√√Eǫ∼{±1}d( 1n
n∑
i=1
ǫi)2 (660)
≤4Ep
∥∥∥∥∥ 1n
n∑
i=1
Xi − Ep[X]
∥∥∥∥∥
2
+ 2
M√
n
. (661)
Here Equation (660) comes from symmetrization inequality (Wainwright, 2019, Proposition
4.11).
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For a > M , we have
Ep
[
sup
v∈Rd,‖v‖2=1,a>M
Ep
[
max(0, v⊤X − a)
]
− 1
n
n∑
i=1
max(0, v⊤Xi − a)
]
(662)
≤Ep
[
sup
v∈Rd,‖v‖2=1,a>M
Ep
[
max(0, v⊤X − a)
]]
(663)
= sup
v∈Rd,‖v‖2=1,a>M
Ep
[
max(0, v⊤X − a)
]
(664)
< sup
v∈Rd,‖v‖2=1
Ep
[
max(0, v⊤X −M)
]
. (665)
For a < −M , we have
Ep
[
sup
v∈Rd,‖v‖2=1,a<−M
Ep
[
max(0, v⊤X − a)
]
− 1
n
n∑
i=1
max(0, v⊤Xi − a)
]
(666)
=Ep
[
sup
v∈Rd,‖v‖2=1,a<−M
Ep
[
v⊤X − a+max
(
0,−v⊤X + a
)]
− 1
n
n∑
i=1
(
v⊤Xi − a+max
(
0,−v⊤X + a
))]
(667)
=Ep
[
sup
v∈Rd,‖v‖2=1,a<−M
Ep
[
v⊤X − a
]
− 1
n
n∑
i=1
(
v⊤Xi − a
)
+
(
Ep
[
max
(
0,−v⊤X + a
)]
− 1
n
n∑
i=1
max
(
0,−v⊤Xi + a
))]
(668)
≤Ep
∥∥∥∥∥ 1n
n∑
i=1
Xi − Ep[X]
∥∥∥∥∥
2
+ sup
v∈Rd,‖v‖2=1,a<−M
Ep
[
max
(
0,−v⊤X + a
)]
(669)
≤Ep
∥∥∥∥∥ 1n
n∑
i=1
Xi − Ep[X]
∥∥∥∥∥
2
+ sup
v∈Rd,‖v‖2=1
Ep
[
max
(
0,−v⊤X −M
)]
(670)
=Ep
∥∥∥∥∥ 1n
n∑
i=1
Xi − Ep[X]
∥∥∥∥∥
2
+ sup
v∈Rd,‖v‖2=1
Ep
[
max
(
0, v⊤X −M
)]
(671)
Thus we have
sup
u∈U ′2
Ep[u(X)] − 1
n
n∑
i=1
u(Xi) ≤ 4Ep
∥∥∥∥∥ 1n
n∑
i=1
Xi − Ep[X]
∥∥∥∥∥
2
+ 2
M√
n
+ sup
v∈Rd,‖v‖2=1
Ep
[
max
(
0, v⊤X −M
)]
.
(672)
Following a similar argument, we have
sup
u∈U ′3
Ep[u(X)] − 1
n
n∑
i=1
u(Xi) ≤ 4Ep
∥∥∥∥∥ 1n
n∑
i=1
Xi − Ep[X]
∥∥∥∥∥
2
+ 2
M√
n
+ Ep
[
sup
v∈Rd,‖v‖2=1
1
n
n∑
i=1
max
(
0, v⊤Xi −M
)]
.
(673)
To see the final results, we first show that
sup
v∈Rd,‖v‖2=1
Ep
[
max
(
0, v⊤X −M
)]
≤ Ep
[
sup
v∈Rd,‖v‖2=1
1
n
n∑
i=1
max
(
0, v⊤Xi −M
)]
. (674)
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This can be seen from that for any v ∈ Rd, ‖v‖2 = 1,
1
n
n∑
i=1
max
(
0, v⊤Xi −M
)
≤ sup
v∈Rd,‖v‖2=1
1
n
n∑
i=1
max
(
0, v⊤Xi −M
)
. (675)
Taking expectation on both sides, we can see that for any v ∈ Rd, ‖v‖2 = 1,
Ep[max
(
0, v⊤Xi −M
)
] ≤ Ep[ sup
v∈Rd,‖v‖2=1
1
n
n∑
i=1
max
(
0, v⊤Xi −M
)
]. (676)
Thus we only need to bound the RHS of the above equation. Following the same approach of
symmetrization and contraction inequality, we have
Ep
[
sup
v∈Rd,‖v‖2=1
1
n
n∑
i=1
max
(
0, v⊤Xi −M
)]
=Ep
[
sup
v∈Rd,‖v‖2=1
1
n
n∑
i=1
max
(
0, v⊤Xi −M
)]
− sup
v∈Rd,‖v‖2=1
Ep[max
(
0, v⊤X −M
)
]
+ sup
v∈Rd,‖v‖2=1
Ep[max
(
0, v⊤X −M
)
]
≤2Ep,ǫ∼{±1}d
[
sup
v∈Rd,‖v‖2=1
1
n
n∑
i=1
ǫimax
(
0, v⊤Xi −M
)]
+ sup
v∈Rd,‖v‖2=1
Ep[max
(
0, v⊤X −M
)
]
≤2Ep,ǫ∼{±1}d
[
sup
v∈Rd,‖v‖2=1
1
n
n∑
i=1
ǫiv
⊤Xi
]
+ sup
v∈Rd,‖v‖2=1
Ep[max
(
0, v⊤X −M
)
]
≤4Ep
[
sup
v∈Rd,‖v‖2=1
1
n
n∑
i=1
v⊤(Xi − Ep[X])
]
+ sup
v∈Rd,‖v‖2=1
Ep[max
(
0, v⊤X −M
)
]
=4Ep
[
‖ 1
n
n∑
i=1
v⊤Xi − Ep[X]‖2
]
+ sup
v∈Rd,‖v‖2=1
Ep[max
(
0, v⊤X −M
)
]. (677)
Overall, we have
Ep[W˜1(p, pˆn)] ≤8Ep
∥∥∥∥∥ 1n
n∑
i=1
Xi − Ep[X]
∥∥∥∥∥
2
+ sup
v∈Rd,‖v‖2=1
Ep[max(0, v
⊤X −M)] + 2M√
n
. (678)
Combining all the results give the conclusion.
Now we are ready for the proof of main Lemma. Note that W˜1 is a pseudometric. By triangle
inequality, we have
W˜1(p, pˆn) ≤ W˜1(p, p∗) + W˜1(p∗, pˆ∗n) + W˜1(pˆ∗n, pˆn). (679)
Taking the expectation over the optimal coupling π between p, p∗, by Lemma 2.1, we know that
Ep[W˜1(p, pˆn)] ≤ W˜1(p, p∗) + Ep∗[W˜1(p∗, pˆ∗n)] + Eπ[W˜1(pˆ∗n, pˆn)]
≤ ǫ+ Ep∗[W˜1(p∗, pˆ∗n)] + Eπ[W1(pˆ∗n, pˆn)]
≤ 2ǫ+ Ep∗[W˜1(p∗, pˆ∗n)]. (680)
85
Thus it suffices to bound the term Ep∗[W˜1(p
∗, pˆ∗n)]. By Lemma 6.1, we have for any M > 0,
Ep∗ [W˜1(p
∗, pˆ∗n)] ≤ 8ξ1 + ξ2(M) + 2
M√
n
. (681)
where ξ1 = Ep∗
∥∥ 1
n
∑n
i=1Xi − Ep∗[X]
∥∥
2
, ξ2(M) = supv∈Rd,‖v‖2=1 Ep∗
[
max(0, v⊤(X − Ep∗[X]) −M)
]
.
Now we bound the two terms ξ1, ξ2 separately. From Lemma A.4, we know that
ξ1 = Ep∗
∥∥∥∥∥ 1n
n∑
i=1
Xi − Ep∗ [X]
∥∥∥∥∥
2
≤ σ
√
d
n
. (682)
Now we bound the term ξ2(M). From Lemma C.2, we know for some fixed v ∈ Rd, ‖v‖2 = 1,
‖Ep∗[X | v⊤(X − Ep∗[X]) ≥M ]− Ep∗ [X]‖2 ≤ κψ−1(1/(1 − Pp∗(v⊤(X − Ep∗ [X]) ≤M)))
= κψ−1(1/Pp∗(v⊤(X − Ep∗ [X]) ≥M)). (683)
By Markov’s inequality, we have
Pp∗(v
⊤(X − Ep∗ [X]) ≥M) ≤ Pp∗(ψ(|v⊤(X − Ep∗ [X])|/κ) ≥ ψ(M/κ))
≤ Ep∗[ψ(|v
⊤(X − Ep∗[X])/κ|)]
ψ(M/κ)
≤ 1
ψ(M/κ)
. (684)
Thus we have
ξ2(M) = sup
v∈Rd,‖v‖2=1
Ep∗
[
max(0, v⊤(X − Ep∗[X])−M)
]
= sup
v∈Rd,‖v‖2=1
Pp∗(v
⊤(X − Ep∗[X]) ≥M)‖Ep∗ [X − Ep∗[X] | v⊤(X − Ep∗[X]) ≥M ]‖2
≤ sup
v∈Rd,‖v‖2=1
κPp∗(v
⊤(X − Ep∗ [X]) ≥M)ψ−1(1/Pp∗(v⊤(X − Ep∗[X]) ≥M))
≤ M
ψ(M/κ)
. (685)
The last inequality uses the fact that ǫψ−1(1/ǫ) is nondecreasing from Lemma A.1. Now we balance
the term ξ2(M) +
M√
n
. By taking M = κψ−1(
√
n), we have
ξ2(M) + 2
M√
n
≤ 3κψ
−1(
√
n)√
n
. (686)
F.3 General proposition of W˜1 projection algorithm
We first slightly generalize GWc,k in Definition 4.2 to GWc,k(ρ1, ρ2, η) = GWc,k↓ (ρ1, η)∩G
Wc,k
↑ (ρ1, ρ2, η),
where
GWc,k↓ (ρ1, η) = {p | sup
f∈Fθ∗(p),g∈P(f),r∈F(p,η,Wc,k,g)
Er[f(X)]−B∗(f, θ∗(p)) ≤ ρ1}, (687)
GWc,k↑ (ρ1, ρ2, η) =
{
p | ∀θ,
((
sup
f∈Fθ ,g∈P(f)
inf
r∈F(p,η,Wc,k,g)
Er[f(X)]−B∗(f, θ) ≤ ρ1
)
⇒ L(p, θ) ≤ ρ2
)}
.
(688)
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Here the only difference between Definition 4.2 is that we allow the friendly perturbation has
different projection function g rather than f , which is needed in Theorem 6.1. In second moment
cases, we have f(x) = (v⊤x)2 while g(x) = |v⊤x|. It follows the same proof as Theorem 4.3 that
the modulus of continuity for the above set is bounded.
In this section, we make the assumption that Fθ contains only the function of the form f(|v⊤x|),
where all the f are convex functions. We show the robustness guarantee for general projection
algorithm q = Π(pˆn; W˜1,GW1). The following proposition is a corollary of Theorem 7.1.
Proposition F.1. Under the oblivious corruption model of level ǫ with W˜1 perturbation, where W˜1
is defined in (87). Assume p∗ satisfies that
sup
v∈Rd,‖v‖2=1
Ep∗ [ψ(|v⊤X|/κ)] ≤ 1, (689)
‖Σp∗‖2 ≤ σ2. (690)
Denote the empirical distribution of observed data as pˆn, and
ǫ˜ = 2(1 +
1
δ
)ǫ+
8σ
δ
√
d
n
+
3κψ−1(
√
n)
δ
√
n
. (691)
Suppose g(x) = either v⊤x or |v⊤x|. When we take the projection set G = GW1(ρ1(7ǫ˜), ρ2(7ǫ˜), 7ǫ˜) in
Definition 4.2, where all functions in Fθ are of the form of f(g(x)) for some convex function f , and
P(f(g(x))) = {g(x)}, we have with probability at least 1−δ, the projection algorithm Π(pˆn; W˜1,GW1)
or Π(pˆn; W˜1,GW1 , ǫ˜/2) satisfies
L(p∗, θ∗(q)) ≤ ρ2(7ǫ˜). (692)
Proof. The two conclusions are all corollaries of Theorem 7.1. We only need to verify the two
conditions in Theorem 7.1.
1. Robust to perturbation: Note that W˜1 satisfies triangle inequality and U ′ ⊂ U . For any
p1, p2, p3, we have
|W˜1(p1, p2)− W˜ (p1, p3)| = sup
u∈U ′
|Ep1 [u(X)] − Ep2 [u(X)]| − sup
u∈U ′
|Ep1 [u(X)] − Ep3 [u(X)]|
≤ sup
u∈U ′
|Ep2 [u(X)] − Ep3 [u(X)]|
= W˜1(p2, p3)
≤W1(p2, p3). (693)
2. Generalized Modulus of Continuity: Assume p1, p2 ∈ GW1(ρ1(7ǫ˜), ρ2(7ǫ˜), 7ǫ˜) and W˜1(p1, p2) ≤
ǫ˜. For any fixed v, from Lemma 6.2, we know that when g(x) takes either v⊤x or |v⊤x|, there
exists an rp1 ∈ F(p1, 7ǫ˜,W1, g(x)) and an rp2 ∈ F(p2, 7ǫ˜,W1, g(x)) such that for convex f(x),
we have
Erp1
[f(g(X))] ≤ Erp2 [f(g(X))]. (694)
From p2 ∈ GW1↓ , we know that
sup
f∈Fθ∗(p2),g∈P(f),r∈F(p2,7ǫ˜,Wc,k,g(x))
Er[f(X)]−B∗(f, θ∗(p2)) ≤ ρ1(7ǫ˜). (695)
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Thus we know for any given f, g, and any friendly perturbation rp2 , the above inequality
holds. Thus we also have
Erp1
[f(X)]−B∗(f, θ∗(p2)) ≤ Erp2 [f(X)]−B∗(f, θ∗(p2)) ≤ ρ1(7ǫ˜). (696)
Rewriting the above statement, we know that
sup
f∈Fθ∗(p2),g∈P(f)
inf
r∈F(p,7ǫ˜,Wc,k,g(x))
Er[f(X)]−B∗(f, θ∗(p2)) ≤≤ ρ1(7ǫ˜). (697)
Since we also know that p1 ∈ GWc↑ , we have
L(p1, θ
∗(p2)) ≤ ρ2(7ǫ˜) (698)
Thus from Theorem 7.1, we have with probability at least 1− δ,
L(p∗, θ∗(q)) ≤ ρ2(7ǫ˜). (699)
We provide ways to bound the statistical error term W˜1(pˆn, p) in Lemma 6.1. Combining these
two lemmas gives the results.
G Related discussions in Section 7: Connections with robust op-
timization
We provided two approaches to analyze the finite sample projection algorithm q = Π(pˆn; D˜,M):
oblivious analysis in Theorem 7.1 and adaptive analysis in Theorem 7.2. In this section, we build
the connections between our projection algorithms and DRO.
We first show that under appropriate conditions (Theorem G.1), the projection algorithm is
approximately solving the following distributionally robust optimization problem, and any approx-
imate solution of the DRO below produces a decent robust estimate of θ.
θˆ = argmin
θˆ(pˆn)
sup
r:r∈G,D˜(r,pˆn)≤ǫ+D˜(p,pˆn)
L(r, θˆ(pˆn)) (700)
Note that here we use r to denote the dummy variable in the DRO.
Theorem G.1. Assume the oblivious contamination model of level ǫ under D. Denote the true
distribution as p∗ ∈ G and the perturbed population distribution as p with D(p, p∗) ≤ ǫ. Denote
the cost function as L(p∗, θ) and the empirical distribution of observed data as pˆn. Assume the
following conditions.
1. Robust to perturbation: D˜(p, q) is a pseudometric that satisfies
D˜(p, q) ≤ D(p, q). (701)
2. Generalized Modulus of Continuity: there exists a setM⊃ G and for ǫ˜ = 2ǫ+2D˜(p, pˆn),
we have
sup
p∗1∈M,p∗2∈G,D˜(p∗1,p∗2)≤ǫ˜
L(p∗2, θ
∗(p∗1)) ≤ ρ(ǫ˜). (702)
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Then,
1. Any approximate solution of DRO suffices: for any θ, ρ, if
sup
r:r∈G,D˜(r,pˆn)≤ǫ+D˜(p,pˆn)
L(r, θ) ≤ ρ, (703)
then
L(p∗, θ) ≤ ρ. (704)
2. Projection approximately solves DRO: for q = Π(pˆn; D˜,M, ǫ+D˜(p, pˆn)), θ∗(q) = argminθ∈Θ L(q, θ),
there is
sup
r:r∈G,D˜(r,pˆn)≤ǫ+D˜(p,pˆn)
L(r, θ∗(q)) ≤ ρ(2ǫ+ 2D˜(p, pˆn)). (705)
Proof. Regarding the first claim, it suffices to show that D˜(p∗, pˆn) ≤ ǫ+ D˜(p, pˆn). It is true since
D˜ is a pseudometric and D˜ ≤ D:
D˜(p∗, pˆn) ≤ D˜(p∗, p) + D˜(p, pˆn) (706)
≤ D(p∗, p) + D˜(p, pˆn) (707)
≤ ǫ+ D˜(p, pˆn). (708)
Now we verify the second claim. In order to apply the Generalized Modulus of Continuity
property, it suffices to show that for any r such that r ∈ G, D˜(r, pˆn) ≤ ǫ+ D˜(p, pˆn) and q ∈ M ⊃ G
being the output of the projection algorithm, we have
D˜(q, r) ≤ 2ǫ+ 2D˜(p, pˆn). (709)
Note that q is the output of the projection algorithm implies either D˜(q, pˆn) ≤ ǫ+ D˜(p, pˆn) or
D˜(q, pˆn) ≤ D˜(r, pˆn) ≤ ǫ+ D˜(p, pˆn). Hence,
D˜(q, r) ≤ D˜(q, pˆn) + D˜(r, pˆn) (710)
≤ 2(ǫ+ D˜(p, pˆn)). (711)
The above theorem shows that solving DRO in Equation (700) will also provide robustness
guarantee. When we specify G = GTV, we remark that we can solve the following DRO:
θˆ = argmin
θˆ(pˆn)
sup
p∗:p∗∈GTV
↑
,D˜(p∗,pˆn)≤ǫ+D˜(p,pˆn)
L(p∗, θˆ(pˆn)) (712)
It is interesting to note that when solving DRO, we only need to consider the p∗ inside GTV↑ .
Meanwhile for projection algorithm, it suffices to project pˆn onto GTV↓ .
We now show that similar interpretations can also be made for the DRO formulation below.
θˆ = argmin
θˆ(pˆn)
sup
r:r∈G′,D˜(r,pˆn)≤ǫ1+ǫ2
L(r, θˆ(pˆn)) (713)
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Theorem G.2. Assume either oblivious contamination or adaptive contamination model of level ǫ
under D. Denote the true distribution as p∗ ∈ G, pˆ∗n as the empirical distribution sampled from p∗
and pˆn as the empirical distribution of observed data. Denote the cost function as L(p
∗, θ). Assume
the following conditions.
1. Project via pseudometric: D˜(p, q) is a pseudometric.
2. Limited contamination: D˜(pˆn, pˆ
∗
n) ≤ ǫ2 with probability at least 1− δ.
3. Set for (perturbed) empirical distribution: there exists a set G′ ⊂ M such that there
exists a distribution pˆ′ ∈ G′ satisfying D˜(pˆ∗n, pˆ′) ≤ ǫ1 with probability at least 1− δ.
4. Generalized Modulus of Continuity: G′ ⊂M, and for ǫ˜ = 2(ǫ1 + ǫ2), there is
sup
p∗1∈M,p∗2∈G′,D˜(p∗1,p∗2)≤ǫ˜
L(p∗2, θ
∗(p∗1)) ≤ ρ(ǫ˜), (714)
5. Generalization bound: for any p∗ ∈ G, θ ∈ Θ, there exists some constant C and some
function g such that L(p∗, θ) ≤ C · L(pˆ′, θ) + g(pˆ′, p∗).
Then,
1. Any approximate solution of DRO suffices: for any θ, ρ, if
sup
r:r∈G′,D˜(r,pˆn)≤ǫ1+ǫ2
L(r, θ) ≤ ρ, (715)
then, with probability at least 1− 2δ,
L(p∗, θ) ≤ Cρ+ g(pˆ′, p∗). (716)
2. Projection approximately solves DRO: for q = Π(pˆn; D˜,M, ǫ1+ǫ2), θ∗(q) = argminθ∈Θ L(q, θ),
sup
r:r∈G′,D˜(r,pˆn)≤ǫ1+ǫ2
L(r, θ∗(q)) ≤ ρ(2ǫ1 + 2ǫ2). (717)
Proof. We know that with probability at least 1−2δ, there exist pˆ′ ∈ G′, D˜(pˆ′, pˆ∗n) ≤ ǫ1, D˜(pˆ∗n, pˆn) ≤
ǫ2. Hence
D˜(pˆ′, pˆn) ≤ D˜(pˆ′, pˆ∗n) + D˜(pˆ∗n, pˆn) (718)
≤ ǫ1 + ǫ2. (719)
Hence, we know L(pˆ′, θ) ≤ ρ, and it follows from the generalization bound that
L(p∗, θ) ≤ Cρ+ g(pˆ′, p∗). (720)
Now we prove the second claim using the Generalized Modulus of Continuity property. It
suffices to show that for any r ∈ G′, D˜(r, pˆn) ≤ ǫ1 + ǫ2, q ∈ M ⊃ G′ being the output of the
projection algorithm, we have
D˜(q, r) ≤ 2ǫ1 + 2ǫ2. (721)
Note that q is the output of the projection algorithm implies either D˜(q, pˆn) ≤ ǫ1 + ǫ2 or
D˜(q, pˆn) ≤ D˜(r, pˆn) ≤ ǫ1 + ǫ2. Hence,
D˜(q, r) ≤ D˜(q, pˆn) + D˜(pˆn, r) (722)
≤ 2(ǫ1 + ǫ2). (723)
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