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Abstract
We study the solutions of the gap equation, the thermodynamic potential and the chiral sus-
ceptibility in and beyond the chiral limit at finite chemical potential in the Nambu–Jona-Lasinio
(NJL) model. We give an explicit relation between the chiral susceptibility and the thermody-
namic potential in the NJL model. We find that the chiral susceptibility is a quantity being able
to represent the furcation of the solutions of the gap equation and the concavo-convexity of the
thermodynamic potential in NJL model. It indicates that the chiral susceptibility can identify the
stable state and the possibility of the chiral phase transition in NJL model.
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I. INTRODUCTION
Quantum chromodynamics(QCD) is a non-Abelian gauge theory. The proof of its renor-
malizability [1] and discovery of ultraviolet asymptotic freedom [2, 3] have been milestones
in its acceptance as the theory of the strong interaction. For large momentum, the coupling
becomes very weak, then perturbation theory is appropriate to carry out the calculations.
However, for small momentum, the coupling grows quite strong and adequate methods have
to be implemented to study the nonperturbative phenomena, such as confinement, dynami-
cal chiral symmetry breaking (DCSB) and bound state formation. Among these characters
DCSB is fundamentally important. For example, it is responsible for the generation of large
constituent-like masses for dressed-quarks in QCD and also is the keystone in the realization
of Goldstone’s theorem through pseudoscalar mesons in QCD. It is generally believed that,
at sufficiently high temperature and/or density, the QCD vacuum undergoes a phase tran-
sition into a chiral symmetric phase. This chiral phase transition plays an essential role in
studying the structure of some astro-objects and the evolution of the early universe, which
may be experimentally realized in ultra high energy heavy-ion collisions. At finite temper-
ature, the lattice simulation is powerful for studying the chiral phase transition. It is now
under developing also for finite chemical potential. However, effective theories of QCD are
still necessary, even powerful, for various nonperturbative phenomena including the phase
transition. There have been many approaches and models exhibiting such a character, such
as Dyson-Schwinger equation (DSE) approach [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15],
Nambu–Jona-Lasinio (NJL) model[16, 17, 18, 19, 20], chiral quark model[21, 22, 23, 24, 25],
Global Color Symmetry Model (GCM) [26, 27, 28, 29], quark-meson coupling model[30],
quark mean field model[31], and so on.
In these QCD-like theories, one usually tries to find at first the solutions of the equations
satisfied by order parameters of the phase transition, and then to determine which solution
is stable at certain condition by analyzing the thermodynamic potential. In Ref. [15], based
on the DSE approach, some of us have shown that the chiral susceptibility is a quantity
which could describe the dependence of the chiral condensates or dressed quark mass on
the chemical potential and the current quark mass at the first order approximation. The
chiral susceptibility χ is usually defined as the first order response of the order parameter
or of the dressed quark mass with respect to the current quark mass. Furthermore Ref. [15]
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suggests that the chiral susceptibility could be used to represent the possibility of the chiral
and other phase transitions. However, the explicit relation between the chiral susceptibility
and the solutions of the gap equation has not yet been given. Then we study the property
of χ in this paper, and discuss that it is just the quantity to characterize the properties of
the furcations of the gap-equation’s solutions.
The DSE approach and the NJL model both have its quark (gap) equation, and could
get into the same form under some approximation. Comparing these two approaches, we
could see that DSE is a superior and accurate model because the NJL model takes the point-
like interaction approximation for the gluon-mediated interaction among quarks. However,
finding the solutions of DSEs and determining which solution is the physical solution remain
to be a difficult problem, because as the higher order loops are taken into account, more
equations need to be solved, and more complicated even impossible to give the explicit
expression of thermodynamic potential. However there are not so many difficulties in the
NJL model. Thus if we could find some quantities which may characterize the properties
of the solutions in a simple model, for example the NJL model, and generalize it to more
advanced models such as DSE, it will be much helpful in studying the property of DCSB.
We then study the solutions of the gap equation and the thermodynamic potential in the
NJL model and discuss their relation with the chiral susceptibility in this paper.
The paper is organized as follows. In Section II, we describe briefly the main points of
the NJL model and the corresponding gap equation for quark. In Section III, we discuss the
solutions of the gap equation and the chiral susceptibility. In Section IV, we represent the
feature of the thermodynamic potential in the NJL model and discuss the phase transitions.
In Section V, we give the relation between the chiral susceptibility and the thermodynamic
potential in the NJL model. Finally in Section VI, we give a summary and brief remarks.
II. BRIEF DESCRIPTION OF THE NJL MODEL
The Nambu–Jona-Lasinio (NJL) model was originally developed as a theory to study the
interaction of nucleons through an effective two-body interaction [16]. Then it was extended
to describe the interaction in the quark degrees of freedom. Because of its simplicity, the
NJL model is useful for us to understand the process of chiral symmetry breaking. Also it
could explicitly show us the Goldstone modes.
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As an effective approach, NJL model has been used to study the chiral phase transition in
the matter at finite temperature and baryon chemical potential, the color superconductivity
at moderate baryon density, the properties of some asymmetry matter and the structure of
some astro-objects (see for example Refs. [32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44,
45, 46, 47]). In this paper we just discuss the chiral dynamical behavior and start with the
simple Lagrangian of the NJL model
LNJL = q¯(iγ
µ∂µ −m)q +G[(q¯q)
2 + (q¯iγ5~τq)
2] , (1)
where m is the current quark mass, ~τ are Pauli matrices and G is the coupling constant.
Under the Hartree approximation (i.e., the random phase approximation (RPA)), the
interaction terms could be substituted as
(q¯Oq)2 −→ 2〈q¯Oq〉q¯Oq − 〈q¯Oq〉2 ,
in which O could be the interaction matrix 1, γ5, γµ, γ5γµ. If we only take the scalar
condensation into account, the Lagrangian could be written as
LNJL = q¯(iγ
µ∂µ −m)q + 2G〈q¯q〉q¯q −
(M −m)2
4G
= q¯(iγµ∂µ −M)q −
(M −m)2
4G
, (2)
where M = m − 2G〈q¯q〉 is the constituent quark mass. Under the Hartree approximation,
the self energy of a quark is generated by the local four-fermion interaction. After some
derivation, we can write the M as
M = m+ 2iG
∫
d4p
(2π)4
TrS(p)
= m+ 8NfNciG
∫
d4p
(2π)4
M
p2 −M2
, (3)
Using the standard technique of thermal field theory, we could directly calculate the
contribution of the quark loops and polarization diagrams at finite temperature T and finite
chemical potential µ. Thus, we could get the gap equation with the variables of T and µ as
M −m
G
− 4NcNf
∫
d3p
(2π)3
M
Ep
(1− np(T, µ)− n¯p(T, µ)) = 0 , (4)
where Ep =
√
p2 +M2, np(T, µ) and n¯p(T, µ) are Fermi occupation number of quarks,
anti-quarks, respectively, with
np(T, µ) =
1
e(Ep−µ)/T + 1
,
4
n¯p(T, µ) =
1
e(Ep+µ)/T + 1
. (5)
If we set T = 0, µ = 0, Eq. (4) will share the same form as Eq. (3) after the integration over
p0.
III. SOLUTIONS OF THE GAP EQUATION AND CHIRAL SUSCEPTIBILITY
We constrain ourself at present with zero temperature and finite chemical potential. After
some derivation from Eqs. (4), the gap equations could be written, respectively, as
M −m
G
= 8Nc
∫ Λ
0
p2dp
2π2
M
Ep
, for µ < M , (6)
M −m
G
= 8Nc
∫ Λ
kf
p2dp
2π2
M
Ep
, for µ > M , (7)
where m is the current quark mass, µ =
√
M2 + k2f with kf being the Fermion momentum,
and Λ is the cut-off of the three-momentum.
From the gap equation in Eq. (7), we can easily obtain the first order derivative of the
constituent quark mass with respect to the current quark mass (we discuss only the states
with µ > M since those with µ < M are constant. In addition, it is important to mention
that we do not take the chiral limit of the gap equation before we carry out the derivative
with respect to the m, and then we set m = 0 to get the result in the chiral limit). The
obtained chiral susceptibility can be written as
χ =
∂M
∂m
=
1
1− 8NcG
∂2
∂M2
∫ Λ
kf
p2dp
2pi2
Ep − 8NcµG
∂2
∂M2
∫ Λ
kf
p2dp
2pi2
. (8)
In the following we should discuss the solutions of gap equation and investigate the
relation between the solutions and chiral susceptibility in the chiral limit and beyond the
chiral limit, respectively.
A. In the Chiral Limit
We concentrate ourself at present in the chiral limit, i.e., setting m = 0 in Eqs. (6)
and (7). To solve these gap equations, we take the parameters as Λ = 587.90 MeV and
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GΛ2 = 2.44, with which the experimental data of the mass and the decay constant of pion
are reproduced well [38]. The obtained solutions of the gap equations are illustrated in
Fig. 1.
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FIG. 1: Solutions of the gap equation in terms of the chemical potential at the chiral limit and
zero temperature (with parameters being set as Λ = 587.9MeV and GΛ2 = 2.44).
The figure shows evidently that, at zero chemical potential, there exist three solutions of
the gap equation,M = ±387.92 MeV andM = 0 MeV. The solutionsM = ±387.92 MeV are
usually referred to as the positive, negative Nambu solution, respectively. And M = 0 MeV
is denoted as the Wigner solution. Wigner solution corresponds to the chiral symmetric
vacuum, and the Nambu solutions mean that the vacuum has already been broken into a
chiral asymmetric state, and the condensate induces the dress of quark mass. With the
increasing of chemical potential the Nambu solutions and Wigner solution would take on
different behaviors.
We firstly discuss the case with chemical potential µ < |M |. From Eq. (6), we know
easily that the equation is independent of chemical potential µ. Thus, the Nambu solutions
are constants while we change the value of µ and they would only exist when 0 ≤ µ <
387.92 MeV.
From Eq. (7) we can infer that, when µ > |M |, the solutions of gap equation are much
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more complicated. From Fig. 1, we could see that, when 0 ≤ µ < 335.59 MeV, there
exists only a Wigner solution with M = 0 MeV. At the point (335.59, 0), there emerges a
trifurcation, one of which remains zero, another two becomes positive, negative, respectively.
This indicates that the Wigner solution splits at the point µ = 335.59 MeV. As we increases
the chemical potential continuously, The zero solution maintains zero and the non-zero
solutions changes with the absolute value increased. However there are nothing special
until µ = 387.92 MeV. We have known that, from this point, the solutions of Eqs. (6) and
(7) break the constraint µ < |M |, thus there are no longer constant solutions beyond this
chemical potential. Moreover, just from such a µ, two more solutions of Eq. (7) appear, and
these two solutions are accurately generated from the points at which the constant Nambu
solutions end. At first glance, it seems to be surprising for us to separate the chemical
potential to two parts with µ < M , µ > M , respectively. Nevertheless, we notice that the
chemical potential is originally involved in the exponential function in the denominator of
the occupation number, as we take the limit of zero temperature, the occupation number
function separates into the two parts correspondingly. It induces then the gap equation to
two parts. If we take finite temperature, such a separation does not emerge. Then there
will not be any problems for the connection between the solution with µ < M and that
with µ > M . In the general situation, the physical content should vary gradually if we
change a physical variable slowly. So it is quite natural for the appearance of junctions
at µ = 387.92 MeV. When 387.92 < µ < 397.23 MeV, there are totally five solutions for
Eq. (7), two of them are positive, one of them is zero and another two are negative. As
µ = 397.23 MeV, the two positive solutions coalesce together. It manifests that a bifurcation
exists around µ ≤ 397.23 MeV. And the negative solutions have the same behavior as the
positive ones.
In general, furcation means that more than one states are possibly to appear. Then
the bifurcation or trifurcation of the solutions of the gap equation in NJL model is quite
important in understanding the possible states in the NJL model. If one could find out the
positions of the furcations, it would be easy to obtain the evolution of the solutions and the
appearance of the possible states with respect to the chemical potential. One can in turn
characterize the property of the stable states easily.
Our purpose is to find out a quantity which could represent the variation behavior of
the solutions. In the above description, we have shown that both of the Wigner solution
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and the Nambu solution of the gap equation in the NJL model involve furcations. Then if a
quantity could characterize the appearance of the furcations, it could be taken as a signature
to study the feature of the solutions of the gap equation. Furthermore, because we should
not constrain ourselves in the NJL model, it should be a quantity easily to write out, and
could be generalize to other formalism, such as the DSE approach.
With the same parameters as taken to get Fig. 1, we calculate the chemical potential de-
pendence of the chiral susceptibility. The obtained result is illustrated in Fig. 2. The figure
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FIG. 2: Calculated chemical potential dependence of the chiral susceptibility (with the parameters
being taken as the same as for Fig. 1), upper panel for the Nambu solutions, middle panel for the
nonzero Wigner solutions and the lower panel for the zero Wigner solution.
shows evidently that every appearance of the furcation in of the solutions (µ = 335.59 MeV,
397.23 MeV) corresponds to the emergence of a singularity of the chiral susceptibility. Be-
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cause the definition of χ is based on the gap equation, only the constituent quark mass
which satisfies the gap equation could be substituted into Eq. (8). Thus, as we combine
Eq. (7) and the equation for the chiral susceptibility χ to be divergent, we could gain all the
furcations of the solutions. We could find that this means of finding the furcations could
be generalized to other formalism, such as the DSE approach. In DSE approach, the quark
equation corresponds to the gap equation under some approximations of QCD. We could
also give the definition of chiral susceptibility on the basis of the quark equation. So it could
be used to study the properties of solutions in DSE approach as well.
B. Beyond the Chiral Limit
In last subsection, we discuss the solutions of the gap equation of quark and the chiral
susceptibility in the chiral limit in NJL model. Now we go beyond the chiral limit. With the
interaction parameters being taken as the same as those in the chiral limit and the current
quark mass being set as m = 5.6 MeV, which is consistent with the conventional choice, we
solve Eq. (6) and Eq. (7). The obtained results are illustrated in Fig. 3.
At zero chemical potential there exist three different solutions in such a model which has
been carefully discussed in Ref. [48] and implemented to study the relation of explicit chiral
symmetry breaking and DCSB. In this paper we extend this case to finite chemical potential
and study the chemical potential dependence of these solution. It is evidently that, in the
case of µ < M , since the gap equation is still independent of the chemical potential µ, it
would give constant solutions with respect to the chemical potential and these solutions
would disappear at the µ which is equal to the absolute value of the M , respectively. In the
case of µ > M , Eq. (7) is obviously depending on the chemical potential µ, because of the
appearance of the Fermi momentum kf . It should then be solved numerically. The obtained
numerical results of the solutions against the chemical potential µ are illustrated in Fig. 3.
The figure shows apparently that, at µ = 0 MeV, Eq. (6) has three solutions M =
399.44 MeV, −11.64 MeV and −375.89 MeV. At the point (µ,M) = (−11.64, 11.64), the
solution M = −11.64 MeV of Eq. (6) disappears and a solution of Eq. (7) starts accurately
from this point. As the chemical potential µ increases, the absolute value of this solution
increases. In the region µ ∈ (11.64, 361.08) MeV, there is only such a solution for Eq. (7). As
µ takes a value 361.08 MeV, another solution with M = 112.39 MeV emerges. Furthermore,
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FIG. 3: Solutions of the gap equation beyond the chiral limit and at zero temperature as a function
of the chemical potential (with the same parameters as those for Fig. 1 and a current quark mass
m = 5.6 MeV).
from such a point, a bifurcation of the solutions appears, in which one raises with the
increasing of µ and the other decreases. When µ reaches 375.89 MeV, the solution M =
−375.89 MeV for Eq. (6) ends and a solution with the same value appears for Eq. (7). With
the increasing of chemical potential, the value of such a negative solution of Eq. (7) increases.
As the chemical potential reaches µ = 385.20 MeV, the two negative solutions coalesce at
(µ,M) = (385.20,−355.37) MeV. Then the negative solutions disappear, and remain a
bifurcation bellow that point. For the positive solution, the point (µ,M) = (399.44, 399.44)
is the end of the constant solution of Eq. (6), as well as the starting of another solution
of Eq. (7). With further increase of the chemical potential, this solution joints with the
upper solution generated at the point (µ,M) = (361.08, 112.39) as the chemical potential
µ = 408.70 MeV. From this point, there is only one solution exists for Eqs. (6) and (7) (in
fact, only for Eq. (7)), and it gradually approaches to zero when chemical potential increases
to positive infinite.
As defined above, we could get the explicit form of chiral susceptibility from the gap
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equation, and it has the same form as Eq. (8). If we require χ divergent and combine such
a requirement with Eq. (8), we could get three solutions for the chemical potential µ. The
obtained results are exactly the points for the bifurcations of the solutions to appear. The
detailed numerical results of the χ in terms of the µ is displayed in Fig. 4. Once again,
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FIG. 4: Calculated chemical potential dependence of the chiral susceptibility beyond the chiral
limit (with the parameters being taken as the same as for Fig. 3). The panels from the top to
the bottom corresponds to the solution illustrated in Fig. 3 from the uppermost to the lowermost
sequently.
we show that the singularity of chiral susceptibility corresponds to the furcation of the
solutions, and this property is not constrained in the chiral limit. We could then take the
chiral susceptibility χ to characterize the critical points, at which the properties of the gap
equation’s solutions changes. Therefore the chiral susceptibility would be useful in picking
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out the physical states of the system.
In addition, it may also be interesting to discuss how the solutions beyond the chiral limit
evolve from those in the chiral limit. In Ref. [48], some of us and collaborators show that,
there exists a convergent radius for the current quark mass, within which the dynamical
(constituent) mass function can be expanded as a series in terms of the current mass. Then,
if the current quark mass is small, the mχ could be a quite good approximation for the
contribution of the current mass effect. Since the chiral susceptibility χ is positive for the
Nambu solutions, and negative for the Wigner solutions, if the chemical potential is less than
a corresponding critical value, we can then understand that the positive, negative Nambu
solution beyond the chiral limit comes from the positive, negative Nambu solution with an
increase of value, respectively. And the Wigner solutions beyond chiral limit arises from the
Wigner solutions with a decrease of value, they separate into two distinct branches due to
the divergence of the chiral susceptibility.
IV. ANALYSIS OF CHIRAL PHASE TRANSITION
Solving the gap equation could only get the possible physical states of a system. To obtain
the stable state which holds the lowest energy, one should compare the thermodynamic
potentials corresponding to the solutions. In NJL model, it is not difficult to obtain the
thermodynamic potential Ω from the Lagrangian by applying the standard technique of
thermal field theory. However, in the framework of DSE, people may encounter problems,
even though one can take the CJT effective potential as an approximation. In Ref. [15],
some of us have shown that the chiral susceptibility could be a criterion to judge whether
the chiral phase transition takes place or not. In this section, after studying the property of
the thermodynamic potential in the NJL model, we would see how much chiral susceptibility
could do as the criterion in judging the phase transition.
For a system with volume V , temperature T and chemical potential µ, we could define
the thermodynamic potential as
Ω(T, µ) = −
T
V
lnTr
[
exp(−
1
T
∫
d3x(H − µq†q))
]
,
where H is the Hamiltonian corresponding to the Lagrangian L .
In the conventional way, as we take only the scalar condensate into account in the NJL
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model, we have
L + µq†q = q¯(iγµ∂µ −M)q + µq
†q −Gφ2
where φ = 〈q¯q〉,M = m− 2Gφ. The thermodynamic potential could then be written as
Ω(T, µ;M) = ΩM (T, µ) +
(M −m)2
4G
(9)
in which
ΩM(T, µ) = −2NcNf
∫
d3p
(2π)3
{
Ep + T ln[1 + exp(−
1
T
(Ep − µ))]
+ T ln[1 + exp(−
1
T
(Ep + µ))] } . (10)
Recalling the gap equation discussed in last section, at the limit T = 0, we have
Ω(T, µ, φ) =
(M −m)2
2G
− 8Nc
∫ Λ
0
p2dp
2π2
Ep , for µ < |M |, (11)
Ω(T, µ, φ) =
(M −m)2
2G
− 8Nc
∫ Λ
kf
p2dp
2π2
Ep − 8Ncµ
∫ kf
0
k2dk
2π2
, for µ > |M | . (12)
It has been well known that, the stable physics state is the one corresponds to the global
minimum of the thermodynamic potential, i.e., the one built upon the smallest Ω determined
by the conditions ∂Ω
∂M
= 0 and ∂
2Ω
∂M2
> 0. It is easy to show that the gap equations expressed
in Eq. (6), Eq. (7) is just the result of ∂Ω
∂M
= 0 for the corresponding Ω. Then, from the
thermodynamic potential, we could easily compare the solutions, and find out the stable
one. In turn, we could study the phase transition by discussing the variation of the gap-
equation’s solutions with respect to the chemical potential. For the above reasons, we
analyze the characteristic of the thermodynamic potential Ω against the constituent quark
mass M in the follows.
A. In the Chiral Limit
From Eqs. (11) and (12), we could give the thermodynamic potential in the chiral limit
in NJL model just by setting m = 0. The obtained thermodynamic potential Ω in term of
the constituent quark mass M at several values of the chemical potential is illustrated in
Fig. 5 (To guide the eye and for the convenience of discussion, we have shifted the curves
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vertically to get zero whenM = 0). From Fig. 5, we could see that, as the chemical potential
is smaller than 335.59 MeV, the Wigner solution corresponds always to the maximum of the
thermodynamic potential. With the increasing of µ, two convexities are separated from the
Wigner solution and left a local minimum there. It means that, as µ is not large enough,
the Wigner solution is only a metastable state, and the Nambu solutions are the stable one
since it corresponds to the global minimum of the thermodynamic potential. As we increase
the chemical potential continually, the well generated upon the minimum corresponding to
the Wigner solution becomes deeper and that corresponding to the Nambu solution gets
shadower. As µ = 368.00 MeV, the three minima of the thermodynamic potential take
the same value. When µ reaches 397.23 MeV, the well built upon the Nambu solution
disappears. Accordingly, that of the Wigner solution becomes the global minimum. Such
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FIG. 5: Constituent quark mass dependence of the thermodynamic potential in the chiral limit at
several chemical potential (with the same interaction parameters as those for Fig. 1).
a characteristic of the evolution of the thermodynamic potential in terms of the chemical
potential and the constituent quark mass indicates that, at small chemical potential, the
system is in the chiral symmetry broken phase since the Nambu solution corresponds to the
stable state. As the chemical potential is larger than a critical value, the system appears
in the chiral symmetry restored phase since the Wigner solution corresponds to the stable
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state. And the chiral phase transition is in first order.
Comparing Figs. 1, 2 and 5, we could infer that the chiral susceptibility χ could describe
the local property of the relation between the thermodynamic potential Ω and the constituent
quark mass M . At Wigner solution, the divergence of χ from negative to positive represents
the process for the thermodynamic potential to change from convex one to concave one.
And it shows that the state with M = 0 changes from a unstable state to a metastable
state after the chemical potential raises to 335.59 MeV. We can recognize then that the
chiral susceptibility could present the possibility for the phase transition to happen but the
chemical potential for the χ to be divergent is not the critical one for the phase transition
to take place. In this sense, the χ is a quantity to describe the local property of the gap
equation’s solutions. In realistic physics problem, the system may not transfer to the global
minimum when phase transition happens, but may stay at a metastable state for a while.
Thus we could take the chiral susceptibility to study the existence of the possible states,
and from this property, we could generally get the information of the relation between the
thermodynamic potential Ω and the constituent quark mass M .
B. Beyond the Chiral Limit
The similar thing happens in the situation beyond chiral limit. With Eqs. (11) and
(12) and the parameters used in last section, we evaluate the thermodynamic potential
as a function of the constituent quark mass at various chemical potentials in the case of
beyond the chiral limit in the NJL model. The obtained results are illustrated in Fig. 6.
It is evident that the general feature of the thermodynamic potential beyond the chiral
limit is similar to that in the chiral limit (shown in Fig. 5), however it is a little bit more
complicated in details. When the chemical potential is small, the thermodynamic potential
holds three extrema, two of them are in the concave and corresponds to the positive, negative
Nambu solution, respectively, the other is in the convex and corresponds to the Wigner
solution. It indicates apparently that the Nambu solutions are stable states and the Wigner
solution is a unstable state. When µ takes a value 361.08 MeV, a inflexion emerges at
M = 112.39 MeV which separates the curve of the thermodynamic potential into convex
part and concavity part. Recalling the solutions of the gap equation shown in Fig. 3, we
know that such a point corresponds to the one for a bifurcation to appear. However, as the
15
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FIG. 6: Constituent quark mass dependence of the thermodynamic potential beyond the chiral
limit at several chemical potentials (with the same parameters as those for Fig. 2 and a current
quark mass m = 5.6 MeV.
chemical potential is less than 382 MeV, the extremum corresponding to the positive Nambu
solution is always the global minimum. µ = 382 MeV is thus the critical value for the chiral
phase transition to takes place, since the concave generated from µ = 361.08 MeV becomes
the global minimum from then on. When the chemical potential reaches 385.20 MeV and
408.70 MeV, the concavities corresponding to the negative, the positive Nambu solution
merges with convexities respectively. Thus the unstable-states vanish at the corresponding
point, respectively.
Combining Fig. 6 with Fig. 4, we could recognize that the chiral susceptibility can describe
the possibility of the state generation and disappearance well. In detail, the singularity of
the χ corresponds to such generation and annihilation but not the critical point for the
chiral phase transition to happen. It is obvious that such a result is as the same as that in
the chiral limit.
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V. RELATION BETWEEN THE CHIRAL SUSCEPTIBILITY AND THE THER-
MODYNAMIC POTENTIAL
In the last two sections, we have discussed the solutions of the gap equation, the ther-
modynamic potential and the chiral susceptibility in the NJL model, and shown that the
chiral susceptibility could be used to study the property of gap equation numerically. It is
certain that it would be helpful to understand the significance of the chiral susceptibility, if
we could find an analytical relation between the chiral susceptibility and the thermodynamic
potential. Then we do this in this section.
It has been shown that Eq. (11) and Eq. (12) represent the explicit form of thermodynamic
potential without any approximations in the NJL model. From them, we could get the gap
equation by evaluating the first order derivative of the Ω over the M and setting it to zero.
It reads explicitly as
∂Ω
∂M
=
M −m
G
− 4NcNf
∫
d3p
(2π)3
M
Ep
[1− np(T, µ)− n¯p(T, µ)]
≡ 0 . (13)
Furthermore, we get the explicit form of the second order derivative ∂
2Ω
∂M2
as
∂2Ω
∂M2
=
1
G
− 4NcNf
∂
∂M
{∫ d3p
(2π)3
M
Ep
[1− np(T, µ)− n¯p(T, µ)]
}
. (14)
From Eq. (13) and the definition of chiral susceptibility, we obtain the expression of χ by
doing the first order derivative of Eq. (13) over m as
χ =
∂M
∂m
=
1
1− 4GNcNf
∂
∂M
{∫
d3p
(2pi)3
M
Ep
[1− np(T, µ)− n¯p(T, µ)]
} . (15)
From Eq. (15) and Eq. (14), we can easily find that chiral susceptibility has a simple
relation with ∂
2Ω
∂M2
, which reads
χ =
1
G ∂
2Ω
∂M2
. (16)
From the basic mathematical knowledge, we know that the second order derivative of
a function determines the concavo-convexity of the function. And as a convexity and a
concavity merge together, there will be a bifurcation, which corresponds to an inflexion.
If there are two convexities and one concavity merge at the same time, there would be an
trifurcation. In these two situations, both of the ∂
2Ω
∂M2
are zero, thus the chiral susceptibility
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has a singularity at such kind point. On the other hand, we know that a local minimal
point corresponds to a point where ∂Ω
∂M
= 0 and ∂
2Ω
∂M2
> 0. We could then take the chiral
susceptibility as a signature to judge the the stability of the state in the NJL model.
In the above discussion, we have not take any approximation, for example, the chiral limit
and zero temperature limit, in getting the thermodynamic potential and the chiral suscep-
tibility. The obtained relation between the chiral susceptibility and the thermodynamic
potential is general in the NJL model. Even though it seems to be difficult to obtain such
kind explicit relation in the framework of Dyson-Schwinger equation, where we have diffi-
culty in getting the explicit form of the thermodynamic potential, the chiral susceptibility
is still useful to determine the generation and/or annihilation of the possible state.
VI. SUMMARY
In summary, we have evaluated the solutions of the gap equation, the thermodynamic
potential and the chiral susceptibility in and beyond the chiral limit at finite chemical
potential in the NJL model, which takes the point-like interaction to approximate the gluon-
mediated interaction among quarks. The evolution, especially the furcation of the solutions
and the divergence of the chiral susceptibility with respect to the chemical potential are
discussed. It shows that as a furcation emerges to the solutions of the gap equation, the
concavo-convexity of the thermodynamic potential would change and a divergence would
appear in the chiral susceptibility. Furthermore, we give an explicit relation between the
chiral susceptibility and the thermodynamic potential in the NJL model. It indicates that
the singularity of the chiral susceptibility corresponds to the point for the furcation of the
solutions to appear as well as for the concavo-convexity of the thermodynamic potential to
change. We could then believe convincingly that the chiral susceptibility χ is a quantity
being able to characterize the stability of the possible states, and to judge which state is the
physically allowed one. Furthermore, chiral susceptibility is a quantity could be generalized
to other frameworks, such as the Dyson-Schwinger equation approach, even though it is
difficult to write down the effective potential explicitly.
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