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We numerically study the unitary time evolution of a nonintegrable model of hard-core bosons
with an extensive number of local Z2 symmetries. We find that the expectation values of local
observables in the stationary state are described better by the generalized Gibbs ensemble (GGE)
than by the canonical ensemble. We also find that the eigenstate thermalization hypothesis fails
for the entire spectrum, but holds true within each symmetry sector, which justifies the GGE. In
contrast, if the model has only one global Z2 symmetry or a size-independent number of local Z2
symmetries, we find that the stationary state is described by the canonical ensemble. Thus, the GGE
is necessary to describe the stationary state even in a nonintegrable system if it has an extensive
number of local symmetries.
PACS numbers: 05.30.-d, 03.65.-w
I. INTRODUCTION
Conserved quantities play a crucial role in characteriz-
ing stationary states in isolated quantum systems [1–5].
When the total energy is the only conserved quantity,
the stationary state is expected to be described by the
(micro)canonical ensemble [6–21]. The eigenstate ther-
malization hypothesis (ETH) is a likely candidate for ex-
plaining the validity of the canonical ensemble in nonin-
tegrable systems [12, 22–30]. In contrast, in integrable
systems [31–37] or systems showing many-body localiza-
tion [38–46], the stationary state cannot be described by
the canonical ensemble due to nontrivial conserved quan-
tities.
The generalized Gibbs ensemble (GGE) successfully
describes stationary states in integrable systems whose
Hamiltonian can be mapped to a quadratic form that
describes quasiparticles [31, 32, 37, 47–52]. The GGE is
constructed in terms of the numbers of quasiparticles in
each mode, nˆα, and given by ρˆGGE = e
−∑α λαnˆα/ZGGE.
Here ZGGE ≡ Tr[e−
∑
α λαnˆα ] and the parameters λα are
determined from the initial values of nˆα. The GGE has
also been applied [53–65] to the Bethe-ansatz-solvable
systems [66–70]. These integrable systems have suffi-
ciently many conserved quantities so that each energy
eigenstate can be identified. This feature is also seen in
systems exhibiting strong many-body localization, where
the GGE is expected to be constructed from the local
integrals of motion [71–73].
Thus, for a comprehensive understanding of the sta-
tionary states, it is of interest to study models with mod-
erate numbers of conserved quantities. The stationary
state is described by the canonical ensemble if the to-
tal energy is the only conserved quantity. On the other
hand, when there are sufficiently many conserved quanti-
ties to identify eigenstates, the GGE is necessary. Then,
the following question arises: how many conserved quan-
tities are required for the GGE to be needed to describe
the stationary state?
In this paper, we show that the GGE is necessary to
describe stationary states even in a nonintegrable sys-
tem if it has an extensive number of local symmetries.
We numerically study a nonintegrable model of hard-core
bosons with an extensive number of local Z2 symmetries
that lead to many conservation laws. We show that the
expectation values of local observables in the stationary
states are described by the GGE rather than the canon-
ical ensemble. We argue that this is because the ETH
holds true not for the entire spectrum but for each sym-
metry sector. For the sake of comparison, we examine
a model that involves only one global Z2 symmetry or
a size-independent number of local Z2 symmetries, and
show that the canonical ensemble works and that the
GGE is not necessary for these models.
The rest of this paper is organized as follows. In Sec.
II, we define a model with an extensive number of local
symmetries. In Sec. III, we analyze unitary time evolu-
tions starting from two distinct initial states. We argue
that the stationary state is described by the GGE rather
than the canonical ensemble. In Sec. IV, we confirm
the results obtained in Sec. III by varying the system
size. In Sec. V, we show that the ETH fails for the en-
tire spectrum, but holds true for each symmetry sector.
In Sec. VI, we study models with fewer than extensive
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2FIG. 1. (i) Our model of hard-core bosons with L = Nb =
Ns/3 = 4 (1/3-filling). Bosons can hop between connected
sites with hopping energy tij . Each layer labeled by l (1 ≤
l ≤ L) has a local Z2 symmetry with respect to the swap of
the sites L and R. The swapping operator at the lth layer is
denoted by Pˆl. (ii) Two initial states |ψA0 〉 (left) and |ψB0 〉
(right), where bosons are placed at (L, l) and (M, l), respec-
tively. For a 1/3-filling (up), every layer is occupied by one
boson, and for a 1/6-filling (down), every even layer is occu-
pied by one boson.
local symmetries, and show that the canonical ensemble
works in this case and that the GGE is not necessary. In
Sec. VII, we summarize the main results of this paper
and discuss some future directions. Some explanatory
or supplemental materials are relegated to appendices to
avoid digressing from the main subjects.
II. A MODEL WITH AN EXTENSIVE NUMBER
OF LOCAL SYMMETRIES
We consider a nonintegrable model of Nb hard-core
bosons distributed over Ns sites that are arranged in L
layered triangles (Ns = 3L) as illustrated in Fig. 1 (i).
We label each site i (1 ≤ i ≤ Ns) by two indices (s, l),
where l (= 1, 2, · · · , L) labels the layer and s (= L,M,R)
labels the location in each layer.
The Hamiltonian is
Hˆ = −
∑
〈i,j〉
tij(bˆ
†
i bˆj + H.c.) . (1)
Here bˆi is an annihilation operator of a hard-core boson
at a site i, tij ∈ R is a hopping energy, and 〈i, j〉 denotes
a pair of neighboring sites (i < j).
We assume that the hopping energy tij satisfies
tMl,Ll = tMl,Rl , (2)
which guarantees a local Z2 symmetry associated with
the swapping operator Pˆl (1 ≤ l ≤ L) for each layer.
This operator swaps the sites (L,l) and (R,l) (see Fig. 1
(i)), and satisfies PˆlbˆLlPˆ
†
l = bˆRl and PˆlbˆRlPˆ
†
l = bˆLl. We
can write Pˆl as Pˆl = Iˆ+bˆ
†
LlbˆRl+bˆ
†
RlbˆLl−(bˆ†LlbˆLl−bˆ†RlbˆRl)2,
which satisfies [Hˆ, Pˆl] = 0 and Pˆ
2
l = 1. The eigenvalues
of Pˆl are ql = ±1, which we call the positive and negative
Z2 parities. By mapping the hard-core bosons to the
spin 1/2 operators, we can show that Pˆl works as the
projection operator onto the spin singlet (ql = −1) and
triplet (ql = +1) states formed by the spins on (L,l) and
(R,l).
The system thus has a symmetry group that is given
by G =
⊗L
l=1 Z2. Since G is abelian, the energy eigen-
states are divided into the |G| = 2L symmetry sectors
[74], which are characterized by a set of Z2 parities
q ≡ (ql)Ll=1. If we label the symmetry sectors by q,
the entire Hilbert space H of the system is divided into
H = ⊕qHq.
To remove unwanted symmetries and accidental de-
generacies, we add randomness to tij by setting
tMl,Ll(=tMl,Rl), tLl,Rl, and tLl,R(l+1) as
tij = thop(1 + ij) , (3)
where ij ∈ [−0.5, 0.5] is randomly chosen according to
the uniform measure. This randomness removes all de-
generacies and most of the symmetries except for the Z2
symmetry. We note that the eigenenergy spacings obey
the Wigner-Dyson statistics within each parity sector Hq
that contains sufficiently many eigenstates (see Appendix
A).
III. LONG-TIME EVOLUTIONS FROM TWO
INITIAL STATES
We consider two initial states |ψ0〉 = |ψA0 〉 and |ψB0 〉,
where bosons are placed at (L, l) and (M, l), respectively
[Fig. 1 (ii)]. The time evolutions from these initial
states will be referred to as case A and case B. We con-
sider the cases of 1/3-filling, where Nb = L and one
boson is placed at every layer (l = 1, 2, · · · , L), and
1/6-filling, where Nb = L/2 and one boson is placed
at every even layer (l = 2, 4, · · · , L). While |ψA0 〉 ex-
tends over different Hq’s, |ψB0 〉 belongs to a single sector
Hq1 , where q1 = (+1,+1, · · · ,+1) (see Appendix B).
Both of the initial states have the total conserved energy
〈ψA0 |Hˆ|ψA0 〉 = 〈ψB0 |Hˆ|ψB0 〉 = 0, which corresponds to the
infinite temperature (see Appendix C).
The state at time t is given by |ψ(t)〉 = e− iHˆt~ |ψ0〉 =∑
α cαe
− iEαt~ |Eα〉. Here |Eα〉 is an energy eigenstate
with eigenenergy Eα, and cα = 〈Eα|ψ0〉.
The long-time average of a local observable Oˆ is de-
scribed by the diagonal ensemble if there are no degen-
3FIG. 2. (Color Online) Typical time evolutions of the ex-
pectation value of nˆ01 for case A (solid curve). The time is
measured in units of ~/thop. The left and right panels show
the result for the 1/3-filling (L = Nb = 6) and that for the
1/6-filling (L = 8, Nb = 4), respectively. The stationary state
is well described by the diagonal ensemble (yellow long dashed
line). While the GGE (blue short dashed line) also describes
the stationary state well, the canonical ensemble (black dot-
ted line) does not (see Appendix C for details).
eracies among the eigenstates [12, 15]:
lim
T→∞
1
T
∫ T
0
〈ψ(t)|Oˆ|ψ(t)〉 = Tr[ρˆdOˆ] , (4)
where ρˆd ≡
∑
α |cα|2 |Eα〉 〈Eα|. When a large number of
eigenstates are superposed in the initial states, temporal
deviations from the prediction of the diagonal ensemble
become sufficiently small [13, 15, 75–77]. Note that the
diagonal ensemble has an exponentially large number of
microscopic parameters |cα|2.
We define the canonical ensemble and the GGE which
will be used to describe the stationary state with a few
parameters. The canonical ensemble is defined as
ρˆcan =
1
Zcan
e−βHˆ , (5)
where Zcan = Tr[e
−βHˆ ]. Here the inverse temperature
β is uniquely determined from the total energy E0 ≡
〈ψ0|Hˆ|ψ0〉 = Tr[ρˆcanHˆ]. On the other hand, the GGE in
our system is constructed as
ρˆGGE =
1
ZGGE
e−β˜Hˆ−
∑L
l=1 λlPˆl , (6)
where ZGGE = Tr[e
−β˜Hˆ−∑Ll=1 λlPˆl ]. Here β˜ and
λl (1 ≤ l ≤ L) are uniquely determined from the
conditions 〈ψ0|Hˆ|ψ0〉 = Tr[ρˆGGEHˆ] and 〈ψ0|Pˆl|ψ0〉 =
Tr[ρˆGGEPˆl] (1 ≤ l ≤ L).
As observables, we take the (normalized) number
of hard-core bosons with a given momentum k =
(kx, ky, 0). Its average along the z (vertical) direction
gives nˆ(kx, ky) =
1
22Nb
∑
i,j δzi,zje
−ik·(ri−rj)bˆ†i bˆj . Here
ri = (xi, yi, zi) denotes the coordinate of the site i (the
lattice constant is set to unity). Specifically, we consider
nˆ00 ≡ nˆ(0, 0), n01 ≡ nˆ(0, pi), and nˆ11 ≡ nˆ(pi, pi) in the
following discussions.
Figure 2 demonstrates typical time evolutions of the
expectation value of nˆ01 for case A. The left and right
panels show the result of the 1/3-filling (L = Nb = 6)
and that of the 1/6-filling (L = 8, Nb = 4), respec-
tively. The predictions of the diagonal ensemble, the
canonical ensemble, and the GGE, which are respectively
given by 〈nˆ01〉d ≡ Tr[ρˆdnˆ01], 〈nˆ01〉can ≡ Tr[ρˆcannˆ01], and〈nˆ01〉GGE ≡ Tr[ρˆGGEnˆ01], respectively, are also shown.
The expectation value relaxes to the prediction of the
diagonal ensemble for large t with small temporal fluc-
tuations. We find that the GGE describes the station-
ary state and the diagonal ensemble very well, whereas
the canonical ensemble does not. This result highlights
our key finding regardless of the value of the filling: the
GGE is necessary to describe the stationary state in a
nonintegrable system with an extensive number of local
symmetries. In the next section, we confirm this observa-
tion in more detail by focusing on the case of 1/3-filling
(L = Nb).
IV. VALIDITY OF THE GENERALIZED GIBBS
ENSEMBLE: SCALING RESULTS
By varying the system size, we quantitatively analyze
how well the GGE describes the stationary state com-
pared with the canonical ensemble. We define the rela-
tive difference between the canonical ensemble and the
diagonal ensemble, and a similar quantity for the GGE
as follows:
δncan ≡
∣∣∣∣ 〈nˆ〉d − 〈nˆ〉can〈nˆ〉d
∣∣∣∣,
δnGGE ≡
∣∣∣∣ 〈nˆ〉d − 〈nˆ〉GGE〈nˆ〉d
∣∣∣∣ . (7)
Here hatn represents nˆ00, nˆ01 or nˆ11, and · · · denotes
the average over 20 sample Hamiltonians having different
randomness in tij [see Eq. (3)].
Figure 3 shows that the relative difference of the GGE
is about ten times smaller than that of the canonical
ensemble. We note that the relative difference stays more
than 10% for the canonical ensemble, whereas it tends to
decrease with increasing the system size for the GGE.
Figure 3 also shows some distinction between case A
and case B, concerning the L-dependence of the relative
difference of the GGE. The relative difference decreases
less rapidly in case A than in case B with increasing L.
This is due to the mixing of the symmetry sectors with
negative parity in case A, as detailed in the next section.
4FIG. 3. (Color Online) Relative differences of the canonical
ensemble (open) and the GGE (filled) compared with the di-
agonal ensemble [see Eq. (7)] for nˆ00 (circle), nˆ01 (square),
and nˆ11 (triangle). The left and right panels show the results
for case A and case B, respectively. For both of the initial
states, the relative difference for the canonical ensemble does
not appear to decrease with increasing L, whereas it does for
the GGE.
FIG. 4. (Color Online) The system size dependence of the
EEVs for nˆ01 plotted for L = 4 (left), 5 (middle) and 6 (right).
The EEV fluctuations, ∆Oα, which are indicated by a pair
of arrows, do not decrease with increasing the system size L.
The EEVs encircled by the dotted curves shows the subset
of the EEVs belonging to Hq1 . The EEV fluctuations in the
restricted set, ∆O(q1)γ , which are indicated by updown arrows,
decrease with increasing L.
V. VERIFICATION OF THE ETH FOR EACH
SYMMETRY SECTOR
In this section, we investigate the ETH to understand
why the GGE works for our model, whereas the canoni-
cal ensemble does not. The ETH is a statement for the
eigenstate expectation value (EEV) of a local observable
Oˆ, i.e. 〈Eα|Oˆ|Eα〉. It states that, in the thermodynamic
limit, 〈Eα|Oˆ|Eα〉 is equal to the prediction of the micro-
canonical ensemble within a small energy shell [12, 22–
24]. When the |cα|’s have a sharp peak around the mean
energy, the ETH justifies the microcanonical ensemble
[12, 24], and hence the canonical ensemble [78–80] (see
Refs. [81–85] for related scenarios).
Figure 4 shows the EEVs for nˆ01, indicating the failure
of the ETH when applied to the entire spectrum. The
fluctuations of EEVs (EEV fluctuations) ∆Oα shown by
a pair of arrows in Fig. 4 do not decrease with increasing
L. We have found similar results for nˆ00 and nˆ11.
Nevertheless, the EEV fluctuations decrease if the
eigenstates are restricted to each symmetry sector. For
example, each dotted curve in Fig. 4 shows the restricted
FIG. 5. (Color Online) The system size dependence of the
standard deviation σ[∆O(q)] of 〈E(q)γ |Oˆ|E(q)γ 〉−〈Oˆ〉(q)mic (E(q)γ )
within the energy shell [E −∆E,E + ∆E] with ∆E = 0.18L
and E = 0. We show σ[∆O(q)] for Hq1 (circle) and Hq2 (as-
terisk). Both of them decrease with increasing L, indicating
that the ETH holds true for each symmetry sector.
eigenstates belonging to Hq1 . The EEV fluctuations in
this sector decrease with increasing L. To be more pre-
cise, we define the EEV fluctuation ∆O(q)γ in sector Hq
by
〈E(q)γ |Oˆ|E(q)γ 〉 = 〈Oˆ〉
(q)
mic (E
(q)
γ ) + ∆O(q)γ . (8)
Here |E(q)γ 〉 is an energy eigenstate inHq with an eigenen-
ergy E
(q)
γ , and γ (1 ≤ γ ≤ dim[Hq]) labels the eigenstate.
We also define the microcanonical ensemble in the sector
Hq:
〈Oˆ〉(q)mic (E) =
1
N (q)E,∆E
∑
|E−E(q)γ |<∆E
〈E(q)γ |Oˆ|E(q)γ 〉 . (9)
Here N (q)E,∆E counts the number of the energy eigenstates
in Hq within the energy shell [E −∆E,E + ∆E].
Figure 5 shows the validity of the ETH for each sec-
tor. We evaluate the typical magnitude of ∆O(q)γ with
σ[∆O(q)]. Here σ[∆O(q)] is the standard deviation of
〈E(q)γ |Oˆ|E(q)γ 〉 − 〈Oˆ〉(q)mic (E(q)γ ) within the energy shell
[E − ∆E,E + ∆E] for q = q1 ≡ (+1,+1, · · · ,+1) and
q2 ≡ (−1,+1, · · · ,+1) . The figure shows that both
σ[∆O(q1)] and σ[∆O(q2)] decrease with increasing L.
Assuming the ETH to be valid for each sector, the
diagonal ensemble is effectively described as a statistical
mixture of the microcanonical ensembles in all sectors in
Eq. (9), as
Tr[ρˆdOˆ] =
∑
q
pq 〈Oˆ〉(q)mic (Eq) + o(1) . (10)
5Here,
pq =
∑
γ
|c(q)γ |2 = 〈ψ0|Pˆq|ψ0〉 (11)
is the occupation ratio of the sector Hq, Pˆq is the projec-
tion operator onto the sector Hq, and c(q)γ ≡ 〈E(q)γ |ψ0〉.
Also,
Eq =
1
pq
∑
γ
|c(q)γ |2E(q)γ =
1
pq
〈ψ0|PˆqHˆPˆq|ψ0〉 (12)
is the average energy in the sector Hq. We have assumed
that |c(q)γ |’s have a sharp peak around Eq in deriving
Eq. (10). Equation (10) depends on the 2|G| = 2L+1
parameters pq and Eq. Note that the diagonal ensemble
depends on dim[H] = (3L)!L!(2L)!  2|G| parameters.
We can construct the “restricted GGE (rGGE)” with
2L+1 conserved quantities that determine pq and Eq. If
we take Qˆ0 ≡ Hˆ, Qˆl ≡ Pˆl (1 ≤ l ≤ L) and their higher-
order correlations as such conserved quantities, the rGGE
is constructed as
ρˆrGGE =
1
ZrGGE
e−
∑L
l=0 κlQˆl−
∑
l<m κlmQˆlQˆm−··· , (13)
where ZrGGE ≡ tr{exp[· · · ]} (see Refs. [48, 86, 87] for
similar concepts). Note that {κlm···} are determined from
the condition 〈ψ0|QˆlQˆm · · · |ψ0〉 = Tr[ρˆrGGEQˆlQˆm · · · ].
Equation (13) leads to Tr[ρˆrGGEPˆq] = pq and
1
pq
Tr[ρˆrGGEPˆqHˆPˆq] = Eq, which justifies the rGGE as
the ensemble that describes a stationary state.
We conjecture that the GGE, given in Eq. (6), can
describe the rGGE if the supports of the observables lie in
each layer. A related conjecture made in Ref. [52] states
that we can exclude those conserved quantities that are
less local than observables from the rGGE. In our model,
the products of the multiple Qˆl in Eq. (13) have supports
over the multiple layers. They are thus excluded from
the rGGE for nˆ00, nˆ01, and nˆ11, which are the sum of the
local operators whose supports reside in each layer.
Before closing this section, we explain why δnGGE
is less sensitive to L for case A than for case B. The
EEV fluctuations ∆Oα decrease with increasing dim[H]
[26, 85]. The restricted EEV fluctuations ∆O(q)γ are also
expected to decrease with increasing dim[Hq]. When the
sectors have more negative Z2 parities (ql = −1), they
have smaller dimensions, resulting in a larger ∆O(q)γ .
Then the EEV fluctuations remain large for case A due
to the sectors with negative Z2 parities, while they decay
rapidly with increasing L for case B. Thus, δnGGE is less
dependent on L for case A than for case B.
FIG. 6. Three models with different types of conserved quan-
tities. (i) Model (a), which is the same as in Fig. 1. (ii) Model
(b). Compared with (a), bosons can hop vertically between
the L (or R) sites of the neighboring layers. This model has
one global Z2 symmetry
∏L
l=1 Pˆl, instead of the local Z2 sym-
metries of model (a). (iii) Model (c). This model has the local
Z2 symmetries only at the layers with 1 ≤ l ≤ F (the case
of F = 3 is illustrated in the figure) because of randomness
introduced in the other layers.
VI. MODELS WITH FEWER LOCAL
SYMMETRIES
In this section, we show that the canonical ensemble
works when the number of the local symmetries does not
increase in proportion to L. To this end, we introduce
two models with fewer local Z2 symmetries.
Figure 6 (ii) shows model (b), which has only one
global Z2 symmetry. The only difference from model (a)
is that bosons can hop vertically between the L (or R)
sites. We assume tLl,L(l+1) = tRl,R(l+1) 6= 0, which leads
to one global conserved operator
∏L
l=1 Pˆl. This operator
simultaneously swaps the sites R and L at every layer.
Figure 6 (iii) shows model (c), which has a fixed num-
ber F (F = 0, 1, 2, 3) of local Z2 symmetries. In this
model, tMl,Ll = tMl,Rl is satisfied only for l ≤ F . Then,
it has the local Z2 symmetries only at the layers with
1 ≤ l ≤ F . In particular, model (c) with F = 0 has no
local conserved quantity except the total energy.
Figure 7 demonstrates the validity of the canonical en-
semble in the models (b) and (c), by showing the system-
size dependence of δn01,can. First, in the models (b) and
(c) with F = 0, δn01,can rapidly decreases with increas-
ing L, down to about one-tenth at L = 6, compared with
(a). These results justify the canonical ensemble in these
models. Second, in the models (c), the L-dependence is
much less sensitive for F ≥ 1 than F = 0. Nevertheless,
δn01,can decreases even in F = 3, which again justifies the
canonical ensemble. We have obtained similar results for
δn00,can and δn11,can. We attribute these results to the
ETH, which holds less for larger F ≥ 1 (see Appendix
D).
Figure 8 shows the F -dependence of δncan with L = 6,
which shows that the canonical ensemble works better as
F (or equivalently, F/L) decreases. This result indicates
that the stationary state can be described by the canon-
ical ensemble if the number of symmetries are much less
6FIG. 7. (Color Online) Relative difference of the canonical
ensemble for nˆ01 compared with the diagonal ensemble in
model (a) (square), model (b) (circle), and model (c) with
F =0 (triangle), 1 (downward triangle), 2 (diamond) and 3
(cross). The left and right panels correspond to case A and
case B, respectively. For both models (b) and (c), the rela-
tive difference decreases with increasing L, albeit slowly for
(c) with F ≥ 1.
FIG. 8. (Color Online) F -dependence of δncan for
nˆ00 (circle), nˆ01 (square) and nˆ11 (triangle) with L = 6. Here
F = 0, 1, 2, 3 show the results for the models (c), and F = 6
shows the results for model (a). Both case A (filled) and case
B (open) are shown. The relative deviation from the canonical
ensemble decreases with decreasing the value of F .
than the system size.
VII. CONCLUSIONS AND DISCUSSIONS
We have shown that stationary states for the noninte-
grable model with an extensive number of local Z2 sym-
metries (Fig. 1) can be described by the GGE rather
than the canonical ensemble. We find that the ETH holds
true within each symmetry sector, but not for the entire
spectrum. We argue that this justifies the GGE if we dis-
regard correlations among local conserved quantities. By
studying the models with only one global Z2 symmetry
or a system-size independent number of local Z2 symme-
tries, we find that the canonical ensemble works in these
models. Our results have clarified that we need the GGE
to describe stationary states when an extensive number
of local symmetries exist, even if they do not label each
eigenstate.
FIG. 9. (Color Online) (solid) Energy level statistics of the
model (a) calculated for (i) the entire spectrum, (ii) the sym-
metry sector Hq1 , and (iii) the symmetry sector Hq2 . The
Poisson (e−s) and Wigner-Dyson (pi
2
se−
pi
4
s2) distributions are
also shown for comparison.
We still discuss some problems about the relation be-
tween the number of conserved quantities and the sta-
tionary state. Our model (a) has an extensive number
of the most local conserved quantities Pˆl, which con-
struct the GGE to describe the observables defined in
each layer. On the other hand, in total, this model has
more than extensive number of local conserved quanti-
ties PˆlPˆm · · · , which may affect the less local observables.
It is thus an open question how far we can truncate the
rGGE to describe the expectation values of given observ-
ables in stationary states. Another problem is to clarify
how many symmetries are enough to create stationary
states that cannot be described by the canonical ensem-
ble. In other words, what stationary state emerges when
the number of local symmetries increases in a subexten-
sive manner? Since L grows much faster than the number
of local symmetries in this case, it is beyond the reach
of our method at present. We leave these questions for
future investigation.
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Appendix A: Level statistics
We show the level statistics [88] of the eigenenergy
spacings in the model (a) shown in Fig. 6. In non-
7integrable systems that conserve only the total energy,
the level statistics are expected to obey the Wigner-
Dyson statistics, PWD(s) =
pi
2 se
−pi4 s2 [25, 89]. Here s
is an energy-level spacing whose average is normalized
to unity. Note that we use the Gaussian orthogonal en-
semble (GOE), since the Hamiltonian in Eq. (1) has a
time-reversal symmetry. On the other hand, nontrivial
conserved quantities lead to statistics without level repul-
sions, such as the Poisson statistics PP(s) = e
−s [25, 90].
Figure 9 (i) shows the level statistics for the entire
spectrum in (a). They are closer to the Poisson statis-
tics than the Wigner-Dyson statistics. This reflects the
existence of Z2 symmetries of the model [91].
Figures 9 (ii) and 9 (iii) show the level statistics of the
eigenstates that are restricted to the sectors with q1 and
q2, respectively. They obey the Wigner-Dyson statistics.
We also find the Wigner-Dyson statistics for the other
models only after specifying the symmetry sector.
Appendix B: Occupation ratio of each symmetry
sector
We calculate the occupation ratio pq defined in Eq.
(11) for the case of the 1/3-filling. We begin with the
identity
|ψ〉 =
∑
q1,··· ,ql=±1
{[
1
2L
L∏
l=1
(1 + qlPˆl)
]
|ψ〉
}
. (B1)
We note that {· · · } in this equation is a simultaneous
eigenstate of the operators (Pˆ1, · · · , PˆL) with the eigen-
values (q1, · · · , qL). Thus, the normalized projection op-
erator is given by Pˆq = 12L
∏L
l=1(1+qlPˆl). Since Pˆl swaps
two sites on the layer l, we obtain 〈ψA0 |Pˆl1 Pˆl2 · · · |ψA0 〉 = 0
and 〈ψB0 |Pˆl1 Pˆl2 · · · |ψB0 〉 = 1 in case A and case B, respec-
tively (l1 < l2 < · · · ). Expanding Pˆq and substituting
the results above gives pq =
1
2L
∏L
l=1(1 + 0) for case A
and pq =
1
2L
∏L
l=1(1 + ql) for case B. Then
(case A) pq =
1
2L
[for all q = (q1, · · · , qL)] , (B2)
(case B) pq =
{
1 [q1 = (+1, · · · ,+1)] ;
0 (otherwise) .
(B3)
We note that for the case of 1/6-filling, the result for case
B is the same as in Eq. (B3).
Appendix C: Canonical ensemble at the infinite
temperature
The temperature of the canonical ensemble is infinite
for both of the initial states, where the temperature is
calculated from the total energy E0 = 0. We solve the
equation for β, 0 = E0 =
1
Zcan
∑
αEαe
−βEα . Since the
right-hand side of this equation monotonically decreases
in β, the solution is unique. Moreover, the Hamiltonian
in Eq. (1) satisfies Tr[Hˆ] = −∑〈ij〉 tijTr[bˆ†i bˆj+H.c.] = 0.
Here we have used Tr[bˆ†i bˆj ] = 0 for i 6= j, which can be
seen by evaluating the trace in the Fock basis on the
sites. Then we obtain Tr[Hˆ] =
∑
αEα = 0, which leads
to β = 0. Note that the canonical ensemble at β = 0 is
proportional to the identity operator, ρˆcan =
1
D , where
D ≡ dim[H].
This canonical ensemble at β = 0 gives
〈nˆ00〉can = 〈nˆ01〉can = 〈nˆ11〉can =
1
4
. (C1)
For example, for nˆ01, we have
〈nˆ01〉can =
1
22NbD
∑
i,j
e−ik·(ri−rj)δzi,zjTr[bˆ
†
i bˆj ] . (C2)
Since the trace for i 6= j vanishes, the right-hand side
becomes 122NbD
∑
i Tr[bˆ
†
i bˆi]. Then, evaluating the trace
in terms of the energy eigenstates, we have
〈nˆ01〉can =
1
22NbD
∑
i
∑
α
〈Eα|bˆ†i bˆi|Eα〉 =
1
4
. (C3)
Here we have used
∑
i 〈Eα|bˆ†i bˆi|Eα〉 = Nb. Similarly, we
obtain 〈nˆ00〉can = 〈nˆ11〉can = 14 .
Appendix D: ETH for the models (b) and (c)
Figures 10 (i) and 10 (ii) show the EEVs for nˆ01 in
the models (b) and (c), respectively. In addition, Fig. 11
quantitatively shows σ[∆O], which is a typical magnitude
of the EEV fluctuations ∆Oα around β = 0. Here σ[∆O]
is the standard deviation of 〈Eα|Oˆ|Eα〉 − 〈Oˆ〉mic (Eα)
within the energy shell [E−∆E,E+∆E]. In Fig. 10 (i),
while the EEVs are split into two branches reflecting the
global Z2 symmetry, this splitting is shifting toward the
lower temperature region with increasing L. The ETH is
thus expected to be true in the TDL, especially for the
highly excited eigenstates (Fig. 11). Next, Figs. 10 (ii)
and 11 show that, although ∆Oα and σ[∆O] decrease
with increasing L, their L-dependences are much weaker
for F ≥ 1 than for F = 0. This result is consistent with
the L-dependence of the relative difference in model (c),
which is much less sensitive for F ≥ 1 than for F = 0.
8FIG. 10. (Color Online) (i) The EEVs for nˆ01 in model (b).
The EEVs are split into two branches, but the splitting shifts
toward the low-temperature region with increasing L. Conse-
quently, the EEV fluctuations decrease with increasing L in
the high-temperature region. (ii) The EEVs for nˆ01 in model
(c). The number of the local symmetries with F = 0, 1, 2, 3
increases from the top to the bottom. The EEV fluctuations
decrease with increasing L, but rather slowly for F ≥ 1.
FIG. 11. (Color Online) The system size dependence of the
standard deviation σ[∆O] of 〈Eα|Oˆ|Eα〉−〈Oˆ〉mic (Eα) within
the energy shell [E − ∆E,E + ∆E] with ∆E = 0.18L and
E = 0. We show σ[∆O] in the models (b) (circle), (c) F = 0
(upward triangle), 1 (downward triangle), 2 (diamond), and 3
(cross). While σ[∆O] clearly decreases with increasing L, its
L-dependence is much less sensitive for F ≥ 1 than for F = 0.
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