ABSTRACT Datasets produced in modern research, such as biomedical science, pose a number of challenges for machine learning techniques used in binary classification due to high dimensionality. Feature selection is one of the most important statistical techniques used for dimensionality reduction of the datasets. Therefore, techniques are needed to find an optimal number of features to obtain more desirable learning performance. In the machine learning context, gene selection is treated as a feature selection problem, the objective of which is to find a small subset of the most discriminative features for the target class. In this paper, a gene selection method is proposed that identifies the most discriminative genes in two stages. Genes that unambiguously assign the maximum number of samples to their respective classes using a greedy approach are selected in the first stage. The remaining genes are divided into a certain number of clusters. From each cluster, the most informative genes are selected via the lasso method and combined with genes selected in the first stage. The performance of the proposed method is assessed through comparison with other stateof-the-art feature selection methods using gene expression datasets. This is done by applying two classifiers i.e., random forest and support vector machine, on datasets with selected genes and training samples and calculating their classification accuracy, sensitivity, and Brier score on samples in the testing part. Boxplots based on the results and correlation matrices of the selected genes are thenceforth constructed. The results show that the proposed method outperforms the other methods.
I. INTRODUCTION
A fundamental challenge for machine learning approaches is to learn and analyse data produced via high-throughput data generating technologies such as microarray gene expression data [1] , [2] . Microarray data consist of a small number of observations with tens of thousands of genes. Conventional machine learning approaches pose a number of problems to learn from such datasets. This phenomenon is also known as the curse of dimensionality. The problem of high-dimensionality is due to the existence of many redundant and irrelevant features having no contribution in
The associate editor coordinating the review of this manuscript and approving it for publication was Yongming Li. classifying observations to their respective classes. A lot of work has been done to illustrate the importance of feature selection and dimensionality reduction in the literature [3] - [5] . The main theme of feature selection is to select a subset of features/genes that mainly regulate the response variable [2] , [6] - [8] .
Since many of the features in microarray data are highly collinear, also known as redundant, consequently machine learning methods lose generalization power and interpretability when applied on unseen data [7] , [9] - [11] . Thus feature selection methods, when carefully used, not only solve the above mentioned problems, they also save a lot of computational resources. There are three main types of feature selection techniques, i.e. filter, wrapper and embedded methods.
A. WRAPPER METHODS
In these methods, a predictive model, run on a data partitioned into training and testing sets, is used to evaluate possible gene subsets. Each of the genes subsets is used with training data in order to train the model which is then tested using the test data. Model accuracies are calculated for each subset of genes that are used as scores for the respective subsets. Gene subset with the highest score is chosen as the final set to run the model. As each gene subset requires a new model to be fitted, wrapper methods require considerable computational resources. Examples of such methods can be found in [12] - [14] .
B. EMBEDDED METHODS
In these methods feature selection is part of model construction. The model favours those features that mainly regulate the target class. Classification and regression tree is one of the examples of embedded methods [15] - [17] .
C. FILTER METHODS
Filter methods assess the relevance of features by computing the relevant score for each gene. Genes with high-relevance scores are considered for the purpose of classification via different classifiers. Filter methods select features without taking the classification algorithm into consideration. Methods based on filter approach can easily deal with big data as they are computationally simple and fast. Examples of filter methods are correlation coefficient score, chi-squared test statistic and information gain [18] , [19] . This paper proposes a filtering approach, GClust, for genes selection based on the combination of a greedy approach and clustering. The greedy approach selects those genes that unambiguously assign maximum number of samples to their correct classes. The remaining genes are then divided into a certain number of clusters based on their similarity and the top ranked genes are selected via the lasso method. This ensures the removal of genes that carry the same information as others, also called redundant genes. The final subset of genes is obtained by combining the genes selected through the greedy approach and clustering. The rest of the paper is organised as follows. A brief review of related work done on feature selection techniques is given in Section II. Description of the proposed method is given in Section III. Description of the gene expression datasets used and experiments based on the proposed method in comparison with other state-of-theart methods in Section IV. The paper ends with a discussion in Section V based on the work done in this paper.
II. RELATED WORK
Feature selection is a tedious job in microarray data analysis. The basic task is to determine an optimal gene set that is helpful in classifying samples to their correct target classes. Feature selection is important in that there are usually very few genes that regulate the response while some genes are linear combinations of the other genes. As the method proposed in this paper is based on filtering approach, a brief review of these methods is given as follows. Apiletti et al. [20] proposed a filtering based feature selection technique in which at first stage they identify outliers in gene expression data for each gene. Authors in [21] proposed a gene selection score called relative simplicity (RS) by evaluating gene pairs according to integrating vertical comparison with horizontal comparison. By this way they built an RS-based direct classifier based on a set of informative genes for binary classification using a paired vote strategy. Although, high generalization power for the RS method is shown on the datasets they considered, however, their method might still suffer from the problem of redundancy in the selected genes due to pairwise evaluation. Filtering approach assesses the importance of genes in discriminating the sample observation given a target class by setting a threshold [22] or by fitting a statistical model [23] , [24] to microarray gene expression data.
Filter methods based on density approach need to be robust to reduce the influence of values far from the high concentration core. Authors in [12] exploited this notion and used an expression range to construct a gene mask. Authors in [25] used minimum feature subset by utilizing the set covering approach. The authors in [20] applied the same technique for minimum gene subset and the greedy approach rather than the set covering approach. Authors in [8] proposed to reduce the dimensionality and outliers problem in gene selection by considering the greedy search approach together with proportional overlapping analysis for binary class problems. They first initialize a gene mask where the core intervals for the genes are based on the interquartile range to select a minimum subset of genes that unambiguously assign maximum number of samples to their respective classes. The proportion of overlapped samples between classes and relative dominant class (RDC) for each gene is measured for gene ranking. Genes that achieve the highest ranks are selected in the final set together with the minimum subset of genes selected via the greedy approach. Both of these methods given in [8] and [20] suffer from the problem of multicollinearity in the selected genes as demonstrated in the experiments and results section of the current paper. A measure known as 'PUL' was proposed in [26] by identifying differentially expressed genes based on retrieval information called the PUL-score. Authors in [23] used principle component analysis technique to discard genes having large variations corresponding to the components. Removal of non-informative genes was considered in [24] by using factor analysis technique instead of principle component analysis. Kulkarni et al. [27] proposed a method called ''Recursive Cluster Elimination'' (RCE) which reduces the dimension of data sets in the study of cancer classification. The authors in [27] 
III. METHODS
In a microarray data, there are p number of genes and n number of samples. The data matrix is in the form R n×p . This makes a gene expression matrix X = [x ij ], such that X ∈ R n×p , where x ij is the gene expression value for ith tissue sample (i = 1, . . . , n) and jth gene (j = 1, . . . , p). Each sample in the observed data corresponds to a target class label y i showing the phenotype of the sample being studied. Thus Y ∈ R n is the vector of class labels where each y i ∈ {0, 1}. The number of observations in such datasets is generally smaller than the number of features. This form is called small n, large p i.e. n < p problem. Figure 1 shows a general layout of a gene expression data. Genes in the figure are shown in columns whereas observations are shown in the rows. Gene expression values for a gene are given in the cells of the table against each observation. The proposed method in this paper initially identifies a minimum set of genes with the help of the greedy search approach given in [20] . This set of genes unambiguously assigns maximum number of training samples to their correct classes. Greedy search approach takes the following steps.
1) Gene mask for each gene is computed by calculating interquartile range (IQR) for observations in each class c ∈ {0, 1} (binary class problem). The gene mask for each gene takes a value of either 0 or 1 where bit i of gene j is set to 1 if its expression value e ij does not fall in the overlapped region of both classes, otherwise it is set to 0. By this way a matrix M = [m ij ] p×n is constructed where
, respectively. In these expressions,
and IQR (j,c) denote the first empirical quartile, second empirical quartile and interquartile range, respectively, of gene j for class c. 2) Using matrix M in Step 1, genes that have the highest number of bits equal to 1 are selected for the minimum subset. If more than one gene have the same number of bits 1, gene with the lowest POS-score is selected. For further details on POS-score, see [8] . 3) Using logical AND operator, the gene masks of the remaining genes are updated and Step 2 is repeated to select the second gene. This process is iterated until the desired number of genes in the minimum set is selected or the genes have no ones in their gene masks. In the second stage, the proposed method, GClust, divides the remaining genes that are not selected in the minimum subset of genes in the first phase into a certain number of clusters. For this purpose, one of the most popular descent clustering methods, the k-means algorithm is used. This algorithm uses the Euclidean distance to find dissimilarity among genes. The Euclidean distance between two genes x j and x j is given as
The within-point scatter for genes clusters is
wherex k = (x 1k , . . . ,x nk ) is the mean vector for the kth cluster, and
is the number of genes in the kth cluster.
The above criterion is minimized by assigning the p genes to the K clusters in such a manner that within each cluster the average dissimilarity of the genes from the cluster mean is minimized, where cluster mean is defined by genes in the given cluster.
For solving
an iterative descent algorithm can be utilized by noting that for any set of genes p
By solving the enlarged optimization problem
the value of C * can be obtained.
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The following iterative algorithm is used for genes assignment to the respective clusters.
1) For deciding on a given cluster assignment C, the expression given in (3), i.e. the total cluster variance is minimized w.r.t (t 1 , . . . , t K ) giving the means of the currently assigned clusters (2). 2) Given (t 1 , . . . , t K ), the current set of means, (3) is minimized by assigning each gene to the nearest (current) cluster mean. That is
3) The above two steps are repeated until the genes assignment do not change. The next step in the second stage of the proposed method is to select the most informative gene from each cluster. As a cluster consists of similar objects, it is worthwhile to mention that within the same cluster genes will be collinear. Keeping this into consideration, the propsed method uses the least absolute shrinkage and selection operator (lasso) [29] method to select the most informative gene. The lasso method shrinks the coefficients of non-informative genes exactly to zero by penalizing them and retains only those ones in the model that mainly regulate the target class. This method uses the following expression to estimate the genes coefficients
In the above expression, β j 's are genes coefficients, λ is the size of penalty on the parameters and y i is the binary response. For further details on the lasso procedure see [29] .
Based on the above discussion, the proposed method, GClust, takes the following steps to select the most informative genes.
1) Select the minimum subset of genes that unambiguously assign maximum number of observations in the training data to their correct classes based on the greedy search approach given in [8] . 2) Divide the remaining genes which are not selected in the minimum subset of genes into a certain number of clusters using K -means algorithm. The value of K depends on the number of genes the user wants to select. For example, if the user wants to select 20 genes and the minimum set has 2 genes, then the remaining genes will be divided into 18 clusters to get the total of 20 genes required. 3) Using the lasso method, select the most informative gene from each cluster discarding the non-informative ones. 4) Combine the minimum subset of genes with those selected in Step 3 to form the final set of genes. The propsed method is novel in the sense that it uses the greedy search approach in conjunction with clustering that ensures high generalization power and at the same time minimizes redundancy in the selected set of genes. The number of genes selected in the minimum set ranges from 1 to 3 in the benchmark datasets considered in this paper that are differentially expressed, thus reducing the chances of multicollinearity. As the rest of the genes are selected via clustering and lasso, therefore, the final set of genes is less redundant as compared to genes selected by the competitors. This has been shown by constructing correlation matrices for the selected genes via all the methods in the next section.
IV. EXPERIMENTS AND RESULTS
For assessing various gene selection methods, one can assess the accuracy of a classifier applied after the gene selection procedure, where classification is based only on the chosen genes. Such evaluation can verify the discriminative ability of the selected genes. Jirapech and Aitken [30] have assessed various gene selection methods given in [31] and have shown that they can have a significant effect on a classifier's accuracy. This approach has been used in various studies including [20] and [32] .
In the current paper, experiments are conducted using 7 gene expression datasets in which the proposed GClust method is validated by comparing it with other five state-ofthe-art gene selection methods including proportional overlapping analysis (POS) [8] , masked painter approach [20] , Wilcoxon Rank Sum technique (Wil-RS) [33] , [34] , relative simplicity (RS) [21] method, double kernel-based clustering method for gene selection (DKBCGS) [28] and the minimum subset of genes selected via the greedy approach [8] . The performance is assessed by calculating the classification accuracy, sensitivity and Brier score from two different classifiers, random forest (RF) [35] and support vector machine (SVM). A brief description of these classifiers is given below.
Random forest [35] is an ensemble learning method consisting of a sufficiently large number of classification trees that allows the trees to vote for the target class based on the majority rule. Trees are grown on bootstrap samples taken from the given training data where binary splits are made, unlike the standard decision tree, on a random sample of features from the total features set at each node of the tree. This is done so as to inculcate additional randomness in the base learners, the classification trees.
Support vector machine (SVM) [36] is one of the most powerful machine learning methods that divides the given training data by finding a hyper-plane between the two classes that has the widest margins. Observations that lie on the edges of the plane are called the support vectors and are used to estimate the target class of the test observation. Table 1 gives a brief summary of the datasets characteristics. The table shows number of genes, number of samples and class sizes for each data set. All the datasets are binary class problems taken from various open sources given in the last column of the table. The given datasets are divided into training and testing parts for feature selection and assessment via the classification algorithms. Seventy percent of each of the data sets is taken as training part and the remaining is used for testing purposes. Five hundred runs of the split sample analysis were performed for each combination of dataset and feature selection algorithm, with classifiers considered. Random forest is executed using the R package randomForest [42] with the default parameters values, i.e. ntree=500, mtry= √ p and nodesize=1. For support vector machine, the kernlab [43] R package is used with default settings.
Using the same training part of each data for the given combination of feature selection method and classification algorithm, 20 genes are selected by all the methods considered for training the classifiers and average values of the performance metrics, i.e. classification accuracy, sensitivity and Brier score are calculated using the testing parts. Results of GClust and the other methods considered are given in Tables 2, 3 Table 3 shows the performance of the methods with random forest and SVM classifiers using nki dataset. Thus overall, the results indicate that the proposed method has performed better than the others. The BS of the POS method is smaller than those of the other methods in the case of nki data set. The SVM classifier results suggest that the POS method is the best in terms of BS and classification accuracy.
From Table 4 , random forest classifier results indicate that the accuracy and sensitivity of the proposed method are higher than those of the other five methods. Besides, the results of the proposed method in terms of BS are also better than the others. Similarly, in the case of the SVM classifier, sensitivity of the GClust method is higher than those of the other methods. The GClust method gave 0.8866 sensitivity on the SVM classifier using breast cancer dataset. The BS of the POS method is smaller than those of the other methods. The accuracy of the proposed method is higher than the other five methods using the SVM classifier. Table 5 displays the results of the methods on colon dataset via RF and SVM classifiers. The results indicate that, overall, the GClust method is better than the other methods. Both sensitivity and BS of the proposed method are better than those of the other five approaches in the case of random forest classifier. RS performed well in terms of BS via SVM, Wilcoxon gave similar result to that of the GClust in terms of BS via random forest and MP method performed better than the other methods in term of sensitivity via SVM classifier. Table 6 displays the results of the methods on GSE4045 dataset with the selected 20 genes. In this case, GClust has outperformed all the other methods in terms of all the performance metrics used for both RF and SVM classifiers. From Tables 7 and 8 , it is obvious that the proposed method is giving better results than the others on most of the statistics considered.
To further assess the proposed method, GClust, in comparison with the other methods, boxplots of the results obtained, i.e. classification accuracy and Brier score, from all the 500 runs made for both SVM and random forest classifiers are constructed. All the methods are allowed to select 20 genes and then the reduced datasets are used with the classifiers to calculate the desired performance measures. These plots are shown in Figure 2 -13. The plots show that the proposed GClust method is better than the rest of the methods considered in most of the cases. VOLUME 7, 2019 To assess the stability of the proposed GClust approach in comparison with the other approaches, the gene selection methods were allowed to select different number of genes and the classifiers' performance on the reduced data are recorded. This is shown in Figures 14, 15 and 16 . The number of genes selected i.e. 10, 20, 30, 40 and 50 are shown on the x-axis while classification accuracy is shown on the y-axis. The figures demonstrate that GClust gives the most stable results among all the other methods.
Correlation matrices for the top 10 genes selected by all the methods on leukemia and breast cancer datasets are also constructed. The matrices given in Figures 17 and 18 are the correlation matrices constructed from genes selected by all the six methods applied to leukemia and breast cancer datasets, respectively. Row and column labels in the matrices show gene indices. The matrices show that genes selected by the GClust method are less correlated than those selected by the other methods.
V. DISCUSSION
Keeping in view the need for handling high dimensional datasets with tens of thousands of features, this paper has proposed a novel method, GClust, for features selection to reduce data dimensions. In the current paper gene expression data generated via microarray technology are considered for analysis. The proposed method starts initially by identifying genes that can assign the maximum number of observations to their correct classes using a greedy approach. The greedy approach exploits interquartile range and proportional overlapping analysis for the identification. Genes selected in this way make the minimum set of genes. The proposed method then divides the remaining genes that are not selected in the minimum subset of genes, into a certain number of clusters. From each cluster the most informative gene is selected via the lasso method and combined with genes in the minimum subset to form the final set of genes. A total of 7 gene expression datasets are considered for assessing the proposed method. Twenty genes are selected by the method with the training parts of the datasets and data with reduced dimensions are used to obtain classification accuracy, sensitivity and Brier score via random forest and support vector machine classifiers on the testing parts. The results of the proposed method are compared with those of proportional overlapping analysis (POS), masked painter approach, Wilcoxon Rank Sum technique (Wil-RS), relative simplicity (RS) method, double kernel-based clustering method for gene selection (DKBCGS) and the minimum subset of genes selected via the greedy approach. A total of 500 random partitions have been made to calculate the performance metrics. Boxplots from the results have been constructed and average values of the results are shown for the method against the other methods. The analyses have revealed that the proposed method has outperformed the other methods in most of the cases. GClust has achieved the highest values of classification accuracy most of the times for the datasets considered among all the other methods via both random forest and support vector machine classifiers. The proposed method has also used the Brier score as performance measure which carries small values when the predicted class membership probabilities are close to the actual response values expressed in the 0, 1 form. This gives a measure of the degree of belief in the predicted probability of an observation belonging to a particular target class. GClust has outperformed the other methods by achieving the smallest values of Brier score in most of the cases given in the paper. VOLUME 7, 2019 Similar conclusion could be drawn regarding the efficiency of the GClust method based on sensitivity analysis given in the paper. Moreover, the proposed method is the most stable method among all the other methods and genes selected by GClust have smaller correlations as compared to those selected by the other methods.
The intuition behind the efficient performance of the proposed method is that it first selects genes that can unambiguously assign maximum number of observations to their correct classes and then discard those genes that are redundant and cause the problem of multicollinearity. This is achieved by using the lasso method to select genes from the clusters formed in the second phase of the algorithm. Application of the lasso method to clusters might be time consuming if the number of clusters or size of individual clusters or both are large. This step can be made faster with the help of parallel computing using the R programming language as given in the R package parallel [44] , for instance.
There could be several possibilities for future work in the direction of the proposed method. A possibility for further improvements in the proposed method might be using correlation analysis in conjunction with cluster analysis for genes selection from the set of genes not selected in the minimum subset of genes. The number of genes in the current paper is chosen to be 20 for simplicity, this could be optimised by deciding on the optimum number of clusters with the help of using an objective function on clustering like the Elbow method [45] , for example. The case of continuous predictor variables as given by the expression values of genes taken from tissue samples of human bodies is considered in this paper. The method could be modified in a way so as to cover the case of categorical variables in the predictor set, such as gender, eye/hair colour, age group, etc. Moreover, the work proposed in this article can also be extended to solve big data problems as given in [46] - [49] . One can also modify the proposed method to deal with multi-class problems.
