applications [15] , and because they provide a first demonstration that strong static magnetic fields like the ones used by Oliviero et al. [5] may provide alternative ways to transiently modulate cortical excitability non-invasively in the healthy human brain. What is compelling is the simplicity of this application, its inexpensiveness, and that it can be applied in a double-blind placebocontrolled way.
But there are several open questions. First, it remains unclear what may cause the changes in excitability. As discussed by Oliviero et al. [5] , their procedure is quite different to standard NMR procedures in that a strong focal magnetic field gradient was induced in the neural tissue underlying the focal strong static magnetic field. The most parsimonious explanation might be that small electrical currents were induced, either because of small head movements, movements of the magnet, or pulsative movements of the brain. Because such currents would be small, any physiological after-effects should be short-lived, as was indeed reported. This short-lived nature of excitability changes also raises the question whether any functional consequences can, in principle, be induced, a pre-requisite for clinical or therapeutical use.
There are also practical concerns about safety. The main health risks of strong static magnetic fields do not come from the effects on biological tissue itself, but from the presence of ferromagnetic materials, or cardiac pacemakers. The strong static magnetic fields used in Oliviero et al. [5] had an adhesive force of up to 765 N (78 kg). In an uncontrolled setting, this can be hazardous and cause serious mechanical damage (the magnet stuck on this author's filing cabinet being a constant reminder). Minimizing such risks would increase the costs and widespread applicability of this procedure.
Ultimately, more studies using direct intracellular and extracellular recordings will be required to understand exactly how strong static magnetic fields interact with cortical excitability. Ultimately, such work also needs to address whether strong magnetic fields may be used to alter cortical excitability in a functionally relevant way. Currently, effects are transient and weak, and behavioural consequences negligible. In light of research gathered from the experience of tens of millions of MRI scans, this is perhaps not surprising, and allows one to conclude that NMR-based techniques that expose subjects to strong static magnetic fields are safe [7, 16] in adults for field strengths of up to 8T [17] . You advocates of the healing powers of magnetic forces, therefore, behold! Can functionally relevant magnetic stimulation of the brain ever be achieved? Maybe. But the strong static magnetic fields, and the extended exposure required to induce even small physiological or behavioural effects preclude any widespread and unauthorized use.
decades, the application of genetics and molecular biology has identified a handful of molecules that are central to the clock mechanism. The hypotheses produced by such studies have emphasized the centrality of gene transcription and protein translation (reviewed in [1, 2] ). It features an essential element of negative feedback, and proposes complex interlocked loops of transcription and translation. This mechanism exhibits great evolutionary conservation, with minor (but interesting) species-specific variation.
However, prior to the rise of this transcription/translation-based hypothesis as a mechanism for the core clock, an alternative and substantial theory for how clocks operate focused on the role of cell membrane and diurnal changes in membrane currents and ion concentrations [3] . Ion flux-based theories fell into disregard, due to the strength and general applicability of the transcription/translation-based models. Earlier this decade, Nitabach, Holmes and colleagues re-invigorated the case for considering critical contributions of ion fluxes to circadian timekeeping [4] . They genetically suppressed excitability in 16 specific pacemakers of flies by targeted expression of potassium channels and observed strongly reduced behavioral rhythmicity. In correlated fashion, this manipulation also suppressed the molecular oscillator in those same pacemaker neurons [5] . Those efforts produced a novel working hypothesis -that the continued operation of the transcription/translation feedback loop (TTFL) required input from daily changes in membrane physiology.
Ceriani and colleagues [6] , as reported in this issue of Current Biology, were motivated to re-examine the interactions of the TTFL and membrane ionic fluxes because the literature was discordant on the subject. Whereas the recent Drosophila experiments indicated a close interconnection, several previous studies suggested the lack thereof. Schwartz and colleagues [7] showed that infusion of tetrodotoxin (TTX) to the suprachiasmatic nucleus (SCN) of the rat hypothalamus was sufficient to block action potential generation. TTX is a toxin derived from various toads, newts and fish that binds to and blocks current flow through fast voltage-sensitive sodium channels. This manipulation uncoupled the clock from its normal inputs (as measured by photoentrainment) and its outputs (as measured by diurnal rhythms of salt licking), but the fundamental timekeeping of the SCN clock system was maintained. Similar conclusions were reached for the cases of the circadian oscillator at the base of the Aplysia eye [8, 9] , for the oscillator in dissociated SCN neurons [10] , and for the brain oscillator in the silkworm [11] . While these earlier studies were conducted in species distinct from Drosophila, the fundamental evolutionary conservation of circadian mechanisms across phyla suggested these studies could have bearing on the circadian pacemakers of the fly brain.
Thus, Ceriani and colleagues describe [6] a method to test directly whether long-term genetic suppression of membrane excitability could result in indirect effects on cell viability, which could explain the loss of circadian rhythmic properties. To do so, they employed a genetic 'trick' -conditional transgenic potassium channel expression -such that suppression of membrane excitability begins either early or late in the life history of the fly. 'Early' means sustained suppression of action potentials in the specific pacemaker neurons of interest throughout the life of the fly. 'Late' means that suppression was delayed until after the neurons were fully differentiated, and ready to be used for normal adult behavior.
The answer was clear: early suppression produced a profound abrogation of the clockworks in the targeted pacemakers, as originally reported [5] . However, late suppression produced behavioral arhythmicity without a concomitant loss of the clock mechanism. Importantly the late effect was reversible: when the experimental repression was relieved, behavioral rhythmicity was restored with a phase predicted precisely by the pre-treatment entraining conditions. Together these results represent strong evidence that the clock proceeds unabated throughout the period of action potential repression, and therefore is unaffected by changes in ion fluxes at the membrane.
While individual cells can display sustained cyclical activity (cell autonomous activity, e.g., [10, 12] ), there is widespread consensus that normally in vivo, neuronal interactions (network properties) are critical to sustain robust, circadian cycling among coupled neuronal pacemakers (e.g., [13] [14] [15] Figure 1 . Is electrical activity a circadian clock state variable? The cartoon illustrates a single pacemaker cell that modifies its pattern of electrical activity (action potential firing rate) over the course of the day according to changing instructions from its circadian clock. The question posed by Ceriani et al. [6] is whether that changing electrical activity feeds back to sustain the pacemaker and should therefore be considered part of the clock mechanism. Previous work suggested that such electrical activity is part of the mechanism, but with a refined genetic design, Ceriani and colleagues conclude the answer is no.
other forms of cell communication remain -network interactions could proceed by electrical coupling, or by transmitter release due to graded calcium-dependent potentials, or by release of non-classical transmitters like nitric oxide, to name just a few. There is now great interest in defining exactly which signaling pathways are used to modulate and ultimately synchronize a pacemaker network [16] .
If ion fluxes at the membrane are not part of a demonstrable 'core clock mechanism', do they make any contribution in affecting or decoding a pacemaker's intrinsic clock mechanism? It is well established that membrane currents change as a function of time of day within pacemaker neurons (e.g., [12] ), indicating an important contribution to normal pacemaker cell outputs. Furthermore, clock resetting in Drosophila pacemakers is accompanied by substantial changes in membrane excitability: Holmes and colleagues [17] have found that in response to light, Drosophila CRYPTOCHROME protein, in addition to triggering the resetting of clock phase via TIMELESS degradation (reviewed by [18] ), also activates membrane conductances directly and rapidly.
Likewise, membrane physiology appears to decode clock output by affecting cellular physiology in ways that remain to be fully described: Ceriani and colleagues show in the present work that the absence of membrane excitability eliminates daily changes in the morphology of axonal terminals of specific pacemakers in Drosophila (cf. [19] ). This indicates that, unexpectedly, membrane excitability is a necessary conduit through which the circadian clock coordinates numerous cell shape changes. Thus, ion fluxes through the plasma membrane do not appear to be state variables of the Drosophila circadian pacemaker. Nevertheless, there are many observations, old and new, to support the contention that they are critical in modifying, augmenting and translating the daily procession of the circadian clock. Fungal Sex: Meiosis Machinery in Ancient Symbiotic Fungi Arbuscular mycorrhizal fungi are important symbionts that enhance plant growth. They were thought to have been asexual for hundreds of millions of years. A new study reveals that the fungi actually possess highly conserved genetic machinery for completion of meiosis.
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Ever since plants colonized land they have formed intimate associations with arbuscular mycorrhizal fungi (AMF). Fossil records show that AMF date back to the Ordovician approximately 460 million years ago [1] . It is thought that these fungi played a key role in the colonization of early soils that were extremely poor in essential nutrients such as phosphate and nitrogen [2] . In almost all present day terrestrial ecosystems, the majority of plant species still form symbioses with AMF and the fungi play a key role in phosphate acquisition, plant productivity and also drive plant diversity [3, 4] . All AMF are members of the fungal phylum Glomeromycota [5] . An unusual feature of the whole phylum is that, unlike other well-studied fungal phyla, no sexual structures have been observed. The absence of any obvious sexual structures, coupled with the unusually low morphological diversity of these ancient fungi led biologists to assume that AMF are asexual [4] , and have been for over 400 million years [6] . Given the importance of recombination as a mechanism that purges deleterious mutations, the existence of such long-term asexual lineages is,
