The materials of surfaces in a room play an important room in shaping the auditory experience within them. Different materials absorb energy at different levels. The level of absorption also varies across frequencies. This paper investigates how cues from a measured impulse response in the room can be exploited by machines to detect the materials present. With this motivation, this paper proposes a method for estimating the probability of presence of 10 material categories, based on their frequency-dependent absorption characteristics. The method is based on a CNN-RNN, trained as a multi-task classifier. The network is trained using a priori knowledge about the absorption characteristics of materials from the literature. In the experiments shown, the network is tested on over 5,00 impulse responses and 167 materials. The F1 score of the detections was 98%, with an even precision and recall. The method finds direct applications in architectural acoustics and in creating more parsimonious models for acoustic reflections.
also used in [6] for the more generalisable task of estimating frequency-dependent absorptions by different surfaces in a room. To do so, measured values of acoustic parameters were matched to simulated ones by adjusting the absorption levels. In [7] , the same task was performed using non-linear least-squares optimisation and by matching simulated and measured AIRs. Computer-vision methods have been used for the task of material detection using camera images. The method proposed in [8] involved a Convolutional Neural Network (CNN) detector and materials across 23 categories. The accompanying database to [8] , called MINC was later used in [9] , where a CNN was again employed to detect present materials. The detections initialised a model for the frequency-dependent absorptions in the room that were later optimised to match measured AIRs. Computer-vision methods for solving the problem have adopted state-ofthe-art machine learning. CNNs are motivated by visual processing, which makes their adoption in computer-vision a natural process. This paper aims to bring state-of-the-art machine learning in material-detection from audio only. This paper proposes a method that estimates the probability of presence of 10 material categories in a room, based on the level of sound energy they absorb at each frequency. The method is based on a Deep Neural Network (DNN) detector, which is trained as a multi-task classifier. The training data is created using a priori knowledge about the frequency-dependent absorption by different types of materials. This knowledge is used to create simulated acoustic environments composed of surfaces with specific materials. AIRs generated from these simulations are presented to the network during training. The network uses information from the reflections encoded in the AIRs to learn how to detect the materials present.
This rest of this paper is organised as follows: Section 1 introduces the notation used to model the interaction of sound with material surfaces and presents the proposed method. The network's training method, the way that training data is generated and experiments are given in Section 2. A discussion and conclusion are given in Section 3.
Proposed Method
This Section discusses the notation used in this paper to represent the sound absorption process by surfaces in a room. Also, the proposed method for detecting materials in a room, based on their frequency-dependent absorption characteristics is presented.
Detecting material sound-absorption
Considering the case of a perfectly smooth surface, incident sound of frequency f is reflected specularly, resulting in reduced energy and different phase [4] . The complex factor that represents this process is
with χ representing the phase difference between the reflected and incident sound. The energy of the incident sound absorbed at the surface is described by the absorption coefficient
This coefficient is dependent on the frequency of the incident sound, as energy at different frequencies is reflected and absorbed differently [4] . In reality, the angle of incidence also affects the level of absorption.
The proposed method for detecting materials in a room uses absorption coefficient values from tables in the literature to train a DNN. The network estimates the probability of presence of a given material in the acoustic environment, given the Finite Impulse Response (FIR) taps of an AIR measured in the environment. The method starts with the collection of data from a table of frequency-dependent absorption values for a set of materials. Such tables are available in the literature as acousticians use them as a reference for auralisation experiments and in the design of auditoria. The software package Odeon 1 is a modelling software that combines such information with acoustic models to create auralisations. Given the popularity of the software and the fact that a number of manufacturers release their data in a compatible format with it, the data that is available on the software's page 2 is used in this work. The data is used to exract absorption coefficients for 167 materials. The coefficients are given for the 8 1-octave bands in the range 125 Hz to 8 kHz.
Ambiguities in the problem
The purpose of the data harvesting described above is to train a DNN that detects the presence of a material in a room. In the collected dataset, a material is characterised by its frequency-dependent absorption coefficients. Inspecting the coefficients across materials shows that a number of them share the exact same values. This is not unexpected as different material compositions can lead to different visual appearances or different textures but with unchanged sound absorption properties [8] . The task of distinguishing between materials as they are listed in raw tables of absorptions is therefore impossible, due to the inherent ambiguities in the problem. Only approaches that combine audio and visual information can lead to a partial resolution of these ambiguities [9] . However, the interest of this work is to perform this task using only a single AIR.
Given the above sources of ambiguities, materials in this work are detected in categories. Materials belonging to the same category share similar absorptions characteristics. Therefore, a scheme needs to be implemented, which takes as inputs the collection of absorption coefficients of the 167 materials and groups them into categories. Each category will represent a subset of the 167 materials. k-means [10] is used for creating categories of materials as clusters. The Davies-Bouldin criterion [11] and the Variance Ratio Criterion (VRC) [12] are used to deduce the number of categories. The absorption coefficients of 167 materials in the 8 1-octave bands are clustered by the kmeans algorithm for a range of number of clusters between 2-80. The value of the 2 criteria is shown in Figure 1 for each cluster number. The different formulations of the two criteria give competing results. The optimal values for each are at the extremes. However, if the trend of the two lines is ignored, the 10 cluster solution gives a knee in the curve of both criteria [13] . Therefore, Θ tot = 10 is chosen as the number of categories and used to group the 167 materials. In Figure 2 , the 8 absorption coefficients for each of the 167 materials are shown in a 2D representation. The representation is done using t-SNE [14] and the different symbols correspond to different categories.
Detecting material categories
The DNN will be trained to estimate the probability of presence of materials belonging to each of the Θ tot = 10 categories identified above. A category θ is described by the mean of the coefficients of the materials it describes. The coefficients are given in 8 1-octave bands for frequencies between 63 Hz and 8 kHz. This gives 8 energy absorption coefficients for each material and material category. Packing these 8 values together forms column vector a θ . Values for the Θ tot categories are collected that form the matrix of absorption coefficients
The matrix of frequency-dependent absorption coefficients of the materials present in an environment is A. The method proposed in this paper constructs the estimateÂ of this matrix by choosing the appropriate rows of the matrix of known absorptions A tot . The selected rows will correspond to the categories that are detected as present. Therefore, the aim of the DNN is to perform the function d, described aŝ The proposed method provides an estimate of the frequency-dependent absorption coefficients of the surfaces in a room. Unlike methods previously proposed in the literature, the estimation task is treated here as a detection task. This simplifies the problem as the filter coefficients can be drawn from predesigned material-filterbanks. It also allows for the use of state-of-the-art detector networks from the literature. The DNN detector used in this work is detailed in the next Section.
Material-category detector
For the choice of the detector mechanism for the presence of materials in the room, the focus is on the use of DNNs. DNNs have shown great success in the field of Sound Event Detection (SED), as illustrated in the recent DCASE challenge [15] . Approaches proposed [16] have shown that an appropriately formed input and architecture can perform well in the task of detecting individual sound events. The success of DNNs in SED motivates their consideration for the detection of materials in this paper.
As in SED, a DNN is trained to estimate the probability of occurrence of an event of a certain category. Here, an event is considered to be an acoustic reflection. The way that sound energy is absorbed upon reflection defines the type of event. The DNN is trained as a multi-task classifier, similarly to the task of polyphonic SED [17] . This means that after processing a single AIR h, the DNN returns the posterior probability that absorption of each of the Θ tot = 10 categories occurred. Expressing this in the notation introduced in the previous Section, the network therefore estimates the probabilities
To detect whether a material category θ is present in the environment, a threshold ζ θ is applied to the posterior, giving the detector
The typical choice for the detection threshold is 0.5 [18] . Another approach is to choose a value that provides a balance between Type I and Type II errors [19] .
Borrowing insight from the field of SED, the use of convolutional and recurrent layers is investigated for the material detector. Combining convolutional and recurrent layers was investigated in [20] , which explains its benefits for the processing of audio using the resulting CNN-RNN. In [21] , the architecture was very successful in processing AIRs to categorise individual rooms. The recurrent layers are designed using Gated Recurrent Unit (GRU) cells [22] Table 2 : Positive samples per material category per partition in the set of AIRs, which are simulated in shoe-box rooms, using known material frequency dependent absorptions.
choice of adding Feed Forward (FF) layers before the recurrent layer serves the twofold purpose of dimensionality reduction [20] and generalisation by incorporating dropout strategies [23] in order to avoid overfitting in such a complex structure.
The diagrams in Figure 3 show the network used for the task of detecting the presence of materials in acoustic environments using an AIR as the input. The FIR taps of the input AIR are segmented into frames of duration 3 ms and a 1.5 ms overlap. This provides fine temporal resolution in order to analyse recordings at the reflection level and still a large enough number of samples to maintain significant spectral resolution. The log-power in the discrete frequency domain is presented for each frame at the input, similar to [24] .
To train the network, a dataset is needed that is labelled with ground truth information about the materials present in the room. The next Section describes the process of creating such data and the challenges in doing so. This is discussed though the presentation of experiments that evaluate the accuracy of the proposed method.
Experiments
This paper proposed a novel method for estimating the probability of presence of materials in a room, based on their sound absorption properties, from a single AIR. This Section describes the experiments performed to evaluate the method.
Simulated AIRs are used as the training examples for the detector network, which have been generated using [25] . The training AIRs are generated by simulating 141 three-dimensional shoe-box rooms with walls of known frequency-dependent absorptions, using [25] . The size of the simulated rooms is random-uniformly chosen between [ 2.5, 2.5, 2.5 ] and [ 7.0, 7.0, 2.6 ] m. For each one of the 6 walls of the room, the frequency-dependent absorptions are chosen from one of the 167 materials in the list described in Section 1.1. Each room is populated with 10 sources and 5 receivers at random locations. Collecting the AIR between each source and receiver pair results in 70,500 AIRs. Each one serves as an in individual training example. The sampling rate used is 16 kHz. The 70,500 generated AIRs are split into 3 sets, the training, test and validation set. Each room contributed AIRs to only one set. The data partitioning is shown in Table 1 . The aim is for each one of the sets to be a representative subset of the overall population. Therefore, stratified partitioning is used between the three sets [26] , which preserves the class ratios. In these experiments, the number of material categories to be detected is Θ tot = 10 and the resulting distribution of positive samples for each, across partitions, is shown in Table 2 .
The detector model is trained using the Adam [27] optimizer with a cross-entropy loss [18] . The configuration of the optimizer is set up as proposed in the original paper. The batch size is set to 128 AIRs of duration 200 ms, which are split into frames of 3 ms with 1.5 ms overlap. Training is done on an NVIDIA GeForce GTX 980 GPU. Overfitting is prevented by early stopping [18] which stops the training of the model 10 epochs after the training loss stopped improving or 15 epochs after the validation loss stopped improving. The final model is selected at the epoch with the minimum validation loss. Table 2 has shown that the distribution of positives samples across labels is not even and the positive and negative samples within labels are not balanced. To convey this information to the training process and avoid skewing of the decisions of the model, the contribution to the cross-entropy loss of each AIR is weighted as proposed in [28] .
The detection performance of the model is measured using precision and recall [29] and their harmonic mean, the F 1 score [30] . The definition of the measures is respectively
and
The result of evaluating the CNN-RNN based on the above measures is given in Table 3 . The F1 score for the network's predictions is 98%, with an even precision and recall of 98%. The evaluation was performed for a threshold ζ θ = 0.5 ∀ θ ∈ {1, .., Θ tot } . The even precision and recall shows a balance between Type I and Type II errors, which justifies this choice of ζ θ . In terms of individual material types, unsurprisingly the best results are obtained for θ = 6, which is the biggest cluster, containing 63.9% of the training examples.
Discussion and conclusion
This paper proposed a novel method for estimating the probability of presence of material categories in a room, based on their sound absorptions characteristics. The method takes as input the FIR filter taps of one AIR. It does not assume visual access to the room, which is the case for previously proposed methods [9] . The detection is performed by a CNN-RNN that is trained as a multi-task classifier. In the experiments presented in this paper, the material detector network was tested on more than 5,000 simulated AIRs and 167 materials. The F1 score for the network's predictions in the tests was 98%, with an even precision and recall.
The detected material categories allow for the estimation of the frequency-dependent absorption coefficients of the surfaces in an acoustic environment. Estimating the coefficients finds direct applications in architectural acoustics. Extracting information such as the dimensions of a physical space is typically feasible [7] but the same does not apply to the measurement of the frequency-dependent absorption of its surfaces. Two common methods for this measurement are outlined in ISO-354 [31] and ISO-10534 [32] . Both methods require the extraction of samples of materials from the environment, which can be impractical and undesirable. The proposed method allows for the estimation of these coefficients, simply based on a single AIR measured in the room. Another applications of the frequency-dependent absorption coefficient estimates is the modelling of acoustic reflections in AIR. The work in [33] has shown how modelling early reflections in the early part of AIRs leads to low-dimensional and informative representations. However, the work assumed frequency-independent absorptions. Using information about the materials in the room can lead to more accurate reflection TOA! (TOA!) estimates. These estimates find a range of applications such as room geometry estimation [2] .
