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Abstract. In this paper, we provide properties and applications of some special
integer sequences. We generalize and give some properties of Pisano period. Moreover,
we provide a new application in Cryptography and applications of some quaternion
elements.
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There have been numerous papers devoted to the study of the properties and
applications of particular integer sequences, the most studied of them being
Fibonacci sequence ([FP; 09], [Ha; 12], [Ho; 63], [St; 06], [St; 07], etc.). In
this paper, we study properties and provide some applications of these number
sequences in a more general case.
Let a1, ..., ak be arbitrary integers, ak 6= 0. We consider the general k−terms
recurrence, n, k ∈ N, k ≥ 2, n ≥ k,
dn=a1dn−1+a2dn−2+...+akdn−k, d0=d1=...=dk−2=0, dk−1=1, (1.1.)
where ak 6= 0 are given integers and its associated matrix Dk ∈ Mk (R) ,
Dk =

a1 a2 a3 ... ak
1 0 0 ... 0
0 1 0 ... 0
... ... ... ... ...
0 0 ... 1 0
 , (1.2.)
see [Jo].
For n ∈ Z, n ≥ 1, we have that
1
Dnk=

dn+k-1
k-1∑
i=1
ai+1dn+k-i-1
k−2∑
i=1
ai+2dn+k-i-1 ... akdn+k-2
dn+k-2
k-1∑
i=1
ai+1dn+k-i-2
k−2∑
i=1
ai+2dn+k-i-2 ... akdn+k-3
dn+k-3
k-1∑
i=1
ai+1dn+k-i-3
k−2∑
i=1
ai+2dn+k-i-3 ... akdn+k-4
... ... ... ... ...
dn
k-1∑
i=1
ai+1dn+k-i-k
k−2∑
i=1
ai+2dn-i ... akdn-1

, (1.3.)
see [Fl; 19], Proposition 2.1.
In [Me; 99], the author proved some new properties of Fibonacci and Pell
numbers. In the following, we will generalize some of these results.
If we consider the matrix Yi = (di+k−1, ..., di+1, di), for i = 0, relation (1.1)
can be written under the form
Y t1 = DkY
t
0 . (1.4.)
Proposition 1.1. With the above notations, we have the following relations:
Y tn = DkY
t
n−1 (1.5.)
Y tn = D
n
kY
t
0 . (1.6.)
Y tn+r = D
n
kY
t
r . (1.7.)
Proof.
Relation (1.5) is obviously.
To prove relation (1.6) , we remark that for n = 1, we have relation (1.4) .
Supposing relation true for n−1, we prove it for n. From relation (1.5) , we have
that Y tn = DkY
t
n−1 = D
n
kY
t
0 .
To prove relation (1.7), we have Y tn+r = D
n+r
k Y
t
0 = D
n
kD
r
kY
t
0 = D
n
kY
t
r .
Proposition 1.2. With the above notations, for difference equation (1.1),
the following relation are true:
i)∣∣∣∣∣∣∣∣∣∣∣∣∣∣
dn+k−1 dn+k dn+k+1 ... dn+2k−4 dn+2k−3 1
dn+k−2 dn+k−1 dn+k ... dn+2k−5 dn+2k−4 0
dn+k−3 dn+k−2 dn+k−1 ... dn+2k−6 dn+2k−5 0
... ... ... ... ... ... ...
dn+2 dn+3 dn+4 ... dn+k−2 dn+k−1 0
dn+1 dn+2 dn+3 ... dn+k−3 dn+k−2 0
dn dn+1 dn+2 ... dn+k−4 dn+k−3 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=(-1)
n(k+1)
ankd−n.
2
ii)∣∣∣∣∣∣∣∣∣∣∣∣
dn+k−1 dn+k dn+k+1 ... dn+2k−4 dn+2k−3
dn+k−2 dn+k−1 dn+k ... dn+2k−5 dn+2k−4
dn+k−3 dn+k−2 dn+k−1 ... dn+2k−6 dn+2k−5
... ... ... ... ... ...
dn+2 dn+3 dn+4 ... dn+k−1 dn+k
dn+1 dn+2 dn+3 ... dn+k−2 dn+k−1
∣∣∣∣∣∣∣∣∣∣∣∣
=(-1)n(k+1) ank .
iii)
dm+k-1dn+k-1+dm+k-2
k−1∑
i=1
ai+1dn+k-i-1+dm+k−3
k−2∑
i=1
ai+2dn+k-i-1+...+akdmdn+k-2=dm+n+k-1.
Proof. 1) Indeed, since detDk = (−1)k+1 ak,we obtain that∣∣∣∣∣∣∣∣∣∣∣∣∣∣
dn+k−1 dn+k dn+k+1 ... dn+2k−4 dn+2k−3 1
dn+k−2 dn+k−1 dn+k ... dn+2k−5 dn+2k−4 0
dn+k−3 dn+k−2 dn+k−1 ... dn+2k−6 dn+2k−5 0
... ... ... ... ... ... ...
dn+2 dn+3 dn+4 ... dn+k−1 dn+k 0
dn+1 dn+2 dn+3 ... dn+k−2 dn+k−1 0
dn dn+1 dn+2 ... dn+k−3 dn+k−2 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Dnk

dk−1
dk−2
dk−3
...
d2
d1
d0

Dnk

dk
dk−1
dk−2
...
d3
d2
d1

Dnk

dk+1
dk
dk−1
...
d4
d3
d2

...DnkD
−n
k

d-n+k-1
d-n+k-2
d-n+k-3
...
d-n+2
d-n+1
d-n

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
=det (Dnk )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
dk−1 dk dk+1 ... d2k−4 d2k−3 d−n+k−1
dk−2 dk−1 dk ... d2k−5 d2k−4 d−n+k−2
dk−3 dk−2 dk−1 ... d2k−6 d2k−5 d−n+k−3
... ... ... ... ... ... ...
d2 d3 d4 ... dk−1 dk d−n+2
d1 d2 d3 ... dk−2 dk−1 d−n+1
d0 d1 d2 ... dk−3 dk−2 d−n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=(-1)n(k+1) ankd−n.
2) Indeed, using the ideas developed above, obtain∣∣∣∣∣∣∣∣∣∣∣∣
dn+k−1 dn+k dn+k+1 ... dn+2k−4 dn+2k−3
dn+k−2 dn+k−1 dn+k ... dn+2k−5 dn+2k−4
dn+k−3 dn+k−2 dn+k−1 ... dn+2k−6 dn+2k−5
... ... ... ... ... ...
dn+2 dn+3 dn+4 ... dn+k−1 dn+k
dn+1 dn+2 dn+3 ... dn+k−2 dn+k−1
∣∣∣∣∣∣∣∣∣∣∣∣
=
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=∣∣∣∣∣∣∣∣∣∣∣∣
Dnk

dk−1
dk−2
dk−3
...
d2
d1
D
n
k

dk
dk−1
dk−2
...
d3
d2
D
n
k

dk+1
dk
dk−1
...
d4
d3
 ...D
n
k

d2k−4
d2k−5
d2k−6
...
dk−1
dk−2
D
n
k

d2k−3
d2k−4
d2k−5
...
dk
dk−1

∣∣∣∣∣∣∣∣∣∣∣∣
=
=det (Dnk )
∣∣∣∣∣∣∣∣∣∣∣∣
dk−1 dk dk+1 ... d2k−4 d2k−3
dk−2 dk−1 dk ... d2k−5 d2k−4
dk−3 dk−2 dk−1 ... d2k−6 d2k−5
... ... ... ... ... ...
d2 d3 d4 ... dk−1 dk
d1 d2 d3 ... dk−2 dk−1
∣∣∣∣∣∣∣∣∣∣∣∣
=(-1)
n(k+1)
ank .
iii) We use that DnkD
m
k = D
n+m
k and we equalize the elements from the
positions (1, 1). 
Remark 1.3. 1) In [Me; 99], relation i) was proved for k = 3. Relation
ii) is a generalization of the Cassini’s identity. Indeed, if we take k = 2 and
a1 = a2 = 1, we obtain that
d2n+1 − dndn+2 =
∣∣∣∣ dn+1 dn+2dn dn+1
∣∣∣∣ = ∣∣∣∣ 1 11 0
∣∣∣∣n = (−1)n .
2) In relation iii) from the above proposition, if we take k = 2, we obtain
dn+1dm+1 + a2dmdn = dm+n+1.
If a1 = 1, we get the well know relation for the Fibonacci numbers
dn+1dm+1 + dmdn = dm+n+1.
3) In relation iii) from the above proposition, if we take k = 3, we obtain
dm+2dn+2 + a2dm+1dn+1 + a3dm+1dn + a3dmdn+1 = dm+n+2.
2. Pisano period
For Fibonacci sequence are interesting its properties when it is reduced mod-
ulo m. For example, it is well known that this sequence is periodic and this
period is called Pisano’s period, denoted by pi (m). For the Fibonacci sequence,
pi (m) is even, for m > 2 (see [Re; 13]). In the following, we generalize this no-
tion for the sequence generated by the k−terms recurrence given in the relation
(1.1).
First of all, we will prove that the sequence (dn), given in (1.1), is periodic.
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Proposition 2.1. The sequence generated by (dn), considered mod m, is
periodic.
Prof. The terms of the sequence (dn) talked mod m can have only the
values {0, 1, 2, ...,m − 1}. Since dn=a1dn−1+a2dn−2+...+akdn−k, we remark
that if the sequence dn−1, dn−2,...dn−k is repeated mod m from a step, then the
entire sequence is repeated mod m. Therefore, there are at most mk possible
choices for the sequence dn−1, dn−2,...dn−k and the sequence is periodic.
Remark 2.2. The above proposition generalized Theorem 1 from [Wa; 60]
to sequence (dn).
Definition 2.3. The Pisano period for the sequence (dn) is the period with
which the sequence (dn) taken modulo m repeats. We denote this number with
pi (m).
Remark 2.4. If we consider the matrix Dk, associated to the difference
equation (1.1) , we have that D
pi(m)
k ≡ Ik mod m, where Ik is the unity matrix
of order k. From here, we get
((−1)(k+1) ak)pi(m) ≡ 1 mod m.
It results that ord
(
(−1)(k+1) ak
)
| pi (m) .
Theorem 2.5. Withe the above notations, the following statements are true:
i) If s1 | s2, then pi (s1) | pi (s2).
ii) pi ([s1, s2]) = [pi (s1) , pi (s2)] , where s1, s2 are positive integers and
[s1, s2] = lcd (s1, s2), the least common multiple.
ii) pi
(
pr+1
)
= pi (pr) or ppi (pr) , with p a prime number and r an integer,
r ≥ 1.
iv) If pi (pr) 6= pi (pr+1), then pi (pr+1) 6= pi (pr+2) , with p a prime number
and r an integer, r ≥ 1.
v) If Dk is a diagonalizable matrix and p is an odd prime, with p ∤ ak, then
pi (p) | p− 1.
vi) If for the numbers sequence dn=a1dn−1+a2dn−2+...+akdn−k,
d0=d1=...=dk−2=0, dk−1=1, all ai are odd, for i ∈ {1, 2, ..., k}, then pi (2) =
k + 1.
Proof. i) Since s1 | s2, we haveDpi(s2)k ≡ Ik mod s1, therefore pi (s1) | pi (s2) .
ii) Let s = [s1, s2]. We have D
pi(s)
k ≡ Ik mod s, therefore Dpi(s)k ≡ Ik mod
s1 and D
pi(s)
k ≡ Ik mod s2. It results pi (s1) | pi (s), pi (s2) | pi (s) and from
here,we have [pi (s1) , pi (s2)] | pi (s) . For the converse, we know that Dpi(s1)k ≡ Ik
mod s1 and D
pi(s2)
k ≡ Ik mod s2, therefore D[pi(s1),pi(s2)]k ≡ Ik mod s1 and
D
[pi(s1),pi(s2)]
k ≡ Ik mod s2. From here, we obtain D[pi(s1),pi(s2)]k ≡ Ik mod s, thus
pi (s) | [pi (s1) , pi (s2)].
iii) Supposing that D
pi(pr)
k ≡ Ik mod pr, we have Dpi(p
r)
k = Ik + p
rA, with
A a matrix of order k. Therefore, D
ppi(pr)
k = (Ik + p
rA)p in which, except first
5
term Ik, all term are divisible with p
r+1. It results that D
ppi(pr)
k ≡ Ik mod pr+1.
From here, we obtain that pi
(
pr+1
) | ppi (pr), thus, from 1), we get pi (pr+1) =
pi (pr) or pi
(
pr+1
)
= ppi (pr) .
iv) If pi (pr) 6= pi (pr+1), then, from 3), we have that pi (pr+1) = ppi (pr) and
pi
(
pr+2
)
= pi
(
pr+1
)
or ppi
(
pr+1
)
. Since D
ppi(pr)
k = (Ik + p
rA)p, it results that
D
ppi(pr)
k is not congruent with Ik mod p
r+2, therefore pi
(
pr+1
) 6= pi (pr+2).
v) Supposing that Dk is diagonalizable, there are the matrix A and B of
order k such that B = A−1DkA, with A an invertible matrix and
B =

λ1 0 0 ... 0
0 λ2 0 ... 0
0 0 λ3 ... 0
... ... ... ... ...
0 0 ... 0 λk
 .
Applying the Fermat’s little Theorem, we have Bp−1 ≡ Ik mod p, therefore
Dp−1k ≡ Ik mod p thus pi (p) | p− 1.
vi) Let dn=a1dn−1+a2dn−2+...+akdn−k,
d0=d1=...=dk−2=0, dk−1=1. If we consider this sequence modulo 2, we obtain
dn=dn−1+dn−2+...+dn−k, d0=d1=...=dk−2=0, dk−1=1. Therefore, we get the
following sequence modulo 2:
-first k + 1 terms d0, d1,..., dk−2, dk−1, dk are: 0, 0, ..., 0, 1, 1;
-the next k + 1 terms dk+1, dk+2,..., d2k−1, d2k, d2k+1 are: 0, 0, ..., 0, 1, 1.
From here, it is clear that pi (2) = k + 1.
Remark 2.6. The above theorem generalized for difference equation (1.1)
some results obtained in [Re; 13], Theorem 1, Proposition 1, Proposition 2 and
Theorem 3.
Example 2.7.
i) Let k = 3 and dn=a1dn−1+a2dn−2+a3dn−3, d0=d1=0, d2=1. Supposing
that a1, a2, a3 are odd, we consider this difference equation modulo 2. It results
dn=dn−1+dn−2+dn−3, d0=d1=0, d2=1 and we obtain the sequence:
d0, d1,d2, d3, d4, d5, d6, d7, d8, d9, d10, d11, etc:
0,0,1,1, 0, 0, 1, 1,0,0,1,1,etc.
Therefore, pi (2) = k + 1 = 4.
ii) For the case when some coefficients ai are even, it is difficult to compute
pi (2) since it depends of the number and position of even coefficients. We
give an example for k = 3, a1, a3 odd and a2 even. We have the equation
dn=dn−1+dn−3, d0=d1=0, d2=1 and we obtain the sequence:
d0, d1,d2, d3, d4, d5, d6, d7, d8, d9, d10, d11, d12, d13,etc:
0,0,1,1,1,0,1, 0, 0, 1, 1, 1, 0, 1, 0, etc. Therefore, pi (2) = 7.
iii) Let a1 = 4, a2 = −5, a3 = 2, p = 3. Therefore, we get the matrix
D3 =
 4 −5 21 0 0
0 1 0
 ,
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and the associated difference equation dn=4dn−1−5dn−2+2dn−3, d0=d1=0, d2=1.
For this difference equation of degree three, we will compute pi (3) modulo 3. It
results d0=d1=0, d2=1, d3 = 1, d4 = 2,
d5 = 2, d6 = 0, d7 = 0, d8 = 1, etc. Therefore pi (3) = 6.
Now, we work in Z9 and we will compute pi
(
32
)
= pi (9) .We obtain d0=d1=0, d2=1, d3 =
1, d4 = 2, d5 = 5, d6 = 0, d7 = 0, d8 = 1, etc. Therefore pi (9) = 6.
From Theorem 2.5, iii), it results that pi (27) = pi (3) or pi (27) = 3·pi (3) = 18.
Working in Z27, we get d0=d1=0, d2=1, d3 = 1, d4 = 2, d5 = 5, d6 = 9, ...,
therefore pi (27) = 18.
iv) We work on Z5, therefore p = 5. Let a1 = 6, a2 = −11, a3 = 6. Therefore,
we get the matrix
D3 =
 6 −11 61 0 0
0 1 0

and the associated difference equation dn=6dn−1−11dn−2+6dn−3, d0=d1=0, d2=1.
For this difference equation of degree three, we will compute pi (5) modulo 5. We
have that the eigenvalues of the matrix D3 are {1, 2, 3}, therefore D3 has the
diagonal form
Diag =
 1 0 00 2 0
0 0 3
 .
It results that pi (5) | 4. We compute the terms of the sequence (dn)n∈N and
we obtain d0=d1=0, d2=1, d3 = 1, d4 = 0, d5 = 0, d6 = 1, therefore, in this
situation, pi (5) = 4.
3. An application in Cryptography
In the following, we will give an application of difference equation in Cryp-
tography. In [Ko; 94] was presented enciphering matrices. Since these ma-
trices must be invertible, we will use as enciphering matrices the matrices
of the form Dnk , since the determinant of such a matrix is known, namely
detDk = (−1)k+1 ak (see [Jo]).
Encryption
1) Let A be an alphabet with N letters, labelled from 0 to N − 1, let m be
a plain text and let q be a number obtained by using the labels of the letters
from the plain text m. We chose k a nonzero natural number, we split the text
m in blocks of length k, m1,m2, ...,mr. To these blocks correspond the vectors
v1, v2, ..., vr of dimension k.
2) We chose arbitrary integers, a1, ..., ak ∈ {0, 1, 2, ..., N−1}, ak 6= 0 and the
general k−terms recurrence equation given by the relation (1.1), n, k ∈ N, k ≥
2, n ≥ k.
7
3) We chose the matrix Dk associated to the sequence a1, ..., ak and given
by the relation (1.2).
4) We chose n ∈ N− {0} the power of the matrix Dk.
5) We use as an enciphering matrice the matrix Dnk , therefore the encryption
key will be (k,N, a1, ..., ak, n) .
6) We work on ZN,therefore, the encrypted text is given by the following
formula
C = DnkV, (3.1.)
where V = (v1v2...vr) ∈ Mk×r (ZN ) is a matrix with columns v1, v2, ..., vr and
C ∈Mk×r (ZN ) is a matrix with columns (c1, c2, ..., cr).
We remark that it is very important to know the Pisano period pi (N) . In
this case, the key can have the form
(k,N, a1, ..., ak, n) = (k,N, a1, ..., ak, lpi (N) + n) , l ∈ Z
and the encryption and decryption algorithms are the same since
Dnk = D
lpi(N)+n
k , l ∈ Z.
In this way, the key can be made a litle bit hard. Therefore, to make the
algorithm faster, we can choose n ∈ {1, 2, ..., pi (N)− 1}.
Decryption
-The decryption key is the same as the encryption key and will be (k,N, a1, ..., ak, n) .
-We obtain the matrices Dk, D
n
k and D
−n
k .
-The decrypted text is
V = D−nk C, (3.2.)
with V = (v1v2...vr) ∈Mk×r (ZN ).
Example 3.1.
We work in Z2 and we consider the encryption key (3, 2, 1, 1, 1, 3). Therefore,
we get the matrix
D3 =
 1 1 11 0 0
0 1 0
 .
Since
Dn3 =
 dn+2 bdn+1 + cdn cdn+1dn+1 bdn + cdn−1 cdn
dn bdn−1 + cdn−2 cdn−1
 .
Using Example 2.7, i), we get the matrix
D33 =
 d5 d4 + d3 d4d4 d3 + d2 d3
d3 d2 + d1 d2
 =
 0 1 00 0 1
1 1 1
 .
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We consider the alphabet A = {A,B}, labeled {0, 1} and the plain text
m = ABBAAB. The number obtained by using the labels of the letters from
the plain text m is q = 011001. The obtained vectors are v1 =
 01
1
 , v2 = 00
1
 . Therefore, the encrypted text is
C =
 0 1 00 0 1
1 1 1
 0 01 0
1 1
 =
 1 01 1
0 1
 .
Thus, c1 =
 11
0
 , c2 =
 01
1
 and the obtained encrypted text isBBAABB.
We remark that the value n can be bigger than 3, for example 31, which can
help us to have a little bit hard key. But, since 31 mod pi (2) = 31mod 4 = 3,
this can help us in the encrypting and decrypting process. Therefore, the value
n can be taken from the set {1, 2, ..., pi (N)− 1}.
To decrypt the text, we use the same key (3, 2, 1, 1, 1, 3) and we obtain
V = D−33 C =
 0 1 00 0 1
1 1 1
−1 1 01 1
0 1
 =
=
 1 1 11 0 0
0 1 0
 1 01 1
0 1
 =
 0 01 0
1 1
 ,
where V = (v1v2...vr) ∈Mk×r (ZN) is a matrix with columns v1, v2, ..., vr, that
means we get the initial message ABBAAB.
Example 3.2.
We use Example 2.7, iii). For a1 = 4, a2 = −5, a3 = 2, p = 3,we consider the
matrix
D3 =
 4 −5 21 0 0
0 1 0

and the associated difference equation dn=4dn−1−5dn−2+2dn−3, d0=d1=0, d2=1.
We consider the alphabet A = {A,B,C, ..., Z, ∗}, labeled {0, 1, 2, ..., 26},
where ”∗” is the blank character and the plain text m = SUCCESS ∗∗. There-
fore, we work in Z27 and, from Example 2.7, iii), we know that pi (27) = 18. We
consider the encryption key (3, 27, 4,−5, 2, 2). The number obtained by using
the labels of the letters from the plain text m is q = 182002020418182626. The
obtained vectors are v1 =
 1820
02
 , v2 =
 0204
18
 , v2 =
 1826
26
. We have
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D23 =
 2 24 21 22 2
1 0 0
 .
Therefore, the encrypted text is
C=
 2 24 21 22 2
1 0 0
 18 2 1820 4 26
2 18 26
=
=
 520 136 712462 126 642
18 2 18
 mod 27=
 7 1 103 18 21
18 2 18
 .
Therefore, the encrypted text is HDSBSCKV S. We remark that the anal-
ysis of the frequency of the letters in the text can’t be applied here, since the
same letters are encrypted in different characters and different characters can
be encrypted in the same letter, as we can see in this example. In this way, this
new method provides multiple ways of finding the encryption and decryption
keys, thus the obtained encrypted texts are hard to break.
The decryption key is the same as the encryption key, namely (3, 27, 4,−5, 2, 2).
We obtain
V = D−23 C =
 2 24 21 22 2
1 0 0
−1 7 1 103 18 21
18 2 18
 =
 0 0 114 13 13
8 6 5
 7 1 103 18 21
18 2 18
 =
=
 18 2 18371 274 647
164 126 296
 =
 18 2 1820 4 26
2 18 26
 .
We remark that the same result can be obtained in the case when the key
is under the form (3, 27, 4,−5, 2, lpi (27) + 2), where l ∈ Z.
Remark 3.3. The cryptosystem described in this section is a symmetric
cryptosystem. A problem of such a system is the key transmission.
A solution is to use hybrid cryptosystems (using in the same time symmetric
and asymmetric cryptosystems). In this situation, data can be protected using
a symmetric key, and the symmetric key can be encrypted and distributed by
using a public key.
If are used only a symmetric cryptosystem, the key must be encrypted by
using a key-encrypting keys (KEKs). In this situation, the key-encrypting keys
must be distributed by using an arboreal algorithm. Usually, such an algorithm
must have some steps. These keys (KEKs) are used to encrypt other keys. The
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most difficult part is to initialize this process. For initialize this process, the
first key is interchanged between users and this key is used to encrypt another
key, called its successor and so on. The security of the first exchange step must
be high, otherwise all successors keys are compromised. For the initialization
phase of the process, can be used some procedures of the keys distribution as
for example: transmission of the keys by using certain channels or ”face-to-face
identification”, (see [EPC; 18]).
4. Applications of some special number sequences and quaternion
elements
Let H (α, β) be the generalized quaternion algebra over an arbitrary field K,
i.e. the algebra of the elements of the form a = a1 ·1+a2e2+a3e3+a4e4, where
ai ∈ K, i ∈ {1, 2, 3, 4}, and the elements of the basis {1, e2, e3, e4} satisfying the
following rules, given in the below multiplication table:
· 1 e2 e3 e4
1 1 e2 e3 e4
e2 e2 α e4 αe3
e3 e3 −e4 β −βe2
e4 e4 −αe3 βe2 −αβ
.
Let a = a1 · 1− a2e2− a3e3− a4e4 be the conjugate of the quaternion a. The
norm of a is n (a) = a · a = a21−αa22 − βa23 +αβa24 and the trace of the element
a is t (a) = a+ a.
If, for x ∈ H (α, β), the relation n (x) = 0 implies x = 0, then the algebra
H (α, β) is called a division algebra, otherwise the quaternion algebra is called
a split algebra.
If p is a prime number, it is known that the quaternion algebra HZp (−1,−1)
splits. In the paper [Sa; 17], the second author determined the Fibonacci quater-
nions which are zero divisors in the quaternion algebra HZp (−1,−1) , respec-
tively the Fibonacci quaternions which are invertible in the quaternion algebra
HZp (−1,−1) .
In the paper [Gr, Mi, Ma; 15], Grau, Miguel and Oller-Marcen have stud-
ied the quaternion algebra H (−1,−1) over a finite commutative unitary ring
(Zn,+, ·) , where n is a positive integer, n ≥ 3.
In the following, when l is an odd prime number, we study l-quaternions in
quaternion algebra HZl (−1,−1) and also we study l-quaternions in the quater-
nion ring HZlr (−1,−1) , where r is a positive integer, r ≥ 2.
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Let l be a nonzero positive integer. In [Sa; 19], the second author considered
the sequence (an)n≥0 ,
an = lan−1 + an−2, n ≥ 2, a0 = 0, a1 = 1
We call these numbers (l, 1, 0, 1) numbers or l− numbers. We remark that for
l = 1, it is obtained the Fibonacci numbers and for l = 2, it is obtained the Pell
numbers. In the following, we present some properties of these numbers.
Remark 4.1. ([Sa; 19]). Let (an)n≥0 be the sequence previously defined.
Then, the following relations are true:
i)
a2n + a
2
n+1 = a2n+1, for all n ∈ N.
ii) For α = l+
√
l2+4
2 and β =
l−√l2+4
2 , we obtain that
an =
αn − βn
α− β =
αn − βn√
l2 + 4
, for all n ∈ N,
called the Binet’s formula for the sequence (an)n≥0 .
Proposition 4.2. ([Fl, Sa; 19]) Let (an)n≥0 be the sequence previously
defined. The following relations hold:
i) If d | n, then ad | an.
ii) am+n = aman+1 + am−1an.
Proposition 4.3. ([Fl, Sa; 19]) Let (an)n≥0 be the sequence previously
defined. Then, the following relations are true:
i)
an + an+4 =
(
l2 + 2
)
an+2;
ii)
an + an+8 =
[(
l2 + 2
)2 − 2] an+4;
iii)
an + an+2k =Mkan+2k−1 , k ≥ 3,
where Mk =
[(((
l2 + 2
)2 − 2)2 ...− 2)2 − 2]︸ ︷︷ ︸
k−3 times of −2
. The sequence (Mk)k≥2 satisfies
the recurrence Mk+1 = M
2
k − 2, for all k∈N, k ≥ 2, M2 = l2 + 2.
Using these results, in the following, we give new properties of l− numbers.
We begin with some examples: a0 = 0 ≡ 0 (mod l2), a1 = 1≡1 (mod l2),
a2 = l ≡ l (mod l2), a3 = l2 + 1≡1 (mod l2), a4 = l
(
l2 + 2
) ≡ 2l (mod l2),
a5 = l
2
(
l2 + 3
)
+ 1≡1 (mod l2).
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Proposition 4.4. Let l be a nonzero positive integer and let (an)n≥0 be the
sequence of l− numbers. Then, the following relations hold :
i) l | an if and only if n is an even number ;
ii) an≡1 (mod l2) if and only if n is an odd number.
Proof. The proof is a straightforward calculation, using Proposition 4.2 (i)
and a mathematical induction after n∈N.
Proposition 4.5. Let l be a nonzero positive integer and let (an)n≥0 be the
sequence of l− numbers. Then, the set
M = {αa2n|n ∈ N, α ∈ Z}
is a commutative nonunitary ring, with addition and multiplication.
Proof. First remark is that a0 = 0∈M is the identity element for addition
on M and a1 = 1/∈M . It is clear that the addition and multiplication on M are
commutative.
We prove that (M,+, ·) is a subring of the ring (Z,+, ·). According to Propo-
sition 4.4 (i), it results that there is λ∈ Z such that a2n = λa2. From here, we
obtain that for each n,m∈N and for each α, β∈Z, we have
αa2n − βa2m = γa2r
and
αa2n · βa2m = δa2s,
where r, s∈N and γ, δ∈Z.
Therefore, it results that (M,+, ·) is a commutative nonunitary ring.
The above proposition generalized to a difference equation of degree k,
Proposition 3.2 from [FSZ; 19].
Proposition 4.6. Let l be a nonzero positive integer and let (an)n≥0 be the
sequence of l− numbers. Then, the set
M = {αa2n|n ∈ N, α ∈ Z}
is an ideal of the ring (Z,+, ·) , with the property M = lZ.
Proof. Applying Proposition 4.5 and the fact that β (αa2n) γ = αβγa2n∈M ,
for each n∈N and for each α, β, γ∈Z, it results that M is a bilateral ideal of the
ring (Z,+, ·) . According to Proposition 4.4 (i) it results that M = lZ.
We consider now the l− numbers (an)n≥0 in the case when l is an odd prime
number. Let (Zl,+, ·) be a finite field and let HZl (−1,−1) be the quaternion
algebra. It is known that this quaternion algebra splits. Let {1, e1, e2, e2, e3} be
a basis of this algebra and let An be the nth l− quaternion,
An = an1 + an+1e1 + an+2e2 + an+3e3.
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In the following, we will determine the invertible l− quaternions from the
quaternion algebra HZl (−1,−1).
Proposition 4.7. Let l be an odd prime integer, let (an)n≥0 be the sequence
of l− numbers and let HZl (−1,−1) be the quaternion algebra. Then, all the
nth l− quaternions are invertible in the quaternion algebra HZl (−1,−1).
Proof. In the paper [Fl, Sa; 19], we obtained that the norm of the nth l−
quaternion is n (An) =
(
l2 + 2
)
a2n+3. Applying Proposition 4.4. (ii), it results
that n (An)≡2 mod l. Since l is odd, we have that n (An)6=0̂ in Zl, for all
n∈N. Thus, all the n th l− quaternions are invertible in the quaternion algebra
HZl (−1,−1).
In the paper [Gr, Mi, Ma; 15] Grau, Miguel and Oller-Marcen proved that
when n = pr, whit p an odd prime and r a positive integer, the quaternion ring
HZpr (−1,−1) is isomorphic with the matrix ringM2 (Zpr ) (see [Gr, Mi, Ma; 15],
Proposition 4), therefore the quaternion ring HZpr (−1,−1) splits. We want to
determine how many invertible nth l− quaternions are in this quaternion ring,
when p = l.
Proposition 4.8. Let l be an odd prime integer, let (an)n≥0 be the sequence
of l− numbers and let HZlr (−1,−1) be the quaternion ring. Then, the following
statements are true:
i) All the nth l− quaternions are invertible in the quaternion ring HZ
l2
(−1,−1);
ii) All the nth l− quaternions are invertible in the quaternion ring HZlr (−1,−1),
where r is a positive integer, r ≥ 3.
Proof. i) Similar to the proof of Proposition 4.7, applying Proposition
4.4. (ii), it results that n (An)≡2 (mod l2). We obtain that all the nth l−
quaternions are invertible in the quaternion ring HZ
l2
(−1,−1).
ii) Let r be a positive integer, r ≥ 3. Since l is odd and n (An)≡2 (mod l2),
it results that n (An)6≡0 (mod lr). Therefore, all the nth l− quaternions are
invertible in the quaternion ring HZlr (−1,−1).
Proposition 4.9. Let (an)n≥0 be the sequence of l− numbers and let
(Mk)k≥2 be the sequence from Proposition 4.3. Then, the following relation is
true:
an + an+3·2k =Mk
(
M2k − 3
)
an+3·2k−1 , k ≥ 2.
Proof. Let n, k∈N, k ≥ 2. Applying Proposition 4.3 (iii), we have:
an + an+3·2k = (an + an+2k) + (an+2k + an+2k+1)+
+ (an+2k+1 + an+3·2k)− 2 (an+2k + an+2k+1) =
= Mkan+2k−1 +Mkan+3·2k−1 +Mkan+5·2k−1 − 2Mkan+3·2k−1 =
= Mkan+2k−1 +Mkan+5·2k−1 −Mkan+3·2k−1 =
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= MkMk+1an+3·2k−1 −Mkan+3·2k−1 =
= Mk (Mk+1 − 1) an+3·2k−1 = Mk
(
M2k − 3
)
an+3·2k−1 .

Proposition 4.10. Let l be an odd prime number, let (an)n≥0 be the se-
quence of l− numbers and let HZl (−1,−1) be the quaternion algebra. Let An
be the nth l− quaternion in the quaternion algebra HZl (−1,−1). Then, we have:
An = An+2, for all n ∈ N.
Proof. We use that an≡an+2 mod l and Proposition 4.4. 
Proposition 4.11. Let l be an odd prime integer, let (an)n≥0 be the sequence
of l− numbers and let HZl (−1,−1) be the quaternion algebra. Let An be the nth
l− quaternion in the quaternion algebra HZl (−1,−1) and m be a fixed positive
integer. Then, the set
M
′
= {αAm+2n|n ∈ N, α ∈ Z} ∪ {0}
is a Z− module.
Proof. It results from Proposition 4.10. 
Proposition 4.12. Let l be an odd prime integer, let (an)n≥0 be the sequence
of l− numbers and let HZ
l2
(−1,−1) be the quaternion ring. Let An be the
nth l− quaternion in the quaternion ring HZ
l2
(−1,−1) . Let (Mk)k≥2 be the
sequence from Proposition 4.3. Therefore, we have:
i)
An +An+2k = 2̂An+2k−1 , k ≥ 2,
ii)
An +An+3·2k = 2̂An+3·2k−1 , k ≥ 2.
iii)
An +An+1 + ...+An+2l2−1 = 0̂ ∈ Zl2 .
Proof. i) Using Proposition 4.3 and working in Zl2 we obtain that
An +An+2k = M̂kAn+2k−1 , k ≥ 2.
It is easy to remark that Mk ≡ 2 mod l2, for all k ∈N, k ≥ 2. Thus, we obtain
An +An+2k = 2̂An+2k−1 , for all k ∈ N, k ≥ 2.
ii) Using Proposition 4.9, we have
An +An+3·2k = ̂Mk (M2k − 3)An+3·2k−1 , k ≥ 2.
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But Mk
(
M2k − 3
) ≡ 2 mod l2 for all k ∈N, k ≥ 2. Therefore, we obtain
An +An+3·2k = 2̂An+3·2k−1 , for all k ∈ N, k ≥ 2.
iii)
An+An+1+...+An+2l2−1=
2l2−1∑
k=0
an+k+e1
2l2−1∑
k=0
an+1+k+e2
2l2−1∑
k=0
an+2+k+e3
2l2−1∑
k=0
an+3+k.
Since l is odd, applying Proposition 4.4, we obtain:
2l2−1∑
k=0
an+k = an + an+1 + ...+ an+2l2−1 ≡ 1 + 1 + ...+ 1︸ ︷︷ ︸
l2−times
mod l ≡ 0 mod l.
In the same way, we obtain
2l2−1∑
k=0
an+1+k≡ 0 mod l,
2l2−1∑
k=0
an+2+k≡ 0 mod l and
2l2−1∑
k=0
an+3+k≡ 0 mod l. It results that
An +An+1 + ...+ An+2l2−1 = 0̂ in Zl2 .

Conclusions. In this paper, we gave properties and applications of some
special integer sequences. We generalized Cassini’s identity and Pisano period
for a difference equation of degree k. Moreover, we provided a new applica-
tion in Cryptography and we presented applications of some special number
sequences and quaternion elements over finite rings. The above results show
us that the study of these sequences can provide us new interesting proper-
ties and applications. This remark makes us to continue their study in further
researches.
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