Abstract. Following some ideas of a recent paper by Ambrosio, Bourgain, Brezis and Figalli, we prove a formula for the total variation of certain SBV functions without making use of the distributional derivatives.
Introduction
The space SBV of special BV functions whose gradient measure has no Cantor part was singled out by De Giorgi and Ambrosio [4] as the natural setting to study variational problems where both volume and surface densities have to be taken into account. In fact, for an SBV function f the derivative Df is the sum of a measure D a f absolutely continuous with respect to the Lebesgue measure and a singular measure D s f concentrated on the jump set J f , which is a countable (n − 1)-rectifiable set. The density of D a f is equal to the approximate gradient ∇f .
In this paper, following some ideas from [2] and [3] , we give a formula for the total variation of a function f ∈ SBV loc (R n ) independent of the theory of distributions. Namely, we prove in Theorem 3.3 that if we define as in [2] for a function f ∈ L 1 loc (R n ) κ ε (f ) := ε n−1 sup
where G ε is a family of disjoint open cubes Q of side length ε and arbitrary orientation, then for any f ∈ SBV loc (R n ) such that either |J f | = 0 or ∇f ≡ 0 we have
The above formula extends, with a different approach, the one obtained in [2] for the special case of a BV function f with values in Z and in particular for the characteristic function of a set of finite perimeter. Concerning the assumption |J f | = 0 its seems to us that in order to drop it one probably needs better approximation results for SBV functions than the ones available at the moment. However, observe that this mild regularity property of f is usually satisfied by the minimizers of free discontinuity problems such as the Mumford-Shah, see [5] . In the one dimensional case (1.1) holds without any further assumption on f , see Theorem 2.1, due to the fact that a one dimensional SBV function can be always split as the sum of an absolutely continuous and a jump function. We conclude by observing that (1.1) does not hold in general if f is a BV function with a nontrivial Cantor part. In fact at the end of Section 2 we give a one dimensional example showing that for a Cantor type function lim inf ε→0 + κ ε (f ) can be strictly less than the right hand side of (1.1).
Theorem 2.1. Let f be a function in SBV loc (R). Then,
Proof.
Step 1. We start by assuming that
where g ∈ C 1 (R) is such that its derivative has compact support contained in an open interval (−a, a), J j := (x j , x j+1 ), x 0 = −∞ < −a < x 1 < · · · < x N < a < x N +1 = +∞, and the coefficients α j are real numbers such that α j = α j+1 for all j = 0, 1, . . . , N . We are going to show that lim sup
To this aim, given σ > 0 we take 0 < ε < 1/2 such that
Consider now a family G ε of open intervals of length ε. We want to estimate from above the quantity
Due to the first inequalities in (2.3) and to the fact that g has compact support in (−a, a), f is constant in the interval (−∞, −a) and in the interval (a, +∞). So we may assume without loss of generality that G ε = {Q 1 , . . . , Q m } for some integer m ≥ 1, where Q i = (a i −ε/2, a i +ε/2), and that Q i ∩ (−a, a) = ∅ for all i. Note that since ε < 1/2 this implies in particular that m ≤ (2a + 1)/ε. Note also that by the last inequality in (2.3) it follows that for all i = 1, . . . , m there exists at most one j i ∈ 1, . . . , N such that x j i ∈ Q i . Therefore we define S := {i ∈ {1, . . . , m} : there exists j i ∈ 1, . . . , N such that x j i ∈ Q i } .
Then we have
Note that for x ∈ Q i there existsx i such that
where, by (2.4), we have |R i (x)| ≤ (σε)/2. Therefore we have that for all i = 1, . . . , m
Summing up with respect to i, recalling that m ≤ (2a + 1)/ε and taking into account (2.4) we get
In order to estimate H, for all i ∈ S we set x j i = a i − δ i , where δ i ∈ (−ε/2, ε/2). Then, for i ∈ S we have
Therefore, using the fact that |δ i /ε| ≤ 1/2, we have
Therefore, summing up over all i ∈ S we may conclude that
Thus, from this inequality, recalling (2.7) and (2.5) we deduce that
Therefore, we get (2.2) passing to the supremum over all possible families G ε and letting first ε → 0 + and then σ → 0 + .
Step 2. We now prove the inequality lim inf
As in the previous step we fix σ > 0 and take 0 < ε < 1/2 so that (2.3) and (2.4) hold and moreover
, for j = 0, 1, . . . , N are defined as follows: -if j = 1, . . . , N − 1, we take all the intervals of the form Q l,j = (x j + (2l − 1)ε/2, x j + (2l + 1)ε/2), l = 1, . . . , m j , contained in the interval (x j + ε/2, x j+1 − ε/2); -if j = 0, we take all the intervals of the form Q l,0 = (−a + (l − 1)ε, −a + lε), l = 1, . . . , m 0 , contained in the interval (−a, x 1 − ε/2); -if j = N , we take all the intervals of the form
Note that the union of G ε covers all the interval (−a, a) except possibly N + 1 intervals of measure strictly less than ε. Therefore, from (2.10) we have that
Then we have
Arguing as in the proof of (2.6) we easily get that for all j = 0, . . . , N and l = 1, . . . , m j
where the a l,j are the centers of the intervals Q l,j . Therefore, since N j=0 m j ≤ 2a/ε, we conclude, arguing as in the proof of (2.7) and recalling (2.11) and (2.10)
On the other hand, the calculations made in (2.8) with δ i = 0 show that for all j = 1, . . . , N − x j +ε/2
Therefore, we have arguing as in the proof of (2.13) and recalling (2.10)
Thus, we have proved, see (2.12), that
From this inequality and from (2.13), recalling again (2.12), we conclude that
from which (2.9) follows, letting first ε → 0 + and then σ → 0 + .
Step 3. Assume now that f = g + h ∈ SBV loc (R), where g = f a and h = f j . Without loss of generality we may assume that f a (0) = 0. Fix a > 0 such that neither a nor −a are atoms of the measure Df j . Given σ > 0 we may find a continuous function d σ with compact support contained in the the interval (−a, a) such that
and set g σ (x) :
, where
= +∞, and the coefficients α j are real numbers such that α j = α j+1 for all j = 0, 1, . . . , N and such that
Finally, set f σ := g σ + h σ and observe that f σ is constant on (−∞, −a) and on (a, +∞). Take 0 < ε < a and consider now a family G ε of open cubes of sides ε and denote by G ε the subfamily of G ε made by all cubes in G ε with nonempty intersection with (−a, a). We have, since f σ is constant on (−∞, −a) and on (a, +∞), using the Poincaré inequality and recalling (2.14) and (2.15)
where C is the constant of the Poincaré inequality on an interval and the last two terms are due to the fact there could be two cubes in G ε with nonempty intersection also with the complement of (−a, a). Passing to the supremum over all possible G ε we then have that
From this inequality, letting ε → 0 + and recalling that neither −a nor a are atoms of Dh we conclude, from what we proved in the two previous steps, that lim inf
From this inequality, (2.14) and (2.15), letting first σ → 0 + and then a → +∞, it follows immediately that also f satisfies inequality (2.9). Note that this concludes the proof in the case |Df |(R) = ∞. If instead |Df |(R) < ∞, given σ > 0 there exist a C 1 function g σ with compact support in R and a function h σ as above such that the estimates (2.14) and (2.15) hold on the whole R, i.e.
Then, using the fact that (2.1) holds for f σ = g σ + h σ and arguing as above we easily get the inequality (2.2).
We conclude this section by showing that formula (2.1) does not hold if f has a Cantor part. 
We want to show that lim inf
Thus, from this inequality it follows that formula (2.1) does not hold for f . To get (2.16) it is enough to prove that there exists γ < 1/2 such that for any interval I ⊂ R of length 1 one has
In fact, assume that (2.17) is true. Consider an interval J of length 1/3 and observe that
Thus, using (2.17) and rescaling, we have immediately that if
Similarly, observe that
for all x ∈ (1/3, 4/3) .
Thus, using again (2.17) and rescaling, we have that if J ⊂ (1/3, 4/3) then
Finally, if J ⊂ (−∞, 0) ∪ (1, ∞) both sides of the previous inequality are zero. Therefore, given any family G 1/3 of disjoint intervals of length 1/3, we have
and thus
Then we may iterate this argument for all intervals of length 1/3 j using as before the self similarity properties of the Cantor-Vitali function and (2.17). Thus we get that for every integer j ≥ 1
from which (2.16) follows, since γ < 1/2. To prove (2.17) we recall that the Poincaré inequality states that, if f ∈ BV (0, 1), then
with the equality holding if and only if f is equal to a + bχ (1/2,1) for a, b ∈ R. Observe also that in order to prove (2.17) it is enough to consider an interval I ⊂ [−1, 2]. Equivalently, we have to prove that there exists γ <
Observe that the function defined for all x ∈ (−1, 1) by
is continuous. Moreover, lim
Let us prove only the first equality. The second one can be proved in the same way. Denoting as before by C the Cantor-Vitali function, we calculate
Now the first equality in (2.18) follows immediately by observing that
Having extended by continuity R to the whole closed interval [−1, 1] we conclude that R has a maximum pointx ∈ (−1, 1). Then (2.17) follows by observing that R(x) < 1/2. In fact if R(x) = 1/2 then the restriction of f to the interval (x,x + 1) would be optimal for the Poincaré inequality and this is not true.
The n-dimensional case
We are now going to discuss the case of functions of n variables. To this aim in the following we denote by Q l (x) the cube in R n with center in x, faces parallel to the coordinate axes and side length equal to l. If x is the origin we shall simply write Q l , while if the side length is 1 we shall drop the subscript writing simply Q(x) or Q if we refer to the unitary cube centered at the origin. We shall denote by SO(n) the group of all rotations of R n around the origin, while the elements of the standard base in R n will be denoted by e i , i = 1, . . . , n. Finally, if x ∈ R n we denote by x := (x 1 , . . . , x n−1 ) its projection over the first n − 1 coordinate axes.
Lemma 3.1. Let ϕ : S n−1 → (0, ∞) be the function defined for all ν ∈ S n−1 by setting
Then ϕ attains its maximum on S n−1 at ±e i , for i = 1, . . . , n.
Proof. Let us fix i = j ∈ {1, . . . , n} and denote by R ∈ SO(n) a rotation around the origin that does not move the vectors e h for h = i, j and rotates only the 2-dimensional plane containing e i and e j of an angle equal to ±π/2 or π. Clearly, R(Q) = Q. Therefore, given any vector ν ∈ S n−1 , performing the change of variable y = Rx, we have
Thus, if ν is a maximum of ϕ on S n−1 also the vectors obtained by applying to ν a rotation of the type above are maximum points. This implies in particular that
Therefore, in order to prove the assertion it is enough to show that
To this aim, we denote the points x ∈ R n by (x , x n ) ∈ R n−1 × R. Given ν ∈ C we define P ± := {x ∈ Q : x · ν ≷ 0} and for any x ∈ R n−1 we denote by P ± x the vertical section of P ± over x . Denote by π(P ± ) the projections of P ± over the first n − 1 coordinate axes and observe that for all x ∈ π(P + ) we have P + x ⊂ (−x · ν /ν n , 1/2) and for all x ∈ π(P − ) we have P − x ⊂ (−1/2, −x · ν /ν n ). Thus, using Fubini's theorem, we get for
Since both integrands are nonnegative, we may further estimate as follows
Since the maximum for ν n ∈ [ √ 2/2, 2] of the function on the right hand side is attained for ν n = 1 and is equal to 1/4, we have proved (3.1). Hence the assertion follows.
Remark 3.2. Note that Lemma 3.1 can be equivalently restated by saying that if Q l (x 0 ) is any cube centered at the x 0 , of side length l and with two faces parallel to a vector ν ∈ S n−1 , then
Given a function f ∈ L 1 loc (R n ) and ε > 0, we denote by G ε a family of disjoint open cubes Q of side length ε and arbitrary orientation. Then we set
We now proceed to consider the case of a function f ∈ SBV loc (R n ). In this case, the gradient measure Df can be split as the sum of two terms, Df = D a f + D s f , where D a f is absolutely continuous with respect to the Lebesgue measure and D s f is singular. Then, see [1, Th. 3 .83], the density of D a f with respect to the Lebesgue measure is given by the approximate gradient ∇f , while D s f is concentrated on the jump set J f of f . Note that f ∈ W 1,1 loc (R n \J f ). In the following, for any set E ⊂ R n and for any δ > 0 we shall denote by I δ (E) the δ-neighborhood of E defined as I δ (E) := {x ∈ R n : dist(x, E) < δ}.
We now state the n-dimensional counterpart of Theorem 2.1
This result will follow by estimating the above limit separately from above and from below, see Propositions 3.4 and 3.5. We start with the estimate from above. 
Proof. We may assume without loss of generality that the right hand side of (3.4) is finite, since otherwise there is nothing to prove. Assume first that |J f | = 0 and fix δ > 0. For any ε ∈ (0, δ/2 √ n) and any family G ε of disjoint open cubes of side ε and arbitrary orientation we set
Accordingly, we define
Clearly, we have κ ε (f ) ≤ κ ε (f ) + κ ε (f ) and thus lim sup
and we estimate separately the last two terms in the previous inequality.
Step
Let us fix σ > 0 and a > 1 and choose ε ∈ (0, a/2 √ n) so that
We work now with the cubes contained in the subfamily G ε and observe that, using the Poincaré inequality, we have
where C is a constant depending only on n. In order to estimate
we denote by Q i , for i = 1, . . . , m, the cubes belonging to G ε having nonempty intersection with Q a and by z i the corresponding centers. The remaining cubes of the subfamily G ε will be denoted by Q i , for i = m + 1, . . . . For i ∈ {1, . . . , m} we have
where, by (3.6), we have |R i (x)| ≤ ( √ nσε)/2. Therefore from (3.2) we have for i = 1, . . . , m
Thus, since m ≤ 2 n a n /ε n , summing up over i, we conclude, using (3.6) and arguing as in the proof of (2.7), that
for some positive constant C depending only on n. Therefore, recalling (3.7) and the fact that
Therefore, taking first the supremum over all families G ε , letting ε → 0 + and then letting σ → 0 + , a → ∞ and finally N → ∞ we conclude that lim sup
Step 2. We start by observing that since ε < δ/2 √ n all cubes Q ∈ G ε are contained in I δ (J f ). Moreover, given a > 1, we decompose further the family G ε into two subfamilies G ε,a and G ε \ G ε,a , by setting G ε,a := {Q ∈ G ε : Q ⊂ Q a }. Note that if a is sufficiently large then Q ∩ Q a/2 = ∅ for all Q ∈ G ε \ G ε,a . We approximate f with a piecewise constant BV function in I δ (J f ) ∩ Q a in the following way. By the coarea formula for BV functions, [1, Th. 3 .40], we have that
Thus, for every integer j we may choose t j,N ∈ (
Then, we set for all j ∈ Z
.
From the definition of h N , using the coarea formula, we have
Moreover, though the functions f and h N are not necessarily bounded, by construction we
Thus, using the Poincaré inequality and the Sobolev imbedding theorem, we have, for some positive constant C depending only on n,
Then, from this inequality, recalling that |Dh N |(I δ (J f ) ∩ Q a ) ≤ |Df |(I δ (J f ))| and still denoting by C a constant depending only on n, we get easily that
We now recall that if E ⊂ Q , then, see for instance [2, Sec. 5] or [6] ,
Thus, we get
Therefore, from this inequality and from (3.11), recalling again the inequality |Dh N |(
From this inequality, letting first N → ∞ and then a → ∞, taking the supremum over all families G ε we obtain lim sup
Step 3. Putting together inequalities (3.5), (3.9) and (3.12) we get at once lim sup
From this inequality, (3.4) follows observing that, since |J f | = 0, then
Finally if ∇f ≡ 0, we may replace I δ (J f ) by the whole R n and thus construct the function h N in the whole cube Q a . The rest of the proof goes without changes.
We now prove the estimate from below, that turns out to be more delicate than the estimate from above proved in Proposition 3.4.
Proposition 3.5. Let f be as in Theorem 3.3. Then,
In order to prove the estimate from below, we introduce a local version of the quantity κ ε defined in (3.3) . To this aim, given an open set Ω ⊂ R n , we denote by G ε (Ω) a family of disjoint open cubes of sides ε and arbitrary orientation contained in Ω. Then, given a function f ∈ L 1 loc (Ω) for all ε > 0 we set
The proof of Proposition 3.5 will follow from the next local estimate from below. 
Given this result, the proof of Proposition 3.5 is immediate. For t > 0 we set
We claim that we may find k pairwise disjoint sets S j ⊂ S n−1 , relatively open in S n−1 and such that
where, when X ⊂ S n−1 , the symbol ∂X denotes the relative boundary of X on S n−1 . To prove this claim observe that for any h = 1, . . . , n there exists a countable set
Therefore, for any h we may choose finitely many levels
We set S i,h := {ν ∈ S n−1 : t i−1,h < ν h < t i,h }, i = 1, . . . , n h , and then define the sets S j as all possible nonempty intersections of the type S i 1 ,1 ∩ S i 2 ,2 ∩ . . . S in,n . Note that (3.16) and (3.17) hold by construction. For all j = 1, . . . , k we choose µ j ∈ S j and set
By construction the sets A j are all open and by (3.17)
For ε > 0 we consider the family F ε of all open cubes with faces parallel to the coordinate planes, side length ε, centered at all points of the form ε(k 1 e 1 +· · ·+k n e n ), with (k 1 , . . . , k n ) ∈ Z n . Then for all j = 1, . . . , k we denote by R j ∈ SO(n) a rotation that takes e 1 into the unit vector µ j ∈ S j . Note that in this way each cube Q ∈ F ε is transformed into a cube R j (Q ) with two faces orthogonal to the vector µ j . Finally, we define
{R j (Q ) : Q ∈ F ε and R j (Q ) ⊂ A j } .
For all j = 1, . . . , k we shall denote by R j (Q h,j ), Q h,j ∈ F ε , h = 1, . . . , m j , the elements of G ε contained in A j . By (3.18) we have that there exists ε(σ) such that if ε < ε(σ) then
R j (Q h,j ) ≤ σ and (3.15) holds. (3.19) Denote now by z h,j the centers of the cubes R j (Q h,j ) and argue as in the proof of (3.8), indicating by R h,j the remainder term. Then, recalling (3.2) and the inequality in (3.16), we have
Observing that k j=1 m j ≤ |Ω|/ε n , from the previous inequality, adding up over j and h we get, arguing as in the proof of (2.13) and recalling (3.19),
for some positive constant C depending only on n and |Ω|. Therefore, choosing σ sufficiently small, and thus also ε small enough, we conclude, arguing as in the proof of (3.7)
Step 2. Singular part: construction of the cubes.
To construct the cubes of the family G ε we start by fixing η > 0. Using the fact that H n−1 J f is a σ-finite measure we may find a compact H ⊂ J f such that H n−1 (H) < ∞, |Df |(J f \ H)| < η and ν |H , f Having chosen H we set L(η) := H n−1 (H) .
with center in x i and side equal to 2ε. Clearly, for all i = 1, . . . , k we have Q i ⊂ Q i,2 (x i ). Finally, let us set for all i = 1, . . . , k
