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1. INTR~DUCI.I~N 
This paper is motivated by Section 16 of [5], where Krusemeyer proves 
that for k a field, a, ,..., a, E K, 
SK,k[X, Y]iY(X - Ul) ... (X - a,) = 0 
and SKik[X, Y]/X(X - 1) Y(Y - I) = K,(k). (k-r is as defined in [I], 
K, is Milnor’s K,). The rings that I consider are described in Section 2, and 
include the case of a reduced reducible connected (not necessarily plane) 
affine curve over a field Iz satisfying the following additional conditions (a) 
each component is isomorphic to the affine line A,.l (b) no point lies on three 
or more components (c) any point lying on two components is h-rational 
with transversal crossing. If  X == Spec A is such a curve, then it proved in 
Section 2 that Pit A =: (m - n + I) k* and SK,(A) = (m - n + 1) K,(K), 
where m is the number of crossing points, n is the number of components, 
and the integer nz - 7z -I- I denotes the direct sum of m - n $- I copies. 
The asterisk denotes the units of h. (These notations will be followed 
throughout). The formula for Sk; was conjectured by Krusemeyer for a 
plane curve when all the components are straight lines. 
If  k is the reals and X is a plane curve then m - n + 1 is just the number 
of bounded two cells in the resulting subdivision of the plane. 
The Picard group of A can be calculated by using the exact sequence 
21.8.5.1 of [3]. Krusemeyer used Mennicke symbols in his calculation. Here 
we use the Mayer-Vietoris sequence, which permits one to work over more 
general commutative rings. There are, in fact, two versions of the Mayer- 
Vietoris sequence that can be used here. Let 
A --j R, 
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be a Cartesian square of rings. Then there is an exact sequence 
under either of the following conditions: 
(a) the homomorphisms in the Cartesian square are surjective [6, 
pp. 28 and 551. 
(b) A + B, = Hi”=, Ai is an inclusion, A projects onto each Ai , 
B, = A/I and A’ = B,]I, where I is a 2-sided ideal of B, which is contained 
in A [2, p. 2461. 
I originally did the calculations in Section 3 using (a). Keith Dennis 
pointed out (b) to me. Since I can do some calculations with (b) that I cannot 
do with (a), I will work primarily with (b). 
Swan [I l] has proved that the Mayer-Vietoris sequence cannot be extended 
to the left, so I do not see how K,(A) (or higher K’s) can be calculated using 
exact sequences. However the groups Ki’ of Quillen [7] can be calculated 
using the exact sequence of localization, and in dimensions zero and one 
turn out to be quite different from K, and K, . 
2. THE IDENTIFICATION CONSTRUCTION 
It seems simplest to define the rings under consideration directly as 
subrings of the product of the coordinate rings of their components. 
Let k be a commutative ring and A a commutative k-algebra, k C il. A 
k-algebra homomorphism P: A - k will be referred to as a k-valued point 
of A, and yields a closed subscheme P = Spec k C Spec A. (It will be clear 
from the context whether the letter P refers to the algebra homomorphism 
or the corresponding subscheme.) I f f  e A we define f(P), the value off at P, 
byf(P) = P(f). I f  X = Spec A, denote the set of all k-valued points of A 
by X(k). 
Now let A, ,..., A, be commutative k-algebras, each containing k. For 
each A, suppose we are given mi k-valued points Pi, , Pi, ,..., Pi,, , with 
kernels Mjj , respectively. Suppose also that for a given i the Mfj are pairwise 
comaximal. Put the Pij in groups Qr =- (P, , P, ,... }, Q2 ,..., Qm of two or 
more so that each P occurs exactly once, and no Q contains more than one 
P from the same Ai. Define A to be the subring of nr=, Ai consisting of all 
nL,fi which have a common value at each Qzi . By this I mean, for example, 
that if Qr = {P, , P,, , P,} with P, , P,, , P, being k-valued points of A, , A, , 
-4, , respectively, then fi(Pa) = f2(Pb) = f3(Pe). 
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The condition that the Mfj for fixed i be pairwise comaximal implies that 
given a, ,..., a,,,* E k, there exists f  E A, with f(P,j) = nj , 1 < j < mi , 
and that the closed subschemes P,j •~: Spec k C Spec 13, (1 < j < mi) are 
pairwise disjoint. The projection mappings V~ : A + di are therefore onto 
and unless otherwise stated we will think of Spec A4, as the closed subscheme 
of Spec A with ideal Ii = ker 7~~ . I f  1 < Y < n then Ui=, Spec Ai will be 
regarded as the closed subscheme of Spec A with ideal nIz,li . I f  we let Qzi’ 
be the subset of Qi consisting of those P’s coming from A, ,..., A, , (ignoring 
any Qi’ with +:I element) then -4/r);=, Ii is the subring of ni=, Ai consisting 
of all nL,.fj with a common value at each Qi’, and the homomorphism 
A ---f A/n:=, ri is just projection onto the first Y coordinates. 
Spec A = fi Spec zli . 
i-1 
0 ,i ,...,Q, each determine a k-valued point of A, by ni.“_,fi --f common 
value of the fi . These closed subschemes are pairwise disjoint because the 
map ,4 + JJE, k is onto. Thus if Q1 = (P, , P, , P, ,... f  then in Spec A, 
P, , P, , P, ,... are identified-similarly for the other Q’s. Let D(f) (- all 
primes not containingf) be a principal open set of Spec A, not meeting any 
Plj . Then the value off at each Plj is nilpotent, and replacingf by a power 
we may assume f  has value zero at each Plj . Let F =: (f, 0, O,..., 0) E A. 
Then it is readily checked that the projection A ---f A, induces an isomorphism 
A, g (Al)f . From this it follows that the closed immersion Spec A, C Spec A 
gives an isomorphism of schemes 
Spec A, --- u Plj z> Spec A4 --- u Spec di . 
ii1 
Similarly for the other 9i’s. That is, topologically we have identified P, , P, , 
P, ),.. to form Q),-similarly for the other Q’s, there is no other identification, 
and outside the P’s the scheme structure remains unchanged. 
Finally one can check that if I em: -1, n 1a n ... n I, then A/(1 + II) 7: 
ny:i k (as k-algebras), one copy of k for each Qi containing a Plj . 
Roughly speaking the Spec Ai meet transversally at each Qj . I f  each Qj 
contains only two P’s, then A can be characterized as follows: A is a com- 
mutative k-algebra (k C A) which contains ideals 1, ,..., 1n (Ii n k = 0) 
such that A,‘& =:: i4i , ny=, li = 0, A!& + IJ is isomorphic (as a k-algebra) 
to a finite product of copies of k, and Ih -+ Ii + Ij = A if k, i, j are distinct. 
Note that nr=i A, is integral over A. Therefore if k is noetherian and the 
24, are k-algebras of finite type then A is a k-algebra of finite type by [9, p. 58, 
Lemma lo]. 
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3. CALCULATION WITH THE MAYER-~‘IETORIS SEQUENCE 
Let A be as constructed in Section 2. Let Xi = Spec Ai , X = Spec A. 
The projection mappings A + Ai induce inclusions X,(k) C X(k). 
We require the following additional assumptions: 
(i) The inclusion k C Aj induces an isomorphism 
k’(k) -% K,(A,), i=o,1,2. 
(ii) Spec A is connected, in the sense that given i,i (1 < i, j -5 n) 
there is a sequence i = ii , ia ,.,., i, =j such that 
Xi1 n Xi, + i-3, Xi2 n Xi3 f 0 ,..., XitA1 n Xit f 0. 
I f  Spec k and the Xi are connected this is the same as saying that Spec A 
is connected in the usual sense. I will sometimes refer to the Xi as components 
of X, although they need not be components in the usual sense. 
If  f :  ,4 + k is an element of X(k) belonging to one of the X,(k) then we 
have a split surjection K,(A) -+ K,(k) (i = 0, 1, 2) which I claim is inde- 
pendent of the choice 0f.f. By the connectedness of Spec A it is sufficient to 
prove this forf, , fi E X,(k). Then fi = glri , fi = g,rj , whereg, , g, E Xj(k). 
The maps K,(g,) and Ki(gl) are inverse isomorphisms to the isomorphism 
K,(k) --f K,(A,) induced by the inclusion. Therefore Ki(fi) = Ki(f,) 
i = 0, 1, 2. Let SK,(A) = ker(f). Then K,(A) = Ki(k) @ SK,(A), and 
SK, is a functor so long as we confine ourselves to k-algebras of the type 
constructed here, and k-algebra homomorphisms f: A + B that map a 
k-valued point of one of the components of Spec B to a k-valued point of one 
of the components of Spec A. 
I claim that if A is constructed as in Section 2 and satisfies the additional 
assumptions (i) and (ii) of Section 3, then we have 
SK<(A) = (144 - m - n + 1) K,+,(k) (1) 
M = Cy=, mi , i = 0, 1. (If only two components meet each Q then M -= 2m.) 
Let B, = ny=, Ai , and 1 the ideal in B, consisting of all nyz,fi such 
that fi(Pij) = 0 (for all i,j). Then I is contained in A, AU = n:, k (one 
copy for each Q), and B,II = n:, k ( one copy for each Pii). Therefore we 
have a Cartesian square 
n 
A -4 JJ 11, 
i=l 
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The right vertical map is the product of n evaluation mappings di + JJy:r Ii, 
and the lower horizontal arrow is the product of m diagonal mappings 
Fz + n Iz (the second product being over those P’s that form the given 0). 
The Rlayer-Vietoris sequence (b) now yields 
nKi+l(k) @ mKf.,.l(k) -G iwc~7~l(k) --•f SK,(A) - 0 
i = 0, 1. The map n: is induced from the maps in the Cartesian square by the 
functoriality of K,,~, , and can be represented by an M x (~z + nz) matrix 
01 = (/3, y) with integer entries (p M x n, y  M x m). The rows of a: cor- 
respond to the Pi , the columns of /3 correspond to the Aj , and the columns 
of y  correspond to the ,Oj . There is a 1 in the ij entry of /3 if Pi lies on Sj 
and 0 otherwise. There is a 1 in the zj entry of y  if Pi is one of the points 
making up Qj, and 0 otherwise. The row of u: corresponding to Pi thus 
contains two l’s, one in 01 corresponding to the component containing Pi , 
and one in j3 corresponding to the Qj it belongs to. The connectedness 
assumption (ii) then implies that the only relation among the columns is the 
trivial one sum of columns of p = sum of columns of y. It is now not difficult 
to show that by elementary row and column transformations over the 
integers 31 can be put in the form 
[ 
I m+n-1 0 
I 0 0' 
Here (and in Section 4) I, means the s x s identity matrix. Formula (I) now 
follows. 
For the result on K,(A) one only needs k’,(K) 3 &(I&) for i I--: I, 2, 
and for the result on K”(A) one only needs K,(h) z K,(i3,) for i =- 0, 1. 
Let lz be a commutative ring such that the inclusion k C k[T] (7’ an 
indeterminate) induces an isomorphism K?(k) + &k[T] i I= 0, I, 2. The 
following are some examples with each component isomorphic to the affine 
line: 
(A) Suppose ah -- aj and b,. - b,, are units in k, 1 < h, j < n (h f  j) 
and 1 < r, m :< t(r # m). Let 
A = k[T,, T,]/(II; - al) ‘.. (1; - ur1)(T2 ~ b,) ... (T, - 6,). 
Then K,(A) mu Ki(Jt) @ (nt - n ~-- t + 1) Kj_,(k) i = 0, I. 
(B) Let A :: k[T, , T,];T,T,(T, -I- T, --I- I). ‘rhen 
k’,(A) = &(k) @ K,,,(k) i ~= 0, I. 
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(C) Let A = k[T, , T, , T&(TITz , TITS, T,T,). Then 
K,(A) = Ki(4, i = 0, 1. 
That the rings (A) and (B) are of the type considered here follows from 
the characterization at the end of Section 2. Other examples (for the same 
reason) are the reducible curves over a field described in Section 1. 
4. FURTHER EXAMPLES 
The Mayer-Vietoris sequence can be used to do other calculations. In 
this section K will be assumed to be a field. 
First of all there is the possibility of nontransversal intersection. Let 
A = k[T, , T,]/T2(T2 - T,“). I f  we apply Mayer-Vietoris sequence (a) by 
setting I = (T,), J = (T, - T,“), B, = A/I, B, = A/J and A’ = 
A:‘(I + J) z k[T]/(T”) we get 
Sk;(A) = ker(K.a(k[X]/X12) + K2(k)), 
Pit A = (k[X]/X”)*/k*, 
where * denotes the group of units. The first group has been calculated in 
[12] for all K and n = 2. If  char k f  2 it is .Qklz . In [4] the first group is 
shown to be (n - 1) Qklz if char h = 0. The second group is the group 
vcn) described in [9] and is (n - 1) K+ (K+ = additive group of h) if 
char K = 0, and is given in terms of Witt vectors if char K + 0. 
A similar example is three lines (in the plane) through one point. Let 
A = k[T, , Tz],‘TIT,( Tl - T,). Using Mayer-Vietoris sequence (a), with 
I = T,T, , J = Tl - T2, B, = A;I, B, = A/J, and A’ = A/(I + J) z 
k[Tl];‘(T12) we get an exact sequence 
&WI 3 T,IIV,TJ - GWII!(T,~) - =,(A) - 0. 
The first homomorphism is induced by Tl , T, + Tl . The second group is 
known [12], but the first is not. Swan [ 11, p. 2401 has defined an element 
c(fi(Tl), fi( T,)) E K,k[T, , T,]/( TIT,), where fr ,f2 are polynomials without 
constant term. The image of c(fi( T,), f.( T,)) is f(&) (using van der Kallen’s 
notation-where fr(Tr) = hT, + . . ..f.(T,) = hT, + ..., h, p. E k). I could 
not complete this calculation myself. However, Mark Krusemeyer has 
shown (private communication) that the c(fr( T,), fi( T,)) generate 
K.&T, , T,];‘( T,T,) for any field K. Using van der Kallen’s explicit deter- 
mination of K2K[T,]f’(T,2) he then gets that SK,(A) == L$, for any field k. 
Dennis and Stein have also calculated this group. In fact, it can be calculated 
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by Mayer-Vietoris sequence (b) without any knowledge of K&T, , Yz], 
(TlTz). 
Another possibility is non rational intersection. For simplicity I will 
confine myself to curves over R, the real numbers. Let iii -: R[7’J, 
1 5.; i < n. For each i we are given m, real numbers Pi, , Pi, ,..., P,,, and 
m,’ complex numbers P,‘i , Pip ,..., Pi,,ltC (no two of which are conjugate). These 
correspond to distinct maximal ideals ( Ti - Pij) and ( Ti - Pl,)( Tj - fij) 
in R[T,]. Put the Pjj in groups Q, : {Pa , P, ,... 1, Q2 ,..., Q,, of tw-o or more 
so that each P occurs exactly once, and no Q contains more than one P from 
the same di . Similarly put the Pij in groups Qi’ -- : {P,‘, P,‘,... >, &‘,..., QI,,, 
of two or more so that each I” occurs exactly once, and no Q’ contains more 
than one P’ from the same Ai . As in Section 2 define R to be the subring 
of ny=, sli consisting of all nb,fi which have a common value at each 
Qj , Qi’. As before let Xi = Spec Ai . The remaining observations in Section 2 
go through with minor changes. In particular, the projections A --f Ai are 
all onto. Assume also that Spec A is connected. (So that ?lzi or +’ could be 
zero, but not both). Let M :m ~~=, mi and M’ = x!, mi’. The units of A 
are R* and I claim also that 
SK,(A) = (M - m - n + r) K,(R) @ (r - 1) &(C),‘imK,(R) 
@ (M’ - m’ - r + 1) k’,(C), (2) 
Pit A = (M - 111 - I2 + r) K* @J (r - 1) C*“;‘R* 
@ (191’ - m’ - r -t- 1) C”, (3) 
where C =- the complex numbers, and r is the number of components there 
would be with only the real identifications. 
The proof is by Mayer-i’ietoris sequence (b), and is similar to the proof 
of (1) although more care is now required. I will prove only (2), the proof of 
(3) being similar. Let I be the ideal in B consisting of all nyz,fi such that 
fi(Pij) x= 0 andfi(P&) r-- 0 f  or all i,i, h. Then I is contained in d, 
and B/l = (fi R) n (fi C). 
i=l i=l 
We have a Cartesian square 
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with maps as described in the proof of (1). The Mayer-Vietoris sequence (b) 
now yields 
Gz(R) 0 mw9 0 m’J-G(C) -s M&(R) @ M’&(C) - SK,(A) -----f 0. 
The homomorphism c1 can be described by an (M + M’) x (n + m + m’) 
matrix cy. whose nonzero entries are either 1 or i (i denoting the homomorphism 
K,(R) + K,(C) induced by the inclusion R 4 C). 
[ 
B YO 
= = is, 0 I Y’ * 
The rows of /3 and y  correspond to the Pij , the rows of p’ and y’ correspond 
to the P& , the columns of /3 correspond to the Ai, the columns of y  cor- 
respond to the Qi and the columns of y’ correspond to the Qi’. Each row of 
(p, y, 0) contains a 1 in /3, and a 1 in y, and each row of (/3’, 0, y’) contains an 
i in /3’ and a 1 in y’-corresponding, as in the proof of (l), to the various 
incidence relations. We can arrange the Pij so that the first m rows of y  are 
the identity matrix I, , and the Pij so that the first m’ rows of y’ are the 
identity matrix I,, . Clear out the remaining entries in y  and y’ by elementary 
row operations. This corresponds to a change of basis in MI&(R) and 
M’&&(C). Rearrange the rows again so that a: is replaced by 
where p is obtained from the remaining M - m rows of /3, and /? from the 
remaining M’ - m’ rows of p’. It is easily seen that coker 01 = coker 6, where 
6: n&(R) + (M - m) K,(R) @ (M’ - m’) K,(C) has matrix 
Each row of B contains two nonzero entries, a - 1 and a + 1. If  a row contains 
- 1 in the ith column and + 1 in the jth column this means that Xi and Xj 
intersect in a real point. Similarly each row of 8’ contains a --i and a +i, and 
if a row contains -i in the hth place and +i in the jth place then Xh and Xj 
intersect in a complex point. All incidence relations are indicated in this 
manner. Since Spec A is assumed connected it thus follows that the only 
relation (over the integers) among the columns of S is that the sum of the 
columns is zero. 
Suppose that if we did only the real identifications there would be Y 
components. Call these the real components of X. Order the Xi so that all 
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Xi in the same real component are consecutive, and within each component 
order them so that each line meets one of the preceeding. Then for a suitable 
ordering of the Pzj’s the contribution to p from each real component n(after 
some elementary row operations) is of the form 
where L, and La are column vectors and s is the number of lines in the 
component. We can now add the last s - 1 columns to the first to get zero 
in the first column of P,, . For each real component do this column operation 
on the entire matrix 6. We may also do elementary row operations to eliminate 
the L from each PC1 . (Of course, the rows of L corresponding to Pi, in the 
other real components are already zero). Now rearrange the columns so that 
those containing the I,_, come first. We get a matrix of the form 
I,-T 0
[ 1 0 0 D B 
(the first two rows of which come from p, the last, from p’). There is one 
column in B for each real component. Each row of B contains two nonzero 
entries-if it contains --i in the hth column and -+i in thejth then the hth 
andjth real components meet in a complex point. The only relation (over the 
integers) among the columns of B is that the sum be zero. By elementary 
row and columns B can now be put in diagonal form 
r-1 0 i’ 1 0 0’
Formula (2) now follows. The same matrix is involved in the proof of (3), 
and can be used for other fields then R, so long as there is one kind of non- 
rational intersection point. 
K,(C) is uniquely divisible, i.e., a vector space over the rationals. Complex 
conjugation induces an automorphism 0 of Z&(C) and we have a direct sum 
decomposition ker(o - 1),‘2 @ ker(a + 1)/2. The first direct summand is 
the fixed group K,(C)“, where G : 2’22 = Gal(C;‘R), 2 == integers. 
We now consider K,(R). There is a commutative diagram 
0 ---+ k’---+ R” @ R” p---f k’,(R) - 0 
2 2 2 
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K is the subgroup generated by all x @ (1 - x), x # 0, 1. In x @ (1 - x) 
either x or 1 - x > 0. Say x > 0. Then y2 = x for some y, and 
32 0 (1 - x) = y2 0 (1 -Y)(l + y) = Y2 0 (1 -Y) + C-Y)” 0 (1 +r> 
=2(yOU -Y)+(-Y)Ou -tYN. 
Therefore the left hand vertical arrow is onto. (This argument was shown 
to me by Spencer Bloch). By using the isomorphism R* G R+ @ 2122 
(R+ being divisible) we see that the middle vertical arrow has kernel Z/ZZ. 
We known that K,(R) has a nontrivial 2-torsion element, namely the symbol 
(-1, -1). From the snake lemma it follows that the only element in K,(R) 
killed by 2 is (-1, -l}. Hence ker(K,(R) + K,(C)) = Z/22. Furthermore 
im K,(R) C K,(C)G. According to [8], 2 times any element in K2(C)G lies in 
im K,(R). But K2(C)G is divisible. Therefore im K,(R) = K2(C)G, and we 
have an exact sequence 
0 -+ 2,‘2Z --f K,(R) -+ K2(C)G + 0. 
Finally, by using [lo] it can be shown that u is nontrivial and hence 
K2(C)/im K,(R) f  0. 
An example is A = R[X, Y]/Y(Y - 2)(Y - X2 - 1). Here n = 3, 
m=2,M=4,m’=1,M’=2,r=2so 
SK,(A) = K,(R) @ K,(C)/im K,(R). 
5. THE EXACT SEQUENCE OF LOCALIZATION 
Let k be a commutative noetherian ring and A a k-algebra of finite type. I 
am interested in the groups K,‘(A)(i 3 0) that are defined by Quillen in [7]. 
Therefore there is no loss in generality if we assume k and A are reduced 
and Spec k is irreducible. We suppose that X = Spec A is the union of n 
closed subschemes Xi G A,l. This isomorphism should be over k, i.e., if 
Xi has ideal Ji then A/J, s k[T,] as k-algebras. Suppose further that the 
closed subset S = lJiCj (Xi r) Xj) w en h given the reduced subscheme 
structure, is isomorphic (over k) to the disjoint union of m copies of Speck, 
and that Xi n Xi (i < j) consists of mij of these copies of Spec k and 
Xi n (lJjii Xi) consists of mi of these copies. These assumptions are weaker 
than in Section 3 in that we no longer require the crossings to be transversal. 
Now consider B = k[T, l/(T - a,), li(T - a&..., l/(T - a,)], where 
ah - ad is a unit, h f  j. Spec B is the open subset of A,l obtained by 
removing m disjoint copies of Spec(k). Th e exact sequence of localization is 
+ mKi’(k) 2 K,‘(k) & K,‘(B) -% mK,‘-,(k) 3. 
481/35/r-3-34 
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The mapsf? are all zero so we get short exact sequences 
0 ----z K;‘(k) -5 Ki’(B) “1, mhywl(k) --+ 0. 
Let B, = k[T, 1 ;( T -.- CQ)]. By the functoriality of the exact sequence of 
localization we have a commutative diagram 
O- --f &‘(k) ----T+ &‘(B,) --“+ K;-,(/z) -----t 0 = i f 1 i 
0 -+ &'(k) -L+ &'(B) h' - mK;Jk) F 0. 
The mapfis induced by extension of scalars (which is exact) and i is inclusion 
into the first direct summand. The map lz is split by a map j. Define 
oil : m Kip,(k) ---f K,‘(B) by jj’ on the first direct summand and zero on 
the others. Similarly define 11% , . . . . ;Y, . Then Zai is the desired splitting. 
Hence K,‘(B) E K;(k) @ m K~_,(k). 
Now we apply the exact sequence of localization to X and S. ;\I - S is 
the disjoint union of n punctured affine lines of the type considered in the 
preceeding paragraph. The maps &‘(S) + K,‘(X) are all zero so the 
sequence splits into short exact sequences 
0 ----+ K,‘(-3) -fly nKi’(k) @ (c mj) K;-,(k) -% rnk’i-,(k) -- 0. 
To identify the maps g2 consider the exact sequence for -‘i, . Functoriality 
of the exact sequence of localization yields a commutative diagram 
0 - K,‘(k) ----+ K,‘(k) @ miKl:Ll(k) -+ mjf&(k) -- 0 
1 I 
0 p--f &‘(A) __ - n&‘(k) @ ic mj) K;-,(k) L mR~,(k) __f 0. 
The two right hand vertical arrows are inclusion of a direct summand. Each 
copy P of Spec(k) lies on two or more of the Xj . From the commutativity of 
the right hand square for all j, gi is the direct sum of addition maps 
@&(k) - K,I_,(k), where P lies on nP of the Xj . Therefore gi splits and 
we have (i > 0) 
K,‘(A) = n&‘(k) @ [ (1 mi) - m] K,‘-,(k) (4) 
for a ring A as described at the beginning of this section. 
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Some examples are as follows (k any commutative noetherian ring). 
Suppose that ah - aj and b, - b, are units in k, for 1 < h,j < n (h #i), 
and 1 < Y, m < t (r f m). Let 
A = h[T,, T,]/(T, - al) ... (Tl - a,)(T, - b,) ... (Tz - b,). 
Then Ki’(A) = (n + t) Ki’(k) @ (nt) K:-,(k). I f  A = k[T, , T,]/T,(T, - T,“) 
then Ki’(A) = 2Ki’(k) @K;-,(k). I f  A = k[T, , T,]/T,T,(T, + T,) then 
K,‘(A) = 3Ki’(k) @ 2K;-,(k). 
A ring where the hypotheses of (1) and (4) do not apply is Z[T, , T.& 
T,T,(T, -+ T, + 2) because the three copies of 2 in the intersections of the 
components are not disjoint. 
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