Abstract. In system management applications, to perform automated analysis of the historical data across multiple components when problems occur, we need to cluster the log messages with disparate formats to automatically infer the common set of semantic situations and obtain a brief description for each situation. In this paper, we propose a clustering model where the problem of clustering is formulated as matrix approximations and the clustering objective is minimizing the approximation error between the original data matrix and the reconstructed matrix based on the cluster structures. The model explicitly characterizes the data and feature memberships and thus enables the descriptions of each cluster. We present a two-side spectral relaxation optimization procedure for the clustering model. We also establish the connections between our clustering model with existing approaches. Experimental results show the effectiveness of the proposed approach.
Introduction

Background on System Log Files
With advancement in science and technology, computing systems are becoming increasingly more complex with an increasing variety of heterogeneous software and hardware components. They are thus becoming increasingly more difficult to monitor, manage and maintain. A popular approach to system management is based on analyzing system log files. The data in the log files describe the status of each component and record system operational changes.
The heterogeneous nature of the system makes the data more complex and complicated. As we know, a typical computing system contains different devices (e.g., routers, processors, and adapters) with different software components (e.g., operating systems, middleware, and user applications), possibly from different providers (e.g., Cisco, IBM, and Microsoft). These various components have multiple ways to report events, conditions, errors and alerts. The heterogeneity and inconsistency of log formats make it difficult to automate problem determination [5] . For example, there are many different ways for the components to report the start up process. Some might log "the component has started", while others might say that "the component has changed the state from starting to running". Imagine that we would like to automatically perform the following rule: if any component has started, notify the system operators. Given the inconsistent content and sometimes subtle differences in the way components report the "started" process, writing a program to automate this simple task is difficult, if not impossible [10] . One would need to know all the messages that reflect the "started" status, for all the components involved in the solution. Every time a new component is installed, the program has to be updated by adding the new component's specific terminology for reporting "started" situations. This makes it difficult to perform automated analysis of the historical event data across multiple components when problems occur.
To perform automated analysis of the historical event data across multiple components when problems occur, we need to categorize the text messages with disparate formats into common situations [10] . Clustering techniques are then needed to automatically infer the common set of situations from historical data and obtain a brief description for each situation. This would create consistency across similar fields and improve the ability to correlate across multiple component logs.
Clustering
As a fundamental and effective tool for efficient organization, summarization, navigation and retrieval of large amount of documents, clustering has been very active and enjoying a growing amount of attention with the ever-increasing growth of the on-line information. The clustering problem can be intuitively described as the problem of finding, given a set W of some n data points in a multi-dimensional space, a partition of W into classes such that the points within each class are similar to each other. The clustering problem has been studied extensively in machine learning [11] , databases [7, 13] , and statistics [2] from various perspectives and with various approaches and focuses.
Despite significant research on various clustering methods, few attempts have been made to obtain the descriptions for each cluster. In this paper, we present a clustering model 1 where the problem of clustering is formulated as matrix approximations. The model explicitly characterizes the data and feature memberships and thus enables the descriptions of each cluster. The goal of clustering is then transformed to minimizing the approximation error between the original data matrix and the reconstructed matrix based on the cluster structures. We provide an optimization procedure based on twoside spectral relaxation. In addition, we show the connections between our model with other clustering algorithms.
The rest of the paper is organized as follows: Section 2 introduces the notations and describes the general clustering model, Section 3 presents the optimization procedures based on two-side spectral relaxations, Section 4 presents the experimental results on system log data, finally, our discussions and conclusions are presented in Section 5.
The Clustering Model
We first present the clustering model for clustering problem. The notations used in the paper are introduced in Table 1 . 1 In this paper, we use model and framework interchangeably.
Number of clusters for data points C Number of clusters for features
Matrix designating the feature membership X = (x kc ) K×C Matrix specifies/indicates the association between data and features or the cluster representation Trace(M)
Trace of the Matrix M Table 1 . Notations used throughout the paper.
The model is formally specified as follows:
where matrix E denotes the error component. The first term AXB T characterizes the information of W that can be described by the cluster structures. A and B designate the cluster memberships for data points and features, respectively. X specifies cluster representation. LetŴ denote the approximation AXB T and the goal of clustering is to minimize the approximation error (or sum-of-squared-error)
Note that the Frobenius norm,
The Optimization Procedure
Without loss of generality, we assume that the rows belong to a particular cluster are contiguous, so that all data points belonging to the first cluster appear first and the second cluster next, etc 2 . Then A can be represented as
 is a diagonal matrix with the cluster size on the diagonal. The inverse of A T A serves as a weight matrix to compute the centroids. Hence, in general, if A and B denote the cluster membership, then we have
For fixed P k and Q c , it is easy to check that the optimum X is obtained by
∑ i∈P k ∑ j∈Q c w i j , In other words, X can be thought as the matrix of centroids for the two-side clustering problem and it represents the associations between the data clusters and the feature clusters [3] . O(A, X, B) can then be minimized via a two-side iterative procedure (i.e., the natural extensions of the K-means type algorithm for twoside cases [1, 3, 8] .
Spectral Relaxation If we relax the conditions on A and B, requiring A T A = I K and B T B = I C , we would obtain an optimziation procedure based on a two-side spectral relaxation. Similar ideas have been explored in for gene expression data in [4] . Here we illustrated in our clustering model. Note that
Since Trace(WW T ) is constant, hence minimizing O(A, X, B) is equivalent to minimizing
The minimum of Equation 5 is achieved where X = A T W B as
Since the first term Trace(WW T ) is constant, minimizing O ′ (A, X, B) is thus equivalent to maximizing Trace(A T W BB T W T A). Let G = W B, then Trace(A T W BB T W T A) = Trace(A T GG T A).
Proposition 1 Given B, Trace(A T GG T A) can be maximized by constructing A with the eigenvectors of GG T corresponding to the K largest eigenvalues.
Note that Trace(A T W BB T W T A) = Trace(B T W T AA T W B). Denote H = W T A. Similarly, we have
Proposition 2 Given A, Trace(B T HH T B) can be maximized by constructing B with the eigenvectors of HH T corresponding to the C largest eigenvalues.
Proposition 1 and Proposition 2 can be proved via matrix computations [6] and they lead to an alternating optimization procedure to maximize Trace(A T W BB T W T A), i.e., update B to maximize Trace(A T W BW T B T A) and update A to maximize Trace(B T W T AA T W B).
The alternative optimization procedure can be thought as a twoside generalization of the spectral relaxation [12] . After obtaining the relaxed A and B, the final cluster assignments of the data points and features are obtained by applying ordinary K-means clustering in the reduced spaces. A short description of the clustering procedure is presented as Algorithm 1.
Experiments
We performed experimental studies to 1) show that the clustering model can identify the inherent structure in real application studies on system log files, and 2) verify that our proposed clustering method can improve the clustering performance. Due to space limit, we only present a case study on clustering system log files, showing that the cluster model can identify the inherent structures of the datasets.
Log Data Generation
The log files used in our experiments are collected from several different machines with different operating systems using logdump2td (NT data collection tool) developed at IBM T.J. Watson Research Center. The raw log files contains a free-format ASCII description of the event. In our experiment, we apply clustering algorithms to group the messages into different situations. To pre-process text messages, we remove stop words and skip HTML labels. Get the final clusterings P and Q end
Experimental Results on Log Data
The general cluster framework introduced in Section 2 explicitly models both data and feature assignments. With the feature assignments, we can get the distinguishing words for each cluster and consequently obtain a description for the cluster. We use Algorithm 1 described in Section 3 in our experiments. Figure 1 shows the original word-document matrix of the log file and the reordered matrix obtained by arranging rows and columns based on the cluster assignments. The figure reveals the hidden sparse structure of both the document message and word clusters. Table 2 . keywords and their clusters product configuration, Cluster 2 is about aspects related to a connection to another component, Cluster 3 describes the problem of creating temporary files etc. The case study on clustering log message files for computing system management provides a successful story of applying the cluster model in real applications. The log messages are relatively short with a large vocabulary size [9] . Hence they are usually represented as sparse high-dimensional vectors. In addition, the log generation mechanisms implicitly create some associations between the terminologies and the situations. Our clustering model explicitly models the data and feature assignments and is also able to exploit the association between data and features. The synergy of these factors leads to the good application on system management.
Discussions and Conclusions
Based on different constraints on the matrices A, B and X, our cluster model encompasses different clustering algorithms. The relationships between our clustering model and other well-known clustering approaches can be briefly summarized in Figure 2 . In this paper, we present a clustering model and investigates its applications to cluster system log data. The model explicitly characterizes the data and feature memberships and thus enables the descriptions of each cluster. A two-side spectral relaxation method is presented as the optimization procedure for clustering. In addition, we also establish the connections between our clustering model with existing approaches. Experimental results show the effectiveness of the proposed approach.
