In this chapter we are concerned with the estimation of 2-D motion from time-varying images and with the application of the computed motion to image sequence processing. Our goal for motion estimation is to propose a general formulation that incorporates object acceleration, nonlinear motion trajectories, occlusion effects and multichannel (vector) observations. To achieve this objective we use Gibbs-Markov models linked together by the Maximum A Posteriori Probability criterion which results in minimization of a multiple-term cost function. The specific applications of motion-compensated processing of image sequences are prediction, noise reduction and spatiotemporal interpolation.
Introduction
In this chapter we are concerned with the estimation of 2-D motion from time-varying images and with the application of the computed motion to image sequence processing. Our goal for motion estimation is to propose a general formulation that incorporates object acceleration, nonlinear motion trajectories, occlusion effects and multichannel (vector) observations. To achieve this objective we use Gibbs-Markov models linked together by the Maximum A Posteriori Probability criterion which results in minimization of a multiple-term cost function. The specific applications of motion-compensated processing of image sequences are prediction, noise reduction and spatiotemporal interpolation.
Estimation of motion from dynamic images is a very difficult task due to its ill-posedness [4] . Despite this difficulty, however, many approaches to the problem have been proposed in the last dozen years [27] , [24] , [40] . This activity can certainly be attributed in large measure to the importance of motion in the processing and coding of image sequences. Below we explain why motion is important in these tasks.
Efficient encoding of time-varying images is essential to provide economical use of network or storage facilities in the provision of video services. Image sequences can be compressed by independent coding of each frame (intraframe coding) or by straightforward extension of spatial coding techniques to three dimensions (e.g., 3-D transform coding). However, such approaches ignore the fact that the majority of new information (innovations) in a time-varying image is carried by the motion. The correlation of image intensity or color is very high along the direction of motion. Thus, the knowledge of motion helps in removing significant interimage redundancy, as is the case in predictive or hybrid (predictive/transform or predictive/subband) coding compensated for motion. In fact, these techniques include most algorithms currently used in videoconferencing [41] , [42] and proposed for High Definition Television (HDTV) [21] , [60] .
Sampling structure conversion and noise reduction are two examples of image sequence processing that can benefit greatly from the knowledge of motion. In the case of conversion, two scenarios are possible. In one situation a missing image must be recovered. Again, due to the high correlation along motion trajectories, motion-compensated interpolation is the most effective tool [53] , [15] . In the other 2
In Motion Analysis and Image Sequence Processing, ch. 3.8, Kluwer Acad. Pub., 1993 situation, only part of an image must be reconstructed. Since some spatial information is available and since motion estimates are occasionally unreliable, methods can be devised which combine "smart" spatial interpolation [50] , [18] with motion-compensated interpolation [49] . Noise reduction also benefits from high correlation along motion trajectories. One-dimensional filtering applied along the direction of motion does not alter image features since they are highly correlated, but it attenuates noise since its samples are highly uncorrelated [16] , [54] .
One remark is in order at this point. Optimal motion fields, in the sense of final image quality, are not necessarily identical for motion-compensated predictive coding and for motion-compensated interpolation. This is due to the fact that the sole task of a predictor is to find the best match of a pixel value given previous images. To find this match any motion trajectory providing minimum prediction error is appropriate. This trajectory does not have to correspond to the real 2-D motion of objects in the image. On the contrary, the task of a temporal interpolator is to calculate a pixel value which is consistent with other pixel values along a motion trajectory so that continuity and smoothness of object motion are preserved. Thus, an estimate of the real 2-D motion is needed. It is a different situation, however, when motion fields need to be transmitted along with the prediction error. Optimal motion fields for prediction require relatively high bit rates since they lack correlation. To reduce the bit rate in this case, joint optimization of the prediction error and of motion correlation can be carried out [56] . Interestingly, since real 2-D motion is usually quite smooth (except for motion discontinuities), it is often estimated by combining a prediction-like error with a smoothness constraint imposed on the estimated motion field. Thus, methods used to estimate 2-D motion for the purpose of temporal interpolation are also applicable to predictive coding with simultaneous transmission of motion data.
The remainder of this chapter is divided into two parts. The first part is devoted to the problem of estimating 2-D motion from image sequences, while the second one treats the motion-compensated processing of dynamic images. The main focus of this contribution is the general formulation of the motion estimation and motion-compensated filtering problems. No experimental results are presented; many can be found in our previous publications cited in the text.
Estimation of 2-D Motion
In this section we define motion trajectories and other related terms, we formulate the estimation problem and we describe the models used. Then, we incorporate the proposed models into the formulation to obtain a cost function to be minimized. Finally, we discuss suitable solution methods, including the multiresolution approach.
Definitions
We assume that time-varying images from which motion is to be calculated are natural, i.e., obtained by a camera that projects a 3-D scene onto a rectangular portion W of the 2-D image plane. The special case of synthetic images, such as those generated by computer graphics, is not considered here. We make a further restricting assumption that every point in the image corresponds to a single point in the 3-D scene. Obviously, this assumption is violated for transparent or reflective surfaces. The relative motion of the scene and camera results in 2-D motion on the image plane of projections of scene points and a consequent time variation of the image. Let x = (x, y) denote the spatial coordinate of an image point 1 . Since coordinates x and y depend on time t, it is useful to consider the trajectory of an image point in a conceptual 3-D xyt space. An example of a 3-D trajectory (x(t), y(t), t) of an image point drawn in such a space is shown in Figure 3 Figure 3.1: Trajectory of a projected scene point in 3-D xyt space; a point is uncovered at t −1 and leaves the image at t +1 . Note that (c(τ ; x, t), τ ) = (x(τ ), y(τ ), τ ), where τ is a time instant from the interval (t −1 , t +1 ).
Let the function c(τ ; x, t) mathematically describe a trajectory in the image plane, i.e., let c(τ ; x, t) be the spatial position at time τ of an image point which at time t was located at x [15] . c(τ ; x, t) describes a 2-D trajectory in the image plane, while (c(τ ; x, t), τ ) = (x(τ ), y(τ ), τ ) describes a 3-D trajectory in the xyt space. Clearly, there is a unique mapping between the two trajectories. For each x at t, the corresponding trajectory starts at time t i (x, t) and ends at time t f (x, t). The trajectory shown in Figure 3 .1 corresponds to a point on the hexagon uncovered at time t i (x, t) = t −1 that leaves the image at t f (x, t) = t +1 . For τ = t, we can define a subset V(τ ; t) of the image at t consisting of pixels that are visible over the entire time interval between t and τ :
is the set of pixels occluded or leaving the image between t and τ , while for τ < t, W − V(τ ; t) is the set of pixels newly exposed or introduced into the image between τ and t. A more detailed treatment of motion trajectories in the xyt space can be found in [15] . The shape of the trajectories c(τ ; x, t) depends on the nature of object motion. Define the instantaneous velocity v of a pixel at (x, t) as follows:
If the velocity v is constant along the motion trajectory passing through (x, t), then 2-D and 3-D trajectories are linear. In general, however, image points undergo acceleration. If an image point accelerates along a straight line, the 2-D trajectory in the image plane is linear. However, the same point traces out a nonlinear trajectory in the xyt space. In the most complex case an image point may accelerate along a nonlinear 2-D trajectory, thus tracing a nonlinear 3-D trajectory in the xyt space. Trajectory c(τ ; x, t) mathematically describes motion of a point in the image plane. This motion may be very complex, thus needing a complex underlying model. Often, however, a simple model, such as the assumption of linear trajectories, is sufficient. For linear motion we use the concept of a displacement. Given an image at time t, the displacement field d is a collection of 2-D vectors describing pixel movements between times t and τ . We define d only for pixels visible between t and τ
Note that for τ > t, d(τ ; x, t) is a forward displacement field, while for τ < t it is a backward displacement field. The displacement field d(τ ; x, t) can be calculated from the velocity field by integration
For motion with constant velocity v(c(τ ;
Consequently, for linear motion the task is to find, for each pixel (x, t), the two components v x and v y of the velocity v(x, t).
We are interested here in the estimation of segments of motion trajectories c(τ ; x, t) for τ over some time interval containing t, where (x, t) is defined on a sampling lattice Λ c ⊂ R 3 [14] . These trajectories, which we refer to as 2-D motion, correspond to the term optical flow often used in computer vision [27] . Usually, they are estimated from intensity or luminance images. However, there is no particular reason to use only luminance for motion estimation, especially if the resulting motion fields are applied to full-color images at the coding or processing stage. Thus, we consider a more general case where motion is estimated from color images. We hope to improve the estimated motion quality in this way, and also to reduce the residual error to be transmitted (for example, in motion-compensated DPCM). Consequently, we develop an approach to motion estimation that is based on vector data. Let u be the true underlying K-component image that is continuous in amplitude and in coordinates, and let g be the observed K-component image, i.e., g = [g 1 , g 2 , ..., g K ]. Let each g k be sampled on lattice Λ g k (k = 1, .., K). This representation is very general, since individual g k 's (k = 1, ..., K) can be components of a color image such as RGB, Y C1C2, Y IQ, can be derived from a spectral decomposition of an image, e.g., in the form of sub-bands, or even can come from a completely new set of measurements, such as infrared data. For simplicity, we consider only orthorhombic lattices Λ c and Λ g k with sampling periods [14] . Note that we assume identical temporal sampling for all components of g, as is the case in the color representations mentioned above.
To make our formulation complete, we take into account occlusion effects present in dynamic images. We do so by defining an occlusion field o(x, t) with samples on the lattice Λ c . Every occlusion tag o can take one of several possible occlusion states, e.g., moving/stationary (visible), occluded, newly exposed. The number of such states is finite and depends on the number of images used in the estimation. To estimate the trajectories c in practice, we model them by parametric functions over the time interval of interest. Since parameters of these functions may change rapidly at object boundaries, we permit such a variation by using the concept of motion discontinuity. We define a motion discontinuity field l(x, t) over a union of shifted lattices Ψ l = ψ h ∪ψ v , where [14] specifying positions of horizontal and vertical discontinuities, respectively. l is often called a line field or a line process [19] , while a single sample is called a line element.
Formulation
Motion present in images is not directly observable; we can only see the effect of motion and not the motion itself. Consequently, it cannot be measured but must be estimated instead. The process of Dubois and Konrad: Estimation of 2-D Motion Fields from Image Sequences 5 estimating motion is difficult because the problem is ill-posed [4] , i.e., the solution to the problem may not exist, may be non-unique or may be discontinuous with respect to the data. The most common and thus cumbersome problem is non-uniqueness of the solution. Even in the case of a perfect acquisition system, i.e., noise-free, continuous image obtained with an ideal pinhole camera, many different motion fields may be consistent with the observed data. In practice, however, the imaging system is not ideal, and the obtained data are subject to filtering, nonlinearity, sampling error and noise of a real image acquisition system. This introduces uncertainty and further complicates the estimation process. Finally, in some cases the motion estimation problem may have no solution or it may be discontinuous with respect to the data [33] as in the presence of transparent components and reflective surfaces. Thus, we cannot simply calculate motion. The most we can do is to estimate a motion field that is "best" in a certain sense or "most likely". This usually involves some prior assumptions about motion properties. We address this issue later by specifying appropriate motion models.
The uncertainty involved in image acquisition suggests a possible statistical approach to motion estimation. For example, image acquisition and motion attributes can be modeled by stochastic processes and used in a statistical criterion [40] . For certain types of criteria, such as the Minimum Expected Cost (MEC) [36] , only a statistical formulation can be considered. For other criteria, such as the Maximum A Posteriori Probability (MAP) [40] , a cost function results that can also be proposed directly without any recourse to statistical formulation [27] , [26] .
In the following sections we employ Markov random field (MRF) models to both observations g along motion trajectories and motion descriptors (c, o, l). Although the usual characterization of a MRF through initial and transitional probabilities is complex and cumbersome, thanks to the HammersleyClifford theorem [5] it is known that a random field has Markovian properties if and only if it is governed by a Gibbs distribution. This distribution is uniquely specified by a neighborhood system, cliques and a potential function, as well as by two constants: partition function and natural temperature 2 . In the case of MAP estimation [35] , Gibbs distributions lead directly to a cost function to be optimized that is a weighted sum of certain "energies". In this chapter, we use this probabilistic formulation to arrive at our cost functions; however, similar cost functions could be determined without the application of the statistical framework by the direct use of these energies.
Let subscript t denote the restriction of a field to time instant t, e.g., g t . Also, let (Λ · ) t be a restriction of the lattice Λ · to time t and to the window W (image window in which estimates are sought) simultaneously. Let I t denote a finite set of time instants of images g used to estimate trajectory c t ; I t = {τ : g τ is used in estimation of c t }. Two examples of the set I t are shown in Figure 3 .2. In order to carry out estimation of trajectories c t in practice, they need to belong to a finite-dimensional space. This can be achieved by expressing each trajectory over a given interval of time as a function of a finite number of parameters 3 . Then, we can assume that trajectories c t are samples from a vector random field C t . Similarly, we assume that images g t are samples from vector random field G t , and that occlusion fields o t and motion discontinuity fields l t are samples from scalar random fields O t and L t , respectively.
Our goal is to determine the most likely triplet (c t , o t , l t ) corresponding to the true underlying image u based on observations G t = {g τ : τ ∈ I t }. Thus, according to the MAP criterion, we seek the triplet (c t , o t , l t ) that maximizes the conditional probability distribution p(c t , O t = o t , L t = l t |G t ). In general, this function is a mixed probability density/probability mass function, corresponding to a continuous-valued c t and discrete-valued o t and l t . We cannot obtain an exact expression for p(c t , O t = o t , L t = l t |G t ), but based on certain models we can get a good approximation whose maximization will 6
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Note that not all images need to be used in the process of motion estimation.
yield excellent motion field estimates. Our approach is based on the following factorization of the conditional probability distribution using Bayes' rule:
where t n ∈ I t is an arbitrarily chosen time instant and G n t = {g τ : τ ∈ I t − {t n }}. The MAP estimate is then given by
Note that since the denominator in (3.6) is not a function of (c t , o t , l t ), it can be ignored in the maximization (3.7). We now discuss the models that allow us to specify the constituent probabilities in (3.7). The first probability p(G n t |c t , o t , l t , g tn ) is determined by the structural model relating motion to the observed image, and the remaining probabilities are determined by the motion model.
Observation process
The data from which motion is estimated is usually obtained by an image acquisition system. Thus, the observed image g is related to the true underlying image u by a fairly complex random operator called the observation process. A model of the observation process is needed to specify the structural model with respect to the underlying image u. Typically, the observation process is considered to consist of a nonlinear shift-variant filtering, a random perturbation, and a spatiotemporal sampling. It can be expressed as follows:
where H k denotes a nonlinear, shift-variant filter, n k is a random noise term and • is an operator combining the filtered image with noise. Note that in equation (3.8) absence of channel cross-talk is assumed. Usually, the above model is simplified to a linear, shift-invariant filter and additive noise:
which is much easier to analyze. In the above equation, h k 's form a bank of K filters used to model the point-spread function (PSF) of the imaging system and * denotes convolution. Despite the above simplification, impulse responses h k (k = 1, ..., K) are still needed. Unless precise parameters of the imaging system are known or can be estimated, the use of mismatched filters in the model can do more harm than good. To simplify subsequent developments we constrain ourselves, without loss of generality, to the case of no filtering, i.e., h k (x, t) = δ(x, t) for k = 1, ..., K.
The degree of sophistication used in modeling the observation process undoubtedly has an impact on the estimated motion fields. It is not clear, however, whether it is more beneficial to increase the complexity of the observation process above or of the motion model discussed below, especially in the view of the usual lack of knowledge of imaging system parameters.
Structural model and matching error
Since motion is not observable and cannot be measured directly, it is imperative that a relationship between motion and image sequence be established. This relationship, called the structural model, expresses assumptions about the properties of objects undergoing motion. On one hand, such complex descriptors as size, shape or structure of an object can be used. Alternatively, simple characteristics such as brightness, color or their derivatives can be employed. While the former are usually more stable (constant) under motion than the latter, their evaluation is a problem in itself. They are mostly used in long-range correspondence tasks where stability of features over extended periods of time is essential. The second type of characteristics, insufficiently stable over long intervals, is usually appropriate over short time.
We are interested in resolving the correspondence problem over relatively short time intervals. Under this assumption, the most frequent hypothesis made is that image brightness along motion trajectories is constant [48] , [27] , which can be expressed as follows:
Since chromatic properties of moving objects seem to be at least as stable as their brightness, it has been suggested to use additional color constraints [59] , [44] . Recently, a structural model for multiple cues, where representation using luminance and chrominances is a special case, has been proposed in the case of linear motion [38] , [34] . This model can be generalized to arbitrary trajectories as follows:
where u is the true underlying image with K components.
To deal with the departure from brightness or color constancy due to effects such as change of illumination, two approaches have been proposed. In the first approach [22] , [45] the difference between both sides of equation (3.10) is modeled by a smooth function representing a slowly varying illumination error. In the second approach [58] , [4] it is the spatial variation of intensity rather than its value that is assumed constant along motion trajectories.
Equations (3.10) and (3.11) express the structural model for the underlying image u over a continuum of spatiotemporal locations. The observed images g, however, are corrupted and sampled versions of u. To take these effects into account assume that we first find an estimate g of u by a suitable 8
In Motion Analysis and Image Sequence Processing, ch. 3.8, Kluwer Acad. Pub., 1993 operation on the observed data g, i.e., g = P(g). This operation usually involves spatial interpolation, such as proposed in [31] , [50] , and possibly a noise reduction (linear or non-linear filtering). The effect of the operator P can be expressed as g = u + e, where e is a K-component estimation error. Exploiting equation (3.11) we can write:
where
is the set of all pixels on lattice Λ c at time t visible in the window W between t and τ . When no occlusion effects are present, then
is a noiselike K-component term governed by a probability distribution depending on the statistics of the estimation error e. We assume that χ(x, t) is independent of g. The fact that pairwise differences of the interpolated image along motion trajectories have the properties of random noise is used to model the conditional distribution p(G n t |c t , o t , l t , g tn ) from equation (3.7). Specifically, we assume that this conditional probability depends only on the variability of g along motion trajectories, and that this variability is independent for each distinct trajectory, i.e., for each x ∈ (Λ c ) t . Thus, we assume that conditional distribution along each trajectory is Gibbsian:
where g ct x = { g(c(τ ; x, t), τ ) : τ ∈ I t } is the set of interpolated observations along the trajectory through (x, t), U g ( g ct x , o t ) is an energy function that measures departure of these interpolated observations from the structural model, and Z g , β g are constants called partition function and natural temperature, respectively (see the Appendix for a discussion of Gibbs distributions).
The total conditional distribution is hence a product of distributions 4 (3.13)
where Z g is a product of Z g 's for all x ∈ (Λ c ) t , and the total energy function is
In the above formulation, we assume that the trajectory c(τ ; x, t) extends through the whole set I t , but that the occlusion function o(x, t) identifies which pixels (c(τ ; x, t), τ ) are visible at (x, t); only these will contribute to the energy U g ( g ct x , o t ). The occlusion function o(x, t) is a discrete function with a finite number of states depending on the cardinality of the set I t . For each spatiotemporal position (x, t) the following set
can be defined. This set, called a visibility set, contains time instants from I t at which pixel (x, t) is visible. Two examples of occlusion states and visibility sets for 3-and 5-image estimation are given in Table 3 .1. In the case of estimation from 5 images, not all possible visibility/non-visibility combinations are defined, but rather only the most likely ones.
State Description Visibility set I x t for pixel at (x, t)
State Description Visibility set I x t for pixel at (x, t) 
The single-element set {t} is not included in (a) because it means that a pixel is visible only at t. Similarly, 11 combinations are excluded from (b) because of trajectory discontinuities.
Note that in U g ( g ct x , o t ), dependence on motion discontinuities l t has been omitted since the information about such discontinuities is already conveyed through motion field c t . The line field l t is not a descriptor of motion, but rather an artificial concept that permits introduction of abrupt changes in trajectory parameters.
There is considerable flexibility in the choice of the form of U g ( g ct x , o t ), based on the structural model. We do this by defining a one-dimensional neighborhood system on I t , and choosing appropriate cliques and clique potentials. The energy takes the form
where θ g is a clique and Θ g is the set of all cliques determined by the neighborhood system, and V g is the potential function. Since the energy function expresses variability along a trajectory, we do not use single-element cliques in any of our models. For two-element cliques of the form
for some norm · on the K-dimensional observation space. This potential penalizes deviation from constancy along the trajectory. For the norm, we can use any quadratic form g T Mg where M is a positive-definite matrix, although a diagonal matrix M = diag(m 1 , ..., m K ), allowing a different relative weighting for each component is probably sufficient for most applications. There are many possibilities for potentials on cliques of three or more elements; some examples are given below.
The flexibility of this model can be illustrated with the following examples that generalize or are equivalent to existing approaches.
This corresponds to the case of motion-compensated prediction of the image field at time t based on the image at t − T g , with no treatment of newly exposed
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Since the above model uses two-element cliques, only linear trajectories need to be used. Then, for velocity v(x, t) with trajectory given by (3.5) and for scalar data g, the above energy simplifies to the very well-known squared displaced pixel difference
This energy has been used extensively in various motion estimation algorithms, of which those presented in [10] , [48] , [30] are just few examples.
This corresponds to the estimation of motion at a time between two existing observed image fields based on these two fields only, and is applicable to frame rate conversion (temporal interpolation). Occlusions are not considered. Again, there is only one possible two-element clique, {t −1 , t +1 }, and a suitable energy function is
For linear trajectories this energy has been used in [39] for scalar data and in [38] , [34] for vector data.
Here, we want to estimate a motion field at the position of an existing image field using three image fields, without consideration of occlusions. This could be applied in interpolative coding, as in MPEG [41] . If we consider only a first-order neighborhood system (i.e., with neighborhoods η g (t −1 ) = {t}, η g (t) = {t −1 , t +1 }, η g (t +1 ) = {t}), then there are two two-element cliques, {t −1 , t} and {t, t +1 }. A suitable energy function for these cliques is given by
where α i 's are weights.
If we expand the neighborhood system to second order, then every time position is a neighbor of every other, and we have the additional two-element clique {t −1 , t +1 }. We can thus augment the energy (3.22) with the additional potential to give
The resulting energy is proportional to the sample variance of the three intensities along the trajectory if the weights α i are equal.
The second-order neighborhood system also includes a three-element clique {t −1 , t, t +1 }, for which the potential can be chosen rather arbitrarily. If our structural model permits linear intensity variation along a trajectory, for example, we can consider a potential of the form
where ∆ t = (t − t −1 )/(t +1 − t −1 ). This can be interpreted as the norm of the difference between the observation at time t and the linearly interpolated value based on the observations at times t −1 and t +1 . The overall energy function can be a linear combination of (3.23) and (3.24): 25) where γ must be determined according to the structural model. Previous work has used γ = 1 and α i = 0, i = 1, ..., K [13] .
This example follows Example C, but with consideration of the occlusion states, as given in Table 3 .1(a). In this case, if t i / ∈ I x t , the potential for any two-element clique involving t i is set to zero. Similarly, if I x t = I t , the potential V
Motion models
So far trajectories c t have been written as general functions of x and t, which could potentially belong to an infinite-dimensional space. To make the estimation problem tractable, we assume that each motion trajectory c(τ ; x, t) over a certain time interval containing t can be described by a parametric function c p (τ ; x, t) uniquely identified by the parameter vector p. With this assumption c t 's belong to a finite-dimensional space, as assumed in previous sections. In typical images, motion fields are usually smooth functions of spatial position x, except at motion boundaries. Thus, we model trajectories c p t by continuous-valued vector MRFs C p t [46] , [35] , and also we model occlusions o t and motion discontinuities l t by multi-level and binary MRFs O t [13] and L t [28] , [37] , respectively. We ensure the smoothness of c p t and o t , and continuity of l t by appropriate choice of Gibbs distribution parameters.
Motion trajectory model
As stated before, in order to uniquely characterize a MRF it is sufficient to specify parameters of its Gibbs distribution. These parameters must be compatible with some expected properties of the random field. Let the a priori distribution p(c p t |o t , l t , g tn ) for the motion trajectory model be defined as follows: 27) where Z c and β c are constants. The energy function U c is defined as follows:
θ c is a clique for trajectories c t while Θ c is a set of all such cliques derived from the neighborhood system N c defined over lattice Λ c . V c is a potential function essential to characterization of the properties of motion field c t .
To specify the a priori motion model, N c , θ c and V c have to be specified. For example, the first-order neighborhood system N 1 c (Figure 3.3(a) ) and two-element horizontal and vertical cliques (Figures 3.3(b)  and 3.3(c) ) [40] can be chosen. To model the smoothness of trajectories c p t , the potential V c should be such that adjacent similar trajectories belonging to the same object give a small value of V c (high probability), while dissimilar ones give a large value of V c . Also, dissimilar adjacent trajectories located across an occlusion boundary should give a small V c , since they belong to two differently moving objects. We define the potential function V c as follows:
where p i and p j are parameter vectors for trajectories at (x i , t) and (x j , t), respectively, and Γ(g tn ) is a positive-definite weight matrix depending on the observations. (< x i , x j >, t) ∈ Ψ l denotes the site of a motion discontinuity located between trajectory sites (x i , t) and (x j , t) which both belong to Λ c . This potential captures smoothness of the random field C p t ; for p i = p j , V c = 0. According to (3.27 ) the probability of having a particular trajectory at location (x, t) depends on the occlusion and motion discontinuity fields as well as on the observations. The dependence on local discontinuities is expressed through the multiplicative term 1 − l(< x i , x j >, t) in (3.29) [28] , [37] . For a line element "on" (l(< x i , x j >, t) = 1) no contribution (penalty) is added to the energy U c . Since the potential V c is non-negative, such a contribution would lower the probability of c(τ ; x i , t). Thus, a jump in trajectory parameters is not penalized if a motion discontinuity had been detected. Note that in equation (3.27) the energy U c does not depend on the occlusion field o t . We assume that sufficient information about occlusion boundaries is conveyed by the field l t , and thus that o t is not necessary here. To ensure that this assumption is valid, below we make the occlusion model dependent on motion discontinuities l t .
The dependence of probability (3.27) on the observations is expressed through the weight matrix Γ(g tn ) in (3.29) . This matrix permits different weighting of horizontal and vertical parameters of c p t as well as of lower and higher order parameters. If Γ is the identity matrix, the Euclidean norm results. In general, Γ(g tn ) does not have to be diagonal, and may include off-diagonal entries, thus causing cross-terms to appear in the potential function. Also, it may depend on the observations g tn to allow suitable adaptation of motion properties to local image structure. This kind of adaptive smoothness constraint for the case of linear trajectories (3.5) has been proposed in [47] .
At this point we must specify the functional form of c p t in order to compute the potential (3.29). In the case of linear trajectory model (equation (3.5)) the parameter vector p i takes the following form:
where v x and v y are horizontal and vertical components of velocity v, respectively [35] . Thus, Γ becomes a 2 × 2 matrix. A natural extension of the linear model is a quadratic trajectory model accounting for acceleration of image points, which can be described by the equation
2 , x ∈ V(τ ; t). 
Γ is a 4 × 4 matrix. Higher-dimensional approximations to trajectories c p t can be obtained similarly.
Occlusion model
The state space for each occlusion label o(x, t) consists of a number of states depending on the cardinality of the set I t and on the configurations chosen; in Table 3 .1 two examples with 3 and 5 states, respectively, are given. Thus, as the occlusion model for o t we use a discrete-valued scalar MRF model described by the following Gibbs distribution
with Z o and β o being constants. The energy function U o is defined as follows:
where θ o is an occlusion clique and Θ o is the set of all occlusion cliques derived from the neighborhood system N o defined over the lattice Λ c of motion trajectories. Thus, it is natural to choose the first-order neighborhood system N 1 c and two-element horizontal and vertical cliques (Figure 3.3) . Additionally, we use single-element cliques. Other configurations are possible as well.
The potential function V o provides a penalty associated with an occlusion state; otherwise energy (3.17) could be reduced freely by a suitable choice of occlusion states. V o is usually expressed in a tabulated form. It can be expected that a typical occlusion field consists mostly of patches of pixels labeled as visible, and some smaller clusters of pixels labeled as exposed or covered. To penalize the introduction of a label, in addition to the horizontal and vertical cliques from Figure 3 .3, single-element cliques are used as well. For the 3-state occlusion field presented in Table 3 .1(a), the choice of potential values is similar to the one used in [13] and is shown in Figure 3 .4. To ensure that occlusion states get clustered, V o = 0 (high probability) for adjacent identical labels, and a high value of V o (low probability) for different labels should be specified ( Figure 3.4(b) ). The boundaries between different patches are expected to be occlusion boundaries, which as mentioned above should coincide with motion discontinuities. To achieve this goal, the dependence of the potential function V o on field l t is utilized. V o is set to 0 whenever two different occlusion states are separated by a motion discontinuity (l(< x i , x j >, t) = 1). Finally, discontinuities in areas of identical occlusion labels are discouraged by assigning a high value to V o ( Figure 3.4(b) ). The total potential for a given occlusion label is defined as a sum of potentials for single-element and two-element cliques V o = V A + V B (Figure 3.4) .
Motion discontinuity model
The motion discontinuity model is based on binary MRF L t , and is described by the Gibbs distribution Figure 3 .4: Costs associated with various configurations (up to rotation and permutation) of occlusion cliques for the 3-state occlusion field (Table 3 .1(a)); (a) single-element cliques; (b) two-element cliques.
V B121 (circle: moving/stationary pixel; open square: exposed pixel; filled square: covered pixel; filled rectangle: line element "on"). with Z l and β l being the usual constants. U l is the energy function defined as follows:
where θ l is a motion discontinuity clique and Θ l is the set of all such cliques derived from neighborhood system N l defined over Ψ l . The potential function V l provides a penalty associated with introduction of a discontinuity. In order to model continuity of motion boundaries, a sufficiently large neighborhood system N l for the "dual" sampling structure Ψ l should be used [40] . Example of such a neighborhood system is shown in Figure 3 .5. In Note that the a priori probability of the line process (3.35) is conditioned on the observations g tn . It means that image information should be considered when computing l t . In general, a 3D scene giving rise to a motion discontinuity also contributes to an intensity edge. Only under specific circumstances does a motion discontinuity not correspond to an edge of intensity. Hence, we assume that the introduction of a motion discontinuity should coincide with an intensity edge. To enforce such a coincidence, we use single-element cliques with potential V E assuming a high value whenever a motion discontinuity does not match an intensity edge. This can be done in two ways. We can detect intensity edges first, and then set potential V E to a large value whenever motion discontinuity is attempted at locations where no intensity edge is present [28] . The other approach is to make V E inversely proportional to a norm of the local image gradient [37] . The total potential for a given motion discontinuity is defined as a sum of potentials for single-element and four-element cliques (Figure 3 .6).
A posteriori probability and cost function
In preceding sections we have defined the correspondence, trajectory, occlusion and motion discontinuity models through Gibbs distributions (3.14), (3.27), (3.33) and (3.35), respectively. We combine these probabilities using the Bayesian decomposition (3.6) to obtain the following Gibbs distribution:
where Z is a new normalizing constant incorporating the probability p(G n t |g tn ) from (3.6), as well as
(3.38)
The constituent energies are defined in (3.17), (3.28), (3.34) and (3.36) respectively, and λ c = 1/β c ,
The a posteriori probability (3.37) may lead to different Bayesian solutions of the motion estimation problem. For example, it may be used in the Maximization of A Posteriori Probability [35] or in the Minimization of Expected Cost [36] . We will use the first criterion since for Gibbs-Markov models it leads directly to minimization of the following multiple-term cost function 5 :
(3.39)
5 Due to parametrization of motion trajectories the estimate ct is equal to the field of trajectories determined by the parameter vector p: c p t .
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The functional to be minimized consists of four terms: U g is a matching energy for all K components and describes the ill-posed problem of matching the data G t by the motion field c p t ; U c is responsible for conforming to the properties of the a priori trajectory model; U o models occlusion areas; and U l allows for occasional motion discontinuities. The four-term formulation of the energy function (3.38) can be viewed as regularization of the original correspondence problem.
In the formulation (3.39) the ratios of λ's play an important role weighting the confidence in the data and in the a priori models. A modification of any λ has an effect on the estimate; however the magnitude of this effect is highly dependent on the data itself. The parameters β g , β c , β o and β l , which characterize individual models, are difficult to compute. When MRFs are used in estimation of such observables as images or textures, β's can be estimated by analyzing a number of samples (training process), and then used to perform estimation on some other data. The success of the estimation is highly dependent on the similarity between the real data and the model (the training data). In the case of estimating an unobservable such as motion, it is not clear how to compute β's and thus they are usually chosen ad hoc.
Solution method
Minimization (3.39) is a very difficult task for two reasons. First, there are hundreds of thousands of unknowns to be found; for a typical 512×512 image, there are 262,144 vectors of trajectory parameters (minimum 2-D), 262,144 occlusion labels and 523,264 motion discontinuities. Secondly, the cost function under minimization is not convex. Thus, it is very likely that multiple minima exist. Additionally, the cost function is not differentiable since some energies are not expressed analytically but are obtained from look-up tables of potential values.
Consequently, a minimization method is sought which can handle hundreds of thousands of variables, which can find the global optimum and which can deal with non-differentiable functions. A method satisfying all three requirements is simulated annealing [32] , [19] which is a stochastic search algorithm. This method is a computer simulation of the process of annealing of solids; the behavior of a solid is simulated by generating sample configurations from a Gibbs distribution with a suitable energy function divided by a "temperature" parameter T . The sample configurations are produced using stochastic relaxation such as the Metropolis algorithm [43] or the Gibbs sampler [19] . Initially T is chosen to be sufficiently high to generate a full range of configurations, even the unlikely ones. This assures avoidance of local minima and is equivalent to melting the solid. As the process evolves, T is very slowly reduced. It has been shown [19] , that if the reduction of T is sufficiently slow, then the system attains (in a limit) the state of minimal energy.
Simulated annealing has been proposed as the solution method for MAP estimation of 2-D motion [40] . The method has been applied to the case of linear motion (equation (3.5)) without occlusions (λ o =0) for scalar [40] and vector (K=3) [38] observations. In fact, two types of simulated annealing algorithms for the estimation of 2-D motion have been proposed: a discrete state space algorithm and a continuous state space one. In the first case, a priori precision (quantization step) is chosen and only vectors satisfying the precision constraint are generated. In the second case, a local approximation of the Gibbs distribution by a Gaussian leads to a Gauss-Newton iterative update with an additional T -dependent stochastic update. This equation is a variant of the diffusion equation proposed in [20] for global optimization. In the limit with T → 0, the stochastic term disappears resulting in a deterministic Gauss-Newton algorithm.
By instantaneously "freezing" the system (T = 0), equivalent deterministic methods can be obtained. For example, the discrete state space simulated annealing results in pixel matching with smoothness constraints, while the continuous state space one leads to equations similar to those proposed in [27] , [28] .
Once all three fields have been updated, the process is repeated until no reduction of energies can be observed. This approach usually leads to good results.
The stochastic algorithms for linear motion with piecewise smoothness have been shown to perform very well on synthetic and natural images [40] . These algorithms are, however, very demanding computationally and require from one (for the continuous state space) to two (for the discrete state space) orders of magnitude more time than deterministic algorithms. In a direct comparison [39] , the stochastic algorithms perform better than equivalent ("frozen") deterministic ones both in terms of the cost function value and subjective evaluation. The improvement is particularly pronounced for some cases of ambiguous data with synthetic motion [39] . For typical video images, however, the improvement is small.
Other methods have been proposed to minimize variants of energy (3.38) for the case of linear trajectories and scalar data. For example, the simplest cost function, using only matching and motion energies, proposed in [35] , has been optimized using mean field annealing [1] . Also, method called Highest Confidence First (HCF) [11] has been used to optimize the three-term energy (with additional motion discontinuity energy) [9] .
Estimation over a hierarchy of resolutions
Both stochastic estimation methods summarized in the preceding section as well their deterministic counterparts are inappropriate for the estimation of fast motion (large displacements). The computational complexity of discrete state space algorithms becomes prohibitively large because the state space for each trajectory grows very rapidly with the maximum allowed displacement. On the other hand, the continuous state space methods fail when certain underlying assumptions are violated. For example, to simplify U g (Section 3.2.7) small displacements are assumed so that local intensity linearity holds; this linearity does not hold for large displacements.
In
To deal with the above problems various multiresolution methods have been proposed for motion estimation. One class of such methods uses coarse-to-fine strategy to compute motion. First, a pyramid of observations is constructed by low-pass or band-pass filtering and subsampling (usually by 2 in both directions) [8] . Then, a pyramid of fields to be estimated is built by similar subsampling. Estimation starts at the top of the pyramid. Since only a fraction of the field must be computed and since distances between field elements (e.g., trajectories) are relatively large, the convergence is very rapid. Once an estimate is obtained, it is propagated to a lower level by an appropriate operator, such as interpolation. The process is repeated until an estimate is obtained at full resolution. At each level any of the methods discussed in the preceding section can be used. For example, a matching algorithm for the estimation of discrete displacements has been proposed in [2] (see Chapter 1 in this book as well). Also, gradient-based methods for the continuous state space have been suggested in [23] , and [17] .
A similar multiresolution approach has been proposed for Gibbs-Markov models of motion [36] . Markov models at different levels of hierarchy have been linked by experimentally established parameters. Stochastic algorithms for discrete and continuous state space, and piecewise-smooth motion model (including motion discontinuities) have been given in [40] . Since subsampling of the observations aims only at efficient storage, no subsampling has been applied to images, thus resulting in a constant-width observations pyramid. The filtering of the observations has been used, however, as it is essential for gradient-based methods (reduction of degree of violation of local intensity linearity assumption). The same filtering, although not essential, is helpful in discrete matching methods because it reduces ambiguity due to local detail. Unfortunately, the filtering may also introduce unwanted artifacts, such as confusion of objects with background, which usually leads to locally unreliable estimates.
The above arguments suggest that for discrete state space methods it may be possible to use an estimation pyramid and raw data with no filtering or subsampling. Such a method, called multiscale estimation has been proposed for globally smooth linear motion (displacements) based on Markov hierarchical model [25] . In this approach Markov models at higher levels of the hierarchy have been rigorously derived from the full resolution model. This method belongs to another class of coarse-to-fine algorithms where instead of subsampling, the size of a block in which all estimates are kept constant varies from level to level. In this way a hierarchy of detail scales of an estimated field is obtained. The method has been reported to give results very similar to those obtained by stochastic monoresolution techniques [35] and superior to results obtained by deterministic multiresolution methods using filtering and subsampling of observations [39] .
Motion-Compensated Processing
This section presents a number of applications of 2-D motion estimates to motion-compensated processing of video signals for coding, enhancement or standards conversion. The first application is predictive coding, in which we encode information along motion trajectories, where redundancy is highest. The second application is in noise reduction, where low-pass filtering along motion trajectories can be used to reduce the level of additive noise with little effect on picture content. We then discuss motion-compensated sampling structure conversion, which is a problem of spatiotemporal interpolation. Examples are frame rate increase, interlace-to-progressive conversion, and general standards conversion (e.g., NTSC ↔ PAL, or NTSC ↔ HDTV).
Motion-compensated prediction
Predictive coding is the most widely used technique for temporal redundancy reduction, and is incorporated in some way in most existing or proposed image coding standards, from low resolution teleconferencing [42] to HDTV [21] , [60] . Motion trajectory estimates are used to predict an image field from previous fields using samples along the same estimated trajectory. The prediction error is then encoded and transmitted. Motion-compensated predictive coding is normally accomplished using the DPCM structure with a configuration similar to that shown in Figure 3 .7. In the DPCM encoder, the input g r to the predictor is equal to the image reconstructed at the receiver (in the absence of transmission errors). Both the input g and the reconstructed signal g r can potentially be used as input to the motion estimation process. If only g r is used, the receiver can duplicate the same operations, and motion information need not be transmitted. However, that may compromise the accuracy of the motion trajectory estimates and reduce coding efficiency. Since it is known that motion fields can be coded efficiently [51] , we can use the original image to get the best possible motion field estimate and transmit it as side information.
The goal of prediction is to determine an estimate g(x, t) of the image g(x, t) on the image sampling lattice. Thus, we must estimate a field of motion trajectories terminating at (x, t), x ∈ (Λ g ) t and passing through M previous fields using methods of the previous sections. The prediction is then given by
where M is the predictor order and c p (τ ; x, t) is the trajectory terminating at (x, t) determined by the estimated parameter vector p(x, t). In the case of first order prediction,
where b is usually taken to be unity due to the high correlation along motion trajectories and the fact that this gives perfect prediction in flat areas, where the viewer is most sensitive to distortions. For higher order prediction, the coefficients can be determined by estimating the correlation function along motion trajectories and solving the normal equations to get minimum mean square prediction error. Specifically, the coefficients b m are chosen to minimize
By the orthogonality principle, the optimal coefficients satisfy the normal equations Rb = r where for m = 1, 2, . . . , M 47) and for for k, m = 1, 2, . . . , M
To a first approximation, the correlations can be estimated using the input signal along estimated motion trajectories (i.e., ignoring the spatial block quantizer in the DPCM loop) over a representative training set containing a wide variety of images and motion trajectories. In many cases, it may be advantageous to use coefficients that depend on the motion field, since the correlation function along trajectories may depend on the motion (i.e., on p). Interlace plays an important role in the form of the correlation function along a trajectory, since intrafield spatial aliasing may be present. With reference to Figure 3 .8(a), for trajectory i the correlation with field t −2 may be greater than with field t −1 , while for trajectory iii the opposite is true. A prediction with motion-dependent coefficients takes the form
In this case, we must solve the equation
for each p of interest. In order to determine the correlations that specify r(p) and R(p), the parameter vectors can be clustered into classes within which the correlation function is similar, and the normal equations would then need to be solved for each of these classes. Another approach to motion-adaptive prediction, that is based on linear trajectories and is applicable to second order prediction for interlaced sequences, is [12] 
This adaptive prediction can also be used to form the matching energy for the objective function used in the motion estimation phase
Since ξ is a continuous function of d, it can be used without problems in the gradient descent algorithms described previously. This method was shown to perform better than either fixed previous field or fixed second previous field prediction on a variety of image sequences [12] .
Motion-compensated noise reduction
Random noise can be a significant impairment in video signals. Many techniques for image filtering to reduce perceived noise level have been studied, such as Wiener filtering or non-linear filtering (e.g., median filtering) [29] , [52] . The major difficulty is to distinguish between noise and image information. If spatiotemporal motion trajectories are known, most random temporal variation along the trajectory can be attributed to noise. Thus, one-dimensional processing along motion trajectories is an attractive approach for noise reduction. We assume in the following that motion trajectory estimates are available for the noisy sequence. They may either be estimated from the noisy sequence by a robust motion estimation algorithm, or from the original uncorrupted sequence and assumed to be available as side information that was transmitted in a noiseless fashion (e.g., digitally, in a hybrid analog/digital transmission scheme [57] ).
Let g(x, t) be the noisy input image. The idea is to perform a one-dimensional filtering for each (x, t) of the 1-D signal s(τ ; x, t) = g(c(τ ; x, t), τ ). If FIR filtering is used, this can be expressed as
As in the previous section, the b m could be determined from knowledge of the correlation function of the image along the trajectory by solution of the normal equations. However, a fairly high filter order is required to obtain adequate noise reduction, which is likely to be too costly in terms of frame memories. Furthermore, it may be difficult to accurately specify motion trajectories over long time periods. A very attractive alternative is recursive filtering which uses only a few frames of delay. An all pole motion-compensated recursive filter has the form
The transfer function of the 1-D filter operating along the motion trajectory is
This can be represented by the block diagram shown in Figure 3 .9, where P (z) = M m=1 b m z −m has the form of a predictor. Thus, this component can be designed using the methods of the previous section. For progressively scanned image sequences, a first order filter of the form
is suitable. This low-pass filter increasingly attenuates noise as the parameter γ approaches 0; it can be shown that the increase in SNR when the true image intensity is constant on the motion trajectory is given by 10 log 10 (2 − γ)/γ dB [16] . For γ = 1, there is no filtering. For interlaced sequences, a second order temporal filter is advantageous for the same reasons cited for the case of prediction. In this case, the noise reduction filter takes the form
(3.58)
The motion-compensated filters described above perform well when motion is uniform and correctly estimated. In practice, due to effects such as occlusion or complex motion, the image intensity is not constant along the estimated motion trajectory. The filtering will then significantly impair the image. The value of the "prediction error" e(x, t) can be used as an indicator of whether filtering should be performed. If e(x, t) is relatively small (relative to the noise level), it can be assumed that the motion trajectory estimate is accurate enough and filtering should be performed. However, if e(x, t) is large, we assume that filtering should be reduced or disabled. This can be achieved by replacing the multiplier γ with a memoryless nonlinearity having the desired effect: the output of the nonlinearity is γ(e) · e where γ(e) has a form such as shown in Figure 3 .10. The overall noise reduction system is then as shown in Figure 3 .11.
A study of this system showed that on a variety of image sequences, a good choice of parameters was P 1 = 10, P 2 = 20, γ 1 = 0.3 and γ 2 = 1.0 when the noise standard deviation was 5.0. A clear subjective improvement in image quality was noted for all sequences [7] .
Motion-compensated interpolation
Interpolation refers to the process of filling in missing samples in a signal based on neighboring samples. If the signal has been sampled respecting the multidimensional Nyquist criterion, the interpolation can be carried out by fixed interpolation filters with good results. However, video signals are often sampled in space-time in a way that the Nyquist criterion is violated, so that aliasing is present and fixed interpolation filters do not give good results. This is particularly true with respect to temporal sampling, as described in [15] . Motion-compensated interpolation along motion trajectories can overcome the limitations of fixed filtering.
Two cases arise in spatiotemporal interpolation. The first case is when no input data is available at the time instant t for which interpolation is being carried out. In other words, an image field is being generated at a time for which no input image field exists, as in Figure 3.2(a) . This is the case for applications such as field rate standards conversion (e.g., between 50 Hz and 60 Hz), up-conversion Figure 3 .9: All-pole temporal recursive filter. In Motion Analysis and Image Sequence Processing, ch. 3.8, Kluwer Acad. Pub., 1993
from temporally subsampled signals, and field rate increase to reduce display artifacts or for slowmotion portrayal. In this case, purely temporal interpolation is involved. The second case is when input image samples exist at the given time (as in Figure 3.2(b) ), but spatial aliasing may be present due to a non-orthogonal sampling structure, such as in interlaced sampling. In this case, temporal interpolation may give better results than spatial interpolation, and should be incorporated into the overall interpolation algorithm, perhaps jointly with spatial interpolation. Motion-compensated interpolation takes the form 59) where the trajectory covers only points visible at (x, t). Since the intensity varies slowly along the motion trajectory, fairly simple 1-D filters can be used, such as equal coefficients b j = 1/|I x t |, or coefficients that decrease with distance from t. As with prediction and noise reduction, the coefficients can be made dependent on the motion trajectory parameters, and thus on position with respect to the sampling lattice. It should be noted that errors in motion estimates can lead to erroneously interpolated values that can seriously impair the picture, thus making highly reliable motion estimates a necessity for motion-compensated interpolation. If the field to be interpolated is available at the motion estimation phase (as in some coding systems where the motion field is transmitted) much better interpolation results can often be obtained [13] .
In the second case of spatiotemporal interpolation, the motion-compensated interpolation should be combined with a spatial interpolation. As an example, consider the conversion of an image sequence from interlaced to progressive format. Referring to Figure 3 .8, we see that if the vertical component of the motion is near zero, a motion-compensated temporal interpolation will be effective (where the horizontal motion is compensated). However, as the vertical velocity increases, the temporal interpolation is less effective and spatial interpolation might as well be applied. Thus the overall interpolation scheme is given by g(x, t) = ξ g T (x, t) + (1 − ξ) g S (x, t) (3.60)
where g T (x, t) is obtained by motion-compensated temporal interpolation, as in equation (3.59) , and g S (x, t) is obtained by spatial interpolation. The coefficient ξ can be based simply on d y as previously, or it can be based on a more complex local analysis comparing the relative efficacy of temporal versus spatial interpolation [49] . The spatial interpolation can be a simple fixed vertical interpolation, such as cubic interpolation. However, because of the significant spatial aliasing present in single fields of interlaced sequences, more sophisticated spatial interpolation schemes may be advantageous. For example, directional interpolation based on local orientation analysis has been shown to provide a useful improvement in interpolation of diagonal edges, reducing the serration effect produced by pure vertical interpolation [50] .
Summary
Estimates of 2-D motion are required in order to perform different types of temporal processing of time-varying images along trajectories of motion. In this chapter, we have presented a general Bayesian formulation for the estimation of motion trajectories from observed image sequences. By an appropriate parametrization of the trajectories, the formulation can handle nonlinear trajectories that result from accelerating motion. Occlusion effects such as newly exposed or disappearing image features are also included. General multichannel image observations (e.g., three color components) are assumed and incorporated into a vector image formulation. A maximum a posteriori probability (MAP) estimation criterion has been developed on the basis of a number of models: a model for the observation process, a structural model relating the unknown motion to the underlying image, and an a priori model of the motion field, including occlusion and discontinuity tags. Most estimation criteria that have been proposed can be seen to be special cases of this general formulation. Some of these special cases have been identified.
We have pointed out methods appropriate for minimization of the resulting cost function, specifically stochastic and deterministic relaxation methods. The importance of multiresolution and multiscale methods in efficient localization of a near global optimum has also been addressed.
Several applications of motion-compensated processing to the problems of prediction, interpolation and smoothing have been discussed. General methods for motion-compensated predictor design have been proposed, including some methods that can deal with the problematic effects of interlace. These predictors can be used in both motion-compensated coding and motion-compensated noise reduction. Finally, motion-compensated spatiotemporal interpolation, required for effective sampling structure conversion, has been addressed.
Many aspects of the general formulation presented remain to be investigated, and the relative importance of many of its features must be established. We believe that this formulation can be a useful framework for further research in advanced motion estimation and compensation techniques.
In Motion Analysis and Image Sequence Processing, ch. 3.8, Kluwer Acad. Pub., 1993 or every pair of sites in θ are neighbors, i.e., x i ∈ η(x j ) ∀{x i , x j } ∈ θ. The set of all cliques is denoted by Θ. Examples of low-order cliques are shown in Figures 3.3 and 3 .5.
Let υ be a sample field from random field Υ defined over Ψ and over state space S. A Gibbs distribution with respect to Ψ and N is a probability measure π on S such that V (υ, θ) is called a potential function, and depends only on those samples from υ which belong to the clique θ. Z is called a partition function and is a normalizing constant such that π is a probability measure. β is a parameter called natural temperature.
A MRF can be uniquely characterized by a finite-dimensional joint probability distribution, and thus all initial and transitional (conditional) probability distributions are needed. This approach is cumbersome, because the conditional probability distributions must satisfy certain consistency conditions [5] , and because the computation of the joint distribution is usually difficult. Also, the relationship between the form of a conditional probability distribution and the characteristic properties of a sample field is not obvious. A clear and simple relationship can be provided, however, through the HammersleyClifford theorem [55] , [5] which states that if Υ is a MRF on Ψ with respect to N , then the probability distribution of its sample realizations is a Gibbs distribution with respect to Ψ and N . This unique characterization of a MRF by a Gibbs distribution results in a straightforward relationship between qualitative properties of a MRF and its parameters via the potential functions V . Extension of the Hammersley-Clifford theorem to vector MRFs is straightforward (only a new definition of a state has to be provided).
