Abstract. The tensor product of a positive and a negative discrete series representation of the quantum algebra Uq su(1, 1) decomposes as a direct integral over the principal unitary series representations. Discrete terms can appear, and these terms are a finite number of discrete series representations, or one complementary series representation. From the interpretation as overlap coefficients of little q-Jacobi functions and Al-Salam and Chihara polynomials in base q and base q −1 , two closely related bilinear summation formulas for the Al-Salam and Chihara polynomials are derived. The formulas involve Askey-Wilson polynomials, continuous dual q-Hahn polynomials and little q-Jacobi functions. The realization of the discrete series as q-difference operators on the spaces of holomorphic and anti-holomorphic functions, leads to a bilinear generating function for a certain type of 2ϕ1-series, which can be considered as a special case of the dual transmutation kernel for little q-Jacobi functions.
Introduction
The Askey-scheme of hypergeometric and basic hypergeometric orthogonal polynomials, see [14] , consists of polynomial systems which can be defined in terms of hypergeometric or basic hypergeometric functions. On top of the Askey-scheme is a four parameter family of orthogonal polynomials, introduced by Askey and Wilson in [5] , called the Askey-Wilson polynomials. The other families can be derived by limit transitions from the Askey-Wilson polynomials. The Al-Salam and Chihara polynomials are Askey-Wilson polynomials with two parameters equal to zero. In this paper we use representation theory of the quantized universal enveloping algebra U q su(1, 1) to derive two bilinear summation formulas for the Al-Salam and Chihara polynomials in base q and q −1 , involving Askey-Wilson polynomials, continuous dual q-Hahn polynomials and little q-Jacobi functions, and we discuss some consequences.
Most of the hypergeometric polynomials in the Askey-scheme are related to the representation theory of Lie groups and Lie algebras, e.g. the polynomials appear as matrix coefficients of irreducible unitary representations, see e.g. [20] and [26] and references therein. In the same way most of the basic hypergeometric polynomials are related to representation theory of quantum groups and quantum algebras. Using representation theory one can obtain several identities, such as generating functions or convolution identities, for special functions of (basic) hypergeometric type. One method to find such identities uses representations of a Lie algebra, and is due to Granovskii and Zhedanov [9] . The idea is to consider (generalized) eigenvectors of a certain element of the Lie algebra, which acts as a recurrence operator in an irreducible representation. From the tensor product decomposition, one can find identities for the eigenvectors. Especially one finds identities for the special functions that appear as overlap coefficients. This idea is used by Koelink and Van der Jeugt [19] , where tensor products of positive discrete series representation of the Lie algebra su(1, 1) are used to obtain convolution identities for orthogonal polynomials. In [19] the method is also applied to tensor products of positive discrete series representations of the quantum algebra U q su (1, 1) . In that case the operators considered, are related to so-called twisted primitive elements in order to control the action in the tensor product representations.
In [10] the method is used on the tensor product of a positive and a negative discrete series representation of the Lie algebra su (1, 1) . In that case non-polynomial hypergeometric functions are needed, namely the Meixner function as defined in [22] , see also [15] . These Meixner functions can be considered as non-polynomial extensions of the Meixner polynomials. The goal of this paper is to find q-analogues of the results of [10] using representation theory of U q su (1, 1) . The method we use is different from the method applied in [10] .
The irreducible unitary representations of U q su(1, 1) are the discrete series representations, which act on ℓ 2 (Z ≥0 ), and the principal unitary series, the complementary series and the strange series representations, which all act on ℓ 2 (Z). We consider the tensor product of a positive and a negative discrete series representation. This tensor product decomposes as a direct integral over the unitary representations, see Kalnins and Miller [12] . A finite number of discrete terms can appear in the decomposition, and these discrete terms are discrete series or at most one complementary series representation. The strange series do not appear in the decomposition. As overlap coefficients related to the positive and negative discrete series representations, we find Al-Salam and Chihara polynomials in base q 2 , respectively in base q −2 . For the principal unitary series, we find little q-Jacobi functions, see [13] , [17] . So in this context, the little q-Jacobi functions can be considered as non-polynomial extensions of the Al-Salam and Chihara polynomials, see also [18] .
In section 2 we give the definition of the Askey-Wilson polynomials, their orthogonality relations and we give an (apparently new) generating function for these polynomials. This generating function plays a key role in this paper. Then we determine the exact decomposition of the tensor product of a positive and a negative discrete series representation of U q su(1, 1) by considering the action of the Casimir element. We find continuous dual q-Hahn polynomials as Clebsch-Gordan coefficients. In section 3 we determine (generalized) eigenvectors of a certain element in the various irreducible representations and in the tensor product representation. We determine the ClebschGordan coefficients for the bases of eigenvectors, which turn out to be Askey-Wilson polynomials. As a result, see theorems 3.9 and 3.10, we obtain two summation formulas involving Al-Salam and Chihara polynomials, continuous dual q-Hahn polynomials, Askey-Wilson polynomials and little q-Jacobi functions. In section 4 we realize the generators of U q su (1, 1) in the positive and negative discrete series representations as q-difference operators on the space of holomorphic, respectively anti-holomorphic functions. The eigenvectors for the discrete series now become known generating functions for Al-Salam and Chihara polynomials. From these realization of the eigenvectors, we derive a bilinear generating function for a certain type of 2 ϕ 1 -series, see theorem 4.4 This gives a quantum group theoretical proof of a special case of the dual transmutation kernel for the little q-Jacobi functions, which has recently been found by Koelink and Rosengren [16] .
Notations. Throughout this paper we assume 0 < q < 1. We use the notation for basic hypergeometric series and q-shifted factorials as in the book of Gasper and Rahman [8] , i.e.
The r ϕ s -series converges absolutely for all z if r ≤ s, for |z| < 1 if r = s + 1 and diverges for r > s + 1. The s+1 ϕ s -series has a unique analytic continuation to
We often use the analytic continuation implicitly.
A basic hypergeometric series is called very-well-poised if r = s + 1 and
We use the notation for a very-well-poised basic hypergeometric series as in [8 
If dm is a positive measure on R, we denote by dm 1 2 the positive measure with the property that dm is the product measure of dm 1 2 with itself, restricted to the diagonal. Acknowledment. I thank Erik Koelink for comments on previous versions.
Decomposition of tensor product representations
In this section we consider the quantized universal enveloping algebra U q su(1, 1) and the irreducible representations. We decompose the tensor product of a positive and a negative discrete series representation into a direct integral of principal unitary series. Under certain conditions discrete terms appear in the decomposition. These discrete terms are a finite number of negative discrete series representations, or one complementary series representation. Also we find continuous dual q-Hahn polynomials as Clebsch-Gordan coefficients, cf. Kalnins and Miller [12] .
2.1. The quantized universal enveloping algebra U q su(1, 1) . U q su(1, 1) is the unital, associative, complex algebra generated by A, B, C and D, subject to the relations
The Casimir element
is a central element of U q su(1, 1) . The algebra U q su(1, 1) is a Hopf * -algebra with comultiplication ∆ given by
The * -structure is defined by
The irreducible unitary representations have been determined by Burban and Klimyk [6] . There are five classes of irreducible unitary representations of U q su(1, 1) :
Positive discrete series. The positive discrete series π + k are labeled by k > 0. The representation space is ℓ 2 (Z ≥0 ) with orthonormal basis {e n } n∈Z ≥0 . The action is given by
(2.3)
Negative discrete series. The negative discrete series π − k are labeled by k > 0. The representation space is ℓ 2 (Z ≥0 ) with orthonormal basis {e n } n∈Z ≥0 . The action is given by
(2.4)
Principal unitary series. The principal unitary series representations π P ρ,ε are labeled by 0 ≤ ρ ≤ − π 2 ln q and ε ∈ [0, 1), where (ρ, ε) = (0, 1 2 ). The representation space is ℓ 2 (Z) with orthonormal basis {e n } n∈Z . The action is given by
(2.5)
splits into a direct sum of a positive and a negative discrete series representation: π P 0,
. The representation space splits into two invariant subspaces: {e n | n < 0} ⊕ {e n | n ≥ 0}.
Complementary series. The complementary series representations π C λ,ε are labeled by λ and ε, where ε ∈ [0, 1 2 ) and λ ∈ (− 1 2 , −ε), or ε ∈ ( 1 2 , 1) and λ ∈ (− 1 2 , ε − 1). The representation space is ℓ 2 (Z) with orthonormal basis {e n } n∈Z . The action is given by
The fifth class consists of the strange series representations. The strange series representations do not appear in the decomposition of the tensor product of a positive and a negative series representation, therefore we do not need them in this paper.
Note that the operators are unbounded, with common domain the set of finite linear combinations of the basisvectors. The operators in (2.3)-(2.6) define * -representations in the sense of Schmüdgen [24, Ch.8].
2.2. Tensor product of positive and negative discrete series representations. The decomposition of the tensor product of a positive and a negative discrete series representation, has been determined by Kalnins and Miller in [12] . They find continuous dual q-Hahn polynomials as Clebsch-Gordan coefficients. The continuous dual q-Hahn polynomials are a subclass of the Askey-Wilson polynomials p n , defined by (see Askey 
w(cos θ) = w(cos θ; a, b, c, d|q) = 1 2π
, where x k = µ(eq k ) for e any of the parameters a, b, c, d. Here and elsewhere µ(y) = 1 2 (y + y −1 ). The sum is over k ∈ Z ≥0 such that |eq k | > 1. If we assume e = a, we have
For future references we give an (apparently new) generating function for the Askey-Wilson polynomials. Next we write out the 8 ϕ 7 -series as a sum, so S becomes a double sum, which is absolutely convergent. We interchange summations
and we use
then after some cancellations we have c n,m p n (cos θ; a, b, c, d|q),
The continuous dual q-Hahn polynomials P n are obtained from the Askey-Wilson polynomials by taking d = 0; P n (cos θ) = P n (cos θ; a, b, c|q) = p n (cos θ; a, b, c, 0|q) = a −n (ab, ac; q) n 3 ϕ 2 q −n , ae iθ , ae −iθ ab, ac ; q, q .
The orthonormal continuous dual q-Hahn polynomials P n are orthonormal with respect to the measure dm(·; a, b, c|q) = dm(·; a, b, c, 0|q) and they satisfy the recurrence relation 2y P n (y) = a n P n+1 (y) + b n P n (y) + a n−1 P n−1 (y), (2.12) where
In [12] the decomposition of the tensor product π
is found by considering the action of the Casimir element Ω in this tensor product representation. Since our main focus is on special functions, we need to know the Clebsch-Gordan decomposition and the matrix elements of the intertwiner exactly. Therefore we repeat the proof given in [12] in somewhat more detail.
From (2.1) and (2.2) we find
We define elements f
and we define the space H p by
For fixed p we let ∆(Ω) act on finite linear combinations of elements f p n . We see by a straightforward computation that (
∆(Ω) + 2 can be identified with the three term recurrence relation for the continuous dual q-Hahn polynomials (2.12) in base q 2 with parameters
Proposition 2.3. The operator Λ p defined by
is unitary and intertwines π
Here and elsewhere M denotes the multiplication operator, i.e. M f g(x) = f (x)g(x).
∆(Ω) resticted to H p extends to a bounded self-adjoint Jacobi operator on H p , see Akhiezer [1] . The intertwining now follows from (2.12). Since Λ p maps an orthonormal basis onto another, Λ p is unitary.
We define a map ϑ :
Then ϑ is an algebra homomorphism and from (2.3) and (2.4) we find π
is a quasitriangular Hopf-algebra we have π
, where the intertwiner is induced by the universal R-matrix, see [7, §4.2, §6.4] . So (π
This shows that the case k 2 ≥ k 1 gives results similar to the case k 1 ≥ k 2 . So from here on we assume k 2 ≥ k 1 .
From proposition 2.3 follows that the spectrum of π
∆(Ω) can be read off from the support of the orthogonality measure dm(·; a, b, c|q 2 ), with a, b, c as in (2.13). The measure always has an absolutely continuous part, and possibly a finite set of discrete mass points when one of the parameters is greater than one. We distinguish three different cases.
2 the measure dm in proposition 2.3 is absolutely continuous and has support [−1, 1] for all p ∈ Z. For this part we recognize the action of Ω in the principal unitary series from (2.5), using e iθ = q 2iρ . From the action of A in the tensor product representation, π
where L is the unique non-negative integer such that ε ∈ [0, 1).
(ii) If k 1 + k 2 < 1 2 the measure dm in proposition 2.3 has one discrete mass point outside [−1, 1] for all p ∈ Z. In this case (q 2k 1 +2k 2 −1 + q 1−2k 1 −2k 2 − 2)/(q −1 − q) 2 is also an eigenvalue of π
We recognize the action of Ω in the complementary series representation from (2.6) with λ = −k 1 − k 2 . Again from the action of A in the tensor product representation we find
, then the support of dm in proposition (2.3) contains finitely many points outside [−1, 1]. The number of discrete points depends on p. These discrete mass points correspond to eigenvalues of π
Here j = 0, . . . , K for p ≤ 0, and K is the largest integer such that
. . , K and for p > K there are no discrete mass points. Here we recognize the action of Ω in a discrete series representation from (2.3) and (2.4). From the action of A in the tensor product representation we find that this is a negative discrete series representation with label
We have the following decomposition.
Theorem 2.4. For k 1 ≤ k 2 the decomposition of the tensor product of positive and negative discrete series representations of U q su(1, 1) is
14)
where P n is an orthonormal continuous dual q-Hahn polynomial with parameters a, b, c given by
We can also give the inverse of (2.14) explicitly, e.g. if no discrete terms occur in the decomposition of the tensor product, the decomposition of
where a, b and c are given by (2.13).
Proof. First we concentrate on the case
only has an absolutely continuous part, which we denote by w(cos θ; a, b, c|q 2 )dθ. We have w(cos θ; a, b, c|q 2 ) = (q 2 , ab, ac, bc; q 2 ) ∞ 2π (e 2iθ ; q 2 ) ∞ (ae iθ , be iθ , ce iθ ; q 2 ) ∞ .
Observe that
We define a unitary operator Λ by 18) where e n−m−L is an orthonormal basisvector for the representation space of the principal unitary series, where e iθ = q 2iρ , and a, b, c are the parameters as in (2.15). We prove that Λ intertwines the action of A, B, C, D in the tensor product representation with the action in the direct integral representation, i.e.
We use (2.2), (2.3) and (2.4) to determine the action of B in the tensor product. For n 2 = n and
Here we use (2.17) and the contiguous relation
This relation can be verified by expanding
where
From (2.17) and the orthogonality relations for P n follows that c j = 0 for j < n − 1. We determine c n and c n−1 from the orthogonality relations and the leading coefficient lc of P n (cos θ; a, b, c|q 2 ),
Relation (2.20) can also be found from theorem 2.1 and remark 2.2, by substituting a → 0, d → aq and α → a.
For p ≤ 0 we find the intertwining property of Λ for the action of B in the same way, using the contiguous relation
This relation can be verified in the same way as (2.20) . We can check the intertwining property of Λ for the action of C similarly, or we can find it using B * = −C and the fact that Λ is unitary. For the action of A and D the intertwining property of Λ follows by a straightforward computation, using (2.2), (2.3), (2.4) and (2.5).
For k 1 + k 2 < 1 2 the measure dm 1 2 (·; a, b, c|q 2 ) has one discrete mass point. Now the intertwining operator Λ is defined similarly to (2.18), where in the discrete mass point e n 1 −n 2 −L is a standard orthonormal basisvector for the representation space of the complementary series.
2 (·; a, b, c|q 2 ) has finitely many discrete mass points. Again the intertwining operator is defined similarly to (2.18). Now in the discrete mass points the orthonormal basisvectors are (−1) n 1 −n 2 e k−n 1 −n 2 , where e k−n 1 −n 2 are the standard basisvectors for the representation space of the negative discrete series and k is the summation index for the discrete part of the measure as in (2.9).
Remark 2.5. Note that the strange series representations do not appear in the decomposition of theorem 2.4. The decomposition in theorem 2.4 looks similar to the decomposition of the tensor product of a positive and a negative discrete series representation of the Lie algebra su(1, 1), see [10] . However for the quantum algebra U q su(1, 1) the action of the Casimir in the tensor product is bounded, contrary to the Lie algebra case, where the action of the Casimir in the tensor product is unbounded.
Overlap coefficients
In this section we consider the action of a self-adjoint element Y s A in U q su(1, 1) , where Y s is a twisted primitive element. We determine (generalized) eigenvectors of this element in the discrete series, the principal unitary series and the complementary series representations. The AlSalam and Chihara polynomials and the little q-Jacobi functions appear as overlap coefficients. Then we consider the action of Y s A in the tensor product. We find the generalized "uncoupled" eigenvectors for the tensor product representation and the generalized coupled eigenvectors for the direct integral representation. The Glebsch-Gordan coefficients for the generalized eigenvectors turn out to be Askey-Wilson polynomials. As a result we obtain two summation formulas for the orthogonal polynomials involved. s n (cos θ) = s n (cos θ; a, b|q) = p n (cos θ; a, b, 0, 0|q) = a −n (ab; q) n 3 ϕ 2 q −n , ae iθ , ae −iθ ab, 0 ; q, q . (3.1)
The orthonormal Al-Salam and Chihara polynomialss n are orthonormal with respect to the measure dm(·; a, b|q) = dm(·; a, b, 0, 0|q) and they satisfy the following three-term recurrence relation 2ys n (y) = a nsn+1 (y) + q n (a + b)s n (y) + a n−1sn−1 (y),
In base q −1 > 1 the moment problem corresponding to the Al-Salam and Chihara polynomials is determinate for certain values of the parameters. If we rewrite the recurrence relation (3.2) for s n (y; a, b|q −1 ), usings n (y; a, b|q
we find the recurrence relation for P n (y); 
Remark 3.1. The Al-Salam and Chihara polynomials in base q −1 are closely related to the little q-Jacobi polynomials p n . The orthonormal little q-Jacobi polynomialsp n are defined by, see [3] , [8] , [14] ,p
The little q-Jacobi polynomials are orthonormal with respect to a discrete measure,
The dual orthogonality relations for the Al-Salam and Chihara polynomials in base q −1 , are the orthogonality relations for the little q-Jacobi polynomials. In fact
This can be shown by transforming the 3 ϕ 2 -series in the definition (3.1) for the Al-Salam and Chihara polynomials in base q −1 into a 2 ϕ 1 -series in base q −1 using [8, eq.(III.6)]. Next we write this expression in base q by
n(n−1) . 
where ψ n ∈ R is such that
Note that we use a slightly different definition than in [17] , [18] . The little q-Jacobi functions satisfy the recurrence relation 2xφ n (x) = a n φ n+1 (x) + q n (c + q) dr φ n (x) + a n−1 φ n−1 (x),
(3.
Note that more general conditions for orthogonality can be given, see [18] . The conditions given here are related to the action of a twisted primitive element in the principal unitary series (1) and in the complementary series (2). This will be explained in the next subsection.
3.2.
Eigenvectors for π + , π − , π P and π C . For s ∈ R \ {0} we define an element Y s by
Twisted primitive elements are elements which are much like Lie algebra elements, see e.g. [21] . We consider the action of
which is a self-adjoint element in U q su(1, 1) . We start with the action in the discrete series representations.
Proposition 3.2. The operator Θ + defined by
e n →s n (·; sq 2k , q 2k /s|q 2 )
This is proposition 4.1 in Koelink and Van der Jeugt [19] . It is proved by showing that π
is a bounded self-adjoint Jacobi operator, corresponding to the recurrence relation (3.2) for the Al-Salam and Chihara polynomials. Note that the spectrum of π + k (Y s A) consists of a bounded continuous part and a (possibly empty) finite discrete part. The proof of the next proposition is completely analogous, using an unbounded, essentially self-adjoint Jacobi operator. 
Observe that the spectrum of π − k (Y s A) is discrete and unbounded. From here on we assume |s| ≥ q −1 in order to make the moment problem corresponding to the Al-Salam and Chihara polynomials in base q −2 a determinate moment problem.
From proposition 3.2 we conclude that for x ∈ [−1, 1]
is a generalized eigenvector of π Proposition 3.4. The operator Θ P defined by
is unitary and intertwines π P ρ,ε (Y s A) acting on ℓ 2 (Z) with (q −1 − q) −1 M 2x−2µ(s) acting on L 2 R, dν(x; q 2 /s 2 , q 2iρ+1 /s, q 1−2ε−2iρ |q 2 ) .
Note that the spectrum of π P ρ,ε (Y s A) consists of a bounded continuous part and an unbounded discrete part. Proposition 3.4 generalizes the discussion in [18, §6] .
Proof. Using (2.5) we see that π P ρ,ε (Y s A) is a doubly infinite Jacobi operator, see [22] , [15] , corresponding to the recurrence relation for the little q-Jacobi functions (3.5). The result then follows from the spectral decomposition, which is equivalent to the orthonormality relations for the little q-Jacobi functions.
Remark 3.5. (i) Observe that the support of the measure dν in proposition 3.4 does not depend on ρ, so that the spectral value 2 x − µ(s) /(q −1 − q) also does not depend on ρ.
(ii) For this set of parameters, a convenient expression for the phasefactor e iψn in the definition of the little q-Jacobi functions, is
If we now transform the 2 ϕ 1 -series in the definition of the little q-Jacobi function into a 2 ϕ 2 -series, using [8, eq.(III.4)], we find
So we see that φ n (x; q 2 /s 2 , q 2iρ+1 /s, q 1−2ε−2iρ |q 2 ) is symmetric in q 2iρ and q −2iρ . To stress that φ n (x; q 2 /s 2 , q 2iρ+1 /s, q 1−2ε−2iρ |q 2 ), besides a function of x, is also a function of ρ, we will also use the notation φ n (x; cos ψ), where e iψ = q 2iρ .
(iii) Formally, for q 2iρ = q 2k 1 −2k 2 −2j+1 > 1, i.e. y = µ(q 2iρ ) is a discrete mass point of the measure dm for the continuous dual q-Hahn polynomials corresponding to a negative discrete series reprensentation, the little q-Jacobi function becomes an Al-Salam and Chihara polynomial in base q −2 . Indeed, for these values of ρ the 2 ϕ 1 -series in the definition of the little q-Jacobi functions (3.4) can be transformed into a terminating 2 ϕ 1 -series.
Proposition 3.4 states that for
is a generalized eigenvector of π P ρ,ε (Y s A) for the eigenvalue 2(x − µ(s))/(q −1 − q). If x is in the discrete part of the support of the measure dν of proposition 3.4, then v P (x) is a real eigenvector of π P ρ,ε (Y s A). Also proposition 3.4 shows that π P ρ,ε (Y s A) is essentially self-adjoint for |s| ≥ q −1 . The result for the complementary series representations follows directly from proposition 3.4 by replacing − 
and let dm(x, p) denote the measure dm(x; sq
Recall that dµ(x 2 ) is a discrete measure, with mass points in x 2 = µ(q 2k 2 +2p /s), p ∈ Z ≥0 . Observe that the number of discrete points of the orthogonality measure dm(x) for the Al-Salam and Chihara polynomialss n 1 depends on p. For p → ∞ the number of discrete mass points of dm(x) tends to infinity.
Proposition 3.6. The operator Υ defined by
Define for fixed p an operator Υ p by
then from (2.3) and proposition 3.3 we find that Υ p (q −1 − q)π
acts as a Jacobi operator that can be identified with the three-term recurrence relation for the Al-Salam and Chihara polynomials (3.2). Then the proposition follows in the same way as proposition 3.2. 
is a generalized eigenvector of π
. If x is in the discrete part of the measure dm(x; sq 2k 1 −2k 2 −2p , q 2k 1 +2k 2 +2p /s|q 2 ), then v(x, p) is an eigenvector of π
due to the noncocommutativaty of the coproduct ∆. Proposition 3.6 also implies that π
Next we want to determine how Υ acts on elements in the representation space of the direct integral representation ⊕ π P ρ,ε dρ. If there do not appear discrete terms in the decomposition of theorem (2.4), we define for appropriate functions g an operator Υ g by
where we put e iψ = q 2iρ . If discrete terms appear in the decomposition in theorem 2.4, we must add discrete terms in the definition of Υ g . We leave this to the reader. We use proposition 3.4 to see that Υ g intertwines ⊕ π P ρ,ε (Y s A)dρ with (q −1 − q) −1 M 2x−2µ(s) for any function g. Now from the Clebsch-Gordan decomposition (2.14) and proposition 3.6 we find that there exists a unique function g, such that Υ = Υ g , or equivalently, for n = min{n 1 , n 2 }, (3.13) where dm is the orthogonality measure for the continuous dual q-Hahn polynomials P n with parameters as in theorem 2.4. We write φ n (x; y) to stress the fact that the little q-Jacobi function depends on x as well as y = cos ψ = µ(q 2iρ ), see remark 3.5(ii).
Observe that g is the Clebsch-Gordan coefficient for the bases of (generalized) eigenvectors v(x, p) and v P (x). Therefore g does not depend on n 1 and n 2 . Also g is uniquely determined by the the choice of bases and the intertwiner in theorem 2.4. The determination of the Clebsch-Gordan coefficient g is the crucial step in this paper. To sketch the idea we have depicted the support D of the measure dm(x, p) of proposition 3.6 in figure 1 in two ways. On the left we have drawn horizontal lines to depict the orthogonality of F n 1 ,n 2 on D, cf. (3.10), (3.11) . On the right we have split up D in broken lines, and each broken line is the support of the measure dν of proposition 3.4. So the little q-Jacobi functions form an orthogonal set of functions on each broken line. It remains to find the orthogonal functions in the m-direction to complement the little q-Jacobi functions to an orthogonal basis on D. This gives the function g. Because of all the discrete mass points a lot of bookkeeping is necessary.
Let |x 0 | < |x 1 | < |x 2 | < . . . denote the discrete mass points of the orthogonality measure for the little q-Jacobi polynomials dν(x; q 2 /s 2 , qe iψ /s, q 1−2ε e −iψ |q 2 ). So x 0 = µ(sq 2k 1 −2k 2 −2j ), . . . , x l = µ(sq 2k 1 −2k 2 −2j−2l ), where j is the smallest integer such that |s|q 2k 1 −2k 2 −2j > 1. Further let k+1 be the number of discrete mass points of the orthogonality measure dm(·; sq 2k 1 −2k 2 , q 2k 1 +2k 2 /s|q 2 ) for the Al-Salam and Chihara polynomials. Observe that these discrete points are exactly the points x 0 , . . . , x k , so j = −k. We define a measure dM (·; x, p) by
where dm(x, p) is given by (3.11). For x = µ(u) ∈ [−1, 1] and for x = µ(u) = x l , l ≤ k the parameters a, b, c and d are given by a = qu/s, b = q/us, c = q 14) and for x = x l , l > k,
We denote the value of the measure dM (·; x, p) in a points y by W (y; x, p). Finally let m ∈ Z ≥0 be the number
This relation is depicted in figure 1 . Now we claim that the function g is given by
where α ∈ R is fixed. To stress that the Askey-Wilson polynomials with parameters (3.14), (3.15) depend on x = µ(u), we use the notatioñ p m (y; a, b, c, d|q 2 ) =p m (y; x).
To verify our claim we prove the following proposition.
Proposition 3.7. Let m ∈ Z ≥0 be as in (3.16), then for n = min{n 1 , n 2 }
Proof. First observe that it is enough to prove the proposition for n 1 = n 2 = 0, then (3.17) follows directly from (3.13).
We use the generating function for the Askey-Wilson polynomials from theorem 2.1. We write the 8 ϕ 7 -series as a sum of two 4 ϕ 3 -series, using [8, eq.(III.36) ]. Now first we let t → 0 and then let r → 0, then the second term vanishes and the first term becomes a 2 ϕ 2 -series. So we find after using Jackson's transformation [8, eq. 
(abcd; q) 2n (abc) n q n(n−1) p n (cos ψ; a, b, c, d|q) (q, ab, ac, bc, abcdq n−1 ; q) n .
(3.18)
We leave it to the reader to verify that it is allowed to interchange limits and summations. Formula (3.18) can also be proved directly using (2.7) and a limiting case of Jackson's summation [8, eq.(II.20) ]. We choose the parameters a, b, c, d as in (3.14), then (3.18) gives an expansion of the little q-Jacobi function φ −L (µ(u); q 2 /s 2 , qe iψ /s, q 2k 2 −2k 1 −2L+1 e −iψ |q 2 ) in terms of Askey-Wilson polynomials of argument cos ψ.
We consider first the case x = µ(u) ∈ [−1, 1] and
. We use (2.8) to write the Askey-Wilson polynomials in the orthonormal form. We multiply for fixed p ∈ Z ≥0 both sides of equation (3.18) withp p (cos ψ; a, b, c, d|q 2 ), where a, b, c, d are given by (3.14), and integrate against the orthogonality measure dm(cos ψ; a, b, c, d|q 2 ), see (2.9) . Using the orthogonality of the Askey-Wilson polynomials, we obtain 1 2π
By a straightforward calculation we see that (3.19) is the same as (3.17) with n 1 = n 2 = 0 and m = p.
2 the calculations proceed analogously. In this case dm(·; a, b, c, d|q), where a, b, c, d are given by (3.14), has one discrete mass point. This discrete point corresponds to the complementary series representation occurring in the tensor product decomposition in theorem 2.4.
Next let us consider the case x = µ(u) = x l , l ∈ Z ≥0 , where |x 0 | < |x 1 | < |x 2 | < . . . denote the discrete mass points of the measure dν(·; q 2 /s 2 , qe iψ /s, q 2k 2 −2k 1 −2L+1 e −iψ |q 2 ). Note that the sum for the discrete part of the measure dν, see (3.6), starts at index −(k + 1). In this case we find from (3.14),
Note that |b| < 1 for all l. So the orthogonality measure dm(·; a, b, c, d|q 2 ) for the Askey-Wilson polynomials only has discrete mass points for a > 1 and d > 1.
For l ≤ k we can just repeat the proof as for x ∈ [−1, 1]. So we now assume l > k. First consider the case m = 0. From figure 1 we see that x l is not inside the support of dm(·; sq 2k 1 −2k 2 , q 2k 1 +2k 2 /s|q 2 ), i.e. x l does not lie on the level p = 0. So in this case p = m. From the figure it is clear that we must have m = l − k. For arbitrary m we find in the same way m = p + k − l. We now prove that this is indeed true.
Again we repeat the proof as for x ∈ [−1, 1], but only for p ≥ l − k. We still use here the parameters a, b, c, d given by (3.14), then we find an equation similar to (3.19). We put n = k − l and we use (2.7) to rewrite the 4 ϕ 3 -series in the Askey-Wilson polynomial p p (cos ψ; a, b, c, d|q);
So now we find an Askey-Wilson polynomial p p−n = p p+k−l with parameters given by (3.15) . Again a straightforward calculation gives (3.17) with n 1 = n 2 = 0.
Remark 3.8. (i) Note that discrete terms in (3.17) corresponding to the sum of negative discrete series in the decomposition (see theorem 2.4) occur only when x = x l . Since (at least formally) the little q-Jacobi polynomials become Al-Salam and Chihara polynomials in these discrete terms, this corresponds to the fact that the Al-Salam and Chihara polynomials in base q −2 are orthogonal with respect to a discrete measure.
(ii) An interesting special case is when n 2 = p = 0. Then proposition 3.7 gives a integral representation for the Al-Salam and Chihara polynomial in base q 2 .
(iii) Let D ⊂ R 2 denote the support of the measure dm(x, p). Then it is clear that the polynomials F n 1 ,n 2 (x, p) form an orthonormal basis on D. Since the functions G y,n (x, m) = p m (y; x)φ n (x; y) also form an orthonormal basis on D, proposition 3.7 gives a connection formula between two orthonormal bases on D and the continuous dual q-Hahn polynomials have an interpretation as connection coefficients. Figure 1 gives a picture of D for both orthonormal systems.
(iv) Proposition 3.7 gives a formal relation between the generalized eigenvectors (3.12) and (3.9);
This shows that the Askey-Wilson polynomials have an interpretation as Glebsch-Gordan coefficients for U q su(1, 1) .
3.4. Summation formulas. From proposition 3.7 we can derive two summation formulas for the Al-Salam and Chihara polynomials; the first using the orthogonality of the continuous dual q-Hahn polynomials, the second using the orthogonality of the Askey-Wilson polynomials. For simplicity we assume x = cos θ ∈ [−1, 1] and y = cos ψ ∈ [−1, 1]. However it is clear from the proofs how to extend the results to the general case.
Theorem 3.9. Let m ∈ Z, p ∈ Z ≥0 and s ∈ R, with |s| ≥ q −1 . For the Askey-Wilson polynomials p p , the continuous dual q-Hahn polynomials P n and the Al-Salam and Chihara polynomials s n , the following summation formula holds
c n s n+m (cos θ; sq
Here we use the convention s −n = 0 for n ≥ 1. So for m < 0 the summation starts at n = −m. In this case the continuous dual q-Hahn polynomial P n is in fact a multiple of the polynomial P n+m (cos ψ; q 2k 2 −2k 1 −2m+1 , q 2k 1 +2k 2 −1 , q 2k 1 −2k 2 +1 |q 2 ).
Proof. First we assume m ≥ 0. Note that the 2 ϕ 2 -series in (3.22) can be written as a little q-Jacobi function φ m−L (cos θ; q 2 /s 2 , qe iψ /s, q 2k 2 −2k 1 −2L+1 e −iψ |q 2 ), see remark 3.5. We expand the product of the Askey-Wilson polynomial p p (cos ψ; cos θ) and the 2 ϕ 2 -series on the right hand side of (3.22) in terms of continuous dual q-Hahn polynomials P n (cos ψ; q 2k 1 −2k 2 +2m+1 , q 2k 1 +2k 2 −1 , q 2k 2 −2k 1 +1 |q 2 );
Now we write the polynomials p p and P n in orthonormal form. Multiplying for fixed k ∈ Z ≥0 both sides with P k (cos ψ; q 2k 1 −2k 2 +2m+1 , q 2k 1 +2k 2 −1 , q 2k 2 −2k 1 +1 |q 2 ) and integrating against the orthogonality measure dm(cos ψ; q 2k 1 −2k 2 +2m+1 , q 2k 1 +2k 2 −1 , q 2k 2 −2k 1 +1 |q 2 ), we find from the orthogonality of the continuous dual q-Hahn polynomials and proposition 3.7
where C = C(cos ψ, cos θ, p, s, k 1 , k 2 ) comes from the orthogonality measures. So now we have (3.22) with all the polynomials in orthonormal form. Writing all the polynomials in the usual normalization, we find after careful bookkeeping the desired summation formula for m ≥ 0.
Next we assume m ≤ 0. Applying the same method as above with the continuous dual q-Hahn polynomial P n (cos ψ; q 2k 2 −2k 1 −2m+1 , q 2k 1 +2k 2 −1 , q 2k 1 −2k 2 +1 |q 2 ), we find
Now we use (2.11) and the symmetry in the parameters a and c to rewrite the continuous dual q-Hahn polynomial, cf. (3.20);
We now shift the summation index n → n + m to see that the expression for m ≤ 0 is the same as for m ≥ 0.
Theorem 3.10. Let m ∈ Z, n ∈ Z ≥0 and s ∈ R, with |s| ≥ q −1 . For the Askey-Wilson polynomials p p , the continuous dual q-Hahn polynomials P n and the Al-Salam and Chihara polynomials s n , the following summation formula holds
Again the convention s −n = 0, n ≥ 1, is used.
Proof. The proof runs along the same lines as the proof of theorem 3.9.
Remark 3.11. (i) In view of remark 3.1 we can replace the Al-Salam polynomial in base q −2 in theorems 3.9 and 3.10 by a little q-Jacobi polynomial in base q 2 ;
(ii) An expression also involving Al-Salam and Chihara polynomials, with a structure that is similar to, but simpler than, the expressions in theorems 3.9 and 3.10, can be found in [11, Thm.4.3] . The expression in [11] does not seem to be related to the expressions in this paper, since it involves two Al-Salam and Chihara polynomials in base q.
(iii) Theorems 3.9 and 3.10 may both be considered as q-analogues of [10, Theorem 3.6].
(iv) Theorem 3.9 gives the inverse connection formula for the two orthogonal bases mentioned in remark 3.8(iii) on D, see also figure 1.
(v) If we take n = m = 0 in theorem 3.10, we find the summation formula (3.18).
Holomorphic and anti-holomorphic realizations
In this section we realize the basisvectors for the representation spaces of the discrete series representations as holomorphic and anti-holomorphic functions. In these realizations the eigenvectors v + and v − , (3.7) and (3.8), become known generating functions. Using the realizations of the standard basisvectors and of the eigenvectors, we find a bilinear generating function for a special type of 2 ϕ 1 -series. See also [25] and [23] where similar realizations are being used to find generating functions related to positive discrete series representations.
To simplify notations we assume
, then the measure dm 1 2 in the Clebsch-Gordan decomposition (2.14) has only an absolutely continuous part. Further we assume without loss of generality x = µ(u) with |u| ≤ 1, where (2x − 2µ(s))/(q −1 − q) is a spectral value of π
, cf. proposition 3.6. In case discrete terms occur in the decomposition (2.14), the calculations proceed completely analogous.
4.1.
Holomorphic and anti-holomorphic realizations. Consider the Hilbert space H k q of holomorphic functions on the unit disk {z ∈ C; |z| < 1} with finite norm with respect to the inner product
Standard orthonormal basisvectors in this space are
The realization of the positive discrete series representation on the space H k q can be given in terms of the dilatation operator T q and q-derivative operator D q given by
The realization is
Consider the space H k q of anti-holomorphic functions on the unit disk with finite norm with respect to the inner product
Standard orthonormal basisvectors in this space are To determine conditions for absolute convergence of the inner sum in (4.8), we investigate the asymptotic behaviour of the summand. For n → −∞ we see that the summand is O (sq 2k 2 −2 /w) n . So we need |wq 2−2k 2 /s| < 1 for absolute convergence. For n → ∞ we use the connection formula [18, eq.(A.10) ] to find that the first 2 ϕ 1 -series behaves like A(que iψ /s) n + B(qe iψ /us) n , where A and B are nonzero constants for x = µ(u) ∈ [−1, 1] and A = 0, B = 0 for u < 1, assuming that x ∈ supp dν(·; q 2 /s 2 , qe iψ /s, q 2k 2 −2k 1 −2L+1 e −iψ |q 2 ) . We transform the second 2 ϕ 1 -series back to the form it has in proposition 4.1 using [8, We use (a; q) n = (q 1−n /a; q) n (−a) n q 1 2 n(n− 1) to see that summand is O((uz) n ), n → ∞. Recall that we assume |u| ≤ 1 and |z| < 1, so for n → ∞ the conditions for absolute convergence are satisfied.
Next we determine another expression for (f ⊗ v P )(z, w), using the Clebsch-Gordan decomposition for the eigenvectors (3.21). The method we use is in principle the same as for the standard orthonormal basisvectors: we determine f ⊗ v P (x) from the explicit realization for v(x, p), see (3.12) , and the inverse formula to (3.21) . Define a new measure dM (y; x, p) by dM (y; x, p)dν(x; q 2 /s 2 , qe iψ /s, q This expression enables us to evaluate (f ⊗ v P )(z, w) in a different way. Proof. We insert the explicit expression for the uncoupled eigenvector v(x, p; z, w) (4.7) in (4.9) and we interchange summation and integration. This is allowed if we choose f to be sufficiently smooth. Next we write the Askey-Wilson polynomial in the usual normalization and we bring all
