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In this paper we determine the phase diagrams (for T = 0 as well as T > 0) of the Penson-Kolb-
Hubbard model for two dimensional square lattice within Hartree-Fock mean-field theory focusing
on investigation of superconducting phases and possibility of the occurrence of the phase separation.
We obtain that the phase separation, which is a state of coexistence of two different superconducting
phases (with s-wave and η-wave symmetries), occurs in define range of the electron concentration. In
addition, increasing temperature can change the symmetry of the superconducting order parameter
(from η-wave into s-wave). The system considered exhibits also an interesting multicritical behaviour
including bicritical points.
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I. INTRODUCTION
There has been much interest in high-temperature (un-
conventional) superconductivity (SC) over more than
last two decades. Moreover, the phase separations phe-
nomenon involving superconducting states (SS) is a very
current topic after it has been evidenced in a broad
range of intensely investigated materials including iron
pnictides, cuprates and organic conductors (discussed
below, also see for examples in Refs. [1–16] and refer-
ences therein). The phase separation is a coexistence of
two (homogeneous) phases. In such a state coexisting
phases form domains, which can differ from each other
by, for example, electron concentration or order param-
eter. It is worth to note that the phase separations in-
volving superconducting states have been evidenced in
a broad range of currently intensely investigated mate-
rials including iron pnictides, cuprates and organic con-
ductors. In particular, there are experimental evidences
of phase separation between superconducting and (anti-
)ferromagnetic [4, 5] or magnetic and non-magnetic (su-
perconducting) order [6–9] in iron-based superconduc-
tors. Moreover, the coexistence of superconductivity and
magnetic order [10–12] as well as charge-order [13] has
been reported in cuprates. Organic compounds also ex-
hibit the superconductor-insulator phase separations as
a result of the external pressure (e.g. quasi-one dimen-
sional (TMTSF)2PF6 [14] and (TMTSF)2ReO4 [15]) and
fast cooling rate through the glass-like structure transi-
tion (e. g. κ-(ET)2Cu[N(CN)2]Br [16]).
The Penson-Kolb-Hubbard (PKH) model is one of
the conceptually simplest phenomenological models for
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studying correlations and for description of supercon-
ductivity in narrow-band systems with short-range, al-
most unretarded pairing [17–28]. The PKH model in-
cludes also a nonlocal pairing mechanism (the intersite
pair hopping term J) that is distinct from the on-site in-
teraction U in the attractive Hubbard model and that is
the driving force of pair formation and also of their con-
densation [17, 18]. Notice that in the absence of the on-
site U term the PKH model reduces to the Penson-Kolb
model [29, 30], whereas in the absence of the intersite J
term it reduces to the standard Hubbard model [17, 31].
In this paper we determine the phase diagrams (for
T = 0 as well as T > 0) of the PKH model for two di-
mensional (2D) square lattice within Hartree-Fock mean-
field (HF–MF) theory focusing on a behavior of super-
conducting phases with changing model parameters and
on a possibility of the occurrence of the state with phase
separation. We obtain that the phase separation state, in
which two different superconducting phases (s-wave and
η-wave) can coexists, occurs in a definite range of elec-
tron concentration. In addition, increasing temperature
can change the symmetry of the superconducting order
parameter (from η-wave into s-wave). The paper is orga-
nized as follows. In Section II we present the derivation
of HF–MF grand canonical potential and introduce some
basic concept of phase separation. Next, Section III is
devoted for presentation of the results of numerical com-
putations for the ground state (T = 0, Section IIIA) and
finite temperatures (T > 0, Section III B). Section IV
reports the important conclusions and provides supple-
mentary discussion.
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2II. MODEL AND METHODS
The purpose of the present work is the analysis of phase
diagrams, in particular including phase separation, of the
extended Hubbard model with pair hopping interaction,
i.e. the so-called PKH model, which Hamiltonian in the
real space has the following form
H = H0 +Hint, (1)
H0 =
∑
〈i,j〉σ
(−t− µδij) c†iσcjσ, (2)
Hint = U
∑
i
c†i↑ci↑c
†
i↓ci↓ + J
∑
〈i,j〉
c†i↑c
†
i↓cj↓cj↑, (3)
where c†iσ (ciσ) denotes the creation (annihilation) opera-
tor of an electron with spin σ at site i. t is the single elec-
tron hopping integral between nearest-neigbors (NN), µ
is the chemical potential, U is the on-site density-density
interaction, and J is the intersite charge-exchange (pair
hopping) interaction between NN, respectively. The elec-
tron hopping amplitude (t) will be taken as a scale of
energy in the system.
The pair-hopping term (J) was first proposed in
Refs. [29 and 30] by Penson and Kolb in 1986 and it
can be derived from a general microscopic tight-binding
Hamiltonian, where the Coulomb repulsion may lead to
the pair hopping interaction J = 〈ii|e2/r|jj〉 [17–23, 32–
38]. In such a case J is positive (repulsive model J > 0,
favoring η-wave SC), but in this case the magnitude of
J is very small. However, the effective attractive form
(J < 0, favoring s-wave SC) is also possible (as well as
an enhancement of the magnitude of J > 0) and it can
originate from the coupling of electrons with intersite (in-
termolecular) vibrations via modulation of the hopping
integral or from the on-site hybridization term in the gen-
eral periodic Anderson model (cf. e.g. Ref. [17–23, 32–
38] and references therein). It can also be included in
the effective models for Fermi gas in an optical lattice
in the strong interaction limit [39]. The role of J in-
teraction in a multiorbital model is of a particular in-
terest because of its presence in the iron pnictides [40].
It should be stressed that the Hubbard model on bipar-
tite lattice has been rigorously proved to have η-wave
SS states as eigenstates [41]. Moreover, η-wave pairing
has been found as a mechanism of superconductivity in a
large class of models of strongly correlated electron sys-
tem (extended Hubbard models) [42]. It has been found
that SC originating from the J > 0 interaction is unique
in that it is robust against the orbital (diamagnetic) pair
breaking mechanism [38]. The recent studies show that
pair-hopping term can also play an important role in
nano-space layered structures [43] and nano-devices [44].
Moreover, its effects in various fermionic systems [40, 45–
48] have been studied, in particular on the charge-Kondo
effect [48] and Majorana edge states [47] as well as in
cuprates [45] and iron-pnictides [40]. The pair-hopping
interactions have been also intensively studied in Bose
systems (e.g. Ref. [49 and 50]).
In order to analyze superconducting phases we per-
form the mean-field factorization of interaction Hamilto-
nian (3):
HHFint = U
∑
i
(∆∗i ci↓ci↑ + h.c.)− U
∑
i
|∆i|2 (4)
+ J
∑
〈i,j〉
(
∆∗jci↓ci↑ + h.c.
)− J∑
〈i,j〉
∆∗i∆j ,
where we define local superconducting order parameter
(SOP) as ∆i = 〈ci↓ci↑〉. In general case, the local SOP is
given as ∆i = ∆0 exp(iQ ·ri), where ∆0 is the amplitude
of SOP, Q = (0, 0) for s-wave SS and Q = (pi, pi) for η-
wave SS. The mean-field Hamiltonian HHF = H0+HHFint
in the momentum space takes the form [51, 52]:
HHF =
∑
kσ
Ekσc†kσckσ (5)
+ UeffQ
∑
k
(∆∗0c−k+Q↓ck↑ +H.c.)− UeffQ N |∆0|2,
where Ekσ = −tγk − µ is a dispersion relation of free
electrons (independent of spin σ in the absence of ex-
ternal magnetic field, with lattice constants a = 1 and
b = 1), γk = 2 (cos(kx) + cos(ky)) (for 2D square lat-
tice), Ueffk = U + Jγk is a effective pairing interaction
in the momentum space, and N = Nx×Ny is number of
sites in the lattice.
Notice that HF-MF Hamiltonians (4) and (5) exhibit
the particle-hole symmetry (with respect to half-filling
(n = 1, µ = 0), so the phase diagrams will be presented
as a function of |µ| and |1−n| [17, 32]. In particular, the
phase diagrams are symmetric with respect to µ = 0 or
n = 1. Let us stress that Hamiltonian (1) also exhibits
this symmetry, but at half-filling the corresponding value
of chemical potential is µ = U/2, which is exact result
for Hamiltonian (1).
A. The Bogoliubov transformation
In the Nambu notation Hamiltonian (5) takes the fol-
lowing form:
HHF =
∑
k
Ψ†kHkΨk + const (6)
with
Hk =
(
Ek↑ UeffQ ∆0
UeffQ ∆
∗
0 −E−k+Q↓
)
, (7)
where Ψ†k = (c
†
k↑, c−k+Q↓) are Nambu’s spinors. Eigen-
values of matrix Hk are given by:
λk,± = ζk ± ϑk, (8)
where plus (minus) sign corresponds to the particle (hole)
excitations. Next, we assume that
ϑk =
√
(ηk − µ)2 + |UeffQ ∆0|2, (9)
ζk = −tγk − γ−k+Q
2
, ηk = −tγk + γ−k+Q
2
. (10)
3FIG. 1. Ground state J/t vs. U/t phase diagram for n = 1
(µ = 0, obtained for kBT = 10−5t). The numbers: 1, 2, and
3 (in circles) denote the regions of occurrence of particular
phases: η-wave SS, s-wave SS, and NO, respectively. The
transition between regions 1 and 2 is discontinuous, whereas
the transitions between regions 1 and 3 as well as between 2
and 3 are continuous. The colour intensity indicates a value
of the amplitude ∆0 of SOP (compare also with Ref. [53]).
Matrix Hk can be diagonalized using unitary transfor-
mation Uk, which has the form:
Uk = 1
2
(
uk vk
−vk uk
)
, (11)
where
uk =
1
2
√
1 + (ηk − µ)/ϑk, (12)
vk =
1
2
√
1− (ηk − µ)/ϑk. (13)
Then Hk = U†k · diag(λk,+, λk,−) · Uk, and the grand
canonical potential takes the form:
Ω ≡ −kBT ln
{
Tr
[
exp(−βHHF )]}
= −kBT
∑
k,τ=±
ln (1 + exp(−βλkτ )) (14)
+
∑
k
(
Ek,↓ − UeffQSC |∆0|2
)
,
where β = 1/kBT and T is absolute temperature. The
electron concentration n in the system is determined from
the condition:
n ≡ 〈n〉 ≡ − 1
N
dΩ
dµ
(15)
= 1 +
1
NxNy
∑
k
ηk − µ
ϑk
[f(λk,+)− f(λk,−)]
where f(ω) = 1/(1 + exp(βω)) is the Fermi-Dirac distri-
bution.
FIG. 2. Ground state J/t vs. U/t phase diagram for (a)
µ = 0.0t, (b) µ = ±0.25t, (c) µ = ±0.5t (kBT = 10−5t).
Denotations as in Fig. 1. For U → −∞ the discontinuous
transition between two SS phases occurs at J = 0 (indepen-
dently of µ).
B. The state with phase separation
In this subsection we would like to introduce the con-
cept of phase separation and introduce the basics of its
theory (also cf. e.g. Refs. [5, 32, 33, 54, and 55]). Phase
separation (PS) is a state in which two domains with
different electron concentration: n+ and n− exist in the
system (coexistence of two homogeneous phases). The
free energies of the PS states are calculated from the ex-
pression:
fPS(n+, n−) = mf+(n+) + (1−m)f−(n−), (16)
where f±(n±) are values of a free energy of two separating
phases at n± corresponding to the lowest homogeneous
solution for a given phase (f = Ω/N + µn, calculated
using (14) and (15)), m is a fraction of the system with
electron concentration n+, 1−m is a fraction with elec-
tron concentration n− (n+ > n−) and
mn+ + (1−m)n− = n, (17)
where n is fixed. The minimization of (16) with respect
to n+ and n− (n fixed) yields the equality between the
chemical potentials in both domains:
µ+(n+) = µ−(n−) (18)
(chemical equilibrium) and the following equation (so-
called Maxwell’s construction):
µ+(n+) =
f+(n+)− f−(n−)
n+ − n− , (19)
4FIG. 3. Ground state (kBT = 10−5t) phase diagrams J/t vs. µ/t (first and second column) and J/t vs. |n − 1| (third and
fourth column) for fixed values of U/t (fixed in all panels in the row), U/t = −2.0,−2.5,−5.0, respectively. The numbers: 1, 2,
and 3 (in circles) denote the regions of occurrence of particular phases: η-wave SS, s-wave SS, and NO. The transition between
regions 1 and 2 is discontinuous (for fixed µ, only first and second column), whereas the transitions between regions 1 and 3 as
well as between 2 and 3 are continuous. Between regions 1 and 2 there are the regions of the PS state occurrence (for fixed n,
only third and fourth column). They are not denoted, because these regions are very narrow (narrower than thickness of the
curves in the figure) The colour intensity indicates a value of the amplitude ∆0 of SOP (first and third column), the electron
concentration |1− n| (second column) and the chemical potential |µ|/t (fourth column).
which is equivalent with equality of grand potentials per
site in domains: ω+(µ+) = ω−(µ−). It implies that the
transitions with a discontinuous change of n from n−
to n+ in the system considered for fixed µ can lead to
occurrence of the regions of phase separation in the con-
centration range n− < n < n+ on the diagrams obtained
as a function of n. In these regions the homogeneous
phases can be metastable as well as unstable, depending
on the n-dependence of µ. In the PS states the chemical
potential µ = µ+(n+) = µ−(n−) is independent of the
electron concentration, i.e. ∂µ/∂n = 0.
On the other hand, there is another more intuitive ap-
proach. In such an approach the grand canonical po-
tential ω = f − µn is used and chemical potential is
independent variable instead of n for free energy f , as it
was in previous case. In both separating phases chemi-
cal potential has the same value. As a consequence we
obtain the following simplified procedure: at first step
we solve the equations for homogeneous phases and next
we determined the transition point between both phases
(for the condition: ω+(µ) = ω−(µ)). Usually, the elec-
tron concentrations in these both phases are different
(n+ > n−). In such a case, for electron densities be-
tween n− < n < n+ the PS separation state can occur,
in which considered phases coexist.
The PS instability is specific to the short-range na-
ture of the interactions in the model. In the presence
of (unscreened) long-range Coulomb interactions, only a
frustrated PS can occur (mesoscale, nanoscale) with the
formation of various possible textures and the large-scale
(macroscopic) PS can be prevented [56–58].
5III. NUMERICAL RESULTS
All calculations have been performed on graphic pro-
cessor units using NVIDIA CUDA parallel computing
technology, in momentum space on a square lattice grid
Nx×Ny = 1000×1000, using the algorithm described in
Ref. [59].
All phase transition boundaries, necessary to construct
the complete phase diagram for fixed µ, have been ob-
tained numerically by comparing the grand potential (14)
for the solutions found. The transition boundaries for
fixed n have been determined by comparing the free en-
ergies f = Ω/N + µn for homogeneous phase (it is cal-
culated by using (14), the concentration n is determined
by (15)) and phase separated states (determined by (16)).
It has been also checked that these results are consistent
with the boundaries obtained from the results for fixed
µ (discussed above) by determining the values of elec-
tron concentration (equation (15)) on the both sides of
transition boundaries derived at fixed µ, which is ther-
modynamically conjugate to n.
A. The ground state (T = 0)
In this section we discuss the phase diagrams for
model (1) at the ground state (T = 0). For T = 0 on the
phase diagrams as a function of the chemical potential µ
the following three homogeneous phases occurs: s-wave
SS, η-wave SS and normal (non-ordered, NO) phase. The
diagrams (Figs. 1–3, as a function of µ) are nonsymmet-
ric with respect to J = 0 and consists of three regions
in which phases mentioned above occur. The η-wave SS
phase can occur only for J > 0, whereas s-wave SS phase
can be stable for J < 0 as well as for J > 0 (in restricted
ranges). The transition between both SS phases is dis-
continuous with a discontinuous change of global SOP
defined as ∆Q = 1N
∑
i ∆i exp(iQRi), where Q = (0, 0)
for the s-wave SS phase and Q = (pi, pi) for the η-wave
SS phase (∆(0,0) = ∆0 or ∆(pi,pi) = ∆0 in the s- or η-wave
SS phase, respectively). The transitions between the SS
phases (s-wave or η-wave, ∆0 6= 0) and the NO phase
(∆0 = 0) are continuous ones.
The diagram for the half-filling (n = 1, µ = 0) is shown
in Fig. 1 (also cf. Ref. [53]). In the range presented in
Fig. 1 the boundary between two SS phases is decreasing
function of U/t. Notice that a necessary condition for the
SS phases occurrence is Ueffi ≤ 0 (or Ueffk ≤ 0), thus the
regions of the SS phases must be restricted at least by
lines U ± 4J = 0, which are also the boundaries of the
phases occurrence determined by minimization of Ω for
µ = 0. However, for a general case of µ 6= 0 the SS (s-
or η-wave) phases are stable only if |Ueffi | is higher than
some critical value and the boundary of stability of the
particular phases determined by minimization of Ω are
moved towards lower values of U/t (cf. Fig. 2).
In the limit U/t → −∞ the discontinuous boundary
FIG. 4. The µ/t-dependence of electron concentration |n− 1|
for U/t = −0.5 and various values of J/t = 0.4, 0.5, 0.6, 0.7 (as
labelled) at the ground state (kBT = 10−5t). In the inset the
µ/t-dependence of electron concentration |n − 1| for J/t =
0.4 and U/t = −2.0,−2.5 (as labelled). The discontinuous
transitions between two SS phases are indicated by arrows.
between both SS phases is located at J/t = 0 (indepen-
dently of µ). In such a limit there is a full symmetry
between s-wave SS and η-wave SS phases [32–37]. Notice
also that in this limit model (1) is equivalent with the
hard-core boson model on the lattice [17, 32].
In Fig. 3 we presents J/t vs. |µ|/t diagrams (first and
second column) as well as J/t vs. |1−n| diagrams (third
and fourth column) for the fixed values of U < 0. The
transition between both SS phases for fixed µ is asso-
ciated with a discontinuous change of electron concen-
tration n (it is visible especially in Fig. 4). Thus on the
phase diagrams as a function of n, between the regions of
the homogeneous s-wave SS and η-wave SS phases, there
are regions of the PS state occurrence, where both SS
phases coexist. In Fig. 3 they are not denoted, because
these regions are very narrow (narrower than thickness
of the curves in the figure). In general, the regions of
the SS phases occurrence extend with increasing on-site
attractive interaction |U |, whereas the regions of the NO
phases are reduced by increasing |U |.
In Fig. 4 we present the electron concentration n as a
function of the chemical potential µ for fixed model pa-
rameters. It is clearly visible that for U/t = −5 there
is a discontinuity of n (from n− to n+) at the transition
between two SS phases. The discontinuous transitions
between the η-wave SS and s-wave SS phases are indi-
cated by arrows. For U/t = −2.0,−2.5 the discontinuity
is much smaller, but it still occurs.
6FIG. 5. (a) kBT/t vs. µ/t and (b), (c) kBT/t vs. |n− 1| phase diagrams for U/t = −5.0 and J/t = 0.4. The colour intensity
indicates a value of the electron concentration |1 − n| (a), the amplitude ∆0 of SOP (b), and the chemical potential µ/t (c).
The numbers: 1, 2, 3, and 4 (in circles) denote the regions of occurrence of particular phases and states: η-wave SS, s-wave SS,
NO, and PS respectively. The transition between regions 1 and 2 is discontinuous (only in panel (a)), whereas the transitions
between regions 1 and 3 as well as between 2 and 3 are continuous.
B. Finite temperatures (T > 0)
In this section we discuss the evolution of the phase
diagram of the model considered with increasing temper-
ature T and chemical potential µ (or electron concentra-
tion n).
As an example, the finite temperature phase diagrams
for U/t = −5.0 and J/t = 0.4 are shown in Fig. 5 as a
function of µ and n. On the phase diagrams three ho-
mogeneous phases (s-wave SS, η-wave SS and NO) occur.
The transition between the SS phases and the NO phase
are continuous one (second order) and they are decreas-
ing functions of |µ|/t and |1 − n|. The highest transi-
tion temperature is for the half-filling (n = 1, µ = 0,
the transition from η-wave SS phase into the NO phase).
The transition from the s-wave SS phase to the η-wave
SS phase with increasing temperature is discontinuous
(first order) for fixed µ (Fig. 5(a)) and its temperature
increases with |µ|. All transition lines (two of second or-
der and one of first order) merge in the bicritical point.
On the phase diagram for fixed n (Figs. 5(b),(c)), the two
SS phases can coexist in the state with (macroscopic)
phase separation. The temperatures of the transitions
between the PS state and the homogeneous SS phases
increases with |1− n|. In particular, at the ground state
(T = 0) the electron concentrations in the domains are:
n− = 0.2788 (the η-wave SS domain) and n+ = 0.3125
(the s-wave SS domain).
Notice that in the PS state values of ∆0 (or ∆Q) are
undetermined (there are two different order parameters
at every domain) and the chemical potential is constant
(not dependent on n). The different order parameters
and electron concentrations in both domains are not de-
pendent on the concentration n of the electrons in the
whole system. The general discussion of the PS states
properties can be found in e.g. Ref. [32 and 54].
In addition, the phase diagrams for fixed U/t and half-
FIG. 6. The kBT/t vs. J/t phase diagrams at half-filling
(n = 0, µ = 0) for (a) U/t = −2.0, (b) U/t = −3.0, and (c)
U/t = −5.0. Denotations as in Fig. 1.
filling (n = 1, µ = 0) are presented in Fig. 6. The
structure of the diagrams is not dependent on a value
of attractive U interaction. Temperatures of the contin-
uous transition between the s-wave SS phase and the NO
phase and the discontinuous transition between both SS
phase decrease with increasing J/t, whereas boundary
between the η-wave SS phase and the NO phase (contin-
uous transition) increase with increasing J/t (for fixed
U/t). The regions of the SS phases occurrence extends
7with increasing |U |/t and |J |/t. These two interactions
induce superconductivity in the system and also stabilize
both SS phases.
Let us stress that it is possible (for fixed µ as well
for fixed n) to change the type of superconductivity oc-
curring in the system with increasing temperature (the
homogeneous η-wave SS phase can exist in higher tem-
peratures that the homogeneous s-wave SS phase, but
not contrariwise).
IV. CONCLUSION AND SUPPLEMENTARY
DISCUSSION
In this paper we studied the superconducting states of
the PKH model focusing on the states with phase separa-
tion states between two different superconducting phases.
We derived phase diagrams of the model and found that
two superconducting phases with different symmetry of
order parameter can coexist in a state with phase sep-
aration. Moreover, the results predict the change of a
symmetry of superconducting order (from η-wave to s-
wave) with increasing temperature (for fixed µ as well as
fixed n).
Notice that one of the results of this paper that the
temperature can change the symmetry of superconduc-
tivity pairing is consistent with other works [60–65].
One of the real materials, which exhibit a pronounced
fragility of the gap symmetry, are the iron-based SCs
(for review see e.g. Ref. [1, 2, and 65]). In fact, recent
works have demonstrated the possibility of gap symmetry
transitions [60–65], independently of the pairing mecha-
nism. The small-~q electron-phonon interaction [60] and
the spin-fluctuations scenario [61–64] are both compat-
ible, but gap symmetry transitions constitute a charac-
teristic feature of the first mechanism, which leads to a
loss of rigidity of the gap function in momentum space
(momentum decoupling) [66].
One should also notice that it was also derived that
increasing magnetic field can change symmetry of SOP
from s-wave (or d-wave) into η-wave [52].
Let us stress that it has been reported that super-
conductivity can coexist with charge-ordered and mag-
netically ordered phases in states with phase separa-
tions [32, 36, 37, 67, 68]. In present work we do not
consider the charge and magnetic orderings. In the PKH
model, they can both occur for U > 0 (charge ordering
can be also present for U < 0) [17, 18, 25, 26, 69].
Although the existence of η-wave SS has not been con-
firmed experimentally, the recent theoretical results (e.g.
Ref. [22, 23, 38, and 53]) give the explicit suggestions
how it can be distinguished from the s-wave SS. The
main issue in the differentiate these two phases explicitly
is that only absolute value of the order parameter (en-
ergy gap) can be measured experimentally (e.g. by STM
spectroscopy) and only the behaviour of thermodynam-
ical properties [22, 23, 38] or the influence of impurities
on superconducting properties [53] can give information
about the SS symmetry.
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