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a b s t r a c t
A new hybrid differential evolution algorithm, in which an ant system is used to select the
optimal base vector of mutation operation, named the ant system differential evolution
(ASDE), is proposed. In ASDE, each dimension in the feasible solution space is divided into
several subspaces evenly, and each subspace is marked with the same initial intensity of
pheromone trails. The probability of choosing an individual as the base vector is influenced
by the visibility and pheromone quantity of the individual. The trail of the selected base
vector’s location subspaceswill be reinforcedwith somepheromones,when the offspring is
better than its parent. The experimental results show that the ASDE generally outperforms
the other differential evolution algorithms for nine benchmark functions. Furthermore, the
ASDE is applied to develop the global kinetic model for SO2 oxidation on the Cs–Rb–V
catalyst, and satisfactory results are obtained.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Differential evolution (DE) [1] is a new generation evolutionary algorithm (EA), and has been successfully applied to
solve a wide range of optimization problems. DE is a stochastic, population-based and direct search algorithm for globally
optimizing functions with real valued parameters. In the First International IEEE Competition on Evolutionary Optimization,
DE proved to be one of the fastest evolutionary algorithms. Storn and Price [2] have compared DE with the Adaptive
Simulated Annealing [3], the Annealed Nelder and Mead approach [4], the Breeder Genetic Algorithm [5], the Evolutionary
Algorithm with Soft Genetic Operators [6] and the method of Stochastic Differential Equations [7]. In most instances, DE
outperformed all of the above minimization approaches. Vesterstrom and Thomsen [8] applied 34 widely used benchmark
problems to evaluate the performance of DE, particle swarm optimization (PSO) [9], and EA. Their study shows that DE
generally outperforms the other algorithms. [10] introduced three search approaches (Genetic Algorithms (GA) [11], PSO
and DE) to develop bank rating systems and showed that DE is clearly and consistently superior compared to GAs and PSO
with respect to both precision and reliability.
Previous studies have shown that DE is an outperformed heuristic searchmethod when tested over both benchmark and
real world problems. DE is still in its infancy and can most probably be improved [2]. In this paper, a hybrid DE named
ant system differential evolution (ASDE) is introduced, which improved the reproduction efficiency by considering the
pheromone of subspaces divided from each dimension in the feasible solution space. Further, the ASDE is compared with
the versions of DE proposed by Price and Storn [12].
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For illustration, ASDE was applied to develop the global kinetic model for SO2 oxidation on Cs–Rb–V series sulfuric
acid catalyst promoted by alkali salts. The oxidizing reaction of SO2 over Cs–Rb–V catalyst, a three-step complex catalytic
reaction, is a highly nonlinear reaction with reference to optimal operating conditions with many equality and inequality
constraints. Then, ASDE was employed to determine the kinetic parameters of SO2 oxidation on Cs–Rb–V with the data
measured from a non-gradient reactor, reported by Chen et al. [13], and the kinetic model with good precision for SO2
oxidation on Cs–Rb–V was developed.
2. Differential evolution algorithm
In order to find the global optimal solution, DE performs a group-based search instead of the point-to-point search.
The group, which contains a number of solution points, is named population and represented by P(G) with G denoting
the number of generations. The current generation P(G) evolves into the next generation P(G + 1) through the operation
principles. In this way, P(G) continually evolves alongwith the proceeding of G till a global or near-global optimal solution is
obtained. The solution points in the population, called individuals or chromosomes, are represented by xG1 , x
G
2 , . . . , x
G
NP with
NP denoting the number of individuals in the population. The value of NP usually keeps unchanged in the whole evolution
process. The individual xGi consists of n variables, called genes, namely: x
G
i1, x
G
i2, . . . , x
G
in. Then the basic DE algorithm can be
described as follows:
Mutation operation: For each individual, xGi , of generation G, a perturbed individual xˆ
G+1
i is generated as follows:
xˆG+1i = xGr1 + F · (xGr2 − xGr3) (1)
with r1, r2, r3 ∈ [1, 2, . . . ,NP], integer and mutually different and F > 0. The integer r1, r2andr3 are chosen randomly from
the interval [1,NP] and are different from the running index i. xGr1 is the base vector. F is a real constant scaling factor within
[0, 2]which controls the amplification of the differential variation (xGr2 − xGr3).
Crossover operation: The perturbed individual xˆG+1i = [xˆG+1i1 , xˆG+1i2 , . . . , xˆG+1in ] and the current individual xGi = [xGi1, xGi2,
. . . , xGin] are selected by a binomial distribution to perform the crossover operation to generate the offspring x¯G+1i , namely
x¯G+1it =

xGit , Pt > CR,
xˆG+1it otherwise,
t = 1, 2, . . . , n (2)
where Pt is a uniform random number in range [0, 1], and CR is the crossover constant ∈ [0, 1].
Evaluation operation: The offspring x¯G+1i competes one-to-onewith its parent x
G
i . The evaluation operation is expressed as
xG+1i =

x¯G+1i , f (x¯
G+1
i ) ≤ f (xGi ),
xGi otherwise.
(3)
Themutation strategy described above is known as DE/rand/1, meaning that the base vector to be perturbed is randomly
chosen, and that the perturbation consists of one weighted difference vector. Other useful strategies are:
‘‘DE/best/1’’: xˆG+1i = xGbest + F · (xGr1 − xGr2)
‘‘DE/rand-to-best/1’’: xˆG+1i = xGi + F · (xGbest − xGi )+ F · (xGr1 − xGr2)
‘‘DE/best/2’’: xˆG+1i = xGbest + F · (xGr1 − xGr2)+ F · (xGr3 − xGr4)
‘‘DE/rand/2’’: xˆG+1i = xGr1 + F · (xGr2 − xGr3)+ F · (xGr4 − xGr5)
where xGbest is the individual vector with best fitness value in the population at generation G. A more detailed description of
each strategy is given in [14].
Studies have shown that in general, the twomost effective DE strategies are DE/rand/1 and DE/best/2 [15]. However, the
former is over exploration and typically slower in converging, the latter is extensive exploitation and thus a much increased
probability of getting trapped in a local minimum. To remedy the defect described above and to make DE more efficient we
incorporate a stochastic and population-based approach, ant system (AS) [16], into the mutation operation.
3. Ant system differential evolution
An effective evolutionary operator should use randomness but should also make a direct effort to recombine good
substrings of the parents to produce better strings [17]. To this end, AS is used to select the optimal base vector of the
mutation operation. This selection scheme, a combination of stochastic and deterministic approaches, is a systematic and
definite attempt to achieve a trade-off between efficiency and reliability.
Ant system is a novel distributed approach to combinatorial optimization based on the observation of real ant colonies
behavior. AS is famous for its effective to cope with the well-known traveling salesman problem, which is a problem to
choose the shortest (optimal) path. Ants used medium to communicate information among individuals regarding paths,
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and to decide where to go, consists of pheromone trails. ‘‘A moving ant lays some pheromone (in varying quantities) on
the ground, thus marking the path by a trail of this substance. While an isolated ant moves essentially at random, an ant
encountering a previously laid trail can detect it and decide with probability to follow it, thus reinforcing the trail with its
own pheromone. The collective behavior that emerges is a form of autocatalytic behavior where themore the ants following
a trail, the more attractive that trail becomes for being followed. The process is thus characterized by a positive feedback
loop, where the probability with which an ant chooses a path increases with the number of ants that previously chose the
same path’’ [16].
Based on the characteristic of AS, a new improved DE algorithm incorporate with AS to choose the optimal base vector,
xGr1 , of the mutation operation (1) is proposed in this paper. First of all, each dimension in the feasible solution space is
divided into several subspaces evenly, and each subspace is marked with the same initial intensity of pheromone trails. The
pheromone quantity of each individual is equal to the pheromone of its location subspace. The probability of choosing an
individual from the population as the base vector is influenced by the visibility and pheromone quantity of the individual.
The trail of the selected base vector’s location subspaces will be reinforced with some pheromone, when the offspring is
better than its parent. Thus, vectors located in better subspaces are supposed to result in better individuals that in turn are
more likely to survive and produce offspring and hence propagate better subspaces.
3.1. ASDE algorithm
The procedure of executing ASDE can be described in the following:
(1) Initialization operation.
Generate the initial individuals x0i , i = 1, 2, . . . ,NP randomly in S0. Determine the number of the subspaces of each
dimension w, the control parameters ρ,α, β and Q , and the maximal number of generations Gm. Divide each dimen-
sion in the feasible solution space into w subspaces evenly. For tth dimension within the region {(xlowt , xhight) t =
1, 2, . . . , n}, compute Zt = (xhight − xlowt)/w, and then compute the subspace, Stj, as
xlowtj = xlowt + (j− 1)Zt
xhightj = xlowt + jZt , j = 1, 2, . . . , w. (4)
Thus, the solution space is divided into n× w subspaces. Set the current generation G = 0.
(2) For each individual xGi , i = 1, 2, . . . ,NP , do steps 3–6 to produce the population for the next generation G+ 1.
(3) Selecting base vector.
DE has to select a vector to form the base vector from the population. The choice is influenced by the intensity of the
pheromone trails, τk(G), and the visibility ηk, k = 1, 2, . . . ,NP . τk(G) is the intensity of trail on the kth vector. τk(G) is
calculated as
τk(G) =
n−
t=1
τkt(G) (5)
where τkt(G) is the pheromone of tth gene of the kth vector. τkt(G) is equal to the pheromone of the subspace in which
xGkt located, and defined as
τkt(G) =

τˆ11(G) xlow11 ≤ xGkt ≤ xhigh11
...
...
τˆtj(G) xlowtj ≤ xGkt ≤ xhightj
(6)
where τˆtj(G) is the pheromone of subspace Stj, the initial pheromone of each subspace τˆtj(0) = 0 and τˆtj(G) will be
updated by Eq. (10) with evolution. ηk is defined as
ηk =

n−
t=1

xGkt − xGbt
xGkt
2 12
(7)
where xGkt denotes the tth gene of the kth vector in the Gth generation and x
G
bt denotes thetth gene of the best individual
in the G generation. The probability to choose the kth vector as the base vector in the Gth generation is defined as
Pk(G) = τ
α
k (G)+ ηβk
NP∑
k=1
(τ αk (G)+ ηβk )
(8)
where α and β are parameters that control the relative importance of trail versus visibility. Therefore the transition
probability is a trade-off between visibility (which says that the vector close to the best parent should be chosen with
low probability, thus prevented DE algorithm from getting trapped in a local minimum) and trail intensity (that says
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Table 1
Benchmark function.
Test function n S0 fmin
f1(x) =∑ni=1 x2i 30 [−100, 100]n 0
f2(x) =∑ni=1 |xi| +∏ni=1 |xi| 30 [−10, 10]n 0
f3(x) =∑ni=1(|xi + 0.5|)2 30 [−100, 100]n 0
f4(x) =∑n/2i=1(100(x2i − x22i−1)2 + (1− x2i−1)2) 30 [−30, 30]n 0
f5(x) = −∑ni=1(xi sin(√|xi|)) 30 [−500, 500]n −12569.5
f6(x) =∑ni=1(x2i − 10 cos(2πxi)+ 10) 30 [−5.12, 5.12]n 0
f7(x) = −20 exp(−0.2

1
n
∑n
i=1 x
2
i )− exp( 1n
∑n
i=1 cos(2πxi))+ 20+ e 30 [−32, 32]n 0
f8(x) = 14000
∑n
i=1 x
2
i +
∏n
i=1 cos(
xi√
i
)+ 1 30 [−600, 600]n 0
f9(x) = 4x21 − 2.1x41 + 13 x61 + x1x2 − 4x22 + 4x42 20 [−5, 5]n −1.03165
that if kth vector’s location subspaces has generated a lot of better offspring then it is highly desirable, thus making DE
algorithm extensive exploitation). After the probabilities for all vectors to form the base vector have been calculated, a
biased random selection procedure based on probability value is used to determine the base vector for each individual.
This selection procedure is implemented using a roulette wheel method.
(4) Mutation operation.
A perturbed individual xˆG+1i is generated as follows:
xˆG+1i = xGik + F · (xGr2 − xGr3) (9)
where xGik is the base vector for ith individual selected by step 3, r2 and r3 are chosen randomly from the interval [1,NP].
(5) Crossover operation.
Obtain the offspring x¯G+1i from x
G
i and xˆ
G+1
i using the crossover operation (2)
(6) Evaluation operation.
The offspring x¯G+1i competes one-to-one with its parent x
G
i using the evaluation operation (3) to obtain an individual
of the next generation xG+1i .
(7) Update pheromone.
The pheromone trail intensity of subspace Stj is updated according to the following formula
τˆtj(G+ 1) = ρτˆtj(G)+1τˆtj (10)
where ρ is a coefficient such that (1− ρ) represents the evaporation of trail between generation G and G+ 1,
1τˆtj =
NP−
i=1
1τˆ itj (11)
where1τˆ itj is the quantity laid on Stj by the ith individual between generation G and G+ 1; is given by
1τˆ itj =
Q
Li
if xGikt locate in Stjand x
G+1
i is better than x
G
i
0 otherwise
(12)
where xGikt is the tth gene of the base vector for ith individual, Q is a constant and Li is expressed as
Li =
 f (xG+1i )f (xG+1i )− f (xGi )
 . (13)
The coefficient ρ must be set to a value< 1 to avoid unlimited accumulation of trail.
(8) G = G+ 1.
(9) Repeat steps (2) to (8) as long as the number of generations is smaller than the allowable maximum number Gm and the
best individual is not obtained.
4. Benchmark function
Nine benchmark functions were used in our experimental studies. These benchmark functions were divided into three
classes: functions with no local minima, many local minima, and a few local minima. The benchmark functions are given in
Table 1. n stands for the dimension of the function, S0 denotes their ranges and fmin is a function value of the global optimum.
A more detailed description of each function is given in [18–20].
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Fig. 1. Performance comparison between the different versions of DE for Sphere function.
Fig. 2. Performance comparison between the different versions of DE for Schwefel’s problem 2.22.
Functions f1−f8 (that is, Sphere function, Schwefel’s problem 2.22, Step function,Rosenbrock function,Generalized Schwefel’s
problem 2.26, Rastrigin function, Ackley’s function and Griewank function) are high-dimensional problems. Functions f1, f2
and f4 are unimodal. Function f3 is the step function which has one minimum and is discontinuous. f5–f8 are multimodal
functions where the number of local optima increases exponentially with the problem dimension. Function f9 (Six-Hump
Camel-Back function) is a low-dimensional function with only a few local optima [18].
5. Experimental results
In this section, the performance of ASDE is studiedwith the use of the nine benchmark problems, and the obtained results
are compared with those of the versions of DE proposed by Price and Storn [12] (that is, DE/rand/1, DE/best/1, DE/rand-to-
best/1, DE/rand/2 and DE/best/2). The effect of noise on the performance of ASDE is investigated in comparison with the
other DE strategies. For original DE and ASDE, F = 0.5 and CR = 0.9, as suggested by Price and Storn. For the ASDE,w = 7,
α = 10, β = 1, ρ = 0.3 and Q = 1e+ 4. The following parameters were used in our experiments:
• population Size: NP = 100;
• maximal number of evaluations: 200,000;
• Dimensions number: 30 for f1–f8 and 2 for f9.
The results reported in this section are average results of 30 independent runs. All algorithms used the same population
size and equal number of function evaluations.
5.1. No-noisy benchmark functions
Table 2 summarizes the results obtained by applying the different approaches to the unimodal benchmark functions.
The results show that the ASDE outperformed (or at least equal to) the other DE strategies in all unimodal benchmark
functions except the f3 where the DE/best/2 found a better solution. However, even for f3 where ASDE’s average is worse
than DE/best/2, it is not significantly worse. Figs. 1–4 show average best fitness curves for the different strategies with
30 independent runs for unimodal benchmark functions. It can be seen from Figs. 1–4 that ASDE has a faster convergence
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Fig. 3. Performance comparison between the different versions of DE for Rosenbrock function.
Fig. 4. Performance comparison between the different versions of DE for Step function.
Table 2
Mean and standard deviation (SD) of the unimodal function optimization results.
f1 f2 f3 f4
DE/rand/1 0 (0) 0 (0) 11.294(1.2365) 0 (0)
DE/best/1 1272.9 (626.2429) 21.392 (9.0961) 327,820 (278,710) 1405.3 (799.8382)
DE/best/2 0 (0) 0 (0) 0.93021 (1.7150) 0 (0)
DE/rand/2 49.358 (13.4653) 55.656 (5.5467) 10445 (4564.4) 50.937 (16.5894)
DE/rand-to-best/1 249.15 (162.2239) 5.1690 (2.3195) 25,297 (43,647) 179.13 (105.5800)
ASDE 0 (0) 0 (0) 10.714 (1.4509) 0 (0)
rate than DE/rand/1 and DE/rand/2. On the other hand, the figures show that DE/best/2 converges insignificantly faster than
ASDE.
Table 3 summarizes the results obtained by applying the different approaches to the multimodal benchmark functions.
The results show that the ASDE significantly outperformed (or at least equal to) the original DE strategies in all the
multimodal functions. Figs. 5–8 show average best fitness curves for the different strategies with 30 independent runs for
multimodal benchmark functions. It can be seen from Figs. 5–8 that ASDE has a faster convergence rate than DE/rand/1
and DE/rand/2. On the other hand, the figures show that DE/best/2 converges insignificantly faster than ASDE. However,
DE/best/1, DE/best/2 and DE/rand-to-best/1 were trapped in a local optimum in all the multimodal benchmark functions
except the f9. For the f9 function, where the dimension of the function and the number of local optima for each function are
small, all the strategies succeeded in finding the global optimum within 40 generations.
From above experiments it can be concluded that AS introduced into DE that enhances its rate of convergence without
compromising solution quality and the performance of ASDE is outstanding in comparison to the other DE strategies.
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Fig. 5. Performance comparison between the different versions of DE for Schwefel problem 2.26.
Fig. 6. Performance comparison between the different versions of DE for Rastrigin function.
Table 3
Mean and Standard deviation (SD) of the multimodal function optimization results.
f5 f6 f7 f8 f9
DE/rand/1 −6751.5 (629.3515) 165.37 (17.9274) 0 (0) 0.00049 (0.0019) −1.0316 (0)
DE/best/1 −8213.3 (619.6693) 83.448 (24.5417) 9.4206 (3.3525) 12.959 (4.8218) −1.0316 (0)
DE/best/2 −9920.5 (815.6619) 190.79 (17.1193) 0.05196 (0.0275) 0.00632 (0.0074) −1.0316(0)
DE/rand/2 −5347.1 (274.3872) 247.32 (11.6937) 6.4765 (4.6361) 1.4209 (0.1106) −1.0316(0)
DE/rand-to-best/1 −8950.8 (395.8408) 33.772 (9.7319) 4.5631 (1.1311) 3.5040 (1.4689) −1.0316 (0)
ASDE −10250 (483.7642) 15.645 (10.7285) 0 (0) 0 (0) −1.0316(0)
5.2. Noisy benchmark functions
In this subsection, the effect of noise on the performance of ASDE is investigated. The noisy versions of the benchmark
functions are defined as:
fNoisy(x) = f (x)+ N(0, 1)
with N(0, 1)= Normal (or Gaussian) distribution with mean 0 and variance 1.
Since the impact of Gaussian noise is strongly dependent on the magnitudes of the objective function and the results are
affected by the randomness in the noisy term, to be fair, we just roughly compare results with noisy functions. Tables 4 and
5 summarize the results obtained for the noisy problems for the unimodal and multimodal functions, respectively. Table 4
shows that the ASDE and DE/rand/1 was less prone to noise than other DE strategies for all unimodal functions. Table 5
shows that the ASDE retained its position as the best performer when applied to multimodal functions even in the presence
of noise.
Hence, compared to the other tested strategies, the ASDE generally seems to be less badly affected by noise. This is an
improvement over the conventional DE which is not a good approach to achieve results with high accuracy [19]. The main
expected reason is that ASDE introduce a stochastic selection (AS) into the mutation operation instead of deterministic
selection tomaintain a higher level of exploration during the search. Deterministic selection is expected to be amain reason
for the DE deficiency when applied to noisy problems [19].
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Fig. 7. Performance comparison between the different versions of DE for Griewank function.
Fig. 8. Performance comparison between the different versions of DE for Ackley function.
Table 4
Mean and standard deviation (SD) of the noisy unimodal function optimization results.
f1 f2 f3 f4
DE/rand/1 −3.0092 (0.3124) −1.4880 (0.2952) 23.868 (0.7297) −2.9286 (0.2634)
DE/best/1 1611.2 (727.5531) 22.481 (10.7827) 366,560 (331,090) 1464.8 (897.6909)
DE/best/2 −2.4440 (0.5982) −0.95005 (0.5150) 43.424 (30.2380) −2.1658 (0.6118)
DE/rand/2 49.588 (13.5322) 55.928 (6.4322) 10312 (3846) 51.471 (15.8666)
DE/rand-to-best/1 138.12 (141.5308) 3.5479 (2.5724) 14,792 (17,282) 229.33 (224.9554)
ASDE −3.3103 (0.3625) −2.1584 (0.2983) 25.699 (10.1809) −3.2283 (0.2976)
Table 5
Mean and Standard deviation (SD) of the noisy multimodal function optimization results.
f5 f6 f7 f8 f9
DE/rand/1 −6599.5 (667.3198) 169.82 (11.0429) 16.396 (0.3705) −1.9078 (0.2985) −5.2228 (0.2195)
DE/best/1 −8165.8 (561.3394) 91.848 (24.0537) 14.909 (2.2063) 14.862 (5.2395) −5.3441 (0.2397)
DE/best/2 −9805.6 (695.7551) 188.25 (12.9340) 16.423 (0.3247) −1.3335 (0.4653) −5.3777 (0.2382)
DE/rand/2 −5450.1 (298.0014) 251.00 (13.9799) 16.403 (0.2719) 1.3108 (0.6264) −5.1701 (0.3188)
DE/rand-to-best/1 −8993.1 (506.5290) 36.251 (9.5226) 5.0129 (1.9015) 1.3566 (1.5255) −5.4443 (0.2626)
ASDE −10173 (520.4928) 13.076 (8.7906) 2.5513 (6.1245) −2.4618 (0.2343) −5.3972 (0.3254)
5.3. Influence of differentw, α, β , ρ and Q on performance of ASDE
This subsection evaluated the effect of w ∈ {5, 6, 7, 8, 9}, α ∈ {0.1, 1, 10, 20, 50}, β ∈ {0.1, 0.5, 1, 5, 10}, ρ ∈
{0.1, 0.3, 0.5, 0.7, 0.9} and Q ∈ {1e+2, 1e+3, 1e+4, 1e+5, 1e+6} on the performance of ASDE. Tables 6–10 summarize
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Table 6
Influence ofw on the performance of ASDE.
w = 5 w = 6 w = 7 w = 8 w = 9
f1 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
f2 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
f3 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
f4 10.399(1.9257) 13.701(10.591) 10.714 (1.4509) 11.911(2.8618) 12.892(11.153)
f5 −10350(478.78) −10210(525.99) −10250 (483.7642) −10359(504.86) −10059(567.37)
f6 25.811(25.163) 16.297(4.1614) 15.645(10.7285) 22.055(9.7803) 20.861(8.3182)
f7 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
f8 0.00058(0.00221) 0 (0) 0 (0) 0 (0) 0.0058(0.00221)
f9 −1.0316(0) −1.0316(0) −1.0316(0) −1.0316(0) −1.0316(0)
Table 7
Influence of α on the performance of ASDE.
α = 0.1 α = 1 α = 10 α = 20 α = 50
f1 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
f2 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
f3 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
f4 939.18(3472.7) 11.409(1.4616) 10.714(1.4509) 10.577(1.9225) 13.750(10.900)
f5 −10248(704.81) −10296(560.24) −10250 (483.7642) −10315(445.13) −97683(677.51)
f6 36.438(27.660) 103.53(33.175) 15.645(10.7285) 27.030(11.985) 67.425(19.646)
f7 0.10059(0.30881) 0 (0) 0 (0) 0 (0) 2.4946(6.3026)
f8 0.00373(0.00984) 0 (0) 0 (0) 0 (0) 0 (0)
f9 −1.0316(0) −1.0316(0) −1.0316(0) −1.0316(0) −1.0316(0)
Table 8
Influence of β on the performance of ASDE.
β = 0.1 β = 0.5 β = 1 β = 5 β = 10
f1 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
f2 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
f3 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
f4 12.625 (10.606) 10.657(1.2841) 10.714 (1.4509) 12.509 (10.609) 13.488 (10.881)
f5 −92852(704.99) −10185(601.21) −10250 (483.7642) −99082(888.89) −99394(681.24)
f6 12.105 (3.5258) 16.118 (4.8490) 15.645(10.7285) 13.101(3.8933) 16.019 (5.0623)
f7 0 (0) 0 (0) 0 (0) 1.2158(0.00312) 0 (0)
f8 0.00025 (0.00135) 0 (0) 0 (0) 0.00082(0.00312) 16.019(6.3026)
f9 −1.0316(0) −1.0316(0) −1.0316(0) −1.0316(0) −1.0316(0)
Table 9
Influence of ρ on the performance of ASDE.
ρ = 0.1 ρ = 0.3 ρ = 0.5 ρ = 0.7 ρ = 0.9
f1 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
f2 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
f3 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
f4 12.653(10.711) 10.714 (1.4509) 13.192(10.609) 12.448 (11.048) 13.371(10.813)
f5 −10384(553.56) −10250 (483.7642) −10282(772.72) −10289(479.73) −10321(647.59)
f6 16.284(11.118) 15.645(10.7285) 15.621(8.0626) 14.323(10.276) 18.163(12.437)
f7 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
f8 0 (0) 0 (0) 0.00066(0.00258) 0 (0) 0 (0)
f9 −1.0316(0) −1.0316(0) −1.0316(0) −1.0316(0) −1.0316(0)
the results obtained by using different values ofw,α,β ,ρ andQ . Table 6 shows that smaller value ofw leads to perturbations
and a slow convergence speed, if w = 1 the effect of AS will be eliminated and the performance of ASDE would similar to
DE \ r and \ 1, while larger value leads to rapid loss of diversity. In general, w = 7 seems to generate the best results
when applying to all the benchmark problems. Table 7 shows that α = 0.5 yield the best results for all the unimodal and
multimodal functions. Table 8 shows that β = 0.5 and β = 1 provides the best performance for all the benchmark functions
and the reasonable value of β should approximate 1. Table 9 shows that ρ = 0.7 performs better than other values for all
the functions. Table 10 shows that experiment results are not sensitive to the setting of Q . The results, Tables 6–10, show
that ASDE could provide good results in a wide range of these parameters, that meansw, α, β , ρ and Q are five fine-turning
parameters. In addition, settings of the five control parameters for all benchmark functions were kept fixed in Sections 5.1
and 5.2, users generally do not need to adjust these parameters when face a new problem. Thus, ASDEwould be a reasonable
choice because of its efficiency and the fact that it does not require additional parameter tuning.
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Table 10
Influence of Q on the performance of ASDE.
Q = 1e+ 2 Q = 1e+ 3 Q = 1e+ 4 Q = 1e+ 5 Q = 1e+ 6
f1 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
f2 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
f3 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
f4 14.201(14.792) 10.838(1.2459) 10.714 (1.4509) 10.858(1.8277) 10.442(2.2738)
f5 −10202(556.32) −10206(572.65) −10250 (483.7642) −10205(477.48) −10253(616.49)
f6 18.163(12.437) 14.323(10.276) 15.645(10.7285) 15.621(8.0626) 16.284(11.118)
f7 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
f8 0.00049(0) 0 (0) 0 (0) 0 (0) 0 (0)
f9 −1.0316(0) −1.0316(0) −1.0316(0) −1.0316(0) −1.0316(0)
6. Application
Cs–Rb–V series catalyst is a newly developed sulfuric acid catalyst used under low temperature. Its initial combustion
temperature is 30–50 °C lower than common sulfuric acid catalyst, that is to say that its initial combustion temperature
could be reduced to about 370 °C and its normal operation temperature is 380–520 °C [21]. By virtue of low ignition
temperature, Cs–Rb–V series catalyst can make the temperature of inlet and outlet gas of reactor decrease, reduce the
equilibriumconcentration of sulfur dioxide in the off-gas andmake it possible to use lowconcentration or high concentration
metallurgical fume to produce sulfuric acid. Besides, Cs–Rb–V series catalyst can shorten startup time, decrease capital
investment and operating cost in the conversion process [22]. Furthermore, preparation process of Cs–Rb–V series catalyst
is simple and cheaper compared with other cesium-containing low temperature catalyst.
In order to gain a better insight into the reaction mechanism and provide basis for the design of industrial reactors, it is
essential to study the kinetics. The global kinetic model of SO2 oxidation on Cs–Rb–V series sulfuric acid catalyst, reported
by Chen et al. [13], is defined as
r = K1p
1/2(O2)
K2 + K3p(SO3)+ p(SO3)(pSO2)

1− p(SO3)
p(SO2)p1/2(O2)KP

(14)
in which p(O2), p(SO2) and p(SO3) denote the partial pressure of O2, SO2 and SO3, respectively,r is the reaction rate, K1, K2
and K3 are coefficients. Kβ could be represent with Kβ = kβ exp(−Eβ/RT )(β = 1, 2, 3), where kβ is the pre-exponential
factor, Eβ is the activation energy R is the gas constant, T is absolute temperature, KP is the total equilibrium constant of SO2
oxidation reaction and it can be calculated by
KP = exp
[
2.3026

4812.3
T
× 2.8254lgT

+ 2.284× 10−3T − 7.012× 10−7T 2 + 1.197× 10−10T 3 + 2.23
]
. (15)
The goal of this optimization problem is to determine the optimal Arrhenius parameters (kβ and Eβ , β = 1, 2, 3) such
that the differences between the values of reaction rates calculated from Eq. (14) and those measured experimentally is
minimized. The objective function is therefore expressed by
min EQS =
N−
µ=1

rµ − rc,µ
rµ
2
(16)
in which EQS denotes the sum of the differences; rµ is the experimental rate ofµth experimental point; rc,µ is the calculated
rate of µth experimental point calculated from Eq. (14); N is the sum of experiment points.
Then, ASDE, DE/rand/1, DE/best/1, DE/best/2, DE/rand/2 and DE/rand-to-best/1 were employed to determine the kinetic
parameters for SO2 oxidation on Cs–Rb–V series sulfuric acid catalyst with the data measured experimentally, reported by
Chen et al. [13]. The operation parameters of ASDE, DE/rand/1, DE/best/1, DE/best/2, DE/rand/2 and DE/rand-to-best/1 were
taken as in Section 5. The objective function was used as a guideline to determine the best optimal parameters from the
data set. The results reported in this section are averages of 10 independent runs. Each simulation was allowed to run for
20,000 evaluations of the objective function. The results are comparedwith that obtained by Chen et al. [13] in Table 11, and
the best values of kβ and Eβ determined by different methods also listed in this Table. The convergence curves of different
approaches are shown in Fig. 9. The minimum EQS of 2.5439 is obtained by ASDE. This is better than other points.
7. Conclusions
This paper presents an efficient hybrid differential evolution algorithm for global optimization. The proposed method
combines theDEwith theAS to improve the performance of the algorithm. In the presentedmethod, DE is used to implement
the evolution of population and AS is applied to select the optimal base vector of the mutation operation simultaneously. In
the benchmark tests, both noisy and no-noisy functions, the results show that AS introduced into DE that enhances its rate
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Fig. 9. Convergence characteristics of different versions of DE.
Table 11
Comparison of the simulation results with the reported data [13,21,22].
K1 K2 K3 E1 E2 E3 EQS
Chen et al. 0.152 8.18 0.221 62,073. 2384 18,949 6.676
DE/rand/1 33.619 84,576. 17.965 971.18 2.8179e+015 2.2354e+005 2.5466(0.0018)
DE/best/1 39.39 85,331. 15.467 0.10005 2.2124e+014 2.0654e+005 2.8056(0.5130)
DE/rand-to-best/1 36.555 84,670. 16.188 0.10124 3.6438e+014 2.0969e+005 2.6786(0.4313)
DE/best/2 43.558 85,421. 16.846 0.11557 1.6912e+014 2.0416e+005 2.5495(0.0290)
DE/rand/2 29.055 85,389. 11.456 104.15 1e+016 2.3353e+005 2.5706(0.0213)
ASDE 29.0 84,179. 14.381 135.55 2.187e+015 2.2254e+005 2.5439(0.0028)
of convergence without compromising solution quality, and the performance of ASDE is outstanding in comparison to the
original DE strategies tested. The algorithm was subsequently used to estimate the kinetic parameters of SO2 oxidation on
Cs–Rb–V series sulfuric acid catalyst promoted by alkali salts. ASDE is found to bemore efficient than other approaches. Thus,
among the tested strategies, the ASDE can rightfully be regarded as a reasonable choice, when facedwith a new optimization
problem to solve.
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