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In this note, we prove a theorem on a new presentation for the algebra of the
endomorphisms of the permutation representation (Yokonuma–Hecke algebra) of
a simple Chevalley group with respect to a maximal unipotent subgroup. This pre-
sentation is given using certain nonstandard generators. © 2001 Academic Press
1. INTRODUCTION
Let G be a simple Chevalley group deﬁned over q. In this manuscript,
we prove a theorem on a new presentation for the algebra of endo-
morphisms nq associated to the induced representation of the trivial
representation of U up to G, where U is a maximal unipotent subgroup
of G. In [6], this theorem was proved for the case when the Cartan matrix
of G is symmetric, that is, when G is of type Al, Dl, E6, E7, or E8. In
this manuscript, we prove the theorem for the other simple Chevalley
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groups also. More precisely, we prove the nonstandard presentation
theorem for the simple Chevalley groups of type Bl, Cl, F4, and G2.
In [8], Yokonuma has given a description (presentation) of this algebra
nq in terms of the standard generators, that is, in terms of generators
given by the double cosets (see 11.30[3]). So, we call the algebra nq, the
Yokonuma–Hecke algebra. The presentation of Yokonuma is analogous to
the classical presentation of the Iwahori–Hecke algebra (see [5]).
In Theorem 2.18 of [6], the ﬁrst author of this article proved that
this algebra nq has a presentation with nonstandard generators for
the simple Chevalley groups G whose Cartan matrix is symmetric. This
presentation uses nonstandard generators, deﬁned by a preﬁxed nontriv-
ial additive character of q, and a certain nontrivial linear combination
involving the standard basis of nq (see Deﬁnition 1). Originally, these
generators were deﬁned in a geometrical way for the group GLnq,
that is, like Fourier transforms on the space of functions of ﬂags vectors
on nq. As an application of our main theorem, we recall that by abstracting
the presentation in the case when G is of type Al, it is possible to deﬁne
a certain ﬁnite-dimensional algebra, involving braids and ties, which gives
new matrix representation for the Artin group of type A; see [1]. It is a
natural question to study the representation for the Artin groups of types
Bl, Cl, F4, and G2 that arise from our theorem.
The aim of this note is to prove that the above-mentioned nonstan-
dard generators give a presentation for the algebra nq for the simple
Chevalley groups of types Bl, Cl, F4, and G2.
For a more precise statement, see Theorem 2.
The layout of this manuscript is as follows.
Section 2 consists of preliminaries and statement of the main theorem
(for a more precise statement, see Theorem 2). Section 3 consists of the
proof for the case when G is of type Bl, Cl, or F4. Section 4 consists of the
proof for the case when G is of type G2.
The preliminary version of this note was published as the preprint [7].
2. PRELIMINARES AND STATEMENT OF MAIN RESULT
2.1. Let k denote a ﬁnite ﬁeld with q elements. Let G be a simple
simply connected Chevalley group deﬁned over k. Let T be a “maximally
split” torus of G. Let B be a Borel subgroup of G containing T . Let U be
the unipotent radical of B. We will denote the rank of G by l.
We denote the set of all roots with respect to T by .
Let  be the set of all simple roots with respect to T and B. Let N be
the normaliser of T in G and let W = N/T be the Weyl group of G with
S = sα  α ∈  being the set of simple reﬂections. The pair WS is a
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Coxeter system and we have the presentation
W = sα  sαsβmαβ = 1 αβ ∈ 	
where mαβ denote the order of sαsβ.
Let π be the canonical homomorphism from N onto W . Using π, we
have an action of the Weyl group W on T : w t 
→ wt = ωtω−1, where
ω ∈ N is such that πω = w.
We recall that for any root α ∈ , there is an ωα ∈ N such that πωα =
sα and there is a homomorphism φα  SL2 −→ G such that
ωα = φα
(
0 1
−1 0
)
 hαr = φα
(
r 0
0 r−1
)
r ∈ k×!
2.2. Let nq be the algebra of endomorphism of the induced (per-
mutation) representation IndGU1, over the ﬁeld of complex numbers. We
call the algebra nq the Yokonuma–Hecke algebra.
From the Bruhat decomposition, G = ∐n∈N UnU , we have that the stan-
dard basis of the Yokonuma–Hecke algebra is parametrised by N . Let
Rn  n ∈ N be the standard basis.
If n = ωα, we denote Rn by Rα.
If n = t ∈ T , we call the elements Rt in nq operators of homothety
corresponding to t. In the case t = hαr, we denote Rt by Hαr. With
these notations, we deﬁne Eα by
Eα =
∑
r∈k×
Hαr α ∈ !
It is clear that the Eα’s commute among themselves, and a direct com-
putation shows that
E2α = q− 1Eα! 1
Now, we recall a theorem due to Yokonuma.
Theorem 1. (See [8]). The Yokonuma–Hecke algebra nq is generated,
as an algebra, by Rα α ∈  and the homotheties Rt t ∈ T . Moreover, these
generators with the relations below deﬁne a presentation for nq.
R2α = qHα−1 + RαEα (quadratic relation) (1.1)
RαRβRαRβ · · ·︸ ︷︷ ︸
mαβ
= RβRαRβRα · · ·︸ ︷︷ ︸
mαβ
(braid relation) (1.2)
RtRα = RαRt ′ where t ′ = ωαtω−1α t ∈ T  (1.3)
RuRv = Ruv u v ∈ T ! (1.4)
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2.3. In the following, we ﬁx a nontrivial additive character ψ of
k+. For any α in , we deﬁne (α as the following linear combination
of elements in nq,
(α =
∑
r∈k×
ψrHαr!
From a direct computation, we have that (α commutes with Eα and
(αEα = −Eα! 2
Deﬁnition 1. Let α ∈ (. We deﬁne the element Lα, as
Lα = q−1Eα + Rα(α!
Our main goal is to prove the following theorem.
Theorem 2. The Yokonuma–Hecke algebra nq is generated (as an
algebra) by Lα α ∈  and the homotheties Rt t ∈ T . Moreover, these gen-
erators with the relations below deﬁne a presentation for nq.
L2α = 1− q−1Eα − LαEα (quadratic relation) (2.1)
LαLβLαLβ · · ·︸ ︷︷ ︸
mαβ
= LβLαLβLα · · ·︸ ︷︷ ︸
mαβ
(braid relation) (2.2)
RtLα = LαRt ′ where t ′ = ωαtω−1α t ∈ T  (2.3)
RuRv = Ruv u v ∈ T ! (2.4)
To prove this theorem, we introduce some notation and one useful
proposition. We denote by Ewα the effect of w on Eα arising from the
action of the Weyl group W on T . That is,
Ewα =
∑
r∈k×
Hγr α ∈  w ∈ W 
where γ is the root deﬁned by wα = γ.
In the similar way, we denote by (wα the effect of w on (α.
Proposition 3. Let s be the reﬂection corresponding to α, and let β ∈ .
We have
EβRα = RαEsβ (βRα = Rα(sβ (3.1)
Esα = Eα (3.2)
Eα(
s
α = −Eα = Eα(α (3.3)
(α(
s
α = (sα(α = qHα−1 − Eα! (3.4)
Proof. The proof of assertions in (3.1) is an immediate consequence of
Yokonuma’s Theorem, part (1.3), and the proofs of (3.2), (3.3), and (3.4)
are straightforward computations.
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2.4. We are now going to sketch the proof of Theorem 2 for the
simple Chevalley groups of type Bl, Cl, F4, and G2. The only statement of
Theorem 2 that involves the Dynkin diagram of the group is the statement
about the braid relation, that is, (2.2.) Since Theorem 2 was proved for the
cases of types Al, Dl, E6, E7, and E8 in [6], to prove the theorem we only
need to prove (2.2) for the cases when G is of types Bl, Cl, F4, and G2. In
Section 2, we prove (2.2) for the case when G is of types Bl, Cl, and F4. In
Section 3, we prove (3.2) for the case when G is of type G2. The method
of proof involves the one-parameter subgroups Hαt t ∈ k× α ∈ , and
some automorphisms of the two-dimensional torus k× × k×.
3. CASES Bl, Cl, AND F4
3.1. Let  = α1 ! ! !  αl−1 αl denote the set of all simple roots of
type Bl. So, the Dynkin diagram is
α1 α2 α β
Bl: ❞ ❞    ❞ ❞,>
where α = αl−1 and β = αl. Let s (respectively, s′) be the reﬂection corre-
sponding to the root α (respectively β).
Note that the simple roots α1 ! ! !  αl−1 of Bl turn to the set of simple
roots of Al−1, and so from Theorem 2.12 of [6] we deduce that
LαiLαj = LαjLαi if i− j > 1
LαiLαjLαi = LαjLαiLαj if i− j = 1!
Therefore, to prove Theorem 2, we need to prove only the relation
LαLβLαLβ = LβLαLβLα. In the proof of this braid relation, we will use
the following lemma. The same proof holds for the cases Cl and F4. (The
only difference is α = αl, β = αl−1 in the case of Cl and α = α2, β = α3 in
the case of F4.)
Lemma 4. We have
Es
′
αEβ = EsβEα = EαEβ (4.1)
Es′α s = Es
′
α  Esβs
′ = Esβ (4.2)
EsβE
s′
α = EαEβ (4.3)
Es′α ss
′ = Eα Esβs
′ s = Eβ (4.4)
(s′αs = (s
′
α (sβs
′ = (sβ (4.5)
Hα−1s
′ = Hα−1 Hβ−1s = Hα−1Hβ−1! (4.6)
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Proof. We now prove (4.1). We have s′α = α + 2β and so we have
Es
′
α = Eα+2β. Hence, we have
Es
′
αEβ =
∑
t∈k×
Hα+2βt
∑
r∈k×
Hβr
= ∑
t r∈k××k×
HαtHβt2 · r
= ∑
t r∈k××k×
HαtHβr = EαEβ
since the map t r 
→ t t2 · r is an automorphism of k× ×k×. This proves
that Es
′
αEβ = EαEβ.
The equality EsβEα = EαEβ follows from the fact that sβ = α+ β and
the map t r 
→ tr r is an automorphism of k× × k×.
We now prove (4.2). We have ss′α = sα+ 2β = −α+ 2β+ α =
α+ 2β = s′α. This proves that Es′α s = Es
′
α .
The proof of Esβs
′ = Esβ follows from the fact
s′sβ = s′α+ β = α+ 2β − β = α+ β = sβ!
The proof of (4.3) follows from the facts that sβ = α + β, s′α =
α+ 2β and that the map t r 
→ tr tr2 is an automorphism of k× × k×.
The proof of (4.4) follows from the facts that
s′ss′α = s′sα+ 2β = s′α+ 2β = α+ 2β − 2β = α
and
ss′sβ = ss′α+ β = sα+ β = −α+ α+ β = β!
The proof of (4.5) is similar to the proof of (4.2). We note here that (
does not play an important role in this situation.
We now prove (4.6). We have s′α = α+ 2β and, hence, we have
Hα−1s
′ = Hα−1Hβ−12 = Hα−1Hβ−12 = Hα−1!
Since sβ = α+ β, we have Hβ−1s = Hα−1Hβ−1.
We now prove the following lemma which will complete the proof of
Theorem 2 for the cases when G is of types Bl, Cl, and F4.
Lemma 5. LαLβLαLβ = LβLαLβLα.
Proof. First, we compute the products.
pαβ = q2LαLβ and pβα = q2LβLα!
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From the deﬁnition of Lα and Lβ, we have
pαβ = Eα + Rα(αEβ + Rβ(β
= EαEβ + EαRβ(β + Rα(αEβ + Rα(αRβ(β
= EαEβ︸ ︷︷ ︸
a
+RβEs
′
α(β︸ ︷︷ ︸
b
+Rα(αEβ︸ ︷︷ ︸
c
+RαRβ(s
′
α(β︸ ︷︷ ︸
d
!
Note that b (respectively d) is obtained from EαRβ(β (respectively
Rα(αRβ(β) by using Proposition 3.
Now, we compute p2αβ,
p2αβ = a2 + b2 + c2 + d2 + ab+ ac + ad
+ ba+ bc + bd + ca+ cb+ cd + da+ db+ dc!
In the same way, we obtain an analogous expression for p2βα, but in the
symbols a′, b′, c′, and d′.
The proof of this lemma is as follows. In the expression of p2αβ and p
2
βα,
we ﬁrst bring the monomials 1, Rα, Rβ, RαRβ, RβRα, RαRβRα, RβRαRβ,
and RαRβRαRβ = RβRαRβRα to the left. After this procedure, we will
check that the coefﬁcients of these monomials in p2αβ with the correspond-
ing coefﬁcients in p2βα are the same. Then, the lemma follows.
Let X0, Xα, Xβ, Xαβ, Xβα, Xαβα, Xβαβ, and Xαβαβ be the coefﬁcient of 1,
Rα, Rβ, RαRβ, RβRα, RαRβRα, RβRαRα, and RαRβRαRβ, respectively, in
p2αβ. Let Y0, Yα, Yβ, Yαβ, Yβα, Yαβα, Yβαβ, and Yαβαβ be the coefﬁcients
of 1, Rα, Rβ, RαRβ, RβRα, RαRβRα, RβRαRα, and RαRβRαRβ respectively
in p2βα.
We need to prove that Xγ = Yγ for all γ (words in α and β) as above.
To do this, we will compute Xγ and Yγ using essentially Lemma 4. Now,
as the computations are all very similar, we are going to compute only X0,
Xαβα, Yαβα, Xα, Yα, Xαβ, Yαβ, Xαβαβ, and Yαβαβ.
Computation of X0 and Y0. It is easy to see that the terms contributing
the constant coefﬁcient in the expression of p2αβ (resp. in p
2
βα ) are only a
2,
b2, and c2 (resp. a′2, b′2, and c′2).
We have a2 = EαEβ2 = EβEα2 = a′2.
We now compute b2.
We have
b2 = RβEs
′
α(βRβE
s′
α(β = R2βEs
′
α(βs
′
Es
′
α(β!
From the observation (1.1) of Theorem 1, we have R2β = qHβ−1 +
RβEβ.
Thus, the constant coefﬁcient yielded by b2 is qHβ−1Es′α(βs
′
Es
′
α(β.
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By a similar computation, it is easy to see that c′2 yields the same
constant coefﬁcient as that yielded by b2.
A similar proof shows that the constant coefﬁicient yielded by c2 and that
yielded by b′2 are the same and both are equal to qHα−1Esβ(αsEsβ(α.
Thus, we have X0 = Y0.
Computation of Xαβα and Yαβα. It is clear that the terms having RαRβ×
Rα in pαβ (respectively, pβα) are only dc (respectively, b′d′). Also, using
Theorem 1 and (4.4) it is easy to see that dc = b′d′.
Computation of Xα and Yα. The terms having Rα in p
2
αβ are c
2, ac, ca,
and db. We now compute c2. We have
c2 = R2α(sαEsβ(αEβ from Proposition 3
= qHα−1 + RαEα(sαEsβ(αEβ from 1.1!
Hence, c2 yields the coefﬁcient Eα(sαE
s
β(αEβ. Now, using Proposition 3
and Lemma 4, we get
Eα(
s
αE
s
β(αEβ = −EαEsβ(αEβ from (3.3)
= −EαEβ(αEβ from (4.1)
= EβEαEβ from (3.3)
= q− 1EαEβ from (1)!
On the other hand, using Proposition 3 we get
ac = EαEβRα(αEβ = RαEsαEsβ(αEβ
and
ca = Rα(αEβEαEβ!
Using Lemma 4, we deduce that
EsαE
s
β(αEβ = (αEβEαEβ = −q− 1EαEβ!
Using again Proposition 3, we get
db = RαR2β(s
′
αs
′
(s
′
βE
s′
α(β!
Therefore, from (1.1), we have
db = RαqHβ−1 + RβEβ(s
′
αs
′
(s
′
βE
s′
α(β!
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Thus, db yields the coefﬁcient qHβ−1(s′αs
′
(s
′
βE
s′
α(β = qHβ−1(α
(s
′
βE
s′
α(β. Now,
qHβ−1(α(s
′
βE
s′
α(β = qHβ−1(αEs
′
α(
s′
β(β
= qHβ−1(αEs
′
α qHβ−1 − Eβ from (3.4)
= q2(αEs
′
α − qHβ−1(αEαEβ from (4.1)
= q2(αEs
′
α + qHβ−1EαEβ from (3.3)!
Thus, db yields
q2(αE
s′
α + qEαEβ!
Therefore, we have
Xα = q2(αEs
′
α + EαEβ!
It is easy to see that the terms having Rα in pβα are precisely a′b′, b′a′,
c′d′, and b′2.
Let us compute b′2,
b′2 = RαEsβ(αRαEsβ(α
= R2αEβEsβ(sα(α
= qHα−1 + RαEαEβEsβqHα−1 − Eα!
Hence b′2 yields the coefﬁcient EαEβEsβqHα−1 − Eα = qEαEβEsβ −
E2αEβE
s
β. Then b′2 yields precisely
q− 1EαEβ!
Now, we have a′b′ = EβEαRαEsβ(α = RαEsβEsαEsβ(α. Therefore,
using Lemma 4, we deduce that a′b′ yield the coefﬁcient
EsβE
s
αE
s
β(α = −q− 1EαEβ!
It is easy to see that b′a′ also yield the same coefﬁcient of a′b′.
Let us now compute c′d′,
c′d′ = Rβ(βEαRβRα(sβ(α
= qHβ−1Rα(s
′
βsEs
′
α s(sβ(α + RβEβRα(s
′
βsEs
′
α s(sβ(α!
That is,
c′d′ = qRαHβ−1s(s
′
βsEs
′
α s(sβ(α + RβRαEsβ(s
′
βsEs
′
α s(sβ(α!
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Thus, c′d′ yield the coefﬁcient
qHβ−1s(s
′
βsEs
′
α s(sβ(α = qHβ−1s(s
′
β(βsEs
′
α s(α!
Now, from the observation (3.4) of Proposition 3 and the observation (4.2)
of Lemma 4, we have
qHβ−1s(s
′
β(βsEs
′
α s(α = qHβ−1sqHβ−1 − EβsEs
′
α(α
= q2Es′α(α − qEsβEs
′
α(α
= q2Es′α(α + qEαEβ!
Thus, we have proved Yα = q2Es′α(α + EαEβ = Xα.
Computation of Xαβ and Yαβ. First, note that there is only one term
having RαRβ in p
2
βα, which is b
′c′. Also, using (4.4), (4.1), and (3.3), it is
easy to check the following:
b′c′ = −RαRβ(s
′
αEαEβ!
Therefore, we have Yαβ = −(s′αEαEβ.
On the other hand, the only terms having the monomial RαRβ in p
2
αβ
are ad, cb, cd, da, and db. Using Theorem 1 and Lemma 4 and similar
computations, it is easy to check the following:
ad = RαRβEαEβ da = −RαRβ(s
′
αEαEβ cb = RαRβEαEβ!
From the observation (1.1) of Theorem 1, it is easy to see that db yield the
coefﬁcient
Eβ(s
′
αs
′
(s
′
βE
s′
α(β = −EαEβ!
And cd yield the coefﬁcient
Es
′
α (sαs
′ Esβs
′
(s
′
α(β = −EαEβ!
Thus, we have Xαβ = Yαβ = −(s′αEαEβ = EαEβ.
Computation of Xαβαβ and Yαβαβ. It is easy to see that d2 is the only
term that yields Xαβαβ and this coefﬁcient is (s
′
α(β(s
′
α(βss
′
.
Also, it is easy to see that Yαβαβ is equal to(s
′
α(β(α(
s
β. By Lemma 4,
it is clear that (s′αss
′ = (α and (sβs
′ = (sβ. Hence, we have Xαβαβ =
Yαβαβ.
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4. CASE G2
Let 4 = αβ be a system of positive simple roots of . Let us put
G2:
α β
❞ ❞,<
the Dynkin diagram. Let W denote the Weyl group of G2. Let s (respec-
tively s′) denote the reﬂection corresponding to the root α (respectively β).
We have αβ	 = −1 and βα	 = −3. Hence, we have
sβ = 3α+ β s′α = α+ β! 3
In the proof of the braid relation of type G2 (Lemma 7), we will use the
following lemma.
Lemma 6. We have
Es′α ss
′ = Es′α s Esβs
′ s = Esβs
′
(6.1)
(s′αss
′ = (s′αs (sβs
′ s = (sβs
′
(6.2)
EαE
s′
α = EαEβ EαEβEsβ = q− 1EαEβ (6.3)
Hα−1E3α+2β = E3α+2β Hα+β−1EβE3α+2β = EβE3α+2β (6.4)
Eα+βE3α+2β = EαEβ E3α+βE3α+2β = EβE3α+2β (6.5)
(s′β(β(α(sαs
′ Esβs
′ s = (s′β(β(α(sαs
′ Esβs
′
(6.6)
EαEβw = EαEβ (wαEαEβ = (wβEαEβ = −EαEβ w ∈ W (6.7)
Hα−1Es
′
α = Hβ−1Es
′
α (6.8)
(s
′
αEβ +(α(s
′
βEβ = 0! (6.9)
Proof. We have ss′α = sα+β = −α+ 3α+β = 2α+β. There-
fore, we have s′ss′α = s′2α + β = 2α + β − β = 2α + β =
ss′α. Using a similar arguement, it is easy to see that ss′sβ =
s′sβ. These observations prove (6.1) and (6.2).
Now, we will prove (6.3). We have s′α = α+ β, and so we have Es′α =∑
r∈k× HαrHβr! Then
EαE
s′
α =
∑
t∈k×
Hαt
∑
r∈k×
HαrHβr
= ∑
rt∈k×
HαrtHβr
=∑ t r ∈ k×HαtHβr
= EαEβ!
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In the above assertion, we use the fact that t r 
→ rt r is an auto-
morphism of k× × k×.
The proof of the other assertion of (6.3) is similar to this proof.
We now prove (6.4). We have
Hα−1E3α+2β =
∑
t∈k×
Hα−t3Hβt2
= ∑
t∈k×
Hα−t3Hβ−t2
= E3α+2β!
We note that here we use the fact that t 
→ −t is a bijection of k× onto
itself.
Once again using this fact, we have HβEβ = Eβ. Therefore, we have
Hα+β−1EβE3α+2β = Hβ−1EβHα−1E3α+2β
= EβE3α+2β!
This proves (6.4).
We now prove (6.5). We have
Eα+βE3α+2β =
∑
t s∈k××k×
Hαts3Hβts2
= EαEβ!
Here, we use the fact that t s 
→ ts3 ts2 is an automorphism of the
group k× × k×.
Similarly, the other assertion E3α+βE3α+2β = EβE3α+2β of (6.5) follows
from the fact that t s 
→ ts s−1 is an automorphism of k× × k×.
We now prove the assertion (6.6). We ﬁrst compute (α(sαs
′ (β(s
′
β×
E3α+2β.
We have (α(sα = qHα−1 − Eα and s′α = α+ β. Therefore, we have
(α(sαs
′ = qHα+β−1 − Eα+β.
We also have (β(
s′
β = qHβ−1 − Eβ.
Thus, we get
(α(sαs
′ (β(s
′
βEβss
′ s
= qHα+β−1 − Eα+βqHβ−1 − EβE3α+2β!
Then, using (6.4), we have
(α(sαs
′ (β(s
′
βEβss
′ s
= q2E3α+2β − qEβE3α+2β − qEαEβ + q− 1EαEβ
= q2E3α+2β − qEβE3α+2β − EαEβ!
We now prove that q2E3α+2β − qEβE3α+2β − EαEβ is s-invariant.
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To prove this, we prove that each of the summands is s-invariant.
First, we have s3α+ 2β = −3α+ 23α+β = 3α+ 2β and so we have
Es3α+2β = E3α+2β.
Second, we have
EβE3α+2βs = E3α+βE3α+2β
= EβE3α+2β from (6.5)!
Third, we have
EαEβs = E−αE3α+β
= ∑
t s∈k××k×
Hαt−1s3Hβs
= EαEβ!
Here, we use the fact that t s 
→ t−1s3 s is an automorphism of the
group k× × k×. Thus, we have proved (6.6).
We now prove (6.7). First, we prove EαEβw = EαEβ for any w ∈ W .
Since the Weyl group of G2 is generated by s and s′, it is sufﬁcient to
prove that
EαEβs = EαEβ = EαEβs
′
!
For a proof of the ﬁrst equality, we have
EαEβs = E−αE3α+β
= ∑
t s∈k××k×
Hαt−1s3Hβs
= ∑
t s∈k××k×
HαtHαs
= EαEβ!
We note that in this proof we use the fact that the map t s 
→ t−1s3 s
is an automorphism of k× × k×.
The proof of the second equality follows from the fact that the map
t s 
→ t ts−1 is an automorphism of k× × k×.
We now prove that (wαEαEβ = −EαEβ for any w ∈ W .
Since EαEβw = EαEβ, we have
(wαEαEβ = (αEαEβw
= −EαEβw from (6.5) 
= −EαEβ!
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We now prove (6.8). We have
Hα−1Es
′
α = Hα−1Eα+β
= Hα−1
∑
t∈k×
HαtHβt
= ∑
t∈k×
Hα−tHβt
= ∑
t∈k×
HαtHβ−t
= Hβ−1
∑
t∈k×
HαtHβt
= Hβ−1Es
′
α !
We now prove (6.9). We have s′α = α+ β, and so we have
(s
′
αEβ =
∑
t s∈k××k×
(tHαtHβts
= ∑
t s∈k××k×
(tHαtHβs = (αEβ!
Here, we use the fact that the map t s 
→ t ts is an automorphism of
k× × k×.
On the other hand, we have
(α(s
′
βEβ = (α−Eβ = −(αEβ!
Hence, we have
(s
′
αEβ +(α(s
′
βEβ = (α −(αEβ = 0!
Thus, we have proved (6.9).
Lemma 7. We have LαLβLαLβLαLβ = LβLαLβLαLβLα.
Proof. Set pαβ = q3LαLβLα and pβα = q3LβLαLβ. Then, one can
rewrite the braid relation of the lemma as
pαβpβα = pβαpαβ! (7.1)
According to Proposition 3, Lemma 6 and (1), we obtain
pαβ = q− 1EαEβ︸ ︷︷ ︸
a
+ qHα−1(α(sαEsβ︸ ︷︷ ︸
b
−RαEαEβ︸ ︷︷ ︸
c
+RβEαEs
′
α(β︸ ︷︷ ︸
d
+RαRβ(s
′
α(βEα︸ ︷︷ ︸
e
+RβRαEs
′
α(βs(α︸ ︷︷ ︸
f
+RαRβRα(s
′
α(βs(α︸ ︷︷ ︸
g
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and
pβα = q− 1EαEβ︸ ︷︷ ︸
a′
+ qHβ−1(β(s
′
βE
s′
α︸ ︷︷ ︸
b′
−RβEβEα︸ ︷︷ ︸
c′
+RαEβEsβ(α︸ ︷︷ ︸
d′
+RβRα(sβ(αEβ︸ ︷︷ ︸
e′
+RαRβEsβ(αs
′
(β︸ ︷︷ ︸
f ′
+RβRαRβ(sβ(αs
′
(β︸ ︷︷ ︸
g′
!
We are now going to compare the coefﬁcients of the monomials in Rα
and Rβ obtained on both sides of the equation (7.1). For any word γ in α
and β, let Xγ (resp. Yγ) be the coefﬁcient of Rγ in the expression of the
L.H.S (resp. R.H.S) of (7.1).
To prove the lemma, it is sufﬁcient to prove that Xγ = Yγ for all words γ
in α and β. By using Lemma 6, it is easy to prove that
Xαβαβαβ = Yαβαβαβ and Xαβαβα = Yαβαβα!
We ﬁrst prove Xαβ = Yαβ with more details. Next, we just give an outline
of a proof of Xα = Yα, Xαβαβ = Yαβαβ, Xαβα = Yαβα, and X0 = Y0, since
the computations are similar.
Computation of Xαβ and Yαβ. The products in the left of Eq. (7.1)
involving the monomial RαRβ are a + bf ′, cc′, cf ′, ea′ + b′, ec′, eg′,
dg′, gd′, and gf ′.
We now compute the coefﬁcient of RαRβ in the expression of af ′.
Since EαEβ is a factor of a, using (6.7) and the fact that E
2
β = q− 1Eβ
it is easy to see that the coefﬁcient of RαRβ in the expression of af ′ is
−12q− 12EαEβ = q− 12EαEβ! (7.2)
We now compute bf ′. We have
bf ′ = qHα−1(α(sαEsβRαRβEsβ(αs
′
(β
= RαRβqHα−1ss
′ (α(sαs
′ EβEsβs
′
(s
′
α(β from (1.3)!
Therefore, using the fact that Hα−1ss′Es
′
β = −Hα−1Eβ and the
fact that (βE
s′
β = −Eβ, it is easy to see that the coefﬁcient of RαRβ in the
expression of bf ′ is
−qHα−1(α(sαs
′
EβEsβs
′
(s
′
α! (7.3)
We now compute cc′. Since EαEβ is a factor of c, using (6.7) and the
facts that E2α = q − 1Eα and E2β = q − 1Eβ, it is easy to see that the
coefﬁcient of RαRβ in the expression of cc′ is
−12q− 12EαEβ = q− 12EαEβ! (7.4)
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We now compute cf ′. We have
cf ′ = −RαEαEβRαRβEsα(αs
′
(β
= −R2αRβEαEβEsβ(αs
′ from (1.3)
= qHα−1 + RαEαRβEαEβEsβ(αs
′
(β! from (1.1)
But we are interested only in the coefﬁcient of RαRβ, which is equal to
−Es′αEαEβEsβ(αs
′
(β = −13EαEβEαEsβs
′ from 6!7
= −13E2αEβEsβs
′ from 6!7
= −q− 1EαEβEsβs
′ sinceE2α = q− 1Eα
= −q− 1EαE2βss
′ from 6!7
= −q− 12EαEβss
′ sinceE2β = q− 1Eβ
= −q− 12EαEβ from 6!7!
Therefore, the coefﬁcient of RαRβ in the expression of cf ′ is
−q− 12EαEβ! (7.5)
We now compute ec′. We have
ec′ = −RαR2β(s
′
α(βEαs
′
EαEβ
= RαqHβ−1 + RβEβ(s
′
αPsiβEαs
′
EαEβ from (1 .1)!
But we are interested only in the coefﬁcient of RαRβ, which is equal to
−(α(βEs
′
αEαE
2
β = −13EαE2βEs
′
α from (6.7)
= −q− 1EαEβEs
′
α sinceE2β = q− 1Eβ
= −q− 1E2αEβs
′ from (6.7)
= −q− 12EαEβs
′ sinceE2α = q− 1Eα
= −q− 12EαEβ from (6.7)!
Therefore, the coefﬁcient of RαRβ in the expression of ec′ is
−q− 12EαEβ! (7.6)
We now compute eg′. We have
eg′ = RαRβ(s
′
α(βEαRβRαRβ(sβ(αs
′
(β
= RαR2βRαRβ(s
′
α(βEαs
′ ss′(sβ(s
′
α(β
= R2αRβqHβ−1 + RβEβss
′ (s′α(βEαs
′ ss′(sβ(s
′
α(β
from (1.1) and (1.3)!
288 juyumaya and kannan
Using R2α = qHα−1 + RαEα, it is easy to see that the coefﬁcient of
RαRβ in the expression of eg′ is
Es
′
α qHβ−1ss
′ (s′α(βEαs
′ ss′(sβ(s
′
α(β!
Here, we ﬁrst consider the term Es
′
α Es
′
α ss
′
. This can be written as
EαEαs
′ ss′ = EαEs
′
α ss
′ sinceEsα = Eα
= EαEβss
′
= EαEβ!
Now, from these two above observations, using (6.7), it is easy to see that
the coefﬁcient of RαRβ in the expression of eg′ is
−15qEαEβ = −qEαEβ! (7.7)
We now compute ea′. We have
ea′ = RαRβq− 1(s
′
α(βE
2
αEβ
= RαRβq− 1−12EαEβ from (6.7)
= q− 12EαEβ sinceE2α = q− 1Eα!
Therefore, the coefﬁcient of RαRβ in the expression of ea′ is
q− 12EαEβ! (7.8)
We now compute the coefﬁcient of RαRβ in the expression of eb′. Using
the fact that EαEs
′
α = EαEβ, we have
eb′ = RαRβqHβ−1(2β(α(βs
′
EαEβ
= RαRβqHβ−1−14EαEβ from (6.7)
= RαRβqEαEβ sinceHβ−1Eβ = Eβ!
Therefore, the coefﬁcient of RαRβ in the expression of eb′ is
qEαEβ! (7.9)
We now compute dg′. We have
dg′ = RβEαEs
′
α(βRβRαRβ(sβ(αs
′
(β
= R2βRαRβEαEs
′
α(βs
′ ss′ (sβ(αs
′
(β
= RαRβqHβ−1 + RβEβss
′ EαEβ(βs
′ ss′ (sβ(αs
′
(β
from (1.1), (1.3)
= RαRβqHβ−1 + RβEβss
′ −14EαEβ from (6.7)!
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Therefore, the coefﬁcient of RαRβ in the expression of dg′ is
qEαEβ! (7.10)
Here, we use the fact that Hβ−1Eβ = Eβ.
We now compute RαRβ in the expression of gd′. We have
gd′ = RαRβRα(s
′
α(βs(αRαEβEsβ(α
= RαRβR2α(s
′
α(βs
2
(sα(αEβE
s
β!
Using the quadratic relation R2α = qHα−1 + RαEα and the fact that
s2 = 1, it is easy to see that the coefﬁcient of RαRβ in the expression of
gd′ is
qHα−1(α(sα(s
′
α(βEβEsβ! (7.11)
We now compute the coefﬁcient of RαRβ in the expression of gf ′. We
have
gf ′RαRβR
2
αRβ(α(
s′
β(α(sαs
′
(βE
s
β!
Using R2α = qHα−1 + RαEα and R2β = qHβ−1 + RβEβ and the fact
that Hα−1s′(βEβ = −Hα−1Eβ, it is easy to see that the coefﬁcient of
RαRβ in the expression of gf ′ is
−qHα−1(α(α(sαs
′
(s
′
βEβE
s
β! (7.12)
Using the observations (7.3), (7.12), and the observation (6.9) (of
Lemma 6), it is easy to see that the sum of coefﬁcients yielded by bf ′
and gf ′ is equal to
−qHα−1(α(sαs
′
Esβ(s
′
αEβ +(α(s
′
βEβ = 0!
Therefore, summing up all of the other coefﬁcients (using the observa-
tions from (7.3) to (7.12)), we have
Xαβ = q2 − q+ 1EαEβ + qHα−1(α(sα(s
′
α(βEβE
s
β! (7.13)
We now compute the coefﬁcient of RαRβ in the expression of pβαpαβ.
In the product pβαpαβ, the terms involving RαRβ are a′e, b′e, d′d, d′e,
f ′a, f ′b, and f ′d.
We now compute a′e. Since EαEβ is a factor of a′, using (6.7), and the
facts that E2α = q − 1Eα, it is easy to see that the coefﬁcient of RαRβ in
the expression of a′e is
−12q− 12EαEβ! (7.14)
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We now compute b′e. We have
b′e = qHβ−1(β(s
′
βE
s′
αRαRβ(
s′
α(βEα
= RαRβqHβ−1(β(s
′
βss
′ Es′α ss
′
(s
′
α(βEα from (1.3)
= RαRβqHβ−1(β(s
′
βss
′ EαEβ(s
′
α(β from (6.1) and (6.3)
= RαRβ−14qEαEβHβ−1ss
′ from (6.7)
= RαRβqEαEβss
′ sinceHβ−1Eβ = Eβ
= RαRβqEαEβ from (6.7)
Here, we use the fact that
EαEs
′
α ss
′ = EαEαs
′ s from (6.1
= EαEs
′
α s sinceEsα = Eα
= EαEβ from (6.3) and (6.7)!
Therefore, the coefﬁcient of RαRβ in the expression of b′e is
qEαEβ! (7.15)
We now compute d′d. We have
d′d = RαEβEsβ(αRβEαEs
′
α(β
= RαRβEβEsβ(αs
′
EαE
s′
α(β
= RαRβEβEsβ(αs
′
EαEβ(β from (6.3)
= RαRβ−12q− 12EαEβ from (6.7) andE3β = q− 12EαEβ
Therefore, the coefﬁcient of RαRβ in the expression of d′d is
q− 12EαEβ! (7.16)
We now compute the coefﬁcient of RαRβ in the expression of d′e. We
have
d′e = RαEβEsβ(αRαRβ(s
′
α(βEα
= R2αRβEβEsβ(αss
′
(s
′
α(βEα from (1.3)
= qHα−1 + RαEαRβEβEsβ(αss
′
(s
′
α(βEα from (1.1)!
But we are interested only in computing the coefﬁcient of RαRβ, which
is equal to
Es′αEαEβEsβ(αss
′
(s
′
α(β
= −13q− 12EαEβ from (6.3) and (6.7)!
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Therefore, the coefﬁcient of RαRβ in the expression of d′e is
−q− 12EαEβ! (7.17)
We now compute f ′a. We have
f ′a = RαRβEsβ(αs
′
(βq− 1EαEβ
= RαRβ−12q− 12EαE2βss
′ from (6.7)
= RαRβq− 12EαEβ sinceE2β = q− 1Eβ!
Therefore, the coefﬁcient of RαRβ in the expression of f ′a is
q− 12EαEβ! (7.18)
We now compute f ′b. A straightforward computation shows that the
coefﬁcient of RαRβ in the expression of f ′b is
qEsβ(αs
′
(βHα−1(α(sαEsβ! (7.19)
We now compute the coefﬁcient of RαRβ in the expression of f ′d. We
have
f ′d = RαRβEsβ(αs
′
(βRβEαEs
′
α (β
= RαR2βEsβ(αs
′
(βs
′ EαEs
′
α (β from (1.3)
= RαqHα−1 + RβEβEsβ(αs
′
(βs
′ EαEs
′
α (β!
But we are interested only in computing the coefﬁcient of RαRβ, which
is equal to
EβEsβ(αs
′
(βs
′ EαEs
′
α (β
= −13EαE2βsEs
′
α from (6.7) and s′2 = 1
= −q− 1EαEβsEs
′
α sinceE2β = q− 1Eβ
= −q− 1EαEβEαs
′ from (6.7)
= −q− 12EαEβs
′ sinceE2α = q− 1Eα
= −q− 12EαEβ from (6.7)!
Therefore, the coefﬁcient of RαRβ in the expression of f ′d is
−q− 12EαEβ! (7.20)
Summing up these coefﬁcients (using the observations from 7.14 to 7.20),
we have
Yαβ = q2 − q+ 1EαEβ + qHα−1(α(sα(s
′
α(βE
s
βEsβs
′
! (7.21)
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We have Esα = E3α+β and Esβs
′ = E3α+2β.
Using a proof similar to that of (6.5), it is easy to see that
EβEβsEβE3α+β = E3α+βE3α+2β = EsβEβss
′
! (7.22)
Using the observations, (7.13), (7.21), and (7.22), it is easy to see that
Xαβ = Yαβ.
Computation of Xα and Yα. We ﬁrst compute Xα. In the left of (7.1),
the terms containing the monomials Rα are a + bd′, ca′ + b′, cd′, de′,
ec′, ee′, and gf ′. These terms yield the following coefﬁcients:
ee′  qq− 1EαEβ
de′ ec′ cb′  −qq− 1EαEβ
cd′−ca′−ad′  q− 13EαEβ
bd′  qq− 1Hα−1(α(sαEβEsβ(α
gf ′  q2Hα−1(α(s
′
β(sαs
′ Esβ(αs
′
(β!
Therefore, we have
Xα = −q− 1q2 + 1EαEβ + qq− 1Hα−1(α(sαEβEsβ(α
+ q2Hβ−1Hα−1s
′
(α(
s′
β(sαs
′ Esβ(αs
′
(β!
We now compute Yα. In the right of (7.1), the terms having the monomi-
als Rα are a′ + b′c, d′a+ b, d′c, c′f , f ′d, f ′f , and e′g. The coefﬁcients
are
b′c  −qq− 1EαEβ
a′c d′a  −q− 13EαEβ
d′b  EβEsβ(αqHα−1(α(sαEsβ
= qq− 1Hα−1(α(α(sαEβEsβ
d′c  EαEsβEβ(sαEαEβ = q− 13EαEβ
f ′d  −qq− 1EαEβ
c′f  −qq− 1EαEβ
f ′f  qq− 1EαEβ
e′g  q2Hβ−1Hαs′ s(sβ(αEβss
′ s(s′α(βs(α!
Note that the last coefﬁcient can be written as
q2Hα−1(s
′
β(βs(α(sαs
′ sEsβs
′ s(α!
(Here, we use Hβ−1Hα−1s′ s = Hβ−12Hα−1s = Hα−1s =
Hα−1).)
Therefore, we conclude that
Yα = −qq− 12 + qq− 1Hα−1(α(α(sαEβEsβ
+ q2Hβ−1Hα−1s
′ (s′β(βs(α(sαs
′ Esβs
′ s(α
= Xα!
braid relations in the yokonuma–hecke algebra 293
Computation of Xαβαβ and Yαβαβ. In the right of the equation (7.1) the
monomial RαRβRαRβ appears only in the product f ′e. This coefﬁcient is
Yαβαβ = EαEβ!
On the other side, the terms in the left of the equation (7.1). that contain
the monomial RαRβRαRβ are the products cg′, ef ′, gc′, eg′, and gf ′. The
coefﬁcients yielded for these are
cg′ eg′ gf ′  −EαEβ
ef ′ gc′  EαEβ!
Therefore we deduce Xαβαβ = Yαβαβ = EαEβ.
Computation of Xαβα and Yαβα. In the left-hand side of (7.1), the prod-
ucts that contain the monomials RαRβRα are ce′, ed′, ee′, ga′, gb′, and gd′.
These terms yield the coefﬁcients
ce′ ga′ ed′  −q− 1EαEβ
ee′ gd′  q− 1EαEβ
gb′  q(s′α(βs(α(β(s
′
βHβ−1Es
′
α !
Summing up all of these coefﬁcients, it is easy to see that the sum of the
coefﬁcients coming from ce′, ed′, and ga′ is −3q − 1EαEβ and that the
sum of the coefﬁcients coming from ee′ and gd′ is 2q− 1EαEβ.
Therefore, we have
Xαβα = −3q− 1EαEβ + 2q− 1EαEβ
+ qHβ−1Es
′
α (s
′
α(βs(α(β(s
′
β!
Thus, we have
Xαβα = −q− 1EαEβ + qHβ−1Es
′
α (s
′
α(βs(α(β(s
′
β! (7.23)
Now, we will compute Yαβα. The products in the right that contain the
monomials RαRβRα are a′g, b′g, d′f , d′g, f ′c, and f ′f . We have the
coefﬁcients
a′g f ′c d′f  −q− 1EαEβ
f ′f d′g  q− 1EαEβ
b′g  qHβ−1Es′α (sβs
′ (s′βss
′ s(s′α(βs(α!
Summing up these coefﬁcients, we have
Yαβα = −q− 1EαEβ + qHβ−1(βs
′ ss′ s
×(βss
′
Es
′
α (s
′
α(βs(α! (7.24)
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To prove Xαβα = Yαβα, from the observations (7.23) and (7.24), it is
sufﬁcient to prove that
(sβs
′ (βs
′ ss′ sEs′α = (β(s
′
βE
s′
α !
We now prove this assertion.
By a proof similar to that of (6.1), it is easy to see that
ss′ss′β = −3α+ 2β = s′ss′β!
Hence, we have
(βs
′ ss′ s(βss
′ = (βs
′ ss′
= (β(s
′
βss
′
= qHβ − Eβss
′ from Theorem 1
= qHα−13Hβ−12 − Eβss
′
since s′sβ = 3α+ 2β!
Using this and the fact that Hα−12 = Hβ−12 = 1, we have
(βs
′ ss′ s(βss
′
Es
′
α
= qHα−1Es
′
α − EsβEαs
′
= qHβ−1Es
′
α − EsβEαs
′ from (6.8)
= qHβ−1Es
′
α − EβEαss
′ sinceEsα = Eα
= qHβ−1Es
′
α − EαEβs
′ from (6.7)
= qHβEs
′
α − Es
′
αEβ sinceEs
′
β = Eβ
= (β(s
′
βE
s′
α from Theorem 1!
Thus, we have proved Xαβα = Yαβα.
We now sketch a proof for X0 = Y0!
The terms yielding the constant coefﬁcients in the expression of pαβpβα
are aa′, ab′, ba′, bb′, cd′, dc′, ee′, and ff ′. The terms yielding the constant
coefﬁcients in the expression of pβαpαβ are a′a, a′b, b′a, b′b, c′d, d′c, e′e,
and f ′f .
It is easy to see that these terms yield the coefﬁcients
aa′ a′a  q− 14EαEβ
ab′ b′a ba′ a′b  qq− 1EαEβ
bb′ b′b  q2Hα+β−1(α(β(αEβs(βEαs′
cd′ d′c dc′ c′d  qq− 12EαEβ
ee′ f ′f  q2Hβ−1sHα−1(α(sα(β(s
′
βsEs
′
α sEβ
ff ′ e′e  q2Hα−1s′Hβ−1(β(s
′
β(α(sαs
′ Esβs
′
Eα!
Hence, we have X0 = Y0!
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Finally, since the computations of Xβ, Xβα, Xβαβ, Xβαβα, and Xβαβαβ are
similar to the computations of Xα, Xαβ, Xαβα, Xαβαβ, and Xαβαβα, respec-
tively, and the same is true for the Y ’s, we will only quote the coefﬁcients.
We ﬁrst quote the terms involving Rβ in the expression of pαβpβα and
the terms involving Rβ in the expression of pβαpαβ.
The terms involving Rβ in the expression of pαβpβα are ac′, bc′, cf ′, da′,
db′, dc′, eg′, fd′, and ff ′.
On the other hand, the terms involving Rβ in the expression of pβαpαβ
are a′d, b′d, c′a, c′b, c′d, d′e, e′c, e′e, and g′f .
The coefﬁcients yielded by these are
ac′ c′a da′ a′d  −q− 12EαEβ
bc′ c′b db′ b′d  −qq− 1EαEβ
dc′ c′d  q− 12EαEβ
eg′ g′f  q2Hβ−1(α(sαs
′ (β(s
′
βss
′
(βEs′α s
fd′ d′e  −q− 1EαEβ
ff ′ e′e  qq− 1EαEβ!
Therefore, we have
Xβ = Yβ!
We now do the same for RβRα.
The terms involving RβRα in the expression of pαβpβα are a+ be′, dd′,
de′, f a′ + b′, and fd′.
On the other hand, the terms involving RβRα in the expression of pβαpαβ
are a′f , b′f , c′c, c′f , d′g, e′a, e′b, e′c, e′g, g′d, and g′f .
The coefﬁcient yielded by these are
ae′ e′a  q− 12EαEβ
be′ e′b  qEβEsβ − q− 1EαEβ
dd′ c′c  q− 12EαEβ
de′ c′f  −qq− 1EαEβ
fa′ a′f  q− 12EαEβ
fb′ b′f  qEαEβ
fd′ e′c  −q− 12EαEβ
d′g−e′g  qHα−1s′ s(sαs
′ s(s′α(βs(αEsβEsβs
′
g′d−g′f  EαEβ!
Hence, we have
Xβα = Yβα!
We now do the same for Rβαβ.
The terms involving RβRαRβ in the expression of pαβpβα are ag′, bg′,
df ′, dg′, fc′, and ff ′.
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On the other hand, terms involving RβRαRβ in the expression of pβαpαβ
are c′e, e′d, e′e, g′a, g′b, and g′d.
The coefﬁcients yielded by these are
ag′ g′a df ′ e′d fc′ c′e  −q− 1EαEβ
bg′ g′b  qHα−1(sβ(αs
′
(β(α(
s
αE
s
β
dg′ g′d ff ′ e′e  q− 1EαEβ!
Hence, we have
Xβαβ = Yβαβ!
We now do the same for RβRαRβRα.
The term involving RβRαRβRα in the expression of pαβpβα is fe′ only.
On the other hand, the terms involving RβRαRβRα in the expression
pβαpαβ are c′g, e′f , e′g, g′c, and g′f .
The coefﬁcients yielded by these are
fe′ e′f c′g g′c  EαEβ
e′g g′f  −EαEβ!
Hence, we have
Xβαβα = Yβαβα!
We now do the same for RβRαRβRαRβ.
The only term involving RβRαRβRαRβ in the expression of pαβ is fg′.
On the other hand, the only term involving RβRαRβRαRβ is g′e.
The coefﬁcients yielded by these are the same,
(β(
s
β(βss
′ (s′αs(s
′
αEα!
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