In this paper, the authors propose a method of enhancing sound in a selected region by controlling multiple sources. The physical variables of enhancing sound have not been well defined, but we may consider basic acoustic variables such as acoustic potential energy, sound power or intensity. A method of maximizing sound potential energy was found to be very straightforward ͓J.-W. Choi and Y.-H. Kim, J. Acoust. Soc. Am. 111, 1695 ͑2002͔͒. In this paper, the authors attempt to control the sound power or intensity of a zone in a desired direction. It is noteworthy that control of the direction and magnitude is needed to enhance the sound intensity. This control requires a new definition of the direction and magnitude of spatially distributed intensity. For this purpose, the authors introduce two different kinds of cost functions, and the theoretical formulation based on the new definitions show the possibility of maximizing the sound intensity of a selected zone in a desired direction.
I. INTRODUCTION
Multiple sources are essential for controlling the sound field over a wide area beyond a particular point. The main issue is how we can selectively enhance a desired acoustic variable in a zone of interest. This kind of problem can be regarded as an optimization problem, in which we seek the optimal control signals of multiple sources that maximize the selected acoustic variable within a zone. As a matter of course, many possible choices exist in the control method, depending on the acoustic variable we wish to enhance. For example, in previous papers, 1,2 the acoustic potential energy of a selected region is controlled to generate an acoustically bright and dark zone. 1 On the other hand, sound intensity or sound power is a major factor in evaluating the performance of an acoustic source. Most conventional acoustic sources consist of a single actuator, and their performances are measured by how well they radiate sound power. From the listener's point of view, however, the important factor is the sound power transmitted to the region where the listener is located. The main objective of this research is to enhance acoustic intensity by controlling multiple sources. This control makes it possible for a speaker array to radiate maximum sound power to the listener, or to create a virtual power source by changing the direction of the sound power in a region where the listener is located.
With respect to sound intensity or power control, several methods that use multiple sources have been proposed. [3] [4] [5] [6] However, these works were developed exclusively for noise control and they concentrated on minimizing the sound power radiated by the sources. In contrast, we aim to enhance sound intensity or, in a stricter sense, to increase the magnitude of sound intensity only in a desired direction within a zone of interest. This problem also requires that both the magnitude and the direction of the spatially distributed intensity be controlled. To achieve this goal, two kinds of cost functions that can evaluate both the magnitude and direction of acoustic intensity are defined. The first cost function maximizes the magnitude of the sound intensity in a desired direction, and the second one distributes more weight in the direction of the intensity field.
We then use eigenvalue analysis to determine the optimal solutions that maximize the defined cost functions. Before solving the optimization problem, however, we consider a practical constraint: the limitation of the input power that can be supplied to the control sources. We therefore determine the optimal solution within a finite input power range.
II. PROBLEM FORMULATION

A. Definition of variables
We consider a system with an arbitrary boundary condition, as depicted in Fig. 1 . Each control source is fixed at position r ជ s (i) (iϭ1,...,K) and driven by input signal ŝ (r ជ s (i) ,). Control zone V 0 represents a zone ͑volume or surface͒ of interest.
The objective of this research is to maximize the intensity of zone V 0 in a desired direction by controlling source input signals. The desired direction at field position r ជ is defined as control direction n ជ 0 (r ជ ).
To describe the acoustic intensity of a zone, we first express the pressure and velocity in terms of control signals. The total pressure and velocity field can be written in the following manner as a superposition of the fields generated by multiple control sources:
where Ĥ (r ជ ͉r ជ s (i) ,) is a transfer function between the ith source and field position r ជ . We assume that the control zone is sampled by discrete positions and denote these positions as
The pressure and velocity at the sampled positions is then written in the following vector form:
where ŝ (r ᠬ s )ϭ͓ŝ (r ជ s (1) ),...,ŝ (r ជ s (K) )͔ T is a source signal vector, and matrix Ĥ (r ᠬ m ͉r ᠬ s ) represents transfer functions between the sources and field positions. In this paper, all the equations are expressed in frequency domain, and the frequency description is omitted.
B. Formulation of acoustic intensity
Our major problem is to define a measure that can represent the performance of the intensity control. Because we are considering a zone control, we have to define a physical quantity that can represent the zone's overall intensity. Moreover, the quantity has to represent both the magnitude and the direction of the intensity field. In our first attempt, we introduce a space-averaged active intensity, which is the mean value of instantaneous intensity with respect to time and space. To include the characteristics of magnitude and direction, the active intensity projected to the control direction n ជ 0 (r ជ ) is averaged throughout the zone as follows:
where I ជ a (r ជ ) represents the active ͑mean͒ intensity. Using Eqs. ͑3͒ and ͑4͒, the integrand of Eq. ͑5͒ is rewritten as
where
),...,n ជ 0 (r ជ m (M) )͔. In practice, we have to measure the transfer function Ĥ (r ᠬ m ͉r ᠬ s ) and its gradient ٌĤ (r ᠬ m ͉r ᠬ s ). Several methods of measurement exist such as those of Mollo et al. 4 and Cunefare et al. 5 These methods demonstrated that the sound power radiating through an enclosed surface can be expressed by using a boundary element method though this method is only applicable when the control zone is a volume enclosed by a surface. We therefore used a more general formulation based on the p -p measurement technique 7, 8 which has been widely used for intensity measurement.
The essential aspect of the p -p measurement technique is simply that the pressure and particle velocity at a point r ជ m can be approximated to the first order by measuring the pressure at two positions. To express the space-averaged active intensity using this approximation, we consider two measurement sets that have slightly shifted from r ᠬ m to the n ᠬ 0 direction by a small distance of Ϯ⌬r 0 /2, and we denote these parameters as r ᠬ m ϩ and r ᠬ m Ϫ ͑Fig. 2͒. By measuring the transfer functions at these two measurement sets, the transfer function and its gradient at the original measurement position r ᠬ m can be approximated. We denote the transfer functions measured at these two measurement sets as Ĥ (r ᠬ m ϩ ͉r ᠬ s ) and Ĥ (r ᠬ m Ϫ ͉r ᠬ s ). Then the transfer function and its gradient to the control direction can be approximated as
Finally, the space-averaged active intensity of Eq. ͑6͒ is written as follows:
III. SOLUTION METHOD A. Cost function of the first kind
This section addresses a way to determine control signal s, which maximizes the space-averaged active intensity. However, we cannot increase the intensity infinitely; that is, in practice, the available input power is limited. With regard to the input power limitation, we attempt to find the most energy-efficient solution. The total input power of the control sources is written as a vector norm of the source signal vector
where Ĥ 0 is a constant introduced to normalize the transfer function. Using Eqs. ͑9͒ and ͑10͒, we define the optimization problem of maximizing Ī V 0 with finite J 0 . The solution is found by determining control signal s, which maximizes the following cost function:
This ratio, known as the Rayleigh coefficient, 9 has a maxi- Fig. 12͑b͒ mum when s is the eigenvector that corresponds to the maximum eigenvalue of C V 0 ,
Although this mathematical procedure can be applied to an arbitrary boundary condition and source, the control performance might vary according to the boundary condition of the room and type of source. To examine the performance of the proposed method and the effect of the variables involved with the control, we performed numerical simulations.
We started with a simple case in which we assumed a free field condition and regarded the control zone as a twodimensional area (S 0 ) of aperture size L 0 ͑Fig. 3͒. The control sources, which were arranged on the same lateral plane as S 0 , were positioned at an equal distance (R 0 ) from the point of origin. Among the many possible source types, we started with simple plane wave sources. Monopole sources located at a very distinct distance from the control zone might satisfy the plane wave model (L 0 2 /2R 0 Ӷ). Each source was distributed to have the same angular distance ⌬.
Control direction change
The first simulation was performed using a zone that was small in comparison to the wavelength (L 0 Ӷ). The zone was optimized by three control sources, and simulation parameters are presented in Table I . All parameters were normalized by wavelength. For the comparison of the control performance, we introduced a reference source, which directly generated a plane wave in the control direction ͓Fig. 4͑b͔͒. The normalization constant of Eq. ͑10͒ was Ĥ 0 ϭj 0 /4R 0 , which is the pressure magnitude generated by the reference source with the unit input power. Then the cost function of Eq. ͑11͒ represents the ratio of Ī V 0 generated by the optimally controlled multiple sources to that generated by the reference source. Figure 4͑a͒ illustrates the resultant active intensity field. The lined box in Fig. 4͑a͒ represents control zone S 0 , and the thick arrow in the right corner is the control direction n ជ 0 . The space-averaged active intensity was calculated using Eq. ͑9͒ with a finite distance of ⌬r 0 ϭ/40. The resultant intensity field was scaled so that its spatial average throughout the control zone was equal to the spatial averaged active intensity generated by the reference monopole source. All the intensity was controlled to head in the same direction (n ᠬ 0 FIG. 5. Active intensity distribution after optimization for various control direction. ͑a͒ ͑Expt. 1͒ ϭ90°; ͑b͒ ͑Expt. 2͒ ϭ120°; ͑c͒ ͑Expt. 3͒ ϭ150°; ͑d͒ ͑Expt. 4͒ ϭ180°.
ϭn ជ 0 I) throughout the entire zone. The result shows that active intensity vectors are well arranged for the control direction. The magnitude of the source strength of Fig. 4͑b͒ represents the consumed control effort of each source compared to the unit input power.
To check the effect of the control direction, additional simulations with different n ជ 0 were performed ͑Expt. 2-4͒. The results are presented in Fig. 5 . In the case of the small zone case, the control direction clearly has little effect on optimization performance. For every direction presented here, the cost functions are close to unity, which means we can obtain space-averaged active intensity as if the reference source exists using the same input power.
Effect of the control zone size
The next experiment ͑Expt. 5͒ shows the performance change with respect to the zone size. As the size of the zone increases, the intensity less accurately follows the desired direction ͓Fig. 6͑a͔͒. In this case, only one source dominates ͓Fig. 6͑b͔͒, and the cost function decreases to 0.86.
To understand the relation between the size of the zone and the control performance, the interference characteristics of multiple sources should be investigated. The interference of acoustic intensity has been studied for various kinds of sources. [10] [11] [12] [13] We follow the work of Pascal, 11 which presented the interference characteristics of two plane wave sources. For plane wave sources, the complex magnitude of pressure and velocity can be written as follows:
where P (k ជ (n) ) represents the complex pressure magnitude, and k ជ (n) represents the wave number of each plane wave source. The active intensity at position r ជ is then given by FIG. 6 . ͑Expt. 5͒ ͑a͒ Active intensity field after optimization. ͑b͒ Control source position and its strength. ͑c͒ Uncoupled intensity component. ͑d͒ Coupled intensity component ͓note that different intensity scale was used for ͑c͒ and ͑d͔͒.
. The first term I ជ uc of Eq. ͑14͒ represents the summation of the intensity field separately generated by each plane wave. The second term I ជ c (r ជ) represents the intensity components generated by the pressure and velocity coupling between different plane waves. It is noteworthy that no spatial variation exist in the uncoupled intensity component I ជ uc . The uncoupled intensity term therefore determines the overall direction of the sound intensity field. 11 The coupled intensity, on the other hand, is a spatially varying function, and the amount of spatial variation is determined by the wave number difference as follows: 
The diagonal terms of matrix Re͓NE H E͔ are the uncoupled intensity components, and the off-diagonal terms are the coupled intensity components averaged throughout the control zone. As the zone size of V 0 increases, the spatial correlation of different plane waves decreases, and only the diagonal terms of E H E dominate. As a result, the spaceaveraged active intensity and the optimal solution approach to
This result means that the coupled intensity has little effect on the cost function, and the optimized sound field is mainly dominated by a single plane wave source whose propagating direction is mostly similar to n ជ 0 . Thus, for a large zone, we observed that the coupled intensity made little contribution to the intensity field, as presented in Fig. 6͑d͒ . From this understanding, the possible size of the control zone is restricted by the spatial variation of the coupled intensity. Because the spatial variation is proportional to the wave number difference between the sources ͓Eq. ͑15͔͒, we can increase the size of the zone by decreasing the wave number difference, that is, the angle difference ⌬ between the sources. The results shown in Fig. 7 ͑Expt. 6͒ present the enhanced control performance by decreasing the angle between the sources. Actually, the number of sources increases as the angle decreases. As shown in Fig. 7͑a͒ , the spatial variation of the total intensity field is insignificant, and the coupled intensity field ͓Fig. 7͑c͔͒ cooperates with the uncoupled intensity ͓Fig. 7͑d͔͒ to control the intensity field.
B. Cost function of the second kind
Effect of source locations
In the example presented in Fig. 8͑b͒ , the source locations are changed so that their distances from the origin are unequal (R 0 ϭ͓1,1.4,1.8,2.2,2.6͔). In this case, the active intensity does not flow in the desired direction ͓Fig. 8͑a͔͒. This phenomenon can be explained as follows: because the given cost function only concerns the magnitude of the intensity projected to the desired direction, the cost function tends to determine the solution with regard to the magnitude of intensity. For example, as presented in Fig. 9 , if a solution exists that has a greater intensity magnitude with a less similar direction (I ជ A ) than another solution I ជ B , the first kind of cost function determines I ជ A as the optimal solution. In the case of Fig. 8 , the nearest source ͑source No. 1͒ generates a greater intensity magnitude than the other sources, and the optimal intensity field therefore tends to shift to the left-hand side ͓Fig. 8͑a͔͒.
Consequently, when the direction of the power flow is more important than the magnitude, the cost function should be modified so that the intensity direction has greater priority than the magnitude. Next illustrates the idea to improve directional characteristics of intensity field.
Modification on the cost function
As noted elsewhere, 8 the acoustic intensity can be interpreted as a product of the acoustic potential energy and the rate of spatial phase change, Figure 10 shows improved directional characteristic of intensity field after the second kind of cost function is applied. In contrast to Fig. 8͑b͒ , the input power is concentrated on the source No. 5, which radiates sound power in the most similar direction to n ជ 0 . We also examined the control performances for different control directions. The change in both the cost functions with respect to the control direction is presented in Fig. 11 , which shows that the first kind of cost function is heavily affected by the control direction though the second kind has a uniform distribution for all directions.
A more complex case is represented in Fig. 12͑a͒ . In this simulated case, a rigid boundary was added at position x ϭ, and some sources were brought to near field from the control area (Rϭ͓0.5 0.7 0.9 1.1 1.3͔). We also observed that the first kind of cost function is very sensitive to the control direction, whereas the second cost function is relatively unaffected by the presence of a wall ͓Fig. 12͑b͔͒. Figure 13 shows the resultant intensity fields controlled by the second kind of cost function for various control angles. The intensity fields are slightly affected by the presence of the wall, but they still follow the control direction.
C. Concluding remarks
In general, many factors can influence the optimization performance, such as reflections from the room boundary and directional characteristics of control sources. In addition, the low modal density of an enclosed sound field and rigid boundary condition decrease the controllability of the intensity field. Although we cannot deal with every possible case, we can predict from our sample cases that the free field results might still hold if the control zone is within the range of direct field dominance. For example, let us consider a reverberant room where the reflected or reverberant field is modeled as diffuse field. If the control sources are not so close to each other, the spatial average of diffuse intensity field converges to zero by the definition of the diffuse sound field. As a result, only direct field contributes to the cost function, and the cost function that involves spatial averaging of intensity field ͓the numerator of Eqs. ͑11͒ and ͑20͔͒ converges to the value obtained in the free field case. Therefore, the optimal solution might not be changed significantly. However, in the resultant intensity field generated by the optimal solution, random variations might occur due to the existence of reverberant intensity field. To be able to neglect these random variations, the control zone should be in the region where the direct field dominates; that is, at least closer than the radius of reverberation. Other work in this field has shown that the radius of reverberation defined in terms of intensity is three to eight times larger than the classical definition that uses an energy density ratio.
14 This result means that there is more area where the direct field dominates.
IV. CONCLUSION
In proposing a method of maximizing the active intensity of a zone, we defined the space-averaged active intensity to represent the intensity distribution of a zone. To express the space-averaged active intensity in terms of the source signal, we developed a quadratic formulation based on the p -p measurement technique and formulated an optimization problem with an input power constraint.
As an extreme example, a simple free-field condition was examined. We inspected the coupled and uncoupled components of active intensity and found that the possible size of the control zone can be enlarged by decreasing the angle between the sources. From the original method of maximizing sound power using finite control effort, we proposed a modified cost function that is more focused on the direction of the intensity field. Numerical simulations under various circumstances showed that the modified approach has a better directional characteristic and is more robust with respect to the control direction.
