The columnar organization is a ubiquitous feature in the cerebral cortex. In this study, a neural network model simulating the cortical columns has been constructed. When fed with random pulse input with constant rate, a column generates synchronized oscillations, with a frequency varying from 3 to 43 Hz depending on parameter values. The behavior of the model under periodic stimulation was studied and the input-output relationship was non-linear. When identical columns were sparsely interconnected, the column oscillator could be locked in synchrony. In a network composed of heterogeneous columns, the columns were organized by intrinsic properties and formed partially synchronized assemblies.
. These experimental findings strongly supported that the cortical columns are basic anatomical and physiological units of the cortex and suggested that columns might be of fundamental importance for the function of the brain [2, 3] .
Mathematical models were constructed and simulated to investigate the biological function of the column in the information processing in the brain. Wilson-Cowan model [4] is most frequently used to simulate the electrophysiological activities of the cortical columns in the previous studies. For example, Schuster et al. [5] proposed a columnar model to simulate the synchronized oscillation discovered in visual cortex. Jansen [6, 7] presented a mathematical model of coupled cortical columns which produced EEG-like waveform and evoked potentials. Fukai [8] designed a network model in columnar structure to simulate visual pattern retrieval. Some of the column models are phase models which assume a column as an oscillator and simulate mere the phase of oscillating activities [9, 10] .
There has been few modeling of columns based on spiking single neurons. By replacing the single cell as the functional unit by multiple cells in cortical columns, an attractor network model was constructed and simulated to perform associative memory [11] . Hansel and Sompolinsky [12] constructed a hypercolumn model according to the physiological organization in the orientation columns in visual cortex. The synchronous and chaotic activities in the hypercolumn were studied and the model was used to explore the cortical mechanisms for orientation selectivity.
First, to assess whether a single column model can subserve an adequate basis for the population interaction in the neocortex, it is necessary to identify its specific requirements on the network properties and its reaction to different input pattern. In this paper, we present a simplified column model with physiological significance and study its dynamic properties in terms of computer simulations. Second, a multi-column network is constructed by sparsely inter-connected column models. Interaction between equivalent and non-equivalent columns is studied and new characteristics are found in the activities of this modular network..
Model

Neuron model
We intented to construct a column model based on spiking neurons, so we chose the Rose-Hindmarsh (R-H) model [13] to describe the dynamics of the neurons in the model: 
where x stands for the membrane potential, y is the fast recovery currents, z describes slow adaptive currents, I syn means the synaptic currents from other neurons and I stim means the afferent input current, a, b, c, d, r, s, x 0 are constants. In this paper, a = 1, b = 3, c = 1, d =5, s = 2 and x 0 = −1.6. For the Rose-Hindmarsh neuron, the time scale is defined as 5 units of eq. (1) equaling 1 ms [13] .
According to the experimental results [14, 15] , there are mainly two physiological types of cortical neurons: the excitatory regular-spiking (RS) neurons and the inhibitory fast-spiking ( FS) neurons. RS neurons, which are all morphologically identified as spiny and pyramidal cells, exhibit evident and rapid firing-frequency adaption responding to a continuous depolarizing current injection; FS neurons are all non-spiny and non-pyramidal cells and they respond to long depolarizing current stimulus with higher rate of firing and less prominent spike-frequency adaption than the former. We assign r RS = 0.015 and r FS = 0.001 in the neuron models to respectively represent their different spiking properties. The plots of instantaneous firing frequency versus time for both neurons are shown in fig. 1 (a).
Synapse model
In this model, neurons are connected by a current-based synapse model. Each action potential in the pre-synaptic cell intrigues the synaptic current I syn injection in the post-synaptic cell after a defined delay. 
is set to −1 throughout this paper. V RR and V RF vary between 0.1 and 1 during the simulation. The synaptic currents and the post-synaptic membrane potentials are plotted in fig. 1 (b).
Model architecture
The main characteristic structure of the model is that the network is composed of column modules. Instead of connecting the individual neurons directly, we first group the neurons into columns and then organize the columns into a larger neural network. The column is regarded as a relatively invariant structural unit in the network.
The architecture of the single column model is based on the physiological data but much simplified. The anatomical sampling of the neurons in the cortex shows that 80% of the neurons are excitatory and the rest 20% are inhibitory [16] . In the model, a column is composed of 15 neurons, 12 RS neurons and 3 FS neurons. In a cortical column, almost all the intrinsic excitatory synapses are imposed via the exuberant recurrent collateral branches of pyramidal cell stem axons. These branches avoid its own origin pyramidal cell and project on the dendrites of other pyramidal cells within the restricted zone of the column. By such connections, the pyramidal cells in a column are coupled into an excitatory system [3] . In the model, each RS cell is connected to 6 other randomly chosen RS cells. The latency of the projections from RS neurons to RS neurons (referred to as RR) is 1.2 units with a standard deviation of 2.5%.
The axon collaterals from pyramidal cells also terminate upon inhibitory interneurons, providing one mechanism for pericolumnar inhibition. In our model, each FS cell receives synapses from 5 RS cells, thus each RS cell contacts 1.25 cells on average. The ratio of RS cell contacting RS cells and FS cells is compatible with the statistics in the anatomical study [17] . The delay of the RF synaptic transmission is 0.8 unit with a standard deviation of 2.5%. The inhibitory interneurons each make inhibitory FR synapses onto 8 pyramidal cells with a delay of 0.5 ± 2.5% units.
As far as the inter-columnar connections are concerned, we assume that the inhibitory cells only make local contacts while axons of RS cells can ramify their collaterals to other columns. The inter-columnar connections in our model only exist between RS neurons (termed as iRR. The prefix i means inter-column, similarly hereinafter), 2 pre-synaptic RS neurons in one column projecting to 6 post-synaptic RS neurons in another column, which is much sparser than the intra-columnar connections. Every two columns among the network are mutually connected. Parameters of the iRR synapse are g iRR = 4, τ 1(iRR) = 3, τ 2(iRR) = 2, and the latency is 1.2 ± 2.5% units.
Input to the model
Randomly generated pulses were presented to the column model to simulate the spontaneous firing in the cortex and the inputs from thalamus and other cortical columns. The pulses were presented to the 12 RS cells only, and independent in each cell. Each pulse drives a depolarizing current I stim on the cell stimulated which is described by the following equation:
where g stim = 4, V stim = 0.08, τ 1(stim) = 3, τ 2(stim) = 2. The stimulating current is much weaker than the synaptic one.
The stimulus intensity is defined as the probability P stim of each RS cell receiving a pulse input during every time step (P stim is so small that a neuron is assumed to receive only one pulse at most in one step). P stim is a constant for continuous invariant stimuli. When periodic stimuli are presented, P stim is defined as a function of t as follows:
E stim and A stim are respectively the mean and the amplitude of sinusoidal oscillation of P stim . T equals 5000 units which in the model is equivalent to 1, so ω is the frequency of the pulse probability wave after the time scale of the model has been conversed to units of seconds.
Measurements and numerical methods
The local field potential of a column is defined as the running average of all membrane potentials of 12 RS cells. The power spectrum of output activity is calculated by the fast Fourier transform of the autocorrelation function of field potential.
To quantify the synchronization of neuronal firing within a column, we introduce a synchrony measure based on the zero-lag cross-correlations of neuronal pairs in the column network [18] . A period of time T is divided into small time bins of λ. The potentials within each bin are averaged and a new potential train
The zero-lag cross-correlation between two RS neurons i and j (1 i, j 12) is defined as
The population synchrony measure κ is defined by the average of κ ij over the number of RS neural pairs in the network. In this paper, the time bin λ is set to 1 unit, which equals 0.2 ms.
The column model was integrated with a time step of 0.01 ms. All the measurements were calculated after 125 ms transients. For the randomness in the network connectivity, each set of the simulations was run with three to four random realizations of the network connections.
Simulation results in a single column model
In this section, we will first demonstrate that a column is capable of acting as an oscillator. The simulation was started by feeding the model column with invariant input. The results show that bursts of discharges of pyramidal cells inside a column tend to be synchronized and the field potential of the network oscillates in specific rhythms. Fig. 2 illustrates several kinds of activities of the column. A well-defined alpha rhythm is produced in fig. 2(a) . The field potential in the middle panel exhibits typical waxing and waning amplitudes in a period of about 1.5 s. The power spectrum of the field potential indicates the frequency of the oscillation locates in alpha band (8 13 Hz). In fig. 2(b) , the output of the column oscillates in beta rhythm (14 30 Hz). The activity in fig. 2(c) has the frequency of 2 11 Hz, partly in alpha frequency band, but the waveform is obviously distinguished from the one in fig. 2(a) by large amplitude and prolonged bursting phases. A 40 Hz oscillation can be seen in fig.  2(d) . In fig. 2(e) , the neurons in the column fire unintermittently. The power spectrum is broad and has no prominent peak. This noisy state will be referred to as hyperactive noise. All the aforementioned output patterns were produced by the model under different parameter conditions. In the following sections we will discuss how the parameters affect the activity of the model.
Synchronization and synaptical strengths
To investigate further the dependence of the synchronized oscillation on the synaptic strength in the excitatory and inhibitory recurrent pathway, the model was simulated while V RR and V RF changed gradually. P stim was set unchanged at 0.025. In fig. 3(a) , the frequency is plotted in the two-dimensional parameter space of V RR and V RF . A white region can be observed at the corner of high V RR and low V RF in the figure, which represents the hyperactive noise as shown in fig. 2 (e). While increasing V RR , the oscillating frequency of the column increases at first, then decreases, and eventually leads to zero. The frequency simply increases with V RF . The highest frequency (25 Hz, beta rhythm) is reachable at V RR = 0.4, V RF = 1. Fig. 3(b) diagrams the relation of the synchrony and the connection weights. In the area corresponding to the hyperactive noise region in fig. 3(a) , κ is generally zero. In other regions, κ monotonically increases with V RR and decreases with V RF . The highest κ always emerges along the edge of hyperactive noise region, where the slow rhythm with large amplitude ( fig. 2(c) ) was generated.
Synchronization and input intensity
We next examined whether the periodic activity of the column is also affected by the stimulus intensity. The simulations were performed with P stim changing gradually from 0.01 to 0.05. In fig. 3(c) , the oscillation frequency of the model is plotted as function of P stim . The diagram also compares frequency versus P stim for different levels of V RR . Only for P stim larger than a critical point, the oscillation is generated and the frequency generally with P stim is from 6 Hz to 43 Hz. For greater V RR , the frequency at smaller P stim is higher, but the accretion is slower when P stim increases.
The synchrony measure κ is plotted as a function of P stim in fig. 3(d) . κ is essentially zero for P stim below a critical value ≅0.016. Above the critical value it starts to increase rapidly with P stim until it reaches a maximum, then decreases inversely until nearly zero at P stim = 0.06. Thus, the dependence of synchrony on the stimulus intensity is highly non-linear. There is a minimal value of P stim to generate population synchronization inside a column. This critical P stim value does not change greatly when the V RR changes, but greater V RR significantly accelerate the increase of κ for P stim larger than the critical value, and the maximum of κ is reached at lower P stim value for larger V RR .
Response of the column to periodic stimulation
Sinusoid stimuli were presented to the model column to explore the behavior of the column responding to periodic input. P stim is described by eq. (4). The parameters for the column model were kept unchanged at V RR = 0.3, V RF = 0.8, E stim = 0.025, A stim = 0.01, while the stimulus frequency ω varies within 0 and 100 Hz. For ω = 0 Hz as it has been simulated in section 2.1, the oscillating frequency of the model is defined as inherent frequency of the column. Three kinds of response modes emerged when ω changed gradually ( fig. 4(a) ). The power spectra are arrayed by ω in fig. 4(b) . to demonstrate the relation between the input frequency and the output frequency. For ω < 10 Hz, the field potential clearly shows a fast oscillation riding on the peaks of a slow wave. In the power spectrum, besides an obvious peak on the y = x line, there is another hump around 30 Hz, which is the inherent frequency of the model at the maximal P stim = E stim + A stim = 0.04. For ω > 10 Hz and < 30 Hz, in the field potential there is only one rhythm that can be seen. The power spectrum in fig. 4 (b) confirms that merely one main peak lies on the y = x line, besides minor peaks on y = kx (k = 2, 3, 4, 5) lines, which indicates that the column is forced to lock its phase with the input signal. When ω is greater than 30 Hz, another rhythm other than the input one emerges again. On the power spectra diagram it can be seen that a hump appears at around 25 Hz, and as ω increases, the hump gradually decreases and closes in on 20 Hz, the inherent frequency of the column. At the same time, the peak on the diagonal line gradually becomes dimmer with the increasing ω.
Simulation results in a multi-column model
A multi-column network is composed by 10 columns, numbered as i, ii, iii, , x. The connections between every two columns are all identical. In the following sessions, the simulation was performed for 
Interaction among homogeneous columns
Homogeneous columns have identical intra-columnar connections, specifically V RR = 0.1, V RF = 0.3 in this section. The result in fig. 5(a) indicates that the synchronization i s gained among columns even in sparse inter-columnar connections. The mean field potential of the entire ten-column network is illustrated in fig. 5(b) , showing an obvious fluctuation during 1000 2000 ms. An instant synchrony measure is introduced to measure the dynamic changing of the synchronization among columns. The zero-lag crosscorrelation iκ ij (t) between two columns i and j at t moment is defined as:
where V i (t) refers to the field potential of column i at t moment, ∆ is the time bin during which the synchrony is measured, ∆ = 200 ms in this paper. The instant synchrony measure iκ(t) of all the columns is calculated by averaging iκ ij (t) over the number of column pairs in the network. In fig. 5(c) , iκ(t) is plotted over time. When the inter-columnar connections take effect, iκ(t) rises from around 0 to approximately 0.7. Both the synchronization and the desynchronization take place immediately.
Interaction among heterogeneous columns
There are a large variety of columns in the cortex. In a cortex area, even neighbor columns are different in properties. We coupled columns with different oscillating properties in a network to investigate the interaction between inhomogeneous rhythms. As shown in fig. 6(a) , we use two types of columns which are distinguished by their inner parameter: the five odd-numbered columns (i, iii, v, vii and ix) are alpha-rhythm columns, whose inner coupling strengths were V RR = 0.1, V RF = 0.3, and the frequency of the output is 8 Hz; the rest 5 even-numbered columns are beta-rhythm columns with the parameter V RR = 0.5, V RF = 0.5 and an inherent frequency of 18 Hz.
The simulation result is shown in fig. 6 . The mean field potential of 5 odd columns ( fig. 6(b) ) oscillates greatly during 1000 2000 ms, while the mean field potential of even columns ( fig. 6(c) ) shows no obvious changing. iκ(t) has been calculated among and between the two types of the columns. In fig. 6(d) , iκ oo (t), indicating the instant synchrony among odd columns, rapidly increases to near 0.8 after 1000 ms, and decreases back to around 0 after the i nter-columnar connections are removed at 2000 ms. However, the synchrony among even columns iκ ee (t) does not change obviously. iκ oe (t) is the mean iκ ij (t) of all the odd-even-column pairs, indicating the synchrony between the odd columns and the even columns. The variation of iκ oe (t) is almost the same as that of iκ ee (t). These three measurements show that the synchronization was specifically established among the odd columns.
The above results manifest that, though every two columns are identically and symmetrically connected as they were in the last section, partial synchronization has been found inside the model network.
Discussion
In the present study a modular neural network model simulates the columnar organization in the cortex. The model column is composed of spiking neurons and the properties of the neurons and connections are based on the physiological data. A single column model generates synchronized rhythm under constant rate of random pulse stimulation. The frequency of the rhythm varies between 3 and 43 Hz by tuning the coupling strength of the excitatory or inhibitory connections and the stimuli intensity. By changing the stimulus frequency we found that the column only responses to a certain range of frequency, in which the column is forced to lose its own inherent frequency and its phase is locked to the input one. The stimuli with the frequency out of the range have little effect on the intrinsic fluctuation of the column. The multi-column network is able to reach global synchronization under sparse inter-columnar projections. Heterogeneous columns, when identically coupled in a network, are partially synchronized and are organized into sub-assemblies based on their intrinsic frequency of the columns.
In most of the previous studies, a column is described through the model developed by Wilson and Cowan. Such a model consists of two nonlinear ordinary differential equations representing two simple units which represent the activities of excitatory and inhibitory neuron populations respectively. This model is able to produce EEG-like rhythms in alpha to beta frequency bands [6 7] . The model in this paper is composed of spiking neurons and the properties of the neurons and connections are based on the physiological data. As a result, our column model generates frequencies that are of great diversity, with the range covering most of the EEG bands. The result proves that a cortical column could play a role of an oscillator. In addition, it indicates that the columnar organization provides the possibility of diversity in EEG patterns.
Oscillatory dynamics and the synchronization of neuronal activity are hypothesized to be of functional relevance to information processing in the brain. Von der Malsburg has proposed that these features are linked through temporal correlations of neuronal activities. Each feature is represented by a neuronal group oscillating in a synchronized way, and distinct features of the same object are simultaneously represented by distinct synchronous groups. The column model we proposed is capable of generating sufficient behavior patterns so it is qualified to be a functional unit for a large number of more complex dynamical systems. In the cortex, it is more likely to be columns, instead of individual neurons, that establish contact with each other and carry out the basic function of information processing [3] .
Hoppensteadt and Izhikevich [19] proposed a h ypothesis that the cortex might employ a principle similar to that in FM radio: Each cortical column is an autonomous oscillator. The frequency of oscillation encodes the channel of communication, while the information is transmitted via phase modulations. The results we obtained have shown that the column generates different rhythms, which is affected by afferent periodic input when there is a nearly resonant relation between the intrinsic and extrinsic frequencies. In an identically coupled multi-column network, a multicolumn network can be divided into partial synchronized subgroups by the frequency of the column. Columns in different groups have little effects on each other, although there are synaptic connections between them. These results partially supported the hypothesis. It might provide a new possible mechanism for the information processing in the cortex.
The modern concept of the brain has slowly replaced the point that singles out the neuron as the functional unit of the brain [20] . A cortical column is a mesoscopic unit which is smaller than a macroscopic unit as a brain area and is bigger than a microscopic unit as a neuron. To understand such a structure might open a way to connect top-down and bottom-up approaches in brain researches [21, 22] .
