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RESUMEN
En el presente trabajo desarrollamos las propiedades
algebraicas y espectrales, fundamentales, de los operadores
compactos y la teoría de Riesz para operadores compactos.
Estudiamos la ecuación Tx - Ax = y, donde T es un operador
compacto y Xes un escalar complejo, y probamos que el operador
Tx-T-X[ satisface la alternativa de Fredholm. Introducimos el
concepto de Índice de un operador lineal, para definir los
operadores de Fredholm en espacios normados. Desarrollamos
las propiedadesmás importantes de los operadores de Fredholm y
probamos que un operador lineal acotado T es un operador de
Fredholm si y sólo si Tes invertible, módulo un operador
compacto. Finalmente, estudiamos los operadores fuertes de
Fredholm en espacios de Hilbert y probamos que un operador T
es fuerte de Fredholm si y sólo si T = L + F, donde L es un
isomorfismo y F es un operador lineal acotado de rango finito,
donde la herramienta principal es la alternativa de Fredholm para
el caso de sistemas de ecuaciones lineales.
SUMMARY
In this work wé develop the algebraicalsand spectrals
properties, fundamentáis, of the compact operators and Riesz
theory fór compacts operators. We study the ecuation Tx - Áx = y,
were T isa compact operator and /l is a complex number, we
prove that the operator Tx =T-ÁI satisfies the Fredholm
alternative.
We introduce the concept of a lineal operator índex, to define the
Fredholm operators in normed spaces. We develop the most
important properties of Fredholm operators and we prove that a
boünded linear operator T is a Fredholm operator, ifand only if
T is invertible, module a compact operator. Finally we study the
Fredholm strong operator in Hilbert spaces and we prove that an
operator T is Fredholm strong ifand only if T - L+F, wereL is
an isomorphism and F is a bounded linear operator of finish rank,
were the principal tools is the Fredholm alternative in the case of
linear ecuations sistem.
INTRODUCCIÓN
Los operadores lineales en espacios de dimensión finita
poseen muchas porpiedades importantes y son fáciles de manejar,
ya que ellos se pueden representar mediante matrices. Sin
embargo, muchos de los problemas de aplicación se modelan en
espacios de dimensión infinita. Es por eso que nos hemos
interesado en estudiar operadores que sean una buena
generalización de los operadores en dimensión finita.
Los operadores que generalizan de una forma natural las
prppiedades de los operadores lineales en espacios de dimensión
finita son los operadores compactos. Su teoría sirvió como un
modelo en los primeros trabajos en análisis funcional y juega un
papel importante en las aplicaciones. Por ejemplo, estos
operadores desempeñan una función fundamental en la teoría de
ecuaciones integrales, bifurcaciones, ecuaciones diferenciales
parciales, teoría del esparcimiento y en varios problemas de la
física matemática.
La compacidad de un operador lineal fue originada en el
estudio de las ecuaciones integrables. Esta propiedades de vital
importancia en la teoría de Fredholm, ya que las propiedades
espectrales de estos operadores se puede desarrollar
completamente en el sentido de la famosa teoría de las
ecuaciones integrables de Fredholm Tx - Ax = y, donde Xes un
parámetro complejo.
El objetivo fundamental de esta tesis es desarrollar la
teoría de los operadores compactos, para posteriormente usarlos
en el estudio de los operadores de Fredholm. Por tal razón hemos
dividido este trabajo en tres capítulos.
El primer capítulo está dedicado a desarrollar las
propiedades algebraicas fundamentales de los operadores
compactos. Aquí se presentan algunas caracterizaciones de los
operadores compactos y se prueban los resultados más
importantes acerca de las propiedades espectrales de los
operadores compactos.
El segundo capítulo está dedicado al estudio de la teoría de
Riesz para operadores compactos. Se considera el operador
TX=T-AJ t donde T es un operador compacto. Se prueban
propiedades acerca de los núcleos N{TX") y ios rangos T"{X),
para posteriomente demostrar que existe un único entero no
negativo n tal que X - N(Txn) ©TÁn(X). También estudiamos
los operadores adjuntos de los operadores compactos tanto en
espacios normados como en espacios con producto interno.
El tercer y último capítulo lo comenzamos con el estudio de
las ecuaciones del tipo Tx - fot = y, donde T es un operador
compacto y Xes un parámetro complejo. Determinamos
soluciones de mínima norma y determinamos algunos resultados
acerca de la solución de las siguiente cuatro ecuaciones




Posteriormente probamos que el operador Tx-T-M satisface
la alternativa de Fredholm. A continuación se introduce el
concepto de índice de un operador lineal y se presenta la
definición de operadores de Fredholm. Presentamos algunos
ejemplos de operadores de Fredholm y demostramos algunas
propiedades fundamentales. Después introducimosel concepto de
congruencia módulo un operador compacto y probamos que un
operador es de Fredholm si y sólo si él es invertible módulo un
operador compacto. Finalmente introducimos los operadores
fuertes de Fredholm en espacios de Hilbert, presentamos algunos
ejemplos y probamos que un operador lineal acotado T es fuerte
de Fredholm sí y sólo sí, él se escribe como T = L + F, donde L
es un isomorfismo y F es un operador lineal acotadode rango
finito, y concluimos que los operadores fuertes de Fredholm
satisfacen la alternativa de Fredholm.
Queremos puntualizar que hay muchos más resultados
sobre la teoría de operadores de Fredholm que se pueden
estudiar, como los son, por ejemplo, los operadores de Fredholm
no lineales y los operadores semi de Fredholm. Esperamos tener
las fuerza, sabiduría y tiempo para ampliar nuestro conocimiento





Los operadores lineales en espacios de dimensión finita
poseen muchas propiedades interesantes, y en cierta forma, son
fáciles de manejar; sin embargo muchas de las aplicaciones de los
operadores lineales son modeladas en espacios de dimensión
infinita. Por lo dicho anteriormente es importante determinar cuales
operadores lineales en espacios de dimensión infinita preservan
propiedades importantes de los operadores en dimensión finita, y
que sean de utilidad para modelar problemas de aplicación de la
vida real.
En este capítulo introduciremos los operadores lineales
compactos, que son una generalización de los operadores lineales
en espacios de dimensión finita, resaltando sus propiedades más
importantes. Resultados qué son fundamentales en la teoría de las
ecuación integrales, las ecuaciones diferenciales parciales y en la
teoría dé operadores en general.
1.1. Operadores Lineales Compactos
Iniciaremos esta sección con la definición de operadores
compactos
N
Definición 1.1: Sean X, Y espacios normados y T: X -> Y un
operador lineal. T es un operadorcompacto, si para todo
subconjunto acotado A de X, T(A) es relativamente compacto
en Y; es decir, T(A) es compacto en Y.
Ejemplo 1.1: Sean aeR2 y T:R2 -+ R definido por
Tx = (x,a)
T es un operador lineal ya que está definido en términos del
producto interno. Como dim(/?z) = 2, T es un operador lineal
acotado. Sea AczR2 acotado, luego T(A) es acotado en R, por
lo tanto T(A) es cerrado yacotado en R. Así pues T{A) es
compacto en R y T es un operador compacto.
Notodos los operadores lineales acotados son compactos.
De hecho existen muchos operadores lineales acotados sencillos
que no son compactos, como lo muestra el siguiente ejemplo.
Ejemplo 1.2: Sea X = l2 y / :72 ->/2 el operador identidad.
I es un operador lineal acotado y A = {x e /2 /||x || < 1} es
acotado en l2. Note que I(A) =A el cual no es compacto en l2,
ya que dim(/ ) = <x>. Por consiguiente / no es un operador
compacto. "
Como hemos visto, no todos los operadores lineales
acotados son compactos; sin embargo, los operadores compactos
son operadores lineales acotados y por ende continuos, como lo
muestra el siguiente resultados.
Teorema 1.1: Sean X,Y espacios normados y T: X -» Y un
operador compacto, entonces T es acotado y por lotanto
continuo.
Demostración:
Sea A c X acotado. Como T es compacto, T(A) es
relativamente compacto en Y, o sea, T(A) es compacto en Y,
luego T(A) es acotado en Y . Como T{A) cT(A), se tiene que
T(A) es acotado en Y . Así pues T es un operador acotado.
El siguiente teorema generaliza la idea presentada en el
Ejemplo 1,2.
Teorema 1.2: Sea X un espacio normado. Si áimX = oo, el
operador identidad *
I:X^>X,





^M = {x e X :¡x\\< l} *
es un subconjunto cerrado y acotado de X. Como áimX = oo,
M no es un subconjunto compacto de X. Por otro lado,
I{M)- M = M; así pues, I{M) no es un subconjunto
compacto de X. Porconsiguiente I noes un operador
compacto.
1.2. Caracterización de los Operadores Compactos.
A continuación presentaremos una caracterización de los
operadores compactos la cual es de gran utilidad al momento de
probar la compacidad de un operador.
Teorema 1.3: Sean X* Yespacios normados y T: X -> Y un
operador lineal. T es compacto si y sólo si, para toda sucesión
acotada OJ en X, la sucesión (Txh) posee una subsucesión
convergente en Y. „ •
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Demostración:
Supongamos primeramente que T es un operador
compacto y sea (*„) una sucesión acotada en X, Luego
{Tx nI n > 1} es un subconjunto compacto de Y. Por lo tanto,
(Txn) posee una subsucesión convergente en Y.
Recíprocamente, supongamos que para toda sucesión
acotada (x„)en X la sucesión (Txn) posee una subsucesión
convergente en Y. Sean B un subconjunto acotado dely
(y„) una sucesión en T(B). Entonces para todo n > 1 existe un
x„ e B tal que Txn =yn. Como B es acotado en X, (x„) es
acotada en X. Luego, por hipótesis, (Txn) posee una
subsucesión convergente en Y. Como la sucesión 00 es
arbitraria, T(B) es compacto en Y. Por consiguiente, T es
un operador compacto.
Los siguientes resultados son consecuencia inmediata del
teorema anterior.
Corolario 1.1: Sean X,Y espacios normados y T: X ->Y un
operador lineal. T es compacto si y sólo si, para toda sucesión
(x„) en X, con |^J^ \, la sucesión Tx„ posee una subsucesión
convergente.
ñ
En el siguiente ejemplo aplicamos el Corolario 1.1 para
estudiar la compacidad de operadores.
Ejemplo 1.3: Consideremos los operadores
Tb :/2 -• l2
T* :/2 -• í2
definidos en / de la siguiente manera: Sea x = (en) e l2
-* de \&1 >&2 >•"/ = (V> ^1» ^2 »"-\)
7¡, es llamado ej operador traslación a izquierda y T^ es
llamado él operador traslación a derecha.
Claramente ^ y 7^ son operadores lineales acotados.
Sea (e¡) la sucesión definida en /2 por




Note que | en | = 1 para todo neN;o sea, (en) es una sucesión
acotada en / .
Ttoex = (0,05».../ ^ = (0,1,0,-) = e2









k -«/ ==V2 para todo i*j,
las sucesiones (Tb en ) yt (T+ en) no poseen subsucesión
convergente en l1. Luego por el Corolario 1.1, 7^ y T* no son
compactos.
Corolario 1.2: Sean X, Y espacios normados, T:X->Y un
operador lineal yM- {r e X:\\x\\ <, 1} la bola unitaria cerrada de
X. T es compacto si y sólo si T(M) es relativamente compacto
en Y.
Demostración:
Consecuencia inmediata del Corolario 1.1.
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En el siguiente ejemplo utilizaremos el Corolario 1.2 para
probar que el operador lineal dado es compactó.
o °
Ejemplo 1.4: Sea / = [0,l] y
X=QI)={f:I->R/f es continua }
con la norma del supremo. Sea k e C(I x I)-0 sea k es una
función continua en el cuadrado cerrado 7x7."
Definamos eloperador T:X -> X de la siguiente manera:
(r/)(*)= lHx,y)f(y)dy , feX
No es difícil verificar que T es un operador lineal acotado.
Sea
M={feX:\\f\\<l}
Para probar qué T es un operadorcompacto sólo tenemos que
probar que T(M) es Uniformemente acotada y equicontinua (ver
teorema dé Arzelá-Ascoli).
Como k es continua en Ixl, existe un N > 0 tal que




. £ f0'N\\f\\dy =N\\f\\< N
para todo / e M. Por lotanto T'(M) es uniformemente acotada
por N.
Sea £ > 0, entonces existe un S > 0 tal que
| k(xl,y)-k(x2,y) \<e siempre que |x, - x2| < S




* ,f0M*i> *) - k{x2iy)\dy
< jQ£dy =e
Por consiguiente T(M) es equicontinua.
)'»
,te ,
De lo anterior y por el Teorema de Arzelá-Ascoli se deduce
que T(M) es relativamente compacto en X. Así por el Corolario
1.2, r es compacto.
Teorema 1.4: Sean X, Yespacios normados y T: X -> Y un
operador lineal. Entonces si T es acotado y d\mT(X) < oo, el
operador T es compacto.
Demostración:
Sea (*„) unasucesión acotada en X. Como T es acotado,
Irx nI^ F |||*„ I, por lo tanto (Txn) es acotada en Y.
Además como dimTXX) <oo>{rxrt/«>l}es relativamente
compacto, por lo que (Txn) posee una subsucesión convergente
en Y. Por consiguiente, por elTeorema 1.3, T es un operador
compacto.
Corolario 1.3: Sean Xy Yespacios normados y T: X -> Y un
operador lineal. Si áutiX< oo ¿entonces T es compacto.
Demostración:
Como dim(3r) < », T es acotado. Además
dimr(X)<dimJír<ooi
luego por el Teorema 1.4, T es un operador compacto.
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Podemos observar que del Corolario 1.3 y el Teorema 1.2 se
deduce el siguiente corolario
Corolario 1.4: Sea X un espacio normado y 7: X -> X el
operador identidad. 7 es compacto sí y sólo sí dim(jf) < oo.
Otra consecuencia inmediata del Teorema 1.4 es que todo
funcional lineal acotado / e X* (el dual de X) es compacto.
Definición 1.2: Sean X, Y espacios normados y T: X -> Y un
operador lineal. T es un operador de rango finito si
dim(r(Z))<oo.
El Teorema 1.4 nos dice que todos los operadores lineales
acotados de rango finito son compactos.
En los siguientes ejemplos aplicaremos el Teorema 1.4 para
probar que los operadores dados son compactos.
Ejemplo 1.5: Sea X ún espacio normado, f e X* y z0 e X
Definamos el operador T: X -> X por
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Claramente T es un operador lineal acotado. Por otro lado,
como / '-X -» K es un operador lineal acotado y dim/(Jf)-£ 1,
por el Teorema 1.4^ / es un operador compacto.
Sea (x„) una sucesión acotadaen X , luego (/(*„)) posee
una subsucesión convergente en K, lo que implica que
(/(*„)' zo) posee una subsucesión convergente en X,
Pero T(xn) = f(xn)-z0. Luego (T(xn)) posee una subsucesión
convergente en X. Así T es un operador compacto.
Ejemplo 1.6: Sea X un espacio con producto interno y
J'o» zo e X. Definamos eloperador T: X -» X por
Tx = (x,^0).z0
Noté que el operador f :X -> K definido por
/(*) = (x,-,y0)
es un operador lineal acotado, o sea / € X*.
Además
Tx =(x,y0}'Zr=f(x)-z0
luego por elejemplo anterior fes un operador compacto.
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El siguiente ejemplo nos muestra que existen operadores
lineales T: X -> Y de rango finito que no son compactos.
Ejemplo 1.7: Sea
X={ /: [0,l] -> RI f existeyes continua en [0,l]}
con la norma
/i=^l/(o|
Definamos el operador T :X -> R por
T(f)= fVA)
Claramente T es un operador lineal y áim(T(X)) = 1.
Probemos que T no es acotado. En efecto, para cada n>\ sea
/„: [0,l] -+ indefinida por:
/„(/) = eos (w/rO
Note que
/J =l para todo »^1
|r(/JH/:O0l=| »*«>»(?)
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Luego si n es impar, \T(fH)\ = nn. Por lo tanto
sup |f(/)| = oo
••* " • • l/;N !
y T no es acotado. Porconsiguiente, porel teorema 1.1, T no
es compacto.
Teorema 1.5: Sean X un espacio normado y Y un espacio de
Banach. Sean (Tn) una sucesión de operadores compactos de X
en Y y T'. X -> Y un operador lineal. Si (Tm) converge
unifonmemente á T; es decir, \\Tn -T\\ ->• 0, entonces T es un
operador compacto.
Demostración:
Sea (xm) unasucesión acotada en X, luego existe un
c> 0 tal que
*OT pe, para todo m>\
Como los operadores % son compactos, podemos escoger porel
procedimiento estándar de diagonalización, una subsucesión
(xmt) de (xm) tal que (T„xmk) converge en Y para todo wfijo.




para todo n> N0
Como (TNoxmt)es una sucesión convergente en Y, (7ir0*mt)es
de Cauchy, luego existe un Ns tal que
JVq IW¿ JVq 111/ II
Luego si fc,/£ Ne, se tiene que
' <\\t-^tn |x_ |+-+bv -t7
Ir "o "»» o ir "o
•£ es





Así (7xmt) es una sucesión de Cauchy en Y. Como Y es
completo (Tx„k) es convergente en J, y (jc„4)es una subsucesión
de (xm). Porto tanto T es compacto.
Observación: El teorema anterior es falso si se remplaza
convergencia uniforme por convergencia fuertes; es decir, si
\\Tnx- fx\\ -> 0 para todo xe X,
como lo muestra el siguiente ejemplo.
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Ejemplo 1.8: Consideremos el espacio de Banach 72 y
definamos el operador Tn : / -> / como sigue:
u,
TBx =(&,...,£AÓ,...), donde * =(?,) e /2










Por lo tanto Tn es unoperador lineal acotado para todo w> 1.
Además d\m(Tn(l2)) < oo . Luego por el Teorema 1.4, Tn es un
operador compacto para todo n>\.
Note que
osea
Tnx -> x = Ix
n paratodo x e l2,
<x-lx¡,-* °. para todo xel2,
./2^/2Pero 1:1 ->/ no es un operadorcompacto ya que dim(/ ) = oo
En él siguiente ejemplo utilizaremos el Teorema 1.5 para
probar que el operador dado es compacto.
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Ejemplo 1.9: Definamos el operador lineal T: l -> / por
l* = y = {tlj).
donde x=(£,) e /2 y 7, =4 para j =1,2,.
Note que 07,) € ' •Probemos que T es un operador compacto.
Definamos la sucesión de operadores lineales Tn\l ->/ por
Tx = (£ — 22- —00 ^
2 3 n
x=(tj)e?
Claramente losoperadores Tn son acotados. Además como
dim(r„ (X)) <oo, porel Teorema 1.4, TH es compacto para todo
Por otro lado,








Tomando el supremo sobre los x e / tal que ¡x¡ = 1, se tiene que
T- TJi = sup ||(r -Jn)x¡ < sup —-L = —-
Luego p*-7i|-> 0 cuando «-»oo, Así por el Teorema 1.5 T es
un operador compacto.
1.3. Propiedades Fundamentales de los Operadores
Compactos.
A continuación probaremos laís propiedades algebraicas del
conjunto de los operadores compactos T: X -> Y.
Teorema 1.6: Sean Xt Yespacios normados y
K(X,Y) =JT:X -4Y/Tés compacto },
K(X,Y) és un espacio vectorial.
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Demostración:
Sean Tí9 T2 e K(X,Y) y (xn) una sucesión acotada en X
Como 7¡ y T2 son compactos, existe una subsucesión (x„k)
de (xn) tal que (Txxnt) y (T2xnt) son convergentes en Y.
Luego (Ti + T2)(xnt) y (aTxxnt) son convergentes en Y, para
todo aeK (cuerpo de escalares). Así pues Tx+T2 y aTx son
compactos; o sea 7¡ +T2 e J£(JT,y) y aJ, e AXA^F). De lo
anterior se deduce que K(X,Y) es un espacio vectorial sobre
vK
Corolario 1.5: Sean X, Y espacios normados,
7j, T2,...,Tn: X -> Y operadores compactos y o\y a2 an e K,
H
entonces ¿j a F\ es un operador compacto.
<=i
Otra propiedad importante de los operadores compactos
está expresada en el siguiente teorema.
Teorema 1.7: Sea X un espacio normado, K: X -> X un
operador compacto y L: X -> X un operador lineal acotado.
Entonces KL y LK son compactos.
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Demostración:
Sea B un subconjunto acotado dé X. Corno L es acotado,
L(B) es un conjunto acotado dé X y K(L(B)) =KUB) es
relativamente compacto en X, pues K es compacto. Así KL es
compacto.
Por otro lado, sea (xn) una sucesión acotada en X. Como
K es compacto, por el Teorema 1.3 (Kxn) posee una
subsucesión convergente (Kxnt) en X. Como 7> es acotado, es
continuo y por lo tanto lleva sucesiones convergentes en
sucesiones convergentes, así L{Kxnt) converge, y por el
Teorema 1.3 se tiene que LK es compacto.
Observación: El Teorema 1.7 sigue siendo verdadero, aún
cuando el espacio de llegada del operador es diferente del espacio
de partida, sólo se tiene que suponerse que las compuestas KL o
LK tengan sentido. La demostración es idéntica.
Los operadores compactos tienen la interesante propiedad
de transformar la convergencia débil en convergencia fuerte, como
lo muestra el siguiente teorema.
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Teorema 1.8: Sean X, Y espacios normados, T:X->Y un
operador compactoy (*„) una sucesión en X . Si xn —IL-> x
(convergencia débil) entonces Txn -> Tx (convergencia fuerte).
Demostración:




Sea g un funcional lineal acotado en Y. Definamos el funcional
f:X^K por
f(z) = g(Tz) zeX (1)
Claramente / es un funcional lineal, además como
|/(.)|-|*(ft)|¿|ff||&|á|ff||r|kl
se tiene que / es acotado.
Como xn —^x, se tiene por definición que /(*„) -» /(*).
Luego por (1) se tiene que
g(Tx„)-*g(Tx),
28
Como g es arbitrario, esto prueba que
Txn-^>Tx (2)
Falta probarque Txn -» Tx . Supongamos que no es cierto
Entonces (Txn) posee una subsucesión (Tx„t) tal que
Yx»t -Tx >S para algún í>0y para todo k>1. Como (*„)
es una sucesión débilmente convergente, entonces (*„) es
acotado, por lo tanto (x„k) es una subsucesión acotada. Como
T es compacto, (Tx„t) posee una subsucesión convergente en
Y,digamos 7*% ->?.
Como Tx -» ^, entonces Ti. —^y, luego por (2) resulta
que y =Tx yen consecuencia p^ -Txj -> 0. Lo que
contradice que ||7*% - 7*p ¿>0. Así pues T7*,, -• Tx.
Observación: Es claro que si X, Y son espacios normados, Z
un subespacio óe X y T:X ->Y esun operador compacto,
entonces la restricción TZ:Z-*Y de T a Z es también un
operador compacto.
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1.4, Propiedades Espectrales de los Operadores
Compactos en Espacios Normados. ,
En esta sección haremos un estudio de las propiedades
espectrales más importantes de los operadores lineales
compactos. Para ello consideramos un operador lineal compacto
T: X -» X\, donde X un espacio normado. Al operador T le
asociamos un operador Tx, definido por
TX=T-Ht
donde X es un número complejo e 7 es el operador identidad de
X.
Definición 1.3: Sean X un espacio normado y T: X -> X un
operador lineal acotado. El número complejo X es llamado un
valor propio de T si existe un x e X, x * 0, tal que
Tx = Ax
X es llamado un vector propio de T correspondiente al valor
propio X. / ;
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Definición 1.4: Sea X un espacio normado y T: X -> X un
operador lineal acotado. El número complejo X es llamado un
valor regular de T si (T - AJ)~l existe yes acotado.
El conjunto de los valores regularesde T se denota por p(T) y
se llama el resolvente de T; o sea
p{Ty=\XeC/Tx~l =(T-Aiyl existeyes acotado}
El complemento de p(T) es llamado es llamado el espectrum de
T, y se denota por c(T); Así
G{T) = C-p{T)
a los elementos de cr(T) se les llama valores espectrales de T.
Finalmente al número real
r(r)= sup (|/l|)
se le llama el radio espectral de T,
Note que todo valor propio de un operador lineal acotado T
también es un valor espectral de T.
Más adelante veremos que todo valor espectral X ¿ 0, de
un operador compacto, es un valor propio.
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Nuestro primer teorema se refiere al conjuntó de valores
propios de un operador compacto,
Teorema 1.9: Sean X un espacio normado y T: X -> X un
operador compacto. Entonces el conjunto de valores propios de T
es contable, y el único punto de acumulación posible de este
conjunto es X-0.
Demostración:
Sólo debemos demostrar que para cada número real r > 0
el conjunto de todos losvalores propios X tal que X >r es finito.
Supongamos locontrario; entonces existe un r0 > 0 y una
sucesión, (Xn) de valores propios de T, distintos, tales que
W - ro para todo n>1. Como Xn es un valor propio de T se
tiene que Txn = XnxH para algún xneX, xn * 0, n £ 1. Como
los vectores propios x „ corresponden a valores propios
diferentes, tenemos que el conjunto { xn In ^ 1} es linealmente
independiente. Sea
-*" n = L̂ »X2 »•••» Xm J
el subespacio vectorial generado por {xx,x2,...,xn}, entonces
todo xeMn se puede escribir de forma única como
x = áxxx + ... + anxn
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Noté qué 0 r \




(J - XJ)x e Afn_, para toda x e M„.
Por otro lado Af„_i es un subespacio propio cerrado de Mn para
toda n > 2, ya que los M, son subespacios de dimensión finita
del espacio normado X. Luego porel Lema de Riez existe una
sucesión (y„) en X, tal que
W =l, y.eM, y |y.-*|*i (1)
para toda * e J/„_, , n 2 2
t
Así pues OO es una sucesión acotada en X .






Sea n>m. Probemos que ^ e M„_x. En efecto, como m <> n -1,





Tym e Mn_x (2)
Por otro lado, como (T - XJ)yn e Mn_x entonces




Kyn ~ Tyn e Mn_x (3)





Así pues, por (1) obtenemos que:
|7>„ -Tym\\ =]\Xnytt -*| =]\Xnyn - Xny\\ =\Xn\\y„-y\\ >\\Xn — 2 r0
pues K *ro
Por consiguiente la sucesión (Tym) no posee subsucesión
convergente. Éstocontradice la compacidad de T y prueba que el
número de valores propios X para los cuales \X\ ^ r es finito.
Hemos probado así que el conjunto de valores propios de T es a
lo sumo contable.
En base a lo anterior podemos ordenar los valores propios del
operador compacto T en una sucesión \XX,X2,... }
Tal que
j^n+i| ^ l^nj paratodort^l
y si T tiene infinitos valores propios, entonces
Lint X)n,.i=» Ó
Así que el único posible punto de acumulación del conjunto de los
valores propios de T es X = 0f.
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Teorema 1.10: Sea X un espacio normado de dimensión infinita
y T:X ->X un operador compacto. Entonces X = 0 pertenece
al espectrum de g(T) de T.
Demostración:
Supongamos que X - 0 g &(T), entonces X - 0 es un
valor regularde T ; es decir
T^^iT-Xiy^T-1
existe y es acotado. Luego por el teorema 1.7
j = r-ir
i
es un operador compacto. Esto implica por el Corolario 1.4 que
dim^) < oo f lo que es unacontradicción. Así pues 0 € a(T).
La siguiente propiedad se refiere a la dimensión del núcleo
del operador
TÁ=T-M
Teorema 1.11: Sea X ún espacio normado y T: X -> X un
operador compacto. Entonces para todo X*Q de T
dwitíiT-JU)«x> (





Solo debemos probar que la bola unitaria cerrada
M={x&N(T-XI):\\x¡£\}
del subespacio N(T - XI) de X es compacta.
Sea (x„) una sucesión en M. Como ¡|v|pl. entonces (xn)
es acotada. Además T es compacto, luego porTeorema 1.3,





1-1o sea xn - X Txn , pues X*0.
Como (Tx„k) converge, entonces (*„,) = Oí" Txttt) también
converge. Además, como M es cerrado el límite de (x„t) estáen
M. Así la sucesión, arbitraria (*n)en M posee una subsucesión
convergente en M, ésto implica que Mes compacto. Por lo
tanto, dim N(T- XI)>< oo y N(T - XI) es un subespacio cerrado
de X.
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En el teorema anterior las condiciones de que T un
operador compacto y A^Ono pueden ser omitidas, como lo
muestran los siguientes ejemplos.
Ejemplo 1.10 : Sea X un espacio normado y 7: X -> X el
operador identidad. Si dimX = <x> entonces T no es compacto.
Por otro lado, si X = 1 ,
N(I -XI) = N(0) = *
por lo tanto dim N(I -XI) = co.
Ejemplo 1.11: Sea X un espacio normado de dimensión infinita y
T:X->X e\ operador nulo. T es compacto; además si X= 0,
entonces N(T-AI) = X y porto tanto dimiST(r->í/) = co.
Como consecuencia del teorema anterior tenemos el
siguiente resultado.
Corolario 1.6: Sea X un espacio normado, T: X -> X un
operador compacto, a * 0 y N(TX) el núcleo de Tx = T- AI
Entonces:
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dim N{Txn) < oo w= l,2,..
y N(TÁ ) es un subespacio cerrado de X.
Demostración:
Note que
TX2 = {T -XI)2
= T2 -2XT + X2I
=X2I +t[-2XT° +T]
donde T° = 7. De igual manera
7\ = (T - XI)3
= T3-3XT2 + 3X2T-X3I
= -X3I +t[3X2T° -3XT +T2 ]









p=-(-X)n*0 y L=TU con U=H[ , n-k T'k-l(-Xf-'T
Como U es una combinación lineal de operadores lineales
acotados, se tiene que U es acotado. Luegocomo r es
compacto, por el Teorema 1.7, L es compacto.
Así, por el Teorema 1.11, resulta que
dim(AT(r/)) =áimN(L - p[) < oo.
Observación: En la demostración del teorema anterior, se puede
ver que si un operador T es compacto, entonces para todo entero
positivo n, el operador Tx - (T - XI)n se puede escribir como
Tjl* =L-PI donde M=-(-¿)" *0 y L escoñfipacto.
ElTeorema 1.11 se puede utilizar para probar que un
operador lineal acotado no es compacto, como lo muestra el
siguiente ejemplo.,
Ejemplo 1.12: Consideremos eloperador T: I2 -> I2 definido
por: ; .




e¡ si i es par
0 si i es impar
sin dificultad se prueba que T es un operador lineal.
Además como
se tiene que T es un operador lineal acotado.
Note que
N(Tx) = {0} sía*0, a*i
N{TA) ={Wel2/st =0 si i es par} sU=0
N(TA) ={(€-,)*l2/e,=.Q si i es impar} sU=l
paratodo n £1.
Como dím(^(rA,)) = oo para X= 1, por el Teorema 1.11, T no es
un operador compacto.
Los operadores acotados, tienen la propiedad de que sus
núcleos son cerrado, aunque sus rangos no necesariamente son
cerrados. Vamos a ver, a través del siguiente teorema, que si un
operador lineal T es compacto, los rangos de TA, Tx ,... son
cerrados, para todo A* 0.
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Teorema 1.12: Sean X un espacio normado y T:X^X Un





es un subespacio de X. Sea y e TX(X), entonces existe una
sucesión OO en X tal que
yn^Tx{xn)^y
Como por él Teorema 1.11 d\m{N(Tx)) < oo, por el teorema de la
MejorAproximación en espacios normados, para cada x„ existe
una mejor aproximación z„ e N(Tx) con respecto a N(Tx)-t o sea
-*|.sji e #(7y) }= dist{xH,N{Tx))xn-zn || = |lí
Consideremos la sucesión (t„) en X definida por
'n *— *n ^n
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Probemos por reducción al absurdo que ('„) es una
sucesión acotada. Supongamos que (O no es una sucesión
acotada, entonces existe una subsucesión ('„,) de ('„) tal que
\*n ^ k para toda k e N
Definamos ahora la sucesión (vk) en X por
V* ífl\> keN
Como KI= 1 para toda k e N y T es un operador compacto,
existe una subsucesión (v¿y) de (vk) tal que
7v 4 -> veX
Note que








ya que la sucesión (Tx(tak)) es convergente. Luego
TM-i-¿r>o
Por otro lado, como
\ =ÚT-W»t, -^,\=í\fx\ -JVtJ
se tiene que
v*, ->TV























h-H*1 para todo ¿ e JV
lo que contradice el hecho de que
>iv'kj y-*» 'A
Así pues la sucesión (*„) es acotada. Por ser T un operador
compacto, existe una subsucesión (t„t) de (*„) tai que (T(t„t))
es convergente en X.
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Como (T'̂ Jf^ ) y (TV^) son convergentes, (*„,) es
convergente, digamos ateX.
Finalmente, como t„k -> 11 se tiene que
pero
7i(^) =7^(xMi -znt) =ri(xllt)->y
Por consiguiente ^ = Tk (t), es decir y^Tx (X). Así 7^ (X) es
cerrado.
Corolario 1.7: Sean X un espacio normado, T:X -+X un
operador compacto y X* 0. Entonces el rango de Tx es un
subespacio cerrado de X, para todo número natural n.
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Demostración:
En la demostración del Corolario 1.6 vimos que Tx se
puede escribir como
Tx =L-/d donde L es un operador compacto y // * 0.
Luego por el Teorema 1.12, el rango de Tx es cerrado para todo
numero natural n.
Finalizamos este capítulo con el siguiente resultado
Teorema 1.13: Sea X un espacio normado y T: X -> X un
operador compacto. Entonces para todo X * 0,
X =TX\X) 3 TX(X) z> TX2(X) 3...













2.1. La Teoría de Riesz para Operadores Compactos
Del capítulo anterior sabemos que si T: X -» X es un
operador compacto definido en el espacio normado X y si X*0,
entonces:
• Los núcleos N(TX ) Son subespacios de dimensión finita
de X y satisfacen:
{0} =N(Tx°)c:N(Tx)c:N(Tx2)<z,..
• Los rangos TX{X) son subespacios cerrados de X y
satisfacen:
X=Tx\X)z>Tx(X)^Tx2XX)^
En lo que sigue probaremos algunos resultados que nos dan
mucha más información acerca de las inclusiones antes
mencionadas
48
Teorema 2.1: Sea X un espacio normado, T: X -* X un
operador compacto y X* 0. Entonces existe un único entero no
negativo r, dependiendo de X, tal que
{0} =N(Tx°)cN(Tx)czN(Tx2)^..czN(Txr)
& & ^ j£<






Como por el Corolario 1.6 áimN(Tx") <oo para todo n£ 0, por el
Lema de Riesz, para cada n £ 1 existe un x„ e N(TX ) tal que
J»i y d(x;9Wi**y)*li (D
Como Tx =T-XItse tiene que T = TX+XI. Luego






Supongamos que m<n, entonces m < n -1, por lotanto
focmeN(T?)czN(Tx"-1)
Además







De todo lo anterior se tiene que x e N(Tx~l) , de donde
X x e N(TX~ ) . Así, por (1) tenemos que
pxm -Txm|| =\\Xx„ -x\\ =\X\¡xn -2Tlx\ Z/2\X\ (2)
siempre que n>m.
De (2) se deduce que la sucesión (Txn) no posee subsucesión
convergente, siendo (•*„) una sucesión acotada. Esto contradice
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la hipótesis de que T es unoperador compacto. Por consiguiente
existe un entero no negativo m tal que N{Txm) = N(Txm+l).
Sea n > m. Probemos que N{Txn ) = N(TxH+l). En efecto,
sabemos que #(7?) c NiTf1). Sea x e N(Txtt+i) y
supongamos que x £ N(Tx)t entonces
T;+\x) =0 y Txn(x)*0
Como n>m, n-m >0. Sea z =Txn~mx1 entonces
Txm+lz =Txm+í(Txnmx) =Txn+1x =0
pero
Txmz = Txm(Txn~mx) = Txnx * 0
lo que contradice el hecho que #(77) =N(Txm+l).
así pues N(Txn) = N(Tx+l) para todo n>m.
Hemos probado que el conjunto
S={neN:N(Txn) =N{Txn*)}




^ ^ T* ?t
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además, por lo probado anteriormente, se tiene que
^(r;) =^(r;+I)=...
Teorema 2.2: Sea X un espacio normado, T: X -» X un
operador compacto y X * 0. Entonces existe un único entero no
negativo q, dependiendo de X, tal que
X =Tx°(X)z>Tx(X)z>Tx2(X)z>...^Tx'(X)
^ ^ ^ 9fc
Tx<(X) = Txq+\X) =
Demostración:





Como por el Corolario 1.7, Tx(X)es cerrado, porel Lema de
Riesz, para cada neN existe un y„ e TX{X) tal que
W =l y dist(ynJxn+\X))*y2
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Sea xn e X tai que Tx(xn) = yn. Tomemos m>n,
entonces








lo que implica que (Tyn) no poseesubsucesión convergente.
Pero OO es una subsucesión acotado y T es unoperador








Probemos por inducción que
Tx<(X) = Tr\X) = T«+2(X) = ...
Sabemos que Txq (X ) = Txq+ (X ) . Supongamos que para un
k > q , Txk{X) =Tk+l(X). Sea zeTk+l(X), entonces
existe un x e Jf con T'A + x = z fo sea
z = r/+,* =7'>l(r;*)
Como T7/^ e Tx {X) = Tk+l (X), existe un xe X tal que
Así
z = Tx(Txk+lx) = Txk+2x
lo que implica que z e Tx+ (X) y Tk+1 (X) = Tk+2(X).
Por consiguiente, por el principio de inducción matemática se tiene
que
r/(JT) = 77+1 (*)«...
En el siguiente teorema combinamos los resultados de los
dos teoremas anteriores.
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Teorema 2.3 (Riesz): Sea X un espacio normado, T: X -> X
un operador compacto y X* 0. Entonces existe un único entero
no negativo n (dependiendo de X) tal que
{0} =N(Tx°)<zN(Tx)<z...<zN(Tx'') =N(TX^1) =...
X =Tx°(X)z>Tx(X)z>...z>Txn(X) =Txn+i(X) = ...
Demostración:
En los Teoremas 2.1 y 2.2 se probó que existen enteros no
negativos r y q tales que
{o}=isr(r;)CAT(rA)czMr/)c...c^(r;)=Ar(rr1)=...
* *
X =Tx\X)zDTx(X)^...^Tx'>(X) =Trí(X) =
* *
Probemos que r = q. Supongamos que r > q y sea x e N{TX),
entonces
Txr-\x)eTxr-\X) =Txr(X)
luego existe un z e X tal que
Txr-\x) =Txr(z)
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Como x e N(Txr), se tiene que
r/+,(z) =Tx(Txr(z)) =Tx(Txr~\x)) =Txr(x) =0
por lo tanto z e N(Txr+x) =N(JX). Luego
r/"1(x) =7'/(z) =0
de donde xeN{Txr~x). Así pues N{Txr)^N{Txr~x),
pero como NiT^1) c #(77), se tienen que #(77-1) =N{TX)\
lo que es una contradicción. Por consiguiente r ^ q.
Supongamos que r <q ysea y =77 (x) e 77 (X)
Como
rAoo=r/(x) €v w =r/+,(Z)
existe un z e X tal que Tx (y) = Txq+l (z). Por lo tanto
77 (x - Tx (z)) =Tx (Txq~x (x)) - Tq+X (z)
= Tx(y)-Tx(y)
= 0
o sea x- Tx (z) e N(Txq). Pero como N{Txq~x )= N(Txq), se




y. 77"1(x). Tq~x{{x. Tx(z)). Tx(z)).
. Tq-X(x. Tx(z)). Tq-x(Tx(z))
- 77(z), Txq{X)
Así pues Tx^{X)c:Tx\X). Pero como Txq(X)czTxq-x(X), se
tiene que 77~ (X) = Txq(X), lo que es una contradicción.
De todo lo anterior se tiene que r - q.
Definición 2.1: Sea X un espacio normado y T:X->X un
operador compacto. El único entero no negativo n tal que
{0} =N(Tx0)dN(Tx)cN(T2)c...^N(Txn) =NiT^1) =..
^ ^ ^ ^
y
* * *
x =7,1°(Jsr)D71g)D7;2WD...Dr;(^) =r,"1^) =
se llama el número de Riesz del operador T
En el siguiente ejemplo determinaremos el número de Riesz
de un operador compacto.
Ejemplo 2.1: Consideremos el operador T:l2 ->/2 definida por
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En el Ejemplo 1.9 se probó que T es un operadorcompacto;
Noté que
lV^l?^2>*") ^ V^l»^2,•"/ —v^l»*2»**v
= \V»~~ 2^2>~~3 *1>~4*4»"V
Luego
^(r1) =^ =(fjG/2/r1(x) =o}
={r =(/?„) g /2 /*2 =ff3 =... =O}
Por otro lado, para x =(en)




Así pues ^(7i) =N(T2). De los Teoremas 2.1, 2,2 y2.3 se
.""V
concluye que TX(X) -Tx (X) y que el número de Riesz de T es
n =l. " • •• ' . • i
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Una consecuencia muy importante del Teorema 2.3 es que
el espacio normado X se puede descomponer como suma
directa de los subespacios N(Txn) y TX{X) como lo indica el
siguiente teorema:
Teorema 2.4: Sea X un espacio normado, T: X -> X un
operador compacto y X* 0. Entonces X puede representarse en
la forma
X = N(TX)®TX(X)
donde n es el número entero no negativo determinado en el
Teorema 2.3.
Demostración:
Supongamos que x g N(Txn)nTxn(X). Entonces existe un
z g X tal que
x=r/(z) y 77(x)=o
Luego Tx "(z) =0, lo que implica que z g N(Tx ") = N(TX").
Por lo tanto




Sea ahora xeX. Entonces Tx"(x) eTxn(X) =77n(Jf), Por lo








x = z + y con z*N{Txn), yeTxn(X)
X = N{TX)®TX(X)
Otra consecuencia del Teorema 2.3 es el siguiente
resultado
Teorema 2.5:: Sea X un espacio normado, T:X->X un
operador compacto, X*• Óy Tx inyectivo. Entonces el operador
inverso Tx :X->X existe y es acotado.
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Demostración:
Como Tx es inyectivo, M(Txy={O}. Luego
N(TX°) =N(TX ). Por lo tanto, por el Teorema 2.3, n=0 y
X =TX (X)=TX(X), lo que implica que Tx es suryectiva. Así TA
es biyectivo y Tf :X-+X existe y es lineal.
-i
Supongamos que Tx no es acotado, entonces existe una
sucesión (*„) de elementos de X tal que
k-i \Tí x„\\ ••oo
Definamos
y. ~ tx-'x„ , *„ = "
yn











Como ||«J =1 y T es compacto, existe una subsucesión («„t) de
(fO tal que (T(unt)) es convergente, digamos a v g X. Luego
como






Concluimos que 7'A(|v) =0; es decir, jv gN(Tx) ={o}. Loque
implica que v = 0. Por lo tanto
Ahora bien,
luego





Pero esto contradice el hecho de que K|| =1 para todo neN.
-•0
-i
Así pues, 7*4 es un operador lineal acotado.
62
Una consecuencia, inmediata del Teorema 2.3. es el siguiente
resultado.
Corolario 2.1: Sea X un espacio normado,: T: X -> X un
operador compacto, X* 0 ysupongamos que Tx no es inyectivo.
Entonces TX(X) es un subespacio propio de X.
Demostración:
Como Tx no es inyectivo N(TX) * {o}. Luego por el
Teorema 2.3se tiene que n > 1.. Esto implica que Tx (X) •*• X.
Así, TX(X) es un subespacio propio de X .
Teorema 2.6: Sea X un espacio normado, T:X->X un
operador compacto y X? 0. Si X es unvalor espectralde T,
entonces X es un valor propio de T.
Demostración:
Supongamosque X es unvalor espectral de T, entonces
Txx no existe como operador lineal acotado. Si #(7^) * {O),
entonces existe un x e X, x ^0
Tal que
r,(x)=r(x)-^x = o
o sea Tx = foc y X es un valorpropio de T.
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Si #(7^)= {O}, entonces 7*A es inyectivo. Luego por el
Teorema 2.5, Tx existe yes acotado. Esto implica que
Xg p(T) lo que es una contradicción. Así pues, todos los valores
espectrales no nulos de T son valores propios de T.
Como consecuencia de los Teoremas 1.9,1.10 y2.6
obtenemos el siguiente resultado.
Corolario 2.2: Sea X un espacio normado, T:X-+X un
operador compacto. Entonces <KT)-{Ó\ consiste de un conjunto
contable devalores propios, sin puntos deacumulación, excepto,
posiblemente, X= 0. Si dim^) =oo, entonces 0 g a(T).
Del Corolario 2.2 se desprende que todo X* 0 es un valor
regular o un valor propio del operador compacto T. Además por el
Teorema 1.10, X=0 es un valor espectral de T; osea 0g &(T),
si áim(X) =oo. si dim(X) < oo .entonces T puede ser
representado mediante una matriz, y puede ocurrir que X= 0 sea
un valor regular, osea 0gp(T): si <tim(X) <oo y 0g á(T),
entonces X=0 es un valor propio de T. Finalmente puede ocurrir
que un operador compacto notenga valores propios como lo
muestra el siguiente ejemplo.
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Ejemplo 2.2: Sea T:l2 ->/2 el operador lineal definido por
iJC - lu»y >-^\>y» •) donde *={sX9e2,...)
Note que T = KoL, donde
A*Hf,f,f,.'
^(*) = (0,^,^,...)
Porel Ejemplo 1:9 L es compacto y por el Ejemplo 1.3 K es un
operador lineal acotado. Luego por el Teorema 1.7, T es un
operador compacto.
Como dim(/2) =oo, por el Teorema 1.1 Ó, 0g <j(T) .




Como X*0, £, = £2 —*3¡--v-°. osea x = 0.
De lo anterior se tiene que X no es un valor propio de T.
Luego, por el Corolario 2.2 se tiene que cf(T) ={o}. Note que
X= 0 no es un valor propio de T, ya que si Tx =0, entonces
x - 0; o sea, T es un operador inyectivo.
v v
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2.2. Operadores Adjuntos de Operadores Compactos
En ésta sección consideraremos un espacio normado X y un
operador compacto T:X->X. El dual de X es el espacio
normado X' definido por
X' - [f: X ->CIf es un operador lineal acotado]
El operador adjunto T* de T se define por
T*:X'-+X'
(T*g)(x) = g(Tx)
T* es un operador lineal acotado y
rp X
SÍ X es un espacio de Hilbert, entonces el operador
adjunto de Hilbert de T se denota por T* yse define mediante
la siguiente propiedad
r*.: X -> X
ÍT*x,yj='(x,Ty), para todo x,y gX
T* existe yes un operador lineal acotado. Además
Teorema 2.7: Sea X un espacio normado y T: X -> X un
operador compacto, entonces T*: X' -^X' es compacto.
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Demostración:
Sea M un subconjuntoacotado de X'. Gomo X' es
completo, para probar que T*(M) es relativamente compacto
sólo debemos que probar que T* (M) es totalmente acotado, o
sea que para todo € > 0 existe un conjunto finito Be c X'
(e-red finita para TX(M)) tal que para cada /gT*(M),
d(fyBs)<e.
En efecto, sea s > 0. Como M está acotado en X', existe
un c>0 tal que
8\\^c paratodo ge M.
Porser T compacto, T(V) es relativamente compacto, donde
V=\xeX :H<l}. Luego T(V) es totalmente acotado en X.
_ e
Tomemos e\ - ~, entonces existe una ^i -red finita Fs de
7'(n tal que T(V) c Fe. Esto implica que existen x^,...^,, en
V tales que para cada xg F,






Como g y T son operadores lineales acolados, L es un
operador lineal acotado. Además como á\m(L(X')) < oo, por el
Teorema 1.4, 7, es un operador compacto.
Por ser M acotadoen X', L(M) es relativamente compacto y
_€
por lo tanto totalmente acotado. Sea ei - 7, entonces
L(M) contiene una s2 - red finita de IÁM). Esto significa que
existen gp^v-^m €^ tal que para cada geM,
)¿g ~Lgj ||0 <̂ para algún j (2)
donde |-¡0 es la norma usual de C.
Consideremos el conjunto N=\T*gxtTxg2,t...,T*gm \ y
probemos que N es una s - red para TX(M). Sea geM,





Luego, por (2), para cada g g AI existe un y, \^j<m, tal que
g(7*,)-g,(7x,)|2 ^(g-gjt2 Ayf (3)
para todo i = 1,2,..., it
Sea x g V, entonces por (1), para cada xeV existe un i tal que
x - Tx¡
4c
Tomemos un g g M, entonces (3) se satisface para algún j.
Por consiguiente
g(Tx) - gj(Tx)\ <\g(Ix) - g(7x,)| +\g(TX¡) - g,(rx,)| +|g,(rxf) - gj(Tx)

















Así pues para cada g g M existe un /, 1^ j £m tal que
Txg-Txgj <e
Esto implica que N = y *g\tT*g29•», T^g,,} es una e-red
para T*(M). Así pues T*(M) es totalmente acotado, y por ende
relativamente compacto. Lo anterior implica que T es compacto.
Teorema 2.8: Sea X un espacio de Hilbert y T: X -> X un
operador compacto. Entonces el operador adjunto de Hilbert
T*: X -> X es compacto.
Demostración:
Como T es compacto y T* es acotado, luego por el
Teorema 1.7, 7T* :X -> X es compacto.
Sea (*„) una sucesión acotada en X , luego existe un
o 0 tal que |*J ^ c para todo » ^ 1. Además, existe una
subsucesión (x„t) de (*J falque (7T*(xBt)) esconvergente en
^.Pero
T x„ -T x„,






7T >„t - *M, )|| *„4 - *,„7
^¡7T'(xnt - *„, )|| (|*„t
<;2c¡7T'(x,,t-*«,)||
,1)
lo que implica que (T*x„k) es una sucesión de Cauchy en X.
Como X escompleto (T*x„t) esconvergente en X; y por lo






3.1. Ecuaciones que Envuelven Operadores
Compactos.
Para el operador compacto T:X ->X, yeX y X*0,
podemosconsiderar la ecuación
Tx-Xx = y (1)
y lacorrespondiente ecuación homogénea
Tx-^x = 0 (2)
Aestas ecuaciones le podemos asociar dos ecuaciones usando el
operador adjunto
Txf-Jf = g, geX' (3)
y la ecuación homogénea
;r/-#=a (4)
De igual manera, si X es un espacio de Hilbert, podemos
considerar la ecuación
f*x-Xx = 0 (5)
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A continuación presenteremos algunos resultados referentes a
estas ecuaciones.
ú
Teorema 3.1: Sea X un espacio normado, T;.X->X un
operador compactó y X* 0. Si la ecuación homogénea
rx-^x = 0
tiene sólo la solución trivial, entonces para todo y e X la ecuación
Tx-Xx = y
Tiene una única solución x g X y esta solución depende
continuamente de y.
Demostración:
Si lá ecuación homogénea tiene sólo la solución trivial,
entonces eloperador TA - T - XI es inyectivo. Luego por el
Teorema 2.5, él operador inverso Tx :X->X existey es
acotado, o sea quepara cada y g X existe un único x e X tal
que Tx y - x, o sea Tx:- Xx = y. Así que laecuación
Tx-Xx = y
tiene una única solución para cada ye X y esta solución
depende continuamente de y, ya que T\ es un operador
continuo.
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Teorema 3.2: Sea X un espacio normado, T: X -» X un
operador compacto y X* 0, Si la ecuación homogénea
Tx-Ax = 0
tiene solución no trivial, entonces la ecuación no homogénea
Tx - Xx = y
no tiene solución, o sü solución general es de la forma
x = *o +£ akxk
k = í
donde *i,•••, *„ son soluciones linealmente independientes de la
ecuación homogénea, ccx,..., ak son escalares arbitrarios y *0 es
una solución particular de la ecuación no homogénea.
Demostración:
Por hipótesis el operador TX-T-X1 no es inyectivo. Luego
porel Corolario 2.1 TX(X) es un subespacio propio de X.
Además, por elTeorema 1.11 dim(N(Tx)) = n< oo.
Sea {x1,x2,..., xn} una base para ^(7^), entonces
*i>—, xn son soluciones linealmente independientes de la
ecuación homogénea.
Sea y g X. Si y £.7i(JT) entonces la ecuación no homogénea
Tx-Xx-y no posee solución. Supongamos que yeTx(X) y
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sea *o ^X tal que Tx(x0) = y,o sea 7x0 - Xx0 = y . Luego *0
es una solución de la ecuación no homogénea dada.
Sea x una solución de la ecuación no homogénea dada, entonces
rA(x-x0) = rAx-7lx0 =y-y = 0









Teorema 3.3: Sea X un espacio normado, T: X -> X un
operador compacto y X* 0. La ecuación (1)
Tx-Ax = y
t J
tiene uña solución x, si y sólo si y es tel que f(y) = 0, para
toda / g X' que satisfaga la ecuación (4)
r/-#=o
Así, si la ecuación (4) tiene sólo la solución trivial / = 0, entonces
la ecuación (1) tiene solución, para todo y g X.
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Demostración:
Supongamos primero que la ecuación (1) tiene una solución
x- x0; o sea,
TAx0 —7x0 —Xx0 = y
Sea / e X' una solución de (4), entonces
f(y) = f(Tx0 - Xx0) = /(7x0) - Xf(x0)
Pero por la definición de operador adjunto,
/(rx0) =(r/)(x0)
por lo tanto
/OO = (T*f)(x0) - VM = (T*f - Xf)(x0) =0
Así pues, /O)=0 para toda feX que satisface la ecuación (4).
Recíprocamente supongamos que fiy) = 0 para toda
/ g X' que satisface la ecuación (4). Supongamos que la
ecuación (1) no tiene solución, luego
Txx^Tx-Xx^y
para todo x g X, luego y &TÁ{X). Como por el Teorema 1.12
TX{X) es un subespacio cerrado de X,
S=di5í^,rA(^)) =inf jy-r4(x)|| :x gx}> 0
16
Luego, como una consecuencia del Teorema de Hahn-Banach,
existe un /e X' tal que
= 1, /(z) =0 para todo z g Tx(X) , f(y) = 8 .
Como f(z) =0 para todo zeTx (X), f(Txx) =0 para todo
x g X, o sea
f(Tx -Xx) = /(Tx) - #(x) = 0
por lo tanto
(T*f)(x) - Xf(x) = (rY - tf)(x) = 0
para todo xe X, lo que implica que / es solución de la ecuación
(4). Luego, por hipótesis f(y) = 0, lo que es una contradicción.
Así pues, la ecuación (1) debe tener solución.
Los siguientes dos resultados están relacionados con la
acotación dé ciertas soluciones de la ecuación (1).
Teorema 3.4: Sea X un espacio normado, T;X->X un
operador compacto y A*0. Sea *0 una solución de la ecuación
(1) para un y g X dado. Entonces el conjunto S de las
soluciones de la ecuación (1) contiene un elemento x de norma
mínima; es decir
=mia '{|x||: xg s}t xeS
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Demostración:
Si x e S, entonces z = x - x0 es una solución de la
ecuación (2), Por lo tanto, toda solución de la ecuación (1) se
puede escribir de la forma
x = x0+z
para algún z e N(TX). Recíprocamente, para todo z g N(Tx), la





fc = inf {|*|:x g Sj
Por la definición de ínfimo, existe una sucesión \z„} de
elementos de N(TX) tal que
lim p(zn) = lim |x0 + zn I.= k
n^>oo , #r-»cq"
Como (p(zn)) es convergente,, ella es acotada en R, además
como
•Zn¡ = \\,tX0 + -Z«)-X0^ x0+zn 3» -/>(*.)+ *c
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se tiene que (z„) es una sucesión acotada en X. Como T es
compacto, (7z„) posee una subsucesión convergente. Además
como z„ g Ñ (Tx ) se tiene que Txz„ =0, 0 sea Tz n = Xzn
Por consiguiente, como X*0, existe una subsucesión (znj) de
(zn) que es convergente, digamos a z0 e X. Perocomo por el
Teorema 1.11 ^(7^) es cerrado, se tiene que z0 g N(Tx ).
Además como P es una función continua,
/>(*„,) -> pM
Así pues
p(z0) = Kmp(z ) = k
y para
X'.- X0 + Z0 GS
se tiene que
xo +zo = P(zo) = k
osea
=inf {|x|,: x g S}= min {|x|;: x gs}
Teorema 3.5: Sea X un espacio normado, T: X ->- X un
operadorcompacto y A* Q.Entonces existe un número real
o 0 tal que paratodo, y^ X, para el cual laecuación (1) tenga




Para cada yeX para el cual la ecuación (1) tenga solución
denotaremos
Sy = {xe X /Tx -Xx = y}
Por elTeorema 3.4existe un xy e Sy tal que
=min {|x|:x g Sy\
Probaremos que existe un número real o 0 talque para
todo yeX, para el cual la ecuación (1) tenga solución,
<, c\y
Supongamos que lo anterior no es cierto, entonces existe





Como Txxy-y, multiplicando por a > 0 se concluye que:
axyeS^ y 4XXy=-núií{^:xsSlv}
por lo que podemos suponer que p*. || =1.
De esto y de nuestra suposiciónconcluimos que
h «II n-x» ->0
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Como (xy„) es acoteda y T compacto, existe una subsucesión
convergente (Txymj) de (Jxym), digamos
Txy»j y-w >vo
Como
yn =TxxyH =rxy_ -xx
se tiene que
Xxyn = Tx„ -yn
asi
*>-, ^i(Txynj-ynj)- >lvny-*» r x rQ
y por lo tanto
T(xy, )-7^->r(|vc)
De lo anterior se tiene que
7Tav0) = v0
TV 0, = Xv0
es decir, v0 g N{TX). Tomemos xH - xy„ -v0, entonces
Txx« = y.
o sea *„ e Sy¡¡;t y por lo tanto
i*»; = **, '•" V0 ¿ **» = 1
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Así podemos concluir que la sucesión (xyHj - v0) no es
convergente. Pero esto contradice el hecho de que {xyBJ) es una
subsucesión convergente. Así pues, lo que habíamos supuesto no
es cierto. Por lo tanto, existe un o 0 tal que
<> c
Para todo y g X para el cual la ecuación (1) tenga solución.
En los Teoremas 3.4 y 3.5 hemos probado que para todo





Teorema 3.6: Sea X un espacio normado, T: X -> X un
operador compacto y X * 0. La ecuación (3)
Txf:-Xf = g
tiene solución si y sólo si g(x) =0 para toda xeX que satisface
la ecuación (2)
Tx-Xx = 0
Por lo tanto si la ecuación (2) tiene sólo la solución trivial, entonces
la ecuación (3) tiene solución para toda ¿TG Xa.
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Demostración:
Supongamos que la ecuación (3) tiene solución para g y






Recíprocamente, supongamos que g(x) = 0 para toda
solución x de la ecuación (2). Definamos la relación
f0:Tx(X)^K
/oO0 = *(*) si y = Tx(x)
Probemos que en efecto, /0 es unafunción. Sean
xxtx2eX tales que y = Tx (x,) = Tx (x2), entonces
Tx{xx -x2) = Q. Esto implica que xx -x2 es una solución de (2),
por lo tanto g(xx - x2) = 0, o sea g{xx) = g{x2). Así pues /0
está bien definida; es decir, /0 es una función.
Como Tx y g son funciones lineales acotadas, /0 es una
función lineal acotada. En efecto, por el Teorema 3.5, para todo
y g TA (X) se tienequé
x i, < c y
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donde xy es una solución de la ecuación (1), de norma mínima.
Luego
\\My)\\=\\g(xy)\\í\\g\\\fiy\\íc\\g\\\\y\\
por consiguiente /0: TX(X) -> K es una función lineal acotada.
Por el Teorema de Hahn-Banach, el funcional /0 tiene una
extensión / sobre todo X, el cual es un funcional lineal acotado,
o sea / g X'.
De la definición de /0 tenemos que
f(Tx-foc) = f(Txx) = f0(Txx) = g(x)
para todo x g X, por lo tanto
g(x) =/(Tx - Xx) = f(Tx) - V(x) =(7"/)(x) - Af(x)
osea
(r/x*)-V(*) = «(*)
para todo x e X. Esto implica que / es una solución de la
ecuación (3)
Txf = V = g.
En el Teorema 3.3 presentamos la resolución de la ecuación (1)
en términos de la (4) y en el Teorema 3.6 presentamos la
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resolución de la ecuación (3) en términos de la (2). Finalizaremos
esta sección presentando una relación entre las ecuaciones (1) y
(2) y las ecuaciones (3) y (4).
Teorema 3.7: Sea X un espacio normado, T: X -> X un
operador compacto y X* 0. Entonces la ecuación (1) tiene una
solución x para cada yeX s\y sólo si la ecuación homogénea
(2) tiene sólo la solución trivial x = 0. En este caso la solución de
la ecuación (í) es única y Tx tiene una inversa acotada; o sea
Tx es un operador lineal acotado.
Demostración:
Supongamos que la ecuación (1) tiene solución para todo
y g X, ysupongamos que existe un xx e X, x, * 0 tal que
f^-^x^r^x^O.
Por hipótesis la ecuación (1)
Txx=Tx-Xx = xx
tiene una solución x - x2.. De igual manera la ecuación 7*Ax = x2
tiene una solución x = x3. Procediendo de esta manera podemos
construir una sucesión (*„) talque
,0, ^ Xj = Txx2 =TX x3 =... = ix xn
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para todo rc> 2. Por lo tanto
U= Txxx —TA X2 —J-x x3 = ••-•= Tx xH,
De lo anterior se tiene que xh gN(Jx) pero xn &NiJ^).
Pero como N(TX"~ )c N(JX), setiene que ^(T^""1) es un
subespacio propio de N(TXH) para todo n>2. Pero esto
contradice el Teorema 2.1. Así pues la ecuación (2) tiene
solamente la solución trivial x=0.
Recíprocamente, supongamos que x = 0 es la única
solución de la ecuación (2). Luego por el Teorema 3.6 la ecuación
(3) tiene solución para todo g g X'.
Como, por el Teorema 2.7, T* es un operador compacto y la
ecuación
Txf~W = g
tiene solución para todo ge X', por lo probado anteriormente se
tiene que la ecuación (4)
r/-A/ = o
tiene sólo la solución trivial / - Q. Luego por el Teorema 3.3 la
ecuación (1) tiene solución para todo y GX.
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Si xl,x2 son dos soluciones de (1), entonces *i -x2 es una
solución de (2). Esto implica que x, - x2 = 0, o sea xx - x2. Así
pues, en este caso la ecuación (1) tiene una única solución para
cada yeX.
De lo anterior se tiene que TA~ existey es lineal.
Obviamente, la única solución x de la ecuación
Tx-Xx- y
es la solución de mínima norma. Luego por el Teorema 3.5, existe
un o 0 tal que
Tx y x < c
-1
para todo y eX. Esto implica que TA es un operador lineal
acotado.
Corolario 3.1: Sea X un espacio normado, T: X -> X un
operador compacto y X* 0. Entonces la ecuación (3) tiene
solución paracada 8 ^x' si y sólo si laecuación (4) tiene
solamente la solución trivial / = 0', En este caso la solución de la
ecuación (3) es única.
Demostración:
Esto es una consecuencia inmediata del Teorema 3.7 y del hecho
de que Tx es un operador compacto.
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3.2. La Alternativa de Fredholm
En esta sección presentaremos la alternativa de Fredholm, la
cual nos permite mostrar la existencia de solución de ecuaciones
no homogéneas a través de la existencia de soluciones de la
ecuación homogénea asociada. En particular probaremos que las
ecuaciones del tipo 7^x = Tx- Ax = y , donde T es un operador
compacto, satisfacen la alternativa de Fredholm.
í .
Definición 3.1: Sea X un espacio normado y L: X -> X un
operador lineal acotado. L satisface la alternativa de Fredholm
si se satisface una de las siguientes condiciones:
(1) Las ecuaciones no homogéneas
I*~y , L"f = g
tienen solución única x y f, respectivamente, para todo
yeXygeX'.
Las correspondientes ecuaciones homogéneas
Lx = 0 , Lx/ = 0
tienen sólo las soluciones triviales x = 0 y / = 0,
respectivamente;
(2) Las ecuaciones homogéneas
£x = o , £x/ = 0
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tienen el mismo número de soluciones linealmente
independientes
xx,x2i...,xn y J |,/1»•••»/„
respectivamente. Las ecuaciones no homogéneas
Lx= y , 7,x/ = g
tienen soluciones si y sólo si, y y g son tales que
/O0 = 0 , g(*,) = 0
(para todo i = 1,2,...,«), respectivamente.
Antes de probar la alternativa de Fredholm para operadores
compactos T, estableceremos la relación entre las dimensiones
de N(T) y N(TX), paraesto necesitaremos el siguiente Lema
conocido con el nombre de Sistema Biortogonal, el cual es una
consecuencia del Teorema de Hahn-Banach.
Lema 3.1: Sea X un espacio normado. Si \f\->fi>•••>/„} es un
conjunto linealmente independiente de X', entonces existen






De igual manera, si {x1,x2,...,xR} es un conjunto linealmente




1 si/ = y
En lo que sigue, T: X -> X es un operador compacto y
TX=(T-M)X=TX-M.
Además consideraremos las ecuaciones
(1) Tx-Ax = y
(2) 7x-,3x = 0
(3) Txf-Af = g
(4) r/-# =o
Teorema 3.8: Sea X un espacio de Banach, T:X ->X un
operador compacto y X* 0. Entonces las ecuaciones (2) y (4)





Conió T y Tx son operadores compactos, entonces por el
Teorema 1.11, dím( N(TX )) < oo y dim( N(TXX)) < oo . Sea
dim( N(TA )) = n y dim( N{TA )) = m .
Si n= Ó, entonces (2) sólo tiene lasolución trivial x = 0.
Luego por elTeorema 3.6, laecuación (3) tiene solución para toda
g g X'. Luego por el Corolario 3.1 laecuación (4) tienesólo la
solución trivial ,/= 0, loque implica que m= 0, De igual manera,
s¡ m= 0, entonces por los Teoremas 3.3 y3.7 se tiene que n- 0.
Supongamos que m>0 y n>0. Sea \*i>—>*„.} una base
para N(TX) . Por el Lema 3.1 existen gi»g2>"£»eA" tal que
g,(^) =^=:<
0 «í*/
1 si i = j
Sea ahora í/i,/2,••.,/„} una base para N(TXX). De igual





Supongamos que n<m. Definamos la función
S.X^X
Sx =Tx +figi(x)zi
Como el operador g¡ (x)z, es de rango finito, por elTeorema 1.4,
el operador es compacto. Por lo tanto, como la suma de
operadores compactoses compacto, S es un operador compacto.
Supongamos que *0 e N(SÁ ); o sea,
Sxx0=SxQ-Ax0=Q
entonces
fj(Sxxo) =fj(0) =0 para j =l,...,/w
Luego para todo j = 1,2,...,n
0 = fJ(Sxxo) = fJ(Sxo-XxQ)
n







ya que fj€N(Tx ). p0r lo tanto




Txx0 =7x0 -Ax0 =5x0 -foc0 =Sxx0 =0




aplicando g¡ para j =l,2,...,w obtenemos
n
0=gj(x0) =5]a,gy(xf) ="y
lo que implica que x0 =0. Hemos probado así que
*<$») ={«}
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luego porel Teorema 3.1 la ecuación
Sxx = Sx-Xx = y













Como n<m,n+l¿m, además /»« e#(7*/). Esto implica que
(7TXn)(v) =°, lo quees una contradicción. Asf pues m-ín.
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En forma análoga se obtiene una contradicción, si se supone
que m<n. En este caso se define la función
¿tiX'->X'
j=l
y se procede de manera similar. Así pues m-n y
d\m(N(Tx)) = dun(N(Txx))
Estamos preparados para demostrar la alternativa de
Fredholm para operadores compactos.
Teorema 3.9: Sea X un espacio nonnado, T: X -> X un
operadorcompacto y X* 0¡. Entoncesel operador TX=T-XI
satisface la alternativa de Fredholm.
Demostración:
Pot el Teorema 3.7 y el Corolario 3.1 se tiene que las
ecuaciones
Txx=Tx-foc=y /.'' Txf-Af =g
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tienen soluciones únicas para todo y g X, g g Xf,
respectivamente, si y sólo si las ecuaciones
Txx = Tx-foc = 0 , Txf-Af = 0
tienen sólo la solución trivial x - 0 y / =0, respectivamente.
Por el Teorema 3.8 las ecuaciones
Tx-Ax = 0 , Txf-J\f = 0
tienen el mismo número de soluciones linealmente
independientes. Además si {*i,—,*„}es una base para N(TX) y
j/i»—»/»} és una base para N(TXX), entonces por los Teoremas
3.3 y 3.6 se tiene que las ecuaciones
Tx-xx = y , r/-y = g.
tienen soluciones si y sólo si
/(y)=o , g(x,)=o
para todo i = 1,2¿.¿., n, respectivamente
Finalizamos esta sección aplicando nuestros resultedos a la '
ecuación integral de Fredholm de segundo tipo
x(s)- plk(srt)x(t)dt =y(s)
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Note que si X={/:[0,l]->R/fes continua} y T: X'-> Jf es
el operador definido en el Ejemplo 1.4, entonces T es un operador
compacto.
Tomando X= j¡ y y(s) =- j¡y(s), |aecuación integral se puede
escribir de la forma
7x~;ix = >>
Luego por elTeorema 3.9, la ecuación integral posee una única
solución para cada .P g X o la ecuación homogénea asociada
tiene un número finito de soluciones no triviales linealmente
independientes.
3.3, Operadores de Fredholm
En esta sección introduciremos el concepto de índice de un
operador lineal, para posteriormente estudiar losoperadores de
Fredholm. Presentaremos algunos ejemplos de operadores de
Fredholm y probaremos algunas propiedades que nos permiten
construir operadores de Fredholm. También estableceremos
algunas propiedades del conjunto Fred{XyY) de los operadores
de Fredholm y del índice de estos operadores. Finalmente
definiremos la noción dé congruencia módulo un operadores
compactos para demostrar una caracterización de los operadores
de Fredholm.
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Recordemos que si X es un espaciovectorial y Y es un
subespacio de X entonces, por definición, la codimensión de Y
es la dimensión del espacio cociente XIY, o sea
codim(Y)^dim(X/Y)
Además, si X = XX®X2, entonces codim(Xx) =dim(X2). En
este caso escribimos Xx ¿=X2t así:
'f
X = Xx © X i
donde Xx es el complemento algebraico de X.
Si X es un espacio normado y XvtX2 son subespacios
cerrados de X teles que X-Xx <BX2, entonces diremos que X
es una suma directa topológicade los subespacios Xx y X2.
Note que lasuma directa X = Xx © X2 es una suma directa
topológica si ysólo si las proyecciones P\ sobre Xxy P2-I- Px
sobre X2 son operadores lineales acotados;
A continuación utilizaremos la noción de codimensión para
definir el índice de un operador. ,
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Definición 3.2: Sean X, Y espacios vectoriales y T: X -> Y un
operador lineal. El índicede T se denota por ind(T) y se define
por:
ind(T) := dim{N(T)) - codim(T(X))
suponiendo que no se tiene el caso patológico oo - oo.
El operado T es de índice finito si dim(N(T)) <oo y
codim(T(X)) < oo.
Ejemplo 3.1: Sea X un espacio normado, T: X -> X un
operador compacto y Xe K, X* 0. Luego por el Corolario 1.6, el
Teorema 2.3 y el Teorema 2.4 se tiene que existe un entero no
negativo n tel que óim(N(Txn)) < oo y
X = N(TX)®TX(X)
Por lo tanto, codim(Txn(X)) =dim(N(Tx")) y
ind{Tx) =dim{N{Tx))-codim{Txn{X)) =O
Ejemplo 3.2: Sea X un espacio normado y 7: X -> X el
operador identidad, entonces




Ejemplo 3.3: Sea X un espacio con producto interno de
dimensión finite n y T: X -> X un operador lineal. Por el
teorema de las dimensiones tenemos que
n = dim{N{T))+dim(T(X))
Además se tiene que
X = T(X)®T'(X)1
donde T(X)L ={y gX.: (lx,y) =0 para todo xeX}.
i
Consideremos el operador adjunto de Hilbert T de T. No
és difícil verificar que
N(T) = T*(X)1
por lo tanto
x =r*(X) ©r*(X)1 = t* (X) © tf(r)
Ahora bien, como X es de dimensión finita, X es un espacio de
Hilbert, por consiguiente T** -t y
x =^(7'*)©r(Ar)
así





De lo anterior se tiene que
ind(T) =dim(N(T))-codimiT(X)) =0.
Sean X> Y espacios de Banach sobreel cuerpo K y
T: X ->Y un operador lineal acotado. Supongamos que T{X)es
un subespacio cerrado de Y y
X = N(T)© NiT)1
es una suma directa topológica de X (aquí N(T)L denota un
subespacio cerrado de X que es un complemento algebraico de
N(T)).
Note que la restricción
TiNiT^^nX)
es un operador lineal acotado biyectivo, yaque si 7x=0 y
xgNiT)1, entonces xjg JV(T)n#(í)x ={o}. Luego por el
Teorema de la Función Abierta se tiene que T:^(T^1 -> T(Jf)
es un isomorfismo. Así pues
dim{T{X)) = dim{N{T)L)
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Por otro lado, como T(X) es cerrado en Y, por el Teorema
del Rango Cerrado de Banach se tiene que Tx (Y ) es cerrado en
X' y T(X) =N(TX)X donde Tx: 7* -> X* esel operador
adjunto de T y
N(T*)1-{yeY:f(y) =0 para todo fe N(TX)}
Luego
codim(T(X)) =codim{N{Tx)L) =dim(N(Tx))
y por lo tanto
ind(T) = dim(N(T)) - dim(N(Tx))
Definición 3.3: Sean X, Y espacios normado sobre K y
T: X ->• Y un operador lineal acotado. T es un operador de
Fredholm si T(X) es un subespacio cerrado de Y y
dim(N(T)) < oo, codim(T(X)) < oo; es decir, si T(X) es cerrado
y ind(T) <oo.
Teorema 3.10: Sean X, Y espacios de Banach y T: X -> Y un
operador lineal acotado tel que
dim(N(T))<*> y codim(T(X))«*>
Entonces T es un operador de Fredholm; o sea, T{X) es un
subespacio cerrado de Y.
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Demostración:






dim{T(X)L )=codim(T(X)) < oo
lo que implica que T(X) es un subespacio cerrado de Y.
Sea {x1,x2,...,x„} una base para N(T). Por el Lema 3.1,
existen /i,/2»—,f„ eX* tal que
/,(*,) =<
0 si i*j
, ...» Uj =1,2,...,«





Es claro que 7*, es un operador lineal acotado, P\Xj = x} para
todo j -1,2,...,« y Pj2 =Px o/> =Px. o sea, Tí es un operador
proyección. Por lo tanto, la suma directa
X = N{T)© N{T)L
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es unasuma directa topológica y N(T) es un subespacio
cerrado de X.
Note que el espacio producto NiT)1 xT{X)L es un espacio
de Banach, ya que NiT)1 escerrado en X, T(X)L es cerrado




Es claro que S es un operador lineal acotado, ya que T es un
operador lineal acotado.
Sea^GF, entonces existen x g X y x2eT{X)± tal que
.y = 7x + x2
además existen a g N(T) y x, gNÍT)1 tal que
x = a + x,
Luego (Jc1,x2)GÍSr(Dxx7'(^)± y
S(xx,x2) = 7x,+x2
= r(x-a) + x2
= T(x) + x2
-y
lo que implica que S es suryectiva,
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Por otro lado, si S(xx,x2) = 0, entonces 7x, + x2 = 0 o sea
x2 = -Txx. Esto implica que
x2eT(X)nT(X)1 ={0}
es decir, x2 =0. Así Txx = 0, lo que implica que
xxeN(T)nN(T)±={6}
por consiguiente *, = 0.
De lo anterior se tiene que (x,,x2)= (0,0) y S es invectiva.
Hemos probado así que S es un operador lineal acotedo
biyectivo. Luego por el Teorema de la FunciónAbierta se tiene que
S es un isomorfismo.
Finalmente, como S: Ntf)1 xT{X)L -> Y es un
isomorfismo, NiT)1 x{o} es un subespacio cerrado de
N(T)L xT(X)L ySiNiT)1 x{0}) =T(X), setiene que T(X) es
un subespacio cerrado de Y.
Ejemplo 3.4: Sean X, Y espacios normados y T: X -» Y un
isomorfismo. Entonces T{X) - Y es cerrado en Y y
dim(N(T)) =0, codim(T(X)) =codim(Y) =0
por lo tanto T es un operador de Fredholm y
ind(T) = 0
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Ejemplo 3.5: Sean X, Yespacios normados, T: X -> Y un
operador de Fredholm y Xe Kt X* 0. Entonces (XT)(X) = T{X)
y
dim(N(XT)) = dim(N(T)), codim((XT)(X)) = codim(T(X))
por lo tanto XT es un operador de Fredholm y ind(XT) = ind(T).
Ejemplo 3.6: Sea T : R" -> Rm un operador lineal. Luego T es
un operador lineal acotedo y
dim(N(T)) < oo , codim(T(Rtt)) <oo
Por lo tanto T es un operador de Fredholm. Además
dim(N(T))+dim(T(Rn)) = n
por lo tanto
codim(T(Rn)) = m - [n - dim(N(T))]
ind(T) = dim(N(T)) - codim(T(Rn))
=dim(N(T)) - [m - [n - dim(N(T))Í
-n-m
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Así pues T es un operador de Fredholm y
ind(Tb) =dim(Nitb)) - codim(Tt(X)) =1
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De igual forma se tiene que
W*) =W Y dim(N(Tde)) =0
Además codimiT^l1)) = 1 Por lo tanto 7^ es un operador de
Fredholm y
indiT^^-l
Teorema 3.11: Sean X, Y espacios de Banach, T: X -> Y un
operador de Fredholm, ind{T) =0 y N(T) ={o}. Entonces la
ecuación Tx = y tiene exactamente una solución para cada
y g Y y T~l: Y-> X es un operador lineal acotado; o sea, T
es un isomorfismo.
Demostración:
Como N(T) ={o}, T es un operador inyectivo. Por otro
lado, como
ind(T) = dim(N(T)) - codim(T(X)) = 0
y dim(N(T)) = 0, se tiene que codim(T(X)) = 0 .Por lotanto
T(X) = 7. Así pues T es un operador lineal acotado biyectivo.
Por el Teorema de la Función Abierta se tiene que T es un
isomorfismo, por lo tanto la ecuación Tx-y tiene exactamente
una solución para cada jeíy T~l: Y-> X es un operador
lineal acotado.
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Teorema 3.12: Sean X, Y espacios de Banach y T :X ->Tun
operador de Fredholm. Entonces para cada y g Y la ecuación
' Tx = y . • ' * ,
posee solución si y sólosi f(y) = 0 para todo / g N(Tx)
Demostración:
Porhipótesis T(X) es un subespacio cerrado de Y. Luego,
por el Teorema del Rango Cerrado, T(X) = N(TX )1, donde
N(Tx)1=\yeY:f(y) =0 para todo f sN(Tx)}.
Sea ye Y, entonces la ecuación Tx-y poseesolución si
ysólo si y eT(X) =A^r*)1 ;esdecir, si ysólo si f(y) =0 para
todo feN(Tx).
Observación: Si X, Y son espacios de Banach y T:X -> Y es
un operador de Fredholm, entonces T(X) es un subespacio
cerrado de Y'. Luego, por el Teorema del Rango Cerrado, se tiene
que TX(Y )es un subespacio cerrado de X* y
dim(N(Tx)) = codim(T(X)) , codim(Tx (7*)) =dim(N(T))
109
por lo tanto
dim(N{Tx)) <oo y codim(Tx(Y*))<co
Así pues, el operador adjunto Tx: Y* -> X es también un
operador de Fredholm y
ind(Tx) = -ind(T)
El siguiente teorema nos permite construir operadores de
Fredholm a partir de operadores compactos.
Teorema 3.13: Sea X un espacio de Banach y T: X -> X un
operador compacto. Entonces L :=7-Tes un operador de
Fredholm.
Demostración:
Por el Teorema 1.11 se tiene que dim{N(L)) < oo.
Probemos ahora que codim(L(X)) < oo . Supongamos lo
contrario, o sea que
codim(L{X)) =Jim(X/L(X)) = oo
Luego podemos encontrar una sucesión de subespacios cerrados
l) —Yq cYx <Z4... Cj¡, cz,...
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tal que Yn es cerrado en Yn+X y dimiY^/Y») =1 [esto se obtiene
agregando inductivamente una dimensión a YH para obtener Yn+X,
n = 0,1,2,...].
Porel Lema de Riesz aplicado a Y„_x a Yn, se tiene que
existe un xn e Yn tal que
|x„|| =l y dist(xH,Yn_x)Z\
Luego para k < n se tiene que
fxn-Txk\ =\{xn -(x„ -Txn)-xk +(xk -Txk)¡
=K ~!*„ -xk +hck\\
ya que Lx„ +xk -Lxk g r„_i . Esto prueba que la sucesión \Txn}
no posee subsucesión convergente, contradiciendo el hecho de
que T es compacto. Así pues codim(L(X)) < oo, y p0r el
Teorema 3.10 L es un operador de Fredholm.
Corolario 3.2: Sea X un espacio de Banach, T: X -> X un





donde jT es un operador compacto. Luego, por el Teorema
3.13, I-\T es un operador de Fredholm. Por lo tanto, por el
Ejemplo 3.5, Tx =-X(I -\T) es un operador de Fredholm.
En lo que sigue L(X,Y) denota el espacio normado de los
operadores lineales acotados de lenFy Fred{X,Y) el
conjunto de los operadores de Fredholm de X en Y.
Teorema 3.14: Sean X, Y espacios de Banach. Entonces
Fred(XyY) es un subconjunto abierto de L(X,Y) y la función
i:Fred{XJ)^R
i{T) = ind(T)
es continua en Fred(X,Y), y es constente en las componentes
conexasde Fred{X,Y).,
Demostración:
Sea T:X -# Y un operador de Fredholm. Deseamos probar
quesi Lg L{XtY) está próximo a T (según la norma de
L(X, Y)), entonces L es un operador de Fredholm.
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Como dim(N(T)) < oo, N(T) tiene un complemento
cerrado en X (ver la demostración del Teorema 3.10), luego
existe un subespacio cerrado G de X tel que
X = N(T)®G
Note que la función T: G -> T(G) = T(X) es un operador lineal
acotado biyectivo, luego por el Teorema de la Función Abierta T
es un isomorfismo. Además, como codim(T(G)) < oo podemos
escribir
Y = T{G)®H
donde H es un subespacio de dimensión finita de Y.
Consideremos la función
F:GxH-+T(G)®H = Y
F(x,y) = Tx+ y
Como T: G —> T(G) es un isomorfismo, F es un isomorfismo.
Recordemos que el conjunto de los isomorfismos de un
espacio de Banach E en un espacio de Banach F es abierto en
L{E,F). Por lo tanto, si L está próximo a T, entonces el
operador
F':GxH->L(G) + H = Y
F\x,y) = Lx+ y
es un isomorfismo.
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Sea x g G n N(L), entonces J
F'(x,0) = Lx = 0




dim(N(L)) £ codim(G)= dim(K(T)) < oo
o sea, N(L) es un subespacio de dimensión finite de X.
Por otro lado, si z g L(G) n H, entonces existe un x g G
tel que Tjc = z. Por lo tanto
F'(*»~^) =7x-z = z-z = 0




codim(L(X)) <> codim(L(G)) = </ún(¿0 < oo
Así pues como X,Y son espacios de Banach, por el
Teorema 3.10, L es un operador de Fredholm. Esto implica que
Fred(X,Y) es un subconjunto abierto de L(X,Y).
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Probemos ahora que la función i es continua. En efecto, como
Gn N(L) ={0}, podemos considerar la suma directa G © N(L)
Como
codim(G) = dim(N(T)) < 00
existe un subespacio de dimensión finite M de X tel que
X = G®N(L)®M












ind(L) = dim(N(L)) - codim(L(X))
= dim(N(L)) - \dim{H) - dim(M)]
= dim(N(L)) + dim(M) - dim(H)
= dim(N(L) ®M)- dim(H)
= codim(G)-dim(H)
= dim(N(T))-codim(T(G))
= dim(N(T)) - codim{T(X))
= ind(T)
Hemos probado así que si L está próximo a T, entonces
ind(L) = ind(T). Esto implica que la función / es continuaen
Fred(XtY), y es constante en las componentes conexas de
Fred(X,Y).
Corolario 3.3: Sea X un espacio de Banach y T: X -> X un
operador compacto. Si el operador I-T es inyectivo, entonces
I-T es un isomorfismo.
Demostración:
Como eloperador I-T es inyectivo, N(I-T) = {0} y
áim(N(I-T)) = 0.Porotro lado, para todo t g[0,1], el operador
tT es compacto, además la función
[0,1] -+Fred(X,X)
t^I-tT




es continua. Por lo tanto, como [0,1] es conexo, F es constente,
lo que implica que 7^(0) = F(l). Por lo tanto
0 = ind(I) = ind{I-T)
Así pues, 7 -T es un operador de Fredholm con
ind(I-T)=0 y N(I-T) ={o}. Luego por el Teorema 3.11, se
tiene que 7 -T es un isomorfismo.
Con el fin de presentar una caracterización de los
operadores de Fredholm, introduciremos la noción de congruencia
módulo un operador compacto.
Definición 3.4: Sean X, Y espacios normados y T9Le L(X,Y).
Diremos que T es congruente con L módulo un operador
compacto si
T-LeK(X,Y)
En este caso escribimos
T = LmoáK{X\Y).
9 .
Observación: Es un asunto de rutinaverificar que esta
congruencia es una relación dé equivalencia y que si
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T mLmodK(X,Y) yTx=Lx modK(Y,Z), entonces
TxT = LxLmoáK(X,Z).
Definición 3.5: Sean X, Y espacios normadosy T: X -> Y un
operador lineal acotedo. Diremos que T es invertible módulo un
operador compacto si existe un operador lineal acotado
TX:Y^X falque
TTX mIY mod^r,Y) y TXT = Ix mod K(X, X)
En este caso decimos que Tx es una inversa de T módulo un
operador compacto.
Observación: Si Tx y T2 son inversas de T módulo un
operador compacto, entonces
TTX mIr modK(Y,Y) y T2T = Ix modK(X, X)
luego
T2TTX = T2IY moáK(YyX) = T2 moáK{Y,X)
y
T2TTX s IXTX modK(YtX) = Tx modK(Y,X)
por lo tanto
T2 -T2TTX eK(J,X) y T2TTX -Tx eK(J,X)
Por consiguiente por el Teorema 1.6 se tiene que
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(T2 - T2TTX) + (T2TTX - Tx) g K(Y, X)
o sea
T2-TxeK{Y,X)
Así pues Tx mT2 mod K(Y, X).
Hemos probado así que la inversa es única, módulo un
operador compacto. Más precisamente, si
7T1=7ymodA:(r,F) y T2T = IX modK(X,X)
entonces T posee una inversa módulo un operador compacto,
además Tx y T2 son inversas de T módulo un operador
compacto y 7J =T2modK(Y,X).
En el siguiente teorema presentamos una caracterización de
los operadores de Fredholm usando la congruencia módulo un
operador compacto.
Teorema 3.15: Sean. X, Y espacios de Banach y T: X -> Y un
operador lineal acotado. T es un operador de Fredholm si y sólo




Sea T: X -> Y un operador de Fredholm, entonces
podemos escribir
X = N(T)®G y Y = T(X)®H
donde G es un subespacio cerrado de X y H es un subespacio
cerrado de Y y dim(N(T)) < oo, dtm(H) < oo.
Denotemos por P la proyección de T(X) ©77 sobre T(X)
y j la inyección natural deGenl. Recordemos que por el
Teorema de la Función Abierta,
T: G -> T{X) = T(G)
es un isomorfismo, luego T~l: T{X) -> G existe como un
operador lineal acotado.





TS = TjT~lP = TT~lP = P
luego
Iy-TS:Y^>H
es la proyección T(X) © 77 sobre 77,
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De igual manera ST: N(T) (BG->G es la proyección de
N(T) © G sobre G por lo tanto IX-ST es la proyección de
N(T)®G sobre N(T).
Como 77 y N(T) son subespacios de dimensión finita, por
el Teorema 1.4 se tiene que
IY-TSeK(YfY) y Ix-STeK(X,X)
por lo tanto
TS = IYmodK(Y,Y) y ST = IxmodK(X,X)
Así pues S es una inversa de T módulo un operador compacto.
Recíprocamente supongamos que S es una inversa de T
módulo un operador compacto, luego
TS b IY mod K(Y, Y) y ST = Ix modK(X, X)
por lo tanto
IY-TSeK(Y,Y) y Ix-STeK(X,X)
Luego por el Teorema 3.13
Iy-(IY-TS)eFred(Y,Y) y Ix-(Ix-ST)eFred(X,X)
osea






dim(N(T))<ooy codim(T(X)) < oo
Luego como X9Y son espacios de Banach, porel Teorema3.10,
T es un operador de Fredholm.
Corolario 3.4: Sean X, Yy Z son espacios de Banach y
TeFred(X,Y), LeFred(YtZ). Entonces LT e Fred(X,Z).
Demostración:
Como T eFred(X,Y) y Le Fred(Y,Z), existen
operadores lineales acotedos TX:Y -+X y LX:Z ->Y tales
que
TTx=IymodK(Y,Y) , TXT = Ix modK(X,X)
LLx=I¿modK(Z,Z) , L,L = IY ínódK{YJ)
Luego
LTTX =LIrmodK(YtZ)






(LT)(TXLX) mIz mod K(Z,Z)
De igual forma se prueba que
(TXLX)(LT) b Ix modK(X,X)
Así pues TlLl es una inversa de LT módulo un operador
compacto. Luego, porel Teorema 3.15, LT es un operadorde
Fredholm.
Observación: Queremos puntualizar que la suma de operadores
de Fredholm no es un operador de Fredholm, ya que si X es un
espacio normado de dimensión infinita y T: X -> Xes un
operador de Fredholm, entonces -T es un operador de
Fredholm. Sin embargo 0 = T + (-T) no es un operador de
Fredholm, porque
dim(N(T + (-T)) = dim(N(0)) = dim(X) = oo.
Pero si a un operador de Fredholm se le suma un operador
compacto en un espacio de Banach, entonces la suma es un
operador de Fredholm como lo muestra el siguiente corolario.
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Corolario 3.5: Sean X, Y espacios de Banach y
T e Fred(X9Y) , L e K(X9Y) . Entonces T + L es un
operador de Fredholm.
Demostración:
Como T: X -> Y es un operador de Fredholm, por el Teorema
3.15 existe un operador lineal acotado 7j: Y-> X tal que
TTX b IY mod K(Y9 Y) y TXT mIx modK{X,X)
osea
TTx-IYeK{Y9Y) y TxT-IxeK{X9X)
Como L: X -» Tes un operador compacto, por el Teorema 1.7
se tiene que
LTX:Y^Y y TXL:X-^X
son operadores compactos. Por lo tanto, por el Teorema 1.6,
TTX -IY +LTX eK(Y9Y) y TXT-IX+TXL eK(X9X)
osea
(T + L)Tx-IYeK(Y9Y) y Tx(T + L)-IxeK(X9X)
lo que implica que
(T+L)Tx=IYmodK(Y9Y) y Tx(T+L)=IxmodK(X9X)
Así pues Tx es una inversa de T + L módulo un operador
compacto. Luego, por el Teorema 3.15, T + L es un operador de
Fredholm.
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Corolario 3.6: Sean X, Y espacios de Banach, Te Fred{X9Y)
y L e:K(X9Y), entonces
ind(T + L) = ind(T)
Demostración:
Como para todo t g [0,1], el operador tL es compacto, por
el Corolario 3.5 podemos considerar la función
G: [0,1] -*Fred(X9 Y)
G(t) = T + tL
Noteque la función G es una función continua. Luego por el
Teorema 3.14, la función
F:[0,1}->Z
F(t) = ind(G(t)) = ind(T + tL)
es una función continua. Luego F es constanteen [0,1]. Por
consiguiente F(0) = F(l) . Así
ind(T + L) = ind(T)
Finalizamos esta sección concluyendo que Fred{X9Y) es un
subconjunto abierto de 7;(X,T); es decir, si T eFred(X9Y) y
LeL{X9Y) con la norma ¡| 7| del operador L
suficientemente pequeña, entonces T+Le Fred(X9Y) y
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ind(T + L) = ind(T)
Además
Fred(X9 Y) + K(X9 Y) c Fred(X9 Y)
y si T g Fred{XJ) y Le K(X9Y), entonces
ind(T + L) = ind(T).
3.4. Operadores de Fredholm en Espacios de Hilbert
El objetivo de la presente sección es estudiar una clase
especial de operadores en espacios de Hilbert y probar una
caracterización de estos operadores, la cual se fundamenta en la
bien conocida Alternativa de Fredholm para el caso de sistemas
de ecuaciones lineales.
Antes de entrar en detalles, recordemos algunos resultados
fundamentales de los operadores lineales acotados en espacios
de Hilbert.
Sean HX9 H2 espacios de Hilbert y T: Hx -> H2 un
operador lineal acotado. El operador adjunto de Hilbert
T :H2 -> 77, de T se define por la propiedad
(7x,>Wx,rV
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Teorema 3.16: Sean Hx, 772 espacios de Hilbert y T: H\ -> 772
un operador lineal acotado de rango finito. Entonces el operador
adjunto de Hilbert T*: H2 -> Hx es un operador de rango finito y
dim{T(Hx)) =dim(T* (H2 ))
Demostración:
Consideremos una base ortonormal {eve2,...,en} para
T(HX), entonces - ,, - .
w •'
para todo x eHv. Luego
* '- r'c - •
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7x =¿(x,r*e/)ei
Además, como para todo x e 77,, y e H2
t(*.r<.):.y)-l(*>*'*fa>y)











para todo yeY. Esto implica que T* es un operador lineal
acotedo de rango finito y
dim(7-(772))^dim(r(^1))





Definición 3.6: Sean 77,, H2 espacios de Hilbert yT:Hx->H2
un operador lineal acotedo. T es un operador fuerte de
Fredholm si ind(T) = 0 y T*(H2) es cerrado én H\.
Observación: Como ind (T) = 0 , entonces
dim'(N(T))<<x>9 codim(T(Hx)) <oo y
n := dim(N(T)) = codim(T(Hx))
Luego, porel Teorema 3.10, T(HX) es un subespacio cerrado de
H2 y T es un operador de Fredholm. Además
H2=T(HX)®N(T') y HX=T\H2)®N{T)
por lo tanto
n := codim{T{Hx)) =dim(N(T*))
y
nrdim(N(T)) =COdim(T\H2))
lo que implica que
ind(f4) =dim(N(T*)) - codhn(t (H2)) =n- n=0
V
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Ahora bien, cómo 7"** = T, se tiene que T (77,) = T(HX)
es un subespacio cerrado de H2.
De lo anterior se tiene que T es un operador de Fredholm y
T* es un operador fuerte dé Fredholm.
Ejemplo 3.8: Sea H un espacio de Hilbert y T: 77-> H un
isomorfismo, entonces r* es un isomorfismo y (T )~ = (T~ ) .
Luego T (77) = Hes cerrado y
dim(N(T)) = codim(T(H)) = 0
Por lo tanto ind(T) = 0 y T es un operador fuerte de Fredholm.
Ejemplo 3.9: Sea H un espacio de Hilbertde dimensión finite y
T\H ->H un operador lineal. Luego por el Ejemplo3.3, se tiene
que ind(T) = 0. Por lo tanto, como dim(T*(H)) <bof se tiene que
T (H) es cerrado en H y T es un operador fuerte de
Fredholm.
Losdos ejemplosanteriores son, de alguna manera, ejemplos
triviales de operadores fuertes de Fredholm. En el siguiente
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teorema presentaremos un resultadoque nos permite construir
operadores fuertes de Fredholm.
Teorema 3.17: Sean 77 un espacio de Hilbert, L:H->H un
isomorfismo y F: H -> H un operador lineal acotado de rango
finito. Entonces el operador Ts=L + F es un operador fuerte de
Fredholm.
Demostración:
Por el Teorema 1.4, F es un operador compacto, y por el
Ejemplo 3.8 L es un operador fuerte de Fredholm. Luego por el
Corolario 3.5, T -L + F es un operador de Fredholm. Por lo
tanto T(H) es un subespacio cerrado de H y
dim{N{T))«x>9 codim{T{H)) <oo
Por otro lado, por el Teorema 3.16, F* es un operador lineal
acotado de rango finito. Además V es un isomorfismo y
Esto implica que T* es un operador de Fredholm. Así pues
7** (77) es un subespacio cerrado de 77 y
dim{N{T*)) <oo, codimij" (77)) <oo
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Consideremos ahora la ecuación
° Tu=f (1)
Note que
T=L +F = L+FL1L =(7 +FLrl)L
Denotemos por S := FL~X . Como L es un isomorfismo, la
ecuación
(I + S)w = w+Sw = f (2)
es equivalente a la ecuación (1). Además noteque S es un
operador lineal acotado de rango finito y
dim(S(J7)) = dim(F(77)) < oo
También tenemos que
dám(N(T)) = dxm(N(I + S))
T(H) = (/ + S)CH)
J i r í J ( "
Sea n = dm(S(H)) y {eX9e29...9en} una baseortonormal
de S(H). Entonces porla demostración del Teorema 3.16 se
tiene que
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&c =£(Sx,e,)e, y S'y^&e^e,
<=i «=i
Luego si (7+S)u =0, entonces u- -Su; o sea,
n n
i=l i=l
Por lo que ueS(H) .Así, N(I+S)czS(H) y dim(N(I+S)) <, n.
Consideremos ahora la ecuación
T*v = g (3)
Note que





Luego la ecuación (3) es equivalente a la ecuación
(I +S*)v =v+S\ = h (4)
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donde, por elTéorema 3.16, S* es un operador lineal acotedo de
rango finito y
n=dim(S(#))=dim(S*(#))
Similar al caso anterior, se tiene que
dim(#(r*)) =dim(JV(7 + S'))
T\H) = (I + S0)(H)
NÍI +S')<zS\H) y dim(N(I +S'))£n
Hemos probado que la ecuación (1) es equivalente a la
ecuación (2); o sea, equivalente a la ecuación
i»
es decir que la ecuación (1) es equivalente a la ecuación
w+1L(w>s*ej)eJ=f
De igual manera, la ecuación (3) es equivalente a la
ecuación
n •




Consideremos el sistema de ecuaciones
w9 S\)+(f (w, S\ )ej9S\\=(/, S\
* • « •









c,=(w,S'e>j , tt={epS'e¡) , /.-(/.STe,







ft t ^•11 ••• l\n
\}n\ '•• 'n»V
(8)
es la matriz asociada al sistema (8).
Probemos que la ecuación (5) [o ecuación (2)] es
equivalenteal sistema de ecuaciones (7) [o sistema de ecuaciones
(8)].
Por la forma como se construyo el sistema (7), es claro que
cada solución de la ecuación (5) [o ecuación (2)] genera una
solución del sistema de ecuaciones (7); a saber,
c, =(\y9S*e¡j9 i=%29...9n ,dónde wes la solución de (5).
Probemos que toda solución del sistema (7) genera una solución
de la ecuación (|5). En:efecto, sea¡cx>c29...9cn una solución del




















w + Sw = f
lo que implica que w es una solución de la ecuación (2) [o de la
ecuación (5)].
Así, la ecuación (2) es equivalente al sistema de ecuaciones
(8).
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Es fácil probar que si {wt, w2,..., wk} son k soluciones
linealmente independientes de la ecuación homogénea asociada a
la ecuación (2), entonces las correspondientes k soluciones
{cXi, c2i,...,c¿ }, 1< i <. k del sistema homogéneo asociado al
sistema (7) son tombién linealmente independientes, y viceversa.
De igual manera se prueba que la ecuación (6) es
equivalente al siguiente sistema de ecuaciones:
7=1
Tomando
< « « «
• • « «
• • • «
y=i
se tiene que la ecuación (6) [y por lo tanto la ecuación (3)] es













es la matriz asociada al sistema(9).
Note que
AT =
'T O•ll ••* *»1 'Te^XeS ... Ws^eV
\}\ñ •" *mj en9Sex) .,.. (en,Sel
f(S9eX9ex) ... (S*en9ex \ % ln• • • *•
{¡S\,em) ... (S\,em) * **
= B
Luego los sistemas de ecuaciones lineales (8) y (9) satisfacen la
bien conocida Alternativa de Fredholm para el caso de sistema de
ecuaciones lineales.
Así pues, como el sistema de ecuaciones lineales (8) es
equivalente a la ecuación (2) y el sistema de ecuaciones lineales
(9) es equivalente á la ecuación (4), se tiene que




ind(T) = dim{N{T)) - codim(T(X))
= dim(N(T))-dim(N(T'))
= 0
Hemos probado así que T es un operador fuerte de Fredholm.
Finalizamos este trabajo con una caracterización de los
operadores fuertes de Fredholm.
Teorema 3.18: Sea H un espacio de Hilbert y T: H -> H un
operador lineal acotedo. T es un operador fuerte de Fredholm si y
sólo si existe un isomorfismo L:H ->H y un operador lineal
acotado de rango finito F: H -> H tal que T-L + F.
Demostración:
Si T = L + F, donde L es un isomorfismo y F es un
operador lineal acotado de rango finito, entonces porel Teorema
3.17, T es un operador fuerte de Fredholm.
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Recíprocamente, supongamos que T es un operador fuerte
de Fredholm, luego T'(H) es un subespacio cerrado de H y
0=ind(T) =dim(N(T))-codim(T(H)) =dim(N(T))-dim(N(T*))
por lo tanto
n := dim(N(T)) =dim(N(T*))
r* x m* .H = T(H)®N(T) = T (H)®N(T)
Sea {0\>02>-M una base ortonormal para N(T) y
{<px,<p2,-.',<pn} una base para N(T )






Claramente F es un operador lineal acotado de rango finito. Así
que sólo tenemos que probar que L es un isomorfismo.











Como {?>p?>2>—>?>»} es un conjunto linealmente independiente,
se tiene que
(x,^) =(x,^2) =... =(x,^) =0
Esto implica quexe NiT)1. Como xe N(T) , se tiene que
xGyV(r)nyV(7^±={0}
Así pues, x =0 y yV(Z,) ={0}
Probemos ahora que L{H) = H . En efecto, sea yeH.
Como H =T{H) 0 yV(7*) , existen yx e T{H)9 y2 e N(f)
teles que
y = yi+y2 . yi-Lyi






















Por consiguiente, y e L(H) y L(H) = H
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Hemos probado así que L:H->H es un operador lineal
acotado ybiyectivo. Luego, por el Teorema de la Función Abiérte,
se tiene que L es un isomorfismo.
Queremos cerrar este tesis observando que según la
demostración de los últimos dos teoremas, si T es un operador
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