Abstract-In our every day life, our brain is constantly processing information and paying attention, reacting accordingly, to all sorts of sensory inputs (auditory, visual, etc.). In some cases, there is a need to accurately measure a person's level of attention to monitor a sportsman performance, to detect Attention Deficit Hyperactivity Disorder (ADHD) in children, to evaluate the effectiveness of neuro-feedback treatment, etc.
I. INTRODUCTION
In our every day life, our brain is constantly processing information and paying attention, reacting accordingly, to all sorts of sensory inputs (auditory, visual, etc.). There is a need to accurately measure someone's level of attention for detection, performance, monitoring, in medicine, sports, gaming, driving, etc.
A large number of studies have reported clear association between attention or relevant mental conditions and spectral features of the EEG. For example, in [1] the authors applied principal component analysis to full EEG log spectrum and used sub-space features to estimate a local error rate in a sustained attention task. Many other studies focused on specific EEG rhythms. In [2] , alpha band activities and coherence time courses were examined in an attention study. In [3] , experimental results also indicated correlates between alpha power dynamics and errors by subjects in sustained attention tasks. In [4] , neuro-cognitive activity during a selfpaced visuospatial task were compared from EEG profiles of marksmen and novice shooters. Furthermore, many studies suggest that self-regulation of theta/beta reduces Attention Deficit Hyperactivity Disorder (ADHD) symptoms [5] [6] and the basis of neuro-feedback therapy [7] [8] [9] .
Rather than limiting potential useful features to only specific EEG rhythms, we propose to identify and exploit joint spectral-spatial patterns. We recognized the importance and usefulness of spatial filters from other EEG research studies, for e.g. in Brain-Computer Interface (BCI) to improve spatial resolution or for discriminating motor intentions [10] .
In this paper we propose a novel approach that combines advanced signal processing and machine learning (ML) to overcome the limitations of the current prior-art methods. Specifically, we use filter banks to cover a broad range of EEG rhythms, together with common spatial pattern (CSP) filtering, that makes it possible to extract (and tailor) patterns in the EEG for discriminating different EEG conditions (i.e. attention and non-attention). Because of the large number of possible features, we use a MI-based feature selection procedure to reduce them. Notice that the Filter Bank Common Spatial Pattern (FBCSP) was first proposed in [11] , but to the best of our knowledge, this is the first time CSP is used in attention detection.
An experimental study was conducted with 5 young healthy male subjects in various attention and non-attention conditions. Results using the novel approach indicate significant improvement in accuracy and outperforming the prior-art methods based on alpha, beta, and theta EEG rhythms [6] [12] .
One important advantage of using machine learning in our approach is that it can be learn and be tuned for subjectspecific performance. The final model can be trained from a relatively small amount of EEG data, stored, reused at later stage, retrained, etc. Such flexibility is important when, for e.g., continuously monitoring an athlete's performance over the course of training program. Models can also be trained on subject-specific EEG recording but also from a pool of EEG recording of a group of subjects.
The remainder of the paper is organized as follows. In Section II, the methods are introduced. In Section III, we present an the EEG data from an experimental study carried out to evaluate the novel approach. Results are presented in Section IV. Finally, we conclude the paper in Section V. 
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II. METHODS
The overall flowchart of the novel approach is shown in Figure 1 . It consists of four stages: a multiple bandpass filtering stage with Filter-Bank (FB), a spatial filtering stage with common spatial pattern (CSP) algorithm, a feature selection procedure and finally a classifier. The classifier outcome is a measure of attention level.
A. Filter-Bank (FB)
The filter-bank (FB), front-end on the system, consists of 9 bandpass IIR filters (Chebyshev Type II) with equally spaced central frequency (4Hz, 8Hz, 12Hz, 16Hz, 20Hz, 24Hz, 28Hz, 32Hz, 36Hz), each with an 8Hz bandwidth, a stop-band attenuation of 40db, and a pass-band ripple of 3db.
B. Common Spatial Pattern (CSP)
In the present context, the CSP algorithm [10] explores spatial patterns of brain rhythm modulations and will discriminate between two classes of EEG patterns, of class O 1 and O 2 , to obtain an optimal projection vector w onto EEG signal x that satisfies
This can be reformulated as
where Σ Oi denotes the covariance matrix for class O i . This optimization problem can be solved using joint diagonalization, which consists of computing a projection matrix W and a diagonal matrix D:
Matrices W and D can be obtained using the following procedure [10] . First we calculate the matrix P which whitens the matrix Σ O1 + Σ O2 : P (Σ O1 + Σ O2 )P T = I. This is typically carried out using singular value decomposition (SVD) and normalization. We then calculate the whitened matrix Σ O1 = P Σ O1 P T , and calculate the eigenvector matrix Q for
T . Finally, we calculate the projection matrix as W = P T Q. W clearly satisfies Eq. 4 with the columns of W being the optimal CSP projection vectors. Typically, only the vectors with the m highest eigenvalues (for the positive class, i.e. O 1 ) and lowest m eigenvalues (for the negative class i.e. O 2 ) are used. Given one w from the selected 2m projection vectors, the CSP feature, f p , is computed as the normalized log power (variance) of the filtered signal.
C. Feature Selection
Feature selection is an important aspect in machine learning and can be defined as selecting a subset of size k, from a given a set of d features, that leads to the smallest classification errors. One commonly used method, based on statistics from the data distribution, is the Principal Component Analysis (PCA) which employs covariance, the second-order statistics of the empirical data distribution [13] . In this work we choose Mutual Information (MI), a method from higher order statistics [14] , also considered as a good indicator, robust to noise and data transformation, to find relevance between variables. Let us consider a variable X and its corresponding class label variable Y , then the MI between X and Y is defined as:
where H(X) denotes the entropy of the feature variable X and H(Y |X) represents the conditional entropy of class label variable Y given feature variable X.
We opted for the Naive Bayesian Parzen Window (NBPW) approach described in [15] . The procedure consists of the following steps: III. EXPERIMENTAL STUDY An experiment was conducted to record EEG for the evaluation of the novel approach to discriminate the two conditions: attention and non-attention. The experiment consists of runs with 4 different tasks as shown in Figure 2 . Task 1 was a concentration task with eyes opened, in which the subject was asked to continuously read an recent IEEE Transactions paper. Task 2 was a non-concentration task with eyes opened, in which the subject stay in a relax state and while looking at surroundings without paying particular attention to any objects. Task 3 was a concentration task but this time with eyes closed, during which the subject is asked to perform a mental arithmetic calculation (400 minus 7, minus 7, minus 7, etc.). Finally, Task 4 was a non-concentration task with with eyes closed, where a subject is in relax state and not focusing on any particular thought. The ground truth used by the classifier is shown as the attention curve in Figure 2 . Five healthy young male subjects participated in the experiment. Two subjects completed 3 sessions of data collection, while the remaining 3 subjects completed only 2 sessions. Each session consists of 5 runs and each run include all 4 tasks. The user was permitted a short pause of few minutes between runs to avoid fatigue. EEG data was check for apparent EMG artefacts. Subjects were seated in a comfortable armchair, and reminded to not to have large body movements in order to avoid too much EMG artefacts. During Task 3 and Task 4 of the experiment, subjects were monitored to avoid dozing off episodes.
EEG was recorded using a 40-channel EEG amplifier (Compumedics Inc., USA). The EEG cap is standard 32 channels (See Figure 3) but we limited our recordings only 15 channels Fig. 3 . EEG cap with highlighted in grey the electrodes used in this study (F3, Fz, F4, FC3, FCz, FC4, C3, Cz, C4, CP3, CPz, CP4, P3, Pz, P4) using the right earlobe (A2) as reference. The sampling rate was 250Hz, and a hardware 50Hz notch filter was used to reduce the main interference. All electrodes had less than 5kΩ impedance.
IV. RESULTS
The objective of this study was to examine the capability of the novel approach to differentiate attention from nonattention conditions. Thus, we considered Task 1 and Task 3 as representing attention class, and Task 1 plus Task 4 as the non-attention class. Continuous data were segmented into EEG epochs, and our method was tested to classify each epoch into attention or non-attention class. It was of interest to see the system performance over difference lengths of EEG epochs. Thus, we examined EEG epochs of 2s, 4s, 8s, or 16s long.
To avoid any bias in the evaluation results, we used a typical 4x4fold cross-validation. Briefly, each subject's EEG data was divided into n parts, then where in each fold a particular part is used for testing while the other n − 1 parts were used for training. In other words the test part is not used in the training. This process is repeated n times and accuracy is averaged.
The CSP was applied to find the most discriminative spatial patterns between the attention and non-attention classes from channels filtered by the filter-bank. After the feature extraction stage, we obtain 9 × 2 = 18 candidate feature set. An MIbased feature selection procedure is then applied for further reduction (typically 2 to 4 features) in combination with the FLD classification. We used a threshold δ of 0.1 for all experiments.
The baseline for comparison is the prior-art method spectralbased method [6] [12] with alpha (8-12Hz), beta (12-30Hz), and theta (4-8Hz) band joint to form a feature input vector to a FLD classifier.
We wanted to investigate how robust was our approach when changing the window length as typically, near real-time situation (online system with continuous EEG) requires short window length, while longer windows can be used for offline situation.
Results for classification accuracy are presented in Table I . Our method outperforms the prior-art method with higher accuracies from 60.1% to 89.4% (mean from 65.25% to 85.58%) while prior-art only achieving 50.60% to 71.9% (mean 55.50% to 69.55%). With subject #2, for e.g., the improvement is significant with more than 16% (mean from 69.55% to 85.58%). Classification accuracies are also shown to be constant across all different window lengths. We also notice that performance do not drop for short window (e.g. 2s), which is an important issue when aiming at near realtime operation.
V. CONCLUSIONS
In this paper we proposed a novel approach to concentration taking advantages of signal processing and machine learning paradigms. Spectral-Spatial features are extract using filter bank and CSP filtering from EEG data. Best features are selected using a MI-based procedure and classified using FLD. Results from an 5 subjects experiment showed that the novel approach provides significant improvement over prior-art method which uses specific EEG band powers. The resulting EEG-based attention level measurement system is robust, run in near real-time, and requires only few electrodes. The system can be implemented as a low-cost portable EEG system. The novel approach can be demonstrated with a two-players attention-based racing car computer game.
Future work will focus on EEG recording conditions with a EEG recording protocol based on variants of the stroop test [16] . We will also investigate the use of Relevance Vector Machine (RVM) [17] as classifier.
