Abstract Learning representation from audio data has shown advantages over the handcrafted features such as mel-frequency cepstral coefficients (MFCCs) in many audio applications. In most of the representation learning approaches, the connectionist systems have been used to learn and extract latent features from the fixed length data. In this paper, we propose an approach to combine the learned features and the MFCC features for speaker recognition task, which can be applied to audio scripts of different lengths. In particular, we study the use of features from different levels of deep belief network for quantizing the audio data into vectors of audio word counts. These vectors represent the audio scripts of different lengths that make them easier to train a classifier. We show in the experiment that the audio word count vectors generated from mixture of DBN features at different layers give better performance than the MFCC features. We also can achieve further improvement by combining the audio word count vector and the MFCC features.
Introduction
Human speech essentially contains different kinds of information besides the dominant linguistic information. Given the diverse range of vocal tract structure, speech data from every individual have its own speaker-specific information. Extraction of the speaker-specific information from the complex speech data is trivial for human beings but a challenging task for computers, though several techniques have been developed to extract this information effectively for speaker recognition applications.
Traditionally, discriminative models have been in use for learning speech data. Recently, generative models are getting popular as more computational resources are available now. Generative models can be useful by learning many more parameters if much more structures are present in the input vectors than the labels [1] . Typically, generative models are more popular for use with unlabeled data.
The use of mel-frequency cepstral coefficients (MFCCs) has been extremely popular for speech processing applications such as speech recognition and speaker recognition. 1 However, to the best of our knowledge, they have not been combined with unsupervised features to be evaluated on speaker recognition task. We propose a hybrid features model by combining the unsupervised features learned through a deep belief network with the classical MFCCs and then train a supervised classification model to perform speaker classification. We report our results on speaker recognition task for MFCC features, for deep belief network (DBN) features and for hybrid features.
The remaining of this paper is organized as follows: in Sect. 2, we summarize the previous work as reported on the use of unsupervised models for speech data in general and speaker recognition in particular. In Sect. 3, we provide a discussion on the pipeline of our approach and the relevant technologies and how we use them. This will cover the concepts of MFCCs, restricted Boltzmann machines, deep belief networks, the contrastive divergence algorithm used for training them and the supervised support vector machine classification. We provide more details on our experiment and the model configuration in Sect. 4 . We then conclude the paper in Sect. 5.
Related work
While most of the work for using deep learning models targets the speech recognition task, the task of speaker recognition has gained very little attention. 2 On their work for phone recognition, Mohamed et al. [1] suggest a more powerful alternative to Gaussian mixture models (GMMs) for relating hidden Markov model (HMM) states to feature vectors. They use a feed-forward neural network with multiple layers, for which feature vectors are given as input to produce posterior probabilities of HMM states as output. They pre-train the network in layer-wise fashion (one layer at a time) as a generative model of the window of speech coefficients and achieve better performance on phone recognition. We do not use back propagation for supervised classification and rather combine support vector machine (SVM) with the unsupervised model to perform the classification on the speaker recognition task. Lee et al. [4] use convolutional deep belief networks (cvDBN) for unsupervised features learning and presented the results for speaker classification on TIMIT test set [5] . In some of their configurations, Lee et al. [4] combine scores from different classifiers to improve classification accuracy, using a linear combination constant selected through cross-validation run. This, however, is different than what we are proposing here in two ways; firstly, we do not use cvDBN which requires fixed length data in the input; secondly, we are not using decision-level fusion but rather propose fusion at the feature level by combining the features from the different models.
For speaker recognition task, a first attempt on the use of RBMs has been reported by [6] . They use a single RBM training and apply the model to a speaker verification task. They model pairs of i-vectors using Gaussian-Bernoulli RBMs. The results obtained by [6] though did not outperform the then state-of-the-art systems, yet opened new directions of research by placing an interesting question at the end whether i-vector extraction can be performed with Boltzmann machines in a nonlinear way such that the phonetic context is represented by this characterization. A more recent work has been reported by Ghahabi and Hernando [7] proposing the application of deep belief network for i-vector based speaker verification. 3 Their experimentation is based on network with only one hidden layer as they train a single RBM (with 512 hidden units) with i-vectors. They train the system using selected speech files from NIST 2004 and NIST 2005 SRE corpora. They use 400-dimensional i-vectors and compare results with the baseline cosine distance classifier. The error rates suggest that modeling the i-vectors with RBM outperforms both conventional neural networks and the baseline cosine distance classifier. These developments suggest that learning speaker-specific characteristics from speech data with unsupervised model offers great potential. In the following section, we briefly describe the pipeline of our approach, which include (a) the concept of MFCC, (b) unsupervised feature learning with RBMs and DBNs, (c) the use of k-means algorithm to build the audio codebook and (d) the classifier for recognition tasks.
Methodology

Speaker recognition pipeline
In this section, we describe the pipeline of our approach, as shown in Fig. 1 . We convert an audio script into a vector of word counts and then combine it with the MFCC features of the audio script to form the input for the classifier.
In order to build the vocabulary of the audio words, we start with converting the audio script into spectrogram. We consider the spectrogram of a script as a 2-D matrix with time Â frequency dimensions. We reduce the dimensions of the data for further processing steps by applying principal component analysis (PCA) to linearly transform the frequencies to lower-dimensional space. We retain only 80 components out of the 256 dimensions of the PCA-transformed data. After that we learn the latent features of the audio data using DBN/RBM where each input sample is the PCA-transformed frequencies at a time slot. We then use k-means to build a codebook from the DBN features and quantize the features into audio words. At the end, the audio script will be represented in a bag of words, i.e., a vector of audio word counts.
For the MFCC features, we follow the standard processing steps as will be explained in the next section.
MFCC
The mel-frequency cepstral coefficients (MFCCs) have widely been used for speech and speaker recognition applications [11] . The MFCC features capture the power spectral information for a single frame. However, speech signal contains information that can be represented by learning the dynamics. This information is captured by the delta and delta-delta coefficients, which are the time derivatives of the original MFCC features. We calculate a total of 36 features per frame, including the delta and deltadelta features. The delta and delta-delta coefficients are also referred to be the differential and acceleration coefficients.
Feature learning
Representation learning has emerged as trending topic recently following the success of deep learning in many machine learning applications [1, [12] [13] [14] . In this paper, we are interested in learning and combining features using deep belief networks (DBNs). The DBN is built up by stacking several RBMs, one on the top of another. RBM itself is a two-layer connectionist system with no connection between units in the same layer. A binary RBM is the basic type of RBM having binary input and binary hidden units in which the state of the model is characterized by an energy function:
where v denotes the state of visible layer, h denotes the state of hidden layer. The set of parameters h ¼ ðw; b; cÞ denotes the set of connection weights between visible unit i and hidden unit j as w ij and the biases of the visible and hidden layers. I, J are the number of visible and hidden units, respectively. For an input v, the probability distribution assigned to the visible-hidden units pair is defined by; 
where rðxÞ ¼ 1 1þexpðÀxÞ is a sigmoid function. Similarly, sampling the state of visible layer given the state of hidden layer can be done through the conditional distribution pðv i jh; hÞ is given by:
In many cases, the input data are continuous rather than binary, and therefore, the Gaussian-Bernoulli RBMs should be used to represent the data distribution. In Gaussian-Bernoulli RBMs, the energy function is represented as:
Since the hidden layer is still binary, we can use the conditional distribution in Eq. (3) to sample its state. For the visible layer, the conditional distribution pðv i jh; hÞ is given by: 
where N ðl; mÞ represents Gaussian distribution with mean l and variance m. Normally the means and variances can be learned through standard algorithms, and it would be more efficient to normalize data to zeros means and unit variance and use (6) for inference. For some distributions, RBMs might not achieve representation as efficient as can be obtained with unrestricted Boltzmann machines. However, with enough number of hidden units, any discrete distribution can be represented with RBMs [13, 15] . Besides, under certain circumstances, the addition of hidden units with proper weights and bias helps to improve the log likelihood.
Taking the gradient of the log likelihood logpðv; hÞ, the weights for the RBM can then be updated as follows;
where E data ðv k h j Þ represents the expectation observed in the training set, sampling h j given v k , and E model ðv k h j Þ is the expectation from the model. The challenge arises due to the fact that computation of E model ðv k h j Þ is difficult. This challenge was addressed by the contrastive divergence (CD). The CD algorithm is an approach to approximate the gradient for determining the expected value. ðv 1 :h 1 Þ is a sample from the model roughly estimating E model ðv k h j Þ. This approximation of E model ðv k h j Þ by using ðv 1 :h 1 Þ is referred as CD-1, as described by Hinton [16] . In our work on using DBNs for learning speech data, we use Gaussian input units and binary hidden units for the RBMs for the first layer and binary units for the second one.
Bag of audio words
In order to convert the data with different lengths into vectors of the same dimensionality, we use an approach similar to bag of words (BoWs) in document processing. The BoW approach creates a vector of the size of a vocabulary for each document. The vector represents either the appearance/occurrence of a word in the document as a single element. BoW approach is also very popularly used in the vision applications that contain continuous features. Here, the continuous features are quantized into a set of groups where each group can be seen as a representation of a visual word. Similarly, we apply the idea to audio data. We assume that at each time slot, the set of frequencies represents an audio word. In this paper, we use the k-means algorithm, a simple yet efficient algorithm for quantization. We also use the DBNs features as mentioned earlier as the representation of the audio data to learn the codebook (the audio vocabulary).
Classification
The final step in our pipeline is classification. Since the main focus of the paper is learning and combining features, we use the same classifier for evaluation. In particular, we use the support vector machine (SVM) as our classifier. SVM is a popular kernel-based discriminative classification algorithm. 4 For multi-class problems, the one-vs-all approach is adapted to achieve classification. For SVM, we use the libSVM library [18] , which can handle the problem of multi-class data. We train the SVM with the Gaussian RBF kernel, which for two data points x i and x j is given as;
where c is the hyper-parameter, selected through validation set.
Experiment
Experiment preparation
We use the Urdu dataset. 5 The Urdu dataset is a dataset of Urdu (the national language of Pakistan) and comprises of audio data from ten speakers including both male and female, native and non-native speakers. There are 250 files for each speaker, and each file is a recording of a distinct isolated word [19] . 6 We randomly divide our data into train, validation and test sets with a ratio of 2:1:1 and observe the results for MFCCs as well as for features learned with the RBM framework. For the MFCC experiment, we also calculate delta and delta-delta coefficients giving a total of 36 coefficients for each file.
We perform our experimentation on a single CPU of 3.0 GHz clock frequency with RAM capacity of 16 GB. A single run of an experiment for one setting takes approximately 2 h. For the first layer, we use the Gaussian-Bernoulli RBMs. We normalize the data so that it has zero mean and unit variance. The output of the first RBM is used as input for the second RBM, which has binary visible and hidden units. Both of the RBMs are trained within 100 epochs and the learning rate (0.01 was selected); sparsity hyper-parameters are selected using validation set. We also use the validation set to select the SVM parameters for classification.
We train the DBN with the data for different configurations. After the DBNs have been trained, we use the state of the top hidden layer given the data as input as the features to build a codebook using k-means algorithm. We test the codebook with different sizes of 10, 50, 100, 400, 600, which is also the dimension of the word count vector representing an audio script. We use these word count vectors to learn the SVM classifier for speaker recognition task.
Experimental results
In representation learning, the dimension is important since it not only decides the size of the output features but also the efficiency of the learning. Normally the larger hidden layer may produce more generalized features; however, it would create more computation overhead. In the experiment, we test different types of features. The MFCC features attempt to eliminate information from speech data that is not relevant for recognition purposes, thus providing input representation of modest size. DBN on the other hand makes use of less-processed input data. Instead, it learns the latent features from the PCAtransformed spectrogram. The advantage of DBN is that it can learn useful representation as we can see from the results in Table 1 . Here, taking the advantage of layer-wise learning in DBN we also combine different features in different layers.
Let us denote DBN-1 and DBN-2 as the features from the first and the second RBMs in deep network. The results in Table 1 show that the audio words built from features in first layer of DBNs (DBN-1) outperform the MFCC features. The classification performance even achieves improvement when we combine the audio words generated from DBN-1 features with the MFCC. For example, Fig. 2a, b shows the confusion matrix of accuracies from MFCC and from DBN-1 ? MFCC features. However, when an extra layer is used in the DBN, the features are not good enough to build audio words and generalize the classifier. It seems that the DBN-1 features generalize better than the DBN-2 counterpart because the expansion of the feature's dimension in first layer makes it more difficult to learn in the second one. This effect also can be seen when applying the convolutional DBNs on audio data [4] , but in this experiment it is more severe. As the results show, combining DBN-1 and DBN-2 features does not show any improvement. However, it is interesting that combining them with MFCC can give better results than the DBN-1 features. In Fig. 3 , we show the results over different codebook sizes learned from DBN-1, DBN-2, and the combination DBN-1 ? DBN-2 features. One can see that, when combining DBN-1 ? DBN-2 features with MFCCs, the classification accuracies with codebook size 10, 100, 600 the DBN-1 ? DBN-2 features seems to achieve better performance than the DBN-1 features. In representation learning, the dimension is important since it not only decides the size of the output features but also the efficiency of the learning. Normally the larger hidden layer may produce more generalized features; however, it would create more the computational overhead (Fig. 4) .
Conclusion
The goal behind this work is to show that we can get better performance by taking benefit of discriminative information retained by the traditional MFCCs and the features learnt by the unsupervised model. The experimental results have shown that using hybrid features is promising and improves performance on speaker classification task. We did not aim to show the performance on a variety of data but rather investigated the usefulness of the proposed technique by exploiting the Urdu dataset and obtaining empirical results. As speaker recognition is a language independent task, the proposed framework can be extended for speech data of other languages. We believe that this work will encourage other researchers to adopt the approach for similar tasks and on much bigger datasets for which we were most often restricted due to the available computational resources. Similarly, with large-scale data and GPU sufficient resources, the framework can be employed for data of much bigger size and reduced computational time.
