In this note, we show a sublinear nonergodic convergence rate for the algorithm developed in [Bai, et al. Generalized symmetric ADMM for separable convex optimization. Comput. Optim. Appl. 70, 129-170 (2018)], as well as its linear convergence under assumptions that the sub-differential of each component objective function is piecewise linear and all the constraint sets are polyhedra. These remaining convergence results are established for the stepsize parameters of dual variables belonging to a special isosceles triangle region, which aims to strengthen our understanding for convergence of the generalized symmetric ADMM.
Introduction
Revisit the following prototype multi-block separable convex optimization
B j y j = c, x i ∈ X i , i = 1, · · · , p, y j ∈ Y j , j = 1, · · · , q, (1) where f i (x i ) : R m i → R, g j (y j ) : R d j → R are closed and proper convex functions (possibly nonsmooth); A i ∈ R n×m i , B j ∈ R n×d j and c ∈ R n are given matrices and vectors, respectively; X i ⊂ R m i and Y j ⊂ R d j are polyhedra; p ≥ 1 and q ≥ 1 denote two integers. Throughout we assume the solution set of the problem (1) is nonempty and all the matrices A i (i = 1, · · · , p) and B j (j = 1, · · · , q) have full column rank. = arg min 
where τ and s are stepsize parameters satisfying (τ, s) ∈ G = (τ, s) | τ + s > 0, −τ 2 − s 2 − τ s + τ + s + 1 > 0 , and σ 1 ∈ (p − 1, +∞), σ 2 ∈ (q − 1, +∞) are proximal parameters for the regularization terms P k i (·) and Q k j (·), respectively. By making use of a prediction-correction interpretation for GS-ADMM, we analyzed its global convergence, sublinear convergence rate in the ergodic sense and convergence complexity of two special cases allowing either σ 1 or σ 2 to be zero. However, two remaining tasks were not settled as mentioned by the past reviewers: (1) How to establish its worst-case O(1/t) convergence rate in the nonergodic sense, where t denotes the iteration number? (2) Whether there exists a linear convergence rate of GS-ADMM under some mild assumptions? This note aims to give positive answers for these questions but for the following subregion (shown in the right-hand side of Fig. 1 
Notice that the above region is much wider than that (τ = s ∈ (0, 1)) in [7, Algorithm 3] . Moreover, it can be seen by later analysis that the symmetric ADMM (S-ADMM, [8] ) for solving the two-block separable convex optimization also has the worst-case O(1/t) convergence rate in the nonegodic sense as well as global linear convergence rate for parameters belonging to D. 
Relationship of GS-ADMM to related works
The algorithm GS-ADMM was initially proposed to generalize the meaningful S-ADMM [8] for solving the grouped multi-block separable convex optimization problem (1), whose convergence and iteration complexity could be still ensured for a larger domain of stepsizes of dual variables than that introduced in [8] . In practise, convergence of GS-ADMM was analyzed by estimating the lower bound of w k − w k 2 G directly and by treating the domain of stepsize parameters as a whole, while convergence of S-ADMM was showed separately by splitting the domain of (τ, s) into several subdomains, where w k+1 and w k are called the predictive variable and the correcting variable, respectively. Note that by taking σ 1 = σ 2 = 0, GS-ADMM with p = q = 1 will become S-ADMM but continue to converge in the relatively larger convergence domain G. In addition, the original S-ADMM only works for the two-block case and may not be convenient for solving large-scale problems, while GS-ADMM could handle large-scale multiple block problems since the block variables within each group were updated in a Jacobian scheme.
Regardless of the additional dual variable update λ k+ 1 2 (i.e. τ = 0), then GS-ADMM becomes a proximal ADMM-type algorithm with s ∈ (0,
2 ). Moreover, it will become the classical ADMM proposed by Glowinski-Marrocco [6] when considering the simple two block case without using proximal regularization terms. To the best of knowledge, the first proximal ADMM was proposed by Eckstein [2] as GS-ADMM with p = q = 1, (τ, s) = (0, 1) and with the following proximal terms
,
β I for any nonzero scalars µ i , i = 1, 2. Later, a perfect extension on convergence analysis from the classical ADMM to GS-ADMM with p = q = 1 and τ = 0, but allowing the stepsize s to stay in the range (0,
2 ) was studied, see Xu-Wu [13] and Fazel, et. al. [4] for more details. Recently, He-Xu-Yuan [9] constructed a proximal ADMM for solving the problem (1) with only p block variables, and their algorithm could be regarded as a special version of GS-ADMM with (τ, s) = (0, 1) barring the y j -updates. Especially, the partially proximal ADMM-type algorithm [11] with a specified regularization term Q k j (y j ) as ours could be treated as the case that GS-ADMM with p = 1, σ 1 = 0 and τ = 1. Considering the middle update λ k+ 1 2 (i.e. τ = 0), convergence domain of the dual stepsizes of GS-ADMM is still larger than that in the symmetric ADMM with indefinite proximal regularization [5, 12] .
Notations and organizations
Throughout the note, the symbols R, R n , R m×n denote the sets of real numbers, n dimensional real column vectors and m × n real matrices, respectively. For any x, y ∈ R n , x, y = x T y represents their inner product and x = x, x denotes the Euclidean norm of x, where T denotes the transpose operation. For any symmetric matrix G, we define x 2 G = x T Gx which is not necessarily nonnegative unless G is positive definite. The symbols λ max (·) and λ min (·) denote respectively the maximum and minimum eigenvalue of a square matrix. The notations I and 0 stand for the identity matrix and zero matrix with proper dimensions, respectively. We call φ(x) a piecewise linear multifunction if its graph {(x, y)| y ∈ φ(x)} is a union of finitely many polyhedra. For convenience, let
and the corresponding solution set be M * , where
We also preset
. .
. . .
and
The rest of this paper is organized as follows. In Section 2, by making use of some well-known identities, inequalities and matrix decomposition techniques, we first establish sublinear convergence rate of GS-ADMM in the nonergodic sense. Then, its global linear convergence rate, measured by an error function dist
, is analyzed under mild assumptions. Finally, we briefly conclude the paper in Section 3.
Main results
At the beginning of this section, we first analyze the worst-case O(1/t) nonergodic convergence rate of GS-ADMM for any (τ, s) ∈ D. Then, by using several well-known inequalities its convergence rate is strengthened to linear under the assumption that the subdifferential of each objective function is piecewise linear.
Sublinear nonergodic convergence rate
Let us review the following two basic lemmas given in [1] , which aims to interpret the GS-ADMM into a prediction-correction procedure.
Lemma 2.1 For the iterates u k , w k defined in (5), we have w k ∈ M and
where
with
Lemma 2.2 For the sequences {w k } and { w k } generated by GS-ADMM, the following equality holds
Now, we give a lemma to guarantee the positive definiteness of G, defined by
which plays a significant role in showing the whole convergence rate of GS-ADMM.
Lemma 2.3 Let Q, M be given by (8) and (11), respectively. Then, the matrix G is symmetric positive definite for any (τ, s) ∈ D.
Proof By simple calculations, the matrix G can be explicitly written as
where H x is defined in (9) and
Clearly, the matrix G is symmetric positive definite if and only if both H x and G are symmetric positive definite. Well, H x is symmetric and its positivity can be guaranteed by the known conditions that σ 1 > p − 1 and the full column rank assumption on the matrices
Hence, we just need to demonstrate the positivity of the matrix G.
Noting that by the region shown in (3) we have τ < 1, s < 1, and τ + s < 2.
Besides, it follows
) is a diagonal matrix and
In the above decomposition, we have So, the matrix G is positive definite if and only if
T is positive definite. Notice that H y,0 is positive definite if σ 2 > q − 1, and 1 − s −
which is clearly guaranteed by the conditions (12) . This completes the proof. ♦
The sequences {w k } and { w k } generated by GS-ADMM satisfy
is symmetric positive definite for any (τ, s) ∈ D.
In view of both Lemma 2.3 and Theorem 2.1, the sequence { w k } generated by GS-ADMM is contractive, which implies a global convergence of GS-ADMM. In fact, by estimating the lower bound of w k − w k 2 G , a global convergence of GS-ADMM was proved in [1] for the larger region G(⊇ D). Next, we will show sublinear nonergodic convergence rate of GS-ADMM for our discussed stepsize region D.
Lemma 2.4 Let Q, M, H be given by (8) , (11) and (13), respectively. Then, the sequences {w k } and { w k } generated by GS-ADMM satisfy
Proof Setting w = w k+1 in (7), we obtain
Meanwhile, the inequality (7) with k := k + 1 also implies
which, by letting w = w k , gives
Because of the skew-symmetric property of J (w), i.e.,
we have from (14) and (15) that
Thus, adding the identity
to both sides of (16), we get
which immediately completes the whole proof by the relationships in (10) and (13) . ♦ Next, we establish the worst-case O(1/t) nonergodic convergence rate of GS-ADMM in terms of optimality errors based on the following theorem. Theorem 2.2 Let the sequences {w k } and { w k } be generated by GS-ADMM. Then, for any integer t > 0 there exists a constant ξ > 0 such that
Proof Combining the aforementioned Theorem 2.1 and Lemma 2.3, there exists a constant ξ > 0 such that
for any integer t > 0. Meanwhile, by setting a = M (w k − w k ) and b = M (w k+1 − w k+1 ) into the following well-known identity
where the above first inequality uses Lemma 2.4 and the final equality uses Lemma 2.3. Therefore, it holds by (18) that
Substituting it into (17), the proof is completed. ♦ Theorem 2.3 For any integer t > 0, there exists a constant θ > 0 such that
where d t is defined by (20) satisfying (22), and θ depends on the problem data and the parameters of GS-ADMM.
componentwisely defined as
Then, according to the proof of [1, Lemma 2] , that is, the first-order optimality conditions of the subproblems of GS-ADMM, we have
which implies
Here the notation N X (x) denotes the normal cone of X at x. By (21) and Theorem 2.2, it can be deduced that
where and in the following proof, θ depends only on the problem data and the parameters of GS-ADMM.
We next prove the inequality in the right-hand side of (19). Since the equality (6) can be rewritten as
we have
Clearly, a nonergodic convergence rate in general is stronger than the ergodic convergence rate for GS-ADMM. Let c 0 = inf 
Linear convergence rate
Throughout this subsection, all subdifferentials of the functions f i , g j in (1) are assumed to be piecewise liner multi-functions. Under this hypothesis we will prove a global linear convergence rate of GS-ADMM by the aid of an error function
If H = I, we simply denote dist
Since each X i in the problem (1) is a polyhedron, so X i is convex and any projection operator
c−x i is piecewise linear from [3, Proposition 4.1.4]. Here P X i is nonexpansive, that is, the following inequality holds:
Let ∂f (x) be the sub-differential of a convex function f (x) : R n → R, defined as
Then, for any saddle-point
. . 
Under the assumption that ∂f i and ∂g j are piecewise linear multi-functions, e M (w, γ) is also piecewise linear. Besides, w * ∈ M * if and only if 0 ∈ e M (w, 1). The following lemma, coming from Robinsons's continuity property [10] for polyhedral multi-functions, shows that dist(0, e M (w, 1)) could provide a global error bound on the distance of w to the solution set M * .
Lemma 2.5 Under the assumption that ∂f i and ∂g j are piecewise linear multi-functions, there exists a constant ζ > 0 such that
For convenience of analysis, let
Note that all the above (p + q + 1) notations are positive since the matrices A i , B j have full column rank. Hence, δ is a positive number.
Theorem 2.4 Let δ be defined in (24) with µ i , ν j being defined in (23). Then, the sequences {w k } and { w k } generated by GS-ADMM satisfy
Proof Firstly, by the equation (20) mentioned in [1] , that is,
Therefore, we have from the definition of dist(0, ·) and the nonexpansive property of the projection operator that
where the second equality uses the fact
Similarly, there exists ν j ∈ ∂g j (y j ), j = 1, · · · , q, such that
Hence, we have 
Secondly, we can get by the update of λ k+1 and λ 
where G and H are respectively defined in Lemma 2.3 and (13). So, we will have from the above inequality that
In this note, we further study iteration-complexity of GS-ADMM for solving the prototype multiblock separable convex optimization model. We establish its sublinear nonergodic convergence rate and also a R-linear convergence rate under assumptions that the sub-differential of each component function in the objective function is piecewise linear and all the constraint sets are polyhedra. By the fourth part discussed in [1] and the analysis in this work, the GS-ADMM with either σ 1 = 0 or σ 2 = 0 has a similar convergence rate as described in Theorem 2.3, Theorem 2.5 and Corollary 2.1.
Viewed from the proof of Theorem 2.5, the linear convergence analysis depends mainly on Theorem 2.4 and the positivity of the matrix G. Hence, if the sequence generated by an algorithm has the property similar to the results of Theorem 2.1, then one can prove that such algorithm converges linearly provided that the weighted matrix G is positive definite.
