We propose a new method for quickly calculating the probability density function for first passage times in simple Wiener diffusion models, extending an earlier method used by Van Zandt, Colonius and Proctor (2000). The method relies on the observation that there are two distinct infinite series expansions of this probability density, one of which converges quickly for small time values, while the other converges quickly at large time values. By deriving error bounds associated with finite truncation of either expansion, we are able to determine analytically which of the two versions should be applied in any particular context. The bounds indicate that, even for extremely stringent error tolerances, no more than 8 terms are required to calculate the probability density. By making the calculation of this distribution tractable, the goal is to allow more complex extensions of Wiener diffusion models to be developed.
. In the left panel, the axes used correspond to "evidence for A" and "evidence for B", so time (or more precisely, sample size) runs diagonally from the bottom left to the top right. In the right panel, the axes are rotated 45 degrees, and thus correspond to "time" and "state of evidence". time to collect more information about the problem at hand (whatever it may be) should Fig. 2 . A deliberately-extreme example of the kinds of pathologies that can occur when WFPT probability densities are calculated inappropriately. In this case, we produce the figure using the method described by Ratcliff & Tuerlinckx (2002) to approximate the cdf, and approximating the pdf via finite differencing. To produce errors of this magnitude, we terminate the sums far too early, using a 10 −3 termination rule rather than the standard 10 −29 rule. Large errors are observed at small t, even though the calculations in this case involve the evaluation of up to 60 terms. sit naturally within the Bayesian hierarchical characterization of the "full" diffusion model 68 (Lee, Fuss & Navarro, 2007; Vandekerckhove, Tuerlinckx & Lee, 2008) . A major advantage 69 of the Bayesian approach is that it allows any class of extensions to the diffusion model to Nevertheless, since the "standard" calculation of the WFPT distribution can sometimes 75 require the evaluation of hundreds of terms in order to avoid pathologies at small RT 76 values (see Figure 2 for an exaggerated example), the kind of large-scale computational 77 methods that have become available for modelling higher-order cognition (e.g., Kemp & 78 Tenenbaum 2008 , Griffiths, Steyvers & Tenenbaum, 2007 are currently infeasible. What is 79 required is a simple, pathology-free method for quickly computing the WFPT distribution 80 with near-zero error. We provide such a method in this paper. As the previous discussion makes clear, the most important aspect to the diffusion model 83 is the WFPT distribution, parameterized by drift v, boundary separation a and start 84 point z. It is convenient, however, to rewrite the start point (which varies from 0 to a) 85 as a relative start point w = z/a (which varies from 0 to 1). Given this, the probability density function for the WFPT distribution, which describes the chance that the diffusion 87 process is absorbed at time t at the lower boundary will be denoted by f (t|v, a, w).
88
An analytic expression for this probability density was provided by Feller (1968, ch. 14, 89 eq. 6.15). When written using the notation introduced above, the formula given for this
(1)
92
The probability density at the upper boundary is straightforward to obtain, by setting 93 v ′ = −v and w ′ = 1−w. Algebraically, one nice aspect to the expression is that it factorizes 94 very simply, allowing the three-parameter density function to be written as follows:
96
This expression makes clear that we can, without loss of generality, consider the case 97 where a = 1 and v = 0, and hence reduce the problem of calculating the general first 98 passage density f (t|v, a, w) to the problem of calculating a standard case, f (t|0, 1, w).
99
Accordingly, we now turn our attention to the calculations involved in this case.
100
When calculating WFPT densities, a typical approach is to make use of this "large time" k exp − k 2 π 2 t 2 sin(kπw).
However, Feller also provides a different "small time" representation that is less frequently 2 Strictly, we should refer to this expression as describing a probability density component at time t at the lower boundary. When integrated over t, the expression yields the choice probability corresponding to the lower boundary. The lower boundary mass plus the upper boundary mass sum to 1 with probability 1. However, for the sake of simplicity we use the term "probability density function" in an unqualified fashion and assume that the more technical sense is clear from context.
walk model than the one that produces the large-time expansion. For our purposes, what matters is that this alternative version produces the series:
(4)
111
(The reason for referring to two different representations of the WFPT densities as "large 112 time" and "small time" expansions will be made explicit shortly). Obviously, since both 113 expressions involve the evaluation of infinite sums, any implementation of the diffusion 114 model must rely on a truncated version of one of these two series. In the case of the usual 115 large-time version, the natural way to truncate the sum is to stop calculating terms once 116 k exceeds some threshold value. Thus, in order to restrict the calculation to κ terms we
The small-time version is slightly more complicated since the series extends to infinity in 120 both directions. In this case, a simple way to restrict the sum to κ terms is to use
122
where ⌊·⌋ and ⌈·⌉ are the floor and ceiling functions respectively.
123
When calculating diffusion model predictions, the difficult part is to choose a value of 124 κ to govern the truncation. For instance, a commonly-used approach (e.g., Ratcliff & 125 Tuerlinckx 2002) is to continue to compute the series until the value of the cumulative 126 distribution function changes by less than 10 −29 times the current value of the sum for 127 two successive terms. While this seems to be an intuitively reasonable heuristic, a better 128 approach would be to specify some acceptable degree of approximation error, and then In Appendix A we show that the absolute error E ℓ κ (t) that results from approximating 138 the function f (t|0, 1, w) by the truncated version of the large time expansion f ℓ κ (t|0, 1, w) 139 satisfies the inequality
Similarly, in Appendix B we show that the error E s κ (t) that results 142 from using the truncated small-time series f s κ (t|0, 1, w) is bounded above as follows: Rearrangement of these bounds implies that, in order to guarantee a truncation error below ǫ the number of terms needed is
for the large-time approximation, whereas for the small-time approximation the corre-152 sponding number of terms is given by
In both cases it is assumed that the expressions are real valued: when the small-t version 155 is used, the error tolerance should be set such that ǫ ≤ 1/(2 √ 2πt). However, in such cases 156 it is straightforward to lower the value of ǫ to 1/(2 √ 2πt), which yields the requirement
is less than zero. To illustrate why this changeover occurs, Figure 4 We now turn to some simple tests of the effectiveness of the proposed method for com-183 puting the WFPT distribution. As a first test, Figure 5 plots the Wiener first passage 184 time predictions for a process with v = 1, a = 2 and z = .5. On the left, predictions are 185 made using the slower "classical" method discussed in Ratcliff & Tuerlinckx's (2002) pa-186 per: namely, to terminate when two successive terms in the cdf calculation remain below 187 10 −29 times the current value of the sum. In the middle, predictions are made using the 188 "fast truncations" presented in this paper (i.e., using Equation 13), with a stringent error 189 tolerance ǫ = 10 −29 so as to roughly mimic the standard applied in the classical version.
190
The panel on the right shows the difference between the two versions, which is very small.
191
Although the two methods make very similar predictions, they differ dramatically in the 192 amount of computation required to do so, as shown in Figure 6 , which shows the number 5. The left panel shows model predictions calculated using the "slow" classical method, while the middle panel shows the predictions calculated using the fast truncation method suggested here. As is illustrated in the panel on the right, the differences between the two predictions (fast minus slow) are minimal. Figure 5 , in which ǫ = 10 −29 . Also note that the full extent of the speed up for very small t is masked since the dotted line accelerates very rapidly beyond the bounds of the plot. For instance, at t = .001, the slow version required 227 terms, compared to a mere 8 terms required at worst for the fast version.
of terms in order to avoid the pathologies observed in Figure 2 : at t = .001, the number 197 required was 227 terms. In comparison, the fast truncation method never required more 198 than 8 terms to be evaluated. This illustration highlights a few key points. Firstly, since explicit bounds are used to 200 control the truncation, the accuracy of the approach is guaranteed (as per Figure 5 ): the 201 main issue at hand is how fast this accuracy can be obtained (as in Figure 6 ). Secondly, as 202 Figure 6 makes clear, the classical method can be made to perform as poorly as desired, 203 simply by taking t as close to zero as we like. Thirdly, since the fast method (by definition) 204 uses whichever of the small t and large t versions is superior, it is never worse than the 205 existing method. Taken together, these observations make clear that there is little to 206 be learned by making extensive comparisons between the two approaches. Rather, the 207 interesting question relates mainly to the number of terms required for different values of 208 t and ǫ. For the standard case, f (t|0, 1, w) , the number of terms required is illustrated in 209 Figure 7 : since the top of the figure corresponds to the case where ǫ = 10 −30 it is clear 210 that one would have to set an extraordinarily low tolerance for error before requiring more 211 than 10 terms for any value of t. Indeed, given the imprecision associated with real data, 212 one would rarely expect to be calculating more than 5 terms when using this method.
213
The general case is a straightforward extension: all that is needed is to take account of 214 the additional multiplicative term in Equation 2, namely (1/a 2 ) exp (−vaw − v 2 t/2). Using the convexity of the absolute value function, we can state that
This is equivalent to making the "worst case" assumption that all of the omitted terms are 313 working in concert and do not cancel out at all. Moreover, noting that −1 ≤ sin(kπw) ≤ 1 314 and thus | sin(kπw)| ≤ 1 we can place a very simple bound on the error, since
Now consider the function h(k, t) = k exp(− k 2 π 2 t 2 ) that describes the summands involved 318 in this new upper bound. From inspection it is clear that for small k the linear term will 319 dominate and the function will be increasing. For larger k, however, the exponential term 320 dominates and the function is decreasing. The stationary point at which this occurs is 321 found by setting d dk h(k, t) = 0, which occurs when k = 1/(π √ t) and trivially as k → ∞.
322
When k is below this critical value, the amplitude of the sinusoidal terms is increasing, 323 and it would probably be unwise to truncate the sum at any such value. So the interesting 324 cases occur when κ ≥ 1/(π √ t), and in these cases we may treat h(k, t) as a monotonic 325 decreasing function of k. Given this, note that the sum in question is in effect a rectangle 326 approximation to the corresponding integral, and so elementary integration theory gives 327 us the following inequalities:
The left inequality allows us to use the integral as an upper bound on the sum. Applying 330 this inequality and solving the integral gives us the error bound referred to in the main 331 text:
As noted previously, this bound holds for all interesting cases (i.e., when κ > 1/(π √ t)). In 333 short, the bound derived above holds for large t, and in those cases the truncation error 334 is provably small.
B Small-time error bound
We now turn to the derivation of the upper bound on the error associated with truncating 337 the small-time expansion of the first-passage time density. Since the expansion now in-338 volves a sum from −∞ to +∞, the derivation is a little more complex, and so we need to 339 be somewhat more careful. In this instance, the function we are interested in truncating 340 is the one from Equation 4 341
It is convenient to partition the sum into two parts such that f (t|0, 1,
Having done so, we can rewrite S − as follows:
This allows us to rewrite the first passage time density as
Using this expression, we define our truncated series by allowing the indexing variable k 348 to stop at some finite value in both of the two sums. So, if we set κ = 1, this yields
which is similar to the small-time approximation used by Lee, Fuss & Navarro (2007) .
and if κ is an odd integer larger than 1 then 
Similarly, when κ is odd, then the error is given by
In the even case (B.9) the first series is larger than the second series if t < κ 2 . This can be 359 seen to be true by noting that if t < κ 2 then the leading term of the first series is larger 360 than the leading term of the second series and similarly for each successive pair of terms: 361 hence, the first series is larger than the second. Evaluation of the integrals gives
Hence, to construct the bound for even-valued κ, we apply the upper bound to the first 383 sum and the lower bound to the second sum, which gives us the expression:
In contrast, if κ is odd-valued, then we apply the lower bound to the first sum, and 386 subtract this off the upper bound for the second sum (since in this case the second sum is always the larger one To simplify matters, we note that since the exponential function is positive valued, we 390 can set 0 as an upper bound on the − exp(x) terms in both equations. Similarly, since 391 0 ≤ w ≤ 1 we can set it to the worst possible value (w = 0 for even κ and w = 1 for odd 392 κ). By doing so we observe that, irrespective of whether κ is odd or even, 
