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Abstract
We investigate mild solutions for stochastic evolution equations driven by a fractional
Brownian motion (fBm) with Hurst parameter H ∈ (1/3, 1/2] in infinite-dimensional Banach
spaces. Using elements from rough paths theory we introduce an appropriate integral with
respect to the fBm. This allows us to solve pathwise our stochastic evolution equation in a
suitable function space.
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MSC: 60H15, 60H05, 60G22.
1 Introduction
In this work we develop a concise theory of rough evolution equations given by{
dyt = (Ayt + F (yt))dt +G(yt)dωt, t ∈ [0, T ]
y(0) = ξ.
(1.1)
Here T > 0, A generates an analytic C0-semigroup (S(t))t∈[0,T ] on a separable Banach space W ,
the initial condition ξ ∈ W , F : W → W is a nonlinear term satisfying appropriate Lipschitz
conditions and G : W → L(V,W ) is assumed to be three times continuously differentiable with
bounded derivatives. The precise assumptions will be stated in Section 2. Finally, the random
input ω is Gaussian process which has the regularity of a fractional Brownian motion with Hurst
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index H ∈ (1/3, 1/2]. In order to solve (1.1) we need to give a meaning of the rough integral
t∫
0
S(t− r)G(yr)dωr. (1.2)
Results in this context are available in [10] via fractional calculus and in Gubinelli et al [11],
[4] [12], [13] using rough paths techniques. In this work, we combine Gubinelli’s approach with
the arguments employed by [10] to solve (1.1). This theory should hopefully be more simple
in order to investigate the long-time behavior of such equations using a random dynamical
systems approach such in [1], [8] or [2]. In this work we establish only the existence of a
local mild solution. We investigate in a forthcoming paper global solutions and random
dynamical systems for (1.1) as in [8]. This work should be seen as a first step in order to
close the gap between rough paths and random dynamical systems in infinite-dimensional spaces.
Since the fractional Brownian motion is not a semi-martingale, the construction of an ap-
propriate integral represents a challenging problem. This has been intensively investigated
and numerous results and various techniques are available, see [26], [8], [25], [16], [19] and
the references specified therein. There is a huge literature where certain tools from fractional
calculus (i.e. fractional/compensated fractional derivative/integral) are employed to give a
pathwise meaning of the stochastic integral with respect to the fractional Brownian motion with
Hurst parameter H ∈ (1/2, 1) or H ∈ (1/3, 1/2]. A different method which has been recently
introduced and explored is given by the rough path approach of Gubinelli et. al. [11], [13], [12].
This goes through if H ≤ 1/2. Moreover it is suitable to define (1.2) not only with respect to
the fractional Brownian motion but also to Gaussian processes for which the covariance function
satisfies certain structure, see [6] or [5, Chapter 10]. An overview on the connection between
rough paths and fractional calculus can be looked up in [16]. Of course, in some situations,
various other techniques for H ≤ 1/3 are available.
After using an appropriate integration theory with respect to the fractional Brownian motion,
the next step is to analyze SDEs/SPDEs driven by this kind of noise. There is a growing interest
in establishing suitable properties of the solution under several assumptions on the coefficients,
consult [19], [20], [14], [7], [8], [26] and the references specified therein.
To our aims we combine techniques from the rough path theory used in [12], [13], [4] with
the approach used in [10]. Therefore, we can treat stochastic evolution equations under more
general assumptions on the coefficients. Note that in our case F and G are nonlinear operators
defined on suitable function spaces. We do not impose additional regularity assumptions on the
covariance operator of the fractional Brownian motion as in [19]. Another advantage of this
theory is that we do not have to require that G is a Hilbert-Schmidt operator like in [10]. This
is demanded there to define (1.2) as a series of one-dimensional integrals. Comparing with [13]
the main difference of our approach is that we work in a different function space which enables
us to consider arbitrary initial conditions for (1.1). This is crucial when working with random
dynamical systems, compare [10] and will be explored in a future work. Due to this reason we
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have to provide a meaningful construction of (1.2) in this new function space.
This work is structured as follows. In Section 2 we collect well-known properties and estimates of
analytic semigroups which are necessary in this framework. Section 3 provides the very general
intuition of the required techniques. It describes the story in a nutshell and gives an insight in
the rough path theory pointing out the main obstacles which occur in the infinite-dimensional
setting. We state basic concepts and indicate how an appropriate pathwise integral should
be constructed and how a solution of a rough evolution equation should look like. The next
sections rigorously justifies the steps presented in Section 3 as follows. Section 4 is the core
of this work. Here we introduce a modified version of the Sewing Lemma, compare [13], [12].
This is a very general fundamental result which entails the existence of a rough integral in a
suitable analytic and algebraic framework. This is, of course, the first main ingredient that we
need in order to solve (1.1). As already emphasized, in contrast to [13], we work with modified
Hölder spaces as introduced in Section 2. This version of the Sewing Lemma precisely fits in this
setting. Section 5 is devoted to the construction of the supporting processes which are necessary
to give an appropriate meaning of the rough integral. Inspired by [10], in order to define the
supporting processes we first consider smooth approximations of the noise and thereafter pass to
the limit. The existence of the corresponding processes is derived via classical tools, such as an
integration by parts formula or using the Sewing Lemma introduced in Section 4. For a better
comprehension, we point out an example in which one can construct a pathwise integral using the
integration by parts formula as well as the Sewing Lemma. Section 6 deals with the fixed-point
argument and contains the main result of this work. Since certain a-priori estimates presented
in Section 6 contain quadratic terms one cannot immediately conclude the existence of a global
solution. This problem will be solved in a forthcoming paper under suitable assumptions on the
coefficients using regularizing properties of analytic semigroups. We present an application of
our theory in Section 7. Finally, we collect some important results and computations in two
appendices.
2 Preliminaries
We fix T > 0, set ∆ := ∆T := {(t, s) : T ≥ t > s ≥ 0} and let V stand for a Hilbert space
and let W denote a separable Banach space. For notational simplicity, if not further stated,
we write |·| for the norm of an arbitrary Banach space. Furthermore C denotes a universal
constant which varies from line to line. The explicit dependence of C on certain parameters will
be precisely stated, whenever required.
We firstly describe the noisy input. To this aim we recall the following essential concept in the
rough path theory.
Definition 2.1 (α-Hölder rough path) We call a pair (B,B) α-Hölder rough path if B is V -
valued and α-Hölder continuous, B is V ⊗ V -valued and 2α-Hölder continuous. Furthermore, B
and B are connected via Chen’s relation, meaning that
Bts − Bus − Btu = (Bu −Bs)⊗ (Bt −Bu), for 0 ≤ s ≤ u ≤ t ≤ T.
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In the literature B is referred to as Lévy-area or second order process.
We further describe an appropriate distance between two α-Hölder rough paths.
Definition 2.2 Let (B,B) and (B˜, B˜) be two α-Hölder rough paths. We introduce the α-Hölder
rough path (inhomogeneous) metric
dα,[0,T ]((B,B), (B˜, B˜)) := sup
(t,s)∈∆
|Bt −Bs − B˜t + B˜s|
|t− s|α
+ sup
(t,s)∈∆
|Bts − B˜ts|
|t− s|2α
. (2.1)
We set dα,T := dα,[0,T ].
For more details on this topic consult [5, Chapter 2].
We now emphasize the connection between the fractional Brownian motion and an α-Hölder
rough path. To this aim, let ω(·) stand for a V -valued trace-class fractional Brownian motion
with Hurst index H ∈ (1/3, 1/2]. This means that
ω(t) =
∞∑
n=1
√
λnb
H
n (t)en, (2.2)
where (bHn (·))n∈N is a sequence of one-dimensional independent standard fractional Brownian
motions with the same Hurst parameter H and
∞∑
n=1
λn <∞.
Remark 2.3 We stress that the trace-class condition is the only requirement we impose on the
covariance of the fractional Brownian motion in contrast to [19].
We point out the following result which will intensively be used in Section 5.
Lemma 2.4 Let ω be a V -valued trace class fractional Brownian, as introduced above. Then
there exists a Lévy-area ω(2) such that the α-Hölder rough path (ω, ω(2)) can be approximated
by (ωn, ω(2),n) with respect to the dα,T -metric. Here (ω
n)n∈N is a sequence of piecewise linear
functions and
ω
(2),n
ts :=
t∫
s
(ωnr − ω
n
s )⊗ dω
n
r .
Proof. The proof follows by the same arguments as in Lemma 2 in [9]. 
Having stated the random influences that we consider, we now introduce the assumptions on
the linear part and on the coefficients F and G.
Since we are in the parabolic setting, i.e. A is a sectorial operator, we can introduce its fractional
powers, (−A)γ for γ ≥ 0, see [22, Section 2.6] or [18]. We denote the domains of the fractional
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powers of (−A) with Dγ , i.e. Dγ := D((−A)
γ) and use the following estimates.
For η, κ ∈ R we have
||S(t)||L(Dκ,Dη) = ||(−A)
ηS(t)||L(Dκ,W ) ≤ Ct
k−η, for η ≥ κ (2.3)
||S(t)− Id||L(Dσ ,Dθ) ≤ Ct
σ−θ, for σ − θ ∈ [0, 1]. (2.4)
Furthermore, one can show that the following assertions hold true, consult [22, Chapter 3].
Lemma 2.5 For any ν, η, µ ∈ [0, 1], κ, γ, ρ ≥ 0 such that κ ≤ γ + µ, there exists a constant
C > 0 such that for 0 < q < r < s < t we have that
||S(t− r)− S(t− q)||L(Dκ,Dγ) ≤ C(r − q)
µ(t− r)−µ−γ+κ,
||S(t− r)− S(s − r)− S(t− q) + S(s− q)||L(Dρ,Dρ) ≤ C(t− s)
η(r − q)ν(s− r)−(ν+η).
For our aims we introduce the following function spaces. Let α, β ∈ (0, 1]. Let W stand for
a further Hilbert space. We recall that Cβ([0, T ],W ) represents the space of W -valued Hölder
continuous functions on [0, T ] and denote by Cα(∆T ,W ) the space ofW -valued functions on ∆T
with ztt = 0 for all t ∈ [0, T ] and
‖z‖α := sup
0≤t≤T
|zt0|+ sup
0≤s<t≤T
|zts|
(t− s)α
<∞.
Furthermore, we define Cβ,β([0, T ],W ) as the space of W -valued continuous functions on [0, T ]
endowed with the norm
‖y‖β,β := ‖y‖∞ + |||y|||β,β := sup
0≤t≤T
|yt|+ sup
0<s<t≤T
sβ
|yt − ys|
(t− s)β
.
Similarly we introduce Cα+β,β(∆T ,W ) with the norm
‖z‖α+β,β := sup
0≤t≤T
|zt0|+ sup
0<s<t≤T
sβ
|zts|
(t− s)α+β
.
Again ztt = 0 for all t ∈ [0, T ].
These modified Hölder spaces are well-known in the theory of maximal regularity for parabolic
evolution equations, consult [18]. These were also used in [10].
In this framework we emphasize the following result which will be employed throughout this
work. It is well-known that analytic C0-semigroups are not Hölder continuous in 0. However,
the following lemma holds true.
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Lemma 2.6 Let (S(t))t≥0 be an analytic C0-semigroup on W . Then we have for all x ∈W and
all β ∈ [0, 1] that
‖S(·)x‖β,β ≤ C |x| ,
where C exclusively depends on the semigroup and on β.
Proof.
‖S(·)x‖β,β = sup
0≤t≤T
|S(t)x|+ sup
0<s<t≤T
sβ
|(S(t)− S(s))x|
(t− s)β
≤ sup
0≤t≤T
|S(t)x|+ sup
0<s<t≤T
sβ
|(S(t− s)− Id)S(s)x|
(t− s)β
≤ C|x|,
recall (2.3) and (2.4). 
This justifies our choice of working with the function space Cβ,β. Note that if one lets x ∈ Dβ
it suffices to consider only Cβ. However, since we intend to analyze random dynamical systems
generated by (1.1) inW , compare [10], we need to take the initial condition x ∈W instead of Dβ .
On the coefficients we impose:
(F ) F : W →W is Lipschitz continuous.
(G) G : W → L(V,W ) is three times Frechét differentiable with bounded derivatives. As jus-
tified in the next sections, we additionally have to impose the following restriction on G.
Namely, G : W → L(V,Dβ) is Lipschitz continuous. Here we demand α+ 2β > 1.
A concrete example will be provided in Section 7.
Remark 2.7 Note that the drift (i.e. F ) does not represent a major obstacle. For simplicity
we set F ≡ 0, since there are no additional arguments required to treat this term.
In order to develop a suitable theory which enables us to define (1.2) we rely on the algebraic
framework of Gubinelli et. al., consult [13], [4]. Therefore we fix here some important notations.
For y ∈ C([0, T ],W ) and z ∈ C(∆T ,W ) we set
(δy)ts := yt − ys,
(δˆy)ts := yt − S(t− s)ys,
(δ2z)tτs := zts − ztτ − zτs,
(δˆ2z)tτs := zts − ztτ − S(t− τ)zτs.
Let us state some important algebraic properties. For more details and a more general framework,
see [13].
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Lemma 2.8 The following statements hold true:
(i) δˆ2 ◦ δˆ ≡ 0.
(ii) Given N ∈ C (∆T ,W ) with δˆ2N ≡ 0. Then there exists y ∈ C ([0, T ],W ) with (δˆy)ts = Nts.
(iii) Consider y1, y2 ∈ C ([0, T ],W ) with y10 = y
2
0 and (δˆy
1)ts = (δˆy
2)ts. Then y
1 ≡ y2.
Proof.
(i) Take an arbitrary y ∈ C ([0, T ],W ).
(δˆ2δˆy)tτs =(δˆy)ts − (δˆy)tτ − S(t− τ)(δˆy)τs
= yt − S(t− s)ys − yt + S(t− τ)yτ − S(t− τ)yτ + S(t− s)ys = 0.
(ii) Let δˆ2N ≡ 0. Set yt := Nt0. Then, we have
(δˆy)ts = Nt0 − S(t− s)Ns0 = Nts.
(iii) Consider
y1t = (δˆy
1)t0 + S(t)y
1
0 = (δˆy
2)t0 + S(t)y
2
0 = y
2
t .

The second assertion of the previous Lemma is extremely important for the deliberations made
in Section 4, especially for Theorem 4.1, which ensures the existence of rough integrals.
3 Heuristic considerations
For a better comprehension and in order to point out the difficulties that arise in the infinite-
dimensional setting, we shortly sketch the well-known results from the finite dimensional one.
There, the solution theory of (1.1) is well-established and one needs very few ingredients to
define (1.2) by rough paths techniques. This immediately entails a suitable solution concept for
(1.1). Regard that we use the notations introduced in Section 2.
Since the trajectories of the noise are irregular, i.e. Hölder continuous with exponent α < 1/2,
the Young integral ([25]) defined as
t∫
s
yrdωr = lim
|P|→0
∑
[u,v]∈P
yu(δω)vu, (3.1)
can no longer be used. Here 0 ≤ s < t are two time-points and P = P(s, t) is an arbitrary
partition and (δω)ts := ωt − ωs. Therefore, Gubinelli [11] introduced the concept of controlled
rough integral, which extends the Young case. Regarding (3.1), it turns out that we have to
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consider additional terms satisfying certain algebraic and analytic properties. This reads as
follows
t∫
s
yrdωr = lim
|P|→0
∑
[u,v]∈P
yu(δω)vu + y
′
u ω
(2)
vu . (3.2)
Here the pair (y, y′) stands for a controlled rough path. This can be interpreted as an ab-
stract Taylor series, namely one assumes that there exists y′ ∈ Cα (which is called Gubinelli’s
derivative), such that
yt = ys + y
′
s(δω)ts +R
y
ts, (3.3)
where the remainder Ry is 2α-Hölder regular. Here ω ∈ Cα and ω(2) ∈ C2α are connected via
Chen’s relation (recall Definition 2.1), meaning that for 0 ≤ s ≤ u ≤ t
(δ2 ω
(2))tus = (δω)us ⊗ (δω)tu. (3.4)
Consequently, ω(2) can be thought of as the iterated integral
ω
(2)
ts =
t∫
s
(δω)rs ⊗ dωr. (3.5)
We emphasize that in order to construct (3.2) and thereafter the solution of (1.1) one needs
an appropriate algebraic and analytic setting which will be carefully analyzed in this work
for stochastic evolution equation. The rigorous existence proof of (3.2) is based on a Sewing
Lemma, see Lemma 4.2 in [5]. For more details on this topic consult [11] and [5, Chapter 4].
This opens the door for the theory of rough SDEs using a completely pathwise approach. The
only part where the stochastic analysis plays a role is hidden in (3.5). Keeping this in mind one
can solve (1.1) by a fixed-point argument in the space of controlled rough paths. Regarding this,
one can easily show that the solution of (1.1) (recall F ≡ 0) is given by the pair
(y, y′) =
S(·)ξ + ·∫
0
S(· − r)G(yr)dωr, G(y·)
 . (3.6)
The essential tool in defining (3.2) and proving that (3.6) is the right object to solve (1.1) in
the finite-dimensional case is the regularity of (S(t))t≥0. Note that a (semi)group generated
by linear bounded operators is Lipschitz continuous, therefore the necessary Hölder regularity
of the terms appearing in (3.3) and (3.2) cannot be influenced. More precisely, one can easily
show that for a controlled rough path (y, y′) as specified in (3.3), the convolution with (S(t))t≥0,
i.e. (S(t − ·)y, S(t − ·)y′) is again a controlled rough path. Due to this fact one can define
t∫
s
S(t− r)yrdωr by (3.2) and show that the mapping
(y, y′) 7→
 ·∫
0
S(· − r)yrdωr, y·

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is linear and continuous on the space of controlled rough paths. Moreover, the composition of a
controlled rough path with a regular function, is a well-defined operation according to Lemma
7.3. in [5]. Consequently,
t∫
s
S(t− r)G(yr)dωr fits perfectly in the framework of (3.2). Regarding
the notations introduced above one immediately observes that
t∫
s
S(t− r)G(yr)dωr
corresponds to
(δˆy)ts = (δy)ts − (S(t− s)− Id)ys.
Finally, by an appropriate fixed-point argument one establishes that (3.6) solves (1.1). This
would be the story in a nutshell of the finite-dimensional setting. For further information and
applications see [11], [5], [6].
However, in the infinite-dimensional case, since the analytic C0-semigroup (S(t))t≥0 is not
Lipschitz continuous (not even Hölder continuous in 0, recall Lemma 2.6) it is no longer
straightforward what are the appropriate objects required in order to obtain something similar
to (3.6). It turns out that one has to construct additional supporting processes, consult also [4]
in order to find the right way to define (1.2) together with the corresponding pair (y, y′) that
solves (1.1). This is the main topic of our work and for the beginning we illustrate heuristically
the main ideas, which will be justified by the computations in the next sections. Furthermore,
we stress that the noisy input ω is infinite-dimensional in contrast to [4]. Therefore one needs
to make sure that the Lévy-area ω(2) exists in this case, consult [9] and the references specified
therein.
We make preliminary deliberations which will lead us to the right definition of (1.2). To this
aim, similar to [10], we firstly assume that ω is smooth and consider the following approximation
of the integral:
t∫
s
S(t− r)G(yr)dωr =
∑
[u,v]∈P
S(t− v)
v∫
u
S(v − r)G(yr)dωr
≈
∑
[u,v]∈P
S(t− v)
v∫
u
S(v − r) [G(yu) +DG(yu)(δy)ru] dωr
=:
∑
[u,v]∈P
S(t− v)
[
ωSvu(G(yu)) +
v∫
u
S(v − r)DG(yu)(δy)rudωr
]
.
In the first step we just plugged in the definition of the integral using Riemann-Stieltjes sums
and in the second step we employed a Taylor expansion for G. Furthermore, we introduced the
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notation
ωSvu(G(yu)) :=
v∫
u
S(v − r)G(yu)dωr, (3.7)
respectively
zvu(DG(yu)) :=
v∫
u
S(v − r)DG(yu)(δy)rudωr. (3.8)
Since ω is smooth, all the expressions above are well-defined. We argue in Section 5 how to
define the first integral for a rough input ω and derive important properties of ωS , using an inte-
gration by parts formula and regularizing properties of analytic semigroups. Unfortunately, it is
not at all clear how to define z if ω is not smooth. Therefore we have to continue our deliberations.
The strategy is to construct the integral using an appropriate Sewing Lemma as derived in
Section 4. To this aim we need to introduce several processes satisfying appropriate analytic and
algebraic conditions. We describe the general intuition of this approach which will allow us to
define the integral I of
Ξ(y)vu := Ξ
(y)
vu (y, z) := ω
S
vu(G(yu)) + zvu(DG(yu)).
In order to employ the Sewing Lemma (Theorem 4.1) to obtain the existence together with
suitable estimates of IΞ(y) we firstly have to compute (as rigorously justified in Section 4)
(δˆ2Ξ
(y))vmu = Ξ
(y)
vu − Ξ
(y)
vm − S(v −m)Ξ
(y)
mu.
We can easily check
(δˆ2Ξ
(y))vmu = (δˆ2ω
S)vmu(G(yu)) + ω
S
vm(G(yu)−G(ym))
+ (δˆ2z)vmu(DG(yu)) + zvm(DG(yu)−DG(ym)).
The first term obviously results in
(δˆ2ω
S)vmu(G(yu)) = ω
S
vu(G(yu))− ω
S
vm(G(yu))− S(v −m)ω
S
mu(G(yu))
=
v∫
u
S(v − r)G(yu)dωr −
v∫
m
S(v − r)G(yu)dωr − S(v −m)
m∫
u
S(m− r)G(yu)dωr
= 0.
Consequently,
(δˆ2Ξ
(y))vmu = ω
S
vm(G(yu)−G(ym)) + (δˆ2z)vmu(DG(yu)) + zvm(DG(yu)−DG(ym)). (3.9)
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Hence, it remains to investigate δˆ2z(E), where E ∈ L(W ⊗ V,W ) denotes a placeholder. For
smooth paths ω we have a canonically given z and compute
(δˆ2z)vmu(E) = zvu(E) − zvm(E)− S(v −m)zmu(E)
=
v∫
u
S(v − r)E(δy)rudωr −
v∫
m
S(v − r)E(δy)rmdωr −
m∫
u
S(v − r)E(δy)rudωr
=
v∫
m
S(v − r)E(δy)mudωr = ω
S
vm(E(δy)mu).
As already mentioned, this term indeed exists even for a rough trajectory ω ∈ Cα for α ∈
(1/3, 1/2]. If we assume that the algebraic relation
(δˆ2z)vmu(E) = ω
S
vm(E(δy)mu) (3.10)
holds true for any E ∈ L(W ⊗ V,W ) we obtain
(δˆ2Ξ
(y))vmu = ω
S
vm(G(yu)−G(ym) +DG(yu)(δy)mu) + zvm(DG(yu)−DG(ym)).
Having this structure for (δˆ2Ξ
(y))vmu, under suitable regularity assumptions on y and z specified
in Section 4 we are able to define
yt := IΞ
(y)
t and y˜t := S(t)ξ + yt. (3.11)
Note that IΞ
(y)
t corresponds to (1.2) and
(δˆIΞ(y))ts =
t∫
s
S(t− r)G(yr)dωr.
Remark 3.1 1) Since we demanded the existence of a suitable z in order to construct the
rough integral, it is necessary to define z˜ fulfilling (δˆ2z˜)vmu(E) = ω
S
vm(E(δy˜)mu). Only if
this is valid we are able to iterate the solution mapping.
2) Note that if S(·) = Id, then the algebraic relation (3.10) reduces to
(δ2z)vmu(E) = E(δy)mu ⊗ (δω)vm,
compare (3.4).
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Again, for smooth ω, z˜ is canonically given by
z˜ts(E) =
t∫
s
S(t− r)E(δy˜)rsdωr =
∑
[u,v]∈P
S(t− v)
v∫
u
S(v − r)E(δy˜)rsdωr
=
∑
[u,v]∈P
S(t− v)
v∫
u
S(v − r)E(δˆy˜)rudωr
+
∑
[u,v]∈P
S(t− v)
v∫
u
S(v − r)ES(r − u)y˜udωr −
∑
[u,v]∈P
S(t− v)
v∫
u
S(v − r)Ey˜sdωr.
Since (δˆy˜)ru =
r∫
u
S(r − q)G(yq)dωq we have
z˜ts(E) =
∑
[u,v]∈P
S(t− v)
v∫
u
S(v − r)E
r∫
u
S(r − q)G(yq)dωqdωr
+
∑
[u,v]∈P
S(t− v)avu(E, y˜u)− ω
S
ts(Ey˜s)
≈
∑
[u,v]∈P
S(t− v)
v∫
u
S(v − r)E
r∫
u
S(r − q)G(yu)dωqdωr
+
∑
[u,v]∈P
S(t− v)avu(E, y˜u)− ω
S
ts(Ey˜s)
=:
∑
[u,v]∈P
S(t− v) [bvu(E,G(yu)) + avu(E, y˜u)]− ω
S
ts(Ey˜s).
Here we introduced the notation
bvu(E,G(yu)) :=
v∫
u
S(v − r)E
r∫
u
S(r − q)G(yu)dωqdωr,
respectively
avu(E, y˜u) :=
v∫
u
S(v − r)ES(r − u)y˜udωr.
Hence, we set
Ξ(z)(y, y˜)vu(E) := bvu(E,G(yu)) + avu(E, y˜u),
z˜ts(E) := (δˆIΞ
(z)(y, y˜))ts(E)− ω
S
ts(Ey˜s).
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This means that we have to define a, b and ωS in order to describe z˜. At the very first sight, it is
not straightforward under which assumptions b is well-defined, compare Remark 4.3 in [4]. This
problem will be addressed in Section 5. For the sake of completeness we provide here a possible
heuristic definition of b which will be shown in Section 5 to be the right one. For a smooth path
ω and a placeholder K which stands for G(y·) we have
t∫
s
S(t− r)E
r∫
s
S(r − q)Kdωqdωr =
∑
[u,v]∈P
S(t− v)
v∫
u
S(v − r)E
r∫
s
S(r − q)Kdωqdωr
=
∑
[u,v]∈P
S(t− v)
v∫
u
S(v − r)E
u∫
s
S(r − q)Kdωqdωr
+
∑
[u,v]∈P
S(t− v)
v∫
u
S(v − r)E
r∫
u
S(r − q)Kdωqdωr
≈
∑
[u,v]∈P
S(t− v)
v∫
u
S(v − r)E
u∫
s
S(u− q)Kdωqdωr
+
∑
[u,v]∈P
S(t− v)
v∫
u
S(v − r)E
r∫
u
Kdωqdωr
=:
∑
[u,v]∈P
S(t− v)
[
ωSvu(Eω
S
us(K)) + cvu(E,K)
]
, (3.12)
where
cts(E,K) :=
t∫
s
S(t− r)EK(δω)rsdωr.
The existence of a, b, c and of all other auxiliary processes required in order to give a meaning
to (1.2) will be justified in Section 5. Motivated by this heuristic computations we first define
similar to [10] these processes for smooth paths ωn approximating ω. Thereafter the passage to
the limit entails a suitable construction/interpretation of all these expressions.
Concluding this heuristic computations, we introduce the following definition of a solution
for (1.1) (compare (3.6)). This is the counterpart of the solution concepts investigated in [16]
and [8].
Recalling that ω is still assumed to be a smooth path we have.
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Definition 3.2 We call a pair (y, z) mild solution for (1.1) if
yt = S(t)ξ + IΞ
(y)(y, z)t
= S(t)ξ + lim
|P([0,t])|→0
∑
[u,v]∈P([0,t])
S(t− v)[ωSvu(G(yu)) + zvu(DG(yu))] (3.13)
zts(E) = (δˆIΞ
(z)(y, y))ts(E)− ω
S
ts(Eys)
= lim
|P([s,t])|→0
∑
[u,v]∈P([s,t])
S(t− v)[bvu(E,G(yu)) + avu(E, yu)]− ω
S
ts(Eys). (3.14)
Our aim is to rigorous justify this solution theory for a path ω having the regularity of a
fractional Brownian motion with Hurst index H ∈ (1/3, 1/2], i.e. ω ∈ Cα with 1/3 < α ≤ 1/2.
This will be carried out in Section 6 by means of a fixed-point argument in a suitable function
space specially designed to incorporate the analytic and algebraic properties of the solution pair
(y, z).
Finally, we introduce further notations which will turn out to be useful for the computations in
Section 6.
Remark 3.3 Going back to the definition of z˜, recalling (3.11), applying the bilinearity of a
and the linearity of ωS entails
z˜ts(E) ≈
∑
[u,v]∈P
S(t− v) [bvu(E,G(yu)) + avu(E, yu) + avu(E,S(u)ξ)]
− ωSts(Eys)− ω
S
ts(ES(s)ξ).
As justified in Section 5 (Corollary 5.7) we get
z˜ts(E) ≈
∑
[u,v]∈P
S(t− v) [bvu(E,G(yu)) + avu(E, yu)]− ω
S
ts(Eys)
+ ats(E,S(s)ξ) − ω
S
ts(ES(s)ξ).
Therefore, we can define
Ξ(z)(y, y)vu(E) := bvu(E,G(yu)) + avu(E, yu),
zts(E) := (δˆIΞ
(z)(y, y))ts(E)− ω
S
ts(Eys), which yields
z˜ts(E) = zts(E) + ats(E,S(s)ξ) − ω
S
ts(ES(s)ξ).
In Section 6 we will see that it more convenient to estimate z than z˜.
We conclude this section pointing out the following fact which is valid for smoother ω, i.e. ω ∈ Cα
with α ∈ (1/2, 1).
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Remark 3.4 Note that if the ω is α-Hölder continuous with α ∈ (1/2, 1), i.e. has the regularity
of a fractional Brownian motion with Hurst index H ∈ (1/2, 1), then (1.2) can be defined using
the Young integral, namely
t∫
s
S(t− r)G(yr)dωr = lim
|P|→0
∑
[u,v]∈P
S(t− v)
v∫
u
S(v − r)G(yr)dωr
≈ lim
|P|→0
∑
[u,v]∈P
S(t− v)ωSvu(G(yu)).
This simplifies significantly the arguments. Moreover, in this setting the Young integral coincides
with the rough integral, see [4].
4 Sewing Lemma
The following result is crucial for our work, since it gives us the existence of the rough integral
together with all the necessary properties required to solve (1.1). Since we work with the weighted
Hölder spaces introduced in Section 2 we have to extend the results obtained in [13, Section 3]
using similar techniques. The next statement is the analogue of Theorem 3.5 in [13] in our
framework.
Theorem 4.1 (Sewing Lemma) Let W be a separable Banach space and (S(t))t≥0 be an an-
alytic C0-semigroup on W with ‖S(t)‖L(W ) ≤ cS for all t ≤ T . Furthermore, let Ξ ∈ C(∆,W )
be an approximation term satisfying the following properties for all 0 ≤ u ≤ m ≤ v ≤ T :
|Ξvu| ≤ c1 (v − u)
α , (4.1)∣∣∣(δˆ2Ξ)
vmu
∣∣∣ ≤ c2u−β (v − u)ρ , for u 6= 0. (4.2)
Here we impose 0 ≤ α, β ≤ 1, ρ > 1 and α+ β ≤ ρ.
Then there exists a unique IΞ ∈ C([0, T ] ,W ), such that
IΞ0 = 0, (4.3)∣∣∣(δˆIΞ)
ts
∣∣∣ ≤ C (c1 + c2) (t− s)α (4.4)∣∣∣(δˆIΞ)ts − Ξts∣∣∣ ≤ Cc2s−β (t− s)ρ , for s 6= 0. (4.5)
Proof. Firstly, note that the uniqueness of IΞ immediately follows from Lemma A.2. Assuming
by contradiction that there are two candidates I1 and I2 for a given Ξ, we have
I10 − I
2
0 = 0,∣∣∣(δˆ(I1 − I2))ts∣∣∣ ≤ C (c1 + c2) (t− s)α ,∣∣∣(δˆ(I1 − I2))ts∣∣∣ ≤ Cc2s−β (t− s)ρ , for s 6= 0.
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Hence, Lemma A.2 implies that I1 ≡ I2.
The following deliberations are conducted in order to prove the existence of IΞ. To this aim,
given 0 ≤ s < t ≤ T , we let Pn = Pn(s, t) be the n-th dyadic partition of [s, t] for n ∈ N0 and
define
Nnts :=
∑
[u,v]∈Pn
S(t− v)Ξvu,
Mnts := Ξts −N
n
ts.
Note that N0ts = Ξts which implies that M
0
ts = 0.
Furthermore, setting m := u+v2 , we derive
Nnts −N
n+1
ts = M
n+1
ts −M
n
ts =
∑
[u,v]∈Pn
(S(t− v)Ξvu − S(t− v)Ξvm − S(t−m)Ξmu)
=
∑
[u,v]∈Pn
S(t− v)(δˆ2Ξ)vmu.
Hence, we obtain ∣∣Mnts −Mn+1ts ∣∣ ≤C ∑
[u,v]∈Pn
∣∣∣(δˆ2Ξ)vmu∣∣∣ . (4.6)
Since we also have to deal with the case s = 0, we apply (4.1) to the first term and use (4.2) to
estimate the other terms in (4.6). This further entails∣∣Mnts −Mn+1ts ∣∣ ≤Cc1 (t− s)α 2−nα + C ∑
[u,v]∈Pn
u 6=s
c2u
−β (t− s)ρ 2−nρ
≤Cc1 (t− s)
α 2−nα + Cc2 (t− s)
ρ−1 2−n(ρ−1)
∑
[u,v]∈Pn
u 6=s
u−β(t− s)2−n
≤Cc1 (t− s)
α 2−nα + Cc2 (t− s)
ρ−1 2−n(ρ−1)
t∫
s
q−βdq
≤Cc1 (t− s)
α 2−nα + Cc2 (t− s)
ρ−β 2−n(ρ−1).
Since this expression is summable, we conclude that Mnts →Mts as n→∞ for all 0 ≤ s ≤ t ≤ T .
The previous computations give us the estimate
|Mts| ≤C (c1 + c2) (t− s)
α . (4.7)
Note that this is valid due to the fact that α+ β ≤ ρ.
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Setting Nts := Ξts −Mts immediately entails N
n
ts → Nts as n→∞ for all 0 ≤ s ≤ t ≤ T and
|Nts| ≤C (c1 + c2) (t− s)
α . (4.8)
Furthermore this also yields that (δˆ2N) ≡ 0.
To prove this statement, note that it is equivalent to show that
(δˆ2N
n)tτs → 0, as n→ 0,
for all 0 ≤ s ≤ τ ≤ t ≤ T .
To this aim we consider a fixed interval [u, v] ∈ Pn(s, t) and a finite number of nodes u = r0 <
r1 < r2 < . . . < rk < rk+1 = v, for k ∈ N. Then,
S(t− v)Ξvu −
k∑
j=0
S(t− rj+1)Ξrj+1rj =
k−1∑
j=0
S(t− v)(δˆ2Ξ)vrj+1rj .
Hence, we estimate∣∣∣∣∣∣S(t− v)Ξvu −
k∑
j=0
S(t− rj+1)Ξrj+1rj
∣∣∣∣∣∣ ≤
{
Cc2ku
−β(v − u)ρ, u > s
Cc1k(v − u)
α, u = s.
(4.9)
For fixed 0 ≤ s ≤ τ ≤ t ≤ T we define πn(s, t) := Pn(s, t) ∪ Pn(s, τ) ∪ Pn(τ, t) and
πn(s, τ) := πn(s, t) ∩ [s, τ ], πn(τ, t) := πn(s, t) ∩ [τ, t].
We define Npints , N
pin
tτ and N
pin
τs analogously to N
n, i.e.
Npints :=
∑
[u,v]∈pin(s,t)
S(t− v)Ξvu.
Since πn(s, t) = πn(s, τ) ∪ πn(τ, t) one obtains that (δˆ2N
pin)tτs = 0. Consequently, we estimate∣∣∣(δˆ2Nn)tτs∣∣∣ ≤|Nnts −Npints |+ |Nntτ −Npintτ |+ |S(t− τ) (Nnτs −Npinτs )| .
Therefore it is left to show that all three summands tend to zero as n→∞. To this aim consider
an arbitrary interval [u, v] ∈ Pn(s, t) and let k :=
⌊
t−s
τ−s
⌋
∨
⌊
t−s
t−τ
⌋
. Then there are at most k + 1
many nodes of πn between u and v. Thus by (4.9) we have
|Nnts −N
pin
ts | ≤ C(k + 1)(c1 + c2)
( t− s2n
)α
+
∑
[u,v]∈Pn(s,t)
u 6=s
u−β
(
t− s
2n
)ρ→ 0, as n→∞.
The other summands tend to zero analogously.
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Since (δˆ2N) ≡ 0 we can apply Lemma 2.8. This ensures the unique existence of IΞ ∈ C([0, T ],W )
such that
IΞ0 = 0,
(δˆIΞ)ts = Nts = Ξts −Mts, for all 0 ≤ s < t ≤ T. (4.10)
Hence, (4.8) implies ∣∣∣(δˆIΞ)ts∣∣∣ ≤ C (c1 + c2) (t− s)α .
We now show (4.5). To this aim, if s > 0 we apply (4.2) to all summands in (4.6) and obtain∣∣Mnts −Mn+1ts ∣∣ ≤C ∑
[u,v]∈Pn
c2u
−β (t− s)ρ 2−nρ
≤Cc2s
−β (t− s)ρ 2−n(ρ−1).
Consequently,
|Mts| ≤Cc2s
−β (t− s)ρ , (4.11)
which yields (4.5). 
The following result gives us an additional estimate necessary for the fixed-point argument.
Corollary 4.2 Additionally to the assumptions of Theorem 4.1, we let∣∣∣(δˆ2Ξ)
vmu
∣∣∣ ≤ c3u−β′ (v − u)ρ′ , (4.12)
with 0 ≤ β, β′ ≤ 1 and ρ′ − β′ ≤ ρ− β.
Then it holds ∣∣∣(δˆIΞ)ts − Ξts∣∣∣ ≤ C(c2 + c3)s−β′ (t− s)ρ′ . (4.13)
Proof. The proof is analogous to the previous one. Recalling that∣∣Mnts −Mn+1ts ∣∣ ≤C ∑
[u,v]∈Pn
∣∣∣(δˆ2Ξ)vmu∣∣∣ ,
we apply (4.12) to the first summand and again (4.2) to the other terms. This leads to∣∣Mnts −Mn+1ts ∣∣ ≤Cc3s−β′ (t− s)ρ′ 2−nρ′ + C ∑
[u,v]∈Pn
u 6=s
c2u
−β (t− s)ρ 2−nρ
≤Cc3s
−β′ (t− s)ρ
′
2−nρ
′
+ Cc2s
−β′ (t− s)ρ−1 2−n(ρ−1)
∑
[u,v]∈Pn
u 6=s
u−(β−β
′)(t− s)2−n
≤Cc3s
−β′ (t− s)ρ
′
2−nρ
′
+ Cc2s
−β′ (t− s)ρ−1 2−n(ρ−1)
t∫
s
q−(β−β
′)dq
≤Cc3s
−β′ (t− s)ρ
′
2−nρ
′
+ Cc2s
−β′ (t− s)ρ−β+β
′
2−n(ρ−1).
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Since ρ− β + β′ ≥ ρ′ we have
|Mts| ≤ C(c2 + c3)s
−β′ (t− s)ρ
′
.

In order to give a meaning to IΞ as a rough integral we firstly describe it as a limit of finite sums,
compare Corollary 3.6 in [11]. Note that in our case technical difficulties occur in the proof due
to (4.11).
Corollary 4.3 Under the assumptions of Theorem 4.1 it holds that(
δˆIΞ
)
ts
= lim
|P|→0
∑
[u,v]∈P
S(t− v)Ξvu, (4.14)
where |P| stands for the mesh of the given partition P = P(s, t).
Proof.
Consider an arbitrary partition P of [s, t]. Then we have by (4.10) that∑
[u,v]∈P
S(t− v)Ξvu =
∑
[u,v]∈P
S(t− v)
(
(δˆIΞ)vu +Mvu
)
= (δˆIΞ)ts +
∑
[u,v]∈P
S(t− v)Mvu.
Therefore it is left to show that
lim
|P|→0
∑
[u,v]∈P
S(t− v)Mvu = 0.
To this aim, we prove the sufficient statement
lim
|P|→0
∑
[u,v]∈P
|Mvu| = 0.
As concluded within the proof of Theorem 4.1 we have two estimates for M , recall (4.7) and
(4.11). Namely we obtained that
|Mvu| ≤ C(c1 + c2)(v − u)
α,
|Mvu| ≤ Cc2u
−β (v − u)ρ , for u 6= 0.
Clearly, which one of them is more restrictive depends on the relation between u and v − u.
Hence, we introduce P˜ := {[u, v] ∈ P : u < v − u}. We order the intervals of P˜ by their starting
point and write P˜ = {[u˜k, v˜k] : k = 1, . . . ,m}, where s ≤ u˜1 < v˜1 ≤ u˜2 < v˜2 ≤ . . . ≤ u˜m < v˜m ≤
t.
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For k = 1, . . . m− 1 we get
u˜k <
v˜k
2
≤
u˜k+1
2
,
which yields
u˜k < u˜m 2
−(m−l) < (v˜m − u˜m) 2
−(m−l) ≤ |P| 2−(m−l).
All in all this means that
v˜k − u˜k ≤ v˜k ≤ u˜k+1 ≤ |P| 2
−(m−l−1).
For k = m we trivially have v˜m − u˜m ≤ |P| ≤ 2 |P|. Hence, by using (4.7) we derive
∑
[u,v]∈P˜
|Mvu| ≤ C(c1 + c2)
m∑
k=1
(v˜k − u˜k)
α ≤ C(c1 + c2) |P|
α
m∑
k=1
2−(m−l−1)α ≤ C(c1 + c2) |P|
α .
If [u, v] ∈ P\P˜ we have
v − u ≤ u, so v ≤ 2u, therefore u−β ≤ 2βv−β.
So, by applying (4.11) we infer∑
[u,v]∈P\P˜
|Mvu| ≤ Cc2
∑
[u,v]∈P\P˜
u−β (v − u)ρ
≤ Cc2 |P|
ρ−1
∑
[u,v]∈P\P˜
v−β (v − u)
≤ Cc2 |P|
ρ−1
t∫
s
q−βdq
≤ Cc2 (t− s)
1−β |P|ρ−1 .
Consequently, putting both estimates together we have∑
[u,v]∈P
|Mvu| ≤
∑
[u,v]∈P˜
|Mvu|+
∑
[u,v]∈P\P˜
|Mvu|
≤ C(c1 + c2) |P|
α + Cc2 (t− s)
1−β |P|ρ−1 ,
which tends to 0 as |P| → 0. This proves the statement.

Remark 4.4 Note that the above limit is independent of the approximating sequence of parti-
tions.
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The next result gives us straightforward the shift property of the constructed rough integral. To
this aim we introduce for τ > 0
θτΞvu := Ξv+τ,u+τ . (4.15)
Corollary 4.5 Under the assumptions of Theorem 4.1 we have the shift property, namely
(δˆIΞ)ts = (δˆIθτΞ)t−τ,s−τ , for τ ≤ s ≤ t.
Proof. The proof is a direct consequence of Corollary 4.3.
(δˆIΞ)ts = lim
|P|→0
∑
[u,v]∈P(s,t)
S(t− v)Ξvu
= lim
|P|→0
∑
[u,v]∈P(s−τ,t−τ)
S(t− τ − v)Ξv+τ,u+τ
= lim
|P|→0
∑
[u,v]∈P(s−τ,t−τ)
S(t− τ − v)θτΞvu
= (δˆIθτΞ)t−τ,s−τ .

The next result contains necessary estimates for δˆIΞ in a suitable fractional domain. These will
be required later on (Corollary 4.7) to estimate δIΞ.
Corollary 4.6 Under the assumptions of Theorem 4.1 we have∣∣∣(δˆIΞ)
ts
∣∣∣
Dε
≤ C (c1 + c2) (t− s)
α−ε , for all 0 ≤ ε < α. (4.16)
Proof. Analogously to the proof of Theorem (4.1) we introduce
N
n
ts :=
∑
[u,v]∈Pn
v 6=t
S(t− v)Ξvu,
M
n
ts := Ξts −N
n
ts.
As mentioned in the proof of Theorem 4.1 we have N
0
ts = 0 which means that M
0
ts = Ξts.
We further set vn := max {v < t : [u, v] ∈ Pn}. Then we derive
N
n
ts −N
n+1
ts = M
n
ts −M
n+1
ts
= Nnts −N
n+1
ts − Ξtvn + Ξtvn+1
=
∑
[u,v]∈Pn
v 6=t
S(t− v)(δˆ2Ξ)vmu + (δˆΞ)tvn+1vn − Ξtvn + Ξtvn+1
=
∑
[u,v]∈Pn
v 6=t
S(t− v)(δˆ2Ξ)vmu − S(t− vn+1)Ξvn+1vn .
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For ε < α we estimate∣∣∣Nnts −Nn+1ts ∣∣∣
Dε
≤ C (t− vn+1)
−ε
∣∣Ξvn+1vn∣∣+ C ∑
[u,v]∈Pn
v 6=t
(t− v)−ε
∣∣∣(δˆ2Ξ)vmu∣∣∣.
We now apply (4.1) to the first summand and (4.2) to the others. Note that t−vn+1 = vn+1−vn
and for n = 0 the sum is zero while for n ≥ 1 we get t− v ≥ t−s2 if [s, v] ∈ Pn. Keeping this in
mind, we have∣∣∣Nnts −Nn+1ts ∣∣∣
Dε
≤Cc1(t− s)
α−ε2−n(α−ε) + Cc2
∑
[u,v]∈Pn
u 6=s,v 6=t
(t− v)−ε u−β(t− s)ρ2−nρ
=Cc1(t− s)
α−ε2−n(α−ε) + Cc2(t− s)
ρ2−nρ
∑
[u,v]∈Pn
u 6=s,v 6=t
(t− v)−ε u−β.
We now have to estimate the term
Jts :=
∑
[u,v]∈Pn
u 6=s,v 6=t
(t− v)−ε u−β
=
2n−2∑
k=1
(
s+
k(t− s)
2n
)−β (
t− s−
(k + 1)(t− s)
2n
)−ε
≤ (t− s)−β−ε 2n(β+ε)
2n−2∑
k=1
k−β (2n − 1− k)−ε.
By Lemma A.3 we obtain
Jts ≤ (t− s)
−β−ε 2n(β+ε)
2n−2∑
k=1
k−β (2n − 1− k)−ε
≤ C (t− s)−β−ε 2n(β+ε)
2n−2∑
k=0
(k + 1)−β (2n − 1− k)−ε
= C (t− s)−β−ε 2n(β+ε)
2n−1∑
j=1
j−ε (2n − j)−β.
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Using again Lemma A.3 entails
Jts ≤ C (t− s)
−β−ε 2n(β+ε)
2n−1∑
j=1
j−ε (2n − j)−β
≤ C (t− s)−β−ε 2n(β+ε)
2n−1∑
j=0
(j + 1)−ε (2n − j)−β
≤ C (t− s)−β−ε 2n(β+ε)
2n∫
0
q−ε(2n − q)−βdq
= C (t− s)−β−ε 2nB(1− ε, 1− β).
Consequently, this results in∣∣∣Nnts −Nn+1ts ∣∣∣
Dε
≤ Cc1(t− s)
α−ε2−n(α−ε) + Cc2 (t− s)
ρ−ε−β 2−n(ρ−1). (4.17)
Since the right hand side is again summable, we obtain that N
n
ts → N ts in Dε as n → ∞.
Regarding that α ≤ ρ− β, leads to the estimate∣∣N ts∣∣Dε ≤ C (c1 + c2) (t− s)α−ε .
In order to obtain (4.16) we only have to show that N ≡ N . We have
∣∣Nts −N ts∣∣ = lim
n→∞
∣∣Nnts −Nnts∣∣ = lim
n→∞
|Ξtvn |
(4.1)
≤ c1 lim
n→∞
(t− vn+1)
α = 0.
Therefore we conclude that N ≡ N , which proves the statement. 
Now we can apply these results to estimate δIΞ.
Corollary 4.7 Given the assumptions of Theorem 4.1. Then for all γ < α it holds
|(δIΞ)ts| ≤ C(c1 + c2) (t− s)
γ Tα−γ . (4.18)
Proof. By applying (4.4) and (4.16) with ε = γ we get
|(δIΞ)ts| ≤
∣∣∣(δˆIΞ)
ts
∣∣∣+ ∣∣∣(S(t− s)− Id) (δˆIΞ)s0∣∣∣
≤C(c1 + c2) (t− s)
α + C (t− s)γ
∣∣∣(δˆIΞ)s0∣∣∣
Dγ
≤C(c1 + c2) (t− s)
α + C(c1 + c2) (t− s)
γ sα−γ
≤C(c1 + c2) (t− s)
γ Tα−γ .

This immediately implies the next result.
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Corollary 4.8 Given the assumptions of Theorem 4.1. Then for all γ < α it holds
‖IΞ‖γ ≤ C(c1 + c2)T
α−γ , (4.19)
‖IΞ‖γ,γ ≤ C(c1 + c2)T
α. (4.20)
Remark 4.9 Note that by construction I is a linear mapping. More precisely, according to
[5, Section 4] or [12, Section 3.3] one can introduce the space Cˆα,ρ,β(∆T ,W ) of all elements Ξ
satisfying assumptions (4.1) and (4.2).
Then one can show that the mapping I : Cˆα,ρ,β(∆T ,W )→ C
γ,γ([0, T ],W ), for γ < α, is linear.
In particular, considering Ξ1, Ξ2 with∣∣Ξ1vu − Ξ2vu∣∣ ≤ c˜1 (v − u)α ,∣∣∣(δˆ2Ξ1)
vmu
−
(
δˆ2Ξ
2
)
vmu
∣∣∣ ≤ c˜2u−β (v − u)ρ , for all 0 < u ≤ m ≤ v ≤ T,
yields ∥∥IΞ1 − IΞ2∥∥
γ,γ
=
∥∥I(Ξ1 − Ξ2)∥∥
γ,γ
≤ C(c˜1 + c˜2)T
α.
5 Construction of the supporting processes
We recall that ω ∈ Cα ([0, T ] , V ) stands for a fractional Brownian motion and ω(2) ∈
C2α (∆T , V ⊗ V ) for its Lévy-area.
Remark 5.1 In this setting V ⊗ V denotes the usual tensor product of Hilbert spaces. If one
wishes to work in Banach spaces, then one should consider the projective tensor product, since
the property
L(V,L(V,W )) →֒ L(V ⊗ V,W )
is required. This is known to hold true, consult Theorem 2.9 in [23]. In the following, for
notational simplicity we drop the tensor symbol.
Let 0 ≤ s ≤ τ ≤ t ≤ T be fixed. As argued in Section 3, in order to introduce an infinite-
dimensional rough integral we first need to define the following processes and investigate their
algebraic and analytic properties. Recall that throughout this section K and E should be inter-
preted as placeholder which stand for G, respectively DG. Keeping Section 3 in mind, we begin
analyzing a, c and ωS . More precisely,
ωSts : L(V,W )→W, ω
S
ts(K) :=
t∫
s
S(t− r)Kdωr. (5.1)
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ats : L(W ⊗ V,W )×W →W, ats(E, x) :=
t∫
s
S(t− r)ES(r − s)xdωr. (5.2)
cts : L(W ⊗ V,W )× L(V,W )→W, cts(E,K) :=
t∫
s
S(t− r)EK(δω)rsdωr. (5.3)
Remark 5.2 Note that some of the processes above exist even if ω is not smooth, as shown in
the following deliberations. However, at the very first sight, it is not at all clear why for instance
(5.3) is well-defined.
Similar to [10] we consider a smooth approximating sequence
(
ωn, ω(2),n
)
→
(
ω, ω(2)
)
in
Cα ([0, T ] , V ) × C2α (∆T , V ⊗ V ), prove that the previous processes exist for this approxima-
tion terms and finally pass to the limit. Therefore we analyze
ωS,nts (K) :=
t∫
s
S(t− r)Kdωnr (5.4)
ants(E, x) :=
t∫
s
S(t− r)ES(r − s)xdωnr (5.5)
cnts(E,K) :=
t∫
s
S(t− r)EK (δωn)rsdω
n
r . (5.6)
In the following we establish algebraic and analytic properties which will be employed further
on. We begin with the algebraic structure.
Lemma 5.3 The properties
(δˆ2ω
S,n)tτs(K) = 0 (5.7)
(δˆ2a
n)tτs(E, x) = a
n
tτ (E, (S(τ − s)− Id)x) (5.8)
(δˆ2c
n)tτs(E,K) = ω
S,n
tτ (EK(δω)τs) (5.9)
are satisfied.
Proof. One can easily verify that
(δˆ2ω
S,n)tτs(K) =
t∫
s
S(t− r)Kdωnr −
t∫
τ
S(t− r)Kdωnr −
τ∫
s
S(t− r)Kdωnr = 0.
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Furthermore,
(δˆ2a
n)tτs(E, x) =
t∫
s
S(t− r)ES(r − s)xdωnr −
t∫
τ
S(t− r)ES(r − τ)xdωnr
−
τ∫
s
S(t− r)ES(r − s)xdωnr
=
t∫
τ
S(t− r)E (S(r − s)− S(r − τ)) xdωnr
=
t∫
τ
S(t− r)ES(r − τ) (S(τ − s)− id) xdωnr
= antτ (E, (S(τ − s)− Id)x).
Finally,
(δˆ2c
n)tτs(E,K) =
t∫
s
S(t− r)EK(δωn)rsdω
n
r −
t∫
τ
S(t− r)EK(δωn)rτdω
n
r
−
τ∫
s
S(t− r)EK(δωn)rsdω
n
r
=
t∫
τ
S(t− r)EK(δωn)τsdω
n
r
= ωS,ntτ (EK(δω
n)τs).

The analytic estimates are contained in the next result. Throughout this section cS stands for a
constant which exclusively depends on the semigroup.
Lemma 5.4 For the processes ωS,nts , a
n
ts and c
n
ts the following estimates hold true:∣∣∣ωS,nts (K)∣∣∣ ≤ cS |||ωn|||α |K| (t− s)α (5.10)
|ants(E, x)| ≤ cS |||ω
n|||α |E| |x|W (t− s)
α , for x ∈W (5.11)∣∣∣ants(E, x) − ωS,nts (Ex)∣∣∣ ≤ cS |||ωn|||α |E| |x|Dβ (t− s)α+β , for x ∈ Dβ (5.12)
|cnts(E,K)| ≤ cS
(
|||ωn|||α +
∥∥∥ω(2),n∥∥∥
2α
)
|E| |K| (t− s)2α . (5.13)
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Proof. Using the integration by parts formula, see Theorem 3.5 in [22], leads to
ωS,nts (K) =
t∫
s
S(t− r)Kdωnr = S(t− s)K(δω
n)ts −A
t∫
s
S(t− r)K(δωn)trdr
ants(E, x) =
t∫
s
S(t− r)ES(r − s)xdωnr = −
t∫
s
∂rω
S,n
tr (ES(r − s)x)dr
= ωS,nts (Ex) +
t∫
s
ωS,ntr (EAS(r − s)x)dr
cnts(E,K) =
t∫
s
S(t− r)EK (δωn)rsdω
n
r =
t∫
s
S(t− r)EK(δωn)tsdω
n
r −
t∫
s
S(t− r)EK(δωn)trdω
n
r
= ωS,nts (EK(δω
n)ts)−
t∫
s
S(t− r)EK dω
(2),n
tr
= ωS,nts (EK (δω
n)ts)− S(t− s)EK ω
(2),n
ts −
t∫
s
AS(t− r)EK ω
(2),n
tr dr.
For a similar construction, see [4, Section 6.1]. Based on these identities we easily derive the
analytic estimates as follows.
A standard computation immediately entails
∣∣∣ωS,nts (K)∣∣∣ ≤ |S(t− s)K(δωn)ts|+
∣∣∣∣∣∣
t∫
s
AS(t− r)K(δωn)trdr
∣∣∣∣∣∣
≤ cS |K| |||ω
n|||α (t− s)
α .
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Recalling (5.7) we infer that
|ants(E, x)| =
∣∣∣∣∣∣ωS,nts (Ex) +
t∫
s
ωS,ntr (EAS(r − s)x)dr
∣∣∣∣∣∣
=
∣∣∣∣∣∣ωS,nts (Ex) +
t∫
s
ωS,nts (EAS(r − s)x)dr −
t∫
s
S(t− r)ωS,nrs (EAS(r − s)x)dr
∣∣∣∣∣∣
≤
∣∣∣ωS,nts (ES(t− s)x)∣∣∣+
∣∣∣∣∣∣
t∫
s
S(t− r)ωS,nrs (EAS(r − s)x)dr
∣∣∣∣∣∣
≤cS |E| |x|W |||ω
n|||α (t− s)
α + cS |E| |x|W |||ω
n|||α
t∫
s
(r − s)α−1dr
≤cS |E| |x|W |||ω
n|||α (t− s)
α .
For our aims it is also necessary to derive estimates for x ∈ Dβ with 0 < β ≤ 1. In this situation
we have
∣∣∣ants(E, x)− ωS,nts (Ex)∣∣∣ =
∣∣∣∣∣∣
t∫
s
ωS,ntr (EAS(r − s)x)dr
∣∣∣∣∣∣
≤ cS |E| |x|Dβ |||ω
n|||α
t∫
s
(t− r)α (r − s)β−1dr
= cS |E| |x|Dβ |||ω
n|||α (t− s)
α+β .
Furthermore, we obtain
|cnts(E,K)| ≤
∣∣∣ωS,nts (EK (δωn)ts)∣∣∣+ ∣∣∣S(t− s)EK ω(2),nts ∣∣∣+
∣∣∣∣∣∣
t∫
s
AS(t− r)EK ω
(2),n
tr dr
∣∣∣∣∣∣
≤cS |E| |K| |||ω
n|||2α (t− s)
2α + cS |E| |K|
∥∥∥ω(2),n∥∥∥
2α
(t− s)2α
+cS |E| |K|
∥∥∥ω(2),n∥∥∥
2α
t∫
s
(t− r)2α−1dr
≤cS |E| |K|
(
|||ωn|||2α +
∥∥∥ω(2),n∥∥∥
2α
)
(t− s)2α .

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Consequently, keeping Lemma 5.4 in mind we are justified to define the supporting processes via
ωSts(K) := S(t− s)K(δω)ts −A
t∫
s
S(t− r)K(δω)trdr (5.14)
ats(E, x) := ω
S
ts(Ex) +
t∫
s
ωStr (EAS(r − s)x)dr (5.15)
cts(E,K) := ω
S
ts(EK (δω)ts)− S(t− s)EK ω
(2)
ts −
t∫
s
AS(t− r)EK ω
(2)
tr dr. (5.16)
Lemma 5.5 We have that
ωS,n → ωS in Cα ([0, T ] ,L(L(V,W ),W )) (5.17)
an → a in Cα ([0, T ] ,L(L(W ⊗ V,W )×W,W )) (5.18)
cn → c in C2α ([0, T ] ,L(L(W ⊗ V,W )× L(V,W ),W )) . (5.19)
Proof.
Similarly to the proof of Lemma 5.4 we obtain
∣∣(ωS − ωS,n)
ts
(K)
∣∣ =
∣∣∣∣∣∣S(t− s)K(δ(ω − ωn))ts −A
t∫
s
S(t− r)K(δ(ω − ωn))trdr
∣∣∣∣∣∣
≤ cS |||ω − ω
n|||α |K| (t− s)
α ,
which shows that ωS,n → ωS in Cα ([0, T ] ,L(L(V,W ),W )).
The same deliberations as in the proof of (5.12) lead to
|ats(E, x)− a
n
ts(E, x)| ≤
∣∣(ωS − ωS,n)
ts
(S(t− s)Ex)
∣∣
+
∣∣∣∣∣∣
t∫
s
S(t− r)
(
ωS − ωS,n
)
rs
(EAS(r − s)x)dr
∣∣∣∣∣∣
≤ cS |E| |x| |||ω − ω
n|||α (t− s)
α .
The last term yields
|cts(E,K)− c
n
ts(E,K)| ≤
∣∣∣ωSts(EK (δω)ts)− ωS,nts (EK (δωn)ts)∣∣∣
+
∣∣∣S(v − u)EK ω(2)ts − S(v − u)EK ω(2),nts ∣∣∣
+
∣∣∣∣∣∣
t∫
s
AS(t− r)EK ω
(2)
tr dr −
t∫
s
AS(t− r)EK ω
(2),n
tr dr
∣∣∣∣∣∣
≤cS
(
|||ω|||α |||ω − ω
n|||α +
∥∥∥ω(2) − ω(2),n∥∥∥
2α
)
|E| |K| (t− s)2α .

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Remark 5.6 Note that the algebraic and analytic properties proved in Lemmas 5.3 and 5.4
remain valid.
Furthermore, we observe.
Corollary 5.7 For an arbitrary partition P = P(s, t) the following identity holds true
ats(E, x) =
∑
[u,v]∈P
S(t− v)avu(E,S(u− s)x).
Proof. Using (5.8) and the bilinearity of a we notice that
ats(E, x) = atτ (E, x) + S(t− τ)aτs(E, x) + atτ (E, (S(τ − s)− Id)x)
= atτ (E,S(τ − s)x) + S(t− τ)aτs(E, x).
Iterating this identity for any given partition P(s, t) proves the claim. 
Remark 5.8 Alternatively, these processes can also be defined using Theorem 4.1. For a better
comprehension we illustrate this technique for a and emphasize the fact that both approaches
are equivalent.
Heuristically, similar to Section 3, we notice that for a smooth function ω we can approximate
ats as follows:
ats(E, x) :=
t∫
s
S(t− r)ES(r − s)xdωr =
∑
[u,v]∈P
S(t− v)
v∫
u
S(v − r)ES(r − s)xdωr
≈
∑
[u,v]∈P
S(t− v)
v∫
u
S(v − r)ES(u− s)xdωr
=
∑
[u,v]∈P
S(t− v)ωSvu(ES(u− s)x).
Keeping this in mind, the deliberations made in Section 4 lead to the following result.
Lemma 5.9 Let 0 ≤ s ≤ T . For all s ≤ τ ≤ t ≤ T we define
Ξ
(a),s
tτ (E, x) := ω
S
tτ (ES(τ − s)x). (5.20)
Then we have
ats =
(
δˆIΞ(a),s
)
ts
. (5.21)
Proof. In order to apply Theorem 4.1 we have to analyze the term Ξ
(a),s
vu . Therefore we
estimate ∣∣∣Ξ(a),svu (E, x)∣∣∣ = ∣∣ωSvu(ES(u − s)x)∣∣ ≤ cS |E| |x| |||ω|||α (v − u)α
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and ∣∣∣(δˆ2Ξ(a),s)vmu∣∣∣ = ∣∣ωSvu(ES(u− s)x)− ωSvm(ES(m− s)x)− S(v −m)ωSmu(ES(u − s)x)∣∣
=
∣∣ωSvm(E (S(u− s)− S(m− s)) x)∣∣
≤cS |E| |x|Dβ |||ω|||α (u− s)
−β (v − u)α+β .
Hence, Theorem 4.1 yields the existence of IΞ(a),s and by Corollary 4.3
(δˆIΞ(a),s)tτ = lim
|P|→0
∑
[u,v]∈P(τ,t)
S(t− v)Ξ(a),svu ,
which further implies
(δˆIΞ(a),s)ts(E, x) = lim
|P|→0
∑
[u,v]∈P(s,t)
S(t− v)ωSvu(ES(u− s)x).
We define
a˜ts := (δˆIΞ
(a),s)ts
and show that a = a˜.
By Corollary 5.7 we know that
ats(E, x) =
∑
[u,v]∈P(s,t)
S(t− v)avu(E,S(u − s)x).
Particularly, this also holds for the limit |P| → 0.
Regarding this, in order to prove the statement, i.e. that a = a˜, we have to estimate the difference
between avu and ω
S
vu. To this aim, we consider now a dyadic partition Pn and have that∣∣∣∣∣∣
∑
[u,v]∈Pn
(
avu(E,S(u − s)x)− ω
S
vu(ES(u − s)x)
)∣∣∣∣∣∣
≤
∑
[u,v]∈Pn
∣∣avu(E,S(u − s)x)− ωSvu(ES(u− s)x)∣∣ .
We apply (5.12) for the first term with β = 0 and for the other terms with 1 − α < β < 1, and
obtain ∑
[u,v]∈Pn
∣∣avu(E,S(u − s)x)− ωSvu(ES(u− s)x)∣∣
≤cs |E| |||ω|||α |x|
(t− s)α
2nα
+
∑
[u,v]∈Pn
u 6=s
cs |E| |||ω|||α |x| (u− s)
−β (t− s)
α+β
2n(α+β)
≤cs |E| |||ω|||α |x|
(t− s)α
2nα
+
(t− s)α+β−1
2n(α+β−1)
t∫
s
(q − s)−β dq

≤cs |E| |||ω|||α |x| (t− s)
α
(
2−nα + 2−n(α+β−1)
)
n→∞
−→ 0.
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This proves the statement. 
In order to complete the construction of the supporting processes, recall Section 3 we focus now
on
bts : L(W ⊗ V,W )× L(V,W )→W,
bts(E,K) :=
t∫
s
S(t− r)E
r∫
s
S(r − q)Kdωqdωr.
(5.22)
Remark 5.10 To our best knowledge it is not possible to define this process via integration by
parts, see Remark 4.3 in [4]. We use Theorem 4.1 to show that at least under some additional
regularity assumption on K (specified in Lemma 5.11) it is possible to define b(E,K).
Inspired by the definition of a we follow the heuristic intuition given in Section 3. We saw
in (3.12), that for a smooth ω we have
bts(E,K) ≈
∑
[u,v]∈P
S(t− v)
[
ωSvu(Eω
S
us(K)) + cvu(E,K)
]
.
At the first sight the approximation above appears quite arbitrarily but we will rigorously show
that this gives us the right approach to define b.
As previously argued, we consider again a smooth approximating sequence
(
ωn, ω(2),n
)
of(
ω, ω(2)
)
and define
bnts(E,K) :=
t∫
s
S(t− r)E
r∫
s
S(r − q)Kdωnq dω
n
r . (5.23)
Furthermore, for all 0 ≤ s ≤ τ ≤ t ≤ T we introduce
Ξ
(b),s
tτ (E,K) := ω
S
tτ (Eω
S
τs(K)) + ctτ (E,K).
Here the additional regularity assumption on K plays a crucial role. This translates into the
restriction on the diffusion coefficient G, recall assumption (G) in Section 2.
Lemma 5.11 Let K ∈ L(V,Dβ) with α+ 2β > 1 and α > β. Then there exists
bts :=
(
δˆIΞ(b),s
)
ts
.
Moreover the following statements are valid
(i) analytic property:
|bts(E,K)| ≤ cS |E| |K|Dβ
(
|||ω|||2α +
∥∥∥ω(2)∥∥∥
2α
)
(t− s)2α . (5.24)
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(ii) continuous dependence on the paths of the noise:
bn → b in C2α ([0, T ] ,L(L(W ⊗ V,W )× L(V,Dβ),W )) . (5.25)
(iii) algebraic property:
(δˆ2b)tτs(E,K) = atτ (E,ω
S
τs(K)). (5.26)
Proof. As seen before, in order to apply Theorem 4.1, we have to analyze Ξ
(b),s
tτ . Obviously,∣∣∣Ξ(b),stτ (E,K)∣∣∣ ≤ ∣∣ωStτ (EωSτs(K))∣∣+ |ctτ (E,K)| .
Applying (5.10) and (5.13) we have∣∣ωStτ (EωSτs(K))∣∣+ |ctτ (E,K)|
≤ cS |||ω|||α
∣∣EωSτs(K)∣∣ (t− τ)α + cS (|||ω|||α + ∥∥∥ω(2)∥∥∥
2α
)
|E| |K| (t− τ)2α
≤ cS |||ω|||
2
α |E| |K| (τ − s)
α (t− τ)α + cS
(
|||ω|||α +
∥∥∥ω(2)∥∥∥
2α
)
|E| |K| (t− τ)2α .
Furthermore, we compute
δˆ2Ξ
(b),s
vmu(E,K) =(δˆ2ω
S)vmu(Eω
S
us(K)) + ω
S
vm(E
(
ωSus(K)− ω
S
ms(K)
)
) + (δˆ2c)vmu(E,K).
By applying (5.7), (5.9) and (5.10) we obtain
δˆ2Ξ
(b),s
vmu(E,K) =ω
S
vm(E
(
ωSus(K)− ω
S
ms(K)
)
) + ωSvm(EK(δω)mu)
=ωSvm(E
(
K(δω)mu − ω
S
ms(K) + ω
S
us(K)
)
).
This further entails∣∣∣δˆ2Ξ(b),svmu(E,K)∣∣∣ ≤ |E| |||ω|||α (v −m)α ∣∣K(δω)mu − ωSms(K) + ωSus(K)∣∣ . (5.27)
Consequently, we need appropriate estimates for the last term. We apply (5.7) and infer that∣∣K(δω)mu − ωSms(K) + ωSus(K)∣∣ = ∣∣K(δω)mu − ωSmu(K)− (S(m− u)− Id)ωSus(K)∣∣
≤
∣∣K(δω)mu − ωSmu(K)∣∣+ ∣∣(S(m− u)− Id)ωSus(K)∣∣ .
For the next steps the additional assumption K : V → Dβ is required. Keeping this in mind and
using (5.14) we estimate the first term of the previous inequality as follows:
∣∣K(δω)mu − ωSmu(K)∣∣ ≤ |(S(m− u)− Id)K(δω)mu|+
∣∣∣∣∣∣
m∫
u
AS(m− r)K(δω)mrdr
∣∣∣∣∣∣
≤ cS |K|Dβ |||ω|||α (m− u)
α+β .
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On the other hand, we have∣∣(S(m− u)− Id)ωSus(K)∣∣ ≤ cS ∣∣ωSus(K)∣∣D2β (m− u)2β .
Applying again (5.14) we derive
∣∣ωSus(K)∣∣D2β ≤|S(u− s)K(δω)us|D2β +
∣∣∣∣∣∣A
u∫
s
S(u− r)K(δω)urdr
∣∣∣∣∣∣
D2β
≤cS |K|Dβ |||ω|||α (u− s)
α−β + cS |K|Dβ |||ω|||α
u∫
s
(u− r)α−β−1 dr
≤cS |K|Dβ |||ω|||α (u− s)
α−β .
This finally leads to∣∣(S(m− u)− Id)ωSus(K)∣∣ ≤ cS |K|Dβ |||ω|||α (u− s)α−β (m− u)2β .
Putting all these together we get∣∣K(δω)mu − ωSms(K) + ωSus(K)∣∣ ≤ cSTα−β |K|Dβ |||ω|||α (m− u)2β .
Consequently, regarding (5.26), we obtain∣∣∣δˆ2Ξ(b),svmu(E,K)∣∣∣ ≤ cSTα−β |E| |K|Dβ |||ω|||2α (v − u)α+2β .
Theorem 4.1 ensures the existence of IΞ(b),s such that for all s ≤ τ ≤ t ≤ T we have
(δˆIΞ(b),s)tτ (E,K) = lim
|P|→0
∑
[u,v]∈P(τ,t)
S(t− v)
[
ωSvu(Eω
S
us(K)) + cvu(E,K)
]
and ∣∣∣(δˆIΞ(b),s)tτ (E,K)∣∣∣ ≤ cS |E| |K|Dβ (|||ω|||2α + ∥∥∥ω(2)∥∥∥2α) (t− τ)α ((τ − s)α + (t− τ)α) .
In particular setting τ = s we can define bts := (δˆIΞ
(b),s)ts and infer from the previous estimate
that
|bts(E,K)| ≤ cS |E| |K|Dβ
(
|||ω|||2α +
∥∥∥ω(2)∥∥∥
2α
)
(t− s)2α , (5.28)
which precisely gives us (i).
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In order to prove (iii) we compute as before
(δˆ2b)tτs(E,K) = lim
|P|→0
∑
[u,v]∈P(s,t)
S(t− v)
[
ωSvu(Eω
S
us(K)) + cvu(E,K)
]
− lim
|P|→0
∑
[u,v]∈P(τ,t)
S(t− v)
[
ωSvu(Eω
S
uτ (K)) + cvu(E,K)
]
− lim
|P|→0
∑
[u,v]∈P(s,τ)
S(t− v)
[
ωSvu(Eω
S
us(K)) + cvu(E,K)
]
= lim
|P|→0
∑
[u,v]∈P(τ,t)
S(t− v)ωSvu(E
(
ωSus − ω
S
uτ
)
(K))
= lim
|P|→0
∑
[u,v]∈P(τ,t)
S(t− v)ωSvu(Eω
S
τs(K))
= atτ (E,ω
S
τs(K)).
It only remains to show that assertion (ii) holds true. Regarding that ωn and ω(2),n are smooth
approximation terms, we are allowed to choose α > 1/2.
We define
Ξ
(b),n,s
tτ (E,K) := ω
S,n
tτ (Eω
S,n
τs (K)) + c
n
tτ (E,K).
Similar computations entail the existence of
b˜nts(E,K) := (δˆIΞ
(b),n,s)ts(E,K).
Moreover, using the same deliberations as above we obtain the analytic estimate∣∣∣˜bnts(E,K)∣∣∣ ≤ cS |E| |K|Dβ (|||ωn|||2α + ∥∥∥ω(2),n∥∥∥2α) (t− s)2α
together with the algebraic structure
(δˆ2b˜
n)tτs(E,K) = a
n
tτ (E,ω
S,n
τs (K)).
35
A straightforward computation for bn gives us
(δˆ2b
n)tτs(E,K) =
t∫
s
S(t− r)E
r∫
s
S(r − q)Kdωnq dω
n
r
−
t∫
τ
S(t− r)E
r∫
τ
S(r − q)Kdωnq dω
n
r
−
τ∫
s
S(t− r)E
r∫
s
S(r − q)Kdωnq dω
n
r
=
t∫
τ
S(t− r)E
 r∫
s
S(r − q)Kdωnq −
r∫
τ
S(r − q)Kdωnq
 dωnr
=
t∫
τ
S(t− r)ES(r − τ)
τ∫
s
S(τ − q)Kdωnq dω
n
r
=antτ (E,ω
S,n
τs (K)).
Consequently, we obtain that δˆ2(b
n − b˜n) ≡ 0. Hence, for all E,K by Lemma 2.8 there exists
κ ∈ C([0, T ] ,W ) such that
κ0 = 0 and (δˆκ)ts = (b
n − b˜n)ts(E,K).
We have ∣∣∣(δˆκ)ts∣∣∣ ≤ |bnts(E,K)| + ∣∣∣˜bnts(E,K)∣∣∣ ≤ C(S, ωn, ω(2),n, E,K) (t− s)2α .
Since we assumed α > 12 Lemma A.1 yields κ ≡ 0 which implies b
n = b˜n. We know by Remark
4.9 that b˜n converges to b which proves the assertion. 
Remark 5.12 For our latter purpose it is important to consider integrals with respect to an
appropriate time-shift of ω. This is defined as usually by
θτωt := ωt+τ − ωτ , (5.29)
for τ > 0.
By a slight abuse of notation we introduce
θτω
S
ts(K) :=
t∫
s
S(t− r)Kdθτωr
and θτa, θτ b and θτc analogously. Since all supporting processes can be approximated by smooth
functions it becomes clear that we have
θτω
S
ts = ω
S
t+τ,s+τ , θτats = at+τ,s+τ , θτ bts = bt+τ,s+τ , θτcts = ct+τ,s+τ .
Note that this is consistent with (4.15).
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6 The fixed-point argument
Throughout this section we impose 13 < β < α ≤
1
2 such that α + 2β > 1. Recall that all
necessary assumptions on the coefficients and on the noise were stated in Section 2.
We now derive the existence of a solution for (1.1) which is given by a pair (y, z), as argued in
Section 3. Here (yt)t∈[0,T ] stands for aW -valued path and (zts)(t,s)∈∆T , zts ∈ L(L(W⊗V,W ),W )
denotes the area term.
Therefore, we are justified to introduce the Banach space
Xω,T :=
{
(y, z) : y ∈ Cβ,β ([0, T ],W ) ,
z ∈ Cα (∆T ,L(L(W ⊗ V,W ),W )) ∩ C
α+β,β (∆T ,L(L(W ⊗ V,W ),W )) ,
(δˆ2z)tτs = ω
S
tτ (·(δy)τs)
}
,
endowed with norm
‖(y, z)‖X := ‖y‖∞ + |||y|||β,β + ‖z‖α + ‖z‖α+β,β .
Remark 6.1 Note that the norm given above is equivalent to
‖y‖∞ + |||y|||β,β + sup
0≤s<t≤T
|zts|
(t− s)α
+ sup
0<s<t≤T
sβ
|zts|
(t− s)α+β
,
which essentially simplifies the computation. By a slight abuse of notation we use the same
symbols.
Using the same notations as in Section 3, we consider the map
MT : Xω,T → Xω,T MT (y, z) = (y˜, z˜),
where
y˜t = S(t)ξ + IΞ
(y)(y, z)t
yt = y˜t − S(t)ξ = IΞ
(y)(y, z)t.
Furthermore, for E ∈ L(W ⊗ V,W ) the second component of the solution is constituted by
z˜ts(E) =
(
δˆIΞ(z)(y, y˜)
)
ts
(E)− ωSts(Ey˜s),
=
(
δˆIΞ(z)(y, y)
)
ts
(E)− ωSts(Eys) + ats(E,S(s)ξ) − ω
S
ts(ES(s)ξ),
zts(E) =
(
δˆIΞ(z)(y, y)
)
ts
(E)− ωSts(Eys).
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Regarding this we define for (u, v) ∈ ∆T
Ξ(y)vu = Ξ
(y)(y, z)vu = ω
S
vu(G(yu)) + zvu(DG(yu)),
Ξ(z)vu (E) = Ξ
(z)(y, y)vu(E) = bvu(E,G(yu)) + avu(E, yu).
In order to show that MT maps Xω,T into itself and is a contraction we have to derive suitable
a-priori estimates. We proceed step by step and split these results into several Lemmas.
Remark 6.2 Note that the universal constant C occurring in the estimates below depends on
|||ω|||α,
∥∥ω(2)∥∥
2α
, α, β, S(·), G uniformly with respect to T . We stress that this is independent of
ξ.
Lemma 6.3 (Estimates of the y-integral) For a pair (y, z) ∈ Xω,T the following estimates
are valid: ∣∣∣(δˆy)ts∣∣∣ ≤ C (1 + ‖(y, z)‖2X) (t− s)α , (6.1)
|ys|Dβ ≤ C
(
1 + ‖(y, z)‖2X
)
sα−β, (6.2)
‖y‖β,β ≤ C
(
1 + ‖(y, z)‖2X
)
Tα, (6.3)∣∣∣(δˆy)ts − ωSts(G(ys))∣∣∣ ≤ C (1 + ‖(y, z)‖2X) s−β (t− s)α+β . (6.4)
Proof. Regarding the definition of Ξ
(y)
vu , the α-Hölder continuity of ω, the regularity of G and
the definition of the norm in Xω,T we infer∣∣∣Ξ(y)vu ∣∣∣ ≤ ∣∣ωSvu(G(yu))∣∣+ |zvu(DG(yu))|
≤ C |||ω|||α |G(yu)| (v − u)
α + C ‖z‖α |DG(yu)| (v − u)
α
≤ C (|||ω|||α (1 + ‖y‖∞) + ‖z‖α) (v − u)
α
≤ C(1 + ‖(y, z)‖X) (v − u)
α .
Recalling (3.9)
(δˆ2Ξ
(y))vmu = ω
S
vm(G(yu)−G(ym) +DG(yu)(δy)mu) + zvm(DG(yu)−DG(ym)),
together with the regularity assumptions on y and z, further results in∣∣∣(δˆ2Ξ(y))vmu∣∣∣ ≤ ∣∣ωSvm(G(yu)−G(ym) +DG(yu)(δy)mu)∣∣+ |zvm(DG(yu)−DG(ym))|
≤ C |||ω|||α |G(yu)−G(ym) +DG(yu)(δy)mu| (v −m)
α
+ C ‖z‖α+β,β |DG(yu)−DG(ym)|m
−β (v −m)α+β
≤ C |||ω|||α |yu − ym|
2 (v −m)α + C ‖z‖α+β,β |yu − ym|m
−β (v −m)α+β .
We observe that we have two different possibilities to estimate |yu − ym|. Obviously,
|yu − ym| ≤ 2 ‖y‖∞ and |yu − ym| ≤ |||y|||β,β u
−β (m− u)β .
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Therefore, on the one hand we get∣∣∣(δˆ2Ξ(y))vmu∣∣∣ ≤ C |||ω|||α |||y|||2β,β u−2β (m− u)2β (v −m)α
+ C ‖z‖α+β,β |||y|||β,β u
−β (m− u)βm−β (v −m)α+β
≤ C
(
|||ω|||α |||y|||
2
β,β + ‖z‖α+β,β |||y|||β,β
)
u−2β (v − u)α+2β
≤ C
(
1 + ‖(y, z)‖2X
)
u−2β (v − u)α+2β .
By applying Theorem 4.1 we can show the existence of IΞ(y) = IΞ(y)(y, z) and obtain the
estimate ∣∣∣(δˆy)ts∣∣∣ = ∣∣∣(δˆIΞ(y))ts∣∣∣ ≤ C (1 + ‖(y, z)‖2X) (t− s)α .
Corollary 4.6 entails ∣∣∣(δˆIΞ(y))ts∣∣∣
Dβ
≤ C
(
1 + ‖(y, z)‖2X
)
(t− s)α−β ,
which implies that
|ys|Dβ ≤ C
(
1 + ‖(y, z)‖2X
)
sα−β.
Furthermore, by Corollary 4.8 we obtain
‖y‖β,β ≤ C
(
1 + ‖(y, z)‖2X
)
Tα. (6.5)
On the other hand we also have∣∣∣(δˆ2Ξ(y))vmu∣∣∣ ≤ C |||ω|||α ‖y‖∞ |||y|||β,β u−β (m− u)β (v −m)α
+ C ‖z‖α+β,β ‖y‖∞m
−β (v −m)α+β
≤ C
(
|||ω|||α ‖y‖∞ |||y|||β,β + ‖z‖α+β,β ‖y‖∞
)
u−β (v − u)α+β
≤ C
(
1 + ‖(y, z)‖2X
)
u−β (v − u)α+β .
Hence we can apply Corollary 4.2 and obtain∣∣∣(δˆIΞ(y))ts − Ξ(y)ts ∣∣∣ ≤ C (1 + ‖(y, z)‖2X) s−β (t− s)α+β ,
which leads to ∣∣∣(δˆy)ts − ωSts(G(ys))∣∣∣ ≤ ∣∣∣(δˆIΞ(y))ts − Ξ(y)ts ∣∣∣+ |zts(DG(ys))|
≤ C
(
1 + ‖(y, z)‖2X
)
s−β (t− s)α+β .

We now focus in deriving suitable estimates for z.
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Lemma 6.4 (Estimates of the z-integral) Let (y, z) ∈ Xω,T . The following estimates are
valid:
|zts(E)| ≤ C|E|
(
1 + ‖(y, z)‖2X
) [
(t− s)2α + sα−β (t− s)α+β
]
, (6.6)
‖z‖α+β ≤ C
(
1 + ‖(y, z)‖2X
)
Tα−β. (6.7)
Proof. Applying Theorem 4.1 we get∣∣∣Ξ(z)vu (E)∣∣∣ ≤ |bvu(E,G(yu))|+ |avu(E, yu)| .
Furthermore, due to (5.11) and (5.24) together with the Lipschitz continuity of the mapping
G : W → L(V,Dβ), we infer that∣∣∣Ξ(z)vu (E)∣∣∣ ≤C |E| (1 + ‖y‖∞)(|||ω|||2α + ∥∥∥ω(2)∥∥∥
2α
)
(v − u)2α + C |E| ‖y‖∞ |||ω|||α (v − u)
α
≤C |E|
[
(1 + ‖y‖∞)
(
|||ω|||2α +
∥∥∥ω(2)∥∥∥
2α
)
+ ‖y‖∞ |||ω|||α
]
(v − u)α .
Using (6.3) we obtain ∣∣∣Ξ(z)vu (E)∣∣∣ ≤C |E|(1 + ‖(y, z)‖2X) (v − u)α .
Furthermore, we have by (5.8) and (5.26) that
(δˆ2Ξ
(z),s)vmu(E) = (δˆ2b)vmu(E,G(yu)) + bvm(E,G(yu)−G(ym))
+ (δˆ2a)vmu(E, yu) + avm(E, yu − ym)+
= avm(E,ω
S
mu(G(yu))) + bvm(E,G(yu)−G(ym))
+ avm(E, (S(m − u)− Id)yu) + avm(E, yu − ym)
= avm(E,ω
S
mu(G(yu))− (δˆy)mu) + bvm(E,G(yu)−G(ym)).
This leads to∣∣∣(δˆ2Ξ(z),s)vmu(E)∣∣∣ ≤ ∣∣∣avm(E,ωSmu(G(yu))− (δˆy)mu)∣∣∣+ |bvm(E,G(yu)−G(ym))|
≤ C |||ω|||α |E|
∣∣∣ωSmu(G(yu))− (δˆy)mu∣∣∣ (v −m)α
+C
(
|||ω|||2α +
∥∥∥ω(2)∥∥∥
2α
)
|E| |G(yu)−G(ym)| (v −m)
2α .
Applying (6.4) entails∣∣∣(δˆ2Ξ(z),s)vmu(E)∣∣∣ ≤ C |E|(1 + ‖(y, z)‖2X)u−β (m− u)α+β (v −m)α
+ C |E| |||y|||β,β u
−β (m− u)β (v −m)2α
≤ C |E|
(
1 + ‖(y, z)‖2X
)
u−β (v − u)2α+β .
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Hence, we can apply again Theorem 4.1, however this does not give us the appropriate estimates.
By a slightly different computation we obtain∣∣∣(δˆ2Ξ(z),s)vmu(E)∣∣∣ ≤ C |||ω|||α |E| ∣∣∣(ωSmu(G(yu))∣∣+ ∣∣∣(δˆy)mu∣∣∣) (v −m)α
+ C
(
|||ω|||2α +
∥∥∥ω(2)∥∥∥
2α
)
|E| |G(yu)−G(ym)| (v −m)
2α .
Now (6.1) entails ∣∣∣(δˆ2Ξ(z),s)vmu(E)∣∣∣ ≤ C |E|(1 + ‖(y, z)‖2X) (v − u)2α .
Hence, by Corollary 4.2 we derive∣∣∣(δˆIΞ(z))ts(E)− Ξ(z)ts (E)∣∣∣ ≤ C |E|(1 + ‖(y, z)‖2X) (t− s)2α .
Furthermore, let us consider∣∣∣Ξ(z)ts (E)− ωSts(Eys)∣∣∣ ≤ |bts(E,G(ys))| + ∣∣ats(E, ys)− ωSts(Eys)∣∣ .
Applying (5.12) and (5.24) entails∣∣∣Ξ(z)ts (E)− ωSts(Eys)∣∣∣ ≤ C |E| (1 + ‖y‖∞)(|||ω|||2α + ∥∥∥ω(2)∥∥∥
2α
)
(t− s)2α
+ C |E| |||ω|||α |ys|Dβ (t− s)
α+β .
By using (6.2) we obtain∣∣∣Ξ(z)ts (E)− ωSts(Eys)∣∣∣ ≤ C |E|(1 + ‖(y, z)‖2X) [sα−β (t− s)α+β + (t− s)2α] .
Summarizing, we conclude
|zts(E)| =
∣∣∣(δˆIΞ(z))ts(E) − ωSts(Eys)∣∣∣
≤
∣∣∣(δˆIΞ(z))ts(E) − Ξ(z)ts (E)∣∣∣+ ∣∣∣Ξ(z)ts (E)− ωSts(Eys)∣∣∣
≤ C|E|
(
1 + ‖(y, z)‖2X
) [
(t− s)2α + sα−β (t− s)α+β
]
.
Consequently, we get
‖z‖α+β ≤ C
(
1 + ‖(y, z)‖2X
)
Tα−β.

After establishing suitable analytic properties we focus now on the algebraic setting.
Lemma 6.5 The following algebraic property
(δˆ2z)vmu(E) = ω
S
vm(E(δy)mu)
holds true.
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Proof. By (5.7) and Lemma 2.8 (i) we have
(δˆ2z)vmu(E) = (δˆ2δˆIΞ
(z))vmu(E) − (δˆ2ω
S)vmu(Eyu) + ω
S
vm(E(δy)mu)
= ωSvm(E(δy)mu).

We now have all the necessary ingredients to analyze the mapping MT and proceed towards our
fixed-point argument.
Theorem 6.6 The mapping MT maps Xω,T into itself. Moreover, the estimate
‖MT (y, z)‖X ≤ C
(
|ξ|+
(
1 + ‖(y, z)‖2X
)
Tα
)
holds true.
Proof. Recall
y˜t = S(t)ξ + yt.
Hence, applying (6.3) we derive
‖y˜‖∞ ≤ C (|ξ|+ ‖y‖∞)
≤ C
(
|ξ|+
(
1 + ‖(y, z)‖2X
)
Tα
)
and
|||y˜|||β,β ≤ |||S(·)ξ|||β,β + |||y|||β,β
≤ C
(
|ξ|+
(
1 + ‖(y, z)‖2X
)
Tα
)
.
Moreover, we have
z˜ts(E) = zts(E) + ats(E,S(s)ξ) − ω
S
ts(ES(s)ξ).
On the one hand by (6.7), (5.11) and (5.10) we get
‖z˜‖α ≤ ‖z‖α+β T
β + C ‖S(·)ξ‖∞
≤ C
(
|ξ|+
(
1 + ‖(y, z)‖2X
)
Tα
)
.
On the other hand we apply (6.7) and (5.12) and infer that
‖z˜‖α+β,β ≤ ‖z‖α+β T
β + C sup
0<s<T
sβ |S(s)ξ|Dβ
≤ C
(
|ξ|+
(
1 + ‖(y, z)‖2X
)
Tα
)
.
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Summarizing we obtain the required estimate
‖M(y, z)‖X ≤ C
(
|ξ|+
(
1 + ‖(y, z)‖2X
)
Tα
)
.
The last step is to prove the corresponding algebraic relation. Due to Lemma 6.5 and of the
algebraic relations (5.7) and (5.8) we compute
(δˆ2z˜)tτs(E) =(δˆ2z)tτs(E) + (δˆ2a)tτs(E,S(s)ξ) + atτ (E,S(s)ξ − S(τ)ξ)
+(δˆ2ω
S)tτs(ES(s)ξ) + ω
S
tτ (E(S(s)ξ − S(τ)ξ))
=ωStτ (E(yτ − ys)) + atτ (E,S(τ)ξ − S(s)ξ) + atτ (E,S(s)ξ − S(τ)ξ)
+ωStτ (E(S(s)ξ − S(τ)ξ))
=ωStτ (E(y˜τ − y˜s)).

In order to show the existence of a unique local mild solution for (1.1) by means of Banach’s
Fixed-Point Theorem we verify that M is a contraction. To this aim, analogously to Lemmas
6.3 and 6.4 we derive the necessary estimates.
Lemma 6.7 (estimate for δy-integral) Let (y1, z1), and (y2, z2) ∈ Xω,T . Then we have∣∣∣(δˆ(y1 − y2))ts∣∣∣ ≤ C (1 + ∥∥(y1, z1)∥∥2X + ∥∥(y2, z2)∥∥2X)∥∥(y1 − y2, z1 − z2)∥∥X (t− s)α , (6.8)∣∣y1s − y2s∣∣Dβ ≤ C (1 + ∥∥(y1, z1)∥∥2X + ∥∥(y2, z2)∥∥2X)∥∥(y1 − y2, z1 − z2)∥∥X sα−β (6.9)∥∥y1 − y2∥∥
β,β
≤ C
(
1 +
∥∥(y1, z1)∥∥2
X
+
∥∥(y2, z2)∥∥2
X
)∥∥(y1 − y2, z1 − z2)∥∥
X
Tα (6.10)
as well as∣∣∣(δˆ(y1 − y2))ts − ωSts(G(y1s )−G(y2s))∣∣∣
≤ C
(
1 +
∥∥(y1, z1)∥∥2
X
+
∥∥(y2, z2)∥∥2
X
)∥∥(y1 − y2, z1 − z2)∥∥
X
s−β (t− s)α+β .
(6.11)
Proof. We have
y1t − y
2
t = IΞ
(y)(y1, z1)t − IΞ
(y)(y2, z2)t = I
(
Ξ(y)(y1, z1)− Ξ(y)(y2, z2)
)
t
.
We make the same deliberations as in Lemma 6.3 and use the assumptions on G.∣∣∣Ξ(y)(y1, z1)vu − Ξ(y)(y2, z2)vu∣∣∣
≤
∣∣ωSvu(G(y1u)−G(y2u))∣∣+ ∣∣z1vu(DG(y1u))− z2vu(DG(y2u))∣∣
≤
∣∣ωSvu(G(y1u)−G(y2u))∣∣+ ∣∣z1vu (DG(y1u)−DG(y2u))∣∣+ ∣∣(z1 − z2)vu (DG(y2u))∣∣
≤ C |||ω|||α
∥∥y1 − y2∥∥
∞
(v − u)α + C
∥∥z1∥∥
α
∥∥y1 − y2∥∥
∞
(v − u)α +C
∥∥z1 − z2∥∥
α
(v − u)α
≤ C
(
1 +
∥∥(y1, z1)∥∥
X
) ∥∥(y1 − y2, z1 − z2)∥∥
X
.
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Furthermore,∣∣∣(δˆ2Ξ(y)(y1, z1))vmu − (δˆ2Ξ(y)(y2, z2))vmu∣∣∣
≤
∣∣ωSvm (G(y1u)−G(y1m) +DG(y1u)(δy1)mu −G(y2u) +G(y2m)−DG(y2u)(δy2)mu)∣∣
+
∣∣z1vm(DG(y1u)−DG(y1m))− z2vm(DG(y2u)−DG(y2m))∣∣
≤ C |||ω|||α
∣∣G(y1u)−G(y1m) +DG(y1u)(δy1)mu −G(y2u) +G(y2m)−DG(y2u)(δy2)mu∣∣ (v − u)α
+
∣∣z1vm(DG(y1u)−DG(y1m)−DG(y2u) +DG(y2m))∣∣ + ∣∣(z1 − z2)vm (DG(y2u)−DG(y2m))∣∣ .
As in Lemma 6.3 we have two possibilities to estimate these terms.
By (B.2) and (B.3) we infer∣∣∣(δˆ2Ξ(y)(y1, z1))vmu − (δˆ2Ξ(y)(y2, z2))vmu∣∣∣
≤ C |||ω|||α
[(∣∣∣∣∣∣y1∣∣∣∣∣∣
β,β
+
∣∣∣∣∣∣y2∣∣∣∣∣∣
β,β
) ∣∣∣∣∣∣y1 − y2∣∣∣∣∣∣
β,β
+
∣∣∣∣∣∣y2∣∣∣∣∣∣2
β,β
∥∥y1 − y2∥∥
∞
]
u−2β (v − u)α+2β
+ C
∥∥z1∥∥
α+β,β
[∣∣∣∣∣∣y1 − y2∣∣∣∣∣∣
β,β
+
∣∣∣∣∣∣y2∣∣∣∣∣∣
β,β
∥∥y1 − y2∥∥
∞
]
u−2β (v − u)α+2β
+ C
∥∥z1 − z2∥∥
α+β,β
∣∣∣∣∣∣y2∣∣∣∣∣∣
β,β
u−2β (v − u)α+2β
≤ C
(
1 +
∥∥(y1, z1)∥∥2
X
+
∥∥(y2, z2)∥∥2
X
)∥∥(y1 − y2, z1 − z2)∥∥
X
u−2β (v − u)α+2β .
Again, applying Theorem 4.1 entails∣∣∣(δˆ(y1 − y2))ts∣∣∣ ≤ C (1 + ∥∥(y1, z1)∥∥2X + ∥∥(y2, z2)∥∥2X)∥∥(y1 − y2, z1 − z2)∥∥X (t− s)α .
By Corollary 4.6 we obtain∣∣y1s − y2s∣∣Dβ ≤ C (1 + ∥∥(y1, z1)∥∥2X + ∥∥(y2, z2)∥∥2X)∥∥(y1 − y2, z1 − z2)∥∥X sα−β,
and with Corollary 4.8 we have∥∥y1 − y2∥∥
β,β
≤ C
(
1 +
∥∥(y1, z1)∥∥2
X
+
∥∥(y2, z2)∥∥2
X
) ∥∥(y1 − y2, z1 − z2)∥∥
X
Tα.
On the other hand using (B.3) and (B.6) we get∣∣∣(δˆ2Ξ(y)(y1, z1))vmu − (δˆ2Ξ(y)(y2, z2))vmu∣∣∣
≤ C |||ω|||α
(∣∣∣∣∣∣y1∣∣∣∣∣∣
β,β
+
∣∣∣∣∣∣y2∣∣∣∣∣∣
β,β
+
∣∣∣∣∣∣y2∣∣∣∣∣∣
β,β
∥∥y2∥∥
∞
)∥∥y1 − y2∥∥
∞
u−β (v − u)α+β
+ C
∥∥z1∥∥
α+β,β
(∥∥y1 − y2∥∥
∞
+
∥∥y2∥∥
∞
∥∥y1 − y2∥∥
∞
)
u−β (v − u)α+β
+ C
∥∥z1 − z2∥∥
α+β,β
∥∥y2∥∥
∞
u−β (v − u)α+β
≤ C
(
1 +
∥∥(y1, z1)∥∥2
X
+
∥∥(y2, z2)∥∥2
X
)∥∥(y1 − y2, z1 − z2)∥∥
X
u−β (v − u)α+β .
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Hence we can apply Corollary 4.2 and obtain∣∣∣(δˆ(y1 − y2))ts − ωSts(G(y1s)−G(y2s))∣∣∣
≤ C
(
1 +
∥∥(y1, z1)∥∥2
X
+
∥∥(y2, z2)∥∥2
X
) ∥∥(y1 − y2, z1 − z2)∥∥
X
s−β (t− s)α+β .

Lemma 6.8 (estimate for δz-integral) Let (y1, z1), and (y2, z2) ∈ Xω,T . Then the following
estimates are valid∣∣(z1ts − z2ts)(E)∣∣ ≤ C|E|(1 + ∥∥(y1, z1)∥∥2X + ∥∥(y2, z2)∥∥2X)∥∥(y1 − y2, z1 − z2)∥∥X[
(t− s)2α + sα−β (t− s)α+β
]
,
(6.12)
∥∥z1 − z2∥∥
α+β
≤ C
(
1 +
∥∥(y1, z1)∥∥2
X
+
∥∥(y2, z2)∥∥2
X
) ∥∥(y1 − y2, z1 − z2)∥∥
X
Tα−β. (6.13)
Proof. Recall that
(z1ts − z
2
ts)(E) = (δˆIΞ
(y)(y1, y1))ts(E)− ω
S
ts(Ey
1
s)− (δˆIΞ
(z)(y2, y2))ts(E) + ω
S
ts(Ey
2
s)
= (δˆI[Ξ(z)(y1, y1)− Ξ(z)(y2, y2)])ts(E)−
(
ωSts(Ey
1
s)− ω
S
ts(Ey
2
s)
)
.
Building the difference of Ξ(z) for (y1, y1) and (y2, y2) entails∣∣∣Ξ(z)(y1, y1)vu(E)− Ξ(z)(y2, y2)vu(E)∣∣∣
≤
∣∣bvu(E,G(y1u)−G(y2u))∣∣ + ∣∣avu(E, y1u − y2u)∣∣
≤ C |E|
(
|||ω|||2α +
∥∥∥ω(2)∥∥∥
2α
) ∥∥y1 − y2∥∥
∞
(v − u)2α + C |E| |||ω|||α
∥∥y1 − y2∥∥
∞
(v − u)α .
By (6.10) we get∣∣∣Ξ(z)(y1, y1)vu(E) − Ξ(z)(y2, y2)vu(E)∣∣∣
≤ C |E|
(
1 +
∥∥(y1, z1)∥∥2
X
+
∥∥(y2, z2)∥∥2
X
)∥∥(y1 − y2, z1 − z2)∥∥
X
(v − u)α .
Furthermore,∣∣∣(δˆ2Ξ(z)(y1, y1))vmu(E)− (δˆ2Ξ(z)(y2, y2))vmu(E)∣∣∣
≤
∣∣∣avm(E,ωSmu(G(y1u)−G(y2u))− (δˆy1)mu + (δˆy2)mu)∣∣∣
+
∣∣bvm(E,G(y1u)−G(y1m)−G(y2u) +G(y2m))∣∣
≤ C |||ω|||α |E|
∣∣∣ωSmu(G(y1u)−G(y2u))− (δˆ(y1 − y2))mu∣∣∣ (v − u)α
+ C
(
|||ω|||2α +
∥∥∥ω(2)∥∥∥
2α
)
|E|
∣∣G(y1u)−G(y1m)−G(y2u) +G(y2m)∣∣ (v − u)2α .
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By applying (6.11) and Lemma B.2 we derive∣∣∣(δˆ2Ξ(z)(y1, y1))vmu(E)− (δˆ2Ξ(z)(y2, y2))vmu(E)∣∣∣
≤ C |E|
(
1 +
∥∥(y1, z1)∥∥2
X
+
∥∥(y2, z2)∥∥2
X
)∥∥(y1 − y2, z1 − z2)∥∥
X
u−β (v − u)2α+β .
On the other hand we can estimate∣∣∣(δˆ2Ξ(z)(y1, y1))vmu(E)− (δˆ2Ξ(z)(y2, y2))vmu(E)∣∣∣
≤ C |E|
(∣∣ωSmu(G(y1u)−G(y2u))∣∣+ ∣∣∣(δˆ(y1 − y2))mu∣∣∣) (v − u)α
+ C |E|
(∣∣G(y1u)−G(y2u)∣∣+ ∣∣G(y1m)−G(y2m)∣∣) (v − u)2α .
By applying (6.8) we obtain∣∣∣(δˆ2Ξ(z)(y1, y1))vmu(E)− (δˆ2Ξ(z)(y2, y2))vmu(E)∣∣∣
≤C |E|
(
1 +
∥∥(y1, z1)∥∥2
X
+
∥∥(y2, z2)∥∥2
X
) ∥∥(y1 − y2, z1 − z2)∥∥
X
(v − u)2α .
Again with Corollary 4.2 we conclude∣∣∣(δˆI[Ξ(z)(y1, y1)− Ξ(z)(y2, y2)])ts(E) − (Ξ(z)(y1, y1)− Ξ(z)(y2, y2))ts(E)∣∣∣
≤ C |E|
(
1 +
∥∥(y1, z1)∥∥2
X
+
∥∥(y2, z2)∥∥2
X
) ∥∥(y1 − y2, z1 − z2)∥∥
X
(t− s)2α .
Furthermore we have∣∣∣(Ξ(z)(y1, y1)− Ξ(z)(y2, y2))ts(E)− ωSts(E(y1s − y2s))∣∣∣
≤
∣∣bts(E,G(y1s )−G(y2s))∣∣+ ∣∣ats(E, y1s − y2s)− ωSts(E(y1s − y2s))∣∣ .
Then (5.12) yields ∣∣∣(Ξ(z)(y1, y1)− Ξ(z)(y2, y2))ts(E)− ωSts(E(y1s − y2s))∣∣∣
≤ C |E|
∥∥y1 − y2∥∥
∞
(
|||ω|||2α +
∥∥∥ω(2)∥∥∥
2α
)
(t− s)2α
+ C |E| |||ω|||α
∣∣y1s − y2s∣∣Dβ (t− s)α+β .
By applying (6.9) we see∣∣∣(Ξ(z)(y1, y1)− Ξ(z)(y2, y2))ts(E)− ωSts(E(y1s − y2s))∣∣∣
≤ C |E|
(
1 +
∥∥(y1, z1)∥∥2
X
+
∥∥(y2, z2)∥∥2
X
)∥∥(y1 − y2, z1 − z2)∥∥
X
[
sα−β (t− s)α+β + (t− s)2α
]
.
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Finally, we derive∣∣(z1ts − z2ts)(E)∣∣ ≤ ∣∣∣(δˆI[Ξ(z)(y1, y1)− Ξ(z)(y2, y2)])ts(E)− (Ξ(z)(y1, y1)− Ξ(z)(y2, y2))ts(E)∣∣∣
+
∣∣∣(Ξ(z)(y1, y1)− Ξ(z)(y2, y2))ts(E)− ωSts(E(y1s − y2s))∣∣∣
≤ C|E|
(
1 +
∥∥(y1, z1)∥∥2
X
+
∥∥(y2, z2)∥∥2
X
) ∥∥(y1 − y2, z1 − z2)∥∥
X[
(t− s)2α + sα−β (t− s)α+β
]
.
Consequently, we get∥∥z1 − z2∥∥
α+β
≤ C
(
1 +
∥∥(y1, z1)∥∥2
X
+
∥∥(y2, z2)∥∥2
X
)∥∥(y1 − y2, z1 − z2)∥∥
X
Tα−β.

Now, putting all these results together, we can state the main theorem of this section.
Theorem 6.9 Let r > 0 with |ξ| ≤ r. Then there exist R = R(r, ω) and T = T (ω,R) > 0 such
that the mapping MT,R := MT |BX (0,R) : BX(0, R) → BX(0, R) is a contraction and possesses a
unique fixed point.
Proof. By Theorem 6.6 we know that MT maps Xω,T into itself and
‖MT (y, z)‖X ≤ C
(
|ξ|+
(
1 + ‖(y, z)‖2X
)
Tα
)
.
Setting R := 2Cr, we have
‖MT,R(y, z)‖X ≤
R
2
+ C
(
1 +R2
)
Tα.
Hence we can choose T small enough and obtain
‖MT,R(y, z)‖X ≤ R,
which means that MT,R maps BX(0, R) into itself.
Since y˜1 − y˜2 = y1 − y2 and z˜1 − z˜2 = z1 − z2, applying Lemmas 6.7 and 6.8 we derive∥∥MT (y1, z1)−MT (y2, z2)∥∥X ≤ C (1 + ∥∥(y1, z1)∥∥2X + ∥∥(y2, z2)∥∥2X) ∥∥(y1 − y2, z1 − z2)∥∥X Tα.
Hence, ∥∥MT,R(y1, z1)−MT,R(y2, z2)∥∥X ≤ C (1 + 2R2) ∥∥(y1 − y2, z1 − z2)∥∥X Tα.
Again, we can choose T small enough such that∥∥MT,R(y1, z1)−MT,R(y2, z2)∥∥X ≤ 12 ∥∥(y1 − y2, z1 − z2)∥∥X ,
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which proves the contraction property of MT,R. Consequently, Banach’s fixed-point Theorem
entails that MT,R has a unique fixed point in BX(0, R). 
We showed the existence of a unique local solution in an appropriate ball. This means that
another local mild solution for (1.1) could exist outside this ball. The following theorem excludes
this case. In order to prove this statement we need some additional results. For the existence
proof we considered a fixed ω ∈ Cα and a fixed initial condition ξ ∈ W . From now on we want
to investigate the dependence of the solution on these parameters. Therefore we introduce the
following notation
MT,ω,ξ : Xω,T → Xω,T
MT,ω,ξ(y, z)
(1)
t = S(t)ξ + IΞ
(y)
ω (y, z)t
MT,ω,ξ(y, z)
(2)
ts (E) =
(
δˆ1IΞ
(z)
ω (y, y)
)
ts
(E)− ωSts(Eys).
For notational simplicity we further set for τ > 0
θτyt := yt+τ (6.14)
θτzts := zt+τ,s+τ . (6.15)
The next assertion provides the connection between (4.15), (5.29) and the expressions introduced
above.
Lemma 6.10 Let τ > 0. Then the following identities hold true
θτΞ
(y)
ω (y, z) = Ξ
(y)
θτω
(θτy, θτz),
θτΞ
(z)
ω (y, y) = Ξ
(z)
θτω
(θτy, θτy).
Proof. The proof is a based on Remark 5.12. We directly have that
θτΞ
(y)
ω (y, z)vu = Ξ
(y)
ω (y, z)v+τ,u+τ = ω
S
v+τ,u+τ (G(yu+τ )) + zv+τ,u+τ (DG(yu+τ ))
= θτω
S
vu(G(θτyu)) + θτzvu(DG(θτyu)) = Ξ
(y)
θτω
(θτy, θτz)vu,
as well as
θτΞ
(z)
ω (y, y)vu(E) = Ξ
(z)
ω (y, y)v+τ,u+τ (E) = bv+τ,u+τ (E,G(yu+τ )) + av+τ,u+τ (E, yu+τ )
= θτ bvu(E,G(θτyu)) + θτavu(E, θτyu) = Ξ
(z)
θτω
(θτy, θτy)vu(E).

The first step in establishing the uniqueness of the local solution is contained in the next result.
Note that this is referred to as the cocycle property in the theory of random dynamical systems,
see [1]. This will be dealt with in a forthcoming work when we investigate global solutions for
rough evolution equations.
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Lemma 6.11 Let T > 0 and (y, z) ∈ Xω,T be a fixed-point of MT,ω,ξ. Then for any τ ∈ [0, T )
there exists a fixed-point of MT−τ,θτω,yτ given by (θτy, θτz).
Proof. This is a direct consequence of Corollary 4.5 and Lemma 6.10. By standard computa-
tions we get
θτyt = yt+τ = S(t+ τ)ξ + IΞ
(y)
ω (y, z)t+τ
= S(t)yτ + (δˆIΞ
(y)
ω (y, z))t+τ,τ
= S(t)yτ + IΞ
(y)
θτω
(θτy, θτz)t.
Furthermore,
θτzts(E) = zt+τ,s+τ (E) = (δˆIΞ
(z)
ω (y, y))t+τ,s+τ (E)− ω
S
t+τ,s+τ (Eys+τ )
= (δˆIΞ
(z)
θτω
(θτy, θτy))ts(E) − θτω
S
ts(Eθτys),
where we used Remark 5.12 in the last step. 
Remark 6.12 If (y, z) is a fixed point of MT,ω,ξ than for any T˜ < T the restriction of (y, z) on
[0, T˜ ]×∆T˜ is a fixed point of MT˜ ,ω,ξ.
Now we can state the uniqueness result of the local solution.
Theorem 6.13 Let (yi, zi), i = 1, 2 be two fixed-points of MT,ω,ξ. Then it must hold that
(y1, z1) = (y2, z2).
Proof. We set T := sup
{
T˜ > 0: (y1, z1) |[0,T˜ ]= (y
2, z2) |[0,T˜ ]
}
and assume that (y1, z1) 6=
(y2, z2). Then T < T . Using the continuity of the solution we have that y1
T
= y2
T
. By Lemma
6.11 we know that (θT y
1, θT z
1) and (θT y
2, θT z
2) are fixed points of MT−T ,θ
T
ω,y1
T
. According to
Remark 6.12 we can choose a small T ∗ ∈ [0, T − T ], apply (6.10) and (6.13). This leads to∥∥(θT y1, θT z1)− (θT y2, θT z2)∥∥X,T ∗
=
∥∥∥MT−T ,θ
T
ω,y1
T
((θT y
1, θT z
1))−MT−T ,θ
T
ω,y1
T
((θT y
2, θT z
2))
∥∥∥
X,T ∗
≤ C
(
1 +
∥∥(θT y1, θT z1)∥∥2X + ∥∥(θT y2, θT z2)∥∥2X) ∥∥(θT y1 − θTy2, θT z1 − θT z2)∥∥X (T ∗)α.
If T ∗ is sufficiently small we see that (θT y
1, θT z
1) = (θT y
2, θT z
2) on [0, T ∗] which yields
(y1, z1) = (y2, z2) on [0, T + T ∗]. Therefore, we obviously reached a contradiction with the
definition of T . 
We conclude this section collecting two important results which immediately follow from the
previous deliberations. We first indicate why taking more regular initial data leads to simpler
arguments.
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Corollary 6.14 If ξ ∈ Dβ and (y, z) is the unique fixed-point of MT,ω,ξ we have that y ∈ C
β
and z ∈ Cα+β.
Proof. Since
(δy)ts = (δy˜)ts = (δˆy)ts + (S(t− s)− Id)ys + (S(t)− S(s))ξ.
Using (6.1) and (6.2) we conclude that
|||y|||β ≤ C|ξ|Dβ + C(1 + ||(y, z)||
2
X )T
α−β.
Recall that
z˜ts(E) = zts(E) + ats(E,S(s)ξ) − ω
S
ts(ES(s)ξ).
Therefore applying (6.7) and (5.12) proves the statement. 
Remark 6.15 Keeping Lemma 5.5 and (5.25) in mind one can easily show that the solution
continuously depends on the noisy input.
7 An application
We finally indicate an example for the abstract theory proven above. For further applications
consult [8, Section 5] and [10, Section 7].
Example 7.1 We consider an open bounded C2-domain O ∈ Rd, for d ≥ 1. Furthermore, we
let A stand for the Laplace operator or for second order uniformly elliptic operator augmented
by Dirichlet boundary conditions. Then we know that A generates an analytic C0-semigroup
on W := L2(O). Moreover, we can identify the domains of the fractional powers of A with
Sobolev-Slobodetski spaces depending on the range of θ. We have according to Theorem 16.12
in [24] that
D((−A)θ) =
{
H2θ(O), 0 ≤ θ < 1/4
H2θD (O), 1/4 < θ ≤ 1.
Here HD stands for the Sobolev space that incorporates the boundary conditions, in particular
D(−A) = H2(O) ∩H10 (O).
Having stated the assumptions on the linear part we now focus on G. Therefore we firstly set
for simplicity V := L2(O). Let g : O × R → R be a three times continuously differentiable
function with bounded derivatives which is zero on {0, 1} × R. We interpret g as the kernel of
the following integral operator
G(ϕ)(ψ)[x] :=
∫
O
g(x, ϕ(x˜))ψ(x˜) dx˜. (7.1)
50
As in [17, Section XVII.3] one can show that G is three times continuously Frèchet-differentiable
and compute the derivatives as follows
DG(ϕ)(ψ, h1)[x] =
∫
O
D2g(x, ϕ(x˜))ψ(x˜)h1(x˜) dx˜,
D2G(ϕ)(ψ, h1 , h2)[x] =
∫
O
D22g(x, ϕ(x˜))ψ(x˜)h1(x˜)h2(x˜) dx˜,
D3G(ϕ)(ψ, h1 , h2, h3)[x] =
∫
O
D32g(x, ϕ(x˜))ψ(x˜)h1(x˜)h2(x˜)h3(x˜) dx˜,
for h1, h2 and h3 belonging to W . Due to the assumptions on g, these expressions are obviously
bounded.
It is left to show that G : W → L(W,Dβ) is Lipschitz continuous. Here β ≥ 1/3 as assumed in
(G). To this aim let ψ1 and ψ2 ∈W and compute
|G(ϕ1)−G(ϕ2)|L(W,Dβ) = sup
|ψ|=1
|G(ϕ1)(ψ)−G(ϕ2)(ψ)|Dβ
≤ C sup
|ψ|=1
|G(ϕ1)(ψ) −G(ϕ2)(ψ)|D(−A)
= C sup
|ψ|=1
∣∣∣∣∣
∫
O
(
g(·, ϕ1(x˜))− g(·, ϕ2(x˜)
)
ψ(x˜) dx˜
∣∣∣∣∣
D(−A)
.
Therefore we estimate for k = 0, 1, 2:∣∣∣∣∣
∫
O
(
Dk1g(·, ϕ
1(x˜))−Dk1g(·, ϕ
2(x˜)
)
ψ(x˜) dx˜
∣∣∣∣∣
2
L2(O)
=
∫
O
∣∣∣∣∣
∫
O
(
Dk1g(x, ϕ
1(x˜))−Dk1g(x, ϕ
2(x˜)
)
ψ(x˜) dx˜
∣∣∣∣∣
2
dx
≤ C
∫
O
∣∣∣∣∣
∫
O
|D2D
k
1g|∞ |ϕ
1(x˜)− ϕ2(x˜)| |ψ(x˜)| dx˜
∣∣∣∣∣
2
dx
≤ C|O| |D2D
k
1g|
2
∞ |ϕ
1 − ϕ2|2L2(O) |ψ|
2
L2(O).
We finally obtain that
|G(ϕ1)−G(ϕ2)|L(W,Dβ) ≤ C|ϕ
1 − ϕ2|L2(O),
where the constant C depends on |O| and g.
In conclusion our theory can be applied to parabolic SPDEs driven by multiplicative fractional
noise as described in (7.1).
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Remark 7.2 Note that we do not make any additional assumptions on the eigenvalues of A.
This is natural in the context of rough path theory, compare [4]. However, working with differ-
ent techniques such as presenting the infinite-dimensional integral as a sum of one-dimensional
integrals [19], ([10]) may lead to further assumptions on the asymptotic of the eigenvalues and
implicitly to a restriction of the domains.
Acknowledgments: The authors are grateful to M. J. Garrido-Atienza and B. Schmalfuß
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A Preliminary results for the Sewing Lemma
The following facts will be employed in Section 4.
Lemma A.1 Let ρ > 1 and κ ∈ C([0, T ] ,W ) such that
κ0 = 0 and
∣∣∣(δˆκ)ts∣∣∣ ≤ c (t− s)ρ .
Then κ ≡ 0.
Proof. For any partition P of [0, t] we have
κt = (δˆκ)t0 =
∑
[u,v]∈P
S(t− v)(δˆκ)vu.
Hence we derive
|κt| ≤ cSc |P|
ρ−1 t, which tends to 0 as |P| → 0.
Consequently κ ≡ 0. 
Lemma A.2 Let 0 < α, β < 1, ρ > 1 and κ ∈ C([0, T ] ,W ) such that
κ0 = 0,∣∣∣(δˆκ)ts∣∣∣ ≤ C (t− s)α ,∣∣∣(δˆκ)ts∣∣∣ ≤ Cs−β (t− s)ρ , for s 6= 0.
Then κ ≡ 0.
Proof. Let t ∈ [0, T ] be arbitrary but fixed. Consider Pn a dyadic partition of [0, t]. We have
κt = (δˆκ)t0 =
∑
[u,v]∈Pn
S(t− v)(δˆκ)vu.
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Consequently,
|κt| ≤ C
∑
[u,v]∈Pn
∣∣∣(δˆκ)vu∣∣∣
≤ C
tα
2nα
+ C
∑
[u,v]∈Pn
u 6=0
u−β
tρ
2nρ
= C
tα
2nα
+ C
tρ−1
2n−1
∑
[u,v]∈Pn
u 6=0
u−β
t
2n
≤ C
tα
2nα
+ C
tρ−1
2n−1
t∫
0
q−βdq
≤ C
tα
2nα
+ C
tρ−β
2n−1
.
Since, this statement has to be valid for all n ∈ N we must have κ ≡ 0. 
Lemma A.3 Given 0 < γ, ε < 1 then there is a constant C = C(γ, ε) such that for all n ∈ N
the estimate
n−1∑
k=1
k−γ(n − k)−ε ≤ C
n−1∑
k=0
(k + 1)−γ(n − k)−ε (A.1)
holds true.
Proof. For the right sum we see
n−1∑
k=0
(k + 1)−γ(n− k)−ε = n−ε +
n−1∑
k=1
(k + 1)−γ(n − k)−ε
Hence, (A.1) is fulfilled if
n−1∑
k=1
[
k−γ − (k + 1)−γ
]
(n− k)−ε ≤ Cn−ε
Furthermore we estimate
n−1∑
k=1
[
k−γ − (k + 1)−γ
]
(n− k)−ε =
n−1∑
k=1
k+1∫
k
γx−γ−1dx (n− k)−ε
≤
n−1∑
k=1
k+1∫
k
γx−γ−1(n− x)−εdx =
n∫
1
γx−γ−1(n− x)−εdx.
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Therefore it is sufficient to show that for all u ≥ 1 it holds
g(u, γ, ε) :=
u∫
1
γx−γ−1(u− x)−εdx ≤ Cu−ε.
To prove this we define
h(u, γ, ε) :=uγ+ε g(u, γ, ε)
=uγ+ε
u∫
1
γx−γ−1(u− x)−εdx
=
u∫
1
γ
(u
x
)γ−1 (
1−
x
u
)−ε u
x2
dx
=−
u∫
1
γ
(u
x
)γ−1 (
1−
x
u
)−ε
d
(u
x
)
=
u∫
1
γxγ−1
(
1−
1
x
)−ε
dx.
If γ + ε ≤ 1 consider
h(u, γ, 1 − γ) =
u∫
1
γ (x− 1)γ−1dx = (u− 1)γ ≤ uγ .
Since 0 < 1− 1
x
< 1 for all x ≥ 1 we see that h is monotonously increasing in ε. Hence we obtain
for 0 ≤ ε ≤ 1− γ
h(u, γ, ε) ≤ h(u, γ, 1 − γ) ≤ uγ ,
consequently
g(u, γ, ε) ≤ u−ε.
If γ + ε > 1 we estimate
h(u, γ, ε) =
u∫
1
γxγ−1
(
1−
1
x
)−ε
dx
=
u∫
1
γxγ+ε−1 (x− 1)−εdx
≤ γuγ+ε−1
u∫
1
(x− 1)−εdx
=
γ
1− ε
uγ+ε−1 (u− 1)1−ε ≤
γ
1− ε
uγ ,
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which directly yields
g(u, γ, ε) ≤
γ
1− ε
u−ε.

B Fundamental estimates for the fixed-point argument
In the next deliberations we illustrate a technique which is required in Section 6. This is based
on the division property for smooth functions, see p. 109 in [5]. This is also used for rough
SDEs, in order to estimate the difference of the norm of two controlled rough paths, consult [5,
Chapter 8], especially the proof of Theorem 8.4 in [5].
In the following cG stands for a universal constant which exclusively depends on G and its
derivatives. The next result can immediately be obtained applying the mean value theorem.
Lemma B.1 Let Wˆ be a separable Banach space, G ∈ C2b (W, Wˆ ) and x1, x2, x3, x4 ∈ W . The
following estimate
|G(x2)−G(x1)−G(x4) +G(x3)|
≤ cG |x2 − x1 − x4 + x3|+ cG |x4 − x3| (|x3 − x1|+ |x4 − x2|)
(B.1)
holds true.
Keeping this in mind we derive the following result.
Corollary B.2 Let yi ∈ Cβ,β([0, T ];W ) for i = 1, 2 and G ∈ C2b (W, Wˆ ). Then, for all 0 < s <
t ≤ T we have ∣∣G(y1t )−G(y1s)−G(y2t ) +G(y2s)∣∣
≤ cG
(∣∣∣∣∣∣y1 − y2∣∣∣∣∣∣
β,β
+
∣∣∣∣∣∣y2∣∣∣∣∣∣
β,β
∥∥y1 − y2∥∥
∞
)
s−β (t− s)β ,
(B.2)
as well as ∣∣G(y1t )−G(y1s)−G(y2t ) +G(y2s)∣∣
≤ cG
(∥∥y1 − y2∥∥
∞
+
∥∥y2∥∥
∞
∥∥y1 − y2∥∥
∞
)
.
(B.3)
Proof. Applying Lemma B.1, see also Lemma 7.1 in [21], with x1 = y
1
s , x2 = y
1
t , x3 = y
2
s and
x4 = y
2
t we infer ∣∣G(y1t )−G(y1s)−G(y2t ) +G(y2s)∣∣
≤ cG
∣∣y1t − y1s − y2t + y2s ∣∣+ cG ∣∣y2t − y2s ∣∣ (∣∣y1s − y2s ∣∣+ ∣∣y1t − y2t ∣∣)
55
We have two possibilities to estimate this expression. On the one hand we have∣∣G(y1t )−G(y1s)−G(y2t ) +G(y2s)∣∣
≤ cG
∣∣y1t − y1s − y2t + y2s ∣∣+ cG ∣∣y2t − y2s ∣∣ (∣∣y1s − y2s ∣∣+ ∣∣y1t − y2t ∣∣)
≤ cG
(∣∣∣∣∣∣y1 − y2∣∣∣∣∣∣
β,β
+
∣∣∣∣∣∣y2∣∣∣∣∣∣
β,β
∥∥y1 − y2∥∥
∞
)
s−β (t− s)β .
On the other hand we obtain∣∣G(y1t )−G(y1s)−G(y2t ) +G(y2s)∣∣
≤ cG
∣∣y1t − y1s − y2t + y2s ∣∣+ cG ∣∣y2t − y2s ∣∣ (∣∣y1s − y2s ∣∣+ ∣∣y1t − y2t ∣∣)
≤ cG
(∥∥y1 − y2∥∥
∞
+
∥∥y2∥∥
∞
∥∥y1 − y2∥∥
∞
)
.
This proves the statement. 
Lemma B.3 Let G ∈ C3b (W, Wˆ ) and x1, x2, x3, x4 ∈W . Then
|G(x2)−G(x1)−DG(x1)(x2 − x1)−G(x4) +G(x3) +DG(x3)(x4 − x3)|
≤ cG (|x2 − x1|+ |x4 − x3|) |x2 − x1 − x4 + x3|
+ cG |x4 − x3|
2 (|x3 − x1|+ |x4 − x2|) .
(B.4)
For a complete proof, see p. 2716 in [16].
This helps us further obtain an essential estimate for our fixed-point argument.
Corollary B.4 Given yi ∈ Cβ,β([0, T ];W ) for i = 1, 2 and G ∈ C3b (W, Wˆ ). Then the following
estimates are valid for all 0 < s < t ≤ T :∣∣G(y1s)−G(y1t ) +DG(y1s)(y1t − y1s)− (G(y2s )−G(y2t ) +DG(y2s)(y2t − y2s))∣∣
≤ cG
[(∣∣∣∣∣∣y1∣∣∣∣∣∣
β,β
+
∣∣∣∣∣∣y2∣∣∣∣∣∣
β,β
) ∣∣∣∣∣∣y1 − y2∣∣∣∣∣∣
β,β
+
∣∣∣∣∣∣y2∣∣∣∣∣∣2
β,β
∥∥y1 − y2∥∥
∞
]
s−2β (t− s)2β ,
(B.5)
as well as ∣∣G(y1s)−G(y1t ) +DG(y1s)(y1t − y1s)− (G(y2s)−G(y2t ) +DG(y2s)(y2t − y2s))∣∣
≤ cG
(∣∣∣∣∣∣y1∣∣∣∣∣∣
β,β
+
∣∣∣∣∣∣y2∣∣∣∣∣∣
β,β
+
∣∣∣∣∣∣y2∣∣∣∣∣∣
β,β
∥∥y2∥∥
∞
)∥∥y1 − y2∥∥
∞
s−β (t− s)β .
(B.6)
Proof. As previously argued, we apply Lemma B.3 with x1 = y
1
s , x2 = y
1
t , x3 = y
2
s and
x4 = y
2
t . This results in∣∣G(y1s)−G(y1t ) +DG(y1s)(y1t − y1s)− (G(y2s)−G(y2t ) +DG(y2s)(y2t − y2s))∣∣
≤ cG
(∣∣y1t − y1s ∣∣+ ∣∣y2t − y2s ∣∣) ∣∣y1t − y1s − y2t + y2s ∣∣+ cG ∣∣y2t − y2s ∣∣2 (∣∣y1s − y2s ∣∣+ ∣∣y1t − y2t ∣∣) .
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Again, we use have two possibilities to obtain the following inequalities. First of all we infer that∣∣G(y1s)−G(y1t ) +DG(y1s)(y1t − y1s)− (G(y2s)−G(y2t ) +DG(y2s)(y2t − y2s))∣∣
≤ cG
(∣∣y1t − y1s ∣∣+ ∣∣y2t − y2s ∣∣) ∣∣y1t − y1s − y2t + y2s ∣∣+ cG ∣∣y2t − y2s ∣∣2 (∣∣y1s − y2s ∣∣+ ∣∣y1t − y2t ∣∣)
≤ cG
(∣∣∣∣∣∣y1∣∣∣∣∣∣
β,β
+
∣∣∣∣∣∣y2∣∣∣∣∣∣
β,β
) ∣∣∣∣∣∣y1 − y2∣∣∣∣∣∣
β,β
s−2β (t− s)2β + cG
∣∣∣∣∣∣y2∣∣∣∣∣∣2
β,β
∥∥y1 − y2∥∥
∞
s−2β (t− s)2β
≤ cG
[(∣∣∣∣∣∣y1∣∣∣∣∣∣
β,β
+
∣∣∣∣∣∣y2∣∣∣∣∣∣
β,β
) ∣∣∣∣∣∣y1 − y2∣∣∣∣∣∣
β,β
+
∣∣∣∣∣∣y2∣∣∣∣∣∣2
β,β
∥∥y1 − y2∥∥
∞
]
s−2β (t− s)2β .
On the other hand we finally get∣∣G(y1s)−G(y1t ) +DG(y1s)(y1t − y1s)− (G(y2s )−G(y2t ) +DG(y2s)(y2t − y2s))∣∣
≤ cG
(∣∣y1t − y1s ∣∣+ ∣∣y2t − y2s ∣∣) ∣∣y1t − y1s − y2t + y2s ∣∣+ cG ∣∣y2t − y2s ∣∣2 (∣∣y1s − y2s ∣∣+ ∣∣y1t − y2t ∣∣)
≤ cG
(∣∣∣∣∣∣y1∣∣∣∣∣∣
β,β
+
∣∣∣∣∣∣y2∣∣∣∣∣∣
β,β
) ∥∥y1 − y2∥∥
∞
s−β (t− s)β + cG
∣∣∣∣∣∣y2∣∣∣∣∣∣
β,β
∥∥y2∥∥
∞
∥∥y1 − y2∥∥
∞
s−β (t− s)β
≤ cG
(∣∣∣∣∣∣y1∣∣∣∣∣∣
β,β
+
∣∣∣∣∣∣y2∣∣∣∣∣∣
β,β
+
∣∣∣∣∣∣y2∣∣∣∣∣∣
β,β
∥∥y2∥∥
∞
)∥∥y1 − y2∥∥
∞
s−β (t− s)β .

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