Parallel computing of the intensive data is one of the effective methods to improve high-performance computation of massive data. The purpose of this paper is to study the method of data partitioning and scheduling which is geared to the strategy of parallel computation facing to the distribution of data in sequence. According to the features of the intensive data computation, this paper puts forward the concept of data granularity, return granularity and saturation. The parallel computing and scheduling model facing to the distribution of data in sequence is given based on these concepts. Considering that the startup and shutdown of data distribution has some overhead, the distribution of a data block in sequence and the calculation of another data block can be done at the same time. While the total time of the calculation is not decreasing with the increase of the number of data blocks divided, there exists an optimal value. Through analyzing the slope algorithm of Digital Terrain Analysis (DTA), the optimal solution of data partitioning and the best number of computing nodes is presented in this paper. The results of the experiment show that the theoretical analysis and the results of the experiment are basically consistent.
INTRODUCTION
The parallel digital terrain analysis is one of the important research content in computer science, originally used to solve the numerical or non-numerical calculation problems. It is mainly for the scientific computing of the large amount of data. Digital Terrain Analysis (DTA) is a digital information processing technology for the calculation of the terrain attributes and feature extraction on the basis of the Digital Elevation Model (DEM) [1] . With the update of a variety of sensors and measuring technology, the size of DEM data is increasing. This situation makes it very difficult to deal with the large data in a single machine environment. So it is necessary to use parallel computing technology to solve the bottleneck problems of calculation in single processor [2] .
Currently, some studies on parallel digital terrain analysis mainly focus on data parallel strategy [3] . To greatly improve the computing speed, data partition strategy is used to decompose the large-scale data into many small chunks, which is convenient for parallel computing on multiple computing nodes. If the partition is done in coarse granularity, the effect of parallel computing is not very good. The reason is the data processing workload is still large for each node to complete, while this can reduce the communication time between nodes. If partition granularity is too small, the workload of each node is reduced and the efficiency is improved, but the communication overhead between nodes will be increased. In brief, the data partition algorithm and strategy must affect the expression and improvement of parallel performance.
Armstrong et al. [4] have studied the relationships between different computing granularity and computational efficiency. Wang et al. [5] have proposed a segmentation partitioning algorithm and a static task-management algorithm based on quad-tree. Lv et al. [6] carried on interpolation by the dividing method line by line. In order to guarantee the neighborhood to satisfy interpolation of the sub-data blocks, edge points and sub-data blocks after partition are distributed certain data width. This usually choose twice or two times DEM resolution. Armstrong et al. [7] carried on interpolation by the dividing method column by column. Based on the method of regular band division in the traditional D-TIN parallel algorithm, Qi et al. [8] proposed a balanced and efficient partitioning method of the cluster distribution points-set by using the method of the dynamic stripe. Qian et al. [9] presented a strip data equalization method according to the computational overhead considering the complexity of interpolation algorithm. Hu et al. [10] proposed the self-adaptive grid segmentation method to achieve that the dataset can be split by coordinate axis until that each data block has only 2-3 data points. Jiang et al. [11] divided the data into many irregular image blocks in which each processor must storage certain lines of image boundary pixels as redundant, to avoid a repeat of communication in parallel process and speed up the processing speed. In the extraction of the drainage network, scholars have carried out the parallel processing of D8 algorithm [12] [13] [14] . Then they made many attempts to achieve different segmentation method and parallel algorithm of DEM. By comparing the results of six kinds of decomposition method and scheduling strategy, Barton et al. [15] concluded that the moderate data partition granularity and dynamic scheduling strategy can improve the parallel efficiency. Huang et al. [16] studied the IDW interpolation parallel algorithm. Song et al. [17] gave a quantifiable data partitioning method or mechanism.
Though the parallel digital terrain analysis has achieved certain development and improved performance in different degree, the data parallel theory are still needed to be systematic collated and quantitatively check data granularity. Many scholars focus on managing a mass of spatial data through the data partition strategy and the storage strategy, lacking the quantitative theoretical basis to guide the design of parallel algorithm in data split and management. The high performance computing of digital terrain analysis is realized by the parallel design with splitting the data, but we have to consider many complex data dependencies among the divided data. Then how to split the data, distribute the data block and schedule tasks are the key factors to influence the efficiency of parallel computing.
THE DATA SCHEDULING MODEL IN PARALLEL COMPUTING
In parallel computation, granularity G is defined as the ratio of computation time and communication time, which is mainly used to measure the relationship between computational time and communication dependency of a computing task. If the G of a task is less than 1, it shows the communication time is larger than the calculation time and the task depends on the other tasks too much, so this may not be conducive to improve the efficiency of parallel computing. If the G of a task is greater than 1, it indicates that the tasks are relatively independent and the parallel computing is more efficiency. If the communication time of a task is 0, the granularity value of the task is infinity that means it is not connected to other tasks and can be performed at any time.
The computational tasks for intensive data is belong to this kind of situation. The main method of parallel computing technology is to divide the data into many small data blocks which can be executed in parallel, while it can attains high calculation efficiency. However, while we calculate the large-scale intensive data computing, the data distribution will spend a lot of time, and the data distribution in sequence and task computation can be done at the same time. This means that the more number of data blocks are divided and the better performance is achieved, but we think there is an optimal number in theory.
Definition 1: Data Granularity (DG) is the ratio of the computation time of a task and the time to distribute data. It can be represented as, , while T c is the computation time of a task, T d is the communication time to distribute data.
In general, T c is determined by the specific algorithm of a computing task. When DG<<1, we called it as coarse-grained granularity, in contrary as the fine-grained one. In the computation of the intensive data, when DG is far less than 1, it says that the data block is so big to lead to the long computation time, so the data block is required to be subdivided again. Conversely, when DG>>1, data blocks is too small, so they need to be merged into a bigger data block.
When considering that the return of results will take some time, we will define the ratio of the return time and the data distribution as return granularity.
Definition 2: Return Granularity (RG) is the ratio of the return time and the data distribution time. It can be represented as, , while T r is the return time of computation results determined also by the specific algorithm. In fact, the size of the divided data block should also consider the computing resources provided by the kind of system. When the number of computing nodes provided by a parallel computing environment can just meet the need of computing tasks there are not too many resources to waste due to node to be idle. Next we define the saturation S. Definition 3: The Saturation (S) is the ratio of the largest number of missions which can be computed in parallel and the maximum of computing nodes provided by the system. It can be represented as , while N t is defined as the largest number of missions which can be computed in parallel, N p is defined as the number of computing nodes available by the parallel environment. When S is bigger than 1, it indicates that the number of tasks executed in parallel is bigger than the maximum number of nodes offered by the environment and some tasks need to wait for execution because there is no idle node to be scheduled. We called this situation as the super-saturation, in contrary, as the under-saturation. In the computation of the intensive data, when
S is bigger than 1, the data is divided into so small that the total number of nodes is less than the number of data blocks. Because this may affect the efficiency of computation if there are the some data blocks waiting for scheduling, we need to consider merging these data blocks into a big one. Conversely, when S is smaller than 1, the number of tasks is less than the number of nodes. This situation leads to some nodes to be idle, so computing resources must not be fully used. This means a waste of computing resources.
In conclusion, to proper size of the data block by dividing strategy, we must consider two indicators such as the size of granularity and the saturation. For the parallel computing under distributed memory mode, the size of Data Granularity (DG) must be larger than 1. For example, when DG is equal to 1, for the hypothesis that we does not consider the results of return time, the data distribution time and the data computation time is in a cycle due to the computational time is equal to the time of data analysis when data is distributed in sequence. So only two nodes are enough to calculate the data block. This situation cannot play the advantages of the cluster with multiple nodes.
When we consider the time of results recycling, how to determine the data granularity and return granularity should be considered. In parallel computing process we generally use the strategy that data distribution and task computation are operated at the same time, namely the main node distributes a data block, slave nodes are immediately started to compute the data block. Then the master node receives and merges the results. Next the master node continues to distribute the next data block and start to calculate until to completion of the whole computation. The time required to perform a task is the total of the distribution data time, calculation time and results return time. We can calculate this total time like this,
That is to say, after executing the tasks with the number of (1 + DG + RG), the first node can complete the calculation. Then it will be in the idle state, so it can be assigned a task again, as shown in figure 1 . Therefore, we conclude that the system only requires the number of nodes, 1 + DG + RG, to process the computation no matter how many tasks there are.
On the other hand, the saturation (S) is not as small as possible. When S is equal or close to 1, it also does not make full use of all the computing nodes because of the dependency between tasks. Therefore, the maximum saturation can be introduced into parallel computing to evaluate the use ratio of the computation environment.
3. DATA PARTITION While the algorithm of a task and the computing environment is determined, the calculation time of a unit data is basically certain. So the Data Granularity (DG) is also certain. Similarly, we also believe that in general RG is also dictated by the algorithm. Of course, for the situation that the results converge into a certain value and the return time of results will remain unchanged almost, then RG will reduce to a small value. Therefore as we consider the data partition, the overhead of return time can be neglected. According to the formula (1), we know that in parallel computing the computing environment can efficiently complete the data parallel computing as long as using DG + RG + 1 nodes. In this paper taking the digital terrain analysis as an example, we suppose that the size of DEM regional grid data which need to be calculated is W Byte, then the size of data block to be divided can be calculated like:
If the computation are operated in serial way, the data size can be regarded as a large block, The execution time can be calculated like:
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If the large block of data is divided to k small blocks, the execution time in parallel can be calculated like: (4) Here V is the speed of data distribution. If the number of data blocks is increasing, we need some additional overhead to start these processes to calculate every data block. The overhead starting a process can be represented by d. Here, T kd is the time to distribute a data, T kc is the calculation of a data, and T kr is the return time of computation results. As can be seen, when the size of data distribution can be determined in accordance with the formula (4), there is a minimum computing time in the whole task in parallel, i.e.
Then,
While,
Obviously, the computation time depends on the data granularity and return granularity of the task, the data distribution time, and the overhead of starting processes. Therefore there is a minimum value. The node number corresponding to the parallel computing minimum time has to do with the data granularity and return granularity of the task, the data distribution time, and the overhead of starting processes. Suppose k is the optimal number of nodes, the speedup can be calculated like:
By the formula (8), the speedup also has to do with the data granularity and return granularity of a task, the data distribution time, and the overhead of starting processes.
In the slope algorithm of DEM, DG≈7.6, RG≈7.4, d≈0.14s, then the number of nodes required, k, the optimum calculation time, T min , and the speedup can be gained through the formula (6-8):
By the formula (9-11), as soon as the algorithm of DEM is determined, the computation time, node number, speedup all have to do with the data distribution speed, and the overhead of starting processes. Assuming that the size of data is 1.69GB, V = 50MB/s, then we can gain by the formula (9-11) that k≈58, T min ≈50.94s, Speedup≈10.55.
THE SCHEDULING ALGORITHM
For the parallel computing method of distributed memory, the master node is responsible for data distribution and return of results. While the slave node is idle, the data can be distributed to it. Each slave node performs the reception of data, and computation, then returns the results to the master node. Once the task corresponding a data block is waiting for the calculation, the master node will distribute the data block to the idle node and launch the calculation. We give the flowchart of scheduling algorithm, shown as in figure 2 .
In figure 2 , the master node initializes the parameters of cluster, computes the whole size of DEM data and the size of each data block to distribute. According to
s min the size of each data block, the master node determines the starting position and ending position of the data block from whole DEM data and converts it into a continuous dataset after sending it to a slave node. If there is an idle slave node, the master node distributes the data block to it. After finishing a data block, if there is a request to return the result from a slave node, then the master node receives the result and fuses the result. The master node repeats the above steps until all blocks have been processed. Finally, the master node outputs the final results. Each salve node initials the parameters of cluster like the master node and deploys the environmental parameter of MPI. Once the slave node finishes the initialization, it will request the computing task from the master node. If there is a task to request the computing from the master node, the slave node start to receive the task including the data block and the relative parameters at once and attain the attribute information from the task. The slave node starts the calculation and returns the result to the master node. 
THE EXPERIMENT AND RESULT ANALYSIS
The experiment adopts the slope algorithm of DEM to validate the relationship between the data granularity and computing nodes. We can analyze the optimal number of nodes with the known data granularity. Gradient (slope) is the degree of surface unit steep slow, usually the ratio of the vertical height to the horizontal distance, of slope surface is called slope. The slope S of a point on surface unit is the function of elevation variation of terrain curved surface function, Z = f(x,y), in the direction from east to west or from south to north, Herein, is the rate of change in the direction from south to north and is the rate of change in the direction from east to west. In general, and are got by the numeric differential method in 3 ¥ 3 moving window.
The data adopted in this experiment is DEM raster data in TIFF format and the number of columns and lines of raster data is 16312*13912. The data type to store the elevation value is double. The data size of DEM is 1.72GB. The experimental environment configuration includes some servers (CPU: Xeon E5645; frequency: 2.8GHz; memory: 8G), Debian.6 (64) operating system, Visual Studio 2010, .Net Framework 2, MPI.2, GDAL1.8.1.
Firstly the experiment verifies how the size of data block to be partitioned affects the performance of the parallel slope algorithm. In the calculation of the optimal number of tasks, we need to determine the value of data granularity and return granularity of the slope algorithm. According to calculation in the serial slope algorithm the average value of data granularity (DG) is 7.6, the average value of recovery granularity (RG) is 7.4. The experimental results of DEM slope algorithm can be shown as in table 1.
It is seen from table 1 that, with the increase of the number of tasks, the time of parallel execution is decreasing, such as the computational time approaches a minimal value when the DEM data will be divided into 60 data blocks in slope algorithm while the size of each data block is 28.66 MB. Figure 2 shows the variation of the computation time and speedup ratio with the number of tasks in slope algorithm. Figure 2 is the corresponding computation time and speedup ratio in exposure algorithm. The experimental results are basically consistent with the theoretical calculation results. Figure 4b) shows the change of speedup ratio with the number of tasks in exposure algorithm of DEM.
CONCLUSIONS
Parallel computing of the intensive data is one of the effective methods to solve the fast calculation of mass data. The data is divided into a series of small data blocks to make use of some nodes in the cluster to calculate in parallel, thus effectively improving the efficiency of calculation. This paper discussed the calculation method in which these data blocks are distributed to some computing nodes in sequence to calculate. Then it analyzed the characteristics of data distribution and parallel computing, and tried to describe the relationship between the number of tasks and computing efficiency. Therefore we put forward some concepts like the data granularity, recovery granularity and saturation. Based on these concepts to establish a scheduling model on the basis of the data distribution in sequence and parallel computation, we present an effective data partitioning method, and give an optimal solution of data partitioning. In this paper, the model considers the overhead of the data I/O in the system and the overhead of starting and closing task, thus the improvement of speedup is limited. The data granularity and return granularity basically is closely related with the complexity of different algorithms. Different algorithms have different complexity so as to cause these algorithms to be very different in the selection of parallel computing way. Indeed, some ones are not suitable for the application of strategy of data distribution in sequence. For example, the result of some algorithms is a converged one or several changed values, so the return granularity may be so small to be negligible. Some algorithms have low complexity so the data granularity is small. The strategy of data distribution in sequence may not be appropriate. These problems will need some further analysis and discussion.
