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INTRODUCTION
Let X be a compact complex manifold with vanishing second Chern charac-
ter. The Witten genus of X was introduced in the physics literature by Witten
[Wit87] and Alvarez, Killingback, Mangano and Windey [AKMW87] as the par-
tition function of a 2-dimensional quantum field theory built from maps from
an elliptic curve to X.
The Witten genus has an expression in terms of the characteristic numbers of
X, as follows. If E is an elliptic curve with a holomorphic volume form ω, let
E2k(E,ω) be the Eisenstein series evaluated on (E,ω). If E = C/Λ with volume
form dz, then the Eisenstein series is given by the formula
E2k(E,ω) = ∑
λ∈Λ\{0}
λ−2k.
The Witten class
Wit(X, E,ω) ∈ ⊕Hi(X,ΩiX)
is defined by the formula
log Wit(X, E,ω) = ∑
k≥2
(2k− 1)!
(2pii)2k
E2k(E,ω) ch2k(TX).
The Witten genus of X is the integral over X of the component of the Witten class
lying in Hn(X,ΩnX).
In this paper, I give a rigorous justification of the original physics definition
of the Witten genus. I define a 2-dimensional quantum field theory built from
maps from an elliptic curve to X, and show that the partition function of this
theory is the Witten genus of X.
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2 KEVIN COSTELLO
0.1. Let me describe how the classical field theory I consider is constructed, and
how the partition function is defined.
In [Cos11a], I define a class of classical field theories which I call cotangent
field theories. Given any system of elliptic differential equations1 on a manifold
M one can construct the corresponding cotangent theory. In this paper, we are
interested in a field theory on an elliptic curve E, defined as the cotangent the-
ory to the (derived) moduli space of degree 0 holomorphic maps from E to a
complex manifold X.
In [Cos11b] I develop a definition of quantization of a classical field theory.
This definition has the property that the space of possible quantizations of a
classical field theory on a manifold M is the global sections of a sheaf on M.
Further, quantizations have a descent property: if a group G acts properly dis-
continuously on M, then a G-equivariant quantization of an equivariant classical
theory on M descends to a quantization of the corresponding theory on M/G.
The Witten genus will arise for us from quantizing the cotangent theory of
degree 0 holomorphic maps from an elliptic curve E to X. In order to construct
such a quantization for every E, it suffices to construct a quantization of the
corresponding theory on the complex plane C.
Theorem. Consider the cotangent theory to holomorphic maps from C to a complex
manifold X (where we work in the formal neighbourhood of constant maps).
There is a natural bijection between
(1) Quantizations of this theory, invariant under Aff(C) and an additional C×
action (to be discussed later).
(2) Trivializations of the second Chern character ch2(TX) ∈ H2(X,Ω2cl(X)).
Here Ω2cl(X) denotes the sheaf of closed holomorphic 2-forms on X.
0.1.1 Corollary. A trivialization of ch2(TX) leads to a quantization of the cotangent
theory to the moduli space of degree 0 holomorphic maps E→ X for every elliptic curve
E.
0.2. In [Cos11a], I show that such a quantization of the cotangent theory associ-
ated to any system of elliptic equations leads, roughly, to a volume form on the
derived moduli space of solutions. More precisely, we find a right D-module
1A formal definition of the kind of elliptic differential equations of interested is given in
[Cos11a]: I call them elliptic moduli problems.
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structure on the sheaf of functions: this is equivalent to a flat connection on the
canonical bundle, or to a trivialization of the sheaf of volume forms up to scalar
multiplication. I call this structure a projective volume form.
The quantization of the cotangent theory to the space of degree 0 holomorphic
maps E → X thus leads to a projective volume form on this derived mapping
space.
0.3. We will let XE denote the derived space of degree 0 maps. Choosing a
holomorphic volume form on E leads to an isomorphism XE ∼= T[−1]X. Note
that there is an isomorphism of sheaves of algebras on X
OT[−1]X ∼= Ω−∗X ,
where Ω−∗X indicates the sheaf of holomorphic forms on X where Ω
i
X is placed
in cohomological degree −i.
Thus,
H0(X,OT[−1]X) = ⊕i Hi(X,ΩiX).
Let dVolE denote the projective volume form on XE coming from the quantiza-
tion described above. Integrating against dVolE give a linear map
H0(X,OT[−1]X) = ⊕Hi(X,ΩiX)→ C
α 7→
∫
T[−1]X
αdVolE,
defined up to a scalar factor. We can normalize this scalar factor so that, if α ∈
Hn(X,ΩnX) is the class Serre dual to 1 ∈ H0(X,OX),∫
T[−1]X
αdVolE = 1.
The second main theorem calculates this linear map.
Theorem. For every trivialization of ch2(TX), the corresponding projective volume
form dVolE on XE ∼= T[−1]X has the property that the integration map
α→
∫
T[−1]X
αdVolE
is the map sending α ∈ ⊕i Hi(X,ΩiX) to∫
X
[Wit(X, E,ω)α]n .
Here [−]n indicates the projection onto the component in Hn(X,ΩnX), and
Wit(X, E,ω) ∈ ⊕Hi(X,ΩiX)
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is the Witten class of X.
0.4. One can restate this theorem as follows. The space T[−1]X is equipped with
a projective volume form dVol0 characterized by the property that the integra-
tion map
α 7→
∫
T[−1]X
αdVol0
sends α ∈ ⊕Hi(X,ΩiX) to
∫
X[α]n.
Any two projective volume forms differ by a function (defined up to a scalar).
The theorem states that
dVolE = Wit(X, E,ω)dVol0
where Wit(X, E,ω) is viewed as a function on T[−1]X.
Factorization algebra formulation of the results. In [Cos10] I announced the
results proved here in a slightly different form, using the language of factoriza-
tion algebras. In order to connect the results proved here with the statement of
[Cos10], let me explain a little about the results of the work in progress [CG11].
Let M be a manifold, and suppose we have a quantum field theory on M in the
sense of [Cos11b], Chapter 5. Let me briefly recall what this is. We have a graded
vector bundle E on M, over C, say. The space of fields will be E = Γ(M, E). The
space E of fields is equipped with a symplectic pairing of cohomological degree
−1, arising from a map of vector bundles E⊗ E → Dens(M), of cohomological
degree −1.
The space E is equipped with a differential Q : E → E , which is a differential
operator compatible with the symplectic pairing. We will let
O(E ) = ∏
n≥0
Hom(E ⊗n,C)Sn
denote the algebra of formal power series on E . In this expression, Hom denotes
continuous linear maps,⊗ denotes the completed projective tensor product, and
the subscript Sn denotes coinvariants. We will let
Ored(E ) = O(E )/C
denote the algebra of functions on E modulo constants.
The essential part of the data of a quantum field theory is a collection
I[L] ∈ Ored(E )[[h¯]]
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of effective interactions, defined for all L > 0. These must satisfy three axioms:
a renormalization group equation, expressing I[L] in terms of I[e] if e < L; a locality
axiom, saying that as L→ 0, I[L] becomes more and more local; and the quantum
master equation, saying that for all L,
QI[L] + 12{I[L], I[L]}L + h¯∆L I[L] = 0.
Here, ∆L : O(E ) → O(E ) is a Batalin-Vilkovisky operator, which depends on
the scale L. The quantum master equation implies that for all L, the operator
Q̂L : O(E )[[h¯]]→ O(E )[[h¯]]
Φ 7→ QΦ+ {I[L],Φ}L + h¯∆LΦ
is of square zero.
The renormalization group equation implies that the complexes(
O(E )[[h¯]], Q̂L
)
are chain homotopic for different values of L.
0.4.1 Definition. The complex of global observables of the quantum field theory is
the complex
(
O(E )[[h¯]], Q̂L
)
, for any L > 0.
0.5. The results of [CG11] imply the following.
0.5.1 Theorem. (1) Any quantum field theory on a manifold M, in the sense of
[Cos11b], yields a factorization algebra F on M, over the ring C[[h¯]].
(2) There is a quasi-isomorphism
F (M) ∼=
(
O(E )[[h¯]], Q̂L
)
between the complex of global sections of the factorization algebra, and the com-
plex of global observables of the quantum field theory.
(3) Quantum field theories in the sense of [Cos11b] on open subsets of M form a
sheaf, as do factorization algebras defined on open subsets of M. The map from
quantum field theories to factorization algebras is a map of sheaves.
(4) If a discrete group G acts properly discontinuously on M, then any quantum
field theory on M invariant under the G action descends to one on M/G. Fac-
torization algebras satisfy the same descent property, and the map from quantum
field theories to factorization algebras is compatible with descent.
In this paper, we will see that the Witten genus of X is encoded in the scale-
infinity effective action I[∞] constructed from a certain quantum field theory of
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maps to X. Thus, the main theorem of this paper implies the results announced
in [Cos10]. Indeed, the construction of the quantum field theory on C presented
in this paper yields a translation invariant factorization algebra onC. The global
sections of this factorization algebra on an elliptic curve E is quasi-isomorphic
to the complex of global observables of the quantum field theory on E. This
complex of global observables is computed in this paper by explicitly evaluating
the scale ∞ effective interaction I[∞] (and seeing that it is the logarithm of the
Witten class).
0.6. I should briefly compare the construction of the Witten genus in this paper
to the work of Gorbounov, Malikov and Schechtman [GMS00]. These authors
show that the Witten genus of X is the character of a sheaf of vertex algebras
on X called the chiral differential operators of X. Conjecturally, the factorization
algebra of observables of the field theory constructed in this paper is an analytic
incarnation of the chiral differential operators. If this is the case, then one could
view the results of this paper as being the Lagrangian counterpart of the results
of [GMS00]. Indeed, they show the Witten genus arises as the character of an
operator on the Hilbert space of the theory, whereas in this paper we find the
Witten genus directly from the functional integral.
0.7. Other recent related work is that of Grady and Gwilliam [GG11]. These
authors consider a 1-dimensional field theory related to the 2-dimensional field
theory considered here. They find that the partition function of the theory (on
S1) is the Â-class of the manifold.
0.8. Nick Rozenblyum’s MIT thesis [Roz11] contains some exciting develop-
ments related to the results presented here. The techniques Rozenblyum de-
velops allow one to give a purely algebro-geometric construction of a projective
volume form on the derived mapping space XE from an elliptic curve E to an
algebraic variety X. It is natural to conjecture that the projective volume form
Rozenblyum constructs coincides with the projective volume form constructed
here.
0.9. The plan of the paper is as follows. Part 1 develops general techniques
which allow us to treat field theories with non-linear targets using the tech-
niques of [Cos11b]. In order to do this, I introduce some formalism related to
formal geometry for describing a certain class of “derived manifolds”. In formal
derived geometry [Lur09b, Hin01], every formal derived space (“formal moduli
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problem”) can be represented by a dg Lie algebra (or an L∞ algebra). For the
purposes of this paper, a global derived space is a functor from a certain cate-
gory of dg ringed manifolds to the category of simplicial sets, satisfying a sheaf
property. I show how to construct such a functor from an “L∞ space”, which
is a manifold equipped with a sheaf of curved L∞ algebras. I show that every
complex manifold can be represented by an L∞ space. Further, certain derived
mapping spaces are representable in the category of L∞ spaces. This allows to
talk about the derived space of maps from an elliptic curve to a complex mani-
fold; this derived space of maps is the space of fields of our theory.
From the point of view of field theory, this approach to derived geometry has
the great advantage that it allows us to write a σ-model (a field theory based
on maps) as a “gauge theory”, where the fields are sections of some bundle of
Lie algebras on the space-time manifold. The perturbative renormalization tech-
niques of [Cos11b] are well adapted to working with gauge theories. Hopefully
this point of view will be useful for treating other σ-models.
In section 7 we develop the concept of projective volume form on L∞ spaces,
and show that, under suitable hypothesis, one can integrate against a projective
volume form.
Part 2 focuses on holomorphic Chern-Simons theory and the proofs of the
main results. We start in section 9 by introducing the classical fields of the
holomorphic Chern-Simons theory as the derived space of maps from an elliptic
curve E to T∗X, where X is a complex manifold.
Section 11 contains a description of the Wilsonian renormalization group flow,
which is a key part of the approach to quantum field theory developed in [Cos11b].
Section 12 describes some symmetries of classical holomorphic Chern-Simons.
These symmetries will constrain the possible quantizations of the theory.
In section 13 we can finally give a precise statement of the main theorem,
describing the quantizations of holomorphic Chern-Simons theory compatible
with the symmetries at the classical level.
I then proceed to prove the main theorem. Section 14 analyzes the counter-
terms that appear in quantizing the theory (it turns out that the theory is finite,
so all counter-terms vanish). Sections 15 and 16 analyze the cohomological ob-
structions to quantization, and show that the obstruction is precisely the second
Chern character of X.
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Finally, in section 17, I compute the scale ∞ effective interaction I[∞] of holo-
morphic Chern-Simons theory, and show that it can be identified with the Witten
class of X evaluated at the elliptic curve E.
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PART I: DERIVED GEOMETRY AND L∞ SPACES
In this section, we will introduce some ideas from derived geometry which
we will use throughout the paper. I will develop only the minimum amount of
theory required for the application.
In derived algebraic geometry [Toe¨06, Lur09a], one defines the notion of de-
rived scheme using the functor of points. To give a derived stack over a field
of characteristic zero is to give a functor from the category of commutative dgas
(concentrated in degrees≤ 0) to the category of simplicial sets; satisfying appro-
priate sheaf conditions.
We will adopt this idea to our setting. For us, a derived space will be a functor
from a category of manifolds equipped with a sheaf of dg rings, to the category
of simplicial sets, satisfying a descent condition.
In deformation theory [Hin01, Lur10] formal derived spaces can be repre-
sented by dg Lie algebras (or L∞ algebras). The derived spaces of interest in
this paper will be represented by what I call L∞ spaces; an L∞ space will be a
manifold equipped with a sheaf of curved L∞ algebras.
0.10. The reason we need to use the language of derived geometry is that the
space of solutions to the equations of motion of the field theory we consider can
be interpreted as the derived version of the space of maps from an elliptic curve
E to a complex manifold X.
We would like to study this field theory using the approach to renormaliza-
tion developed in [Cos11b]. There, however, the spaces of fields are always
assumed to be the sections of some vector bundle on the space-time manifold Σ.
A GEOMETRIC CONSTRUCTION OF THE WITTEN GENUS, II 9
If we restrict our attention to those maps f : Σ → X which are in the formal
neighbourhood of a constant map with value x ∈ X, then the techniques of
[Cos11b] apply. In that case, we can linearize X near x, and then our space of
fields becomes the sections of a trivial vector bundle on X. We then have to
ensure that any quantization is independent of the choice of linearization, but
the homological techniques of [Cos11b] allow one to analyze this question.
Some more work is needed, however, if we want to consider fields f : Σ→ X
which are near some constant map. The language of L∞ spaces allows us to solve
this problem, by representing the space of maps Σ → X which are near some
constant map as the space of Maurer-Cartan elements in a sheaf of L∞ algebras
on X.
The techniques developed here allow one to study a wide class of field theo-
ries where the fields are spaces of maps to some non-linear target. Although I
emphasized above the problem of perturbing around constant maps, the same
techniques allow one to analyze (in principle) the contributions of non-constant
maps.
1. DIFFERENTIAL GRADED RINGED MANIFOLDS
On a manifold M, let Ω∗M denote the de Rham complex of M, viewed as a
sheaf of commutative dgas on M.
1.0.1 Definition. A dg ringed manifold (overR) is a manifold M, together with a sheaf
A of differential graded unital Ω∗M-algebras, with the following properties.
(1) As a sheaf of graded Ω0M-algebras, A is locally free of finite total rank.
(2) A is equipped with a map of sheaves of Ω∗M-algebras A → C∞M; the kernel of
this map must be a sheaf of nilpotent ideals
(3) For sufficiently small open subsets U of M, the cohomology of A (U) must be
concentrated in non-positive degrees.
If we work over C, we should use the complexified de Rham algebra Ω∗M ⊗R
C, but otherwise the definition is the same.
Note that the axioms imply that the graded Ω0M-module A is given by the
sections of a graded vector bundle of finite total rank on M.
Here are some examples of dg ringed manifold.
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(1) Let M be any manifold. Then letting A = Ω∗M, equipped with the de
Rham differential, gives a dg ringed manifold which we refer to as MdR.
(2) Setting A = C∞M gives a dg ringed manifold which we just call M.
(3) Let M be a complex manifold. Then there is a complex dg ringed space
M∂ with A = Ω
0,∗(M), where the differential is the operator ∂.
(4) Let M be a complex manifold, and let R be any finite rank graded com-
mutative algebra in the category of holomorphic bundles on M, concen-
trated in degrees≤ 0, and equipped with a bundle I ⊂ R of graded ideals
such that R/I = C. Then, Ω0,∗(M, R) defines a dg ringed manifold.
1.0.2 Definition. A map of dg ringed manifolds (M,A ) → (N,B) is a smooth map
f : M → N, together with a map of sheaves of dg f−1Ω∗N-algebras f−1B → A , such
that the diagram
f−1B //

A

f−1C∞N // C
∞
M
commutes.
Here, f−1 refers to the inverse image of a sheaf: so that if F is a sheaf on N,
then
( f−1F)(U) = colim
V⊂ f (U)
F(V).
If (M,A ) is a dg ringed manifold, then the sheafA acquires a finite filtration
by powers of the nilpotent dg ideal I ⊂ A , which is the kernel of the map
A → C∞M. We will let GrA denote the associated graded sheaf; note that GrA
is a sheaf of dg algebras over the graded ring Ω]M, consisting of the de Rham
algebra of M with zero differential.
1.0.3 Definition. A map (M,A )→ (N,B) of dg ringed manifolds is an equivalence,
if the map of smooth manifolds M→ N is a diffeomorphism, and the map of sheaves
GrA → GrB
is a quasi-isomorphism.
Let sSets be the category of simplicial sets.
1.0.4 Definition. A derived space is a functor Φ from the category of dg ringed man-
ifolds to the category of simplicial sets, which satisfies the following two properties.
A GEOMETRIC CONSTRUCTION OF THE WITTEN GENUS, II 11
(1) Φ takes equivalences of dg ringed manifolds to weak equivalences of simplicial
sets.
(2) Φ satisfies a sheaf property, as follows. Let (M,A ) be any derived space; then,
assigning to an open subset U ⊂ M the simplicial setΦ(U,A ) defines a simpli-
cial presheaf on M, which we call Φ |M. We require that this simplicial presheaf
satisfy Cˇech descent: for every open cover U of M, the natural map of simplicial
sets
Φ(M,A )→ Cˇ(U,Φ |M)
is a weak homotopy equivalence.
2. DERIVED GEOMETRY WITH CURVED L∞ ALGEBRAS
The main theorem of deformation theory asserts that every formal derived
space can be represented by an L∞ algebra. Let us recall briefly how this works.
2.0.5 Definition. An Artinian dg algebra over k is a dg algebra R with a nilpotent
differential ideal m, such that R/m = k, such that R is concentrated in degrees ≤ 0 of
finite total dimension over k.
Note that an Artinian dg algebras over R are (essentially) the same as dg
ringed manifolds over Rwhere the underlying manifold is a point.
2.0.6 Definition. A formal moduli problem is a functor F from the category of nilpotent
dg algebras over k to the category of simplicial sets, such that F(k) is contractible, and
F preserves certain homotopy limits.
See [Lur10] for more details.
We want to explain briefly how every L∞ algebra g gives rise to a formal mod-
uli problem. Let us work over R for simplicity. Let R be an Artinian dg algebra
with maximal ideal m. The formal moduli problem associated to g assigns to
R the simplicial set MC(g⊗ m) of Maurer-Cartan elements of the nilpotent L∞
algebra g⊗m. An n-simplex of this simplicial set is a Maurer-Cartan element in
g⊗m⊗Ω∗(4n), where Ω∗(4n) refers to the commutative dg algebra of differ-
ential forms on the n-simplex.
2.1. We will introduce a global version of the Maurer-Cartan functor associated
to an L∞ algebra. This construction will associate a derived space to a manifold
X equipped with a certain sheaf of L∞ algebras.
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We will start by giving a general definition of curved L∞ algebra. Let A be a
differential graded commutative algebra, and let I ⊂ A be a nilpotent ideal in
A.
We will let A] denote the underlying graded algebra, with zero differential.
2.1.1 Definition. A curved L∞ algebra over A consists of a locally free finitely gen-
erated graded A]-module V, together with a derivation
d : Ŝym
∗
(V[1]∨)→ Ŝym∗(V[1]∨)
of cohomological degree 1 and square zero. In this expression, all tensors and duals are
over the graded algebra A].
The derivation d must make the completed symmetric algebra Ŝym
∗
(V[1]∨) into a
differential graded algebra over the differential graded algebra A.
Further, when we reduce modulo the nilpotent ideal I, the derivation d must preserve
the ideal in Ŝym
∗
(V[1]∨) generated by V.
The Taylor components of the derivation d are maps
lk : ∧k(V)→ V
of cohomological degree 2− k, satisfying a version of the standard L∞ identities
which also incorporates the differential on A. The first operator l0 defines an
element of V; our axioms imply that the operator l0 lies in the subspace V ⊗A I.
Note that if l0 is not zero, then V will not have the structure of a differential
graded module over A. However, the fact that we have an ordinary L∞ structure
when we reduce modulo I implies that V/I is a differential module over the dg
algebra A/I.
If V is a curved L∞ algebra over A, we will let C∗(V) denote the differential
graded A-algebras Ŝym
∗
(V∨[1]), equipped with the differential which appears
in the definition of the curved L∞ structure.
2.1.2 Definition. Let X be a manifold. A curved L∞ algebra over Ω∗X is a sheaf g of
graded Ω#X modules on X, which is locally free of finite total rank, equipped with the
structure of curved L∞ algebra over Ω∗X, as described earlier; where the nilpotent ideal
is Ω>0X .
We let gred = g/Ω>0X .
An L∞ space is a manifold X equipped with a curved L∞ algebra g over the sheaf
Ω∗X.
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We will think of an L∞ space as a kind of “derived space”. Note that if (X, g)
is an L∞ space, then C∗(g) (where cochains are taken over Ω∗X) is a sheaf of pro-
nilpotent differential graded algebras over Ω∗X. Let I ⊂ C∗(g) denote the ideal
generated by g∨ and by Ω1X. Then, for each k, C
∗(g)/Ik defines a dg ringed
manifold in the sense defined above. Thus, we should think of (X, C∗(g)) as an
inverse limit of dg ringed manifolds.
2.2. If (X, g) is an L∞ space, Y is a manifold, and φ : Y → X is a smooth map,
then we can form a curved L∞ algebra φ∗g over Ω∗Y, defined by
φ∗g = φ−1g⊗φ−1Ω∗X Ω
∗
Y.
(Here φ−1g refers to the sheaf pull back).
2.2.1 Definition. Let (X, g) be an L∞ space. Let us define a functor MC(X,g) from dg
ringed manifolds to simplicial sets, by saying that MC(X,g)(M,A ) is the simplicial set
consisting of smooth maps f : M→ X, together with a Maurer-Cartan element
α ∈ f ∗g⊗Ω∗M A
which vanishes modulo the ideal I ⊂ A .
Recall that the ideal I is the kernel of the map of sheaves of algebras A →
C∞M.
To give a Maurer-Cartan element as above is the same as to give a map of
sheaves of pro-Ω∗M-algebras
C∗( f ∗g)→ A
such that the diagram
C∗( f ∗g) //

A
{{
C∞M
commutes.
2.2.2 Theorem. The functor MC(X,g) associated to an L∞ space (X, g) defines a de-
rived space: that is, it takes equivalences of dg ringed manifolds to weak equivalences of
simplicial sets, and it satisfies the Cˇech descent property.
The proof of this theorem is provided in the appendix.
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3. COMPLEX MANIFOLDS AS L∞ SPACES
Let X be a complex manifold. In this section we will construct a curved L∞
algebra over Ω∗X, the C
∞ de Rham complex of X. This curved L∞ algebra will
encode the holomorphic geometry of X, and is well-defined up to contractible
choice.
Let J hol denote the infinite-rank vector bundle on X whose fibre at x ∈ X
is the space of infinite jets of holomorphic functions at x. Although J hol has
a natural structure of an infinite-rank holomorphic vector bundle, we will only
consider J hol has a C∞ vector bundle. There is a natural flat connection on
J hol , and a flat section ofJ hol over an open subset U ⊂ M is precisely a holo-
morphic function on U.
If p ∈ X and z1, . . . , zn are holomorphic coordinates at p, then we can iden-
tify the fibre ofJ hol at p with the algebra C[[z1, . . . , zn]] of formal power series
in the variables zi. Now suppose that U ⊂ X is an open subset, and z1, . . . , zn
are holomorphic coordinates on U. For each p ∈ U, the functions zi − zi(p)
define holomorphic coordinates centered at p. Let yi be the section of J hol
whose value at p is the jet of zi − zi(p). We thus find an identification be-
tween the space Γ(U,J hol) of smooth sections of J hol on U with the space
C∞(U,C)[[y1, . . . , yn]] of formal power series in n variables, with coefficients in
the algebra C∞(U,C) of complex-valued smooth functions on U. In these coor-
dinates, the flat connection
∇ : Γ(U,J hol)→ Ω1(U,J hol)
takes the form
∇ =∑dzi ∂∂zi + dzi
∂
∂zi
− dzi ∂
∂yi
.
From this expression, it is clear that section of J hol is flat if and only if it is the
jet of a holomorphic function on U.
SinceJ hol has a flat connection, we can define the de Rham algebra
Ω∗X(J
hol) = Ω∗X ⊗C∞X J hol
with coefficients inJ hol . I should emphasize that Ω∗X denotes the C
∞ de Rham
complex, viewed as a sheaf of differential graded algebras on X.
Since the natural algebra structure on J hol is compatible with the flat con-
nection, Ω∗X(J
hol) is a differential graded algebra over Ω∗X. If O
hol
X denotes the
sheaf of holomorphic functions on X, there is a natural quasi-isomorphism (of
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sheaves of dg algebras on X)
OholX ' Ω∗X(J hol).
3.0.3 Lemma. Then there is a canonical, up to contractible choice, curved L∞ algebra
gX∂ over Ω
∗
X (with the nilpotent ideal Ω
>0
X ), with the following properties.
(1) As an Ω]X-module, gX∂ is isomorphic to T
1,0
X [−1]⊗C∞X Ω
]
X (where T
1,0
X denotes
the holomorphic tangent bundle of X).
(2) There is an isomorphism
C∗(gX) 'J hol
of differential graded Ω∗X-algebras.
Proof. There is a natural decreasing filtration on J hol by subbundles, where
FkJ hol is the subbundle whose fibre at x ∈ X is the space of jets of holomorphic
functions at x which vanish to order k. These subbundles are not preserved by
the flat connection: rather, a kind of Griffiths transversality condition holds. The
connection gives a map
FkJ hol → Fk−1J hol ⊗Ω1X.
Further, one can identify F1J hol/F2J hol with (T1,0X )
∨.
Let us choose a splitting of the map
F1J hol → (T1,0X )∨
of C∞ vector bundles. This leads to an isomorphism of Ω]X modules
Ω]X(J
hol) ∼= Ŝym∗(T1,0X )∨)⊗C∞X Ω
]
X.
Since the left hand side is a differential graded algebra over Ω∗X, this isomor-
phism leads to a curved L∞ algebra over Ω∗X, which is easily seen to have all the
desired properties.
Next, we need to verify that the resulting curved L∞ structure on T1,0X [−1]
is independent, up to contractible choice, of the splitting of the bundle map
F1J hol → (T1,0)∗X. The space of such splittings is contractible. Thus, it suf-
fices to verify that if we have a family of such splittings, parameterized by an
n-simplex 4n, then we get a family of curved L∞ structures on T1,0X [−1] over
Ω∗(4n).
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To give such a family of curved L∞ structure is to give a differential on the
completed symmetric algebra
Ŝym
∗
(T1,0X )
∨ ⊗C∞X Ω
]
X ⊗C Ω∗(4n),
making it into a sheaf on X of differential graded algebras over Ω∗X ⊗Ω∗(4n).
As above, the differential must preserve the ideal generated by Ŝym
>0
(T1,0X )
∨
and by Ω>0X .
The choice of our splitting gives an isomorphism of sheaves of C∞(4n)-algebras
Ŝym
∗
(T1,0X )
∨ ⊗C C∞(4n) ∼=J holX ⊗C C∞(4n).
This isomorphism can be extended, by linearity, to an isomorphism of graded
algebras
Ŝym
∗
(T1,0X )
∨ ⊗C∞X Ω
]
X ⊗C Ω∗(4n) ∼=J holX ⊗C∞X Ω
]
X ⊗C Ω∗(4n).
The right hand side of this equation has a differential coming from the flat con-
nection onJ holX , and this gives the desired family of curved L∞ structures.

The curved L∞ algebra gX∂ – or rather its restriction to a flat L∞ algebra over
the sheaf of holomorphic functions on X – was discussed by Kapranov in [Kap97].
Of course, from a formal point of view [Qui69, Hin01, Lur10] the existence of a
Lie algebra structure on TX[−1] is no surprise: it is just defined to be the Koszul
dual of the holomorphic bundle of complete augmented commutative algebras
given byJ hol .
This way of encoding a complex manifold by an L∞ space is a version of for-
mal geometry. A general approach to formal geometry, related to the approach
used here, was developed in [CVdB10].
3.1. Now that we have defined the L∞ space (X, gX∂) associated to a complex
manifold X, we need to verify that the associated Maurer-Cartan functor repre-
sents the problem of holomorphic maps into X.
3.1.1 Lemma. Let M and X be complex manifolds, and let (X, gX) be the L∞ space
encoding the complex structure on X. Then,
(1) The simplicial set MC(X,gX)(M,Ω
0,∗
M ) is discrete, that is, all higher simplices
are constant.
(2) Zero simplices of MC(X,gX)(M,Ω
0,∗
M ) are in bijection with holomorphic maps
M→ X.
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Proof. Let φ : M → X be a smooth map. We are interested in Maurer-Cartan el-
ements in the nilpotent curved L∞ algebra Ω0,>0M ⊗Ω∗M φ∗gX∂ . Note that φ∗gX∂ =
Ω]M ⊗ φ∗T1,0X [−1], as a graded module over Ω]M (which denotes the graded alge-
bra of forms on M with no differential).
Thus, the L∞ algebra of interest is concentrated in cohomological degrees≥ 2.
It follows immediately that if there is a Maurer-Cartan element, it is unique, and
that the simplicial set of Maurer-Cartan elements is discrete. The existence of
the Maurer-Cartan element is equivalent to the vanishing of the curving l0 ∈
Ω0,2M ⊗ T1,0X .
It remains to show that the curving vanishes if and only if φ is holomorphic.
Firstly, suppose that l0 vanishes. Then, the Maurer-Cartan element gives us a
map of differential graded Ω∗M-algebras
C∗(φ∗gX∂)→ Ω0,∗M ,
such that the diagram
C∗(φ∗gX∂)
//

Ω0,∗M
zz
C∞M
commutes.
Since theΩ∗X-module C
∗(φ∗gX∂) is the de Rham complex of X with coefficients
in jets of holomorphic functions, this commutative diagram implies that the pull
back of a holomorphic function on X is a holomorphic function on M, so that φ
is a holomorphic map.
Conversely, suppose that φ is a holomorphic map. Then, φ induces a map of
φ−1Ω∗X-algebras
φ−1Ω0,∗X → Ω0,∗M .
Now, there is a natural map of Ω∗X-algebras
Ω∗X(J(OX))→ Ω0,∗X ,
where Ω∗X(J(OX)) indicates the C
∞ de Rham complex of X with coefficients in
the C∞ bundle of jets of holomorphic functions on X. It follows that a holo-
morphic map M → X induces a map of Ω∗M-algebras C∗(φ∗gX∂) → Ω0,∗M , as
desired. 
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3.2. We can define curved L∞ algebras encoding other kinds of geometry on X.
For example, it is straightforward to modify the above definition to produce a
curved L∞ algebra which encodes the C∞ geometry of a smooth manifold X.
4. GEOMETRIC CONSTRUCTIONS WITH CURVED L∞ ALGEBRAS
If (X, g) is an L∞ space, we will let Bg denote the ringed space (X, C∗(g)). As
always, the Chevalley-Eilenberg cochain complex C∗(g) is defined over the de
Rham algebra Ω∗X. We will often write OBg to denote the structure sheaf of Bg,
that is, the sheaf C∗(g) of rings on X. Note that OBg is a sheaf of commutative
dg algebras over Ω∗X. We will sometimes also use the notation O(X, g) to denote
the sheaf C∗(g).
4.1. According to the standard dictionary between commutative algebras and
dg Lie algebras, modules over commutative algebras correspond to modules
over dg Lie algebras. This suggests the following definition. If g is an ordinary
dg Lie algebra, then a dg module over g is the same thing as a split square zero
extension of g.
4.1.1 Definition. A vector bundle V on an L∞ space (X, g) is a locally free sheaf of
Ω]X-modules on X, such that V ⊕ g has the structure of curved L∞ algebra over Ω∗X,
with the following properties:
(1) The maps g ↪→ g⊕V and g⊕V → g are maps of L∞ algebras.
(2) Any higher product ln involving two or more sections of V is zero.
The L∞ space (X, g⊕V) should be thought of as the total space of the vector
bundle V[1], formally completed along the zero section.
In usual geometry, there are two equivalent languages for discussing vector
bundles: we can think of a vector bundle in terms of its total space, or we can
think of it in terms of its sheaf of sections.
4.1.2 Definition. If V is a vector bundle on (X, g) let C∗(g, V) be the sheaf of dg
modules over C∗(g). We call C∗(g, V) the sheaf of sections of V.
Familiar geometric constructions, such as the tangent bundle and the theory
of differential forms, make sense on an L∞ space (X, g). For example, the tangent
bundle T(X, g) is given by the module T(X, g) = g[1], with its natural structure
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of module over g. Thus, sections of the tangent bundle – that is, vector fields –
are given by the sheaf C∗(g, g[1]).
The cotangent bundle is T∗(X, g) is then defined to be the dual module g∗[−1]
to the tangent bundle g[1].
Similarly, the exterior powers of the cotangent bundle of (X, g) are defined by
∧kT∗(X, g) = ∧k(g∨[−1]) = Symk(g∨)[−k]).
Thus, a k-form on (X, g) is a section of the sheaf C∗(g, Symk(g∨)[−k]).
4.2. Recall that the total space of a vector bundle V on (X, g) is the L∞ space
(X, g⊕V). For example, the total space of the cotangent bundle to (X, g) can be
described as
T∗(X, g) = (X, g⊕ g∨[−1]).
Thus, the algebra of functions on T∗(X, g) can be written as
O(T∗(X, g)) = C∗(g, Ŝym
∗
(g[1])),
where the completed symmetric algebra Ŝym
∗
(g[1]) is endowed with its natural
g action.
For example, if g = gX∂ is the curved L∞ algebra arising from a complex
structure on X, then there is a weak equivalence of sheaves of dgas on X between
OT∗BgX
∂
and the formal completion along the zero section X ↪→ T∗X of the sheaf
of holomorphic functions on T∗X.
5. DERIVED MAPPING SPACES
We have seen that that the Maurer-Cartan functor associated to an L∞ space
is a derived space. If (X, g) is an L∞ space, we will view this derived space as
representing the functor of maps to (X, g). In this section we will show that, if
(M,A ) is a dg ringed manifold, a subset of the space of maps (M,A )→ (X, g)
is itself represented by an L∞ space.
Let us define a functor MC((M,A ); (X, g)), from the category of dg ringed
manifolds to the category of simplicial sets, by saying that
MC((M,A ); (X, g))(N,B) = MC(X,g)((M× N,A  B)).
Recall that the Maurer-Cartan functor associated to (X, g) satisfies the axioms of
a derived space: it takes equivalences of dg ringed manifolds to weak equiva-
lences of simplicial sets, and satisfies Cˇech descent with respect to open covers
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of dg ringed manifolds. It follows that the functor MC((M,A ); (X, g)) satisfies
these same axioms.
We will let
M̂C((M,A ); (X, g)) ⊂ MC((M,A ); (X, g))
be the subsheaf consisting of maps such that the map of underlying manifolds
M→ X is constant. More precisely, if (N,B) is an auxiliary dg ringed manifold,
we set
M̂C((M,A ); (X, g))(N,B) ⊂ MC(X,g)((M× N,A ⊗B)
to be the sub-simplicial set consisting of Maurer-Cartan elements where the un-
derlying map M× N → X of smooth manifolds factors through the projection
M× N → N.
5.0.1 Proposition. Let (M,A ) be a dg ringed manifold with the property that, if
FiA (M) denotes the filtration on A (M) by the powers of the ideal I (M), then the
cohomology each GriA (M) for i ≥ 1 is concentrated in degrees ≥ 1.
Let (X, g) be an L∞ space such that the cohomology of the sheaf of L∞ algebras gred =
g/Ω>0X is concentrated in degrees ≥ 1.
Then, the restricted Maurer-Cartan functor M̂C((M,A ); (X, g)) is equivalent to
the functor represented by the L∞ space (X, g⊗A (M)), where A (M) is the global
sections of the sheaf of commutative dgas A on M.
Note that, as always, when we are dealing with topological vector spaces such
as A (M) we take the completed projective tensor product.
Proof. Indeed, let (N,B) be another dg ringed manifold. An n-simplex of
M̂C((M,A ); (X, g))(N,B)
is given by a smooth map φ : N → X together with a Maurer-Cartan element in
the sheaf of curved L∞ algebras overB,
φ∗g⊗Ω∗N B ⊗RA (M)⊗R Ω∗(4n),
where the Maurer-Cartan element vanishes modulo the ideal
I1[n] = (IB ⊗A (M)⊗Ω∗(4n)) + (B ⊗I (M)⊗Ω∗(4n)) .
We will let C [n] denote the sheaf of Ω∗N-algebras
C [n] = B ⊗RA (M)⊗R Ω∗(4n).
Thus, I1[n] is an ideal in C [n].
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We will let C and I1 denote C [0] and I1[0].
An n-simplex of MC(X,g⊗A (M))(N,B) is given by a smooth map φ : N → X
and a Maurer-Cartan element of
φ∗g⊗Ω∗N C [n]
as above; except now we require that it vanishes modulo the ideal
I2[n] = IB ⊗A (M)⊗R Ω∗(4n).
As above, we will let I2 denote I2[0].
Thus, the two simplicial sets are almost identical, except that in the second
simplicial set we require a stronger vanishing condition. (The condition is stronger
because I1[n] ⊂ I2[n]).
It follows immediately that there is a natural transformation of functors
MC(X,g⊗A (M)) → M̂C((M,A ); (X, g)).
It remains to verify that this natural transformation yields a weak equivalence
of simplicial sets when evaluated on all (N,B).
Note that both simplicial sets decompose as a disjoint union over the set of all
smooth maps φ : N → X. Thus, we will fix such a φ and analyze the components
of both simplicial sets corresponding to φ.
Given φ, the corresponding component of the first (respectively, second) sim-
plicial set is the Maurer-Cartan simplicial set associated to the nilpotent curved
L∞ algebra
gi,φ = Γ(N, φ∗g⊗Ω∗N Ii)
where i = 1, 2.
Both of these nilpotent L∞ algebras are equipped with finite bifiltrations, in-
duced by the filtrations onA (M) andB(N) by the powers of the idealsIA (M)
and IB(N). The map g1,φ → g2,φ is filtration preserving, and the associated
graded is Abelian.
The associated graded of gi,φ is φ∗g⊗Ω∗N GrIi. Note that
Gri,j(I1) =
Gri(A )⊗Grj(B) if i ≥ 0 or j ≥ 00 if i = j = 0.
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Similarly,
Gri,j(I2) =
Gri(A )⊗Grj(B) if j > 00 if j = 0. .
It follows from this observation, and the assumptions in the statement of the
proposition, that the induced map on the cohomology of the associated graded
H∗(Gr∗,∗(g1))→ H∗(Gr∗,∗(g2))
is an isomorphism on H≤1. It follows (by a standard argument using induction
on the filtration) that the induced map of Maurer-Cartan simplicial sets is a weak
equivalence. 
5.1. In our study of holomorphic Chern-Simons theory, we are interested in the
space of holomorphic maps E → X, where E is a Riemann surface and X is
a complex manifold. We are only interested in those maps which are infinitesi-
mally near to the constant map. This proposition shows that this mapping space
is represented by the L∞ space Ω0,∗(E)⊗ gX∂ over Ω∗X.
The main reason for developing the theory of L∞ spaces as much as I did is
to be able to represent the mapping space in this way. The quantum field theory
techniques developed in [Cos11b] apply when our space of fields is linear. This
presentation of the mapping space allows us to apply the techniques of [Cos11b]
directly to theories where the space of fields is some space of maps. In the ex-
ample of interest in this paper, the space of classical fields will be the sheaf of
Ω∗X-modules
Ω0,∗(E)⊗
(
gX∂ [1]⊕ g∨X∂ [−1]
)
.
The classical action is constructed from the curved L∞ structure on gX∂ , and
has the property that the derived moduli space of solutions to the equations of
motion is the same as the space solutions to the Maurer-Cartan equation in the
curved L∞ algebraΩ0,∗(E)⊗
(
gX∂ ⊕ g∨X∂ [−2]
)
. The above proposition allows us
to identify this space of Maurer-Cartan elements with the derived space of maps
from the elliptic curve E to the cotangent bundle T∗X (completed near constant
maps to X).
Recall that the particular L∞ algebra gX∂ associated to the complex manifold
X depends on a choice: namely, the choice of a C∞ splitting of the vector bundle
map
F1J hol → T1,0X.
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However, we have seen that if we choose a different splitting, then we get a
homotopy-equivalent L∞ algebra structure on T1,0X ⊗C∞X Ω
]
X. (By definition, a
homotopy of L∞ structures on a graded vector space V is a family of L∞ struc-
tures over the base dg ring Ω∗([0, 1])).
Thus, the L∞ space Ω0,∗(E)⊗ gX∂ is well-defined up to homotopy. Since the
quantum field theory formalism developed in [Cos11b] works relative to an ar-
bitrary dg base ring, we see that the field theory constructions we perform will
we independent, up to homotopy, of the choice of splitting T1,0X → F1J hol .
This point illustrates a general philosophy in perturbative quantum field the-
ory, as developed in [Cos11b]. Although the Feynman diagram expansion of a
field theory depends on a linear structure on the space of fields, by talking about
homotopy equivalences of classical field theories one can access non-linear local
isomorphisms of the space of fields, and so remove this dependence.
6. CURVATURE AND CHARACTERISTIC CLASSES
In this section, I will describe how one can construct the Chern classes of a
vector bundle on an L∞ space (X, g).
6.1. Let us recall the definition of the Atiyah class. Let V be a holomorphic
vector bundle on a complex manifold Y. The Atiyah class is the element
α(V) ∈ H1(Y,Ω1Y ⊗OY End(V))
which is the obstruction to the existence of a holomorphic connection on V.
Another way to phrase the definition is to say that α(V) classifies the Ω1Y ⊗OY
End(V)-torsor of holomorphic connections on V.
We can find a cochain representative of the Atiyah class as follows.
6.1.1 Definition. Let
∇V : Ω0,∗X (V)→ Ω1,∗X (V)
be a connection over Ω0,∗X . Thus, ∇V must satisfy the Liebniz rule
∇V(αv) = (∂α)v + (−1)|α|α∇Vv,
for all α ∈ Ω0,∗X and v ∈ V. However, we do not assume that∇V is compatible with the
∂ operator.
Then, the Atiyah class of ∇V is
α(∇V) = [∂,∇V ] ∈ Ω1,1X (End(V)).
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It is easy to see that the cohomology class of α(∇V) in H1(X,Ω1⊗ End(V)) is
the usual Atiyah class.
This definition of the Atiyah class of a connection generalizes immediately.
Let R be a differential graded algebra, and let R] be the underlying graded alge-
bra. Let V be an R-module, which is projective as an R]-module. Let Ω1R denote
the R-module of Ka¨hler differentials of R.
6.1.2 Definition. A connection on V is a map (of graded vector spaces)
∇V : V → Ω1R ⊗R V
satisfying the Leibniz rule
∇V(rv) = ddR(r)v + r(−1)|r|∇Vv.
The Atiyah class of ∇V is the class
At(∇V) = [∇V , d] ∈ Ω1R ⊗R EndR(V)
which measures the failure of ∇V to be a cochain map.
Note that At(∇V) is a closed element of Ω1R ⊗R EndR(V) of cohomological
degree 1. If we change the connection ∇V on V, then the Atiyah class At(∇V)
chains by an exact element.
6.2. We are interested in the Atiyah class of the tangent bundle to (X, g) for any
L∞ space X.
The tangent bundle to (X, g) is represented by the sheaf of g-modules g[1].
In order to implement the algorithm above, we need to pass to the language of
ringed spaces. As before, the ringed space associated to the L∞ space (X, g) is
denoted by Bg. The sheaf of rings is C∗(g). Recall that this is a sheaf of rings
over the sheaf Ω∗X.
We will freely pass back and forth between a curved L∞ space (X, g) and the
associated ringed space Bg. Thus, the tangent bundle T(X, g) can be viewed as
the g-module g[1]; in the language of ringed spaces, the tangent bundle TBg is the
sheaf of C∗(g)-modules C∗(g, g[1]). Similarly, Ω1Bg is the sheaf of C
∗(g)-modules
C∗(g, g∨[−1]).
As before, let C](g) denote the graded algebra underlying C∗(g), equipped
with zero differential.
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Note that, as a C](g) module, C](g, g[1]) is naturally trivialized. That is,
C](g, g[1]) ∼= C](g)⊗Ω]X g[1].
This trivialization gives us a natural connection on the tangent bundle TBg: we
will let
At(TBg) ∈ H1(X,Ω1Bg(End TBg))
= H1(X, C∗(g, g∨[−1]⊗ g∨ ⊗ g))
be the Atiyah class of this connection.
We can describe this Atiyah class explicitly in terms of the curved L∞ algebra
structure on g. The expression is entirely local on X, and is defined for any
curved L∞ algebras.
If χ is a local section on X of g[1], thought of as a covariant-constant section
of the tangent bundle TBg, then the Atiyah class applied to χ is an element of
Atχ(TBg) of
C∗(g, End(g)) = Ŝym
∗
(g∨[−1])⊗ End(g).
Given further elements U1, . . . , Un ∈ g, the Taylor expansion of Atχ(TBg) is con-
structed from the sequence of elements
∂
∂U1
. . .
∂
∂Un
Atχ(TBg)(0) ∈ End(g).
6.2.1 Lemma. If W is an element of g, then
∂
∂U1
. . .
∂
∂Un
Atχ(TBg)(0)(W) = ln+2(U1, . . . , Un,χ, W) ∈ g.
Proof. This is a straightforward local calculation. 
7. VOLUME FORMS ON ELLIPTIC L∞ SPACES
The main result of this paper is that we can understand the Witten class of a
complex manifold X in terms of a certain natural volume form on the derived
mapping space from an elliptic curve to X. The derived mapping space will be
represented as an L∞ space. In this section I will give a definition (following
[Cos11a]) of a projective volume form on an L∞ space. I will also explain how,
under certain hypothesis, one can integrate functions on an L∞ space against
such a projective volume form.
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7.1. To start with, I will give the definition of a projective volume form on an
ordinary (non-derived) manifold.
7.1.1 Definition. Let X be a complex manifold. A projective volume form on X is
a flat connection on the canonical bundle KX. Equivalently, it is a trivialization of the
O×X /C
×-torsor associated to KX.
Note that what we call a projective volume form is not the same as a volume
form on X up to scalar multiplication. Locally, the two notions coincide. Glob-
ally, however, the flat connection on KX may have non-trivial monodromy: this
provides an obstruction to lifting a projective volume form to a volume form.
7.1.2 Lemma. A projective volume form on X is the same as a right DX-module struc-
ture on OX.
Proof. If M is a right DX-module, then M ⊗ K−1X is a left DX-module. Thus, a
right DX-module structure on OX induces a left DX-module structure on K−1X ,
that is, a flat connection on K−1X ; and so a flat connection on KX. The converse is
immediate. 
7.2. We are interested in projective volume forms on L∞ spaces. I will follow
a very helpful suggestion of Nick Rozenblyum, and define a projective volume
form on a formal moduli problem to be a right D-module structure on the struc-
ture sheaf. The reason for this approach is that I don’t know how to define the
canonical sheaf in derived geometry; presumably, the correct definition would
involve some version of Grothendieck-Serre duality.
Let (X, g) be an L∞ space. Let
Vect(X, g) = C∗(g, g[1])
be the sheaf on X of sections of the tangent bundle T(X, g). This is a sheaf of dg
C∗(g)-modules, equipped with anΩ∗X-linear Lie bracket. We can identify it with
the sheaf of Ω∗X-linear derivations of C
∗(g), or equivalently with C∗(g, g[1]).
Let us define the associative algebra of differential operators D(X, g) to be the
free associative algebra generated over O(X, g) by X ∈ Vect(Bg) subject to the
usual relations:
X · f − f · X = (X f )
f · X = f X
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where · denotes the associative product in D(X, g), and juxtaposition indicates
the action of Vect(X, g) onO(X, g) or theO(X, g)-module structure on Vect(X, g).
7.2.1 Definition. A projective volume form on the L∞ space (X, g) is a right D(Bg)-
module structure on O(X, g).
7.3. The main result of this paper will be the identification of a projective volume
form arising from quantizing a certain field theory with the Witten class of a
complex manifold X. In order to state this theorem precisely, we need to know
how a quantization leads to a projective volume form.
Let (X, g) be an L∞ space, and let T∗[−1](X, g) be the L∞ space (X, g⊕g∨[−3]).
(As always, g∨ denotes the Ω]X-linear dual, and we equip g⊕ g∨[−3] with the
natural semi-direct product L∞ structure). Note that the invariant pairing of de-
gree−3 on g⊕ g∨[−3] induces a Poisson bracket of degree +1 on the Chevalley-
Eilenberg cochain complex C∗(g ⊕ g∨[−3]). Further, there is a C× action on
(X, g⊕ g∨[−3]) given by scaling g∨[−3]. The Poisson bracket has weight 1 with
respect to this C× action.
7.3.1 Definition. A P0 algebra is a commutative differential graded algebra with a Pois-
son bracket of degree 1. A C×-equivariant P0 algebra is a commutative dga A, with a
C× action, such that the Poisson bracket has weight 1.
Thus, the sheaf of functions on the L∞ space T∗[−1](X, g) has the structure of
C×-equivariant P0 algebra.
The derived space of solutions to the equations of motion of a classical field
theory always has a P0 structure. For more about these ideas, see [Cos11a,
CG11].
7.4. Part of the data of our quantum field theory will be a quantization of the P0
algebra describing the classical field theory. The notion of quantization we use
has an operadic definition, developed in more detail in [Cos11a, CG11].
7.4.1 Definition. A BD-algebra is a cochain complex A flat overC[[h¯]], equipped with
a commutative product and a Poisson bracket of cohomological degree 1. We require
that the Poisson bracket satisfies the Leibniz and Jacobi identities, and that the bracket
{−,−}, product ? and differential d are related by the equation
d(a ? b) = (da) ? b± a ? db + h¯{a, b}.
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Note that, if A is a BD algebra, then A reduces to a P0 algebra modulo h¯.
7.4.2 Definition. A quantization of a P0 algebra A is a lift of A to a BD algebra A˜.
We are interested in particular in quantizations of P0 algebras equipped with
a C× action.
7.4.3 Definition. Let A be a P0 algebra with aC× where the Poisson bracket has weight
1 and the differential and product are preserved. A C×-equivariant quantization of A is
a lift to a BD algebra A˜, where A˜ has a C× action with the same compatibility with the
product, differential, and bracket, and where parameter h¯ has weight −1.
In this paper, we are only interested in C×-invariant quantizations of sheaves
of P0 algebras on a manifold X of the form C∗(g⊕ g∨[−3]), where g is a curved
L∞ algebra over Ω∗X (or, more generally, a sheaf of curved L∞ algebras). In this
case, there is no loss in generality in assuming that our quantization is of the
form C∗(g⊕ g∨)[[h¯]], with the same product and Poisson bracket, but with a dif-
ferential of the form d+ h¯4. Here d is the given differential on C∗(g⊕ g∨[−3]),
and
4 : C∗(g⊕ g∨[−3])→ C∗(g⊕ g∨[−3])
is an order 2 differential operator satisfying the following properties.
(1) 4 is Ω∗X-linear.
(2) 42 = 0 and [d,4] = 0, where d is the differential on C∗(g⊕ g∨[−3]).
(3) The failure of 4 to be a derivation is the Poisson bracket {−,−} on
C∗(g⊕ g∨[−3]). That is,
4(αβ)− (4α)β− (−1)|α|α4β = {α, β}.
(4) 4 is of weight 1 under the C× action on C∗(g⊕ g∨[−3]).
7.4.4 Lemma. There is a natural bijection between C×-equivariant quantizations of
T∗[−1](X, g), and projective volume forms on (X, g).
For the proof, see [Kos85, Cos11a]. For the purposes of this paper, the proof
is not so important: we can take such a quantization to be the definition of a
projective volume form. We will see shortly how, under certain additional hy-
pothesis, the choice of such a quantization allows one to integrate functions on
(X, g).
A GEOMETRIC CONSTRUCTION OF THE WITTEN GENUS, II 29
7.5. In order to get a geometric understanding of the relationship between quan-
tizations and volume forms, let us consider how this works for ordinary mani-
folds. Thus, let X be a manifold, and let T∗[−1]X be the graded manifold whose
algebra of functions are polyvector fields on X. Then, a volume form ω on X
induces a divergence operator
Divω : Vect(X)→ C∞X
characterized by the property that, for all vector fields V,
LVω = (Divω V)ω.
This divergence operator extends to a map
Divω : Γ(X,∧kTX)→ Γ(X,∧k−1TX)
characterized by the property that
(Divω(Φ)) ∨ω = ddR(Φ ∨ω),
where, for Φ ∈ Γ(X,∧kTX), Φ ∨ω ∈ Ωn−k(X) is the form obtained by contract-
ing Φ against the volume form.
An easy calculation shows that the operator Divω satisfies the properties re-
quired to define a C×-invariant quantization of the P0 algebra of polyvector
fields on X.
For a general L∞ space (X, g), and aC×-invariant quantization of T[−1](X, g),
we should think of the operator
4 : Vect(X, g)→ O(X, g)
arising from the quantization as being given by the divergence with respect to
the corresponding projective volume form.
7.6. The next question we want to answer is: under what circumstances can one
integrate a projective volume form on an L∞ space?
To motivate the answer, let us again consider the case of an ordinary smooth
manifold X. We have seen that a volume form ω on X leads to a quantization
of T∗[−1]X, with the operator 4 given by the divergence Divω of the volume
form.
By construction, there is an isomorphism of sheaves of cochain complexes on
X
(O(T∗[−1]X),4) ∼= (Ω∗(X)[n], ddR) .
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The isomorphism comes from the map
Γ(X,∧iTX)→ Γ(X,Ωn−iX)
given by contracting with ω.
In particular, we see that the cohomology of the sheaf of complexes (O(T∗[−1]X),4)
is just the constant sheaf C concentrated in degree −n.
Now, there is a map of sheaves of cochain complexes
C∞X → (O(T∗[−1]X),4) ∼= C[n].
Passing to compactly support sections we get a map
C∞c (X)→ Hnc (X,C) = C
from compactly supported smooth functions on X to Hnc (X,C), which, since X
is oriented, is C.
This map is, of course, the integral.
Now, if we are just given the operator4 = Divω, then we do not get a canoni-
cal isomorphism between the cohomology of (O(T∗[−1]X),4) and the constant
sheaf C[n]. All we know is that this cohomology is a constant sheaf of rank one
concentrated in degree −n.
Even so, this is enough to give us the integral map, up to a constant factor.
Indeed, we get a map
C∞c (X)→ Hnc (O(T∗[−1]X),4)
and the right hand side is isomorphic (but not canonically) to C.
7.7. We would like to generalize this story to provide a definition of an integral
associated to a projective volume form on an L∞ space (X, g).
Suppose that we have such a projective volume form, which, as above, we
view as a C×-equivariant quantization of the Ω∗X-linear sheaf of P0 algebras
O(T∗[−1](X, g)) = C∗(g⊕ g∨[−3]).
The quantization is encoded in the cochain complex O(T∗[−1](X, g))[[h¯]] with
differential d+ h¯4.
The integral map we are trying to construct will be encoded in the map of
Ω∗X-modules
O(X, g)→ O(T∗[−1](X, g))((h¯))
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In order to show that we get a reasonably well-behaved integral, we need to
know something about the cohomology sheaves of O(T∗[−1](X, g))((h¯)). In
general we won’t have much control over these cohomology sheaves. However,
there are some reasonable assumptions on (X, g) that we can impose which will
guarantee that these cohomology sheaves have some nice properties.
7.7.1 Definition. An L∞ space (X, g) is locally trivial the C∞X -linear sheaf of L∞ al-
gebras gred is locally quasi-isomorphic to the sheaf of sections of a graded vector bundle
V, with trivial differential and L∞ structure.
We say that (X, g) is quasi-smooth if the cohomology sheaves of gred are concen-
trated in degrees 1 and 2.
Finally we say that (X, g) is nice if (X, g) is both quasi-smooth and locally trivial.
If (X, g) is a locally trivial L∞ space, then the cohomology sheaves Hi(gred)
are locally free sheaves of C∞X -modules. In that case, we let di denote the rank of
Hi(gred).
Note that if (X, g) is nice, then so is
T∗[−1](X, g) = (X, g⊕ g∨[−3]).
7.8. Before I state the lemma which tells us that we can integrate on nice L∞
spaces, I need to introduce some notation.
Let (X, g) be any L∞ space, and let ω be a projective volume form on (X, g).
Let4ω be the corresponding operator onO(T∗[−1](X, g)). This operator allows
us to define a sheaf of cochain complexes on X, which we call the divergence
complex associated to ω. It is defined by the formula
Div∗(ω) = (O(T∗[−1](X, g))((h¯)), d+ h¯4ω) .
We letHi(Div∗(ω)) denote the i’th cohomology sheaf of this complex.
Note that this is a sheaf of C((h¯))-modules. Further, this complex has a C×-
action lifting that on C((h¯)) under which h¯ has weight −1.
7.8.1 Lemma. Let (X, g) be a nice L∞ space, and let di denote the rank of Hi(gred).
Then, for any projective volume form ω on (X, g), the cohomology sheavesHi(Div∗(ω))
are zero except for i = −d1− d2. Further,H−d1−d2(Div∗(ω)) is a locally constant rank
one sheaf of C((h¯)) vector spaces.
Remark: The result holds without the C×-equivariant assumption, and with the
same proof.
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Proof. We need to compute, locally on X, the cohomology ofO(T∗[−1](X, g))[[h¯]]
with differential d+ h¯4. Since this cohomology does not change if we replace g
by something quasi-isomorphic, we can assume without loss of generality that
the differential and all L∞ structures on gred vanish. Recall that T∗[−1](X, g)
refers to the L∞ space (X, g ⊕ g∨[−3]). Thus, O(T∗[−1](X, g)) is the sheaf of
Ω∗X-algebras C
∗(g⊕ g∨[−3]). Let us filter this by defining Fi to be the image of
multiplication byΩiX. We can compute the cohomology by the spectral sequence
associated to this filtration. The first term is⊕iΩi[−i]⊗C∞X C∗(gred⊕ (gred)∨[−3]).
Thus, to prove the lemma, we have to verify that locally, the cohomology of
C∗(gred ⊕ (gred)∨[−3])[[h¯]] is a copy of C∞X concentrated in degree −d1 − d2.
We will get the same answer if we replace gred by a quasi-isomorphic L∞ al-
gebra. We have assumed that (X, g) is nice, and in particular locally trivial. We
can thus assume, with out loss of generality, that gred has trivial differential and
L∞ structure. Further, by working locally, we can assume that gred is a free C∞X
module. Let V be the graded vector space which isCd1 in degree 0 andCd2 in de-
gree −1. Locally there is an isomorphism gred ∼= V∨[−1]⊗C C∞X . The Lie algebra
cochains C∗(gred ⊕ (gred)∨[−3]) can be identified with C∞X ⊗ Ŝym
∗
(V ⊕V∨[1]).
Note that Ŝym(V ⊕ V∨[1]) has a P0 structure where the bracket, on genera-
tors, is given by the pairing between V and V∨[1]. Let us thus assume that we
are given a C×-equivariant quantization of this P0 algebra, described by a differ-
ential operator 4. We need to verify that the cohomology is, after inverting h¯,
concentrated in degree −d1 − d2.
Let xi, αj refer to a basis of V0 and V−1 respectively, and let βi, yj refer to a
dual basis of V∨[1]. Thus, αj and βi are in degree −1, whereas xi and yj are in
degree 0.
Then, Ŝym(V ⊕ V∨[1]) is the algebra C[[xi, ej, δi, yj]]. The Poisson bracket is
defined by
{xi, δi} = 1
{ej, yj} = 1
and all other brackets being 0.
Let us choose a C× equivariant quantization of this P0 algebra. Such a quan-
tization is defined by an operator 4, which is necessarily of the form 4 =
A GEOMETRIC CONSTRUCTION OF THE WITTEN GENUS, II 33
40 + {S,−}, where
40 =∑
i
∂
∂xi
∂
∂βi
+∑
j
∂
∂αj
∂
∂yj
,
and where S ∈ C[[xi]].
We need to compute the cohomology of C[[xi, αj, βi, yj, h¯]] with differential
h¯40 + h¯{S,−}.
Let us grade C[[xi, αj, βi, yj, h¯]] by giving the generators xi, αj, βi, yj all weight 1,
and giving h¯ weight 2. Let us filter our complex by defining FkC[[xi, αj, βi, yj, h¯]]
to be the subspace of elements of weight ≥ k. The differential h¯4 preserves this
filtration. Therefore, we can compute cohomology by using a spectral sequence.
The operator h¯40 preserves weight, whereas the operator h¯{S0,−} strictly
increases weight. It follows that the first term in the spectral sequence is given
by the cohomology with respect to the operator h¯40.
Next, observe that we have an isomorphism
C[[xi, αj, βi, yj, h¯]] ∼= C[[xi, yj, ∂xi , ∂yi , h¯]],
where, as usual, ∂xi and ∂yj are put in degree −1. This isomorphism sends αj
to ∂yj and βi to ∂xi . Under this isomorphism, the operator 40 corresponds to
divergence with respect to the translation invariant volume form
dVol = dx1 ∧ · · · ∧ dxd1 ∧ dy1 · · · ∧ dyd2 .
As usual, by contracting with dVol we can turn polyvector fields into forms, so
that we get an isomorphism
C[[xi, αj, βi, yj, h¯]] ∼= C[[xi, yj, dxi, dyj, h¯]][d1 + d2]
where the right hand side is equipped with the differential h¯ddR.
When we invert h¯, the formal Poincare´ lemma gives the desired result. 
7.9. The lemma shows that the divergence complex Div∗(ω) is quasi-isomorphic
to a local system of C((h¯))-lines, with a shift. Further, this local system has an
action of C×, compatible with the action on C((h¯)) under which h¯ has weight
−1. Thus, we can take the C× invariants, to get a local system of C-lines.
We will let
D(ω) = H−d1−d2(Div∗(ω))C×
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denote this local system of C-lines. Thus, we have a quasi-isomorphism of
sheaves of C((h¯))-modules
D(ω)((h¯))[d1 + d2] ∼= Div∗(ω).
7.10. This lemma is nearly enough to show that we can integrate on a nice L∞
space. We need one more condition.
7.10.1 Definition. A projective volume form ω on a nice L∞ space (X, g) is integrable
if the local system D(ω) on the manifold X is isomorphic to the orientation local system
on X.
Now suppose that (X, g) is such an L∞ space and if ω is an integrable projec-
tive volume form on (X, g). Then, there is a map of sheaves
O(X, g)→ Div∗(ω)
coming from the natural pull-back map O(X, g)→ O(T∗[−1](X, g)).
Passing to compactly cohomology, and takingC×-invariants on the right hand
side, we get a map
Hic(X,O(X, g))→ Hi+d1+d2c (X,D(ω)).
Since D(ω) is isomorphic to the orientation local system on X, Poincare´ dual-
ity tells us that Hi+d1+d2c (X,D(ω)) is one-dimensional if i + d1 + d2 is the (real)
dimension of the smooth manifold X.
7.10.2 Definition. Let (X, g) be as above, and let n denote the real dimension of X. The
integral of an integrable projective volume form on (X, g) is the map just constructed
Hn−d1−d2c (X,O(X, g))→ Hnc (X,D(ω)) ∼= C.
Because the isomorphism between D(ω) and the orientation local system on
X is non-canonical, this integral map is only defined up to a scalar factor.
8. VOLUME FORMS ON THE SHIFTED TANGENT BUNDLE
Let X be a complex manifold, and let gX∂ denote the curved L∞ algebra en-
coding the complex structure on X. In our study of the Witten genus, projective
volume forms on T[−1](X, gX∂) will play an important role. Note that the sheaf
O(T[−1](X, gX∂)) is quasi-isomorphic to the sheaf of complexes
Ω−∗,∗X = ⊕Ωp,qX [p− q]
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with differential ∂. Thus,
H0(X,O(T[−1](X, gX∂)) = ⊕Hi(X,ΩiX,hol).
If X is compact, there is a natural integration map on this space, which is zero
on Hi(X,ΩiX,hol) if i < n, and which is usual integration on H
n(X,ΩnX,hol).
In this section we will see that this integration map is realized by a canonically-
defined projective volume form on the L∞ space T[−1](X, gX∂).
8.0.3 Theorem. Let (X, gX∂) be the L∞ space encoding the complex structure on a
compact complex manifold X. Then, there is a unique projective volume form ω0 on
T[−1](X, gX∂) which is integrable, and where the integral map∫
: H0(X,O(T[−1](X, gX∂))→ C
(defined up to a multiplicative constant) coincides with the map described above.
Although the theorem is morally completely obvious, I will give a detailed
proof which will occupy the rest of this section.
The first step is to construct the volume form. We will do this explicitly. Ob-
serve that we can represent T[−1](X, gX∂) as the L∞ space (X, gX∂ [e]) where e is
a parameter of degree 1. We are interested in projective volume forms on this
space. Thus, we need to understand
T∗[−1]T[−1](X, gX∂) = T∗[−1](X, gX∂ [e]).
In general, T∗[−1](X, g) = (X, g⊕ g∨[−3]). Thus, we see that
T∗[−1]T[−1](X, gX∂) =
(
X, gX∂ [e]⊕
(
gX∂ [e]
)∨
[−3]
)
=
(
X, gX∂ [e]⊕ g∨X∂ [e][−2]
)
=
(
X,
(
gX∂ ⊕ g∨X∂ [−2]
)
[e]
)
.
The sheaf gX∂ [e]⊕ g∨X∂ [e][−2]) is given the L∞ structure arising from the natural
gX∂ [e] action on g
∨
X∂
[e], which is the e-linear extension of the gX∂ action on g
∨
X∂
.
The invariant pairing of degree −3 on (gX∂ ⊕ g∨X∂ [−2])[e] is the composition of
the natural C[e]-valued pairing of degree−2 with the degree−1 map C[e]→ C,
sending e to 1.
Note that (X, gX∂ ⊕ g∨X∂ [−2]) is the L∞ space T
∗(X, gX∂). Thus, we have con-
structed a natural isomorphism
T∗[−1](T[−1](X, gX∂)) = T[−1]T∗(X, gX∂)).
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We will use this isomorphism extensively shortly.
Now, to construct a projective volume form, we need to produce an operator
40 on C∗(gX∂ [e] ⊕ g∨X∂ [e][−2]). I will give three descriptions of this operator:
one as a formula, and two more conceptual interpretations.
Let K ∈ gX∂ ⊗Ω]X g
∨
X∂
denote the inverse of the pairing between gX∂ and g
∨
X∂
.
(In what follows, tensor products will always be taken overΩ]X unless otherwise
specified).
From K we construct an anti-symmetric tensor
K˜ = (e⊗ 1+ 1⊗ e)K ∈ (gX∂ [e]⊕ g∨X∂ [e][−2])
⊗2.
We define the operator
40 : C∗(gX∂ [e]⊕ g∨X∂ [e][−2])→ C
∗(gX∂ [e]⊕ g∨X∂ [e][−2])
to be the operator of contracting with K˜. In other words, 40 is the unique or-
der 2 differential operator which is zero when restricted to constant and linear
elements of
C∗(gX∂ [e]⊕ g∨X∂ [e][−2]) = Sym
∗
(
gX∂ [e][1]⊕ g∨X∂ [e][−1]
)∨
and which, on quadratic elements, is defined by K˜.
One needs to verify that 40 is a cochain map, that 420 = 0, and that the fail-
ure of 40 to be a derivation is measured by the Poisson bracket on C∗(gX∂ [e]⊕
g∨X∂ [e][−2]). All of these properties are simple computations. Thus, we have
constructed our projective volume form.
8.1. Let us now give the more conceptual construction of the projective volume
form. We have constructed an isomorphism
T∗[−1]T[−1](X, gX∂) ∼= T[−1]T∗(X, gX∂).
The symplectic form on T∗(X, gX∂) gives an isomorphism
T[−1]T∗(X, gX∂) ∼= T∗[−1]T∗(X, gX∂).
Composing, we get an isomorphism
T∗[−1]T[−1](X, gX∂) ∼= T∗[−1]T∗(X, gX∂).
This isomorphism respects the natural Poisson brackets on both sides.
We want to construct an operator 40 on O(T∗[−1]T[−1](X, gX∂)). By this
isomorphism, it suffices to construct such an operator on T∗[−1]T∗(X, gX∂). This
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will be given by a projective volume form on T∗(X, gX∂). Now, T
∗(X, gX∂) has
a canonically-defined volume form. We take our projective volume form to be
that associated to this actual volume form.
A simple computation verifies the equivalence between the two definitions of
the operator40 we have given so far.
8.2. The third description actually works on a general L∞ space (X, g) and not
just one arising from a complex manifold. As above, we have a canonical iso-
morphism
T[−1]T∗(X, g) ∼= T∗[−1]T[−1](X, g).
Now, functions on T[−1]T∗(X, g) can be identified with forms on T∗(X, g). Thus,
one has a de Rham operator
ddR : O(T[−1]T∗(X, g))→ O(T[−1]T∗(X, g))
of cohomological degree −1. We also have an operator
ιpi : O(T[−1]T∗(X, g))→ O(T[−1]T∗(X, g))
given by contracting with the Poisson tensor pi on T∗(X, g). In the language of
forms, ιpi maps Ωi(T∗(X, g)) to Ωi−1(T∗(X, g)).
Let Lpi denote the Lie derivative with respect to pi, defined by
Lpi = [ddR, ιpi].
Then, the third description of the quantization of T∗[−1]T[−1](X, g) is that the
associated BD algebra is
(O(T[−1]T∗(X, g)), d+ h¯L + pi)
where d is the standard differential on O(T[−1]T∗(X, g)).
8.3. The next thing to verify is that this volume form is integrable. Integra-
bility is a property of the divergence complex associated to our projective vol-
ume form; that is, of the complex O(T∗[−1]T[−1](X, gX∂))[[h¯]] with differential
d+ h¯40.
Now, by the second construction, this complex is isomorphic to the diver-
gence complex for the canonical volume form on T∗(X, gX∂). As usual, we can
identify this divergence complex with the complex of Ω∗,∗(T̂∗X)((h¯))[2 dim X],
where T̂∗X denotes the formal completion of the cotangent bundle of X along
the zero section. The cohomology sheaves of this complex are zero except in
38 KEVIN COSTELLO
degree −2 dim X, and in this degree is C((h¯)). Since this is a trivial local sys-
tem, and since X is a complex manifold and therefore orientable, we see that our
projective volume form is integrable.
8.4. Next, we have to verify that the integral map for this projective volume
form is as claimed. In order to calculate this, we will translate the integral map
into the language of ordinary complex geometry.
Let us use the notation
PVi,∗(T̂∗X) = Ω0,∗(T̂∗X,∧iT(T̂∗X)).
The notation PV−∗,∗(T̂∗X) will refer to ⊕PVi,∗(T̂∗X)[i].
The symplectic form ω on T̂∗X induces an isomorphism
Φ : PVi,∗(T̂∗X) ∼= Ωi,∗(T̂∗X).
Let 4 : PVi,∗(T̂∗X) → PVi−1,∗(T̂∗X) denote the divergence operator for the
canonical volume form. The divergence complex for this volume form is then
PV−∗,∗(T̂∗X)((h¯)) with differential ∂+ h¯4.
The integral map arises from the cochain map
(†) Ω−∗,∗(X) Φ◦pi
∗−−−→
(
PV−∗,∗(X)((h¯)), ∂+ h¯4
)
.
As we have seen, the cohomology sheaf on the right hand side is a copy of the
constant sheaf C((h¯)) in degree −2 dimC X.
The first thing to check is that this integral map is zero on Ω−i,∗(X). Thus, we
need to verify that the mapΦ ◦pi∗ in equation (†) is homotopically trivial. To see
this, let η denote the Liouville vector field on T̂∗X. Let mη denote the operator
of wedging with η on PV−∗,∗(T̂∗X). Then,
8.4.1 Lemma. The map h¯−1mη ◦Φ ◦pi∗ is a cochain homotopy between (n− i)Φ ◦pi∗
and 0, where n = dimC X.
Proof. Let Lη denote the Lie derivative of η acting on PV−∗,∗(T̂∗X). Note that Lη
acts is −i on the image of Ω−i,∗(X). Further, the divergence of η is the constant
n: that is4η = n. It is a standard identity that (for any holomorphic vector field
χ on T̂∗X)
[4, mχ] = Lχ + (4χ).
It follows that, for all α ∈ Ω−i,∗(X),
4mχΦ ◦ pi∗α = (n− i)Φ ◦ pi∗α,
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as desired. 
Next, we need to verify that the map
Hn(X,ΩnX,hol)→ H0(PV−∗,∗(T̂∗X)((h¯)) = H2n(X,C((h¯)))
is proportional to the usual integral map (where we identify H2n(X,C((h¯)) with
C((h¯))). It suffices to verify that this map is non-zero. We can do this by working
locally: if D is a disc in X, we need to verify that the map
Hnc (D,Ω
n
D,hol)→ H2nc (D,C((h¯)))
is proportional to the usual integral (where the subscript c indicates compactly
supported cohomology). This computation can be performed explicitly in coor-
dinates, and is left to the reader.
8.5. The final part of the theorem was the uniqueness claim. In fact, we will
prove something a little stronger (which we will use later).
Let (X, gX∂) be, as above, the L∞ space associated to a compact complex mani-
fold, and let dVol0 denote the canonical projective volume form on T[−1](X, gX∂).
Let40 be the associated divergence operator.
Recall that projective volume forms on any L∞ space (X, g) form a torsor for
H0(X, C∗red(g)), where C
∗
red(g) refers to the reduced Lie algebra cochains of g.
Indeed, if 4 is the divergence operator describing any such projective volume
form, and if f ∈ H0(X, C∗red(g)) is a function, then 4 + { f ,−} defines a new
projective volume form (where {−,−} denotes the Poisson bracket on functions
on T[−1](X, g)).
Recall also that C∗red(g) corresponds to functions on (X, g) modulo constants:
C∗red(g) = O(X, g)/C
where C is the constant sheaf.
In the case of interest, there is a natural isomorphism
H0(X,O(T[−1](X, g))/C) ∼= ⊕i>0Hi(X,ΩiX,hol)⊕ H0(X,OX/C).
Further, note that H0(X,OX/C) is isomorphic (via the de Rham differential) to
H0(X,Ω1X,hol). Here, Ω
1
X,hol refers to the sheaf of holomorphic 1-forms on X.
Thus, any projective volume from ω on T[−1](X, gX∂) has divergence opera-
tor4ω of the form
4ω = 40 + {Sω,−}+ {Oω,−}
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where
Sω ∈ ⊕i>0Hi(X,ΩiX,hol)
Oω ∈ H0(X,Ω1X,hol).
Note that we can view Oω as an element of H1(X,C).
8.5.1 Proposition. A projective volume form ω on T[−1](X, gX∂) is integrable if and
only if
Oω ∈ H1(X,Z2pii) ⊂ H1(X,C);
that is, if Oω/2pii has integral periods.
If ω is integrable, then the integration map∫
−ω : H0(X,O(T[−1](X, gX∂))) = ⊕Hi(X,ΩiX,hol)→ C
sends
α→
∫
X
[
eSωα
]
n
.
where [−]n indicates projection onto the component in Hn(X,ΩnX,hol).
Proof. First, suppose that Oω is zero. Note that the function Sω, which a priori is
a function on T[−1](X, gX∂) modulo constants, lifts to an actual function. Our
convention is that the constant term of the lift (that is, the term in H0(X,OX)) is
zero. We will refer to this lift as Sω ∈ H0(X,O(T[−1](X, gX∂))).
Then, a standard formula shows that
e−Sω40eSω = 40 + {Sω,−} = 4ω.
Let ω0 denote the standard projective volume form corresponding to40. Recall
that the divergence complex for ω0 is the complex
Div∗(ω0) =
(
O(T̂∗[−1](T[−1](X, gX∂)))((h¯)), d+ h¯40
)
.
The identity above shows that multiplying by eSω/h¯ gives a cochain isomorphism
eSω : Div∗(ω)→ Div∗(ω0).
Recall that integrability of ω amounts to the statement that the cohomology
sheaves of the divergence complex Div∗(ω) form a trivial C((h¯))-local system.
It follows that integrability of ω0 implies integrability of ω.
The integral against ω is defined by the map
O(T[−1](X, gX∂))→ Div∗(ω).
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The fact that eSω provides a cochain map from Div∗(ω) to Div∗(ω0) immediately
implies that, for α ∈ H0(X,O(T[−1](X, gX∂))), we have∫
T[−1](X,gX
∂
)
αω =
∫
T[−1](X,gX
∂
)eSωαω0.
We have already shown that∫
T[−1](X,gX
∂
)
αω0 =
∫
X
[α],
leading to the desired formula for the integral against ω.
Finally, we need to verify that ω is integrable if and only if Oω ∈ H0(X,Ω1X,hol)
vanishes. We have already seen that the divergence complex is independent, up
to quasi-isomorphism, of Sω. Thus, we will assume that Sω = 0.
Recall that we can identify the divergence complex for ω0 as
Div∗(ω0) =
(
Ω∗,∗(T̂∗X))((hbar))[2n], ∂+ h¯∂
)
,
where, as before, T̂∗X indicates the formal completion of the cotangent bundle
of X along the zero section.
Modifying the operator40 by adding on {Oω,−} for some Oω ∈ H0(X,Ω1X,hol)
amounts to adding the operator Oω∧ to the complex of forms on T̂∗X. The co-
homology sheaf of this is the non-trivial local system obtained from viewing the
closed 1-form Oω as a connection on the trivial line bundle.
This local system is trivial if and only if Oω/2pii has integral periods. 
8.6. The main theorem of this paper states that we can identify the volume of the
derived space of degree 0 maps from an elliptic curve E to a complex manifold
X with the Witten genus of X. The volume form on this mapping space arises
from quantum field theory, as we will see shortly.
So far, we have developed a language to discuss such derived mapping spaces
and volume forms on them. As a pay-off, we can state a more precise version
theorem.
Let E be an elliptic curve, and letH(E) ⊂ Ω0,∗(E)) be the harmonic part of the
Dolbeaut complex of E. Let X be a complex manifold, and let (X, gX∂) denote
the corresponding L∞ space. We have seen that the derived space of degree 0
maps from E to X can be described by the L∞ space (X, gX∂ ⊗Ω0,∗(E)).
This is equivalent to the L∞ space (X, gX∂ ⊗H(E)). We will let (X, gXE) denote
this L∞ space.
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The choice of a holomorphic volume form ω on E leads to an isomorphism
H(E) ∼= C[e], under which the element α ∈ H(E) with ∫E α ∧ω = 1 goes to e.
Thus, if we choose such an ω, we find an isomorphism of L∞ spaces
(X, gXE) ∼= (X, gX∂ [e]) = T[−1](X, gX∂).
As we will see shortly, a quantization of a classical field theory in the sense of
[Cos11b] leads to the quantization of a P0 algebra associated to the classical field
theory.
In the case of interest, the field theory is the cotangent theory [Cos11a] associ-
ated to the space of holomorphic maps from E to X. It turns out that this leads
to a C×-equivariant quantization of the P0 algebra T∗[−1](X, gXE), and so to a
volume form on (X, gXE).
We have seen that (X, gXE) can be identified with T[−1](X, gX∂) (once we have
chosen a holomorphic volume form on E). Our main theorem asserts that, after
making this identification, the volume form dVolE on (X, gXE) corresponds to
the volume form Wit(X, E)dVol0, where Wit(X, E) ∈ H0(X,O(T[−1](X, gX∂)) is
the Witten genus of X, and dVol0 refers to the trivial projective volume form on
T[−1](X, gX∂) constructed above.
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PART II: HOLOMORPHIC CHERN-SIMONS THEORY
9. INTRODUCTION
In this section we will describe the classical space of fields of the theory I call
holomorphic Chern-Simons theory, and then consider a generalization of this
theory which we will use throughout the rest of the paper.
Let X be a complex manifold, and let (X, gX∂) denote the corresponding L∞
space. We have seen that we can encode the space of maps from an elliptic curve
E to X (which are infinitesimally near the constant map) in terms of the L∞ space
Ω0,∗(E)⊗ gX∂ . This will allow us to describe the space of fields of holomorphic
Chern-Simons theory in a way amenable to the perturbative renormalization
techniques of [Cos11b].
Let E be a Riemann surface equipped with a never-vanishing holomorphic
volume element ω. We will be concerned with maps E∂ → T∗X which are in-
finitesimally near a constant map to X. Thus, the space of fields of our field
theory is
Ω0,∗(E)⊗ (gX[1]⊕ g∨X[−1]).
The summand g∨X is introduced because gX ⊕ gX[−2] is the curved L∞ algebra
encoding T∗X. Since we are only interested in the formal completion T̂∗X of
T∗X near X, we have restricted this curved L∞ algebra to X.
In the language of [Cos11a], the theory we are constructing is the cotangent
theory to the elliptic moduli problem of degree 0 holomorphic maps from E to
X.
9.1. Our main theorem will be stated in a more general situation, where our
target is any L∞ space (X, g). The most general situation is as follows.
In the general situation, the space of maps E∂ → T̂∗(X, g) which are infinites-
imally close to a constant map to X is represented by the L∞ space(
X,Ω0,∗(E)⊗ (g⊕ g∨[−2])) .
The space of fields is the sheaf of Ω∗X-modules
E = Ω0,∗(E)⊗ (g[1]⊕ g∨[−1]),
The results of [Cos11b] apply in this context, where the fields are sheaves of
modules over a general Fre´chet base ring.
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9.2. The classical action on our space of fields can be described as follows.
Let α ∈ Ω0,∗(E)⊗ g[1], and β ∈ Ω0,∗(E)⊗ g∨[−1]. (We are abusing notation
here: α, β are local sections of a sheaf on X). If E is non-compact we must assume
that both α and β have compact support on E.
Then, the classical action S is given by the formula
S(α+ β) =
∫
C
ω ∧
(
〈l0, β〉+
〈
∂α, β
〉
+ ∑
k≥1
1
k!
〈
lk(α⊗k), β
〉)
.
The fact that the li define an L∞ structure implies that the action S satisfies the
classical master equation
{S, S} = 0.
9.3. Now we have described classical holomorphic Chern-Simons theory in the
generality we need. Next, I will restate the main theorem of this paper in this
generality.
9.3.1 Theorem. Let (X, g) be an L∞ space.
(1) The simplicial set of quantizations of the holomorphic Chern-Simons theory
of maps C → T̂∗(X, g)2 invariant under the symmetry group Aff(C) × C×
(where the C× symmetry arises from rescaling the cotangent fibres of T̂∗(X, g)
is weakly equivalent to the simplicial set of trivializations of the class
ch2(T(X, g)) ∈ RΓ(X,Ω2cl(X, g)[2])
where Ω2cl(X, g) is the sheaf on X of closed two-forms on (X, g). In the case
when g = gX is the L∞ algebra associated to a complex manifold X, this is
quasi-isomorphic to the sheaf of closed holomorphic 2-forms on X.
(2) Invariance under Aff(C) implies that any such quantization yields a quantiza-
tion of holomorphic Chern-Simons theory on any elliptic curve E. If we choose
a volume form ω on E, then we find an quasi-isomorphism of BD algebras be-
tween the global observables of the theory on E and the complex(
Ω−∗(T̂∗(X, g)), h¯Lpi + h¯{log Wit((X, g), E,ω),−}
)
.
Note that Ω−∗(T̂∗(X, g)) is the same as O(T[−1]T̂∗(X, g)).
2where, as always, we only consider maps infinitesimally close to a constant map to X
A GEOMETRIC CONSTRUCTION OF THE WITTEN GENUS, II 45
9.4. Let us specialize to the case of the L∞ space (X, gX∂) associated to a complex
manifold. Then, the quantization provides a projective volume form dVolE on
T[−1](X, gX∂). An immediate corollary of this result, and of the results of section
7, is the following.
9.4.1 Corollary. This projective volume form is integrable, and the integration map
H0(X,O(T[−1](X, gX∂))→ C
α 7→
∫
T[−1](X,gX
∂
)
αdVolE
(which is defined up to a projective factor) is the map which sends
α ∈ ⊕Hi(X,ΩiX) = H0(X,O(T[−1](X, gX∂)))
to ∫
X
[Wit(X, E)α]n,
where [−]n is the projection onto Hn(X,ΩnX).
This is the form of the theorem presented in the introduction.
9.5. The rest of the paper is devoted to proving this theorem. Thus, throughout
the rest of the paper, we will omit all mention of the space X, and instead con-
sider a curved L∞ algebra g as above. The results stated in the introduction arise
when we specialize to the case g = gX∂ .
Note that if we change the the L∞ space (X, g) by a homotopy – that is, by
a family of L∞ structures over Ω∗([0, 1]) – then the classical field theory is also
changed by a homotopy. One can treat such homotopies at the quantum level,
by quantizing the theory relative to the base ring Ω∗([0, 1]). The L∞ algebra
gX∂ associated to a complex manifold X is only well-defined up to homotopy
(indeed, up to a contractible choice). In order to ensure that the quantum theory
we construct behaves well with respect to these homotopy equivalences, we will
always work relative to an arbitrary nuclear Fre´chet dg base ring A.
10. HOLOMORPHIC CHERN-SIMONS THEORY IN MORE DETAIL
In this section, we will describe, in more detail, the action functional and the
propagator of our holomorphic Chern-Simons theory, and give a more precise
statement of the main theorem. In this section (and throughout) we will of-
ten avoid mention of the manifold X; of course, everything is a sheaf of Ω∗X-
modules.
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There are only two classes of Riemann surface E of interest to us. Either E
is compact, and therefore (because of the existence of a holomorphic volume
element) an elliptic curve. Or, E = C with ω = dz. In what follows, we will
assume that we are in one of these two situations.
Let us split S up into kinetic and interacting parts by
S(α, β) =
∫
E
ω ∨
(〈
∂α, β
〉
+ 〈l1α, β〉
)
+ IhCS(α, β)
where
IhCS(α, β) =
∫
E
ω ∧
(
〈l0, β〉+ ∑
k≥2
1
k!
〈
lk(α⊗k), β
〉)
.
The holomorphic Chern-Simons interaction IhCS will be a key object throughout
this paper.
We will let
Q = ∂+ l1 : E → E .
10.1. In order to apply the renormalization techniques of [Cos11b], we need to
choose a gauge-fixing operator. The natural gauge-fixing operator on our situa-
tion is the operator
∂
∗
: E → E ,
defined using the flat metric on E associated to the holomorphic volume element
ω.
A key part of the approach to quantum field theory of [Cos11b] is the Lapla-
cian
D = [∂
∗
, Q] : E → E .
Note that [∂
∗
, l1] = 0, so that
D = [∂
∗
, ∂]
is the usual Laplacian acting on the Dolbeaut complex.
10.2. As a first step in the analysis of holomorphic Chern-Simons theory on E,
we will write an explicit expression for the propagator of the theory.
Let Idg be the element of cohomological degree 0 of g[1]⊗ g∨[−1] correspond-
ing to the identity element of End(g) = g⊗ g∨. Let
Cg = Idg+ Idg∨ ∈ g[1]⊗ g∨[−1]⊕ g∨[−1]⊗ g[1].
Note that Cg is an anti-symmetric element.
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For clarity, let me explain what this looks like in the special case when g is Lie
algebra of cohomological degree 0, and we work over C instead of overΩ∗X ⊗ A.
In that case, let Vi be a basis of g, and let V∨i be the dual basis of g
∨. Then,
Cg =∑Vi ⊗V∨i +∑V∨i ⊗Vi.
In the case when our Riemann surface E is C, the heat kernel for the operator
D is given, up to factors of pi, by the expression
Kt = t−1e−‖z−w‖
2/t(dz⊗ 1− 1⊗ dw)⊗ Cg ∈ E ⊗ E .
Note that Kt is a symmetric element of cohomological degree 1 of E ⊗ E .
If we work in the simple situation where g is a purely even Lie algebra over
C, and we choose a basis Vi for g, then we can write
Kt = t−1e−‖z−w‖
2/t (∑dzXi ⊗ X∨i + dzX∨i ⊗ Xi + Xi ⊗ dwX∨i + X∨i ⊗ dwXi) .
The propagator for the theory is
P(e, L) =
∫ L
e
∂
∗
Ktdt.
If our source Riemann surface is C, we can write the propagator as
P(e, L) =
∫ L
e
t−2(z− w)e−‖z−w‖2/tCgdt
(up to factors of pi). Here, e is an ultra-violet regulating parameter, and L is
an infra-red regulating parameter. Sending e → 0 and L → ∞ amounts to
turning off these regulating parameters. When working on C, we will always
keep L < ∞, but we will send e→ 0.
10.3. Before I can give a precise statement of the main theorem of this paper, I
need to recall the definition of quantum field theory used in [Cos11b], adapted
to our particular situation.
We will let
O(E ) = ∏
n≥1
HomΩ]X)
(E ⊗n,Ω](X))
denote the algebra of formal power series on the Ω]X-module E , modulo con-
stants. In this expression, everything is taken relative to our base ring, Ω]X. In
addition, all tensor products are completed tensor products of sheaves of nu-
clear Fre´chet spaces, and Hom refers to the space of continuousΩ]X-linear maps.
(See [Cos11b] for further details).
Thus, O(E ) is a sheaf of graded commutative algebra over Ω]X.
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There is a subsheaf ofO(E ) of particular interest, consisting of those functions
on E which are local action functionals. A local action functional is a function
on E which arises by integral of a Lagrangian density (see [Cos11b] for further
details). We will let
Oloc(E ) ⊂ O(E )
be the subsheaf of Ω]X-modules consisting of local action functionals.
10.4. As we have seen, the classical field theory is described by a classical inter-
action functional
I ∈ Oloc(E )
which satisfies the classical master equation
QI + 12{I, I} = 0.
(Of course, by writing I ∈ Oloc(E ) I mean that I is a global section of the sheaf
Oloc(E ) on X. I will often abuse notation in this way).
Naively, one could say that a quantization of the classical theory is described
by a quantum interaction functional I ∈ Oloc(E )[[h¯]] satisfying the quantum
master equation
QI + 12{I, I}+ h¯∆I = 0.
However, the quantum master equation is ill-defined; the expression ∆I is de-
fined by the multiplication of two distributions which have coincident singular-
ities.
10.5. In [Cos11b], I gave a definition of quantum field theory in the Batalin-
Vilkovisky formalism which resolves this difficulty. The idea of the definition is
roughly as follows. A quantization of the classical field theory described by the
classical interaction I ∈ Oloc(E ) will be given by a collection of functionals
I[L] ∈ O(E )[[h¯]],
one for each L ∈ (0,∞). The functional I[L] is called the scale L effective inter-
action. If one knows I[L], one can deduce the behaviour of physical phenomena
occurring at scales larger than L.
If e < L, then the functional I[L] can be expressed in terms of I[e] by the
renormalization group equation. Informally, the renormalization group equation
tells us that I[L] is obtained as an average over all fluctuations of the field of
with wavelength between e and L, each counted by eI[e]/h¯. Formally, the renor-
malization group equation is an expression writing I[L] as a sum over Feynman
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graphs, with vertices labelled by I[e] and edges by the propagator P(e, L). An
extensive treatment of this renormalization group flow is given in [Cos11b]; a
precise definition of the renormalization group flow is reproduced in section 11
of this paper.
In this axiomatic framework, the locality axiom of quantum field theory takes
the following form. We require that the functionals I[L], as L → 0, must be-
come more and more local. More precisely, we require that there is a small L
asymptotic expansion of the functionals I[L] in terms of local action functionals:
I[L] '∑ fi(L)Ii
where the fi are smooth functions of L, and Ii ∈ Oloc(E ). The L → 0 limit won’t
exist, however, except modulo h¯.
The effective interactions I[L] provide a quantization of the classical field the-
ory described by the classical interaction I if
lim
L→0
I[L] = I mod h¯.
10.6. When we work with gauge theories, or other theories with a homological
component, it is essential that our action functionals satisfy the quantum master
equation.
In the definition of [Cos11b], the quantum master equation is implemented
as follows. For every scale L > 0, there is a scale L BV operator ∆L, constructed
using the heat kernel KL. Associated to this BV operator is, as usual, a BV bracket
{−,−}L. We require that the scale L effective interaction I[L] satisfies the scale
L quantum master equation:
QI[L] + 12{I[L], I[L]}L + h¯∆L I[L] = 0.
Unlike the naive quantum master equation, this equation is well-defined.
The reason this definition works is that the renormalization group equation
and the quantum master equation are intimately connected. If the functionals
{I[L]} satisfy the renormalization group equation, then I[L] satisfies the scale L
quantum master equation if and only if I[e] satisfies the scale e quantum master
equation.
10.7. Thus, we can summarize the definition of quantum field theory of [Cos11b]
as follows.
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10.7.1 Definition. Suppose we have a classical action functional I ∈ Oloc(E ) satisfy-
ing the classical master equation
QI + 12{I, I} = 0.
A quantization of the classical field theory defined by I consists of a collection I[L] of
effective interactions, satisfying the following properties.
(1) The renormalization group equation expressing I[L] in terms of I[e] must hold,
whenever e < L.
(2) The I[L] must satisfy a locality axiom, saying that as L → 0 the functional
I[L] becomes more and more local.
(3) The functional I[L] must satisfy the scale L quantum master equation.
(4) Modulo h¯, the L→ 0 limit of I[L] agrees with the classical action functional I.
One of the main results of [Cos11b] is an obstruction-theoretic framework for
constructing quantum field theories in this sense.
10.7.2 Theorem. Let us equip the space Oloc(E ) with the differential Q + {I,−}.
Suppose we have a quantization {I[L]} of our classical field theory, defined modulo
h¯n+1.
Then, the obstruction to lifting to a theory defined modulo h¯n+2 is a closed element
On+1 ∈ Oloc(E )
of cohomological degree 1.
The simplicial set of lifts of the theory to one defined modulo h¯n+2 coincides with the
simplicial set of cochain homotopies between On+1 and 0 ∈ Oloc(E ).
This theorem is proved using the techniques of perturbative renormalization.
10.8. There is a related result which computes the obstruction-deformation group
for translation invariant quantizations on Rn. Any translation-invariant field
theory on Rn yields a field theory on any n-manifold equipped with an affine
structure (i.e. an atlas where the transition functions are translations).
Thus, a quantization of Chern-Simons theory on any elliptic curve is deter-
mined by a translation-invariant quantization on C.
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11. FEYNMAN GRAPHS AND THE RENORMALIZATION GROUP FLOW
In this section, I will reproduce the precise definition of the renormalization
group flow and the weights of Feynman graphs.
If γ is a graph, let T(γ) denote the set of tails, or external edges, of γ. Let E(γ)
denote the set of internal edges of γ. Let H(γ) denote the set of half-edges (or
germs of edges) of γ. Let V(γ) denote the set of vertices of γ. The vertices of our
graphs are labelled by an element g(v) ∈ Z≥0, called the genus of the vertex.
We will view a tail as being a half-edge, so that there is an inclusion T(γ) ↪→
H(γ). Similarly, if Eor(γ) denotes the set of internal edges e ∈ E(γ) equipped
with an orientation, there is a map Eor(γ) → H(γ), sending an oriented edge e
to the half-edge at the start. We can identify H(γ) as the disjoint union of T(γ)
with Eor(γ).
There is a map H(γ) → V(γ), which sends a half-edge to the vertex where it
is located. The fibre over v ∈ V(γ) is the set H(v) of half-edges incident to v.
We will let g(γ), the genus of γ, be the sum
g(γ) = b1(γ) + ∑
v∈V(γ)
g(v).
11.1. For any I ∈ O(E )[[h¯]], and any graph γ, I will describe the Feynman graph
weight
Wγ(P(e, L), I) : E ⊗T(γ) → C.
The renormalization group flow will be defined by summing the weights of
graphs.
Let us expand
I =∑ h¯i Ii,k,
where Ii,k is homogenous of degree k as a functional on E .
In general, for any vector space V, we will identify the space of homogeneous
polynomials of degree k on V with the space of Sk-invariant linear maps V⊗k →
C, by the map which sends a polynomial f to the linear map
V⊗k → C
v1 ⊗ · · · ⊗ vk 7→
(
∂
∂v1
. . .
∂
∂vk
f
)
(0).
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By this identification we will view Ii,k as an Sk-invariant linear map
Ii,k : E ⊗k → C.
When we define Wγ(P(e, L), I), every vertex v of genus g(v) and valency k is
labelled by Ig(v),k. We will denote this element by
Iv : E ⊗H(v) → C,
where H(v) is the set of germs of edges (or half-edges) of the graph γ which are
incident to v.
Every internal edge e is labelled by the propagator
Pe = P(e, L) ∈ E ⊗H(e)
where H(e) ⊂ H(γ) is the two-element set consisting of the half-edges forming
e.
Then, we can contract
⊗v∈V(γ) Iv : E ⊗H(γ) → C
with
⊗e∈E(γ)Pe ∈ E ⊗H(γ)\T(γ)
to yield a linear map
Wγ(P(e, L), I) : E ⊗T(γ) → C.
11.2. Let
O+(E )[[h¯]] ⊂ O(E )[[h¯]]
be the subspace consisting of those functionals I which are at least cubic when
reduced modulo h¯ and modulo the nilpotent ideal I in our base ring A .
11.2.1 Definition. The renormalization group flow operator from scale e to scale L is
the map
O+(E )[[h¯]]→ O+(E )[[h¯]]
I 7→W (P(e, L), I) def=∑
γ
1
|Autγ|Wγ(P(e, L), I)h¯
g(γ).
Thus, a collection
{I[L] ∈ O+(E )[[h¯]] | L ∈ R>0}
of functionals satisfies the renormalization group equation if, for all e < L,
I[L] =∑
γ
1
|Autγ|Wγ(P(e, L), I[e])h¯
l(γ),
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FIGURE 1. The first few terms in the renormalization group flow
from scale e to scale L
where the sum is over all connected graphs as above.
Finally, I will explain the scale L quantum master equation more precisely.
The heat kernel
KL ∈ E ⊗ E
is a symmetric element of cohomological degree 1. Thus, we can define an oper-
ator
∆L : O(E )→ O(E )
by contracting with KL. The operator ∆L is an order two differential operator
on the commutative algebra O(E ), and is the unique continuous order two dif-
ferential operator with the property that it is zero on the subspace A ⊕ E ∨ of
constant and linear functionals on E , and, on the space Sym2 E ∨ of quadratic
functionals, it is given by pairing with KL.
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The operator ∆L is of square zero, and commutes with the differential Q :
O(E )→ O(E ).
Let us define a bracket
{−,−}L : O(E )⊗O(E )→ O(E )
by the formula
{Φ,Ψ}L = ∆L(ΦΨ)− (∆LΦ)Ψ− (−1)|Φ|Φ(∆LΨ).
This bracket is automatically a derivation in each factor. It follows from the facts
that ∆L has square zero and commutes with Q that the bracket {−,−}L satisfies
the graded Jacobi identity, and that both Q and ∆L are derivations for the bracket
{−,−}L.
11.2.2 Definition. Let {I[L] ∈ O+(E )[[h¯]]} be a collection of effective interactions
which satisfy the renormalization group equation. We say that they satisfy the quantum
master equation if, for all L,
QI[L] + h¯∆L I[L] + 12{I[L], I[L]}L = 0.
There is a compatibility between the quantum master equation and the renor-
malization group equation which implies that if I[e] satisfies the scale e quan-
tum master equation, then I[L] satisfies the scale L quantum master equation,
and conversely. Thus, it suffices to check the quantum master equation at any
scale.
12. SYMMETRIES OF HOLOMORPHIC CHERN-SIMONS THEORY
We are only interested in quantizations which preserve certain additional
symmetries, which I will now describe.
Let us give the ring C[[h¯]] a C× action, by giving h¯ weight one. Let the same
C× act on the space E (E), by
t · (A + B) = A + t−1B
if A ∈ Ω0,∗(E, g[1]) and B ∈ Ω0,∗(E, g∨[−1]).
There is an induced action ofC× on the spaceO(E (E)) of functionals on fields
on E. If t ∈ C×, we will denote this action by
R˜(t) : O(E (E))→ O(E (E)).
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We will let
R(t) : O(E (C))→ O(E (C))
be a modified action defined by
R(t)(Φ) = t−1R˜(t)(Φ).
Finally, let us extend the action R(t) on O(E (C)) to an action on O(E (C))[[h¯]],
by giving h¯ weight 1.
12.1.
12.1.1 Lemma. The following operations are C× invariant.
(1) The renormalization group flow operator of [Cos11b],
O(E (E))[[h¯]]→ O(E (E))[[h¯]]
Φ→W (P(e, L),Φ) .
(2) The differential
Q : O(E (E))[[h¯]]→ O(E (E))[[h¯]],
as well as its quantized version
Q̂L = Q + h¯∆L.
(3) The BV bracket
{−,−}L : O(E (E))[[h¯]]⊗C[[h¯]] O(E (E))[[h¯]]→ O(E (E))[[h¯]].
A quantization of holomorphic Chern-Simons theory is a collection {I[L]}
of effective interactions satisfying the renormalization group equation and the
quantum master equation. Since both of these equations are compatible with the
C× action, it is meaningful to ask that such a quantization be C×-invariant. This
means that each effective interaction I[L] is invariant. We are only interested in
such C×-invariant quantizations.
12.1.2 Lemma. Let
I[L] =∑ I(i)[L]h¯i ∈ O(E (E))[[h¯]]
be C× invariant. Then I(k) = 0 for k > 1. Further, I(1) lies in the subspace
O(Ω0,∗(E, g[1])) ⊂ O(E (E)).
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Proof. Indeed, saying that I[L] is C× invariant means that I(i)[L] is of weight −i
for the action R(t) of C× on O(E (E)). This means that each I(i)[L] is of weight
1 − i for the action R˜(t). The action of R˜(t) on O(E (E)) is induced from an
action of C× on E (E), which has only negative weights. It follows that there are
no elements of O(E (E)) of negative weight for the action R˜(t), and that the only
elements of weight 0 for the R˜(t) action are elements functionals on the subspace
Ω0,∗(E, g[1]) ⊂ E (E). 
This lemma implies that we only Feynman diagrams with one loop appear
when considering C× invariant quantizations of holomorphic Chern-Simons
theory. This makes the task of analyzing possible quantizations far easier.
12.2. Next, we will define an action of the group Aff(C) = C n C× of affine
linear automorphisms of C on the space E (C) of holomorphic Chern-Simons
theory.
The action of Aff(C) on
E (C) = Ω0,∗(C)⊗ (g[1]⊕ g∨[−1])
is induced from the natural action of Aff(C) onΩ0,∗(C), and a certain non-trivial
action ρ of Aff(C) on g[1]⊕ g∨[−1]. The action ρ is defined by
ρ(s, t)(A + B) = A + t−1B,
if (s, t) ∈ CnC×, A ∈ g[1] and B ∈ g∨[−1].
The resulting Aff(C) action on E (C) preserves the holomorphic Chern-Simons
action functional, because every term in the action contains one dz and one field
in Ω0,∗(C, g∨[−1]). By naturality, Aff(C) acts on O(E (C))[[h¯]].
Let
Isom(C) ⊂ Aff(C)
be the subgroup of isometries of C. This subgroup preserves the propagator
P(e, L) ∈ E (C)⊗ E (C).
Therefore, the action of Isom(C) on O(E )+(C)[[h¯]] commutes with the renor-
malization group flow, and also preserves the operator∆L and the bracket {−,−}L.
12.2.1 Definition. A collection of effective interactions
{I[L] ∈ O(E )+[[h¯]] | L ∈ R>0}
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satisfying the renormalization group flow is invariant under Isom(C) if each I[L] is
invariant under the natural action of Isom(C) on O(E )+[[h¯]].
12.3. We can write
Aff(C) = Isom(C)×R>0
as a product of the isometry group of C and the group R>0, which acts by di-
lation. Because the action of R>0 does not preserve the propagator P(e, L), it
does not commute with the renormalization group flow. Thus, it requires some
more work to say whether a collection of effective interactions {I[L]} is invariant
under R>0.
If l ∈ R>0, let
Rl : O(E )→ O(E )
be the map induced from the R>0 action.
In Chapter 4 of [Cos11b], then
12.3.1 Lemma. Suppose that
{I[L] ∈ O+(E )[[h¯]] | L ∈ R>0}
is a collection of effective interactions satisfying the renormalization group flow. The
collection of effective actions Il [L]
Il [L] = R∗l I[l
2L].
Further, if {I[L]} satisfies the quantum master equation, then so does each Il [L].
Thus, the group R>0 acts on the space of quantum field theories. This action
is called in [Cos11b] the local renormalization group flow. Wilson’s concept of
renormalizability concerns this renormalization group flow: a theory is renor-
malizable if it converges to a fixed point under the local renormalization group
flow as l → 0.
We say that a collection of effective interactions {I[L]} is invariant underR>0
if, for all l ∈ R>0,
I[L] = R∗l I[l
2L].
Thus, a theory is R>0 invariant if it is a fixed point under the local renormaliza-
tion group flow.
We now can say what it means for a theory to be invariant under the full
group
Aff(C) = Isom(C)×R>0
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of affine automorphisms of C.
12.3.2 Definition. Let
{I[L] ∈ O+(E )[[h¯]] | L ∈ R>0}
be a collection of effective interactions satisfying the renormalization group equation.
We say that {I[L]} is invariant under Aff(C), if each I[L] is fixed by the natural action
of Isom(C) on O+(E )[[h¯]], and if the collection {I[L]} is a fixed point of the local
renormalization group flow.
13. MAIN THEOREM
In this section we will precisely state the main theorems of this paper. The first
theorem identifies the space of possible quantizations of holomorphic Chern-
Simons theory on C, and thus on any elliptic curve. The second part identi-
fies the complex of global observables of the resulting field theory on an elliptic
curve E in terms of the Witten genus.
13.0.3 Theorem. The simplicial set of C× ×Aff(C)-invariant quantizations of holo-
morphic Chern-Simons theory on C is weakly equivalent to the simplicial set of trivial-
izations of the cocycle
ch2(TBg) ∈ Ω2cl(Bg)[−2].
The quantizations referred to in this theorem are collections of effective in-
teractions {I[L]}, which satisfy the renormalization group flow and the quan-
tum master equation, are invariant under the group C× × Aff(C) in the sense
described earlier, and such that modulo h¯, I[L] converges to the holomorphic
Chern-Simons interaction IhCS as L→ 0.
13.1. A quantization of holomorphic Chern-Simons theory on C, invariant un-
der C××Aff(C), yields a quantization of holomorphic Chern-Simons theory on
any elliptic curve E. The next theorem states that the quantized effective action
is related to the Witten genus.
Let E (E) be the space of fields for holomorphic Chern-Simons theory on an
elliptic curve. The fact that the effective interactions I[L] satisfy the quantum
master equation means that the map
O(E (E))[[h¯]]→ O(E (E))[[h¯]]
α 7→ Q̂Lα = Qα+ {I[L], α}L + h¯∆Lα
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is a differential on O(E (E))[[h¯]]. The renormalization group equation, which
relates the effective interactions I[L] for varying L, implies that the complexes
(O(E (E))[[h¯]], Q̂L) are homotopic for different values of L.
13.2. Our main theorem shows how these complexes are related to the Witten
genus. In order to state this theorem precisely, let us recall the definition of the
Eisenstein series.
Let us represent our elliptic curve E as a quotient of C by a lattice Λ, in such
a way that the volume form ω on E descends from the form dz on C.
Let us define the Eisenstein series E2k(E,ω) of our elliptic curve E with vol-
ume element ω by
E2k(E,ω) = ∑
λ∈Λ\0
λ−2k.
This series is absolutely convergent if k > 1.
Let us define a class
log Wit(E,ω) ∈ Ω−∗(Bg)
by the formula
log Wit(X, E,ω) = ∑
k≥2
(2k− 1)!
(2pii)2k
E2k(E,ω) ch2k(TBg).
13.2.1 Theorem. For any L, there is a quasi-isomorphism of cochain complexes(
O(E (E))[[h¯]], Q̂L
)
' (Ω−∗(Bg)[[h¯]], h¯∆+ h¯{log Wit(X, E,ω),−})
This theorem is proved by explicitly calculating I[∞].
14. FIRST ATTEMPT AT QUANTIZATION
Let me outline the strategy for constructing quantum field theories given in
[Cos11b].
Given a classical interaction functional – such as the holomorphic Chern-
Simons interaction functional IhCS – one can try to construction quantum ef-
fective interactions I[L] by applying the renormalization group flow from scale
0 to scale L. That is, one can try to define
I[L] = W (P(0, L), IhCS) = lim
e→0
W (P(e, L), IhCS)
However, the famous ultraviolet divergences of quantum field theory say that
this limit does not always exist.
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The the technique of counter-terms allows one to solve this problem. The
counterterms will be elements
ICThCS(e) ∈ Oloc(E )⊗alg C∞((0,∞)e)<0 ⊗C[[h¯]].
In this expression, ⊗alg denotes the algebraic tensor product, which allows only
finite sums. The space Oloc(E ) is the space of local action functionals, as before,
and C∞((0,∞)e)<0 is the space of smooth functions on (0,∞) which are “purely
singular”. There is a choice of what it means to be purely singular; in [Cos11b]
this choice is referred to as the choice of a renormalization scheme.
The results of [Cos11b] imply that there is a unique set of counterterms ICThCS(e)
with the property that the limit
lim
e→0
W
(
P(e, L), IhCS − ICThCS(e)
)
∈ O(E )[[h¯]]
exists.
14.1. Once one has constructed the counter-terms ICThCS(e), one defines the first
approximation to the quantum effective interaction by
Inaive[L] = lim
e→0
W
(
P(e, L), IhCS − ICThCS(e)
)
.
The sequence of functionals Inaive[L] automatically satisfies the renormalization
group equation and the locality axiom. But, in general, Inaive[L] may not satisfy
the quantum master equation, and thus may not define a quantum field theory.
In order to turn Inaive[L] into a solution to the quantum master equation, one
analyzes the possible cohomological obstructions to solving the QME, term by
term in h¯.
14.2. For holomorphic Chern-Simons theory, the obstruction analysis will be
performed in section 15. For now, we will only consider Inaive[L]. The main
result of this section is the following.
14.2.1 Proposition. On C or an elliptic curve E, the counter-terms ICThCS(e) vanish.
Thus, the limit
lim
e→0
W (P(e, L), IhCS)
exists. The value of this limit will be denoted by
Inaive[L] ∈ O+(E )[[h¯]].
14.2.2 Corollary. If we work on C, then Inaive[L] is invariant under C× ×Afff(C).
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Proof. Invariance under C× × Isom(C) is immediate, because W (P(e, L), IhCS)
is invariant under this group.
It remains to check invariance under the dilation subgroup R>0 ⊂ Aff(C).
Invariance under this group follows from the fact that all counterterms are zero.
Indeed, it is shown in chapter 4 of [Cos11b] that a theory with no counterterms
is a fixed point of the local renormalization group flow. 
14.3. Thus, to complete the proof of the proposition, we need to verify that the
counterterms for holomorphic Chern-Simons theory vanish. As we have seen,
the C× symmetry implies that we need only consider one-loop counterterms.
The counterterms are defined by
ICThCS(e) = h¯ Singe∑
γ
Wγ(P(e, L), IhCS)
where the sum is over all connected graphs γ with one loop. The symbol Singe
refers to the singular part in e of the expression on the right hand side. Of course,
one needs a choice – called a renormalization scheme in [Cos11b] – to define the
singular part. In this paper, however, the renormalization scheme plays no role,
because the counterterms vanish.
We need to show the following.
14.3.1 Lemma. For all graphs γ with one loop,
lim
e→0
Wγ(P(e, L), IhCS)
exists.
It follows from this that all counter-terms vanish.
14.4. Let us now turn to the proof of this lemma. The local nature of counter-
terms (proved in [Cos11b]) allows us to restrict attention to the case E = C.
Thus, let γ be any connected one-loop graph. For each tail t of γ, let us choose
an element
ft ⊗ Xt ∈ Ω0,∗c (C)⊗ g[1]
where the space Ω0,∗c (C) refers to the Dolbeaut complex with compact support.
We need to check that
lim
e→0
Wγ(P(e, L), IhCS)(⊗t∈T(γ) ft ⊗ Xt)
exists.
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FIGURE 2. The trivalent wheel with three vertices
The weight Wγ(P(e, L), IhCS) is constructed from contracting tensors in
E (C) = Ω0,∗(C)⊗ (g[1]⊕ g∨[−1])
= C∞(C)⊗ {C[dz]g[1]⊕C[dz]g∨[−1]} .
Thus, we can write the weight as a product of a combinatorial factor Wgγ(I),
which arises from contracting tensors in the Lie algebra g; with an analytic fac-
tor, Wanγ (P(e, L), I) which arises from contracting tensors in C∞(C). The combi-
natorial factor Wgγ is independent of e. Thus, in order to check that the e → 0
limit exists, we can focus our attention on the analytic factor.
We say a one-loop graph is a wheel if it cannot be disconnected by the removal
of a single edge. Any one-loop graph is a wheel with trees attached to some of
the tails. Since trees can not contribute any singularities, to show that the e→ 0
limit exists for any graph, it suffices to show that it exists for wheels. Further,
without loss of generality, we need only consider trivalent wheels; it is easy to
check that showing the e → 0 limit exists for trivalent wheels implies that the
limit exist for all wheels.
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Thus, let us assume that our graph is a trivalent wheel γn. If f1, . . . , fn ∈
C∞c (C), we write Wanγn (P(e, L), IhCS)( f1, . . . , fn) as an explicit integral:
Wanγn (P(e, L), IhCS)( f1, . . . , fn)
=
∫
z1,...,zn∈C
n
∏
i=1
(
fi(zi, zi)P(e, L)(zi, zi+1 mod n)∏dzidzi
)
.
Here,
P(e, L) =
∫ L
t=e
d
dz
Ktdt
and
Kt ∈ C∞(C×C)
is the heat kernel for the standard Laplacian operator
D = − d
2
dzdz
.
Note that, up to constants,
Kt(z, w) = t−1e−|z−w|
2/t.
To show that the e → 0 limit of this integral exists, it suffices to show that for
all compactly supported smooth functions φ ∈ C∞c (Cn−1), the limit
lim
e→0
∫ L
ti=e
∫
z1,...,zn∈C
∑ zi=0
φ(z, z)
n
∏
i=1
t−1i
d
dzi
e−|zi−zi+1 mod n|
2/ti dti
n−1
∏
i=1
dzidzi
exists. Note that for n = 1 the integrand is zero. Thus, we will assume n > 1.
There are two cases which will be treated separately: n > 2 and n = 2.
14.5. We will first consider the case n > 2. It suffices to consider the integral
when t1 < t2 < · · · < tn. Let ui = (zi − zi+1) for i = 1, 2, . . . , n− 1. After this
change of coordinates, our integral becomes∫
0<t1<···<tn<L
∫
u1,...,un−1∈C
ψ(ui, ui)
(
n−1
∏
i=1
t−2i uie
−|ui |2/ti dtiduidui
)
t−2n ∑ uie−|∑ ui |
2/tn dtn.
We will show that the integral converges absolutely.
The integral is bounded, in absolute value, by∫
0<t1<···<tn<L
∫
u1,...,un−1∈C
(
n−1
∏
i=1
t−2i |ui| e−|ui |
2/ti dtiduidui
)
t−2n ∑ |ui|dtn.
Let us further change coordinates, and let vi = t−1/2i ui for i = 1, . . . , n− 1.
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After this change of coordinates, we see that integral becomes∫
0<t1<···<tn<L
∫
v1,...,vn−1∈C
(
n−1
∏
i=1
t−1/2i |vi| e−|vi |
2
dtidvidvi
)
t−2n
n−1
∑
i=1
t1/2i |vi|dtn.
Using the fact that ti < tn for i = 1, . . . , n− 1, we see that the integral is bounded
by (∫
0<t1<···<tn<L
n−1
∏
i=1
t−1/2i dtit
−3/2
n dtn
)(∫
v1,...,vn−1∈C
P(|vi|)e−∑|vi |
2
dvidvi
)
,
where P is some polynomial in the variables |vi|.
Both integrals in this expression converge absolutely if n > 2.
14.6. Let us next consider the case n = 2. Then, we aim to show that limit
lim
e→0
∫
z1+z2=0
∫ L
t1,t2=e
φt−21 t
−2
2 (z1 − z2)2e−|z1−z2|
2(t−11 +t
−1
2 )dt1dt2dz1dz1
= lim
e→0
∫
u∈C
∫ L
t1,t2=e
φ(u, u)t−21 t
−2
2 u
2e−uu(t
−1
1 +t
−1
2 )dt1dt2dudu
exists.
To keep the notation simple, let
µ =
(
t−11 + t
−1
2
)−1
=
t1t2
t1 + t2
.
We can evaluate ∫
u∈C
φ(u, u)u2e−uuµ
−1
dudu
by parts, by observing that
φ(u, u)u2e−uuµ
−1
= µ2
(
d2
(du)2φ(u, u)
)
e−uuµ
−1
+ total derivatives in u.
If we let
φ(2)(u, u) =
d2
(du)2
φ(u, u)
then we find that we need to show the limit
lim
e→0
∫
u∈C
∫ L
t1,t2=e
φ(2)(u, u)µ2t−21 t
−2
2 e
−uuµ−1dt1dt2dudu
= lim
e→0
∫
u∈C
∫ L
t1,t2=e
φ(2)(u, u)(t1 + t2)−2e−uuµ
−1
dt1dt2dudu
exists.
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We can perform the integral over u using Wick’s lemma, to find
φ(2)(0)(t1 + t2)−2µ+ (t1 + t2)−2O(µ2) = φ(2)(0)
t1t2
(t1 + t2)3
+ (t1 + t2)−2O(µ2),
where O(µ2) indicates an expression tending to zero as fast as µ2.
The limit
lim
e→0
∫ L
t1,t2=e
t1t2
(t1 + t2)3
dt1dt2
is easily seen to exist.
15. THE OBSTRUCTION COMPLEX
In this section we will analyze the complex containing possible obstructions
to quantizing holomorphic Chern-Simons theory.
We have seen that there is an extra C× symmetry present on holomorphic
Chern-Simons theory. The C× invariant effective actions are of the form
I[L] = I(0)[L] + h¯I(1)[L],
where I(1)[L] is a functional on the summand Ω0,∗(C, g[1]) of E (C).
It follows that only one-loop obstructions to quantizations can appear, and
that the obstruction-deformation complex consists of functionals only onΩ0,∗(C, g[1]).
We are only interested in quantizations which are not onlyC×-invariant, but also
invariant under the group Aff(C) of affine symmetries of C.
We have seen that there is a quantization
Inaive[L] = I(0)[L] + h¯I
(1)
naive[L]
which is invariant under all these symmetries, and which satisfies the renor-
malization group equation, but which may fail to satisfy the quantum master
equation.
The quantum master equation automatically holds modulo h¯. In addition,
∆L I
(1)
naive[L] = 0 for all L. The failure of Inaive[L] to satisfy the quantum master
equation is thus encoded in an obstruction
O[L] = ∆L I(0)[L] + QI
(1)
naive[L] + {I(0)[L], I(1)naive[L]}L.
It was shown in Chapter 5 of [Cos11b] that the family of obstructions O[L] sat-
isfy a renormalization group equation and a locality axiom. If δ is a parameter
of cohomological degree−1, these properties can be summarized by saying that
66 KEVIN COSTELLO
the collection of effective interactions {I(0)[L] + δO[L]} satisfies the renormaliza-
tion group equation, the quantum master equation, and the locality axiom, all
modulo h¯.
As explained in Chapter 5 of [Cos11b], these properties imply that the L → 0
limit of O[L] exists, and is a local action functional. We will denote this L → 0
limit by
O ∈ Oloc(Ω0,∗ ⊗ g[1])Aff(C).
This obstruction is an element of cohomological degree 1, and satisfies
QO + {I, O} = 0.
Further, we can replace I[L] by a collection of effective interactions which do
solve the quantum master equation if and only if we can make O exact; that is,
if and only if we can find some
J ∈ Oloc(Ω0,∗ ⊗ g[1])Aff(C)
of cohomological degree 0, which satisfies the equation
QJ + {I, J} = O.
15.1. Thus, in order to construct the quantum theory, we need to first com-
pute the cohomology of the complex Oloc(Ω0,∗(C, g[1])) of local functionals on
Ω0,∗(C, g[1]).
The main result of this section is the following.
15.1.1 Proposition. There is a quasi-isomorphism of cochain complexes(
Oloc(Ω0,∗(C)⊗ g[1])Aff(C), Q + {I,−}
)
' Ω2cl(Bg)[1]
between the obstruction-deformation complex and the complex of closed 2-forms on Bg,
with a shift of one.
Further, the map
Ω2cl(Bg)[1]→ Oloc(Ω0,∗(C, g[1]))
arises by a transgression using the holomorphic volume form on C, as explained in the
next subsection.
In the next section, we will see that the obstruction class corresponds to a
non-zero multiple of
ch2(TBg) ∈ H2Ω2cl(Bg).
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15.2. Before I prove this proposition, I will describe, geometrically, a map
Ω2cl(Bg)[1]→ Oloc(Ω0,∗(C)⊗ g[1]).
This map leads to the quasi-isomorphism of the proposition.
In fact, this map is somewhat simpler to describe if we work on an elliptic
curve E rather than on C.
If E is an elliptic curve Oloc(Ω0,∗(E, g[1])) is a subcomplex of the reduced
Chevalley-Eilenberg complex of the curved L∞ algebra Ω0,∗(E, g[1]). We will
denote the classifying space of this curved L∞ algebra by (Bg)E∂ .
Thus,
Oloc(Ω0,∗(C, g[1])) ⊂ O((Bg)E∂)/A = Ω1cl((Bg)E∂).
We quotient by the ground ring A because we are considering the reduced
Chevalley-Eilenberg complex. The de Rham differential identifies functions mod-
ulo constants with closed one-forms.
There is a natural map
Ω2cl(Bg)[1]→ Ω1cl((Bg)E∂ ,
given by transgressing a closed two-form on Bg to a closed one-form on (Bg)E∂ .
The transgression uses the volume element on E∂, which is of cohomological
degree −1.
Since this transgression is given by an integral along E, it is easy to see that
the map factors through the subcomplex
Oloc(Ω0,∗(E, g[1]) ⊂ Ω1cl(Bg)E∂).
In fact, it factors through the subcomplex of translation-invariant local function-
als in Oloc(Ω0,∗(E, g[1]), which can be identified with translation invariant local
functionals on C.
15.3. Let us now turn to the proof of the proposition.
In [Cos11b], Chapter 5, Section 6, it was shown how complexes of local action
functionals, like Oloc(Ω0,∗(C) ⊗ g[1]), can be rewritten in the language of D-
modules. Let me explain how this applies to the present situation.
We can identify the space of jets of sections of Ω0,∗(g) at 0 ∈ C with the dif-
ferential graded Lie algebra space
g[[z, z, dz]]
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where dz has cohomological degree 1, and the differential is the ∂ operator.
The Lie algebra g[[z, z, dz]] is acted on by the abelian Lie algebra C{ ddz , ddz}, in
the obvious way. This action is by Lie algebra derivations. Thus, it extends to an
action of C{ ddz , ddz} on the reduced Lie algebra cochain complex C∗red(g[[z, z, dz]].
(Note that we need to use continuous duals and completed symmetric products
in the definition of this Lie algebra cochain complex. Lie algebra cohomology
groups of this form are often called Gel’fand-Fuks cohomology).
Lemma 6.7.1 in chapter 6 implies the following.
15.3.1 Lemma. There is a quasi-isomorphism of cochain complexes{
C∗red(g[[z, z, dz]])⊗LC[ ddz , ddz ] Cdzdz
}C×
'
(
Oloc(Ω0,∗(C)⊗ g[1])Aff(C), Q + {I,−}
)
On the left hand side, we are taking the fixed point for the subgroup C× ⊂ Aff(C).
Here Cdzdz refers to the one-dimensional vector space with the trivial action of the Lie
algebra C{ ddz , ddz}, and equipped with the natural action of the group C× ⊂ Aff(C).
15.4. Let us now turn to the computation of the relevant part of the Lie algebra
cohomology of g[[z, z, dz]]. Note that there is a quasi-isomorphism of differential
graded Lie algebras
g[[z, z, dz]] ' g[[z]].
Thus, we only need to compute{
C∗red(g[[z]])⊗LC[ ddz , ddz ] Cdzdz
}C×
.
In order to complete the proof of the proposition, it remains to show the follow-
ing.
15.4.1 Lemma. There is a quasi-isomorphism{
C∗red(g[[z]])⊗LC[ ddz , ddz ] Cdzdz
}C×
' Ω2cl(Bg)[1].
Proof. We can compute the derived tensor product in the complex on the right
hand side using a Koszul resolution. The Koszul resolution of the trivial module
C for C
[
d
dz ,
d
dz
]
is the differential graded algebra
C
[
d
dz
,
d
dz
, e, e
]
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where e, e are in cohomological degree −1 with differential
de =
d
dz
de =
d
dz
The generators e, e are acted on by C× in the obvious way: e→ λe, e→ λe.
We find that there is a C× equivariant isomorphism
C∗red(g[[z]])⊗LC[ ddz , ddz ] Cdzdz '
C∗red(g[[z]])eedzdz→ C∗red(g[[z]])edzdz⊕ C∗red(g[[z]])edzdz
→ C∗red(g[[z]])dzdz.
The differential arises from the action of the Lie algebraC{ ddz , ddz} on C∗red(g[[z]]).
If we take C× invariants of this Koszul resolution, we find that only the terms
with precisely one e remain. Thus, we find that we need only compute the C×
invariants of
C∗red(g[[z]])edz[1]→ C∗red(g[[z]])dz[1]
(where we have removed the C× invariant expression edz from the notation).
Note that
(C∗red(g[[z]])edz)
C× = C∗red(g)
(C∗red(g[[z]])dz)
C× = C∗(g, z∨g∨).
Further, we can identify C∗red(g) with the two-term complex
A [1]→ O(Bg)
where A is our base ring. Also, we can identify
C∗(g, z∨g∨) = Ω1(Bg).
The map
C∗red(g)→ C∗(g, z∨g∨)
is the de Rham differential O(Bg)→ Ω1(Bg).
Thus, we have shown that there is a quasi-isomorphism{
C∗red(g[[z]])⊗LC[ ddz , ddz ] Cdzdz
}C×
' A [3]→ O(Bg)[2]→ Ω1(Bg)[1].
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The complex on the right hand side is quasi-isomorphic, via the de Rham differ-
ential, to the complex
Ω2cl(Bg)[1] ' Ω2(Bg)[1]→ Ω3(Bg)→ Ω4(Bg)[−1]→ · · ·
as desired.
It is not hard to check that the resulting map
Ω2cl(Bg)[1]→ Oloc(Ω0,∗(C, g)[1])
is the transgression map described earlier. 
16. CALCULATION OF THE OBSTRUCTION
So far we have seen that the obstruction-deformation complex for our field
theory is Ω2cl(Bg)[1], the complex of closed 2-forms on Bg, with a shift of one.
It remains to identify the actual obstruction.
For very formal reasons, one can tell that the obstruction must be a multiple
of ch2(TBg). Indeed, the obstruction is additive under direct sum of Lie algebras,
and lives in
H2(Ω2cl(Bg)).
The only characteristic classes with these properties are multiples ch2(TBg).
However, this is not the approach we will take: instead we will compute
the obstruction directly, using Feynman diagrams. The calculation is not hard.
However, as with all diagrammatic calculations, it is difficult to explain to those
who have not worked with these techniques.
16.0.2 Theorem. The obstruction
O ∈ H2(Ω2cl(Bg))
is a non-zero multiple of ch2(TBg), the second Chern character of the tangent bundle to
Bg.
Proof. Recall that we defined Inaive[L] as the limit
Inaive[L] = lim
e→0
W (P(e, L), IhCS)
where IhCS is the classical holomorphic Chern-Simons theory interaction.
The obstruction to solving the quantum master equation, at scale L, is
O[L] = h¯−1
{
QInaive[L] + 12{Inaive[L], Inaive[L]}L + h¯∆L Inaive[L]
}
.
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(The obstruction automatically vanishes modulo h¯, and has no h¯2 or higher con-
tributions).
The obstruction satisfies the classical master equation, and has an L→ 0 limit
which we denote by
O = lim
L→0
O[L] ∈ Ol(E (C)).
16.0.3 Lemma. The obstruction O[L] is
O[L] = lim
e→0
d
dδ
W
(
P(e, L), IhCS + δ
{ 1
2{IhCS, IhCS}e − 12{IhCS, IhCS}0
})
.
Here δ is a parameter of cohomological degree −1 square zero.
Proof. The compatibility between the renormalization group flow and the quan-
tum master equation implies that, for all functionals I,
QW (P(e, L), I) + 12{W (P(e, L), I) , W (P(e, L), I)}L + h¯∆LW (P(e, L), I) =
d
dδ
W
(
P(e, L), I + δ
{
QI + 12{I, I}e + h¯∆e I
})
where δ is a parameter of cohomological degree −1 (and square zero).
Thus, the obstruction O[L] at scale L satisfies
O[L] = h¯−1 lim
e→0
d
dδ
W
(
P(e, L), IhCS + δ
{
QI + 12{IhCS, IhCS}e + h¯∆e IhCS
})
.
Also, for all e > 0,
∆e IhCS = 0.
This follows from the expression
Kt = t−1e−‖z−w‖
2/t(dz⊗ 1− 1⊗ dw)⊗ Cg
where Cg ∈ ((g[1]⊕ g∨[−1])⊗2.
In addition, the classical master equation asserts that
QIhCS = − 12{IhCS, IhCS}0
where {−,−}0 denotes the scale 0 bracket.
Thus, we see that
QIhCS + 12{IhCS, IhCS}e + h¯∆e IhCS = 12{IhCS, IhCS}e − 12{IhCS, IhCS}0.

72 KEVIN COSTELLO
Let γ be a graph, and let e be an edge of γ. Let us assume that the edge e is
not a loop. Let
Wγ,e (P(e, L), Ke − K0, IhCS) ∈ O(E (C))
be obtained by putting the propagator P(e, L) at all edges of γ except for e, and
by putting Ke − K0 at the edge e.
We can write
h¯−1
d
dδ
W
(
P(e, L), IhCS + δ
{ 1
2{IhCS, IhCS}e − 12{IhCS, IhCS}0
})
=∑
γ
1
Aut(γ)
Wγ,e (P(e, L), Ke − K0, IhCS)
as a sum over one-loop graphs γ, equipped with an edge e which is not a loop.
The obstruction is the limit of this sum as e→ 0.
16.0.4 Lemma. Let γ be a one-loop graph, and e an edge of γ which is not a loop. Then,
lim
e→0
Wγ,e (P(e, L), Ke − K0, IhCS) = 0
unless the edge e is contained in a wheel with precisely two vertices (in other words,
unless the two vertices v1, v2 which are connected by e are also connected by a single
other edge).
Proof. This is a direct computation.
First, let us suppose that the edge e is separating. Then
lim
δ→0
lim
e→0
Wγ,e (P(e, L), Kδ, IhCS) = lim
e→0
lim
δ→0
Wγ,e (P(e, L), Kδ, IhCS) .
This is simply because the edge e is part of a tree, and trees never contribute
anything singular.
This means that
lim
e→0
Wγ,e (P(e, L), Ke, IhCS) = lim
e→0
Wγ,e (P(e, L), K0, IhCS) = 0
so that the desired limit is zero.
Next, let us assume that e is part of a wheel with at least three vertices. Since
γ is a one-loop graph, it is a wheel with some trees attached. We can, as usual,
ignore the contributions of this trees. Thus, let us assume that γ is a wheel with
three or more vertices.
Then, one can verify by an easy direct computation that
lim
δ→0
lim
e→0
Wγ,e (P(e, L), Kδ, IhCS) = lim
e→0
lim
δ→0
Wγ,e (P(e, L), Kδ, IhCS) .
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Again, this implies that
lim
e→0
Wγ,e (P(e, L), Ke − K0, IhCS) = 0.

16.0.5 Corollary. The obstruction O = limL→0 O[L] can be written as a sum
O =∑
γ,e
lim
e→0
Wγ,e (P(e, 1), Ke, IhCS)
where the sum is over one-loop graphs which are wheels with two vertices.
Proof. Indeed, the previous lemma implies that the contribution to the obstruc-
tion coming from graphs which contain a wheel with more than three vertices
vanishes.
Thus, the obstruction O[L] is
O[L] =∑
γ,e
lim
e→0
Wγ,e (P(e, L), Ke, IhCS)
where the sum is over one-loop graphs which contain a wheel with two vertices,
possibly with trees attached on the outside.
Now, if γ is a wheel with two vertices, one can check that
lim
e→0
Wγ,e (P(e, L), Ke, IhCS)
is independent of L. If γ is a wheel with two vertices and some trees attached,
the limit
lim
L→0
lim
e→0
Wγ,e (P(e, L), Ke, IhCS)
is easily seen to be zero. 
If γ is a wheel with two vertices, and e is one of the two edges of γ, we will
let Oγ,e be the part of the obstruction coming from γ. Thus,
Oγ,e = lim
e→0
Wγ,e (P(e, 1), Ke, IhCS) .
We will view Oγ,e as a linear map
Oγ,e :
(
Ω0,∗c (C)⊗ g
)⊗T(γ) → C.
Thus, we can view Oγ,e as a product of an analytic factor
Oanγ,e : Ω
0,∗
c (C)
⊗T(γ) → C
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FIGURE 3. The obstruction for the trivalent wheel with two vertices
and a Lie algebra factor
Ogγ,e : g
⊗T(γ) → C.
We will deal with the Lie algebra factor momentarily. Let us first consider the
analytic factor.
16.0.6 Lemma. Suppose γ has k + l tails, with k attached to one vertex and l to the
other. Let f1, . . . , fk and g1, . . . , gl be compactly supported smooth functions on C.
Suppose that f1dz, f2, . . . fk are inputted at the first k tails and that g1, g2, . . . gl at the
remaining l tails.
Then,
Oanγ,e( f1dz, f2, . . . , fk, g1, . . . , gl) = c
∫
z∈C
(
d
dz∏ fi
)
∏ gj.
for some non-zero constant c ∈ C.
Proof. Ignoring various factors of pi and combinatorial factors,
Oanγ,e( f1dz, f2, . . . , fk, g1, . . . , gl) =
lim
e→0
∫ 1
t=e
∫
z,w∈C∏ fi(z)∏ gj(w)e
−1e−|z−w|
2/e d
dz
t−1e−|z−w|
2/tdtdzdzdwdw.
The integral over z, w ∈ C can be rewritten as
−
∫
z,w∈C∏ fi(z)∏ gj(w)(z− w)e
−1t−2e−|z−w|
2e−1t−1(e+t).
Noting that
(z− w)e−1t−2e−|z−w|2e−1t−1(e+t) = − 1
t(e+ t)
d
dz
e−|z−w|
2e−1t−1(e+t)
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allows us to rewrite this integral, using integration by parts, as
−
∫
z,w∈C
(
d
dz∏ fi(z)
)
∏ gj(w)
1
t(e+ t)
e−|z−w|
2e−1t−1(e+t).
We can expand this integral using Wick’s lemma: the leading term is (up to a
non-zero factor) ∫
z∈C
(
d
dz∏ fi(z)
)
∏ gj(z)
e
(e+ t)2
.
The final step is to verify that
lim
e→0
∫ 1
e
e
(e+ t)2
dt
is non-zero; which is immediate. 
As we will see in Section 17, we can identify the Lie algebra contribution
to the weight of wheels with two vertices as being ch2 of the tangent bundle
to Bg. Putting this observation together with the computation of the analytic
component of Oγ,e we see the obstruction is non-zero at the cochain level, and
is constructed from ch2. It is not hard to check that the obstruction is a non-zero
multiple of the image of ch2 under the transgression map
Ω2cl(Bg)[1]→ Oloc(Ω0,∗(C)⊗ g[1]).
Since this transgression map is a quasi-isomorphism, the we see that the ob-
struction is a non-zero multiple of the second Chern character, thus proving the
theorem. 
16.1. This theorem implies that if we choose a trivialization of ch2(TBg) then
we find a quantization I[L] of holomorphic Chern-Simons theory on C or any
elliptic curve E, invariant under C× ×Aff(C). This quantization is of the form
I[L] = Inaive[L] + h¯J[L]
where
J[L] ∈ O(Ω0,∗(E)⊗ g[1]).
The term J[L] is the correction to the failure of Inaive[L] to satisfy the quantum
master equation.
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17. THE WITTEN GENUS
In this section, we will complete the calculation, and see that the Witten genus
is encoded in I[∞]. In order to state the precise calculation, we need to introduce
a little notation. Let
H(E) ⊂ E (E) = Ω0,∗(E)⊗ (g[1]⊕ g∨[−1])
denote the subspace of harmonic fields, that is, those in the kernel of both ∂ and
∂
∗
.
17.1. Let (E,ω) be an elliptic curve equipped with a holomorphic volume form.
Serre duality gives rise to a trace map
Trω : H1(E,OE)→ C.
We will identify H1(E,OE) with the Dolbeaut cohomology group of E. In these
terms, the trace map arises from the map
Ω0,1(E)→ C
α 7→
∫
E
ω ∧ α.
Let
ω∨ ∈ H1(E,OE)
be the element such that
Tr(ω∨) = 1.
Let e be a parameter of cohomological degree 1. Let us define an isomorphism
of graded algebras
C[e]→ H∗(E,OE)
e 7→ (ipi)−1ω∨.
17.2. Let H(E) ⊂ E (E) be the subspace of harmonic fields. Note that the pair-
ing on E (E) restricts to an odd symplectic pairing on H(E). The isomorphism
H∗(E,OE) ∼= C[e] leads to an isomorphism
H(E) ∼= C[e]⊗ (g[1]⊕ g∨[−1]) .
The scale ∞ effective interaction I[∞] restricts to a solution to the quantum
master equation onH(E). Further, the one-loop part I(1)[∞] comes from a func-
tional on the space C[e]⊗ g[1].
A GEOMETRIC CONSTRUCTION OF THE WITTEN GENUS, II 77
Note that
C∗red(C[e]⊗ g[1]) = C∗red(g, Sym∗ g∨) = Ω−∗(Bg),
where the right hand side is not equipped with the de Rham differential, just
with the “internal” differential which preserves each space Ωk(Bg).
Thus, we can view the one-loop part of the scale ∞ effective interaction as
I(1)[∞] ∈ Ω−∗(Bg).
17.3. The finite dimensional space H(E) has an odd symplectic pairing. Thus,
O(H(E)) has a BV operator ∆H(E) and a BV bracket {−,−}. Further, if we equip
O(E (E)) with the BV bracket ∆∞ at scale ∞, the map
O(E (E))→ O(H(E))
is a map of BV algebras, that is, it is compatible with the operators ∆H(E)) on
the right ant ∆∞ on the left. This is simply because the BV operator ∆∞, when
viewed as an element of E (E)⊗2, actually lies in the subspaceH(E)⊗2.
The inclusionC[e] ↪→ Ω0,∗(E) is a quasi-isomorphism. It follows that the map
O(E (E))→ O(H(E)) gives a quasi-isomorphism(
O
(
C[e]⊗ (g[1]⊕ g∨[−1])) [[h¯]], h¯∆H(E) + {I[∞] |H(E),−})
' (O (E (E)) [[h¯]], Q + h¯∆∞ + {I[∞],−}) .
17.3.1 Lemma. There is an isomorphism of cochain complexes
(†)
(
O
(
C[e]⊗ (g[1]⊕ g∨[−1])) , {I(0)[∞] |H(E),−}) ∼= Ω−∗(T∗Bg)
where T∗Bg refers to the formal completion at zero of the cotangent bundle to Bg, and
the algebra of forms is equipped only with the internal differential, and not the de Rham
differential.
Further, this isomorphism takes the BV operator ∆H(E) to the operator
Lpi : Ωi(T∗Bg)→ Ωi−1(T∗Bg)
given by Lie derivative with the Poisson tensor pi on T∗Bg.
Proof. The solution of the classical master equation I0[∞] inO (C[e]⊗ (g[1]⊕ g∨[−1]))
can be interpreted as giving the space C[e]⊗ (g⊕ g∨[−2]) the structure of an L∞
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algebra, compatible with the pairing of degree −3 defined by combining the
obvious pairing on g⊕ g∨[−2] with the trace map
Tr : C[e]→ C
Tr(e) = 1.
The L∞ structure given by I0[∞] is obtained by transfer of structure from the L∞
structure on Ω0,∗(E)⊗ (g⊕ g∨[−2]). Indeed, the Feynman diagrams describing
I0[∞] are precisely the trees appearing in the explicit formula [Mer99, KS01] for
the homological perturbation lemma. Let us call this L∞ structure A.
Further, the complex Ω−∗(T∗Bg) is, by definition, the cochains of the L∞ al-
gebra C[e]⊗ (g⊕ g∨[−2]), when this is endowed with the L∞ structure arising
from the tensor product of the given L∞ structure on g⊕ g∨[−2] with the com-
mutative algebra structure on C[e]. Let us call this L∞ structure B.
Thus, in order to verify the equation (†), we need to verify that the L∞ struc-
tures A and B on C[e]⊗ (g⊕ g∨[−2]) coincide. Note that the L∞ structure A is
given by a sum over trees; the terms in the sum given by trees with no edges
yield L∞ structure B.
Thus, we need to verify that the terms in the expansion of I0[∞] which involve
trees with at least one edge all vanish. For this computation, the Lie algebra will
be irrelevant; we will check that the analytic part of the weight attached to any
such tree vanishes.
The sum-over-trees formula involves putting harmonic elements of Ω0,∗(E)
at each tail of the tree, and putting the propagator
P(0,∞) =
∫ ∞
0
(∂
∗ ⊗ 1)Kt
at each edge. Let us isolate the contribution from a single vertex v which has
some non-zero number of tails, and a single internal edge. All trees have at least
one such vertex. The tails of v are labelled by harmonic elements h1, . . . , hk ∈
Ω0,∗(E). We can express the weight of the tree as∫ ∞
t=0
∫
z,w∈E
(h1(z) . . . hk(z)) (∂
∗ ⊗ 1)Kt(z, w)Φ(w)
where Φ(w) captures the contribution from the rest of the tree.
Note that the product of harmonic elements of Ω0,∗(E) remains harmonic.
Further, by integration by parts, we can (at the price of a sign) move the ∂
∗
in the
above expression so that it acts on h1(z) . . . hk(z). Since ∂
∗
(h1(z) . . . hk(z)) = 0,
the integral vanishes, as desired.
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The same argument shows that the weight of any 1-loop diagram which con-
tains a separating edge also vanishes.
Thus, we have checked the quasi-isomorphism (†).
Next, we need to verify that the operator 4H(E) corresponds, under this iso-
morphism, to the operator Lpi.
Recall that we can identify the tangent bundle to T∗Bg with the g⊕ g∨[−2]-
module g[1]⊕ g∨[−1]. The Poisson bivector on the symplectic manifold T∗Bg is
therefore some element
pi ∈ C∗(g⊕ g∨[−2],∧2(g[1]⊕ g∨[−1]))
of cohomological degree 0. This tensor pi is, in fact, in the subspace
pi ∈ ∧2(g[1]⊕ g∨[−1]).
In terms of a local basis Vi of sections of g (and corresponding dual basis V∨i of
g∨), pi is given by the formula
pi = Vi ⊗V∨i +V∨i ⊗Vi.
Note that the BV operator4H(E) is the order two differential operator on the
dga C∗ (C[e]⊗ (g⊕ g∨[−2])) associated to the kernel
K∞ ∈ Sym2H(E)
K∞ is simply the inverse to the natural non-degenerate pairing on H(E), and
can be written, once we identify
H(E) = C[e]⊗ (g[1]⊕ g∨[−1]) ,
as
K∞ = (e⊗ 1− 1⊗ e)
(
∑Vi ⊗V∨i +V∨i ⊗Vi.
)
In other words,
K∞ = (e⊗ 1− 1⊗ e)pi.
In terms of the local basis Vi as above, the operator 4H(E) is the constant-
coefficient differential operator associated to K∞, and so is given by the formula
4H(E) =∑
∂
∂eVi
∂
∂V∨i
+
∂
∂Vi
∂
∂eV∨i
.
Next, we need to compare this to the operator Lpi. Recall that Ω−∗(T∗Bg) is
generated by the dual of g[1]⊕ g∨[−1], which corresponds to the generators of
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O(Bg); and by the dual of e (g[1]⊕ g∨[−1]), which corresponds to a basis over
O(Bg) of Ω1(T∗Bg).
Now, the operator Lpi is the commutator of the contraction operator ιpi with
the de Rham differential. The operator ιpi is given by
ιpi =∑
∂
∂eVi
∂
∂eV∨i
.
The de Rham differential ddR is the operator associated to the L∞ derivation map
∂
∂e
: C[e]⊗ (g⊕ g∨[−2])→ C[e]⊗ (g⊕ g∨[−2]) .
Thus, [
ddR,
∂
∂eVi
]
=
∂
∂Vi[
ddR,
∂
∂eV∨i
]
=
∂
∂V∨i
.
It is immediate now that
[ιpi, ddR] = 4H(E)
as desired. 
17.4. Thus, to complete the proof of the theorem, we need to show that I(1)[∞] |H(E)
corresponds to the Witten class.
Recall that we defined the Atiyah class
α = α(TBg) ∈ Ω1(Bg, End TBg).
This is an element of cohomological degree 1. This Atiyah class is an avatar for
the curvature. As usual, we can define the trace of powers of α,
Tr(α)k ∈ Ωk(Bg).
This is an element of cohomological degree k, and
1
k!(2pii)k
Tr(α)k = ch2k(TBg) ∈ Hk(Ωk(Bg)).
17.4.1 Theorem. The restriction of I(1)[∞] to C[e]⊗ g[1] is cohomologous to
∑
k≥2
1
2k(4pi2)2k
E2k(E,ω)Tr(α2k) =
∑
k≥2
(2k− 1)!
(4pi2)2k
E2k(E,ω)ch2k(TBg) ∈ Ω−∗(Bg).
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We have already seen that the second Chern character of Bg is an obstruction
to solving the quantum master equation. Thus, in order to have the quantum
theory, the second Chern character must be exact.
The precise calculation is the following.
17.4.2 Proposition. The one-loop part of the scale ∞ effective action I(1)[∞], when
restricted to C[e]⊗ g[1], is equal to
1
32pi4 E
ren
2 (E,ω)Tr(α
2) + ∑
k≥2
1
2k(4pi2)2k
E2k(E,ω)Tr(α2k) ∈ Ω−∗(Bg).
where Eren2 (E,ω) is a certain renormalized Eisenstein function.
Because Tr(α2) is a multiple of the second Chern character and therefore exact,
this proposition implies the previous theorem.
Proof of proposition. Recall that we can write our effective action as
I(1)[∞] = I(1)naive[∞] + J[∞]
where J[L] corrects for the failure of Inaive[L] to solve the quantum master equa-
tion.
Let us further decompose I(1)naive[∞] as
I(1)naive[∞] = Iwheels[∞] + Iother[∞]
where
Iwheels[L] = ∑
γ is a wheel
1
|Aut(γ)|Wγ(P(0, L), IhCS).
(We say that a graph is a wheel if it is a connected graph with first Betti number
1, with the property that we can not disconnect the graph by removing a single
vertex. This implies that the vertex are arranged cyclically around a circle).
Also,
Iother[L] = ∑
γ is a one loop graph
which is not a wheel
1
|Aut(γ)|Wγ(P(0, L), IhCS).
17.4.3 Lemma. When restricted to the subspace
H(E) ⊂ E (E)
of harmonic fields, both J[∞] and Iother[∞] vanish.
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Proof of lemma. Let dz denote a translation-invariant (0, 1) form on E. We can
identify
H(E) = C[dz]⊗ (g[1]⊕ g∨[−1]) .
Let γ be a tree with k + 1 tails. If we choose a root tail for γ, we can interpret
the weight of γ as an operator
W ′γ(P(e, L), IhCS) : E ⊗k → E .
This operator is related to the previously-defined weight of γ by
Wγ(P(e, L), IhCS)(α1, . . . , αk+1) =
〈
W ′γ(P(e, L), IhCS)(α1, . . . , αk), αk+1
〉
.
Here 〈−,−〉 is odd symplectic form on E (E).
The operator W ′γ(P(e, L), IhCS) is a composition of operators defined for each
vertex and each internal edge. The operator at a vertex of valency k + 1 arises
from the L∞ structure map
lk :
{
Ω0,∗(E)⊗ (g⊕ g∨[−2])}⊗k → Ω0,∗(E)⊗ (g⊕ g∨[−2]) .
The operator for each edge is just the operator associated to the kernel P(e, L),
namely the operator
Ω0,∗(E)⊗ (g⊕ g∨[−2])→ Ω0,∗(E)⊗ (g⊕ g∨[−2])
α 7→ ∂∗
∫ L
e
e−t[∂,∂
∗
]αdt.
Let us suppose that the tree γ has at least one internal edge. Then, if each αi ∈
H(E), we must have
W ′γ(P(e, L), IhCS)(α1, . . . , αk) = 0.
This is just because the L∞ structure on Ω0,∗(E) ⊗ (g⊕ g∨[−2]) preserves the
subspace of harmonic Dolbeaut forms, and the operator e−t[∂,∂
∗
] annihilates this
subspace.
Now, let γ be a one-loop graph which is not a wheel. Let γwheel ⊂ γ be the
largest wheel containing γ. Then we can view γ as obtained by grafting some
trees onto γwheel . The weight Wγ(P(e, L), I) is obtained by composing the opera-
tors associated to these trees to Wγwheel (P(e, L). Since the operators associated to
these trees are zero onH(E), it follows that Wγ(P(e, L)) is zero onH(E).
Next, let us consider J[L]. We can write
J[L] =∑
γ
Wγ(P(0, L), IhCS + h¯J)
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where the sum is over all trees γ, one of whose vertices is of genus 1. Also, J
denotes the local functional which kills the obstruction O.
The same argument as before shows that, if γ is a tree with at least one internal
edge which appears in this sum, then
Wγ(P(0, L), IhCS + h¯J) |H(E)= 0.
It remains to check that if γ is the unique tree with no internal edges, then the
weight is zero onH(E) . Let vk denote the k-valent tree with one vertex of genus
one and no other vertices. We can identify
Wvk(P(0, L), IhCS + h¯J) = Jk
where
Jk : E (E)⊗k → C
is the part of J which is homogeneous of degree k.
Thus, it remains to show that J |H(E)= 0. To see this, observe that the fact
that the local action functional J is invariant under Aff(C) implies that it con-
tains at least one z-derivative, and is therefore zero when restricted to harmonic
functions. 
The following lemma will complete the proof.
17.4.4 Lemma. When we identify
O(C[e]⊗ g[1]) = Ω−∗(Bg),
then, for all k > 1,
∑
γ is a wheel
with 2k vertices
1
|Aut(γ)|Wγ(P(0,∞), IhCS)) |C[e]⊗g[1]
corresponds to
1
2k(4pi2)2k E2k(E,ω)Tr(α
2k) ∈ Hk
(
Ω−k(Bg)
)
.
Further, if k ≥ 1,
∑
γ is a wheel
with 2k−1 vertices
1
|Aut(γ)|Wγ(P(0,∞), IhCS)) |C[e]⊗g[1]= 0.
Proof. We will only prove the first statement; verifying that the sum over wheels
with 2k− 1 vertices yields zero is easy.
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Recall that the Atiyah class α is an element
α ∈ C∗red(g, g∨ ⊗ g∨ ⊗ g).
We will view α as an element
α ∈ C∗red(g)
(
eg∨
)⊗ End(g) ⊂ C∗red(g⊗C[e])⊗ End(g).
Let us restrict the classical holomorphic Chern-Simons action
IhCS : Ω0,∗(E)⊗
(
g[1]⊕ g∨[−1])→ C
to a functional
I˜hCS : C[e]⊗
(
g[1]⊕ g∨[−1])→ C.
This functional is linear in g∨ and linear in eg. Thus, we can view I˜hCS as an
element
I˜hCS ∈ C∗red(g)⊗ eg∨ ⊗ g ⊂ C∗red(g⊗C[e])⊗ g.
Let
ddR : C∗red(g)→ C∗(g)⊗ g∨
be the de Rham differential. Let us extend ddR to a map
ddR ⊗ 1 : C∗red(g)⊗ eg∨ ⊗ g→ C∗red(g)⊗ eg∨ ⊗ End(g).
Lemma 6.2.1 implies that
(ddR ⊗ 1)IhCS = α ∈ C∗red(g)⊗ eg∨ ⊗ End(g) ⊂ C∗red(g⊗C[e])⊗ End(g).
17.5. Let us identify
E = C/Λ
where Λ ⊂ C is a lattice. We will make this identification in such a way that the
volume form ω on E pulls back to dz.
Via this identification, we can identify translation invariant geometric objects
on Cwith geometric objects on E. Thus, we can talk about dz ∈ Ω0,1(E), and the
derivations ddz and
d
dz of C
∞(E).
Let
µ = ipi
∫
E
dz ∧ dz.
The isomorphism
C[e]→ H∗(E,OE) = H∗(Ω0,∗(E))
sends
e 7→ µ−1dz.
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17.6. There is an isomorphism of commutative graded algebras
C∞(E)⊗C[e] ∼= Ω0,∗(E)
which sends e → µ−1dz, as before. Under this isomorphism, the trace map
Ω0,1(E)→ C corresponds to the map
eC∞(E)→ C
e f 7→ µ−1
∫
E
f dzdz
This isomorphism leads to an isomorphism
E (E) = Ω0,∗(E)⊗ (g[1]⊕ g∨[−1]) ∼= C∞(E)⊗C[e]⊗ (g[1]⊕ g∨[−1]) .
Let
Cg ∈
(
g[1]⊕ g∨[−1])⊗2
be the element which corresponds, using the pairing on g[1] ⊕ g∨[−1], to the
identity map on g[1]⊕ g∨[−1].
Let
Kscalart ∈ C∞(E)⊗ C∞(E)
be the scalar heat kernel. Thus, if D : C∞(E) → C∞(E) is the Laplacian, then
Kscalart has the property that for all f ∈ C∞(E),
(e−tD f )(z)
∫
w∈E
Kt(z, w) f (w)dwdwµ−1.
The heat kernel Kt ∈ E (E)⊗ E (E) can be identified with
Kscalart ⊗ (e⊗ 1− 1⊗ e)⊗ Cg.
The propagator is
P(0,∞) =
∫ ∞
0
(∂
∗ ⊗ 1)Kt.
Since
∂
∗
( f (z, z)dz) =
d
dz
f ,
and e = µ−1dz, we can identify the propagator as
P(0,∞) =
∫ ∞
0
µ−1
d
dz
Kscalart ⊗Cg.
Note that the kernel
∫ ∞
0 µ
−1 d
dz K
scalar
t corresponds to the operator
µ−1
d
dz
D−1 : C∞(E)→ C∞(E).
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17.7. We will view the element
α⊗ µ−1 d
dz
D−1 ∈ C∗red(g⊗C[e])End(g[1]⊗ C∞(E))
an endomorphism of the C∗red(g⊗C[e]) module C∗red(g⊗C[e])⊗ g[1]⊗ C∞(E).
The weight of any wheel can be viewed as the trace of a composition of oper-
ators. A simple Feynman diagram computation shows that
∑
γ is a wheel
with 2k vertices
1
|Aut(γ)|Wγ(P(0,∞), IhCS)) |C[e]⊗g[1]
=
1
2k
Tr
((
α⊗ µ−1 ddz D−1
)2k) ∈ C∗(g⊗C[e]).
Now, observe that
Tr
((
α⊗ µ−1 ddz D−1
)2k)
= Tr(α2k)Tr
((
µ−1 ddz D
−1
)2k)
.
17.8. To complete the proof, we need to show that
Tr
((
µ−1 ddz D
−1
)2k)
=
1
(4pi2)2k
E2k.
Recall that our elliptic curve E can be written as
E = C/Λ
where Λ ⊂ C is a lattice, and the pull-back of the volume form ω on E to C is
dz.
Let α+ iβ ∈ Λ and δ+ ie ∈ Λ be generators for the lattice, where α, β, δ, e ∈ R.
Recall that
µ = pii
∫
E
dzdz.
Also,
det
(
α β
δ e
)
=
1
2i
∫
E
dzdz =
−1
2pi
µ
If n, m ∈ Z, let
Fn,m(x, y) = exp
{
(αe− βδ)−12pii (nβx− nαy + mex−mδy)
}
∈ C∞(C)
= exp
{
−µ−14ipi2 (nβx− nαy + mex−mδy)
}
A GEOMETRIC CONSTRUCTION OF THE WITTEN GENUS, II 87
Note that
Fn,m(x + α, y + β) = Fn,m(x, y)
Fn,m(x + δ, y + e) = Fn,m(x, y).
Thus, Fn,m(x, y) is invariant under Λ, and descends to a smooth function on E.
As n, m range over Z×Z, the functions Fn,m(x, y) form a basis for the space of
smooth functions on the elliptic curve E.
Note that
d
dz
Fn,m = −µ−14ipi2 (nβ+ me+ inα+ imδ) Fn,m
d
dz
Fn,m = −µ−14ipi2 (nβ+ me− inα− imδ) Fn,m.
Thus,
d
dz
D−1Fn,m = − µ(4ipi
2)−1Fn,m
nβ+ me− inα− imδ .
It follows that
TrC∞(E)
((
µ−1
d
dz
D−1
)2k)
= ∑
(n,m)∈Z×Z
(4ipi2)−2k
(nβ− niα+ me−mie)2k
=
1
(4ipi2)2k ∑λ∈Λ
1
(iλ)2k
=
1
(4pi2)2k
E2k.


18. APPENDIX
In this appendix, we will prove that maps from a dg ringed space to an L∞
space satisfy Cˇech descent.
First, we will recall the definition of the Cˇech complex Cˇ(U, F) with coeffi-
cients in a simplicial presheaf F on a topological space X, associated to an open
cover U = {Ui | i ∈ I} of X. If U ⊂ X, we will let F(U)[k] denote the set of
k-simplices of F(U).
Let [k] = {0, 1, . . . , k} be the set with k + 1 elements. If φ : [k] → I, we will let
Uφ be ∩ki=0Uφ(i).
88 KEVIN COSTELLO
A 0-simplex α of Cˇ(U, F) is a function which assigns to each φ : [k] → I an
element
α(φ) ∈ F(Uφ)[k]
satisfying certain incidence relations. A non-decreasing map f : [k] → [l] in-
duces a map
f ∗ : F(U)[l]→ F(U)[k]
for each U ⊂ X. Further, for each φ : [l]→ I,
Uφ ⊂ Uφ◦ f .
We require that, for all φ : [l]→ I, and all non-decreasing maps f : [k]→ [l],
f ∗α(φ) = α(φ ◦ f ) |Uφ∈ F(Uφ)[k].
An n-simplex of Cˇ(U, F) is defined to be a function α, which to each φ : [l]→ I
as above assigns a map of simplicial sets
α(φ) : 4n ×4l → F(Uφ),
satisfying the same incidence relation: if f : [k] → [l] is a non-decreasing map,
then
f ∗α(φ) = α(φ ◦ f ) |Uφ
as a map4n ×4k → F(Uφ).
18.1. Next, let us restate the theorem concerning maps of L∞ spaces.
18.1.1 Theorem. Suppose that φ : (Y, gY)→ (X, gX) is an equivalence of L∞ spaces.
Then, for all L∞ spaces (Z, gZ), the maps of simplicial sets
Maps((Z, gZ), (Y, gY))→ Maps((Z, gZ), (X, gX))
Maps((X, gX), (Z, gZ))→ Maps((Y, gY), (Z, gZ))
given by composing with φ are both weak homotopy equivalences.
Further, for all L∞ spaces X, Y the simplicial presheaf Maps((X, gX), (Y, gY)) on X
which sends U → Maps((U, gX |U), (Y, gY)) is a homotopy sheaf: that is, for any open
subset U ⊂ X, and any open cover U of U, the natural map
Γ(U, Maps((X, gX), (Y, gY)))→ Cˇ(U, Maps((X, gX), (Y, gY)))
is a weak equivalence.
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Proof. Let us fix a smooth map f : Z → Y. We have three curved L∞ algebras gZ,
f ∗gY, and f ∗φ∗gX over Ω∗Z, and a map f
∗gY → f ∗φ∗gX.
Let AX denote the sheaf on Z dga C∗( f ∗φ∗gX), where cochains are of course
taken over Ω∗Z. Let IX ⊂ AX denote the ideal generated by C>0( f ∗φ∗gX) and
Ω>0Z . Define (AY, IY) in the same way, using f
∗gY in place of f ∗φ∗gX. Note that
there is a map of commutative dgas over Ω∗Z
AX → AY
which takes the ideal IX to the ideal IY.
Let MC(AX⊗gZ) denote the simplicial presheaf on Z whose set of n-simplices,
on an open set U ⊂ Z, is the set of Maurer-Cartan elements
α ∈ AX(U)⊗Ω∗(U) gZ(U)⊗R Ω∗(4n)
which vanish modulo the ideal IX(U) ⊂ AX(U).
The simplicial set of lifts of the smooth map f : Z → Y to a map of L∞ spaces
is (by definition) the simplicial set of global sections of the simplicial presheaf
MC(AY ⊗ gZ).
We need to show that the natural map of simplicial sets
Γ(Z, MC(AX ⊗ gZ))→ Γ(Z, MC(AY ⊗ gZ))
is a weak homotopy equivalence.
This is proved by Artinian induction. Let InX ⊂ AX denote the nth power of
the ideal IX.
The first lemma is the following.
18.1.2 Lemma. The map of simplicial sets
Γ(Z, MC(AX/InX ⊗ gZ))→ Γ(Z, MC(AX/In−1X ⊗ gZ))
is a fibration.
Proof. There is a short exact sequence of sheaves of graded vector spaces
In−1X /I
n
X ⊗ gZ → AX/InX ⊗ gZ → AX/In−1X ⊗ gZ.
Note that In−1X /I
n
X ⊗ gZ is a cochain complex. So, this exact sequence expresses
the curved L∞ algebra AX/InX ⊗ gZ as a central extension of AX/In−1X ⊗ gZ by
the cochain complex In−1X /I
n
X ⊗ gZ.
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Because are working in the C∞ context, this exact sequence of graded vector
spaces splits.
Now, suppose we have a Maurer-Cartan element
α ∈ Γ(Z,Ω∗(4n)⊗ AX/In−1X ⊗ gZ).
Let α˜ be any lift to an element
α˜ ∈ Γ(Z,Ω∗(4n)⊗ AX/InX ⊗ gZ).
The obstruction to α˜ satisfying the Maurer-Cartan equation is a cohomology
class in
Γ(Z, In−1X /I
n
X ⊗ gZ ⊗Ω∗(4n)).
Now, suppose we know that α˜ satisfies the Maurer-Cartan equation when re-
stricted to some horn H ⊂ 4n. Then, since the obstruction class vanishes when
restricted to the horn. Since the mapΩ∗(4n)→ Ω∗(H) is a quasi-isomorphism,
it follows that the obstruction to lifting α also vanishes. 
18.1.3 Lemma. The natural map of simplicial presheaves
Γ(U, MC(AY ⊗ gZ))→ Γ(U, MC(AX ⊗ gZ)))
is a weak homotopy equivalence for all open subsets U ⊂ Z.
Proof. We can write
Γ(U, MC(AX ⊗ gZ)) = lim←− Γ(U, MC(AX/I
n
X ⊗ gZ))
where the maps in the inverse limit are all fibrations; and similarly for Γ(U, MC(AY⊗
gZ)). The map is compatible with the inverse systems, so to check it’s a weak
equivalence we need only check that the maps
Γ(U, MC(AX/InX ⊗ gZ))→ Γ(U, MC(AY/InY ⊗ gZ))
are weak equivalences. By induction on n, it suffices to verify that we have weak
equivalences on the fibres of the maps
Γ(U, MC(AX/InX ⊗ gZ))→ Γ(U, MC(AY/In−1X ⊗ gZ)).
The fibres are the Dold-Kan simplicial sets associated to the cochain complexes
Γ(U, In−1X /I
n
X ⊗ gZ) and Γ(U, In−1Y /InY ⊗ gZ).
Now, since the map of sheaves of cochain complexes
In−1X /I
n
X → In−1Y /InY
are, by assumption, homotopy equivalences, the result follows. 
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This proves the first statement of the theorem. The second statement, that the
map
Maps((Y, gY), (Z, gZ))→ Maps((X, gX), (Z, gZ))
is a weak equivalence, is proved by a similar argument.
Thus, to complete the proof of the theorem, we need to show the following.
18.1.4 Lemma. The simplicial presheaf
U 7→ Γ(U, MC(AX ⊗ gZ))
satisfies Cˇech descent. That is, if V = {Vi} is an open cover of U, then the map
Γ(U, MC(AX ⊗ gZ))→ Cˇ(V , MC(AX ⊗ gZ))
is a weak homotopy equivalence.
Proof. We have seen that MC(AX ⊗ gZ) is an inverse limit of MC(AX/InX ⊗ gZ),
and that the maps in the inverse system are fibrations. Thus, the Cˇech simplicial
set Cˇ(V , MC(AX ⊗ gZ)) is an inverse limit
Cˇ(V , MC(AX ⊗ gZ)) = lim←− Cˇ(V , MC(AX/I
n
X ⊗ gZ)),
and again the maps in the inverse system are again all fibrations. Thus, to prove
the lemma, it suffices to verify that the map
Γ(U, MC(In−1X /I
n
X ⊗ gZ))→ Cˇ(V , MC(In−1X /InX ⊗ gZ))
is a weak equivalence. But, MC(In−1X /I
n
X⊗gZ)) is the Dold-Kan simplicial presheaf
associated to the sheaf of cochain complexes In−1X /I
n
X⊗ gZ. Since we are working
in a C∞ context, partitions of unity allow one to show as usual that the cohomol-
ogy with coefficients in the sheaf of complexes In−1X /I
n
X ⊗ gZ is the same as the
cohomology of the global sections of In−1X /I
n
X ⊗ gZ. 
This completes the proof of the theorem. 
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