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Abstrak : Setiap individu manusia memiliki suara yang baraneka ragam tergantung dari posisi atau 
bentuk rongga seseorang. Hal ini menyebabkan karakter suara yang dimiliki seseorang unik. Pengenal 
penutur (speaker recognition) adalah proses secara otomatis mengenali siapa yang bicara berdasarkan 
informasi individu yang terdapat di dalam gelombang wicara. Sistem pengenal penutur dibentuk melalui 
dua proses utama yaitu pelatihan (training) dan pengenalan (recognition). Penelitian ini menggunakan 
metode Mel Frequency Cepstrum Coefficients (MFCC) untuk ekstraksi fitur dan metode Hidden Markov 
Model (HMM) untuk mengenali penutur. Tujuan penelitian ini adalah membangun aplikasi pengenal 
penutur dan menerapkan metode Hidden Markov Model pada aplikasi pengenal penutur. Hasil penelitian 
menujukkan bahwa pengujian secara real time menggunakan mikrofon tingkat akurasinya 30%. 
Sedangkan pengujian dari file rekaman 100%. Tingkat akurasi  sangat bergantung pada kemampuan 
clustering dan klasifikasi. 
 
Kata kunci : Pengenal penutur, Mel Frequency Cepstrum Coefficients (MFCC), Hidden Markov Model 
(HMM). 
Abstract : Every human being voice is unique depend on the position or shape of mouth cavity. Speaker 
recognition is automatic recognizing speaker process based on individual information in particular 
speech waves. Speaker recognition system is formed by two main processes : training and recognition. 
This research used Mel Frequency Cepstrum Coefficients (MFCC) for feature extraction and Hidden 
Markov Model (HMM) to recognize speakers. The purpose of this research is an approach to develop 
speaker recognition application. The experiment result show accuracy rate around 30% for real time 
testing and 100% for testing from file. The accuracy rate is depend on clustering and classification 
process.  
 




Suara manusia dihasilkan oleh pita 
suara yang menghasilkan bunyi yang 
berbeda-beda. Setiap individu manusia 
memiliki suara yang beraneka ragam 
tergantung dari posisi atau bentuk rongga 
seseorang. Hal ini menyebabkan karakter 
suara yang dimiliki seseorang unik. 
Pengenalan penutur (speaker 
recognition) adalah salah satu bidang 
pengenalan pola yang berkaitan dengan 
pemrosesan sinyal suara. Berbeda dengan  
speech recognition yang mengenali kata 
atau kalimat apa yang diucapkan,  speaker 
recognition mengenali siapa penutur yang 
mengucapkan kata tersebut. Permasalahan 
pengenal penutur sendiri merupakan 
permasalahan yang menantang. 
Pada penelitian ini akan dilakukan 
pengenal penutur menggunakan Model 
Markov Tersembunyi atau biasa disebut 
Hidden Markov Model (HMM). Hal ini 
dikarenakan metode HMM telah terbukti  
memiliki tingkat ketepatan yang tinggi 
untuk identifikasi suara [1] dibanding 
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2 LANDASAN TEORI 
2.1 Speaker Recognition 
Speaker recognition adalah proses 
secara otomatis mengenali siapa yang 
berbicara berdasarkan informasi individu 
yang terdapat di dalam gelombang suara. 
Teknik ini memungkinkan menggunakan 
suara penutur untuk memverifikasi identitas 
penutur dan mengontrol layanan seperti 
menekan nomor telepon dengan suara 
(voice dialing), absensi akademik, kontrol 
keamanan area rahasia, dan akses jarak jauh 
dengan komputer [1]. 
Sistem pengenal penutur (speaker 
recognition) dibentuk melalui dua proses 
utama yaitu pelatihan (training) dan 
pengujian (testing). Proses training 
dilakukan untuk mendapatkan model suara 
penutur melalui distribusi ciri. Distribusi 
ciri didapatkan melalui ekstraksi ciri. 
Kemudia tahap testing, model yang sudah 
didapat dicocokkan dengan distribusi ciri 
suara yang baru untuk mengenali penutur. 
 
2.2 Sinyal Suara 
Suara manusia dihasilkan dari sebuah 
kerjasama antara lungs (paru-paru), glottis 
(dengan vocal cords) dan articulation  
tract  (mulut dan rongga hidung). Variasi 
sinyal suara dipengaruhi oleh tekanan 
udara yang melewati pita suara dan vocal 
tract, yaitu mulut, lidah, gigi, bibir, dan 
langit-langit mulut [4]. 
Sinyal suara merupakan sinyal yang 
berubah terhadap waktu secara perlahan 
atau biasa disebut quasi-stationary. Ketika 
diamati dalam jangka waktu yang sangat 
singkat (5-100ms) karakteristiknya hampir 
sama. Namun, dalam jangka waktu panjang 
(0.2s atau lebih) karakteristik sinyal 
berubah dan merefleksikan perbedaan 
suara yang diucapkan. Oleh karena itu, 
digunakan spektrum waktu singkat (short-
time spectral analysis) untuk 
mengkarakterisasi sinyal suara [5].  
Salah satu metode yang digunakan 
untuk proses ekstraksi ciri adalah MFCC 
(Mel-Frequency Cepstrum Coefficients).  
 
2.3 Mel-Frequency Cepstrum 
Coefficients (MFCC) 
Langkah – langkah untuk menghitung 
MFCC yaitu, Fast Fourier Transform, 
memfilter dengan filter Mel dan cosine 
transform dari vektor log energi. MFCC 
dimulai dihitung dengan mengambil 
windowed frame dari sinyal suara, lalu 
menggunakan Fast Fourier Transform 
(FFT) untuk memperoleh parameter tertentu 
dan kemudian diubah menjadi skala Mel 
untuk meperoleh vektor fitur yang 
mewakili amplitudo terkompres secara 
logaritmik dan informasi frekuensi yang 
sederhana. Kemudian dihitung dengan 
mengaplikasikan discrete cosine transform 
kepada log dari Mel-filter bank. Rumus 





)         (2.1) 
 
Blok diagram untuk MFCC disajikan 
pada gambar 1. 
 
 
Gambar 1. Blok Diagram untuk MFCC 
 
2.4 Algoritma K-Means 
Algoritma K-Means adalah algoritma 
clustering berbasis jarak yang membagi N 
objek pengamatan ke dalam K kelompok 
(cluster). 
Langkah-langkah algoritma K-Means 
secara umum yaitu [6]: 
1. Tentukan jumlah kelompok 
2. Alokasikan data ke dalam kelompok 
secara acak 
3. Hitung pusat kelompok (centroid/rata-
rata) dari data yang ada di masing-
masing kelompok 
4. Alokasikan masing-masing data ke 
centroid/rata-rata terdekat 
5. Kembali ke langkah 3, apabila masih 
ada data yang berpindah kelompok, 
atau apabila perubahan nilai sentroid di 
atas nilai ambang yang ditentukan, 
atau apabila perubahan nilai pada 
fungsi objektif yang digunakan masih 
di atas nilai ambang yang ditentukan. 
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Pada penelitian ini penulis 
menggunkaan pengukuran pada jarak ruang 
(distance space) Euclidean karena ingin 
memberikan jarak terpendek antara dua 
titik (jarak lurus), seperti yang ditunjukkan 
pada Gambar 2. 
 
D(x , x ) = || x  − x || =  ∑ |x  − x |
  
       (2) 
 
 
Gambar 2. Jarak Dua Data dalam Dua 
Dimensi Euclidean 
 
2.5 Algoritma K-Nearest Neighbor 
Algoritma K-Nearest Neighbor (K-
NN) merupakan algoritma yang melakukan 
klasifikasi berdasarkan kedekatan lokasi 
(jarak) suatu data dengan data yang lain. 
Pada algoritma K-NN, data berdimensi q, 
jarak dari data tersebut ke data yang lain 
dapat dihitung. Nilai jarak inilah yang 
digunakan sebagai nilai kedekatan 
/kemiripan antara data uji dengan data latih. 
Nilai K pada K-NN berarti K-data terdekat 
dari data uji [6]. Gambar 3 memberikan 
contoh algoritma K-NN. 
 
Gambar 3. Algoritma K-NN 
2.6 Hidden Markov Model 
Hidden Markov Model (HMM) 
merupakan suatu model stokastik yang 
menggambarkan dua keterkaitan antara 
peubah, yaitu peubah yang tak teramati 
(hidden state) dari waktu ke waktu, serta 
peubah yang teramati (observable state). 
Pada penelitian ini, jenis HMM yang 
digunakan adalah model ergodic, seperti 
yang ditunjukkan pada Gambar 4. 
 
Gambar 4. HMM Model Ergodic 
Untuk membentuk HMM, pertama 
tentukan hidden state-nya S = {S1, S2, ... , 
SN}, dimana N adalah jumlah hidden state. 
Pada penelitian ini jumlah hidden state-nya 
adalah 6. Karena menurut error minimum 
berada pada state yang berjumlah 6 [7].  
Kemudian alokasikan probabilitas transisi 
antar state (matriks transisi), 
   
A = {aij}, untuk 1 ≤ i, j ≤ N,      (3) 
 aij = P[qt+1 = Sj|qt = Si],                (4) 
yaitu peluang  berada di state j pada waktu t 
+ 1 jika pada waktu t berada di state i. 
 
Input untuk membangun HMM yaitu 
sinyal suara yang telah ditransformasi 
menjadi barisan vektor ciri, O = {O1, O2, ..., 
OM}, dimana M adalah panjang observasi, 
ke peluang kemunculannya pada suatu 
barisan hidden satete tertentu. Pada 
penelitian ini panjang observasi diambil 
dari jumlah klaster yaitu 16 yang didapat 
dari kaidah Thumb ,   ≈  
 
 
, dimana n 
adalah hasil dari ekstraksi suara penutur.  
Untuk probabilitas kumunculan 
peubah yang terobservasi pada suatu state 
(matriks emisi) dinotasikan dengan  
 
B = {bj(k)},  1 ≤ j ≤ N, 1 ≤ k ≤ M,  (5) 
bj(k) = P[Ok terhadap t | qt = Sj],   (6) 
    0 ≤ bj(k) dan ∑   ( ) = 1
 
       
 
Matriks distribusi probabilitas pada 
tahap awal berada di state i dinotasikan 
dengan  
 
π = { πi}, untuk 1 ≤ j ≤, N        (7)  
πi = P [q1 Si],  0 ≤ πi dan ∑    = 1
 
    .   (8) 
 
Dengan menggunakan notasi-notasi 
tersebut, maka suatu HMM dapat 
dilambangkan dengan 
λ = (A, B, π).           (9) 
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2.7 Evaluasi Observasi : Algoritma 
Forward-Backward 
2.7.1 Algoritma Forward 
Variabel algoritma forward : 
   =     ,  , … ,   ,    =      ). Berikut 
ini langkah-langkah dalam algoritma Forward 
[8]: 
1. Inisialisasi      
 a1(i)   =     (o ),  1 ≤  i ≤ N        (10) 
2. Induksi   
α   (j) = [∑   
 
    (i)α  ]   (o   ),   (11) 
dengan 1≤ t≤ T-1 dan 1≤ j≤ N 
3. Terminasi      
 P(O|λ) = ∑   
 
    (i),  1 ≤  i ≤N     (12) 
Ilustrasi algoritma forward dapat 
dilihat pada Gambar 5. 
 
Gambar 5. Ilustrasi Alur Algoritma 
Forward 
 
2.7.2 Algoritma Backward 
Variabel algoritma Backward: 
   =     ,  , … ,   ,    =      ).  Berikut 
ini langkah-langkah dalam algoritma 
Backward [8]: 
1. Inisialisasi      
βT(i)   =  1  ,1 ≤  i ≤ N         (13) 
2. Induksi   
   (i) = [∑   , 
 
    .   (o   ).       (j),    (14) 
dengan t = T-1, T-2,... 1 dan 1≤ i, j≤ N 
Ilustrasi untuk algoritma backward 
dapat dilihat pada Gambar 6. 
 
Gambar 6. Ilustrasi Alur Algoritma 
Backward 
 
2.8 Model Training : Algoritma Baum-
Welch 
 
Algoritma Baum-Welch melibatkan 
algoritma forward dan algoritma 
backward. Untuk menggambarkan 
prosedur update parameter HMM, 
diperlukan variabel    ( ,  ) yang 
merupakan peluang gabungan state i dan 
state j terhadap peluang observasi pada 
model yang diberikan., dan γ
 
( ) state pada 
waktu dan merepresentasikan peluang 
berada di state i pada waktu t. Secara 
matematis nilai    ( ,  ) dan γ ( ) dapat 
diformulasikan dengan persamaan berikut 
[8]:  
 
   ( ,  ) =       =   ,      =     ,    
 =  
  ( )  ,   (    )    ( )
 ( | )
   (15) 
variabel state: 
 
    ( )   =   (   =   | ,  )      
=  ∑  ( ,  )                                 (16)  
 
Dengan menggunakan persamaan (15) 
dan (16), maka persamaan untuk meng-
update parameter-parameter (A, B, π) pada 
HMM dapat dirumuskan sebagai berikut: 
1. Probabilitas state transisi: 








1 ≤    , 1 ≤   ≤   







1 ≤   ≤  , 1 ≤   ≤     
3. Probabilitas state awal 
   =  γ (1),         1 ≤   ≤                (19) 
Ilustrasi mengenai algoritma Baum-
Welch dapat dilihat pada Gambar 19. 
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2.9 Matric Laboratory (MATLAB) 
Matlab adalah software buatan 
MathWork.Inc., yang sangat bermanfaat 
untuk menyelesaikan berbagai masalah 
komputasi numerik. Perangkat lunak ini 
menawarkan kemudahan dan 
kesederhanaan dalam menyelesaikan 




Gambar 8. Jendela GUIDE 
3 RANCANGAN ALGORITMA DAN 
PROGRAM 
3.1 Metodologi Prototype 
Metodologi yang digunakan untuk 
membangun aplikasi pengenal penutur ini 
adalah metodologi Prototype. Tahapan-
tahapan dalam Prototyping yaitu, 
pengumpulan kebutuhan, membangun 
prototyping, pengkodean aplikasi dan 
pengujian program. 
a. Pengumpulan Kebutuhan 
Penulis mengumpulkan semua 
kebutuhan yang diperlukan dengan 
membaca literatur, buku dan artikel 
yang berkaitan dengan pengenal 
penutur, serta teori-teori lain yang 
terkait. 
b. Membangun Prototyping 
Pada tahap ini, dibuat rancangan 
aplikasi pengenal penutur dengan 
menggunakan metode Hidden Markov 
Model (HMM). Rancangan aplikasi 




Gambar 9.  Rancangan Aplikasi 
Pengenal Penutur 
 
c. Evaluasi Prototyping 
Evaluasi dilakukan untuk 
mengetahui apakah rancangan aplikasi  
yang dibuat sudah sesuai dengan yang 
diharapkan. Jika tidak, Prototyping 
direvisi dengan mengulangi langkah 1, 
2 dan 3. 
d. Pengkodean Aplikasi 
Pada tahap ini, dilakukan 
pengkodean aplikasi yang berkaitan 
dengan proses pengenalan suara 
hingga penerapan algoritma Hidden 
Markov Model akan 
diimplementasikan sesuai dengan 
rancangan aplikasi yang telah dibuat 
pada tahap sebelumnya dengan 
menggunnakan bahasa pemrogram 
Matlab R2013a. 
e. Pengujian Program 
Pada tahap ini, pengujian dilakukan 
terhadap kinerja penggenal penutur 
sejauh mana aplikasi dapat mengenali 
suara seseorang dengan tepat. 
Pengujian dilakukan pada kondisi 
ruang dalam keadaan sunyi. 
Responden diberi kesempatan sepuluh 
kali mengucapkan kata “satu”. 
 
3.2 Flowchart 
Flowchart adalah bagan (chart) yang 
menunjukkan aliran (flow) di dalam 
program atau prosedur sistem secara logis. 
Bagan alir (program flowchart) merupakan 
bagan yang menjelaskan secara rinci 
langkah-langkah dari proses program. 
a. Flowchart Training 
 
Gambar 10. Flowchart Training 
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b. Flowchart Testing 
 
Gambar 11. Flowchart Testing 
c. Flowchart Ekstraksi Fitur MFCC 
 
Gambar 12. Flowchart Ekstraksi Fitur 
d. Flowchart Pemodelan HMM 
 





4 IMPLEMENTASI DAN ANALISIS 
APLIKASI 
4.1 Tampilan Antarmuka Program 
Saat pertama kali user menjalan 
aplikasi ini, maka akan masuk pada 
tampilan antarmuka menu utama. Tampilan 
menu utama dapat dilihat pada Gambar 14. 
 
 
Gambar 14. Tampilan Antarmuka Menu 
Utama 
 
Pada menu training terdapat dua 
pilihan. Pertama  button record dimana 
ketika user mengklik button tersebut, 
aplikasi akan merekam suara penutur yang 
mengucapkan kata “satu” sebanyak sepuluh 
kali secara real time. Setelah suara empat 
penutur direkam, user dapat langsung 
memilih button save kemudian button 
training. Pilihan kedua yaitu button from 
file dimana ketika user mengklik button 
tersebut akan muncul open dialog file yang 
digunakan untuk mencari file suara penutur 
yang akan dikenali suaranya. Proses ini 
dapat dilihat pada Gambar 15.  
 
 
Gambar 15. Proses Training  
 
Terdapat dua pilihan pada menu 
testing yaitu real time testing dan testing 
from file. Ketika user memilih real time 
testing maka aplikasi akan melakukan 
testing dengan cara user menginput suara 
mengucapkan kata “satu” menggunakan 
mikrofon kemudian aplikasi akan 
menampilkan identitas penutur yang dapat 
dilihat pada Gambar 16. 
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Gambar 16. Identitas Penutur Real Time 
Testing 
 
Proses testing from file, aplikasi akan 
melakukan testing dari file suara rekaman 
penutur, dapat dilihat pada Gambar 4.6. 
 
 
Gambar 17 Identitas Penutur Testing 
from File 
 
4.2 Analisis Aplikasi 
4.2.1 Ekstraksi Ciri 
Pada proses ektraksi ciri dari masing-
masing penutur akan ada hasil gelombang 
spektrogram dari masing-masing penutur. 
 
Gambar 18. Spektrogram Penutur  
 
Dari gambar spektrogram, terlihat 
warna berbeda-beda dari setiap penutur. 
Daerah gelap menunujukkan puncak 
(formants) dalam spektrum. Hal ini 
dikarenakan frekuensi dan amplitudo 
terhadap waktu masing-masing penutur 
yang berbeda.  
Hasil ektraksi suara dari masing-
masing penutur akan menghasilkan nilai 
ciri yang berbeda. Hasil ektraksi fitur 
didapat dari nilai rata-rata magnitude 
dimana nilai tersebut merupakan hasil dari 
nilai analisis frame duration 25 ms, nilai 
analisis frame shift 10 ms, nilai pre-
emphasis coefficient 0,97, nilai frequency 
range yang bernilai dari 300 sampai 3700, 
nilai filterbank 20, nilai cepstral coefficient 
13, nilai cepstral sine filter parameter 22. 
Hasil ektraksi fitur dari masing-masing 
penutur dapat dilihat pada tabel 1. 
 













1 29,22610  16,04124 26,7916 27,63623 
2 -5,57114 -11,2210 -8,7203 -5,64174 
3 -0,12888 -0,09575 0,0319 1,36485 
4 -5,03435 -2,99690 -6,2693 -2,16470 
5 -0,18315 -3,61515 1,8317 3,38628 
6 2,34311 -3,59859 9,9454 0,29152 
7 -4,39527 -1,88607 9,3361 -0,18776 
8 -0,28316 -2,48388 1,4107 -6,85013 
9 4,08185 -6,03756 2,5771 -1,16713 
10 4,37304 0,35020 -0,5023 8,83512 
11 -0,80525 1,45071 1,1137 5,03163 
12 -0,38473 -0,30243 5,6076 7,77480 
13 1,19224 -1,22829 -1,1413 -2,16825 
 
4.2.2 Klasifikasi Ciri 
Untuk melakukan klasifikasi ciri 
perlu dilakukan pengelompokan. Hal ini 
dikarenakan ciri yang didapat hanya berupa 
data mentah. Pada penelitian ini penulis 
menggunakan algoritma K-Means. Hasil 
centroid yang diperoleh dari jumlah 
pengelompokan sebanyak 16 kelompok 
berdasarkan kaidah Thumb   ≈  
 
 
  , 
dimana n adalah nilai hasil MFCC. Hasil 
centroid dapat dilihat pada tabel 3. 
 
Tabel 3 Pengelompokan Ciri 

















 Setelah dilakukan pengelompokan 
dari masing-masing ciri penutur maka 
pengelompokan tersebut harus diklasifikasi. 
Pada penelitian ini penulis menggunakan 
algoritma K-Nearest Neighbor 
sebagai algoritma klasifikasi. Nilai ciri atau 
hasil ektraksi dari masing-masing penutur 
diklasifikasi berdasarkan jarak terdekat dari 
nilai centroid yang diperoleh dari 
pengelompokan sebelumnya sehinggan 
setiap nilai ciri tersebut dapat diklasifikasi. 
Hasil nilai klasifikasi dari nilai ciri penutur 
dapat dilihat pada table 4. 
 
Tabel 4.  Klasifikasi Ciri Penutur 1















4.2.3 Pemodelan HMM 
Proses pemodelan yang digunakan 
oleh penulis untuk penelitian ini adalah 
Hidden Markov Model 
menghasilkan state transisi dan 
Nilai-nilai state transisi 
pada tabel 5 dan state emisi 
pada tabel 4.8 
 
Tabel 5. Probabilitas State 

























Hasil pengujian yang dilakukan secara 
langsung (real time) melalui mikrofon 
rata tingkat akurasinya 30%. Pengujian 
yang kedua dilakukan dengan cara 
mengambil file rekaman. Hasil pengujian 
yang dilakukan melalui file 
rata tingkat akurasinya 100%. Hasil 
pengujian suara yang diambil adalah nilai 
log likelihood yang tertinggi dari empat 
nilai log yang ada. Hasil pengujian secara 
real time dapat dilihat pada tabel 4.15 dan 
hasil pengujian from file 
dilihat pada tabel 4.16. 
 








1          ×          × 
2           × 
3          ×          × 
4          ×          × 
5          ×          × 
6          ×          × 
7   
8           × 
9          ×          × 













1   
2   
3   
4   
5   
6   
7   
8   
9   



















         ×          × 
         ×          × 
  
          × 
  
         ×          × 
         ×          × 
         ×          × 
  
























Dari hasil penelitian dan pembahasan 
yang dilakukan, maka dapat disimpulkan 
bahwa: 
1. Metode Hidden Markov Model 
(HMM) dapat digunakan untuk 
pengenal penutur. 
2. Tingkat akurasi pengujian secara real 
time sebesar 30% dan pengujian dari 
file rekaman sebesar 100%.  
3. Hasil yang diperoleh untuk pengujian 
dari file rekaman lebih tinggi 
dibanding pengujian secara real time 
karena algoritma K-NN kurang baik 
dalam mengklasifikasi ciri yang 
dihasilkan dari MFCC. 
 
5.2 Saran 
Saran yang dapat direkomendasikan 
oleh penulis dalam skripsi ini adalah: 
1. Untuk pengembangan lebih lanjut guna 
mendapatkan hasil yang lebih akurat, 
metode HMM dapat dikombinasikan 
dengan motode klasifikasi yang lain. 
2. Dalam pengembangan lebih lanjut 
menggunakan metode Hidden Markov 
Model  (HMM) yang digunakan untuk  
pengenalan suara dapat digunakan 
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