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We consider two-person searching games handling erroneous information. The 
Responder selects a number from {l, . . . . n}, unknown to the Questioner, who has 
to find it asking yes-no questions. The Responder may lie up to k times during the 
entire search. In the first game the Questioner wins if he finds the unknown number 
or if he can prove that some answers were false. In the second game he also needs 
to determine the number of lies if they occurred. We study optimal winning 
strategies of the Questioner and determine their lengths. The results are compared 
to those about the minimal length of a k-error detecting code of given size. C 1989 
Academic Press, Inc. 
1. INTRODUCTION 
One of the main problems in coding theory (cf. [2, Chap. 171) is to’hnd 
the largest code of a given length and given minimum distance. This is 
obviously equivalent to finding a code of minimal length with given size 
and given minimum distance. The exact solutions are known only for some 
parameter values whereas in the general case only bounds on the optimal 
answer are available. 
The minimum distance d between codewords has an important applica- 
tion to describe the code’s ability of handling errors. If d= 2k + 1, the code 
is k-error correcting, i.e., it is able to correct up to k erroneous bits, 
properly decoding an altered message as the Hamming closest word in the 
code. Similarly, if d = k + 1, the code is k-error detecting, ‘i.e., up to k errors 
will always be noticed (although they may not be possible to correct 
properly). Hence for those values of the minimal distance d the solution of 
the above problem yields the shortest k-error correcting-respectively 
k-error detecting-code of a given size. 
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A similar problem was raised by S. M. Ulam [S]. He considered a two- 
person game between the Questioner and the Responder, played on a set 
{ 1, --., n>. (In the original formulation n was equal to 106.) The Responder 
thinks of a number XE (1, . . . . n} unknown to the Questioner who has to 
find it by queries of the type x E T?, where T is any subset of ( 1, . . . . n ). The 
game is played interactively, i.e., each query is answered before the next 
query is stated. The Responder may lie up to k times during the game (in 
the original formulation k was allowed 1 or 2). Ulam asked what is the 
minimal number of questions sufficient to find the unknown number x. 
There is a remarkable correspondence between Ulam’s problem and that 
of finding a shortest k-error correcting code of size n. Indeed, consider the 
non-interactive version of Ulam’s game; that is, when the Questioner is 
required to state all his queries at once, then collect all the answers and 
find the unknown x on this basis. Any optimal Questioner’s strategy in this 
game yields a minimal length k-error correcting code of size II and conver- 
sely. Hence, looking from the more general point of view of searching 
games admitting lies, the above problem of coding theory is that of finding 
an optimal strategy in a non-interactive game, while Ulam’s problem 
concerns the interactive counterpart. 
Similarly as for the coding problem, exact lengths of optimal searching 
strategies in Ulam’s interactive game are unknown for most values of 
parameters iz and k. The only exact solutions known to date for arbitrary 
n are those for k = 1 (see Pelt [ 31) and for k = 2 (see Guzicki [ 1 ] ). 
Bounds for any n and k were obtained by Rivest et al, [4]. 
Just as strategies in the game of Ulam are the interactive counterpart of 
finding a shortest k-error correcting code of a given size n, it is possible to 
define a game whose strategies would correspond to finding a shortest 
k-error detecting code of size n. Simply modify the game of Ulam keeping 
the same rules except for a new definition of the Questioner’s win: now he 
defeats his opponent if either he finds the unknown x or if he can prove 
that the Responder lied at least once (possibly without being able to tell 
when). As before it is easy to see that if this new game is played in a non- 
interactive way, the Questioner’s optimal strategies are in exact corre- 
spondence with the shortest k-error detecting codes of size n. Hence the 
interactive version of the new game-which we will call the interactive 
detecting game D(n, k)-has the same relation to error detecting codes as 
the original Ulam’s game to error correcting codes. 
The exact length of a k-error detecting code of any size n is known only 
for k = 1 and is then [log nl + 1 (the even bit verification code uses [log nl 
information bits and one verification bit. It always detects a single error). 
Even for k = 2 and small values of y1 only more or less tight bounds on this 
minimal length are available (cf. [2, Appendix A]). As opposed to this, we 
give the optimal strategy in the interactive detecting game D(n, k). Its 
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length turns out to be [log nl + k, where [xl denotes the least integer i 2 x 
and the base of the logarithm is 2. 
Next we consider codes whose error handling power is in between 
k-error correcting and k-error detecting codes, for any number k of 
admissible errors. Those are codes which can always determine the number 
of erroneous bits if up to k errors were made (possibly without being able 
to tell where the errors occured). Call such codes k - # error detecting. It 
is easy to see that a code is k - # error detecting if and only if its mini- 
mum distance is 2k. For k= 1 these are simply l-error detecting codes but 
for k 3 2 the minimal length of a k - # error detecting code of given size 
n is unknown even for small values of n. 
It is easy to define an interactive game D#(n, k) which has the same 
relation to k - # error detecting codes as the Ulam’s game to k-error 
correcting codes and the game D(n, k) to k-error detecting codes. Keep the 
same rules as in Ulam’s game, except the definition of the Questioner’s win. 
He wins the game D # (n, k) if he finds the unknown x or if he can tell how 
many times his opponent lied, if lies occurred. Clearly, an optimal strategy 
in the non-interactive variation of this game yields a shortest possible 
k - # error detecting code of size IZ and conversely. 
We study the minimal length of the Questioner’s winning strategy in the 
interactive game D # (n, k). We prove that this length is bounded from 
above by rlog nl + 3k. Since the lower bound rlog nl + k is implied by the 
result on the game D(n, k) this gives the asymptotic log rz + O(k) if both rz 
and k vary. Obviously for k = 1 the games D #(n, 1) and D(n, 1) are the 
same and the optimal winning strategy of the Questioner has length 
[log rzl + 1. We prove that for k = 2 the minimal length of the Questioner’s 
winning strategy in the game D # (n, 2) is [log nl + 3; hence this game is 
more difficult for him than D(n, 2). 
2. THE INTERACTIVE DETECTING GAMES 
The following theorem gives the minimal length of the Questioners 
winning strategy in the game D(n, k). 
THEOREM 1. The minimal number of questions sufficient to find an 
unknown x E: { 1, . . . . n> or to detect errors, if up to k errors are possibb, is 
ri0g nl + k. 
Proqf: The proof is split into two lemmas: the first one provides a 
winning strategy of length rlog nl + k and the second shows its optimality. 
LEMMA A. There exists a strategy of the Questioner to win the game 
D(n, k) using rlog nl+ k questions. 
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ProoJ: First perform the usual binary search on (1, . . . . n} to identify an 
element a. This takes rlog n] questions. Then repeat the question x E (a> ? 
k times. If not the same answer was given all the time, a lie is detected. If 
the answer “yes” was given k times, it could not be all lies because then 
x #a and hence at least one of the previous answers during the binary 
search would have to be erroneous which would exceed the possible 
number of lies. Hence indeed x = a. Finally, if the answer “no” was given 
k times, it is impossible that all answers during the binary search and this 
answer were simultaneously true, hence a lie is detected. 
LEMMA B. Every winning strategy of the Questioner in the game D(n, k) 
requires at least rlog nl + k questions. 
ProoJ We first prove the lemma for n = 2. In this case the only non- 
trivial question is about one of the elements, by symmetry we can assume 
that this is the question x E { 1 }? If this query is repeated d k times and all 
answers are “yes” it may still be that the true answer is “no” and hence it 
is impossible to win in k questions. Thus every winning strategy requires at 
least k + 1 questions. 
Now consider the general case and suppose that [log n] - 1 queries were 
already asked. There exists a sequence of answers such that at least two 
integers satisfy all of them. Hence the Questioner’s situation at this stage is 
at least as difficult as at the beginning of the game D(n, 2). The first part 
of the proof implies that he needs at least k + 1 further questions to win the 
game from this stage on. Hence at least [log nl- 1 + k+ 1 = jlog nl+ k 
questions are needed in the whole game. This concludes the proof of 
Lemma B and of Theorem 1. 
Let us compare the minimal length of the Questioner’s winning strategy 
in the interactive detecting game D(B, k) to that in its non-interactive coun- 
terpart, i.e., to the length of the shortest k-error detecting code of size n. 
For k = 1 this length in both cases equals Flog nl + 1. However, the gain 
of efficiency due to interactivity can be seen already for k = 2 errors. For 
n = 3 the Questioner can win the game D(3,2) in rlog 3]+ 2 = 4 questions 
but the minimal length of a 2-error detecting code of size 3 is 5. 
We next turn attention to the game D.# (n, k). In the proofs of our results 
we will use the following terminology (cf. [4]). 
To each stage of the game, when the turn of the Questioner comes, we 
assign a (k + 1)-tuple of non-negative integers, called the state of the game. 
The state (to, t,, . . . . tk) corresponds to the stage of the game when exactly 
ti among the numbers { 1, . . . . n} satisfy all but i previous answers 
(i=O, 1, . . . . k). Hence the initial state is (n, 0, . . . . 0) and the states at which 
the Questioner wins are of the form (1, 0, . . . . 0) or (0, . . . . 0, c, 0, . . . . 0) where 
c is any positive integer. 
DETECTINGERRORSMSEARCHINGGAMES 47 
Consider the state (to, t,, . . . . t,J and let {l, . . . . n> be the disjoint union of 
sets A,, A 1, . . . . Ak, where Ai is the set of those integers from { 1, . . . . ti) 
which satisfy all but i previous answers. Clearly Aj has ti elements. Let 
XEB? be any query in state (to, t,, ..,, tk). Let Bi = B n Ai and let si be the 
number of elements of Bi. We will code the question XGB? as 
c sO, sl, . . . . s,J? The answers “yes” and “no” to the question [so, sl, . . . . s,]? 
in state (to, t,, . . . . tk) yield the States (~g, s1 -I- to-So, s2 -I- tI -x1, . . . . Sk+ 
tk-l-sk-l) and (to-so, tl-ss,+so, t2-f2+s1, . . . . tk-sk+sk-l), respec- 
timely. For any State (to, tI , . . . . tk) the number T( to, tI , . . . . tk) denotes the 
least number of questions sufficient for the Questioner to win the game 
starting from this state and assuming the best play of the opponent. It is 
clear that if to3 tb, tl 3 ti, . . . . tka th, we have 
T(t o, . . . . tk) >, T(tb, . . . . t;). 
Using the above terminology we first prove the following result which 
gives the minimal length of the Questioner’s winning strategy in the 
game D # (n, 2). 
THEOREM 2. The minimal number of questions sufficient to find an 
unknown x E ( 1, . . . . n} or to determine the number of erroneous answers if up 
to 2 errors are possible, is [log nl+ 3. 
Proof. We first show the Questioner’s winning strategy in the game 
D # (n, 2) using rlog nl+ 3 questions. Use the first rlog n] questions to 
perform the usual binary search. At the end of it the state of the game will 
be (1, a, b), where 1 in the first position represents the unique element 
satisfying all answers obtained during the search. The remaining three 
questions and possible answers are shown in Fig. 1, where a questian given 
Cl, 0, bl? 
A 
(1, 0, a+b) (0, a+l, 0) 
Cl, 0, Ol? 
A 
(1, 0, 0) (0, 1, a+ b) 
co, 1, Ol? 
A 
(0, 1, 0) (0, 0, a+t3t1) 
FIGURE 1 
582a/Sl/l-4 
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in a state is written below the triple representing this state and the two 
states yielded by answers to it are always situated: to the left for answer 
“yes” and to the right for answer “no.” The states which form the leaves of 
this tree all give the Questioner’s win; hence his entire strategy has length 
rl0g nl + 3. 
In order to prove that the above strategy is optimal we first show that 
q1, a, O)> 3, for any a > 0. 
Indeed, without loss of generality we may assume that the first question in 
the state (1, a, 0) is [l, b, O]? for 0 <b < a. (The question [0, c, O]? is 
equivalent to [ 1, a-c, O]? by changing the roles of answers “yes” and 
“no.“) The query [ 1, b, O]? yields the states: (1, b, a - 6) in case of answer 
“yes” and (0, 1 + a - b, b) in case of answer “no.” Again without loss of 
generality we assume that the question in state (1, b, a-b) is [l, c, d]?, 
where 0 < c < b, 0 6 d< a -b. This question yields states: (1, c, d + b - c) 
for answer “yes” and (0, 1+ b- c, c +a- b -d) for answer “no.” If 
T(1, a, 0) did not exceed 2, the two latter states would have to be the 
Questioner’s win; i.e., 
c=o 
d+b-c=O 
(*I 
and l+b-c=O or c+a-b-d=O. (*) gives c=O and d= -b, which in 
view of non-negativity implies b = c = d=O. Hence 1 + b -c#O which 
gives c + a - b - d= 0, but this is impossible, since a > 0. Thus, in fact, 
T(l,a,O)>3 for any a>O. 
Now, consider the situation in the game D # (n, 2) after rlog n] - 1 ques- 
tions were asked. One of the resulting states must be of the form (to, tl, t2) 
with t,, > 1. It is clear that in order to win the game from this state on, the 
Questioner has to ask at least one question of the form [s,, sl, s,]?, where 
0 < s0 < to. This may not happen at once in the state (to, t, , t2), but it must 
happen in some further state (to, a, b) (with the same first term to). The 
two resulting states are (so, s1 + to -8 0, ~,+a--~) and (t,-ss,, a-.ss,+s,, 
b-s,+s,). In view of O<s,-=ztO and of O<s,<a we have 
%l>o, s1+ t,-ss,>o, t, - s* > 0, a-s,+s,>o. 
Hence 
and 
T(to-so, a-s, +s,, b-s,+s,)> T(1, B, 0) 
for some A, B 3 0. 
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In view of the previous part of the proof, this implies 
T( to, t,, t2) 2 T( 1, max(A, B), 0) + 1 > 3 + 1 = 4. 
Hence the Questioner cannot win the entire game using less than 
(Flog n] - 1) -t 4 = [log n] + 3 queries, which concludes the proof. 
In the proof of our last result we will use a slightly modified version of 
the previously adopted terminology. Since we will not be interested in the 
actual values of the (k + l)-tuple (to, t,, . . . . tk) describing a state of the 
game, but only whether a given term is positive, we will use the letter v to 
describe any positive value. Sometimes we will specify if the particular 
value of a term is 1. Instead of a string of m zeros we use 0” and instead 
of a string of m positive (though possibly different) values we use v”; 
commas are omitted. Hence, for example, the state (1, 0, 0, 5, 0, 6, 6, 8) 
will be simply coded as (102vOu3). 
The following theorem gives bounds on the length of the Questioner’s 
optimal winning strategy in the game D # (n, k). For both n and k varying 
they give the asymptotic behaviour log n + O(k) of this length. 
THEOREM 3. Let d’ (n, k) be the minimal length of the Questioner’s 
winning strategy in the game D # (n, k). Then 
rlognl+kGd#(n,k)GrlognJ+3k. 
ProojI Since from the Questioner’s point of view the game D # (n, k) is 
at least as difficult as the game D(n, k), the lower bound follows from 
Theorem 1. Thus, in order to prove the theorem, it suffices to show a 
winning strategy using at most [log n7 + 3k questions. The proof is split 
into a series of lemmas. 
LEMMA C. T(lO”-‘u),<mfor any ma 1. 
Proof. Figure 2 shows the tree of states of the game starting from 
(lo”- ‘v), when each question is of the form [0, . . . . 0, 1, 0, . . . . O]? The 
height of this tree is m which proves the lemma. 
LEMMA D. T( 10’~0”-‘-~ )<2m-iforanymal, Odidm-1. 
ProoJ: Figure 3 shows a part of the tree of states starting from 
(lO’uO”-‘-‘), when each question is [l, 0, . . . . O]? (When induction 
develops the initial state gets zeros at the beginning and the query has to 
be modified by adding the same number of zeros.) 
We prove the lemma by induction on m. For m = 1 we have i = 0 and 
T(lv)=1<2.1-0. 
50 ANDRZEJ PELC 
(&O”) 
A 
(0”30*) (om-‘lv) 
A 
(om-llo) (0%) 
FIGURE 2 
~loivom-i-l~ 
Ri+l =icff)y = Si-, 
++Z 
= (10i+2vOm-i-3) (010ivo~-i-2~ = si 
A 
n 
. . . . . . 
. . . (010i+1”Om-t-3 
/ 
) = si+l 
n 
“‘%... . . . 
R m-l = ‘i”p “loyy= Smm3 
. . . . . . . . . . . . 
FIGURE 3 
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Suppose it is true for m - 1. Clearly, 
yy)lo’-‘uo”-‘-’ )= T(lo’-‘~o”-‘-‘), 
T(OlO’u0 m-i-Z)= q10ivom-i-2), 
. . . 
T(OlO~~%O)= T(lO”-$0); 
hence by the inductive hypothesis, 
T(S,~,)~2(m-1)-(i-1)=2m-i-1, 
T(S,)<2(m-l)-i=2m-i-2, 
. . . 
T(S,p,)<2(m-l)-(m-4)=m+2, 
T(S,_,)<2(m-l)-(m-3)=m+l. 
Since, by Lemma C, T(R, _ 1) < m, we obtain 
T(~,-2)~max(T(&-l), 7GL3))+ f 
<max(m,m+l)+l=m+2, 
T(R,-,)G~~x(T(%-~), T(Ld)+ 1 
<max(m+2,m+2)+1=mt3, 
. . . 
T(&+l)~max(T(~i+2), T(K))+1 
<max(2m-i-2,2m-i-2)+1=2m-i-l. 
Finally, 
T( 1O”oO m--i-1) < max(T(&+ 1), T(Sj- 1)) + 1 
<max(2m-i-1,2m-i-1)+1=2m-i. 
This concludes the proof of Lemma D by induction. 
LEMMA E. T(luO’u”-‘-‘)<3m-ifur any m>l, OG:irn-1. 
Prqof: Figure 4 shows a part of the tree of states starting from 
u~o’~“-‘-’ ), when each question in the state (1, tl, . . . . t,) (using the non- 
abbreviated notation) is [l, t,, 0, . . . . O]? (Again when induction develops, 
initial zeros have to be added to the code of the question.) 
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Ri+l 
= ,,,,i+:vd\- 
1 
A 
(Ol"O'-l"m-~-l) = siml 
A 
.,. .a. 
RitZ 
I (lvOi+2yn-i-3) (OlvOivm-i-2) = + 
A 
n 
. . . . . . 
. . . \ 
/ (Ol"Oi+w-3) = si+l 
VI Rm.2' h 
i\ 
. . . . . . 
R m-l = mm-l) (Ol”Om-%) = s 
/\ 
m-3 
FIGURE 4 
We prove the lemma by induction on m. For m = 1 we have i= 0 and 
T(h)=1<3-1-o. 
Suppose it is true for m - 1. Similarly as in Lemma D we observe that 
q()l&‘-lu”-‘-‘)= T(luo’-lu”-‘-‘), 
T(olvo’p-*)= T(l&‘p-2), 
. . . 
T(OluO”-‘u) = T(lvO”-%); 
hence by the inductive hypothesis, 
T(Si-I),<3(m-1)-i-1=3m-i-2, 
T(S,)<3(m-l)-i=3m-i-3, 
. . . 
T(S,-,)<3(m-l)-(m-4)=2m+l, 
T(S,-,)<3(m-l)-(m-3)=2m. 
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Since, by Lemma D (applied for i= 0), we have T(R,- i) < 2m, it follows 
that 
T(R,-,)~max(T(R,-,), T(S,-A)+ 1 
6 max(2m, 2m) + 1 = 2m + 1, 
TUG-,) Gmax(T(R,-A, T(S,-J) + 1 
<max(2m+1,2mf1)+1=2m+2, 
T(Rt+I) dmax(T(K+d, T(Si))+ 1 
dmax(3m-i-3,3m-i-3)+1=3m-i-2. 
Finally, 
T(lvOiv”-i-1 )Gmax(T(Ri+1), T(Sj-,))+ 1 
This concludes the proof of Lemma E by induction. 
We can now complete the proof of Theorem 3 by showing the Ques- 
tioner’s winning strategy in the game D # (n, k) using at most [log nJ + 3k 
questions. First use rlog nl queries to perform the usual binary search in 
{ 1, ..*, R). At the end of it a single element a is identified and the final state 
after this part of the game is of the form (1, tl, . . . . tk). Obviously the task 
of the Questioner is even easier if some of the ti are zero, so without loss 
of generality we may assume that the state after rlog n] answers is of the 
form (1~~). Apply Lemma E for i= 0 and m=k to get T(lvk)g3k. Thus 
the total length of the Questioner’s winning strategy does not exceed 
[log nl + 3k, which concludes the proof of Theorem 3. 
3. CONCLUSIONS 
We obtained the exact length of the Questioner’s optimal winning 
strategy in the game D(n, k) (Theorem I), bounds for that length in the 
game D # (n, k) for arbitrary values of IZ, k (Theorem 3) and the exact 
length in the case of the’game D # (n, 2) (Theorem 2). It would be interest- 
ing to get the exact value in the game D *(n, k) for every k. Theorem 2 
shows that neither bound from Theorem 3 is sharp. 
It was observed before that for k = 1 both games D # (n, 1) and D(n, 1) 
are equivalent and the length of the optimal winning strategy is the same 
as in their non-interactive counterpart (constructing l-error detecting 
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codes). We mentioned that already for k = 2 the game 0(3,2) can be won 
quicker than the respective non-interactive game (constructing a 2-error 
detecting code of size 3). 
In the case of the game D # (n, k) the gain of efficiency due to interac- 
tivity already can be seen for k = 2 as well. Also this time the smallest 
search space for which the game D #(n, 2) can be won quicker than its 
non-interactive counterpart has II = 3 elements. Indeed, as we observed, the 
minimal length of a winning strategy in the respective non-interactive game 
is the same as the minimal length of a code of size 12 and minimum distance 
d = 2 .2 = 4. According to Theorem 2 the game D # (3,2) can be won using 
5 questions but there is no 3-element code of length 5 and minimum 
distance 4 (the shortest such code has length 6). 
For the sake of comparison let us note that a similar difference can be 
observed between Ulam’s game and its non-interactive counterpart. Con- 
sider the minimal number of questions sufficient to win Ulam’s game on 
(1, ..*, n} with 1 lie and this number of questions in the respective non- 
interactive game, i.e., the length of the shortest l-error correcting code of 
size 12. It follows from Pelt [3] that the smallest II for which Ulam’s game 
can be won quicker is n = 21. The least number of questions is then 8 but 
in the non-interactive counterpart (constructing a l-error correcting code) 
it is 9. 
Hence in all those three types of games handling erroneous information, 
the interactive way of playing makes the Questioner’s task easier. This is in 
contrast to the classical binary search without lies where the optimal 
strategy of length rlog n] can be performed in a non-interactive way. 
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