Consider the following inequalities due to Caffarelli, Kohn, and Nirenberg [6]:
Introduction
In [6] , among a much more general family of inequalities, Caffarelli Then we see that (1.1) holds for u ∈ D This equation is regarded as a prototype of more general nonlinear degenerate elliptic equations from physical phenomena (e.g., [2, 12] and references therein). Note that the Caffarelli-Kohn-Nirenberg inequalities (1.1) (see also generalizations in [19] by Lin) contain the classical Sobolev inequality (a = b = 0) and the Hardy inequality (a = 0, b = 1) as special cases, which have played important roles in many applications by virtue of the complete knowledge about the best constants, extremal functions, and their qualitative properties (see e.g., [6, 13, 15, 18] and references therein). Thus it is a fundamental task to study the best constants, existence (and nonexistence) of extremal functions, as well as their qualitative properties in inequality (1.1) for parameters a and b in the full parameter domain (1.2).
Much progress has been made for the parameter region
(to which we shall refer as the "a-nonnegative region"). In [1, 23] , the best constant and the minimizers for the Sobolev inequality (a = b = 0) were given by Aubin and Talenti. In [18] , Lieb considered the case a = 0, 0 < b < 1, and gave the best constants and explicit minimizers. In [11] , Chou and Chu considered the full a-nonnegative region and gave the best constants and explicit minimizers. Also for this a-nonnegative region, Lions in [22] (for a = 0) and Wang and Willem (for a > 0) in [25] established the compactness of all minimizing sequences up to dilations provided a ≤ b < a + 1. The symmetry of the minimizers has also been studied in [11] and [18] . In fact, all nonnegative solutions in D 1,2 a (R N ) for the corresponding Euler equation (1.8) are radially symmetric (in the case a = b = 0, they are radial with respect to some point) and explicitly given (see [1, 11, 18, 23] ). This was established in [11] , where a generalization of the moving plane method was used (e.g., [5, 10, 14] ).
On the other hand, it seems that little is known for parameters in the a-negative region −∞ < a < 0 , a ≤ b ≤ a + 1 .
This also applies to N = 1 and N = 2, with b in the corresponding intervals (1.4) and (1.3). The case −1 < a < 0 and b = 0 was treated recently by Caldiroli and Musina in [7] , who gave the existence of ground states. The goal of this paper is to settle some of the fundamental questions concerning inequalities (1.1) with parameters in the a-negative region, such as the best constants, the existence and nonexistence of minimizers, and the symmetry properties of minimizers. For the a-negative region we shall reveal new phenomena that are strikingly different from those for the a-nonnegative region.
To state the results, let S p (R N ) be the best embedding constant from
In the theorems stated below, we assume N ≥ 3. Results for N = 1 and N = 2 will be given in Section 7. (ii) There is an open subset H inside the a-negative region containing the set {(a, a) ∈ R 2 : a < 0} such that for any (a, b) ∈ H with a < b, the minimizer for S(a, b) is nonradial. Though the minimizers may be nonradial, we still have the following: THEOREM 1.4 (Symmetry Property) For a ≤ b < a + 1, any bound state solution u of (1.8) 
, satisfies the "modified inversion" symmetry:
Moreover, writing |x| = e −t and θ = x/|x|, we have that for fixed θ,
is even in t and monotonically decreasing in t for t > 0. REMARK 1.5 Some comments are in order here. 1. In Theorems 1.1 and 1.2, we have given the best constants for (a, b) on the "boundary" of the a-negative region. Since S(a, b) is continuous, we also obtain estimates for S(a, b) near the boundary of the parameter domain. From Theorems 1.2 and 1.3, there are no closed-form minimizers, so it seems to be very difficult to examine the best constants in the interior of the region. 2. For a special case b = 0, −1 < a < 0, the existence of a minimizer was given in [7] by using a quite different method. 3. In the case b = a, we have p = 2 * , the critical Sobolev exponent. The situation is quite delicate since for a ≥ 0, S(a, a) is strictly decreasing in a and is solvable as we mentioned above [11, 25] , and for a < 0, we have S(a, a) = S(0, 0) and the nonexistence result in Theorem 1.1. 4. The results in (i) and (ii) of Theorem 1.3 overlap, but neither implies the other. The importance of (ii) is that symmetry breaking occurs for all a < 0 if b is sufficiently close to a. 5. For Theorem 1.3(i), a 0 and h(a) will be given explicitly in the proof in Section 6. Our approach to the problem in this paper is quite different from that used in the quoted previous papers (see [1, 7, 11, 18, 22, 23, 25] ) in which the problem was worked directly in D 1,2 a (R N ), and we shall take a detour to convert the problem to an equivalent one defined on
. While taking advantage of the two formulations, we shall work mainly with the equivalent one on H 1 (R × S N −1 ). The reformulation enables us to make use of a combination of analytical tools such as a compactness argument, rescaling, the concentration compactness principle, bifurcation analysis, the moving plane method, etc. Moreover, our approach also gives a different proof of inequalities (1.1) (see Remark 2.4).
The organization of the paper is as follows. In Section 2, we shall introduce a transformation that transforms our problem in R N to one on the space R × S N −1 on which we have a family of inequalities corresponding to (1.1) and an Euler equation corresponding to (1.8) . The two problems will be shown to be equivalent, and we shall mainly work on the transformed one on R × S N −1 . The advantage in working on the latter is that the equation is an autonomous one and is defined in H 1 (R × S N −1 ). Radial solutions (as we shall see, the only bound state radial solutions are the ground state solutions in the radially symmetric class) will be examined completely and their energy levels will be computed so that some comparison arguments can be done later. In Section 3, we prove Theorem 1.1, first establishing the continuity of S(a, b) in (a, b) and then giving the nonexistence result for the case b = a with a combination of continuity and comparison arguments. In Section 4, the existence of a minimizer for the case a < b < a + 1 will be given by using a compactness argument; an asymptotic estimate for S(a, b) as a → −∞ will be given using a concentration compactness principle. In Section 5, we establish the symmetry-breaking result (Theorem 1.3). First a bifurcation analysis will be done to claim the symmetry breaking for a away from 0. For a close to 0 it is much subtler, and some continuity and comparison arguments will be employed. Section 6 is devoted to establishing the modified inversion symmetry (up to a dilation) for all bound state solutions of (1.8) by using the moving plane method. In Section 7, we treat the cases N = 1 and N = 2. For N = 1 we have a complete solution for the problem including the identification of all bound state solutions. Finally, in Section 8, we state results for a related problem that can be solved using our results for (1.8), and we also point out some related open questions in Section 9.
An Equivalent Problem and Some Preliminaries
In this section, we start by introducing a family of transformations that will transform our original problem to one defined on a cylinder R × S N −1 . The two problems will be shown to be equivalent in a sense that will be precisely specified. Then some preliminary results on the radial solutions will be given.
Equivalent Problems on R × S N−1
To problem (1.1) and equation (1.8) on R N we shall derive an equivalent minimization problem and corresponding Euler equation on R × S N −1 . We shall use the notation C = R × S N −1 . While working on both problems to take advantage of the two formulations, we shall get most of our results on the cylinder C. For integrals over a domain included in C, by dµ we denote the volume element on C. Also, by |∇u| 2 we understand g i j u i u j and (g i j ) are the components of the inverse matrix to the metric induced from R N +1 . For points on C we use either the notation y to identify a point in R N +1 or (t, θ) to identify a point in R × S N −1 . To u, a smooth function with compact support in R N \ {0}, we associate v, a smooth function with compact support on C, by the transformation
Here for x ∈ R N \ {0}, with t = − ln |x| and θ = x/|x|, we have , it holds that
where
Let ρ(t) be a cutoff function that is 1 for t ≥ 2 and 0 for 0
Then it is easy to check that u ε − u → 0 as ε → 0. The second part is similar.
, by a direct computation we have
Also, 
Now we define an energy functional on H 1 (C):
Moreover, if u is a solution of (1.8), then v satisfies
where t = − ln|x| and θ is the Laplace operator on the (N − 1)-sphere. We collect these observations in the following: PROPOSITION 2.3 With a, b, and p satisfying (1.2), we have
(iii) Solutions of (1.8) and (2.3) are in one-to-one correspondence, being related through (2.1). REMARK 2.4 Our approach here gives a new independent proof of the CaffarelliKohn-Nirenberg inequalities for the considered parameters, because by the classical Sobolev embeddings from
has a positive lower bound on H 1 (C) and the transformation (2.1) gives the desired inequalities on D
1,2
a (R N ). REMARK 2.5 As motivation, we mention that transformations of similar nature to (2.1) have been used in the past to study radial solutions (e.g., [18] ), which link two ODEs. For PDEs, this was used recently for the Yamabe problem (a = b = 0) in [17] . In this paper we have developed the full-blown version of the transformations to deal with solutions of PDEs (1.8), and furthermore we have established the equivalence of the function spaces involved.
Invariance of the Problem (1.8)
In order to study the symmetry property of solutions, we examine the invariance of the problem under the transformation (2.1). As in the case of the Yamabe problem (a = b = 0), the group of transformations that leaves problem (1.8) invariant is noncompact. The group of translations in R N is a symmetry group for (1.8) only in the case a = b = 0. On the other hand, the dilations
leave the problem invariant for all a and b; i.e., if u is a solution of (1.8), so is u τ . This still holds for N = 2 and N = 1, but for N = 1 the situation is a bit different and there is a two-parameter family of dilations (see (7. 3)). The group that leaves (2.3) invariant, corresponding to dilations in R N , is the group of translations in the
Finally, the following modified inversion invariance of (1.8),
translates on the cylinder to the following obvious symmetry of (2.3),
Radial Solutions
Let D 1,2 a,R (R N ) be the subspace of D 1,2 a (R N ) consisting of radial functions. De- fine (2.6) R(a, b) = inf u∈D 1,2 a,R (R N )\{0} E a,b (u) .
By Proposition 2.3(i) we also have
consists of functions independent of θ. We shall find the exact value of R(a, b) and the exact form of the radial solutions that achieve these constants when a ≤ b < a+1. We remark here that our method applies for the a-nonnegative region also and in fact gives a new approach for the a-nonnegative region; the results we get agree with [11] and [18] in this region.
In order to study the radial solutions of (1.8), we shall need the exact form of particular positive solutions for the following nonlinear second-order ODE:
The problem can be associated to the Hamiltonian system
We have the Hamiltonian
All solutions correspond to level curves of H (v, w). Up to translations, there is only one homoclinic solution v that is on the level H (v, w) = 0. The levels below this one will give v positive, periodic, and bounded away from zero. For the levels above, v changes sign so we lose positivity. The only positive solutions that are in
A direct calculation gives that for the v above,
. Now, when searching for radial solutions, equation (2.3) becomes (2.10)
which corresponds to equation (2.7) with λ = N −2−2a 2
. According to (2.8), the homoclinic solutions of (2.10) are translates of
The radial solution in R N for (1.8) corresponding to this v is
.
All radial solutions in R N for (1.8) are dilations of this u. Note that by substituting in (2.9)
we estimate the energy of any radial solution in
Up to a dilation (2.4), all radial solutions of (1.8) are explicitly given in (2.12), and R(a, b) is given in (2.13). REMARK 2.7 In the case a > 0, this is the best constant as found in [11] , i.e., R(a, b) = S(a, b). Also, for a = 0 and 0 ≤ b < 1, it is the best constant found by Lieb in [18] . In the case a ≥ 0, up to a dilation (and also a translation in the case a = b = 0), (2.12) gives all bound state solutions of (1.8) that achieve equality in the Caffarelli-Kohn-Nirenberg inequality (see [11, 18] ).
Best Constants and Nonexistence of Extremal Functions
To prove Theorem 1.1(i), we need a couple of lemmas.
Clearly w is integrable; therefore by the dominated convergence theorem we have
From this, and because λ is continuous in a, we get there is δ > 0 such that
PROOF: We first prove (i). By the mean value theorem, there are functions ξ n defined on C with values between p n and p such that
The key now is to show that the two integrals on the right-hand side are bounded as n → ∞. There is a constant C depending only on p such that
We also have that
This concludes the proof of (i). For part (ii), we use the same method as above after we make the estimates as follows: For p = 2,
PROOF OF THEOREM 1.1(i): According to Lemma 3.1, it suffices to show that lim inf
Assume there is a sequence (a n ,
Then there are ε > 0 and functions
This and (3.1) give the desired contradiction. (a, b) in the full parameter region, including the upper boundary {b = a + 1} for which no radial solutions exist.
REMARK 3.4 A similar proof shows that R(a, b) is continuous in
On the other hand, one can easily construct a sequence
2 . Therefore,
For nonexistence of minimizers, one notes that for λ ≥ 1, the equation
. By the maximum principle, v > 0 everywhere. Denote by f (t) the average of v on the spheres t = const. Then f is a positive function in H 1 (R) and satisfies the ODE
The only nonnegative solution is f ≡ 0. Therefore for all a < N −2 2
, the infimum S(a, a + 1) is not achieved.
PROOF OF THEOREM 1.1(iii): The case a = b = 0 is well known (the Yamabe problem in R N ). In this case, the minimizer S(0, 0) is achieved only by functions
a . For y = 0 by a direct computation we get for a ∈ (−N /2, (N − 2)/2)
Due to this fact one concludes that for a ∈ (−N /2, (N − 2)/2),
On the other hand, by the expression (2.2), for
,
That is, S(a, a) = S(0, 0) for all a ≤ 0. Next we show S(a, a) is not achieved for a < 0. If the conclusion is not true, for some a < 0 and v ∈ H 1 (C) we get S(a, a) = F a,a (v). But using 
Best Constants and Existence of Extremal Functions
In this section we prove the existence of a minimizer for a < 0 and a < b < a + 1. We also give an asymptotic estimate of S(a, b) as −a → ∞, while b − a ∈ (0, 1) is a fixed constant.
We shall need the following lemma. It is analogous to a result on R N due to P. L. Lions [21] . The proof is similar to the proof of lemma 1.21 in [26] . We omit the proof here. LEMMA 4.1 Let r > 0 and 2 ≤ q < 2
Here B r (y) denotes the ball in R N +1 with radius r centered at y.
According to Lemma 4.1,
Eventually by passing to a subsequence, we may assume there are (y n ) ⊂ C and y 0 ∈ C fixed such that the sequence v n (x) = w n (x − y n ) has the property
Clearly,
Without loss of generality we can assume
According to the Brezis-Lieb lemma [3] , we have
Since v ≡ 0, we obtain |v| L p = 1, and so
Let b − a ∈ (0, 1) be fixed so that p ∈ (2, 2 * ) is also fixed. We shall consider the asymptotic behavior of S(a, b) as −a → ∞.
PROOF OF THEOREM 1.2(ii): We use a rescaling argument. Let h
Therefore,
Now it suffices to show that
as λ → ∞. First we have that
We get this through a cutoff procedure. Let r > 0; then for fixed λ large and y ∈ C λ , we have a projection ψ = ψ y,r,λ from B r (0) ⊂ R N to ψ(B r (0)) ⊂ C λ defined as follows: Identify R N with the tangent space to C λ at y ∈ C λ , and let ψ to be the projection from B r (0) into C λ along directions parallel to ν y , the exterior normal to C λ at y. Then ψ is a diffeomorphism on its image and for fixed r , the Jacobian matrix of ψ tends uniformly to the identity matrix as λ → ∞.
Denote by w ∈ H 1 (R N ) a function with support in B r (0) ⊂ R N . For y ∈ C λ , let u λ (ψ y,r,λ (x)) = w(x) and 0 outside ψ y,r,λ (B r (0)); then (4.2) (1) and (4.3)
where o(1) → 0 as λ → ∞ uniformly in y. In R N , it is known that the infimum S p (R N ) is achieved by a positive function w, radially symmetric about some point, which satisfies
To prove (4.1), let ε > 0 and let r > r 0 > 0, sufficiently large, so that for a cutoff function ρ(x), which is identically 1 in B r 0 (0) and 0 outside B r (0), we have
Then from (4.2) and (4.3), there is λ large enough such that when we consider
we get
From the two inequalities we conclude that
Therefore, lim sup
We now prove
If (4.4) does not hold, there are ε 0 > 0 and a sequence (λ n ) which tends to ∞ such that
Then there are functions u n ∈ H 1 (C n ) (here C n = C λ n ) such that
Now we need a more detailed concentration-compactness lemma than the one in [21] and along the lines of lemmas 4.1 and 4.2 in [24] . The result in [24] is for the H 1 (R N ) setting, but the proof carries over to our situation, too. We omit it here. For r > 0 and y n,i ∈ C n , let n,i (r ) be ψ y n,i ,r,λ n (B r (0) ). LEMMA 4.2 Let λ n → ∞ and u n ∈ H 1 (C n ) be uniformly bounded (with norm given by u |u n | p dµ
In Lemma 4.2, fix s > 0 with α s > 0 such that
For α s > ε > 0, let R > 0 and (y n,i ) i ⊂ C n such that for all r, r > R, we have
We now consider a cutoff function ρ on R N that is identically 1 inside B R (0) and 0 outside B 2R (0) and |∇ρ| ≤ 2 R at any point. For 1 ≤ i ≤ s, define ψ = ψ y n,i ,2R,λ n as before, and let w n,i (x) = ρ(x)u n (ψ(x)) designate functions with compact support in R N . By a direct computation, we get
with C independent of n, ε, and R, and o(1) → 0 as n → ∞. Also,
From (4.8) we get
Letting n → ∞ and then R → ∞, we obtain
Now, let ε → 0 to get
which contradicts (4.7).
Symmetry Breaking
For symmetry breaking, we have Theorem 1.3(i) and (ii). The results of (i) and (ii) will be proved using different ideas. For Theorem 1.3(i), the idea is to use bifurcation techniques and to show that for certain (a, b) , by perturbing the radial solution v a given in (2.11), there are directions in which the energy decreases. Since S(a, b) is achieved, the minimizer cannot be radial. This approach has been used for other problems, for example, for bifurcation of positive solutions on annular domains in [20] . On the other hand, for Theorem 1.3(ii), we shall employ an idea in [4] by Brezis and Nirenberg (in which they studied a problem with a nearly critical exponent on annular domains) to compare the radial least energy and S(a, b). A continuity argument then gives the conclusion.
We first give the proof of Theorem 1.3(i). We work in H 1 (C) here. The linearization of (2.3) at the radial solution v a decomposes by separation of variables into infinitely many ODEs. Denote by α k = k(N − 2 + k) the k th eigenvalue of − θ on S N −1 . For k ≥ 0, we denote by µ k and f k the first eigenvalue and the corresponding (positive) eigenfunction in the eigenvalue problem of µ,
This eigenvalue problem is well defined since v a (t) → 0 as |t| → ∞. First, we show that there are a 0 and a function a < h(a) < a + 1 defined for a < a 0 such that a < a 0 and a < b < h(a) imply µ 1 < 0. Indeed,
We use v a as a test function, and since
we obtain
Since α 0 = 0, clearly we have µ 0 < 0. We also have α 1 = N − 1, and by a direct calculation using (2.11), (5.1) gives
Note that the right-hand side in (5.2) is negative for
Hence µ 1 is negative for a and b in this range. Note also that a + 1 − h(a) → 0 as a → −∞. The a 0 and h(a) above will be shown to have the property stated in Theorem 1.3(i). just a positive constant and φ 1 (θ) is a first harmonic.) We get
We now have the following:
If, in addition, (a, b) is such that µ 1 < 0 (which holds for a < a 0 and a ≤ b < h(a)), then for s sufficiently small,
PROOF OF THEOREM 1.3(i): By the above lemma, for s small S(a, b) is achieved, the minimizer is nonradial.
We have G(0, 0) = 1 and 
Furthermore, by a direct computation and
Differentiating (5.7) we get
which implies δ (0) = 0. To show (5.6) we need δ (0). Differentiating (5.8) with respect to s again and setting s = 0, we get
Thus,
Since v a is radial,
therefore the fourth term is 0. Also, the fifth and the sixth terms are higher order. Hence
From (5.5) we get
Since v a is a solution of (2.3), we have
Using the equalities above and
we obtain for s sufficiently small
The proof of Lemma 5.1 is complete.
PROOF OF THEOREM 1.3(ii): First we note that by a direct computation using (2.13) we always have for all a < 0
R(a, a) > S(a, a) = S(0, 0) .
We argue that for any a 0 < 0, there is ε 0 > 0 such that for all S(a, b) is achieved, and due to the strict inequality, the minimizer for S(a, b) is nonradial.
Symmetry of Solutions
We use the moving plane method [14] to show that for a ≤ b < a + 1 any positive solution of (2.3) on the cylinder C is symmetric about some t = const, so up to a translation in the t-direction, the solution is even in t and satisfies the monotonicity property. Together with the discussion in Section 2, we get that any solution of (1.8) satisfying u(x) > 0 for x ∈ R N \{0}, up to a dilation (2.4), satisfies the modified inversion symmetry in Theorem 1.4. Our argument follows closely the method in [10] though we have a differential equation defined on a manifold C, while in [10] equations in R N were treated. Let v be a positive solution of (2.3). For µ < 0 and x = (t, θ) ∈ C, denote x µ = (2µ − t, θ) ∈ C, the reflection of x relative to the hyperplane t = µ. We let
a function defined on the region µ = {(t, θ) ∈ C : t < µ}. Clearly, w(x) = 0 for any x ∈ T µ = ∂ µ = {(t, θ) ∈ C : t = µ}. We have the following: LEMMA 6.1 There is R 0 > 0 independent of µ such that if w µ has a negative local minimum at (t 0 , θ 0 ), then |t 0 | ≤ R 0 .
PROOF: First, by elliptic regularity theory and the fact that
we have v(t, θ) → 0 as |t| → ∞. Then we take R 0 to be such that
for all |t| ≥ R 0 . Since v is a solution of (2.3), w µ satisfies
in µ , where
Since w µ (x 0 ) ≥ 0, we obtain
We shall need the following:
Maximum Principle. If w µ is nonnegative solution of (6.1) and w µ is zero at some point in µ , then w µ ≡ 0.
Hopf Lemma. If w µ is positive on µ , then ∂w µ /∂t < 0 at any point on T µ . PROOF OF THEOREM 1.4: Since for t → −∞ we have w µ (t, θ) → 0 and w(x) = 0 for all x ∈ T µ , Lemma 6.1 implies w µ (x) ≥ 0 for x ∈ µ with all µ ≤ −R 0 . Let µ 0 be the largest µ with the property that w µ is nonnegative on µ . Clearly such µ 0 exists since v(t, θ) → 0 as t → ∞. We argue that
Since w µ ≥ 0 for all µ < µ 0 , it follows that v t ≥ 0 for all t ≤ µ 0 . To prove ( * ), assume there is δ > 0 such that for some (t 0 , θ 0 ), we have t 0 < µ 0 − δ and w µ 0 −δ (t 0 , θ 0 ) = 0. By the maximum principle it follows that w µ 0 −δ ≡ 0. This
By the Hopf lemma we get w µ 0 −2δ ≡ 0. Continuing in this fashion, we obtain that v is independent of t, which is not possible. Therefore, ∂w µ /∂t < 0 on T µ for µ < µ 0 and then v t > 0 on µ . For ( * * ), assume w µ 0 ≡ 0. By the maximum principle and the Hopf lemma, w µ 0 > 0 on µ 0 and ∂w µ 0 /∂t < 0 on T µ 0 . From the definition of µ 0 , there is a sequence µ k µ 0 and there are points x k ∈ µ k , absolute minima for w µ k , such that w µ k (x k ) < 0. By Lemma 6.1 we have that (x k ) is a bounded sequence; hence (by passing to a subsequence) we can assume it converges to some point x 0 . It follows that x 0 ∈ T µ 0 and w µ 0 ,t (x 0 ) = 0, which is a contradiction.
Eventually after a translation in the t-direction, we can assume µ 0 = 0. Therefore v is even in t and monotonically decreasing for t > 0.
Translations in t on C correspond to dilations in R N ; hence up to a dilation 
We have a rather complete answer for the problem. In fact, we can identify all solutions of (7.1). We look for solutions u that are critical points for the energy in D 1,2
The parameter range is
We first observe that E a,b (u) is invariant under the following rather nonstandard dilations:
That is, dilations can be made independently for x < 0 and x > 0 so that E a,b (u) is still invariant.
Note that for N = 1 the cylinder C = R × S 0 = R ∪ R is the union of two real lines. We denote the two components by C − and C + corresponding to R − and R + in R, respectively. The coordinates for C − and C + are y = (t, −1) ∈ C − and y = (t, 1) ∈ C + . For simplicity, we write them as t 1 (for (t, −1)) and t 2 (for (t, 1) ).
To be more precise, for a function w(y) defined on C we write w(y) = w 1 (t 1 ) when y = t 1 ∈ C − and w(y) = w 2 (t 2 ) when y = t 2 ∈ C + . To a function u ∈ D 1,2 a (R), we associate a function w (corresponding to a pair of w 1 , w 2 ) defined on C by
and t 1 = − ln |−x| for x < 0 and t 2 = − ln x for x > 0. Then equation (7.1) is equivalent to the system of autonomous equations: for i = 1, 2,
a (R) now correspond to critical points of a new energy functional on
It is easy to see that both integrals in the numerator and the denominator are decoupled as two integrals for w 1 and w 2 . Each of the two ODEs of (7.4) has the zero solution, and according to (2.7) with λ = −(1 + 2a)/2, the only (positive) homoclinic solutions are translates of
The minimizers of F a,b (w) are achieved by w, for which one of two components w 1 or w 2 is identically zero and the other is a translate of v(t) given above. According to (2.9), the infimum is
We observe that as b a + 1 2 , we obtain S(a, b) → −1 − 2a. Note that when both w 1 and w 2 are nonzero and are (possibly different) translates of v(t) in (7.5) we get the energy F a,b (w) to be higher
which is the least energy in the radial class. On this energy level, there is a twoparameter family of positive solutions according to the two parameters that control by how much w 1 and w 2 are translated from (7.5). Correspondingly, u(x) defined in (7.3) is a two-parameter family of solutions for (7.1), which after a dilation given by (7.2) for some (τ − , τ + ) ∈ (0, ∞) 2 is radial in R. Summarizing all these, we can state the main results for N = 1 now. S(a, b) is explicitly given in (7.6), and up to a dilation of the form (7.2) it is achieved at a function of the form (7.3) with either w 1 = 0 and w 2 given by (7.5), or vice versa. Consequently, the minimizer for S(a, b) is never radial. THEOREM 7.3 (Bound State Solutions and Symmetry) Up to a dilation (7.2), the only solution of (7.1) besides the ground state solutions is of the form of (7.3) with both w 1 and w 2 given by (7.5) . Consequently, all bound state solutions of (7.1), possibly after a dilation given in (7.2), satisfy the modified inversion symmetry. REMARK 7.4 Due to the degeneracy, the ground state solutions are discontinuous at 0 and identically zero in either R − or R + .
The Case N = 2
In this case the parameter range is
With no changes in the proofs for the case N ≥ 3, we have the following results. 
A Related Variational Problem
In this section we shall consider a related problem that can be solved by using our method and the results we obtained in the previous sections. For 0 ≤ a < (N − 2)/2, special cases of the following problem were considered in [22] and [25] :
For N ≥ 3, we consider the following problem: Direct computations verify the proof, which we omit here. Due to this proposition, we can put equation (8.1) in the same frame of work as in (1.8), and we can translate all of our results for (1.8) to get corresponding results for (8.1). We note that even in the a-nonnegative region, for γ sufficiently large the minimizer of E a,b,γ (u) is nonradial. All of our main theorems are adapted in the obvious way. We leave the statements of these results to the reader. , special cases of (8.1) were considered in [22] (a = b = 0 and −S(0, 1) < γ < 0) and [25] (a ≤ b < a + 1 and −S(a, a + 1) < γ < 0, a < b < a + 1 with γ > 0, and 0 < a = b with 0 < γ 1), but only compactness of minimizing sequences was given.
Final Remarks and Questions
We finish the paper with some remarks and related open questions. First, we have given the best constants on the boundary of the a-negative region. In view of Theorem 1.3, it seems that there are no closed form minimizers. An interesting question here is, what are the best constants in the interior of the anegative region?
Another question is, in view of Theorem 1.3, what are the optimal parameter values at which the symmetry breaking exactly occurs, namely, the optimal form of h(a)?
Our analysis indicates that the radial solutions get more and more unstable as a → −∞, and this suggests there should be more and more nonradial solutions. We have studied this in [9] . Some of the results in this paper as well as those of [9] have been announced in [8] .
Finally, an interesting question is related to the cases N = 1 and N = 2. With regard to the Caffarelli-Kohn-Nirenberg inequalities, what are the optimal spaces for N = 1 with b = a + 1 2 and for N = 2 with b = a? After this paper was submitted, M. Willem kindly informed us of his preprint [27] and another reference [16] that contain related results to our Theorem 1.1(iii) and 1.2(ii) by using different methods.
