Motivated from asymptotic laws of motion for transition layers in the equation ut = e2uxx + u -uz, we consider the following model for coarsening of a fine partition of an interval: find the shortest subinterval of the partition, and joint it with its neighbours, combining three into one. Making a 'random order assumption', we develop and study an unusual coagulation equation for the distribution of interval lengths. We establish the existence of a self-similar solution of this equation by using Laplace transform techniques. Simulation data indicate that random order does persist if present initially, and the distribution approaches similarity form.
Introduction
A process often occurring in phase separation is coarsening: the typical domain size grows in time as the larger domains grow at the expense of small domains, which shrink and disappear. Remarkably, it is often found that coarsening processes exhibit statistical self-similarity, in which, for example, the relative size distribution of domains may be constant in time, or the structure factor may scale in time in a self-similar fashion.
Motivated by a simple partial differential equation in one dimension whose solutions undergo a phase separation process (which will be discussed in the last section below), we consider the following simple deterministic model for non conservative coarsening in one dimension. Let the line be subdivided initially by a large number or randomly placed points representing phase boundaries. We assume that this structure coarsens in discrete steps, as follows: the closest pair of phase boundaries annihilate each other, so that where there were m phase boundaries before, there are m-2 phase boundaries afterward. In terms of the domains boundaries, the smallest is eliminated, and merged with its two neighbours.
In this paper, we develop rate equations for the domain size distribution for this process, based on assumptions of the statistical randomness of the domains being merged. We then study self-similar growth in the domain size distribution. In § §2 and 6, we show that the rate equations have a physically meaningful self-similar solution, and characterize a number of properties of this solution. In §3, through simulations of the discrete deterministic coarsening model, we study the validity of the statistical assumptions underlying the rate equations and the relevance of the similarity solution in the dynamic process.
The rate equations we develop are related to some other models of coagulation containing convolution terms which describe the redistribution of mass. More distantly related is the Lifschitz-Slyozov-Wagner (LSW) theory of Ostwald ripening. See Voorhees (1985) for recent work on the LSW theory and Ball & Carr (1989) and Ernst (1983) for coagulation equations. Mathematically, our equations turn out to have some unusual features, in that they involve a free boundary problem for the smallest domain size as a function of number of domains destroyed, and incorporate a convolution term with spatial delay. The initial value problem for these equations is studied in § §4 and 5.
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Derivation of the coagulation model
To model the above coarsening process, we let f(x, t) denote the expected number of intervals per unit length, with length in ( at time The length of the smallest interval at time t is denoted by £P(t), so that = 0 for x < The total number of intervals per unit length is given by N(t):
The processes to be described by the rate equation are: (a) formation of an interval of length x by the coalescence of an interval of length £P{t) with two intervals of length y and x -y -JP(t), (b) the loss of an interval of length x by any mer another interval.
We make the statistical assumption that intervals undergoing coalescence (i.e. neighbours of intervals of length SP(t)) are distributed in the same way as intervals generally. Such an assumption has been called a 'random order approximation' by Mullins. Under this assumption, the probability of ( ) and ( ) happening in time are given by N(t) N(t) and respectively. Using the above we obtain the rate equation for f(x, t) : a/ (x, t) = N 2(t) f(y> t)f(x -y-S P {t),t)dy-2 t)N(t) ( 2 . 1) with f(x,t) = 0 if x<SP(t). Equation (2.1) must be supplemented with a fr boundary condition, governing the evolution of In principle, Jz?(£) can be a prescribed function of time, independent of the coarsening process. We find it convenient, however, to replace physical time by an intrinsic 'clock' proportional to the number of mergers that have occurred, per unit length. If t represents this intrinsic time, the condition that one merger per unit length occurs in unit time is :
Note that equations (2.1) and (2.2) remain invariant under the scaling /-*-«/, t^t/a, a constant. With given initial shortest length J5f(0) = Jz?0 and initial distribution f(x,0) = (p{x), equations (2.1) and (2.2) are to be solved for the unknowns and SP(t).
It is interesting to note that the coagulation equation (2.1) with SP(t) = 0 appears in the Flory-Stockmayer theory of polymerization (Ernst 1983) . The character of the present model (2.1)-(2.2) differs from previously studied coagulation models because of the free boundary at x = £?{t). Existence and other basic properties of solutions of (2.1)-(2.2) will be established in later sections. In this section we seek a similarity solution.
Before doing this we obtain some information about moments of solutions of (2.1)-(2.2). If a(x) is a given function then formally Self-similarity in a coarsening model in one dimension a(x)f(x, t) dx = N(t) 2 (a(x + y+&{t))-a{x) -a(y) -a(&{t)))f(x,t)f(y,t)dxdy. (2.3)
Jo Jo
Taking a(x) = 1 gives the evolution of A(£), the total number of intervals per unit length. From (2.3), dN(t)/dt = -2 so that
Taking a(x) = x shows that the first moment is conserved:
Physically, this corresponds to the fact that in the processes (a) and (6) described above, length is neither created nor destroyed. We look for a similarity solution of (2.1)-(2.2) in the form Integrating this equation, assuming that g is integrable with ) ->• 0 as oo, and using (2.6) we get that 2ocg(a) = 1. Let h(w) be the solution of (2.7) with = 1 so that h(w) = 0 for w < 1 and h satisfies 2 (wh(w))'+ h(y)h{w-y-l)dy 0, w ^ 1, 1) = ( 2.8)
Then g(w) = h{w/a,)/ix satisfies (2.7). Since h(w) 0 for 1, the lower and upper integration limits in the convolution term in (2.8) are 1 and m a x (l,w -2) respectively. So this term depends only on values of ) for y less than 2, and the solution may be generated by successive integrations. In particular, the convolution term is zero for 1 ^ w^ 3 so that
Writing K(w) = h(w+ 1), it follows K(w) = |(1 for 0 ^ ^ 2 and
For the numerical results in §3, we determine from these equations using a straightforward trapezoid rule discretization and extrapolation.
It remains to show that h defined by (2.8) is positive with 0 sufficiently rapidly as w ->co so that px = J wh(w) d that a physically meaningful similarity solution exists, and will be done in §6. In §6 we also compute that p1 -2er = 3.562145..., where y is Euler's constant. Given a solution g ( w) = h(w/a)/oi of (2.7), then we find that / = apv Thus, given p > 0, there is a unique similarity solution with first moment p, namely g(w) = J i{w/ o l )/c l with a = p/p1 .
Simulations
We will exhibit simulation data for the discrete coarsening process described in the introduction, corresponding to three different initial distributions of interval lengths. To make the simulation finite, we replace the line by a circle of fixed length. We construct a subdivision of this circle, and coarsen this structure by discrete steps, joining the smallest interval with its two neighbours. The initial configuration is constructed by choosing successive interval lengths randomly from a probability density ( j ) ( x) . We consider:
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(add a to a length chosen from the Poisson distribution with mean 1/A)
In case (c) we take A and a to provide a close fit to the similarity solution h(x).
Motivated by the analysis in §6 below, we take A = 0.37250741, a = A-1 In 2 -1 = 0.86076078. We start with 105 intervals in each simulation, arranged in a circle. When 55%, 75% and 95% of the intervals have been destroyed, we plot the distribution function for relative length, averaged over 20 runs. To be precise, we fix a bin width #( = 0.04, 0.06, 0.1 respectively), and let = jS,j = 0, 1, -Letilf be the ratio of the total number of intervals at the current time #(t) to the total initial number #0 = 105. For M = 0.45, 0.25, 0.05 we plot against where g. = (# of intervals whose length x satisfies Wj < Mx N ote that {g^is a discrete probability density, with J . Carr and R. Pego 8 S gi = 1, 8S Wjg} = (total length)/# 0 + O($) ;=o j=o where p0 is a constant. To compare these data with solutions of (2.1), (2.2), we suppose f(x,0) = (f)(x) is normalized so that f <fi(x) = 1. Thenilf corresponds to N(t) = l -2t, and, with f(x, t) = N(t)2 g(N(t) x,t), g} co The results indicate convergence to the similarity solution of (2.1), (2.2) in all cases. This provides evidence that the 'random order assumption' made in deriving equations (2.1), (2.2) is valid for the configurations studied. Convergence is quickest in case (c), where ^(x) most resembles g(x), and slowest in case (6), where the discrete probability density g• initially develops oscillations, which are even once most of the intervals have been destroyed.
Existence of solutions
In this section and the next we prove some rigorous results concerning existence, regularity and infinite propagation speed for solutions of equations (2.1)-(2.2). The results are most easily stated in terms of the (left) inverse function to which we denote by T(x), satisfying T(£C{t)) = t, or dT/dx = f(x,T(x)).
(4.1) This will allow for the possibility that gaps occur in the number density, so that perhaps f(x, t) = 0 for x in some interval and ££(t) experiences a jump disc Below we denote by B(R+) the space of bounded measurable functions on [0, oo). With (4.2), this system of equations is equivalent to (2.1)-(2.2). To proceed, for 0 ^ t < x < SFx = 3J2?0, solve (F(x,t)/N(t))t = 0 (4.6) so F(x,t) = N(t) <f)(x)/N0. From (4.5), T(x) is now determined for x ^ F is bounded and non-negative, so T is Lipschitz and non-decreasing; in fact T{x) = ±A0 1 -ex p -22V / 0(y)dy so it is clear that T(x) < |A0 for x ^ SF X . Choose to b so ST(t) is defined and increasing for 0 ^ t< Now proceed to the induction step. Assume F(x, 0 and T{x) non-decreasing are known for x < SF k, 0 ^ t < |ZV0, and ST(t) is known for in (4.4) is defined when J z f(t) + x S£k, 0 ^ ^ and is bound and non-negative. Hence S(x -3JF(t),t)in (4.3) is known for particular, for x ^ JPk + 2JP0 -STk+x.Solving (4.3) for 0 ^ < (4.6 t > T{SFk),F{x, t) is determined for x ^ SF k+x, 0 ^ \N0. F is non-negative, Lipschitz in t for each x, and measurable. From (4.5), T(x) is now determined for x < SF k+x with T Lipschitz and non-decreasing. Noting that for ^ ê ither x -3SP(t) < 0 or t> T{SPk), (4.6) is satisfied, so a short computation
N0-2T(x) = exp -2N(Tk)-1 F(y,Tk)dy > where Tk -T(STk) .
Thus T(x) < \N0 for x ^ STk+x. At this point F(x, t) and T(x) are defined for all x ^ 0,0 ^ < |A0. Since is non decreasing, = lim^^, T(x) exists with ^ ^V0. ST{t) is defined for 0 ^ To complete the proof, we establish the following results. Below, f(x, t) is defined by (4.2). The identity above corresponds to the formal identity (2.3). The next lemma establishes the validity of this identity for a(x) 1 or Lemma 4.4. For 0 ^ t < Tx we have (i) N(t) = N0 -2t = J ff{x, t) da;, (ii) J 2° xf{x, t ) da; = pindependent of t, (iii) £F{t)N(t) < p.
Corollary 4.5. lim x^o0T(x) = ^N0,so is defined for lim^v 0/2 = 00 • Lemma 4.6. For 0 < t < |A0, we have
t)/N(t).
Proof of Lemma 4.3. Multiply (2.1) by a(x) and integrate from 0 to min in t, from 0 to A in x. The left-hand side yields, by (4.5),
A Cmin (T(x),t)
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0/ a(x) (x, s) d<s da; '2(t) a(x)(f(x,T(x)) -f)(x))dx+ a(x)(f(x,t) -<fi(x))dx & (t)
a(j£?(s)) d<s + a(x)(f using the change of variables s = T(x) in the first term. After interchanging the order of integration, the right-hand side yields /(, ds, where
• x-2re -2N(s)f(x,s)+ f(y,s)f{x-y-SF,s)dy a(x) da; -2N(s) a(y)f(y,s)dy+ a{y + z + ^)f{y,s)f{z,s)dydz.
D(S)
The result follows. 
V Jo Then if we define b(t) = jQf(y,t) dy-N(t), we find that b is Lipsch b'(t) f(y, t) Ay + 2 a? N~2((b+N)2-2N(b + N )-N 2) +
Since 6 is bounded, Gronwall's inequality implies that b(t) ^ 0 for all t < T(A). Hence we find that r oo f ( x, t) dx < N(t) for 0 < (4.8)
by letting A tend to infinity. To prove equality in (4.8), we let ->oo in Lemma 4.3, using Fubini's theorem to obtain f(x, s) dx ) .
Hence with b(t) = j^f(y,t)dy-N(t) we have 6(0) = 0 and 6 is bounded and measurable, with
Bootstrapping, it follows that 6 is Lipschitz, hence smooth, with b'(t) = b2/N2, 6(0) = 0. Hence b(t) = 0 for all t, which proves (i).
Part (ii) is proved in a similar fashion. Choose a(x) = x. Then we have, using part (i), It follows then that xN(T(x)) < p which implies lim |A0, yielding Corollary 4.5. 
F(x,t)/N(t) < (f)(x)/N0+ s = V(t). Jo y
Thus we have NV' ^ V and integration yields ^ from which part (i) follows. Part (ii) follows from (4.3) and the bound on S(x, t) above.
The remaining assertions of Theorem 4.1 follow from the results 4.3-4.6. In particular, the bounds in Lemma 4.6 ensure that F is locally Lipschitz as a map from [0,^V0) to B(R+). This concludes the proof of Theorem 4.1. Remark. Even if the initial data are smooth, the solution cannot be expected to be everywhere more regular than indicated in this result. It appears that the solution will be only piecewise smooth at best, with a complex pattern of weak singularities, curves across which some derivative of / suffers a discontinuity.
Instantaneous positivity and
Proof. We will prove by induction on k that
That (5.2) is true for k = 1 follows from (4.6). Then (4.5) implies x ^ SF X with dT/dx > 0, so (5.3) is true with = 1. Assume that (5.2) and (5.3) hold for some k^ 1. First we claim that S(x -3JP(t),t) is 1 for 3Jz?(t) ^ x ^ J£k-\-2L£~, 0 ^ t < kN0. For 0 ^ x ^ JPk+l -3£F(t), pu (5.3) it follows that u is C1 for 0 < x ^ S(x,t)= I Jo so it follows by explicit differentiation that S is for 0 ^ x < SF{t), which proves the first claim.
Next, put u(x,t) = S(x -3JF(t), t ) .
Now one may verify that dF/dx is continuous for ^ x < j£?fc+1 by explicit differentiation, using the fact that when t = T(\x), 3 = x, so u(x, t) = $(0, t) = 0. Together with (4.3), this establishes (5.2), and (5.3) follows from (4.5) and the fact that F > 0. This finishes the proof.
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Existence of the similarity solution
It is convenient to write (2.8) in the form
with K(x) = h(x+1). We first derive a crude bound for K. Using 2{l+x)K(x) = 1 for 0 ^ x ^ 2 and taking the Laplace transform of (6.1) we get e22( -1+ 2 z(/? -/? '))= -/?2. Writing
Using the boundary condition u(z)->0 as 00, we find that
where Efz) is the exponential integral (Abramowitz & Stegun 1972; Olver 1974) . To show that K(x) > 0 it is sufficient to show that u(z) is the Laplace transform of a positive function. We require the following. As example, (1 + 2) 1 and e 2 are completely monotone. We will use the following result due to Bernstein (see Widder 1941, p. To prove that u(z) is completely monotone we make use of the following criterion (see Feller 1966, p. 441 Proof. The result follows immediately from Ikehara's theorem (Widder 1941 ) as modified by Diekmann & Kaper (1978) , once we show that u(z) has no singularities for Re (z) --A other than the simple pole at 2 = -A. Since cr( -A) = -1, it follows from (6.3) that Ef -A + iO) = + ift. Thus if A -= -1 for some
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Self-similarity in a coarsening model in one dimension for some integer k. Taking real and imaginary parts in (6.4), it fo cr( -A -iA£) = -1 for some teR if and only if Note that A is even, and B is odd in t. The theorem now follows from the following lemma. We thank Peter Bates for help with its proof.
Lemma 6.8. 0 < B(t) < 2n for t > 0.
Proof. Consider Ba s a function of both t and A. Then 0) = arc <JB/dA(t,A) = eAsin (A£)/A. So B(t) = arctan t C(t) s 1essin5^ds.
Since 0 < arctan t < \n for t >0 , it suffices to show that 0 < C(t) proceed with the proof we need the estimate | < A < In (|), which is clear from tables (Abramowitz & Stegun 1972) . Now to conclude the proof, we have two cases.
(i) t < n/A. Since 0 < sin (st)/s < tw e have 0 < C(t) < (ii) t ^ n/A. Observe that es/s is decreasing for ^ A. It follows that if we integrate s-1 es sin st between successive zeros, these integrals successively alternate in sign and decrease in absolute value. Hence 0 < C(t) < eA Jo To conclude this section, we compute the first moment of h.
Theorem 6.9.
px -J xh(x) dx -2 er, wher
Proof. Since h(x) -> 0 rapidly as x -> oo, we may compute
Now the result follows from using (6.3).
Discussion
In developing the coarsening model considered in this paper, we have been motivated by the study of long-time behaviour in the nonlinear p d e u7 = e2uxx + \(u -uz), 0 ^ x ^ 1, t ^ 0, ueR.
(7-1) Imposing boundary conditions ux(0,t) = 0 = t are u = 1 and u = -1. A typical solution converges to one of these as t develop a pattern of transition layers separating regions where the solution approximates +1 or -1. These patterns evolve very slowly: transition layers are approximately described by standing wave solutions. One such is U(x) = tanh (x/2e). A transition layer at x = hi s approximated by U(x -h) or The existence and persistence of patterns of transition layers for (7.1) was established in Carr & Pego (1989 . Fixing the number TV of transition layers and assuming their positions hv ...,hN satisfy hj -hj+1>Ce fo constant C independent of e, it was shown that the layer positions evolve in time, satisfying to high accuracy the system of o d e s dhj/d t = i2e(exp [ -(hj+1 - hj)/e] -ex^ [ -(hj-( 7. with h0 = -h1,hN+ i = 1 + (1-hN).For small e, the fun rapidly with x, so it seems reasonable to assume that the system (7.2) is dominated by motion of the layers bounding the smallest interval, while the other layer positions remain essentially unchanged. The length l of this smallest interval, if initially equal to l0, satisfies approximately dZ/dr = -2dee~l/e, ei<T)/e = eio/e -24r. This equation predicts that the smallest interval vanishes in a finite time r = 0(el°,e). Numerically one does observe that transition layers annihilate each other. One then expects the process to be repeated: the smallest interval is eliminated while the others hardly change at all. This is the coarsening process we have modelled in this paper.
Our model of the discrete coarsening process runs on an 'intrinsic' timescale proportional to the number of intervals destroyed; recall that N(t) =N0 -2t. This timescale may be related to that of the p d e by assuming that the length distribution is self-similar, so that N(t)L(t) = const. It follows that the number of intervals remaining should be approximately proportional to 1/elnT.
The computer simulations in § 3 and the existence of the similarity solution provide evidence that the long-term behaviour of our coarsening model exhibits self-similar structure. This behaviour can be expected only if the 'random order' assumption holds, i.e. the assumption that coalescing intervals are distributed the same as intervals in general. It is clear that this assumption will fail to hold in certain situations of interest. For example, one could imagine that initially intervals are alternately long and short, say with 'even' intervals long and 'odd' intervals short. Then one can see that the smallest interval is always odd, and the distribution of its neighbours' lengths will not agree with the distribution generally, which is what was assumed in developing equations (2.1)-(2.2). Further work is underway to model such situations, and determine when self-similar coarsening can be expected and when not.
An issue we have not managed to resolve is that of mathematically demonstrating that solutions of (2.1)-(2.2) must approach the similarity solution asymptotically in time. To consider this problem, change to similarity variables, writing f(x,t ) = N(t)2g{Nx,t), =N(t)L{t). Then Carr and R. Pego
