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Abstract
The focus of this thesis is to formulate an optimal source problem for the medical
imaging technique of optical tomography by maximizing certain distinguishability criteria.
We extend the concept of distinguishability in electrical impedance tomography to the
frequency-domain diffusion approximation model used in optical tomography.
We consider the dependence of the optimal source on the choice of appropriate
function spaces, which can be chosen from certain Sobolev or Lp spaces. All of the spaces
we consider are Hilbert spaces; we therefore exploit the inner product in several ways. First,
we define and use throughout an inner product on the Sobolev space H1(Ω) that relates to
the model we use for optical tomography. Because of the complex term in our model, the
natural sesquilinear form related to the model is not an inner product, and we therefore
define and use an operator that relates the H1(Ω) inner product to the sesquilinear form
and therefore the variational formulation. We prove the well-posedness of the variational
formulation forward problem of the model using the H1(Ω) inner product we define.
We also describe in detail an orthogonal decomposition of the space H1(Ω) in terms
of our model, and derive the related inner products and Riesz maps for the subspaces
involved in the decomposition as well as their dual spaces, which allows us to define an
inner product for the dual of H1(Ω) as well. We complete this process for two sets of inner
products, where the more complicated of the two is included in the Appendices.
To accomplish our goal of maximizing distinguishability, it is necessary to compute
the adjoints of the operators described by the model. These computations are not trivial,
and we therefore include them for all eight pairs of function spaces. Numerically, we employ
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the Power Method to compute the optimal sources, which turn out to be the dominant
eigenfunctions of the associated operators. We present numerical experiments based on
the Power Method to demonstrate the effects of different criteria. A localization measure
is also used to determine the optimal source that best discriminates inhomogeneities from
a known background. We present in the Appendices an analytical determination of the
distinguishability criterion for the special case of an inhomogeneity in the center of a unit
disk.
We describe steps toward using these ideas in reconstruction of the optical param-
eters. We also present some preliminary reconstructions of one of the optical parameters
in a certain special case. Numerous questions and problems for further investigation result
from the work presented here, and we outline several of these in the final chapter of this
thesis.
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Chapter 1
Introduction
In November 2009 the United States Preventive Services Task Force (USPSTF) up-
dated several of its recommendations for breast cancer screenings, causing controversy and
even outrage [36]. One recommendation that appeared in multiple headlines, and was also
the subject of a heated debate between two physicians on Good Morning America, was the
recommendation against routine screening X-ray mammography in women between 40 and
49 years of age [11, 12]. The USPSTF had found that the number of cancer cases detected
by routine screening in women in their 40s did not outweigh the risks of the procedure:
physical harm from radiation and unnecessary treatment caused by false positives [8].
This thesis is based around an application: optical tomography. Optical tomography
is an imaging method that shows promise in the area of medical imaging in part because of
its safety, but also has drawbacks that have thus far prevented it from becoming a reliable
tool in routine breast cancer screening.
While a resolution to the debate over routine X-ray mammograms in younger women
is well beyond the scope of this thesis, what is evident is the dire need for alternative medical
imaging methods, including breast imaging methods. Notably, breast cancer is the second
leading cause of cancer death among women in the United States, and the most commonly
occurring cancer after skin-related cancers [8]. In this thesis, we attempt to address a major
drawback of optical tomography, the ill-posedness in recovering the optical parameters
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required to form an image. While the work done here will not send optical tomography
from the laboratory into the clinic, it is perhaps a small step toward the development of a
potentially useful tool in reconstructions. In addition, the mathematics we encounter along
our journey is excellent motivation.
1.1 Optical tomography
Diffuse optical imaging generally refers to the use of measurements of visible or
near-infrared light to create an image of a medium. The idea is quite old, being used for
lesion detection and identification in the breast as early as 1929 [13], and even earlier for
other medical applications. Within the field of diffuse optical imaging, there exist numerous
experimental techniques, applications and models [16]. Optical tomography is one subset
of this field, and has multiple applications of its own. In this section, we discuss the basic
physical set-up, model and characteristics of optical tomography.
1.1.1 The basic set-up
As in other diffuse optical imaging methods, in optical tomography an image is
constructed by reconstructing the optical parameters — usually the optical scattering and
absorption coefficients — within a medium. These optical parameters are determined by
illuminating the medium with a flash of near-infrared light and taking measurements on
the surface. By “near-infrared,” we are referring to wavelengths between 700 and 1000
nanometers (nm), with most experimental techniques usually falling between 700 nm and
850 nm [18].
The word “tomography” refers to the basic geometry of sources and detectors on
the medium. Generally, multiple sources and detectors are used. The sources and detectors
are arranged on a plane along one cross-section of the medium, as shown in Figure 1.1.
The image formed is then of a single two-dimensional slice, the plane formed by the sources
and detectors. This is true in all kinds of tomography, including X-ray computed tomogra-
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phy (CT). Often a three-dimensional image is then formed by combining the results from
multiple slices.
Figure 1.1: The image on the right is a 2-dimensional slice of the medium on the left.
For a detailed introduction to experimental techniques in optical imaging, see [18]
or [16] for a more recent review. We will now move on to the applications and appeal of
optical tomography as a medical imaging technique.
1.1.2 Applications and motivation
Diffuse optical imaging is being explored as a possible tool in multiple applications,
from imaging of the heel bone to detect osteoporosis [31] to imaging of the forearm muscle
[29]. Optical tomography in particular is best known for two predominant applications:
mammography and neonatal brain imaging.
The use of near-infrared light in optical tomography is the key to many of its benefits.
Perhaps the foremost advantage to using near-infrared light is its safety. Because near-
infrared radiation is non-ionizing, to a reasonable degree repeated experiments will not harm
a patient [18]. This is in contrast to X-rays and gamma rays, and particularly appealing
for an application such as routine mammograms that require repeated screenings over the
course of a person’s lifetime. In addition, optical imaging can generally be performed non-
invasively, by simply attaching sources and detectors to the surface of a medium.
Safety, however, is not the only appeal of using near-infrared light in imaging. At
near-infrared wavelengths, not only do different tissues exhibit different scattering prop-
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erties, but the absorption properties of water, oxygenated hemoglobin and deoxygenated
hemoglobin differ [3, 9]. Because tumors are often associated with an increase in the number
of blood vessels, the ability of near-infrared light to distinguish between oxygenation states
in blood gives optical tomography the potential not only to locate inhomogeneities, but
even to determine degree of malignancy of an inhomogeneity [3]. This particular character-
istic is a significant advantage over other existing methods of breast screening, for example
magnetic resonance imaging (MRI) and CT, that can locate the locations of abnormali-
ties precisely, but cannot easily determine whether an inhomogeneity is a cancerous mass
or completely benign [21]. In neuroscience applications, the same attribute allows diffuse
optical tomography to serve as a powerful tool in examination of the resting brain [37].
Many optical imaging systems are less expensive than MRI, and also portable enough
to be used at the bedside [16, 39], which is crucial for working with newborn infants,
particularly those with the possibility of brain injury. One additional benefit to optical
mammography over X-ray mammography is that many experimental set-ups involve less
compression of the breast than X-ray mammograms require, and some none at all [16].
The numerous advantages of optical tomography over other imaging methods are
not without trade-offs, however. In Section 1.1.4 we discuss some of the major problems
inherent in diffuse optical imaging. We first turn to the mathematics of optical tomography.
1.1.3 Mathematics in optical tomography
We now begin to consider the mathematics involved in optical tomography. We first
pause to briefly introduce the idea of an inverse problem before moving on to consider our
specific problem. For a thorough introduction to the theory of inverse problems, see [35].
1.1.3.1 Inverse problems
We encounter inverse problems every day. Trying to pick out a ripe pineapple in
the produce section of a grocery store is one example of an inverse problem. We take a
series of measurements. How golden is the color? Does the fruit smell ripe? We also use a
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priori information, such as our previous experiences with this particular fruit company, or
with this particular grocery store. We would have more chance of success if we simply cut
open the pineapple and tried a bit before buying it, but shoplifting laws and common sense
prevent us from doing this. We resort to taking a series of measurements — color, smell
and perhaps texture and weight — and use those measurements to estimate how pleasing
the taste of the pineapple will be.
This is an example of an inverse problem. We can consider the problem to have
two directions: the forward direction and the inverse direction. The forward direction in
this case consists of determining characteristics of the outside of the pineapple (color and
smell) judging by the taste. Generally, a ripe, tasty pineapple has a golden color, exudes
a mild pineapple aroma, and is firm to the touch. However, the inverse direction is not so
simple. Not every golden, fragrant, firm pineapple tastes pleasant. Even if the pineapple
has ripened, it may have been damaged during shipping without showing the damage on
the exterior.
A simple linear system also has forward and inverse directions. For reasonable values
of n, given an n× n matrix A and an n× 1 vector x with real entries, we can compute the
n× 1 vector b where
Ax = b
but if we are given A and b and asked to compute x, we face a harder problem. We don’t
even know if a solution x exists. If it does, it may not be unique. If we are searching for
x that describes some physical quantity, lack of uniqueness is a major problem because we
won’t know which solution is the true physical solution. Finally, even if A is invertible,
and we successfully compute a solution — which may be computationally intense — small
errors in b may lead to a bad approximation of x.
There is often no fixed definition of exactly which problem is the forward problem,
and which is the inverse problem. To illustrate this point we return to our linear system
example. If A is an invertible square matrix, we know that a unique solution x does in fact
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exist. We can contrast this with the more difficult problem of determining the operator A
from knowledge of x and b. For this pair of problems, the problem of determining A would
be considered the inverse problem, and the problem of determining x, the forward problem.
Scientific study of a physical system can be roughly divided into the following steps
[35].
1. Parameterization: characterize the system in terms of some minimal set of param-
eters (some observable, some not).
2. Forward modeling: Develop a model of the forward problem. That is, describe the
physical laws of the system in such a way that physical measurements of observable
parameters can be predicted given knowledge of system parameters.
3. Inverse modeling: Use actual measurements of observable parameters to infer sys-
tem parameters.
We will now return to optical tomography. We will first consider the first two steps
of the process outlined above, and then the inverse problem.
1.1.3.2 Model of the forward problem
In order to use light in a medium to locate inhomogeneities, we must first model
how light travels through the medium. Specifically, we would like to know the following.
Given a light source f on the boundary ∂Ω of a medium Ω, and also given the
absorption and scattering coefficients µa(x) and µs(x) for all x ∈ Ω, determine data g on
the boundary ∂Ω.
The composition of maps M2 ◦ M1 in Figure 1.2 describes the forward problem:
given f ∈ F and (µa(x), µs(x)) ∈ Q, find g ∈ Y .
The specific relationships and maps are most often described by the Boltzmann
transport equation, as in [2]:
(
1
c
∂
∂t
+ sˆ · ∇+ (µa + µs)(x)
)
φ(x, sˆ, t) = µs(x)
∫
Sn−1
Θ(sˆ·sˆ′)φ(x, sˆ′, t)dsˆ′+h(x, sˆ, t) (1.1)
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Figure 1.2: Spaces and mappings involved in an optical tomography model
where variables are given in Table 1.1. Equation (1.1) is derived in detail in [5]. While
Variable Definition
t time
x position vector
c velocity of light in the medium
Sn−1 unit sphere in Rn
sˆ unit vector in Sn−1
µs scattering coefficient
µa, also µ absorption coefficient
φ(x, sˆ, t) number of photons per unit volume at position x and time t in direction sˆ
Θ(sˆ · sˆ′) normalized phase function; probability of scattering from sˆ to sˆ′
h(x, sˆ, t) a source at position x in direction sˆ at time t
Table 1.1: Definitions of variables
widely cited for photon transport in tissue, the Boltzmann transport equation (also known
as the Equation of Radiative Transfer, or RTE) is computationally too expensive to be used
in practice. Many approximations have therefore evolved from the equation. Some models
are stochastic, including Monte Carlo methods and random walk theory, while others are
deterministic. In this thesis, we will consider only a deterministic model. The model we use
is known as the frequency-domain diffusion approximation to the RTE, and is obtained from
the RTE by expanding terms of the equation in spherical harmonics and keeping only the
lowest order terms [2]. Scattering is assumed to be isotropic, and for simplicity a new optical
parameter (based on the ones already defined) is introduced: the diffusion coefficient,
D =
1
3(µa + µ′s)
7
where µ′s = (1−Θ1)µs is the reduced scattering coefficient, and Θ1 is the mean scattering
cosine [30]. For a detailed derivation, see [30] and for a derivation as well as discussion of
the sufficiency of the diffusion approximation, see [2]. To move from the time-domain to
the frequency-domain diffusion equation, the Fourier transform is used, and the model is
then given by
−∇ ·D(x)∇u(x) + (µ+ ik)u(x) = h(x)
where k = ω/c is fixed. We have abbreviated µa with simply µ since the scattering coefficient
is not explicitly present in the model. There is also an associated boundary condition. In
the most general case, it is the Robin boundary condition:
(
D
∂u
∂ν
+ u
)∣∣∣∣
∂Ω
= f
where f is defined on ∂Ω. However, we will consider only Dirichlet and Neumann conditions,
which set the first and second terms to 0, respectively.
There is a noticeable discrepancy between the model we have described and an
experiment with a set-up similar to that described in Figure 1.1: our model is continuous,
while clearly there will only be a finite number of sources and detectors on the boundary of
a medium, and computations will actually be performed in a discrete setting as well. While
this point certainly deserves consideration, our work is justified for two reasons. First, to
fully understand and correctly model the discrete case, it is necessary to understand the
continuous case, because the physical characteristics of the medium are considered to be
continuous in general. Once we have a full description of the problem in the continuous
case, it will be possible to extend our results to the discrete case. Further, as technology
progresses, source-detector geometries will become more refined, and could tend toward the
continuous case. Thus it will be necessary to have a full understanding of the continuous
case, whether our experiment is discrete or continuous.
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1.1.3.3 Optical tomography as an inverse problem
Once we have established our forward model, the inverse problem is a reverse of the
forward problem, that is:
Given a source f on the boundary ∂Ω of a medium Ω, and also given the data g
on the boundary ∂Ω, find the absorption and scattering coefficients µa(x) and µs(x) for all
x ∈ Ω.
Thus the optical tomography inverse problem corresponds to the map M3 from the
space of data (Y ) to the space of optical parameters (Q) in Figure 1.2. For our particular
model, the problem is to determine the diffusion coefficient D and absorption coefficient µ
everywhere in Ω given a Dirichlet or Neumann boundary condition. The difficulty of this
inversion is the root of most problems inherent in optical tomography. We now describe the
drawbacks.
1.1.4 Drawbacks of optical tomography
There are several related difficulties inherent in optical tomography. As the mapping
from the optical parameters to the data on the boundary is nonlinear, its inversion is not
trivial. Also, the optical tomography inverse problem is notoriously ill-posed. The physical
reason for this is the dominance of scatter. In X-ray computed tomography, because there
is little scatter, the forward problem is a series of integrals along lines connecting source
and detector. In optical tomography, the dominance of scatter means that integrals are
now taken over all of Ω [16]. The dominance of scatter over absorption is also a problem,
because often the most interesting information (such as the oxygenation state of blood) is
contained in the absorption coefficient.
Because of the ill-posedness of the optical tomography inverse problem, it is widely
accepted that spatial resolution in optical tomography cannot compete with other imaging
methods such as MRI. Improvements in accuracy are required if optical tomography is going
to be a useful technique in clinics for most applications. There are promising directions of
research such as the use of prior anatomical information that are being pursued [16]. Use
9
Figure 1.3: Photon travel in diffuse optical imaging is dominated by scatter
of optical tomography in hybrid imaging, which pairs optical tomography with a technique
such as ultrasound, is also an area of development [9, 26], even if optical tomography does
not become a standard screening technique on its own. It should be noted that in [28], the
authors estimated that 85% of breast lesions are identifiable using optical mammography,
and suggested that improvement of specific techniques could improve these results.
1.2 Choice of source
One area that has not been looked at to our satisfaction in optical tomography is
how to mathematically tackle the ill-posedness of the problem. In this section, we present
an overview of our idea and approach.
1.2.1 Our research
Our research focuses on making the most out of a bad situation. The fact that
optical tomography is an ill-posed inverse problem cannot be changed; however, we can use
controllable aspects of the model, such as the light source on the boundary, to make the in-
version as well-posed as possible. There have been considerable technological developments
over the last decade. With the rapid advances of laser and computer technologies, it seems
to be in our best interest to exploit these technologies to their fullest capabilities.
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Along the way, we consider another issue that has not been satisfactorily addressed:
what spaces should be used when considering the diffusion approximation model for the
optical tomography problem? The Sobolev space H1/2(∂Ω) and its dual space H−1/2(∂Ω)
are the spaces that naturally correspond to the data and source respectively in the model
that we introduce in Chapter 2, but much of the literature reverts to the space L2(∂Ω). One
question we are considering is which of these spaces is most appropriate for the application.
1.2.2 Existing research in optical and electric impedance tomography
While there hasn’t been work into mathematically selecting the optimal source in
optical tomography in an abstract Hilbert space setting, there has been research into the
choice of a source that will improve reconstructions, particularly in an experimental setting.
For example, numerous groups have considered what wavelengths are optimal [4, 10, 34, 41].
Similar methods to ours have been tried by multiple groups for electrical impedance
tomography (EIT) for roughly two decades. Cheney, Isaacson, Gisser and Newell first dis-
cussed the concept of distinguishability in EIT [7, 17, 20] and also discussed the appropriate-
ness of different norms [6], a subject that we will consider in detail for optical tomography in
Chapters 4 and 5. Later, Ian Knowles [24, 25] used similar techniques, but rather than the
Neumann-to-Dirichlet mappings, he considered the mapping from the boundary (Neumann
condition) to the interior, the solution of the partial differential equation.
More recently, Jin, Khan, Maass and Pidcock considered in detail the effect of
the choice of function space on the optimal current selection in EIT [23], going as far as
reconstructing the image of the medium’s interior using a sparsity constraint in [22].
1.2.3 Outline of this thesis
In this thesis, we examine the effect of function spaces on the choice of optimal source
in optical tomography. We also make steps toward reconstruction using our methods. In
Chapter 2 we discuss the model we use and show well-posedness of the solution for both
Dirichlet and Neumann problems. Chapter 3 contains details of the mathematical structure
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of the spaces that we use in this thesis, and in Chapter 4 we explicitly calculate the adjoints
of the involved operators. Chapter 5 contains results from numerical computation of the
optimal source in several cases, and Chapter 6 outlines details about steps we’ve taken
toward reconstruction of images of the medium as well as a description of current and
future directions. Appendix A outlines steps toward analytical derivation of an optimal
source in a special case, and Appendix B describes a different version of the work done in
Chapters 3 and 4.
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Chapter 2
Model and Well-posedness
2.1 The model with Dirichlet boundary condition
Let Ω ⊂ IRn with n = 2, 3 be a bounded domain with C2 boundary ∂Ω. The diffusion
approximation to the equation of radiative transfer with Dirichlet boundary condition can
be written in the frequency domain case similarly to [2]:
−∇ ·D∇u+ (µ+ ik)u = h in Ω (2.1)
γ0u = u|∂Ω = g on ∂Ω, (2.2)
where k = ω/c is the imaginary wave number, ω is the frequency of laser modulation, a
constant for the rest of the paper, c is the speed of light and γ0 : H
1(Ω)→ H1/2(∂Ω) is the
Dirichlet trace map. Physically, we consider g to be the measurement of the photon density
on the boundary of the medium.
We further assume that D ∈ L∞(Ω) is the diffusion coefficient with 0 < D0 <
D(x) < D1 <∞ for positive real constants 0 < D0 < D1 and µ ∈ L∞(Ω) is the absorption
coefficient with 0 < µ(x) < µ1 < ∞ for positive real constant µ1. The resulting photon
density u then belongs to H1(Ω). We will denote the set of parameters by q = (D,µ). The
solution u is also expressed F
(k,q)
d (h, f).
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For the most part, we consider a specific case of this model, that is, when h = 0.
This gives us the homogeneous boundary value problem
−∇ ·D∇u+ (µ+ ik)u = 0 in Ω (2.3)
γ0u = u|∂Ω = g on ∂Ω. (2.4)
2.1.1 The Dirichlet weak formulation
It is important to remember, as we consider our models and the existence of their
solutions, that well-posed solutions may not exist in the classical sense: solutions may not
even be continuous, let alone differentiable. We must therefore consider the variational, or
“weak,” formulations for our models, and consider existence and uniqueness properties of
these weak solutions.
We first recall the set-up for a variational formulation [15, 33]. Let V and H be
Hilbert spaces over Ω with V ⊆ H, and let B be a Hilbert space over the boundary ∂Ω.
Let K be a scalar field. Define a surjection γ from V onto B. Let V0 ⊂ V be the kernel
of the mapping γ, and assume V0 is dense in H. Let the quotient map γ˜ : V/V0 → B be
norm-preserving.
Also, let aΩ : V × V → K and a∂Ω : B × B → K be continuous sesquilinear forms
into K and define
a[u, v] = aΩ[u, v] + a∂Ω[γ(u), γ(v)]
with u, v ∈ V .
Continuing, let h ∈ V ′0 and f ∈ B′ define linear functionals lh[v] and lf [v] and define
l[v] = lh[v] + lf [v].
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The abstract variational problem is to find u ∈ V such that
a[u, v] = l[v] (2.5)
for all v ∈ V .
Returning to our specific case, for us, H = L2(Ω) and V = H1(Ω). The mapping γ
is our trace mapping γ0 : H
1(Ω) → H1/2(∂Ω), which has kernel H10 (Ω) and is a surjection
by the Trace Theorem [38]. We show the norm preserving qualities of the resulting map
from the quotient space to H1/2(∂Ω) in Section 3.5.2, when we have developed the tools to
do so.
We define our sesquilinear form a(k,q)[u, v] : H1(Ω)×H1(Ω)→ C to be
a(k,q)[u, v] =
∫
Ω
D∇u · ∇v¯ + (µ+ ik)uv¯dx (2.6)
and will use it throughout this thesis. Thus, we seek u ∈ H1(Ω) such that
∫
Ω
D∇u · ∇v¯ + (µ+ ik)uv¯dx = l[v]
for all v ∈ H1(Ω), where the specific definition of l[v] will depend on whether we are
considering the Neumann or Dirichlet boundary condition. We first consider the Dirichlet
condition, and will later look at the Neumann condition.
For the boundary problem with Dirichlet boundary condition, we first note the
boundary value problem (2.1) – (2.2) can be converted into a homogeneous problem as
follows. Let z be defined by z = Eg, where the operator E : H1/2(∂Ω) → H1(Ω) is a
bounded linear extension operator such that E(g)|∂Ω = g. Such an operator exists by the
Inverse Trace Theorem [38]. We will see that the solution of the system itself is such an
operator later in this chapter.
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Define w = u− z. Then w satisfies
−∇ ·D∇w + (µ+ ik)w = h˜ in Ω (2.7)
w = 0 on ∂Ω. (2.8)
where h˜ = h − (−∇ ·D∇z + (µ + ik)z). To define this special case in light of the general
variational setting, let V = H10 (Ω), B = H
1/2(∂Ω), H = L2(∂Ω), and define l ∈ V ′ =
H−1(Ω) to be a continuous form on V0 = H10 (Ω) defined by
l[v] = lh˜[v] = 〈h˜, v〉H−1(Ω)×H10 (Ω) =
∫
Ω
h˜v¯dx. (2.9)
Because V = H10 (Ω), we have lf [v] = 0, and therefore l[v] = lh˜[v].
We use the notation 〈·, ·〉X for an inner product on the space X, and 〈·, ·〉X′×X to
denote the duality pairing. Then the variational problem for w ∈ H10 (Ω) corresponding to
equations (2.7) – (2.8) can be formulated as follows.
Find w ∈ H10 (Ω) such that
a(k,q)[w, v] = l[v] ∀v ∈ H10 (Ω), (2.10)
that is, find w ∈ H10 (Ω) such that
∫
Ω
D∇w · ∇v¯ + (µ+ ik)wv¯dx =
∫
Ω
h˜v¯dx ∀v ∈ H10 (Ω). (2.11)
The solution to the general problem with non-zero boundary condition is found by comput-
ing u = w + z.
2.1.2 Equivalence of H1(Ω) norms
We pause here to introduce the H1(Ω) inner product we will use throughout, and
to show its inherited norm’s equivalence to the standard H1(Ω) norm. The inner product
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we use is
〈u, v〉H1(Ω) =
∫
Ω
D∇u · ∇v + µuv¯dx, (2.12)
and we denote the inherited norm by || · ||H1(Ω). The standard H1(Ω) norm is defined by
|||u|||H1(Ω) =
∫
Ω
|∇u|2 + |u|2dx. (2.13)
Lemma 1. Let D,µ ∈ L∞(Ω) be a pair of real-valued functions that satisfy 0 < D0 <
D(x) < D1 and 0 < µ(x) < µ1 where 0 < D1, D0, µ1 <∞.
Then the norm ||| · |||H1(Ω) is equivalent to || · ||H1(Ω). That is,
cB
∫
Ω
|∇u|2 + |u|2dx ≤
∫
Ω
D|∇u|2 + µ|u|2dx ≤ CB
∫
Ω
|∇u|2 + |u|2dx (2.14)
where cB =
D0
1+diam2Ω
and CB = max{D1, µ1}.
Proof. Using cB as defined in the statement of the lemma, we can establish the first in-
equality:
cB
∫
Ω
|∇u|2 + |u|2dx ≤ cB
∫
Ω
(1 + diam2Ω)|∇u|2dx by Poincare’s Inequality
= D0
∫
Ω
|∇u|2dx
≤
∫
Ω
D|∇u|2dx
≤
∫
Ω
D|∇u|2 + µ|u|2dx.
For the second inequality,
∫
Ω
D|∇u|2 + µ|u|2dx ≤
∫
Ω
D1|∇u|2 + µ1|u|2dx
≤ max{D1, µ1}
∫
Ω
|∇u|2 + |u|2dx
= CB
∫
Ω
|∇u|2 + |u|2dx.
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Hence, the norms are equivalent.
2.1.3 Well-posedness of the Dirichlet problem
The well-posedness of the variational form of the boundary value problem (2.1) –
(2.2) depends on a known result called the Lax-Milgram Theorem. We use the Lax-Milgram
Theorem in the following proof. A statement of the theorem can be found in Section 3.1.
Theorem 1. Let k ≥ 0 be a real number, let h ∈ H−1(Ω), and let g ∈ H1/2(∂Ω). Let
(D,µ) be a pair of real-valued L∞(Ω) functions that satisfy for positive real constants D0,
D1, and µ1, 0 < D0 < D(x) < D1 and 0 < µ(x) < µ1.
Then the variational form of the boundary value problem (2.1) – (2.2) has a unique
solution u ∈ H1(Ω) with the estimate ‖u‖H1(Ω) ≤ CΩ (Cα,k + 1) ‖g‖H1/2(∂Ω).
Proof. Well-posedness was proved in [14]. The proof presented here is quite similar, with
the minor difference that the H1(Ω) inner product used throughout this thesis along with
its equivalence to the standard inner product shown in Lemma 1 is used.
We first show that a(k,q)[u, v] is continuous with respect to the norm for V = H1(Ω),
that is,
|a(k,q)[u, v]| ≤ 2(2α+ k)
c2B
‖u‖H1(Ω)‖v‖H1(Ω).
where α = max{D1, µ1}. This is a result of the following estimate,
|a(k,q)[u, v]| ≤ D1
∫
Ω
|∇u||∇v¯|dx+ |µ1 + ik|
∫
Ω
|u||v¯|dx (2.15)
≤ (2α+ k)
∫
Ω
(|∇u|+ |u|) (|∇v¯|+ |v¯|) dx
≤ 2(2α+ k)|||u|||H1(Ω)|||v|||H1(Ω)
≤ 2(2α+ k)
c2B
‖u‖H1(Ω)‖v‖H1(Ω)
where u, v ∈ H1(Ω).
18
We can also show that a(k,q)[u, v] is V -elliptic:
|a(k,q)[v, v]| ≥ |Re(a(k,q)[v, v])|
=
∫
Ω
D|∇v|2 + µ|v|2dx
= ‖v‖2H1(Ω).
It follows from these two estimates that there exists a unique solution w ∈ H10 (Ω)
for the modified Dirichlet problem by the theorem of Lax-Milgram, and we can conclude
that u = w + z ∈ H1(Ω) solves the Dirichlet problem in the weak sense. Additionally, by
the Lax-Milgram Theorem,
‖w‖ ≤ ‖h‖H−1 ≤ Cα,k‖z‖H1(Ω)
with Cα,k = 2
(2α+k)
c2B
. Since z = E(g), and E is bounded we also know
‖z‖H1(Ω) ≤ CΩ‖g‖H1/2(∂Ω)
where CΩ = ‖E‖ > 0. Combining the inequalities,
‖u‖H1(Ω) ≤ ‖w‖H1(Ω) + ‖z‖H1(Ω) ≤ CΩ‖g‖H1/2(∂Ω)(1 + Cα,k)
and uniqueness of the solution u follows.
2.2 The Neumann problem
2.2.1 The Dirichlet-to-Neumann map
We now define a Dirichlet-to-Neumann (DtN) map corresponding to the parameters
q = (D,µ) as follows. For g ∈ H1/2(∂Ω), let u ∈ H1(Ω) be the solution to the Dirichlet
boundary problem (2.3) – (2.4) given earlier. Let v be an arbitrary H1(Ω) function with
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some trace on the boundary, say g˜. The Dirichlet-to-Neumann map Λ−1D,µ : H
1/2(∂Ω) →
H−1/2(∂Ω) is given by
〈Λ−1D,µg, g˜〉H−1/2(∂Ω)×H1/2(∂Ω) = a(k,q)[u, v] =
∫
Ω
D∇u · ∇v + (µ+ ik)uv¯dx.
The Dirichlet-to-Neumann map is therefore characterized by
Λ−1D,µ : g 7→ D
∂u
∂ν
∣∣∣∣
∂Ω
.
2.2.2 The Neumann model
We are now prepared to introduce the boundary value problem with Neumann
boundary condition. Defining all variables as in the boundary value problem (2.1) – (2.2),
−∇ ·D∇u+ (µ+ ik)u = h in Ω (2.16)
γ1u = D
∂u
∂ν
∣∣∣∣
∂Ω
= f on ∂Ω, (2.17)
where f ∈ H−1/2(∂Ω) physically represents a light source on the boundary. As in the
problem with Dirichlet boundary condition, we will generally consider the case with homo-
geneous interior:
−∇ ·D∇u+ (µ+ ik)u = 0 in Ω (2.18)
γ1u = D
∂u
∂ν
∣∣∣∣
∂Ω
= f on ∂Ω, (2.19)
but introduce the variational form and show well-posedness of the forward problem for the
general case (2.16) – (2.17).
2.2.3 The weak formulation of the Neumann problem
The variational problem corresponding to the boundary value problem (2.16) –
(2.17) is to find u ∈ H1(Ω) such that for all v ∈ H1(Ω), the following variational equation
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is satisfied:
∫
Ω
D∇u ·∇v¯+ (µ+ ik)uv¯dx = 〈h, F (k,q)d (Lkv, 0)〉H−1(Ω)×H10 (Ω) + 〈f, γ0v〉H−1/2×H1/2 (2.20)
where for any w ∈ H1(Ω) and any κ ∈ R,
Lκw = −∇ ·D∇w + (µ+ iκ)w.
That is, we are searching for u ∈ V to solve (2.5) with our standard sesquilinear form
a(k,q)[u, v], the functionals lh[v] = 〈h, v〉H−1(Ω)×H10 (Ω) and lf [v] = 〈f, γ0v〉H−1/2×H1/2 , and
the following spaces: V = H1(Ω), B = H1/2(∂Ω), H = L2(∂Ω).
2.2.4 Well-posedness of the Neumann problem
As with the problem with Dirichlet boundary condition, the well-posedness of the
variational form of the boundary value problem (2.16) – (2.17) depends on the Lax-Milgram
Theorem, a result that we use in the following proof. A statement of the theorem can be
found in Section 3.1.
Theorem 2. Let k ≥ 0 be a real number and (h, f) ∈ H−1(Ω) × H−1/2(∂Ω). Let D,µ ∈
L∞(Ω) be a pair of real-valued functions that satisfy 0 < D0 < D(x) < D1 and 0 < µ(x) <
µ1 where 0 < D1, D0, µ1 <∞.
Then the variational form (2.20) of the boundary value problem (2.16) – (2.17) has
a unique solution with the estimate ‖u‖H1(Ω) ≤ ‖h‖H−1(Ω) + ‖f‖H−1/2(∂Ω).
Proof. The proofs for the continuity and ellipticity of the sesquilinear form a(k,q)[w, v] are
identical to those in the proof of the well-posedness for the Dirichlet problem.
It follows from the continuity and ellipticity of the sesquilinear form and the Lax-
Milgram Theorem that there exists a unique solution u ∈ H1(Ω) for the Neumann problem.
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Furthermore, the Lax-Milgram Theorem yields
‖u‖H1(Ω) ≤ ‖l‖H1(Ω)′
= ‖(h1, f)‖H1(Ω)′
= ‖h1‖H−1(Ω) + ‖f‖H−1/2(∂Ω).
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Chapter 3
Mathematical Formulation
In this chapter, we present the mathematical formulation of our problem, and explore
the necessary relationships between spaces that we will use in later chapters, as well as a
few that are not explicitly used, but that help present a complete mathematical picture of
the problem. Before introducing the mathematical formulation of the inverse problem using
the optimal source, we recall a few important theorems that are used both explicitly and
implicitly multiple times throughout the thesis.
3.1 Essential existing results
Suppose V and H are Hilbert spaces, and that V ↪→ H where the embedding is
represented by i. Further suppose that i is continuous, injective, and that im(i) is dense in
H. Finally, suppose that H is its own dual. Then we have a Gelfand triple, the structure
V ↪→ H ↪→ V ′
where the injection mappings are i : V → H and i′ : H = H ′ → V ′. The mapping i′ is also
continuous and injective, and its image is dense in V ′. As usual, V ′ denotes the dual space
(the set of all bounded linear functionals) on V . The mapping i′ is known as the “antidual
operator” of i [38], but is also known as the adjoint [27], or transpose. Because we use
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the term “adjoint” to describe the Hilbert adjoint operator in this thesis, we will use the
term “transpose” for this operator. We state the definition here. Suppose T : X → Y is a
bounded linear operator from the normed space X to the normed space Y . Let g be any
bounded functional on Y , and let f be the bounded linear functional on X such that
f(x) = g(Tx)
for all x ∈ X. It follows that g ∈ Y ′ and f ∈ X ′. Then the transpose of T , denoted T ′, is
defined by
(T ′g)(x) = f(x) = g(Tx)
where the definition holds for all g ∈ Y ′ along with the corresponding f ∈ X ′.
Because H1(Ω) ↪→ L2(Ω), H10 (Ω) ↪→ L2(Ω) and H1/2(∂Ω) ↪→ L2(∂Ω) all satisfy the
necessary properties of continuity, injectivity and density of i, it follows that each pair along
with the the duals of H1(Ω), H10 (Ω) and H
1/2(∂Ω) respectively forms a Gelfand triple.
The Lax-Milgram Theorem is a well-known theorem, found for example in [38], and
can be stated as follows.
The Lax-Milgram Theorem. Let H be a Hilbert space, and let a : H × H → C be a
continuous sesquilinear form. Then the form a may be represented as
a(x, y) = 〈Ax, y〉H
where A : H → H is uniquely determined by a and
||a|| = ||A||
where ||A|| denotes the standard operator norm on A, and ||a|| denotes the norm defined by
||a|| = sup
x,y∈H−{0}
|a(x, y)|
||x||||y|| ,
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the standard norm for bounded sesquilinear forms.
An immediate consequence of the Lax-Milgram Theorem, sometimes known as the
solution theorem, applies to weak formulations. Suppose we are given the equation Lx = f ,
f ∈ H ′ for which there exists the weak formulation
a(x, y) = 〈f, y〉H′×H for all y ∈ H.
Then there exist non-negative real numbers c1 and c2 [38] such that
||L|| ≤ c1 and ||L−1|| ≤ 1/c2.
The version of the Lax-Milgram Theorem given above coincides with a version of
the Riesz Representation Theorem for Hilbert spaces. We give one more version of the Riesz
Representation Theorem here. Both this version, and the version that coincides with the
Lax-Milgram Theorem, can be found in [27].
The Riesz Representation Theorem. Let H be a Hilbert space, and let f be a bounded
linear functional on f . Then there exists z ∈ H with z uniquely determined by f such that
f(x) = 〈x, z〉H
for all x ∈ H. Furthermore,
||z|| = ||f ||
where ||z|| denotes the norm inherited by the inner product in H, and ||f || is defined by
||f || = sup
||x||=1
|〈x, z〉H | .
Colloquially, this states that any bounded linear functional on a Hilbert space can
be represented as the inner product of elements of the space with one particular, uniquely
determined element of the space. This defines an isometric (anti-) isomorphism Φ : H → H∗
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that identifies an element with the functional that it represents. In the statement of the
theorem, for example,
Φ(z) = f.
We present one more important theorem before returning to our problem. There
are many theorems describing embeddings between Sobolev spaces; we present here a corol-
lary of the Rellich-Kondrachov Compactness Theorem that is particularly relevant to our
problem. This corollary can be found in [32].
A Sobolev Embedding Theorem. Let Ω be bounded and let ∂Ω be Ck+1. Then Hk+1(Ω)
is compactly embedded in Hk(Ω).
A thorough treatment of Sobolev embedding theorems is given in [1].
3.2 A minimax problem
We now return to the problem at hand. We first develop a mathematical formulation
of choosing the best source and applying it to solve the inverse problem. In the sections
that follow, we then turn to the necessary mathematics.
Suppose we have a medium whose interior we denote Ω, and we would like to obtain
an image of the optical properties in Ω. We use a model that combines the Dirichlet and
Neumann problems from Chapter 2.
−∇ ·D∇u+ (µ+ ik)u = 0 in Ω, (3.1)
γ1u = D
∂u
∂ν
= f on ∂Ω. (3.2)
As before, the measurement g is modeled as the photon density u at the boundary, that is,
u|∂Ω = γ0u = g. (3.3)
The source is given in the model by f , and is the Neumann condition, while the measurement
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is given by g, the Dirichlet condition. Hence, the source-to-measurement map is simply a
Neumann-to-Dirichlet map γ0F
(k,q+)
n (0, f) with unknown parameters q+ = (D+, µ+).
We can use this measurement to compare our guesses for the parameters, say q =
(D,µ), with the true parameters q+ = (D+, µ+). We simply compare the measurement
γ0F
(k,q+)
n (0, f) with the Neumann-to-Dirichlet map γ0F
(k,q)
n (0, f) using our guess for the
parameters. This leads to the expression
B(f, q) = γ0F
(k,q)
n (0, f)− γ0F (k,q
+)
n (0, f).
We can define a related expression using the solution on the interior rather than the Dirichlet
condition:
A(f, q) = F (k,q
+)
n (0, f)− F (k,q)d (0, γ0F (k,q
+)
n (0, f)).
If a norm is applied to each of these, in each case we have an expression for the
distinguishability of the two sets of parameters, our guess and the actual parameters. The
concept of distinguishability was introduced in the context of EIT in [6, 20]. The dis-
tinguishability between two sets of parameters in a model is some norm of the difference
between the data that the two sets of parameters provide. To be precise, suppose there
exist a set of parameters P1 and another set of parameters P2. Suppose the data resulting
from a measurement under parameters set P1 is given by Y1, and the data from P2, Y2.
Let || · ||Y denote some norm on the space containing the data. Then the distinguishability
under the norm || · ||Y for P1 and P2 is
‖Y1 − Y2‖Y .
In our case, we would like to maximize the distinguishability between the set of
actual parameters and our guess for the parameters with respect to the source, f . Thus,
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our first objective can be stated as finding f that achieves the following maximum:
max
f,‖f‖X=1
‖A(f)‖Y
or
max
f,‖f‖X=1
‖B(f)‖Z ,
where the result presumably depends upon the choice of the spaces X, Y and Z. We will
discuss the choice of inner product space in Section 3.3. First, we complete the formulation
by minimizing the above expressions with respect to the parameters q = (D,µ), in order
to achieve our goal of determining the optical parameters and thus constructing the image.
This gives us
min
q
max
f,‖f‖X=1
‖A(f, q)‖Y
or
min
q
max
f,‖f‖X=1
‖B(f, q)‖Z .
3.3 The choice of inner product
The natural spaces for our model are the Sobolev space H1/2(∂Ω) for the measure-
ment, its dual space H−1/2(∂Ω) for the source, and the Sobolev space H1(Ω) for the photon
density inside the medium. However, in the literature L2(Ω) is often used in place of H1(Ω),
and L2(∂Ω) is used in place of both H1/2(∂Ω) and H−1/2(∂Ω). There are primarily three
reasons for this. The first reason is that only partial information is gathered in the mea-
surements; therefore we do not truly have a measurement g ∈ H1/2(∂Ω), but a collection of
discrete measurements at the boundary. Secondly, the Sobolev spaces are more cumbersome
to use, and accompanied by more complicated inner products. Finally, the relationships
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that exist between these spaces, as outlined in Section 3.1, in particular the density of the
embeddings, also provides some justification.
However, it is important to consider whether this actually works in practice. In
this thesis, we therefore make steps to examine how the inner product chosen affects the
outcome, in a similar spirit to the work done in [23] for EIT.
3.4 Riesz representation of the sesquilinear form
Recall the PDE’s natural sesquilinear form a(k,q)[u, v]:
a(k,q)[u, v] =
∫
Ω
D∇u · ∇v¯ + (µ+ ik)uv¯dx.
This is the sesquilinear form we have used in our weak formulation; however, it is not an
inner product because
a(k,q)[u, v] 6= a(k,q)[v, u].
For an explicit example, take u = v = k = 1. Then we have
a(k,q)[u, v] =
∫
Ω
(µ+ i)dx
whereas
a(k,q)[v, u] =
∫
Ω
(µ+ i)dx
=
∫
Ω
(µ− i)dx
= a(k,q)[u, v]− 2i
6= a(k,q)[u, v].
In order to proceed, we must find a way to relate this sesquilinear form to an H1(Ω)
inner product. For ease, we consider the H1(Ω) inner product that was introduced in
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Chapter 2 and that coincides with a(k,q)[u, v] in the case k = 0. Recall that the inner
product is given by
〈u, v〉H1(Ω) =
∫
Ω
D∇u · ∇v + µuv¯dx.
Using the Riesz Representation Theorem for sesquilinear forms, we deduce that there exists
a unique, continuous bijection S : H1(Ω)→ H1(Ω) such that for any u, v ∈ H1(Ω),
a(k,q)[u, v] = 〈Su, v〉H1(Ω) = 〈u, S∗v〉H1(Ω). (3.4)
Claim 1. Su = F
(0,q)
n (Lku, γ1u). That is, Su = w where
−∇ ·D∇w + µw = −∇ ·D∇u+ (µ+ ik)u
γ1w = γ1u.
Proof. Let w = F
(0,q)
n (Lku, γ1u). Then, using an abstract version of Green’s formula [33]
twice, we have
〈w, v〉H1(Ω) =
∫
Ω
D (∇w) · (∇v¯) + µwv¯dx
=
∫
Ω
(L0w) v¯dx+ ∫
∂Ω
γ1wγ0v¯dS
=
∫
Ω
(
Lku
)
v¯dx+
∫
∂Ω
γ1uγ0v¯dS
=
∫
Ω
D (∇u) · (∇v¯) + (µ+ ik)uv¯dx
= a(k,q)[u, v].
Thus Su = w = F
(0,q)
n (Lku, γ1u).
We next compute the adjoint (also known as the “Hilbert adjoint”) of S, S∗. We
discuss adjoints at length in Chapter 4, but for now we simply state the definition. For a
bounded, linear operator T : H1 → H2 between Hilbert spaces H1 and H2, the (Hilbert)
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adjoint of T is called T ∗, and is the unique operator such that for all v ∈ H1 and u ∈ H2,
〈Tu, v〉H1 = 〈u, T ∗v〉H2 .
T ∗ is also bounded and linear as well.
Corollary 1. The adjoint of S is given by S∗v = F (0,q)n (L−kv, γ1v).
Proof. To prove that S∗v = F (0,q)n (L−kv, γ1v), let w˜ = F (0,q)n (L−kv, γ1v). Then
〈u, w˜〉H1(Ω) =
∫
Ω
D (∇u) · (∇ ¯˜w) + µu ¯˜wdx
=
∫
Ω
(L0 ¯˜w)udx+ ∫
∂Ω
γ1 ¯˜wγ0udS
=
∫
Ω
(
L0w˜
)
udx+
∫
∂Ω
γ1 ¯˜wγ0udS
=
∫
Ω
(
L−kv
)
udx+
∫
∂Ω
γ1v¯γ0udS
=
∫
Ω
(
Lkv¯
)
udx+
∫
∂Ω
γ1v¯γ0udS
= a(k,q)[u, v].
It follows from Claim 1, Corollary 1 and existence and uniqueness of solutions to
our problem that
S−1u = F kn (L0u, γ1u) (3.5)
and
S∗−1v = F−kn (L0v, γ1v). (3.6)
Corollary 2. Suppose u, v ∈ H1(Ω), f, f˜ ∈ H1/2(∂Ω), g ∈ H−1/2(∂Ω) and h ∈ H−1(Ω).
We have the following equalities:
γ1Su = γ1u = γ1S
∗u. (3.7)
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S∗F−kn (h, g) = F
0
n(h, g) = SF
k
n (h, g). (3.8)
〈S−1u, v〉H1(Ω) = 〈u, S∗−1v〉H1(Ω). (3.9)
〈Su, S∗−1v〉H1(Ω) = 〈u, v〉H1(Ω). (3.10)
We also have the following equivalences:
f = γ0S
−1(F 0d (0, f˜)) ⇐⇒ f˜ = γ0SF kd (0, f). (3.11)
f = γ0S
∗−1F 0d (0, f˜)) ⇐⇒ f˜ = γ0S∗F−kd (0, f). (3.12)
g = γ1SF
k
d (0, f) ⇐⇒ f = γ0S−1F 0n(0, g). (3.13)
g = γ1S
∗F−kd (0, f) ⇐⇒ f = γ0S∗−1F 0n(0, g). (3.14)
Proof. We prove each statement given in the corollary.
Proof of (3.7):
γ1Su = γ1F
0
n(Lku, γ1u) = γ1u
and
γ1S
∗u = γ1F 0n(L−ku, γ1u) = γ1u.
Proof of (3.8):
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Using (3.7) and the definitions of L−k and Lk,
S∗F−kn (h, g) = F
0
n(L−kF−kn (h, g), γ1F−kn (h, g)) = F 0n(h, g)
and
SF kn (h, g) = F
0
n(LkF kn (h, g), γ1F kn (h, g)) = F 0n(h, g).
Proof of (3.9): Using the existence properties for the Neumann boundary value problem,
we know there exists w such that w = S−1u, or equivalently, Sw = u. Similarly, there exists
r such that r = S∗−1v and v = S∗r. We know by the definitions of S and S∗ that
〈Sw, r〉H1(Ω) = 〈w, S∗r〉H1(Ω).
Therefore,
〈u, S∗−1v〉H1(Ω) = 〈S−1u, v〉H1(Ω).
It follows that (S∗)−1 = (S−1)∗. That is, the adjoint of the inverse of S is the inverse of
the adjoint of S.
Proof of (3.10):
〈Su, S∗−1v〉H1(Ω) = 〈u, S∗S∗−1v〉H1(Ω) = 〈u, v〉H1(Ω).
Proof of (3.11):
Suppose f = γ0S
−1F 0d (0, f˜). Let u˜ = F
0
d (0, f˜) and u = S
−1F 0d (0, f˜). Then we have
the following equations:
−∇ ·D∇u˜+ µu˜ = 0 in Ω (3.15)
γ0u˜ = f˜ on ∂Ω (3.16)
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and
−∇ ·D∇u+ (µ+ ik)u = 0 in Ω (3.17)
γ1u = γ1u˜ on ∂Ω (3.18)
γ0u = f on ∂Ω. (3.19)
Thus, f˜ = γ0u˜ = γ0Su = γ0SF
k
d (0, f).
Next, we assume that f˜ = γ0SF
k
d (0, f). Let u = F
k
d (0, f) and Su = u˜. Then we
have
−∇ ·D∇u+ (µ+ ik)u = 0 in Ω
γ0u = f on ∂Ω
and
−∇ ·D∇u˜+ µu˜ = 0 in Ω
γ1u˜ = γ1u on ∂Ω
γ0u˜ = f˜ on ∂Ω,
which is equivalent to the pair of systems described in (3.15) – (3.18). Thus
f = γ0S
−1F 0d (0, f˜).
Proof of (3.12): The proof of (3.12) is identical to the proof of (3.11), but with S replaced
by S∗, k replaced by −k and ik replaced by −ik.
Proof of (3.13): Suppose g = γ1SF
k
d (0, f). Let u = F
k
d (0, f) and w = Su. Then we have
−∇ ·D∇u+ (µ+ ik)u = 0 in Ω (3.20)
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γ0u = f on ∂Ω (3.21)
and
−∇ ·D∇w + µw = 0 in Ω (3.22)
γ1w = γ1u = g on ∂Ω. (3.23)
It then follows that
f = γ0u = γ0S
−1w = γ0S−1F 0n(0, g).
For the reverse direction, assuming that f = γ0S
−1F 0n(0, g) gives us the systems (3.20) –
(3.23) and the result follows.
Proof of (3.14): This follows from a proof that is identical to the proof of (3.13) with k
replaced by −k and S replaced by S∗.
3.4.1 Boundedness of S
The operator S is guaranteed to be bounded by the Riesz Representation Theorem,
but for completeness we show the boundedness explicitly. Let u ∈ H1(Ω). Then
||Su||H1(Ω) =
∫
Ω
D|∇Su|2 + µ|Su|2dx (3.24)
=
∫
Ω
D|∇u|2 + (µ+ ik)|u|2dx by definition of S (3.25)
≤ max{D1, |µ1 + ik|}
∫
Ω
|∇u|2 + |u|2dx by (2.15) (3.26)
≤ D0 max{D1, |µ1 + ik|}
1 + diam2Ω
||u||H1(Ω) by Lemma 1. (3.27)
Hence, S is bounded.
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3.4.2 The derivative of S
Suppose we perturb the parameters D and µ slightly. How does this affect the
operator S? This is the question we consider here.
Let D and µ be fixed, and let w = S(u). That is,
−∇ ·D∇w + µw = −∇ ·D∇u+ (µ+ ik)w in Ω (3.28)
γ1w = γ1u on ∂Ω. (3.29)
Consider a small perturbation to each of the parameters, δq = (δDD, δµµ). Then we have
the linearized problem, for some δw:
−∇ · (D + δDD)∇(w + δw) + (µ+ δµµ)(w + δw)
= −∇ · (D + δDD)∇u+ ((µ+ δµµ) + ik)u in Ω
(D + δDD)
∂(w + δw)
∂ν
= (D + δDD)
∂u
∂ν
on ∂Ω.
Using the fact that S(u) = w, that is, Equations (3.28) – (3.29) and neglecting second-order
terms, we can simplify this to
−∇ ·D∇δw −∇ · δDD∇w + µδw + δµµw = −∇ · δDD∇u+ δµµu in Ω
D
∂δw
∂ν
+ δDD
∂w
∂ν
= δDD
∂u
∂ν
on ∂Ω.
We replace the variable w with S(u). We also move unknown variables to the left and
known variables to the right to obtain
−∇ ·D∇δw + µδw = −∇ · δDD∇(u− S(u)) + δµµ(u− S(u)) in Ω
D
∂δw
∂ν
= δDD
∂(u− S(u))
∂ν
on ∂Ω.
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We can express this succinctly as
S′(q) = δw = F (0,q)n (L(0,δq)(u− S(u)), γδq1 (u− S(u)))
where the superscript on γ1 indicates the parameter used in the Neumann condition.
3.4.3 A generalization of S
We have defined an operator S that maps u ∈ H1(Ω) to w ∈ H1(Ω) such that, for
any v ∈ H1(Ω),
a(k,q)(u, v) = 〈w, v〉H1(Ω) = a(0,q)(w, v)
but we can generalize this. Suppose we have two sets of parameters, q1 = {D1, µ1} and
q2 = {D2, µ2}. Also assume that we have two values of k called k1 and k2. We will show
that there exists an operator S such that
a(k1,q1)(u, v) = a(k2,q2)(Su, v)
for all v ∈ H1(Ω).
We have just shown that there exists an operator S1 such that
a(k1,q1)(u, v) = a(0,q)(S1u, v)
for all v ∈ H1(Ω). We have also shown that there exists an operator S2 such that
a(0,q2)(w, v) = a(k2,q2)(S−12 w, v).
Let S0(u) = F
(0,q1)
n (L(0,q2)u, γq21 u), where superscripts indicate which parameters
are involved in the PDE. In other words,
−∇ ·D1∇S0u+ µ1S0u = −∇ ·D2∇u+ µ2u in Ω
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γq11 S0u = γ
q2
1 u on ∂Ω.
We will show that S0 satisfies
a(0,q2)(u, v) = a(0,q1)(S0u, v).
a(0,q2)(u, v) =
∫
Ω
D2∇u · ∇v + µ2uv¯
=
∫
Ω
(−∇ ·D2∇u+ µ2u) v¯dx+
∫
∂Ω
γq21 uγ0vdS
=
∫
Ω
(−∇ ·D1∇S0u+ µ1S0u) v¯dx+
∫
∂Ω
γq11 S0uγ0vdS
=
∫
Ω
D1∇S0u · ∇v + µ1S0uv¯
= a(0,q1)(S0u, v).
Thus, if we let Su = S−12 S0S1u we have
a(k1,q1)(u, v) = a(k2,q2)(Su, v)
and, after simplification, S can be explicitly written as
Su = F (k2,q2)n (L(k1,q1)u, γq11 u).
3.5 Decomposition of spaces with respect to the model
We now consider the structure of the space H1(Ω) and related spaces, such as the
dual space of H1(Ω). Throughout this section, when there is no confusion of meaning we
suppress any mention of the parameters in the notation. For example, we abbreviate the
expression
F (k,q)n (h, g)
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by the expression
F kn (h, g)
when no confusion will result.
Claim 2. When k = 0, we have the natural decomposition of H1(Ω) using the boundary
value problem (2.1) – (2.2) as follows:
H1(Ω) = H10 (Ω)⊕ pi0H1/2(∂Ω).
Proof. For any function u ∈ H1(Ω), the uniqueness of the solution for the Dirichlet problem
gives the decomposition
u = F kd (Lku, γ0u) (3.30)
= F kd (Lku, 0) + F kd (0, γ0u). (3.31)
For the k = 0 case this leads to the orthogonal decomposition, where u, v ∈ H1(Ω), which
we obtain using an abstract version of Green’s formula [33]:
〈F 0d (L0u, 0), F 0d (0, γ0v)〉H1(Ω) =
∫
∂Ω
γ0F
0
d (L0u, 0)γ1F 0d (0, γ0v)dS
+
∫
Ω
F 0d (L0u, 0)
(L0F 0d (0, γ0v)) dx
=
∫
∂Ω
0 · γ1F 0d (0, γ0v)dS +
∫
Ω
F 0d (L0u, 0) · 0dx
= 0.
This also means that we can express any u ∈ H1(Ω) uniquely as an ordered pair:
u =
(
F 0d (L0u, 0), F 0d (0, γ0u)
)
,
39
where the first element of the pair is in H10 (Ω) and the second is in H
1/2(∂Ω). That is,
H1(Ω) = H10 (Ω)⊗H1/2(∂Ω).
However, for k 6= 0 the decomposition is not orthogonal with respect to the H1(Ω)
inner product. We can only use the boundary value problem with k = 0 for the decompo-
sition described in (3.31) to have this orthogonal structure. In the next section we find a
way to relate the boundary value problem for general k to the orthogonal decomposition.
3.5.1 Decomposition when k 6= 0
Using the operator S, we can show that the decomposition just described is also
attainable in terms of the PDE with k 6= 0.
Claim 3. For any k ∈ R, we have the orthogonal decomposition
H1(Ω) = SpikH
1/2(∂Ω)⊕H10 (Ω).
Specifically, for any u ∈ H1(Ω), there exist u1 ∈ H1/2(∂Ω) and u2 ∈ H10 (Ω) with
u = SF kd (0, γ0u1) + F
k
d (Lku2, 0),
and 〈SF kd (0, γ0u1), F kd (Lku2, 0)〉H1(Ω) = 0.
Proof. Let
u1 = S
−1F 0d (0, γ0u)
and
u2 = u− F 0d (0, γ0u).
We show that u1, u2 satisfy our claim. From Equation (3.31) recall that for any u ∈ H1(Ω),
u = F 0d (L0u, 0) + F 0d (0, γ0u)
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and that this decomposition is orthogonal. We will show that
SF kd (0, γ0u1) = F
0
d (0, γ0u)
and
F kd (Lku2, 0) = F 0d (L0u, 0),
thus showing that our claimed decomposition is identical to the decomposition in terms of
the PDE with k = 0.
First,
SF kd (0, γ0u1) = SF
k
d (0, γ0S
−1F 0d (0, γ0u))
= SS−1F 0d (0, γ0u)
= F 0d (0, γ0u).
Also,
F kd (Lku2, 0) = F kd (Lk(u− F 0d (0, γ0u)), 0)
= F kd (Lk(F 0d (L0u, γ0u)− F 0d (0, γ0u)), 0)
= F kd (LkF 0d (L0u, 0), 0)
= F 0d (L0u, 0).
Hence, this decomposition is identical to the orthogonal decomposition in terms of the PDE
with k = 0, and is therefore an orthogonal decomposition.
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3.5.2 The space H1/2(∂Ω) and its dual space H−1/2(∂Ω)
We can use the H1(Ω) inner product to define an inner product on H1/2(∂Ω) as
follows, and have three equivalent formulations.
〈f, g〉H1/2(∂Ω) = 〈F 0d (0, f), F 0d (0, g)〉H1(Ω)
=
∫
∂Ω
γ1F
0
d (0, f)gdS
=
∫
∂Ω
fγ1F 0d (0, g)dS.
This mapping satisfies conjugate symmetry and linearity in the first argument because both
properties follow from the H1(Ω) inner product. The mapping is also positive definite.
Suppose f ∈ H1/2(∂Ω) with f = 0. Then F 0d (0, f) = 0, and consequently
〈f, f〉H1/2(∂Ω) = 〈F 0d (0, f), F 0d (0, f)〉H1(Ω) = 0.
Conversely, if f 6= 0, then 〈F 0d (0, f), F 0d (0, f)〉H1(Ω) > 0 because it is required for the H1(Ω)
inner product. Hence, the mapping we have defined is indeed an inner product.
Referring back to the discussion in Section 2.1.1, the definition of this inner product
allows us to satisfy the norm-preserving requirement of the mapping γ˜ : H1(Ω)/H10 (Ω) →
H1/2(∂Ω) induced by the trace map γ0. Because of the orthogonal decomposition of H
1(Ω),
for any u ∈ H1(Ω), we have u = u1 + u2 where u1 ∈ H10 (Ω) and γ0u2 = γ0u. Thus
||u||H1(Ω)/H10 (Ω) = ||u2||H1(Ω) = ||F
0
d (0, γ0u)||H1(Ω) = ||γ0u||H1/2(∂Ω).
Hence, the map from the quotient space H1(Ω)/H10 (Ω) to the boundary space H
1/2(∂Ω)
is norm-preserving under the norm inherited by the H1/2(∂Ω) inner product we have just
defined.
By the Sobolev Embedding Theorem, H1/2(∂Ω) is compactly embedded in L2(∂Ω)
which is embedded in H−1/2(∂Ω), the dual space of H1/2(∂Ω) [32]. It follows by the Riesz
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Representation Theorem that there exists an isomorphism j, which we will refer to as the
Riesz map, such that
〈f, g〉H−1/2(∂Ω)×H1/2(∂Ω) = 〈jf, g〉H1/2(∂Ω)
for any f ∈ H−1/2(∂Ω) and g ∈ H1/2(∂Ω).
We can show that the Riesz map j : H−1/2(∂Ω) → H1/2(∂Ω) and its inverse are
given by
jg = γ0F
0
n(0, g) and j
−1g = γ1F 0d (0, g).
Recall that the duality pairing 〈·, ·〉H−1/2(∂Ω)×H1/2(∂Ω) coincides with the L2(∂Ω) inner prod-
uct for all f ∈ L2(∂Ω). Thus, for f ∈ L2(∂Ω), we must have
〈f, g〉L2(∂Ω) = 〈jf, g〉H1/2(∂Ω)∫
∂Ω
fg¯dS =
∫
∂Ω
γ1F
0
d (0, jf)g¯dS
giving γ1F
0
d (0, jf) = f , or
jf = γ0F
0
n(0, f)
for any f ∈ L2(∂Ω). Because L2(∂Ω) is dense in H−1/2(∂Ω), however, we can conclude the
result for all f ∈ H−1/2(∂Ω). For any g ∈ H1/2(∂Ω), it also follows that j−1g = γ1F 0d (0, g).
We can define the H−1/2 inner product using the Riesz map j:
〈f, g〉H−1/2(∂Ω) = 〈jf, jg〉H1/2(∂Ω)
= 〈F 0d (0, γ0F 0n(0, f)), F 0d (0, γ0F 0n(0, g)〉H1(Ω)
= 〈F 0n(0, f), F 0n(0, g)〉H1(Ω)
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and have the following equivalent expressions for the inner product:
〈f, g〉H−1/2(∂Ω) = 〈F 0n(0, f), F 0n(0, g)〉H1(Ω)
= 〈f, γ0F 0n(0, g)〉H−1/2(∂Ω)×H1/2(∂Ω)
= 〈γ0F 0n(0, f), g〉H1/2(∂Ω)×H−1/2(∂Ω).
3.5.3 The space H10 (Ω) and its dual H
−1(Ω)
We use the H1(Ω) inner product as the H10 (Ω) inner product. We define H
−1(Ω) to
be the dual space H10 (Ω)
′, the space of all continuous linear functionals on H10 (Ω). We will
compute the Riesz map J : H−1(Ω) → H10 (Ω). Since L2(Ω) ⊆ H−1(Ω), for v ∈ L2(Ω) and
u ∈ H10 (Ω) we have
〈u, v〉L2(Ω) = 〈u, v〉H10 (Ω)×H−1(Ω) = 〈u, Jv〉H10 (Ω).
Then if we let z = Jv,
〈u, Jv〉H10 (Ω) =
∫
Ω
D(∇u) · (∇z¯) + µuz¯dx
=
∫
Ω
u(L0z¯)dx+
∫
∂Ω
γ0uγ1z¯dS
= 〈u,L0z〉L2(Ω).
Since this expression must be equal to 〈u, v〉L2(Ω) =
∫
Ω uv¯dx, we must have
−∇ ·D∇z + µz = v
γ0z = 0
where the boundary term comes from the fact that z = Jv ∈ H10 (Ω). That is,
J : H−1(Ω)→ H10 (Ω)
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v 7→ Jv = F 0d (v, 0)
and the inverse is given by
J−1 : H10 (Ω)→ H−1(Ω)
z 7→ J−1z = L0z = −∇ ·D∇z + µz.
Using our expression for the Riesz map, we can define an inner product on H−1(Ω).
For w, v ∈ H−1(Ω),
〈w, v〉H−1(Ω) = 〈Jw, Jv〉H10 (Ω) = 〈F
0
d (w, 0), F
0
d (v, 0)〉H10 (Ω).
3.5.4 The space H1(Ω) = H10 (Ω)⊗H1/2(∂Ω) and its dual
We have seen the orthogonal decomposition, H1(Ω) = H10 (Ω)⊗H1/2(∂Ω), and know
that we can identify any u ∈ H1(Ω) uniquely with the pair
u→ (F 0d (L0u, 0), γ0u) ∈ H10 (Ω)⊗H1/2(∂Ω)
because u = F 0d (L0u, 0) + F 0d (0, γ0u). Because of the orthogonality of the decomposition,
we can consider the inner product of any u, v ∈ H1(Ω) as follows:
〈u, v〉H1(Ω) = 〈F 0d (L0u, 0) + F 0d (0, γ0u), F 0d (L0v, 0) + F 0d (0, γ0v)〉H1(Ω)
= 〈F 0d (L0u, 0)F 0d (L0v, 0)〉H1(Ω) + 〈F 0d (0, γ0u), F 0d (0, γ0v)〉H1(Ω).
The dual space is therefore given by
H1(Ω)′ = H10 (Ω)
′ ⊗H1/2(∂Ω)′ = H−1(Ω)⊗H−1/2(∂Ω)
which allows us to define the norm and inner product for H1(Ω)′. Suppose (h, f), (h′, g) ∈
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H1(Ω)′. Then
〈(h, f), (h′, g)〉H1(Ω)′ = 〈h, h′〉H−1(Ω) + 〈f, g〉H−1/2(∂Ω)
= 〈F 0d (h, 0), F 0d (h′, 0)〉H1(Ω) + 〈F 0n(0, f), F 0n(0, g)〉H1(Ω)
= 〈F 0d (h, 0) + F 0n(0, f), F 0d (h′, 0) + F 0n(0, g)〉H1(Ω).
Thus
J (h, f) = F 0d (h, 0) + F 0n(0, f)
and its inverse is given by
J −1u = (L0u, γ1F 0d (0, γ0u)).
3.5.5 Norms inherited by inner products
Along with each inner product we have just defined, there is an inherited norm.
There is a simple, related way to define each of these norms using the decomposition of
H1(Ω). Recall that for any u ∈ H1(Ω),
u = F 0d (L0u, γ0u) = F 0d (L0u, 0) + F 0d (0, γ0u)
and that these two terms are orthogonal. Thus, if we denote the H1(Ω) norm by ‖ · ‖ we
have
‖u‖2 = 〈u, u〉H1(Ω)
= 〈F 0d (L0u, γ0u), F 0d (L0u, γ0u)〉H1(Ω)
= 〈F 0d (L0u, 0), F 0d (L0u, 0)〉H1(Ω) + 〈F 0d (0, γ0u), F 0d (0, γ0u)〉H1(Ω)
= ‖F 0d (L0u, 0)‖2 + ‖F 0d (0, γ0u)‖2.
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Then, if we define an H1/2(∂Ω) norm by
|||f |||H1/2(∂Ω) = inf
u∈H1(Ω),γ0u=f
‖u‖
we have
|||f |||2
H1/2(∂Ω)
= inf
u∈H1(Ω),γ0u=f
||u||2
= inf
u∈H1(Ω),γ0u=f
||F 0d (L0u, 0)||2 + ||F 0d (0, γ0u)||2
= inf
u∈H1(Ω),γ0u=f
||F 0d (L0u, 0)||2 + ||F 0d (0, f)||2.
The second term is fixed by f , and the first term is non-negative. Thus, if we can choose
u such that ‖F 0d (L0u, 0)‖ = 0, we will have achieved the infimum. Let u be the unique
solution to the boundary value problem
−∇ ·D∇u+ µu = 0 in Ω
γ0u = f on ∂Ω.
Then
‖F 0d (L0u, 0)‖ =
∫
Ω
D|∇u|2 + µ|u|2dx =
∫
Ω
(−∇ ·D∇u+ µu)u¯dx = 0.
Thus
|||f |||H1/2(∂Ω) = inf
u∈H1(Ω),γ0u=f
||u|| = ||F 0d (0, f)|| (3.32)
and this definition coincides with the definition of the H1/2(∂Ω) norm inherited by the inner
product we have defined.
We can derive the H10 (Ω) norm similarly. Define the H
1
0 (Ω) norm by
‖v‖H10 (Ω) = infu∈H1(Ω),L0v=L0u ‖u‖.
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Then, using the decomposition as above, we have
‖v‖2H10 (Ω) = infu∈H1(Ω),L0v=L0u ||u||
2
= inf
u∈H1(Ω),L0v=L0u
||F 0d (L0u, 0)||2 + ||F 0d (0, f)||2.
The first term is fixed. The second term, however, is 0 if we take u ∈ H10 (Ω). Thus, if we
take u such that
−∇ ·D∇u+ µu = −∇ ·D∇v + µv in Ω
γ0u = 0 on ∂Ω
we attain the infimum, and we have
‖v‖H10 (Ω) = ‖F
0
d (L0v, 0)‖H1(Ω).
Note, however, that this coincides with the H1(Ω) norm; that is,
‖v‖H10 (Ω) = ‖F
0
d (L0v, 0)‖H1(Ω) = ‖v‖H1(Ω),
which coincides with the norm we used for H10 (Ω) above.
For smooth functions u : Ω → R that have boundary condition u = f on ∂Ω, we
can also arrive at the H1/2(∂Ω) norm inherited by the inner product that we defined using
the Euler-Lagrange equation. Define
L(∇u(x), u(x), x) ≡ D(x)(∇u(x)) · (∇u(x)) + µ(x)u(x)2
and the energy functional ∫
Ω
L(∇u(x), u(x), x)dx,
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which is simply the norm inherited by our inner product on H1(Ω).
The energy functional has an extreme point only if the Euler-Lagrange equation is
satisfied. The Euler-Lagrange equation associated with the energy functional is
−∇ ·D∇u+ µu = 0 in Ω,
or in other words, L0u = 0. Adding in the boundary condition gives us
u = F 0d (0, f).
Thus, for smooth u : Ω→ R with γ0u = f , if a minimum of the functional
∫
Ω
L(∇u(x), u(x), x)dx = ||u||2H1(Ω)
exists, it is given when
u = F 0d (0, f),
and has the value ∥∥F 0d (0, f)∥∥2 ,
which corresponds to the norm inherited by the inner product we defined for f ∈ H1/2(∂Ω),
as in (3.32).
3.5.6 Relationship with the First Isomorphism Theorem
There is a relationship between the orthogonal decomposition of H1(Ω) in terms
of our boundary value problem and the First Isomorphism Theorem for groups. Note
that H1(Ω) and H1/2(∂Ω) are abelian groups under addition. Consider the trace mapping
γ0 : H
1(Ω) → H1/2(∂Ω). Because this mapping is linear, it is a homomorphism of groups,
and note that
Ker(γ0) = H
1
0 (Ω).
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We also know that γ0 is surjective because of the Trace Theorem. Thus, by the First
Isomorphism Theorem for groups [19], we have
H1(Ω)/H10 (Ω)
∼= Imγ0 = H1/2(∂Ω).
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Chapter 4
Calculation of Adjoints
Recall that we are seeking to maximize the norms of the following two operators
with respect to f :
A(f, q) = F (k,q
+)
n (0, f)− F (k,q)d (0, γ0F (k,q
+)
n (0, f))
and
B(f, q) = γ0F
(k,q)
n (0, f)− γ0F (k,q
+)
n (0, f).
However, neither of these operators is guaranteed to be self-adjoint or normal, one of which
is required for application of the spectral theorem. For clarity, we pause here to recall some
basic definitions.
4.1 The Hilbert adjoint
Let T : H1 → H2 be a bounded linear operator between Hilbert spaces H1 and H2.
By linear, we mean that for any x, y ∈ H1 and any scalars a and b,
T (ax+ by) = aT (x) + bT (y)
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and by bounded we mean that there exists a real number c such that
||Tx||H2 ≤ c||x||H1 for all x ∈ H1.
The adjoint (sometimes referred to as the Hilbert adjoint) T ∗ : H2 → H1 is the
unique bounded linear operator such that for all x ∈ H1 and all y ∈ H2,
〈Tx, y〉H1 = 〈x, T ∗y〉H2 .
We say that T is self-adjoint (or Hermitian) in the case that T ∗ = T , that is,
〈Tx, y〉H1 = 〈x, Ty〉H2 .
4.1.1 Adjoints of unbounded operators
The definition of the adjoint of a linear operator that we have given above requires
that the operator be bounded. This is, perhaps, the most well-known definition, but there
does exist a theory for unbounded operators which is necessarily more complicated. In
Section 4.3.2 we discuss the operator F
(k,q)
d (0, f) and determine its adjoint for each possible
pair of spaces. For two pairs, specifically when f ∈ L2(∂Ω), there is no guarantee that the
operator F
(k,q)
d (0, f) is bounded; hence, we must broaden our definition of the adjoint of
the operator to include the unbounded case.
While the results of the chapter do not ultimately depend on the unbounded versions
of the operator, for completeness we include their derivations. For this reason, we briefly
introduce the definition and required machinery of the adjoint of an unbounded operator
here.
Let T be a linear operator from a dense subset D(T ) of a Hilbert space H1 into a
Hilbert space H2. Let A denote the set of y ∈ H such that there exists y∗ ∈ H satisfying
〈Tx, y〉H2 = 〈x, y∗〉H1
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for all x ∈ D(T ).
Then for each y ∈ A the Hilbert-adjoint operator T ∗ is defined by
T ∗y = y∗,
and A is the domain of of T ∗. We will refer to it as D(T ∗).
We mention a few relevant properties here. For a more complete introduction, the
reader is referred to [27]. It turns out that T ∗ is linear. Furthermore, if T is an extension of
a linear operator T˜ that is also defined on some dense subset of H, then T˜ ∗ is an extension
of T ∗. Also, if D(T ∗) is dense in H, then T ∗∗ is an extension of T .
The notion of a self-adjoint linear operator is also a bit more complicated when the
operator may not be bounded. Using all the assumptions above, T is said to be symmetric
if
〈Tx, y〉H2 = 〈x, Ty〉H1 (4.1)
for all x, y ∈ D(T ). On the other hand, T is said to be self-adjoint if
T = T ∗.
Hence, every self-adjoint linear operator is symmetric. The converse, however, is
not true. It turns out that T is symmetric if and only if T ∗ is an extension of T . In the
case that T is symmetric and T ∗ is a proper extension of T , self-adjointness does not hold.
This brings us to the Hellinger-Toeplitz theorem [27]:
Theorem 3. If a linear operator T is defined on all of a complex Hilbert space H and
satisfies (4.1) for all x, y in H, then T is bounded.
Thus, an unbounded operator T cannot be symmetric on all of H. A bounded
operator is self-adjoint if and only if it is symmetric, and we therefore use the concepts
interchangeably in the bounded case.
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4.2 Self-adjoint alternatives to our operators
For a self-adjoint compact operator T on a Hilbert space, the spectral theorem
guarantees an orthonormal basis consisting of eigenvectors of T , and also states that each
eigenvalue is real [27]. We would like to employ the spectral theorem to aid us in the
maximization of the operators A and B; however, a major obstacle exists, since A and B
are not self-adjoint. As a substitute, we maximize A∗A and B∗B. Here, we justify use of
the operator T ∗T in place of a general bounded operator T on a Hilbert space V , and show
that maximization of T ∗T in place of T is valid.
First, we show that T ∗T is self-adjoint. Let u, v ∈ V where V is a Hilbert space,
and let T be an operator on V with adjoint T ∗. Using the definition of the adjoint of an
operator T , we have
〈T ∗Tu, v〉 = 〈Tu, Tv〉 = 〈u, T ∗Tv〉.
Hence T ∗T is self-adjoint.
Since T is bounded, its adjoint T ∗ is also bounded. The composition of a bounded
operator with a compact operator is compact; hence compactness of T ensures compactness
of T ∗T .
We now have that T ∗T is a compact, self-adjoint operator, as long as T is compact,
and we seek to prove that maximizing T ∗T is a justified alternative to maximizing T .
Suppose we have f with ||f || = 1 and ||T ∗Tf || ≥ ||T ∗Tg|| for all g with ||g|| = 1. Then we
know that ||T ∗Tf || = |λ|||f || = |λ| where λ is the dominant eigenvalue. Note that λ ≥ 0
because by the definition of an inner product, 〈Tf, Tf〉 ≥ 0 and
〈Tf, Tf〉 = 〈f, T ∗Tf〉 = 〈f, λf〉 = λ||f ||2 = λ = λ.
We then use the Schwarz inequality, again recalling that 〈Tg, Tg〉 > 0 by definition of the
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inner product:
〈Tg, Tg〉 = |〈Tg, Tg〉| = |〈g, T ∗Tg〉| ≤ ||g||||T ∗Tg||
= ||T ∗Tg||
≤ ||T ∗Tf ||
= λ
= 〈Tf, Tf〉
giving 〈Tg, Tg〉 ≤ 〈Tf, Tf〉. Hence, if f maximizes ||T ∗Tg|| over all g with ||g|| = 1, then
f maximizes ||Tg|| as well.
4.3 Basic adjoints
Now that we have determined that maximizing A∗A and B∗B in place of A and B
is justified, we must determine A∗ and B∗. These operators are formed by compositions
and linear combinations of simpler operators. We determine the adjoints of these simpler
operators here, and then move on to calculate A∗ and B∗ in Section 4.4. Many of the proofs
rely on the definitions of the Riesz maps as well as statements in Corollary 2. We often
use integration by parts where for correctness we should be using the weak formulation
and abstract Green’s formula. We choose to do this for readability where the outcome is
not affected. We also drop the superscript q when referring to the maps F
(k,q)
n (·, ·) and
F
(k,q)
d (·, ·) if only one set of parameters q is being used and confusion will not result.
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4.3.1 Computing (F kn (0, ·))∗
Lemma 2. For each pair of inner products, the adjoint of the operator F kn (0, f) : X → Y
is as follows:
(F kn (0, ·))∗v =

1. γ0F
−k
n (v, 0) X = L
2(∂Ω) Y = L2(Ω)
2. γ0S
∗−1v X = L2(∂Ω) Y = H1(Ω)
3. γ1F
0
d (0, γ0S
∗−1v) X = H−1/2(∂Ω) Y = H1(Ω)
4. γ1F
0
d (0, γ0F
−k
n (v, 0)) X = H
−1/2(∂Ω) Y = L2(Ω)
Proof. 1. Let h = γ0F
−k
n (v, 0). Then
〈F kn (0, f), v〉L2(Ω) = 〈F kn (0, f),L−kF−kn (v, 0)〉L2(Ω)
= a
(
F kn (0, f), F
−k
n (v, 0)
)
− 〈γ0F kn (0, f), γ1F−kn (v, 0)〉H1/2(∂Ω)×H−1/2(∂Ω)
= a
(
F kn (0, f), F
−k
n (v, 0)
)
= 〈SF kn (0, f), F−kn (v, 0)〉H1(Ω)
= 〈F 0n(0, f), F−kn (v, 0)〉H1(Ω)
= 〈f, γ0F−kn (v, 0)〉H−1/2(∂Ω)×H1/2(∂Ω)
= 〈f, γ0F−kn (v, 0)〉L2(∂Ω) for f ∈ L2(∂Ω).
2. Let h = γ0S
∗−1v. Then
〈F kn (0, f), v〉H1(Ω) = 〈SF kn (0, f), S∗−1v〉H1(Ω)
= 〈F 0n(0, f), S∗−1v〉H1(Ω)
= 〈f, γ0S∗−1v〉H−1/2(∂Ω)×H1/2(∂Ω)
= 〈f, h〉L2(∂Ω) for f ∈ L2(∂Ω).
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3. Let h = γ1F
0
d (0, γ0S
∗−1v)). Then
〈F kn (0, f), v〉H1(Ω) = 〈f, γ0S∗−1v〉H−1/2(∂Ω)×H1/2(∂Ω) from Part 2
= 〈F 0n(0, f), F 0d (0, γ0S∗−1v)〉H1(Ω)
= 〈F 0n(0, f), F 0n(0, F 0d (0, γ0S∗−1v))〉H1(Ω)
= 〈f, h〉H−1/2(∂Ω)).
4. Let h = γ1F
0
d (0, γ0F
−k
n (v, 0)). Then
〈F kn (0, f), v〉L2(Ω) = 〈f, γ0F−kn (v, 0)〉H−1/2(∂Ω)×H1/2(∂Ω) from Part 1
= 〈F 0n(0, f), F 0d (0, γ0F−kn (v, 0))〉H1(Ω)
= 〈f, h〉H−1/2(∂Ω).
4.3.2 Computing (F kd (0, ·))∗
Lemma 3. The adjoint of the operator F kd (0, g) : H
1/2(∂Ω)→ Y is as follows:
(F kd (0, ·))∗v =
 1. γ0S
∗F−kd (0, γ0S
∗−1v) Y = H1(Ω)
2. γ0S
∗F−kd (0, γ0F
−k
n (v, 0)) Y = L
2(Ω)
Proof. 1. Let h = γ0S
∗F−kd (0, γ0S
∗−1v). Then
〈F kd (0, g), v〉H1(Ω) = 〈SF kd (0, g), S∗−1v〉H1(Ω)
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= 〈γ1SF kd (0, g), γ0S∗−1v〉H−1/2(∂Ω)×H1/2(∂Ω)
= 〈γ1F kd (0, g), γ0S∗−1v〉H−1/2(∂Ω)×H1/2(∂Ω)
= a
(
F kd (0, g), F
−k
d (0, γ0S
∗−1v
)
(*)
= 〈F kd (0, g), S∗F−kd (0, γ0S∗−1v)〉H1(Ω)
= 〈g, γ1S∗F−kd (0, γ0S∗−1v)〉H1/2(∂Ω)×H−1/2(∂Ω)
= 〈F 0d (0, g), S∗F−kd (0, γ0S∗−1v)〉H1(Ω)
= 〈F 0d (0, g), F 0d (0, γ0S∗F−kd (0, γ0S∗−1v))〉H1(Ω)
= 〈g, h〉H1/2(∂Ω).
2. Let h = γ0S
∗F−kd (0, γ0F
−k
n (v, 0)).
〈F kd (0, g), v〉L2(Ω) = 〈F kd (0, g),L−kF−kn (v, 0)〉L2(Ω)
= a
(
F kd (0, g), F
−k
n (v, 0)
)
= 〈γ1F kd (0, g), γ0F−kn (v, 0)〉H−1/2(∂Ω)×H1/2(∂Ω)
= a
(
F kd (0, g), F
−k
d (0, F
−k
n (v, 0))
)
.
Now if we proceed with the same steps following (*) in Part 1, we find that
〈F kd (0, g), v〉L2(Ω) = 〈g, h〉H1/2(∂Ω).
The following cases are treated separately, because F kd (0, g) is not guaranteed to be
bounded if we take g ∈ L2(∂Ω). However, we can consider the restriction of F kd (0, g) to
g ∈ H1/2(∂Ω), which is a dense subset of L2(∂Ω), while using the L2(∂Ω) inner product. We
now have the required set-up for the adjoint of an unbounded linear operator; we must, of
course, use caution because
(
F kd (0, ·)
)∗
v may not be defined for all v ∈ L2(Ω) or v ∈ H1(Ω).
Refer back to Section 4.1.1 for the definition of the adjoint of an unbounded operator.
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Lemma 4. The adjoint of the operator F kd (0, g) : L
2(∂Ω)→ Y is as follows:
(F kd (0, ·))∗v =
 1. γ1F
−k
d (0, γ0F
−k
n (v, 0)) Y = L
2(Ω)
2. γ1F
−k
d (0, γ0S
∗−1v) Y = H1(Ω)
Note that 1 is defined for v such that γ1F
−k
d (0, γ0F
−k
n (v, 0)) ∈ L2(∂Ω) and 2 is defined for
v such that γ1F
−k
d (0, γ0S
∗−1v) ∈ L2(∂Ω).
Proof. 1. Let h = γ1F
−k
d (0, γ0F
−k
n (v, 0)) ∈ L2(∂Ω). Then
〈F kd (0, g), v〉L2(Ω) =
∫
Ω
F kd (0, g)
(
L−kF−kn (v, 0)
)
dx
=
∫
∂Ω
γ1F
k
d (0, g)γ0F
−k
n (v, 0)dS using int. by parts twice
=
∫
Ω
D∇F kd (0, g)∇F−kd (0, γ0F−kn (v, 0))
+ (µ+ ik)F kd (0, g)F
−k
d (0, γ0F
−k
n (v, 0))dx
=
∫
∂Ω
gγ1F
−k
d (0, γ0F
−k
n (v, 0))dS
= 〈g, h〉L2(∂Ω).
Note that (F kd (0, ·))∗ = γ1F−kd (0, γ0F−kn (v, 0)) can be more succinctly expressed as
(F kd (0, ·))∗ = −γ1F−kd (v, 0).
To see this, consider
(F kd (0, ·))∗ − (−γ1F−kd (v, 0)) = γ1F−kd (v, γ0F−kn (v, 0))
= γ1F
−k
n (v, 0) using uniqueness
= 0.
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2. From Lemma 3, we know that
〈F kd (0, g), v〉H1(Ω) = 〈g, γ0S−1(F 0d (0, γ0S∗−1v))〉H1/2(∂Ω).
It follows from the definition of the inverse Riesz map that
〈F kd (0, g), v〉H1(Ω) = 〈g, γ0S−1(F 0d (0, γ0S∗−1v))〉H1/2(Ω)
= 〈g, j−1γ0S−1(F 0d (0, γ0S∗−1v))〉L2(∂Ω)
= 〈g, γ1F−kd (0, γ0SF kd (0, γ0S−1F 0d (0, γ0S∗−1v)))〉L2(∂Ω)
= 〈g, γ1F−kd (0, γ0S∗−1v)〉L2(∂Ω),
where the inner product is valid only if γ1F
−k
d (0, γ0S
∗−1v) ∈ L2(∂Ω).
4.3.3 The Neumann-to-Dirichlet map
Lemma 5. For the Neumann-to-Dirichlet map, Λf = γ0F
k
n (0, f) : X → H1/2(∂Ω), the
adjoint is given by
Λ∗g =
 1. γ0S
∗−1F 0d (0, g) X = L
2(∂Ω)
2. γ1F
0
d (0, γ0S
∗−1F 0d (0, g)) X = H
−1/2(∂Ω)
If we consider Λf = γ0F
k
n (0, f) : X → L2(∂Ω), then the adjoint is given by
Λ∗g =
 3. γ0F
−k
n (0, g) X = L
2(∂Ω)
4. γ1F
0
d (0, γ0F
−k
n (0, g)) X = H
−1/2(∂Ω)
Proof. 1. Let h = γ0S
∗−1F 0d (0, g). Then
〈Λf, g〉H1/2(∂Ω) = 〈F 0d (0, γ0F kn (0, f)), F 0d (0, g)〉H1(Ω)
= 〈γ0F kn (0, f), γ1F 0d (0, g)〉H1/2(Ω)×H−1/2(Ω)
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= 〈γ0F kn (0, f), γ1S∗−1F 0d (0, g)〉H1/2(Ω)×H−1/2(Ω)
= a
(
F kn (0, f), S
∗−1F 0d (0, g)
)
= 〈f, γ0S∗−1F 0d (0, g)〉L2(∂Ω) if f ∈ L2(∂Ω).
2. Let h = γ1F
0
d (0, γ0S
∗−1F 0d (0, g)). Using Part 1,
〈Λf, g〉H1/2(∂Ω) = 〈f, γ0S∗−1F 0d (0, g)〉H−1/2(∂Ω)×H1/2(∂Ω)
= 〈F 0n(0, f), F 0d (0, γ0S∗−1F 0d (0, g))〉H1(Ω)
= 〈F 0n(0, f), F 0n(0, γ1F 0d (0, γ0S∗−1F 0d (0, g)))〉H1(Ω)
= 〈f, h〉H−1/2(Ω).
3. Let h = γ0F
−k
n (0, g).
〈Λf, g〉L2(∂Ω) =
∫
∂Ω
γ0F
k
n (0, f)gdS
=
∫
Ω
D∇F 0n(0, g)∇F kn (0, f) + µF 0n(0, g)F kn (0, f)dx
=
∫
Ω
D∇S∗−1F 0n(0, g)∇F 0n(0, f) + µS∗−1F 0n(0, g)F 0n(0, f)dx
=
∫
Ω
D∇F−kn (0, g)∇F 0n(0, f) + µF−kn (0, g)F 0n(0, f)dx
=
∫
∂Ω
fγ0F
−k
n (0, g)dS
= 〈f, h〉L2(∂Ω).
4. From Part 3 of this proof, we know that
〈γ0F kn (0, f), g〉L2(∂Ω) = 〈f, γ0F−kn (0, g)〉L2(∂Ω).
Since γ0F
−k
n (0, g) ∈ H1/2(∂Ω), we have that the L2(∂Ω) inner product here coincides
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with the duality pairing between H1/2(∂Ω) and H−1/2(∂Ω), giving us
〈γ0F kn (0, f), g〉L2(∂Ω) = 〈f, γ0F−kn (0, g)〉H−1/2(∂Ω)×H1/2(∂Ω).
Thus we can use the inverse Riesz map j−1 to obtain
〈γ0F kn (0, f), g〉L2(∂Ω) = 〈f, γ1F 0d (0, γ0F−kn (0, g))〉H−1/2(∂Ω).
Corollary 3. For the Dirichlet-to-Neumann map, Λ−1 : X → Y for X = H1/2(∂Ω), the
adjoint is given by
Λ−1∗g =
 1. γ0S
∗F−kd (0, g) Y = L
2(∂Ω)
2. γ0S
∗F−kd (0, γ0F
0
n(0, g)) Y = H
−1/2(∂Ω).
When X = L2(∂Ω), the adjoint of Λ−1f is given by
Λ−1∗g =
 3. γ1F
−k
d (0, g) Y = L
2(∂Ω)
4. γ1F
−k
d (0, γ0F
0
n(0, g)) Y = H
−1/2(∂Ω)
but in the case X = L2(∂Ω) we must use the definition of the adjoint corresponding to
unbounded operators.
Proof. By taking the inverses of each of the adjoints of the operator Λ in Lemma 5, we
obtain the adjoints for the inverse operator Λ−1.
4.3.4 The adjoint of the identity map
In this section we explicitly compute the adjoint of each identity map between
spaces with parameters q = (D,µ) and q+ = (D+, µ+). We use the superscript q+ to
denote operators relating to the boundary value problem with parameters q+. We use a
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subscript + on the label of an inner product when we are considering the inner product
using the q+ parameters.
Lemma 6. The adjoint of the identity map for each space can be summarized as follows,
where e−1/2 : H
−1/2
q+
(∂Ω) → H−1/2q (∂Ω), e1/2 : H1/2q+ (∂Ω) → H
1/2
q (∂Ω) and e : L2q(∂Ω) →
L2q+(∂Ω)
1. e∗−1/2g = γ
q+
1 F
(0,q+)
d (0, γ0F
(0,q)
n (0, g)).
2. e∗1/2g = γ0F
(0,q+)
n (0, γ1F
(0,q)
d (0, g)).
3. The adjoint of the identity map between L2(Ω) and L2(∂Ω) spaces is the identity map
itself.
Proof. 1. Let h = γq
+
1 F
(0,q+)
d (0, γ0F
(0,q)
n (0, g)).
〈e−1/2f, g〉H−1/2(∂Ω) = 〈F (0,q)n (0, f), F (0,q)n (0, g)〉H1(Ω)
= 〈f, γ0F (0,q)n (0, g)〉H−1/2(∂Ω)×H1/2(∂Ω)
= 〈F (0,q+)n (0, f), F (0,q
+)
d (0, γ0F
(0,q)
n (0, g))〉H1+(Ω)
= 〈F (0,q+)n (0, f), F (0,q
+)
n (0, γ
+
1 F
(0,q+)
d (0, γ0F
(0,q)
n (0, g)))〉H1+(Ω)
= 〈f, h〉
H
−1/2
+ (∂Ω)
.
2. Let h = γ0F
(0,q+)
n (0, γ1F
(0,q)
d (0, g)).
〈e1/2f, g〉H−1/2(∂Ω) = 〈F (0,q)d (0, f), F (0,q)d (0, g)〉H1(Ω)
= 〈f, γ1F (0,q)d (0, g)〉H−1/2(∂Ω)×H1/2(∂Ω)
= 〈F (0,q+)d (0, f), F (0,q
+)
n (0, γ1F
(0,q)
d (0, g))〉H1+(Ω)
= 〈F (0,q+)d (0, f), F (0,q
+)
d (0, γ0F
(0,q+)
n (0, γ1F
(0,q)
d (0, g)))〉H1+(Ω)
= 〈f, h〉
H
−1/2
+ (∂Ω)
.
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3. The L2(∂Ω) inner product does not depend on q, and similarly for the L2(Ω) inner
product. Hence the result.
4.3.5 Adjoints of embedding operators
Several spaces with which we have been working are subspaces of other spaces we
have encountered. Here we compute the adjoint of each of these embeddings. Most of the
following results will not be necessary to compute the adjoints of A and B, but we include
them for completeness.
Lemma 7. The adjoint I∗v of the embedding operator I : X → Y is given by
1. γ0F
0
n(0, v) for X = H
1/2(∂Ω), Y = L2(∂Ω)
2. γ0F
0
n(0, v) for X = L
2(∂Ω), Y = H−1/2(∂Ω)
3. γ0F
0
n(0, γ0F
0
n(0, v)) for X = H
1/2(∂Ω), Y = H−1/2(∂Ω)
4. F 0d (v, 0) for X = H
1
0 (Ω), Y = L
2(Ω)
5. F 0d (v, 0) for X = L
2(Ω), Y = H−1(Ω)
6. F 0d (F
0
d (v, 0), 0) for X = H
1
0 (Ω), Y = H
−1(Ω)
7. F 0n(v, 0) for X = H
1(Ω), Y = L2(Ω)
8. F 0d (h, 0) for X = L
2(Ω), Y = (H1(Ω))′ where v = (h, g) ∈ H1(Ω)′
9. F 0d (F
0
d (h, 0), γ0F
0
n(0, γ0F
0
n(0, g)) for X = H
1(Ω), Y = (H1(Ω))′ where
(h, g) ∈ (H1(Ω))′
10. F 0d (L0v, 0) for X = H10 (Ω), Y = H1(Ω)
11. (v, 0) for X = (H1(Ω))′, Y = H−1(Ω)
64
Proof. 1. X = H1/2(∂Ω), Y = L2(∂Ω). Let h = γ0F
0
n(0, g). Then
〈f, h〉H1/2(∂Ω) = 〈f, γ0F 0n(0, ·)〉H1/2(∂Ω)
= 〈f, γ1F 0d (0, h)〉L2(∂Ω)
= 〈f, γ1F 0d (0, γ0F 0n(0, g))〉L2(∂Ω)
= 〈f, g〉L2(∂Ω)
= 〈If, g〉L2(∂Ω).
Hence, I∗g = h = γ0F 0n(0, g).
2. X = L2(∂Ω), Y = H−1/2(∂Ω).
〈If, g〉H−1/2(∂Ω) = 〈f, g〉H−1/2(∂Ω)
= 〈f, γ0F 0n(0, g)〉L2(∂Ω).
Thus, I∗g = γ0F 0n(0, g).
3. X = H1/2(∂Ω), Y = H−1/2(∂Ω). Composing the embedding of H1/2(∂Ω) into L2(∂Ω)
(Part 1) with the embedding from L2(∂Ω) into H−1/2(∂Ω), we have
I∗g = γ0F 0n(0, γ0F
0
n(0, g)).
4. X = H10 (Ω), Y = L
2(Ω). Let w = F 0d (v, 0). Then
〈u,w〉H10 (Ω) = 〈u,L
0w〉H10 (Ω)×H−1(Ω)
= 〈u, v〉H10 (Ω)×H−1(Ω)
= 〈Iu, v〉L2(Ω) since v ∈ L2(Ω).
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5. X = L2(Ω), Y = H−1(Ω). For u ∈ L2(Ω),
〈Iu, v〉H−1(Ω) = 〈F 0d (u, 0), F 0d (v, 0)〉H1(Ω)
= 〈L0F 0d (u, 0), F 0d (v, 0)〉H−1(Ω)×H1(Ω)
= 〈u, F 0d (v, 0)〉H−1(Ω)×H1(Ω)
= 〈u, F 0d (v, 0)〉L2(Ω).
Hence I∗v = F 0d (v, 0).
6. For the embedding of X = H10 (Ω) into Y = H
−1(Ω), we can compose the previous
two embeddings to get
I∗v = F 0d (F
0
d (v, 0), 0).
7. X = H1(Ω), Y = L2(Ω). Let w = F 0n(v, 0). Then
〈u,w〉H1(Ω) = 〈u,L0w〉L2(Ω)
= 〈u, v〉L2(Ω).
Hence I∗v = w.
8. X = L2(Ω), Y = (H1(Ω))′. Let v = (h, g) ∈ H1(Ω)′. Since u ∈ L2(Ω),
〈Iu, v〉(H1(Ω)′ = 〈u, v〉(H1(Ω))′
= 〈(u, 0), (h, g)〉(H1(Ω))′
= 〈F 0d (u, 0), F 0d (h, 0)〉H1(Ω)
= 〈u, F 0d (h, 0)〉L2(Ω).
Hence I∗(h, g) = F 0d (h, 0).
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9. X = H1(Ω), Y = (H1(Ω))′. Using the decomposition of H1(Ω) in terms of H10 (Ω) and
H1/2(∂Ω), we can use Parts 3 and 6 to get the result.
10. X = H10 (Ω), Y = H
1(Ω).
〈Iu, v〉H1(Ω) = 〈Iu, v〉H1(Ω)
= 〈u,L0v〉L2(Ω)
= 〈u, F 0d (L0v, 0)〉H1(Ω).
Thus, for the embedding I : H10 (Ω)→ H1(Ω), I∗v = F 0d (L0v, 0).
11. X = (H1(Ω))′, Y = H−1(Ω). Suppose (h, g) ∈ (H1(Ω))′, and let w = (v, 0) ∈
(H1(Ω))′. Then
〈I(h, g), v〉H−1(Ω) = 〈F 0d (h, 0), F 0d (v, 0)〉H1(Ω)
= 〈F 0d (h, 0), F 0d (v, 0)〉H1(Ω) + 〈F 0n(0, g), 0〉H1(Ω)
= 〈(h, g), (v, 0)〉H1(Ω)′ .
Hence I∗v = (v, 0).
4.4 Operator adjoints
4.4.1 The operator A
We now have the tools to compute A∗ where A : X → Y is defined by
Ag = F (k,q)n (0, g)− F (k,q)d (0, γ0F (k,q
+)
n (0, g)).
67
Let A1 = F
(k,q)
n (0, g) and A2 = F
(k,q)
d (0, γ0F
(k,q+)
n (0, g)). We determine A∗ for all combina-
tions of X and Y .
Theorem 4. Let Gf = f − γ0F (−k,q
+)
n (0, γ1F
(−k,q)
d (0, f)). Then A
∗ is given by

1.Gγ0F
(−k,q)
n (v, 0) X = L2(∂Ω) Y = L2(Ω)
2.γ1F
(0,q)
d
(
0, Gγ0S
∗−1v
)
X = H−1/2(∂Ω) Y = H1(Ω)
3.Gγ0S
∗−1v X = L2(∂Ω) Y = H1(Ω)
4.γ1F
(0,q)
d
(
0, Gγ0F
(−k,q)
n (v, 0)
)
X = H−1/2(∂Ω) Y = L2(Ω)
Proof. Since A = A1 − A2, it follows that A∗ = A∗1 − A∗2. We use Lemmas 2, 3, 5 and 6 in
each of the following four proofs.
1. X = L2(∂Ω) and Y = L2(Ω).
A∗v = (F (k,q)n (0, ·))∗v − (F (k,q)d (0, e1/2γ0F (k,q
+)
n (0, ·)))∗v
= (F (k,q)n (0, ·))∗v − (γ0F (k,q
+)
n (0, ·))∗ ◦ e∗1/2 ◦ (F (k,q)d (0, ·))∗v
= γ0F
(−k,q)
n (v, 0)
− γ0S∗−1F (0,q
+)
d (0, ·) ◦ γ0F (0,q
+)
n (0, γ1F
(0,q)
d (0, ·)) ◦ γ0S∗F (−k,q)d (0, γ0F (−k,q)n (v, 0))
= γ0F
(−k,q)
n (v, 0)− γ0F (−k,q
+)
n (0, γ1F
(−k,q)
d (0, γ0F
(−k,q)
n (v, 0)))
=
(
I − γ0F (−k,q+)n (0, γ1F (−k,q)d (0, ·))
)
◦ γ0F (−k,q)n (v, 0)
= Gγ0F
(−k,q)
n (v, 0).
2. X = H−1/2(∂Ω), Y = H1(Ω). Similar to the previous case, we have
A∗v = A∗1v −A∗2v
= (F (k,q)n (0, ·))∗v − (F (k,q)d (0, e1/2γ0F (k,q
+)
n (0, e
−1
−1/2·)))∗v
= (F (k,q)n (0, ·))∗v − e∗−1−1/2 ◦ (γ0F (k,q
+)
n (0, ·))∗ ◦ e∗1/2 ◦ (F (k,q)d (0, ·))∗v
= γ1F
(0,q)
d (0, γ0S
∗−1v)
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− γ1F (0,q)d (0, γ0F (0,q
+)
n (0, ·)) ◦ γ1F (0,q
+)
d (0, γ0S
∗−1F (0,q
+)
d (0, ·))
◦ γ0F (0,q+)n (0, γ1F (0,q)d (0, ·)) ◦ γ0S∗F (−k,q)d (0, γ0S∗−1v)
= γ1F
(0,q)
d (0, γ0S
∗−1v)− γ1F (0,q)d (0, γ0F (−k,q
+)
n (0, γ1F
(−k,q)
d (0, γ0S
∗−1v)))
= γ1F
(0,q)
d (0, Gγ0S
∗−1v).
3. X = L2(∂Ω), Y = H1(Ω).
A∗v = (F (k,q)n (0, ·))∗v − (F (k,q)d (0, e1/2γ0F (k,q
+)
n (0, ·)))∗v
= (F (k,q)n (0, ·))∗v − (γ0F (k,q
+)
n (0, ·))∗ ◦ e∗1/2 ◦ (F (k,q)d (0, ·))∗v
= γ0S
∗−1v
− γ0S∗−1F (0,q
+)
d (0, ·) ◦ γ0F (0,q
+)
n (0, γ1F
(0,q)
d (0, ·)) ◦ γ0S∗F (−k,q)d (0, γ0S∗−1v)
= γ0S
∗−1v − γ0F (−k,q+)n (0, γ1F (−k,q)d (0, γ0S∗−1v))
= Gγ0S
∗−1v.
4. X = H−1/2(∂Ω), Y = L2(Ω).
A∗v = (F (k,q)n (0, ·))∗v − (F (k,q)d (0, e1/2γ0F (k,q
+)
n (0, e
−1
−1/2·)))∗v
= (F (k,q)n (0, ·))∗v − e∗−1−1/2 ◦ (γ0F (k,q
+)
n (0, ·))∗ ◦ e∗1/2 ◦ (F (k,q)d (0, ·))∗v
= γ1F
(0,q)
d (0, γ0F
(−k,q)
n (v, 0))
− γ1F (0,q)d (0, γ0F (0,q
+)
n (0, ·)) ◦ γ1F (0,q
+)
d (0, γ0S
∗−1F (0,q
+)
d (0, ·))
◦ γ0F (0,q+)n (0, γ1F (0,q)d (0, ·)) ◦ γ0S∗F (−k,q)d (0, γ0F (−k,q)n (v, 0))
= γ1F
(0,q)
d (0, γ0F
(−k,q)
n (v, 0))
− γ1F (0,q)d (0, γ0F (−k,q
+)
n (0, γ1F
(−k,q)
d (0, γ0F
(−k,q)
n (v, 0))))
= γ1F
(0,q)
d (0, Gγ0F
(−k,q)
n (v, 0)).
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4.4.2 The operator B
We will consider the operator B defined by
Bg = γ0F
k
n (0, g)− γ0F (k,q+)n (0, g)
and compute B∗.
Theorem 5. Suppose B maps g ∈ X to f ∈ Y . Define G˜f = γ0F−kn (0, f)−γ0F (−k,q+)n (0, f).
Then B∗f is given by

1.G˜f X = L2(∂Ω), Y = L2(∂Ω)
2.γ1F
(0,q)
d (0, G˜γ1F
(0,q)
d (0, f)) X = H
−1/2(∂Ω), Y = H1/2(∂Ω)
3.G˜γ1F
0
d (0, f) X = L
2(∂Ω), Y = H1/2(∂Ω)
4.γ1F
(0,q)
d (0, G˜f) X = H
−1/2(∂Ω), Y = L2(∂Ω)
Proof. Let I denote the embedding of H1/2(∂Ω) into L2(∂Ω).
1. X = L2(∂Ω), Y = L2(∂Ω). Using Lemmas 5 – 7,
B∗f =
(
Iγ0F
k
n (0, ·)− Ie1/2γ0F (k,q+)n (0, ·)
)∗
f
=
(
γ0F
k
n (0, ·)
)∗ ◦ I∗f − (Ie1/2γ0F (k,q+)n (0, ·))∗ f
=
(
γ0F
k
n (0, ·)
)∗ ◦ I∗f − (γ0F (k,q+)n (0, ·))∗ ◦ e∗1/2 ◦ I∗f
= γ0S
∗−1F (0,q)d (0, ·) ◦ γ0F (0,q)n (0, f)
− γ0S∗−1F (0,q
+)
d (0, ·) ◦ γ0F (0,q
+)
n (0, γ1F
(0,q)
d (0, ·)) ◦ γ0F (0,q)n (0, f)
= γ0F
(−k,q)
n (0, f)− γ0F (−k,q
+)
n (0, f)
= G˜f.
2. X = H−1/2(∂Ω), Y = H1/2(∂Ω). Using Lemmas 5 – 6,
B∗f =
(
γ0F
k
n (0, ·)− e1/2γ0F (k,q+)n (0, e−1−1/2(·))
)∗
f
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=
(
γ0F
k
n (0, ·)
)∗
f − e−1∗−1/2(·) ◦ γ0F (k,q+)n (0, ·) ◦ e∗1/2f
= γ1F
(0,q)
d (0, γ0S
∗−1F (0,q)d (0, f))
− γ1F (0,q)d (0, γ0F (0,q
+)
n (0, ·)) ◦ γ1F (0,q
+)
d (0, γ0S
∗−1F (0,q
+)
d (0, ·))
◦ γ0F (0,q+)n (0, γ1F (0,q)d (0, ·))f
= γ1F
(0,q)
d (0, γ0F
(−k,q)
n (0, γ1F
(0,q)
d (0, f)))
− γ1F (0,q)d (0, γ0F (−k,q
+)
n (0, γ1F
(0,q)
d (0, f)))
= γ1F
(0,q)
d (0, G˜γ1F
(0,q)
d (0, f)).
3. X = L2(∂Ω), Y = H1/2(∂Ω). Using Lemmas 5 – 6,
B∗f =
(
γ0F
k
n (0, ·)− e1/2γ0F (k,q+)n (0, ·)
)∗
f
=
(
γ0F
k
n (0, ·)
)∗
f −
(
e1/2γ0F
(k,q+)
n (0, ·)
)∗
f
= (γ0F
k
n (0, ·))∗f − (γ0F (k,q+)n (0, ·))∗ ◦ e∗1/2f
= γ0S
∗−1F 0d (0, f)− γ0S∗−1F (0,q
+)
d (0, ·) ◦ γ0F (0,q
+)
n (0, γ1F
(0,q)
d (0, f))
= γ0F
(−k,q)
n (0, γ1F
(0,q)
d (0, f))− γ0F (−k,q
+)
n (0, γ1F
(0,q)
d (0, f))
= G˜γ1F
(0,q)
d (0, f).
4. X = H−1/2(∂Ω), Y = L2(∂Ω). Using Lemmas 5 – 7 we obtain
B∗f =
(
Iγ0F
k
n (0, ·)− Iq
+
γ0F
(k,q+)
n (0, e
−1
−1/2(·))
)∗
f
=
(
γ0F
k
n (0, ·)
)∗ ◦ I∗f − (γ0F (k,q+)n (0, e−1−1/2(·)))∗ ◦ Iq+∗f
= (γ0F
k
n (0, ·))∗ ◦ I∗f − e−1∗−1/2(γ0F (k,q+)n (0, ·))∗ ◦ I∗f
= γ1F
(0,q)
d (0, γ0S
∗−1F (0,q)d (0, ·)) ◦ γ0F (0,q)n (0, f)
− γ1F (0,q)d (0, γ0F (0,q
+)
n (0, ·)) ◦ γ1F (0,q
+)
d (0, γ0S
∗−1F (0,q
+)
d (0, ·)) ◦ γ0F (0,q
+)
n (0, f)
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= γ1F
(0,q)
d (0, γ0F
(−k,q)
n (0, f))− γ1F (0,q)d (0, γ0F (−k,q
+)
n (0, f)
= γ1F
(0,q)
d (0, G˜f).
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Chapter 5
Maximization of Distinguishability
In our model, we are seeking f˜ such that
T f˜ = max
f,‖f‖=1
‖Tf‖
where T = A∗A or T = B∗B is a linear, self-adjoint operator on f . This will maximize
distinguishability of the parameters, aiding us in our reconstruction, the outer minimization
problem in our model.
This maximization is achieved if f is an eigenfunction corresponding to a dominant
eigenvalue of A. Therefore, our problem becomes, how do we find such an eigenfunction?
5.1 The Power Method
Suppose T is a bounded, self-adjoint linear operator on a Hilbert space H1, with
(possibly infinite) set of eigenvalues, {λ1, λ2, . . .}, that are ordered by decreasing magnitude,
that is, λi+1 ≤ λi for any i ∈ N, and assume λ1 > λ2. Let {f1, f2, . . .} be the corresponding
set of eigenfunctions. That is, for any i ∈ N, Tfi = λifi.
Let fˆ0 ∈ H1 be some non-zero linear combination of eigenfunctions of T . That is,
fˆ0 = c1f1 + c2f2 + · · ·
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and assume that c1 6= 0. Consider the following iteration. For n ∈ N let
fˆn+1 =
T fˆn
‖T fˆn‖
.
Then
lim
n→∞
∣∣∣fˆn∣∣∣ = |f1|‖f1‖ . (5.1)
That is, the sequence {fˆn} will converge in modulus to the normalized eigenvector corre-
sponding to the dominant eigenvector. This is called the Power Method, and is a widely
used technique in basic linear algebra for easily approximating the largest eigenvalue.
We prove Equation (5.1) here. Since T is a linear operator, and because of the
representation of fˆ0 in terms of the eigenfunctions of T we have
T fˆ0 = T (c1f1 + c2f2 + c3f3 + · · · )
= c1Tf1 + c2Tf2 + c3Tf3 + · · ·
= c1λ1f1 + c2λ2f2 + c3λ3f3 + · · ·
= λ1
(
c1f1 +
c2λ2
λ1
f2 +
c3λ3
λ1
f3 + · · ·
)
.
Thus
Tnfˆ0 = λ
n
1
(
c1f1 + c2
(
λ2
λ1
)n
f2 + c3
(
λ3
λ1
)n
f3 + · · ·
)
giving
|fˆn| =
∣∣∣∣∣ Tnfˆ0‖Tnfˆ0‖
∣∣∣∣∣
=
∣∣∣∣ λn1 (c1f1 + c2(λ2/λ1)nf2 + c3(λ3/λ1)nf3 + · · · )‖λn1 (c1f1 + c2(λ2/λ1)nf2 + c3(λ3/λ1)nf3 + · · · )‖
∣∣∣∣
=
∣∣∣∣λn1λn1
∣∣∣∣ | (c1f1 + c2(λ2/λ1)nf2 + c3(λ3/λ1)nf3 + · · · ) |‖(c1f1 + c2(λ2/λ1)nf2 + c3(λ3/λ1)nf3 + · · · )‖
=
| (c1f1 + c2(λ2/λ1)nf2 + c3(λ3/λ1)nf3 + · · · ) |
‖(c1f1 + c2(λ2/λ1)nf2 + c3(λ3/λ1)nf3 + · · · )‖ .
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Since the denominator is non-zero, and because λi/λ1 < 1 for any i > 1, we can apply the
limit to the magnitude and get
lim
n→∞ |fˆn| =
|f1|
‖f1‖ .
5.2 Implementation
In this section, we present numerical results on the optimal source obtained by
maximizing the discrepancy functionals introduced in Chapter 3. Our program is an imple-
mentation of the Power Method on the operator A∗A for each case presented in Theorem 4
and on the operator B∗B for each case presented in Theorem 5. We then compare the dif-
ferent cases in terms of how effective they will be in solving the optical tomography inverse
problem.
For ease, we label each inner product pair. These labels are given in Table 5.1.
Label Operator X Y
A1 A L2(∂Ω) L2(Ω)
A2 A L2(∂Ω) H1(Ω)
A3 A H−1/2(∂Ω) L2(Ω)
A4 A H−1/2(∂Ω) H1(Ω)
B1 B L2(∂Ω) L2(∂Ω)
B2 B L2(∂Ω) H1/2(∂Ω)
B3 B H−1/2(∂Ω) L2(∂Ω)
B4 B H−1/2(∂Ω) H1/2(∂Ω)
Table 5.1: The eight cases implemented
5.2.1 Numerical computation of optimal sources
We use test problems, which consist of a homogeneous background with small in-
clusions. The domain Ω is a disk of radius 4.3 cm with background diffusion coefficient
D0 = 5.5 cm
−1 and background absorption coefficient µ0 = 0.06 cm−1, which are represen-
tative values for soft tissues [2, 40]. The value of k is taken to be 106/299792458 [2].
We have tested the computation of the optimal source with a single inclusion at
different locations as well as with multiple inclusions. We have also varied the values of the
75
diffusion and absorption coefficients for the inclusions, using values both smaller and larger
than the background listed above.
We discretize both the Dirichlet and Neumann problems with the piecewise linear
finite element method. The domain is triangulated into a mesh with 4064 finite elements.
We have tried finer meshes and our simulations of the various cases reported in this article
seem stable with respect to the mesh parameter. All computations were performed in MAT-
LAB. The initial guess f0 for the optimal source is generated randomly, and we compute
500 iterations of the power method in each case, which is reasonable considering that the
convergence (in magnitude) in each case is rather fast, usually within 100 iterations.
Before we present the numerical results, we would like to comment on the compu-
tations involved in the algorithm. At each iteration, several forward problems are needed,
most of which are Dirichlet-to-Neumann or Neumann-to-Dirichlet maps. For all these cases,
each incurs two Neumann-to-Dirichlet operators involving q+, which can be accessed exper-
imentally. The remaining operators involve only q, and can be evaluated numerically.
Results from a single inclusion of radius 0.22 cm centered at a distance of 3.2 cm
away from the origin at an angle of 7pi/12 are shown in Figures 5.1 and 5.2. The diffusion
and absorption coefficients within the inclusion are each 11 times those in the background of
the medium. Predictably, the optimal source is localized on the part of the boundary closest
to the inclusion in all cases. However, it is evident that Case A4, where X = H
−1/2
q (∂Ω)
and Y = H1q (Ω), gives the sharpest localization if we consider the scale of the vertical axis
and quick decay to zero away from the inclusion.
Shown in Figure 5.3 are results when two inclusions are placed in the medium.
The first inclusion is centered at (0, 3.44) with radius 0.15 cm, and the second is centered
at (−2.58, 0) with radius 0.24 cm. The diffusion and absorption coefficients within the
inclusions are set to six times those in the medium. As in the single tumor case, the sources
are localized near the inclusions, and Case A4 shows shows a particularly sharp localization
near the tumor that is closest to the boundary, near pi/2.
Figure 5.3 illustrates the different tendencies of the different cases. Case A4, for
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Case A1 Case A2
Case A3 Case A4
Figure 5.1: Optimal sources for a single inclusion located near θ = 7pi/12 for A1-A4
example, picks up the tumor near the boundary quite sharply and neglects the other tumor
in comparison, whereas several of the other cases show very little difference in the heights
of the two peaks.
5.2.2 Comparison of different cases
While it is often evident by examining the graph that Case A4 gives the sharpest
localization, we present quantitative measures as well to support the observation. For each
value of θ on the boundary, 0 ≤ θ < 2pi, for which a value f(θ) is defined in the finite
element routine, we compute
p(θ) = |f(θ)|∫ 2pi
0 |f(θ)|dθ
.
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Case B1 Case B2
Case B3 Case B4
Figure 5.2: Optimal sources for a single inclusion located near θ = 7pi/12 for B1-B4
We then expect that the mean θ¯ of θ with p(θ) as the weight should be close to the angle
of the inclusion θˆ. For each case we compute
Err(θ¯) = |θ¯ − θˆ| =
∣∣∣∣∫ 2pi
0
θp(θ)dθ − θˆ
∣∣∣∣ .
In addition, we compute the variance in each case
var(θ) =
∫ 2pi
0
(θ − θ¯)2p(θ)dθ,
which gives us a sense of how sharp the localization is.
We have computed Err(θ¯) and var(θ) for the single inclusion from Figures 5.1 and
5.2 as well as for an inclusion of radius 0.215 cm centered at an angle of pi/3, 3.655 cm from
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the origin. The optical parameters within the inclusions for this case were six times those
in the background. The results are given in Table 5.2. As is evident from the figures, Case
A4 results in the lowest value for Err(θ¯) and for var(θ). For the majority of the single
inclusions near the boundary we have tried, the results were similar.
Case
7pi/12 pi/3
var(θ) Err(θ¯) var(θ) Err(θ¯)
A1 3.0748 1.0804 3.4043 1.8415
A2 2.9549 1.0072 3.3729 1.5432
A3 1.0664 0.2494 1.9675 0.6509
A4 0.1033 0.0041 0.3780 0.1001
B1 3.0411 1.0551 3.4213 1.7016
B2 3.0411 1.0551 3.4213 1.7016
B3 0.6087 0.1179 0.8730 0.2388
B4 0.6859 0.1565 0.9038 0.2040
Table 5.2: The localization of the source for inclusions centered at 7pi/12 and pi/3.
However, for inclusions located near the center of the medium, and thus far from
the boundary, Case A4 does not always give meaningful results. Case B4, where X =
H
−1/2
q (∂Ω) and Z = H
1/2
q (∂Ω), or Case B3, where X = H
−1/2
q (∂Ω) and Z = L2q(∂Ω), may
be preferable: while the optimal sources that result from inclusions on the boundary are not
as localized as in Case A4, they are often second and third best, and also give meaningful
results for inclusions closer to the center. In general, Cases A3, A4, B3 and B4, all of which
have X = H
−1/2
q (∂Ω), show much sharper peaks closest to tumors than do Cases A1, A2,
B1 and B2, all of which have X = L2q(∂Ω), suggesting that X = H
−1/2
q (∂Ω) is a better
choice than the alternative.
Figure 5.4 shows results from a simulation of an inclusion centered at (−2.25, 0)
with radius 0.23 cm. The diffusion and absorption coefficients in the inclusion are eleven
times those in the background. Note that Case A4 does not produce meaningful results.
All other cases resemble each other by peaking around θ = pi, but Cases A3, B3 and B4 are
perhaps the most promising, if we consider the vertical scale.
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Case A1 Case A2
Case A3 Case A4
Case B1 Case B2
Case B3 Case B4
Figure 5.3: Optimal sources for all cases with two inclusions, near θ = pi/2 and θ = pi on
the boundary
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Case A1 Case A2
Case A3 Case A4
Case B1 Case B2
Case B3 Case B4
Figure 5.4: Optimal sources for all cases for an inclusion at (−2.25, 0)
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Chapter 6
Current and Future Work
In this chapter we present some of the steps we have taken toward image recon-
struction, and discuss work we are planning to do in this direction as well as other future
directions.
6.1 Reconstructions
Once we have a strategy for dealing with the maximization part of our model, as
we have discussed in Chapter 5, we next need to develop a strategy for carrying out the
minimization with respect to the parameters. In the case of the operator A, we are searching
for the set of parameters q = (D,µ) that yields
min
q
max
||f ||=1
‖A(f, q)‖,
with an identical construction for B. We consider the maximization portion of the model
fixed at this point, giving us a fixed source f . For simplicity, let φ denote the measurement
φ = γ0F
(k,q+)
n (0, f). Then we can express the inner product selected in Chapter 5 as a
functional J :
J(q) =
∫
Ω
D
∣∣∣∇(F (k,q)n (0, f)− F (k,q)d (0, φ))∣∣∣2 + µ ∣∣∣F (k,q)n (0, f)− F (k,q)d (0, φ)∣∣∣2 dx.
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While there may be complex values for F
(k,q)
n (0, f) and F
(k,q)
d (0, φ), the value of J
will always be real and non-negative. If our guesses for D and µ are correct, we will have
F
(k,q)
n (0, f)− F (k,q)d (0, φ) = 0, and therefore J(q) = 0.
While there are many methods of searching for the minimum of a functional such
as ours, we use a conjugate gradient method that requires computation of the derivative of
J with respect to q. We compute the Gaˆteaux derivative of J in a similar manner to Ian
Knowles for the analogous discrepancy functional for EIT in [24]; Knowles mentions in [24]
that the derivative calculated for the EIT functional is also a Fre´chet derivative. In [22] the
authors explicitly show that the derivatives are indeed Fre´chet derivatives, and use Lp(Ω)
for the parameter space rather than L∞(Ω).
Analogous results for optical tomography have not yet been achieved. Here, we
proceed with an approach similar to Knowles: we compute the Gaˆteaux derivative of J .
We limit ourselves to the special case when k = 0. Computation of the more general case,
when k ≥ 0, requires further analysis.
We pause to consider the differentiability of the forward operators. These results
are similar to, for example, [14] where the Fre´chet derivative of the Dirichlet-to-Neumann
map with respect to the parameters is derived.
6.1.1 The gradients of F
(k,q)
n (0, f) and F
(k,q)
d (0, f)
We first compute the gradient of the solution operator for both Neumann and Dirich-
let problems. We compute δu, the change in u with respect to a perturbation of the pa-
rameters δq = (δDD, δµµ).
Consider the following PDE with boundary condition,
−∇ ·D∇u+ (µ+ ik)u = h in Ω (6.1)
D
∂u
∂n
= f on ∂Ω. (6.2)
Let δDD and δµµ represent small perturbations of D and µ respectively. Let u+ δu
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denote the solution to the PDE with the perturbed parameters. Then we have
−∇ · (D + δDD)∇(u+ δu) + (µ+ δµµ+ ik)(u+ δu) = h in Ω
(D + δDD)
∂(u+ δu)
∂n
= f on ∂Ω.
Using (6.1) – (6.2) and neglecting second-order terms gives the simplification
−∇ ·D∇δu+ (µ+ ik)δu = ∇ · δDD∇u− δµµu in Ω
D
∂δu
∂n
= −δDD∂u
∂n
on ∂Ω.
Using the weak formulation (or abstract Green’s formula) we can also express this as
a(k,q)(δu, v) = −a(0,δq)(u, v).
Thus the mapping from (δDD, δµµ) to δu is a special case of the generalization of the inverse
S operator. Often, it is assumed that δDD|∂Ω = δµµ|∂Ω = 0. In that case, we have
δu = F (k,q)n (L(0,δq)u, 0).
Now consider the same problem, but with Dirichlet condition:
−∇ ·D∇u+ (µ+ ik)u = h in Ω
u = g on ∂Ω.
Using the same notation as before, we have
−∇ · (D + δDD)∇(u+ δu) + (µ+ δµµ+ ik)(u+ δu) = h in Ω
u+ δu = g on ∂Ω
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which we can similarly simplify to
−∇ ·D∇δu+ (µ+ ik)δu = ∇ · δDD∇u− δµµu in Ω
δu = 0 on ∂Ω.
6.1.2 The derivative of J when k = 0
We calculate the gradient of the objective function J in the special case k = 0. The
calculations performed here are similar to those for EIT performed by Ian Knowles in [24].
Lemma 8. Let f ∈ H−1/2(∂Ω) and let φ = γ0F (0,q
+)
n (0, f). Assume q = (D,µ) satisfies all
properties defined in Chapter 2, and further assume that q ∈ DJ , where
DJ =
{
q| q − q+∣∣
∂Ω
= 0
}
.
Then the objective function J defined by
J(q) =
∫
Ω
D
∣∣∣∇(F (0,q)n (0, f)− F (0,q)d (0, φ))∣∣∣2 + µ ∣∣∣F (0,q)n (0, f)− F (0,q)d (0, φ)∣∣∣2 dx
is Gaˆteaux differentiable on DJ , and for h = (h1, h2) ∈ L∞(Ω) × L∞(Ω) with h1|∂Ω =
h2|∂Ω = 0,
J ′(q)[h] =
∫
Ω
h1
(∣∣∣∇F (0,q)d (0, φ)∣∣∣2 − ∣∣∣∇F (0,q)n (0, f)∣∣∣2)+h2(∣∣∣F (0,q)d (0, φ)∣∣∣2 − ∣∣∣F (0,q)n (0, f)∣∣∣2) .
Proof. Recall that, for u ∈ H1(Ω), L0u = −∇ ·D∇u + µu. By subtracting equations and
simplifying terms, we find
L0
(
F
(0,q+h)
d (0, φ)− F (0,q)d (0, φ)
)
= ∇ · h1∇F (0,q+h)d (0, φ)− h2F (0,q+h)d (0, φ). (6.3)
Then if we let Gd denote Green’s function for the homogeneous Dirichlet operator L0 on Ω,
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and Gn denote Green’s function for the analogous Neumann operator, we have
(
F
(0,q+h)
d (0, φ)− F (0,q)d (0, φ)
)
(x)
= 
∫
Ω
Gd(x, y)
(
∇ · h1∇F (0,q+h)d (0, φ)− h2F (0,q+h)d (0, φ)
)
dy (6.4)
and
(
F (0,q+h)n (0, f)− F (0,q)n (0, f)
)
(x)
= 
∫
Ω
Gn(x, y)
(
∇ · h1∇F (0,q+h)n (0, f)− h2F (0,q+h)n (0, f)
)
dy. (6.5)
It follows that
∇
(
F
(0,q+h)
d (0, φ)− F (0,q)d (0, φ)
)
(x)
= 
∫
Ω
∇xGd(x, y)
(
∇ · h1∇F (0,q+h)d (0, φ)− h2F (0,q+h)d (0, φ)
)
dy (6.6)
and
∇
(
F (0,q+h)n (0, f)− F (0,q)n (0, f)
)
(x)
= 
∫
Ω
∇xGn(x, y)
(
∇ · h1∇F (0,q+h)n (0, f)− h2F (0,q+h)n (0, f)
)
dy.
(6.7)
Then
J(q + h)− J(q)

=
∫
Ω
h1
∣∣∣∇(F (0,q+h)d (0, φ)− F (0,q+h)n (0, f))∣∣∣2 + h2 ∣∣∣F (0,q+h)d (0, φ)− F (0,q+h)n (0, f)∣∣∣2
+
1

〈
F
(0,q+h)
d (0, φ)− F (0,q)d (0, φ),
F
(0,q+h)
d (0, φ) + F
(0,q)
d (0, φ)− F (0,q+h)n (0, f)− F (0,q)n (0, f)
〉
H1(Ω)
− 1

〈
F (0,q+h)n (0, f)− F (0,q)n (0, f),
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F
(0,q+h)
d (0, φ) + F
(0,q)
d (0, φ)− F (0,q+h)n (0, f)− F (0,q)n (0, f)
〉
H1(Ω)
,
and using (6.4)–(6.7),
J(q + h)− J(q)

=
∫
Ω
h1
∣∣∣∇(F (0,q+h)d (0, φ)− F (0,q+h)n (0, f))∣∣∣2 + h2 ∣∣∣F (0,q+h)d (0, φ)− F (0,q+h)n (0, f)∣∣∣2
+
∫
Ω
(
∇ · h1∇F (0,q+h)d (0, φ)− h2F (0,q+h)d (0, φ)
)
×
(∫
Ω
D∇xGd(x, y) · ∇(F (0,q+h)d (0, φ) + F (0,q)d (0, φ)− F (0,q+h)n (0, f)− F (0,q)n (0, f))
+µGd(x, y)(F
(0,q+h)
d (0, φ) + F
(0,q)
d (0, φ)− F (0,q+h)n (0, f)− F (0,q)n (0, f))dxdy
)
−
∫
Ω
(
∇ · h1∇F (0,q+h)n (0, f)− h2F (0,q+h)n (0, f)
)
×
(∫
Ω
D∇xGn(x, y) · ∇(F (0,q+h)d (0, φ) + F (0,q)d (0, φ)− F (0,q+h)n (0, f)− F (0,q)n (0, f))
+µGn(x, y)(F
(0,q+h)
d (0, φ) + F
(0,q)
d (0, φ)− F (0,q+h)n (0, f)− F (0,q)n (0, f))dxdy
)
.
Let v = F
(0,q+h)
d (0, φ) + F
(0,q)
d (0, φ)− F (0,q+h)n (0, f)− F (0,q)n (0, f). Keeping y fixed
and integrating by parts, we use the fact that Gd(x, y) = 0 on the boundary to obtain
∫
Ω
D∇xGd(x, y) · ∇vdx =
∫
Ω
−∇ ·D∇vGd(x, y)dx+
∫
∂Ω
Gd(x, y)γ1vdS
=
∫
Ω
−∇ ·D∇vGd(x, y)dx+ 0
which leads to
∫
Ω
D∇xGd(x, y) · ∇v + µGd(x, y)vdx =
∫
Ω
−∇ ·D∇vGd(x, y) + µvGd(x, y)dx
= 
∫
Ω
Gd(x, y)
[
∇ · h1∇
(
(F
(0,q+h)
d (0, φ)− F (0,q+h)n (0, f)
)
−h2
(
(F
(0,q+h)
d (0, φ)− F (0,q+h)n (0, f)
)]
dx.
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Similarly, integration of the analogous terms for the Neumann solution results in
a zero boundary integral because of the homogeneous Neumann condition on the Green’s
function Gn(x, y). Thus,
∫
Ω
D∇xGn(x, y) · ∇v + µGn(x, y)vdx =
∫
Ω
v (−∇ ·D∇xGn(x, y) + µGn(x, y)) dx
= v(y).
Therefore,
lim
→0
J(q + h)− J(q)

=
∫
Ω
h1
∣∣∣∇(F (0,q)d (0, φ)− F (0,q)n (0, f))∣∣∣2 + h2 ∣∣∣F (0,q)d (0, φ)− F (0,q)n (0, f)∣∣∣2 dy
−
∫
Ω
(
∇ · h1∇F (0,q)n (0, f)− h2F (0,q)n (0, f)
)
(2F
(0,q)
d (0, φ)− 2F (0,q)n (0, f))dy
=
∫
Ω
h1
∣∣∣∇(F (0,q)d (0, φ)− F (0,q)n (0, f))∣∣∣2 + h2 ∣∣∣F (0,q)d (0, φ)− F (0,q)n (0, f)∣∣∣2 dy
+ 2
∫
Ω
h1∇F (0,q)n (0, f) · ∇(F (0,q)d (0, φ)− F (0,q)n (0, f))
+ h2F
(0,q)
n (0, f)(F
(0,q)
d (0, φ)− F (0,q)n (0, f))dy
=
∫
Ω
h1
(∣∣∣∇F (0,q)d (0, φ)∣∣∣2 − ∣∣∣∇F (0,q)n (0, f)∣∣∣2)+ h2(∣∣∣F (0,q)d (0, φ)∣∣∣2 − ∣∣∣F (0,q)n (0, f)∣∣∣2)
is the Gaˆteaux derivative J ′ of J .
We present some properties of J and its Gaˆteaux derivative J ′.
Lemma 9. The Gaˆteaux derivative of J ,
J ′(q) =
∫
Ω
h1
(∣∣∣∇F (0,q)d (0, φ)∣∣∣2 − ∣∣∣∇F (0,q)n (0, f)∣∣∣2)+ h2(∣∣∣F (0,q)d (0, φ)∣∣∣2 − ∣∣∣F (0,q)n (0, f)∣∣∣2) ,
is bounded.
Proof. Let || · ||∞ denote the norm defined by ||f || = supx∈Ω f where f ∈ L∞(Ω). For
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h = (h1, h2), we use the norm
||h||max = max {||h1||∞, ||h2||∞} .
Then
∣∣J ′(q)[h]∣∣ = ∣∣∣∣∫
Ω
h1
(∣∣∣∇F (0,q)d (0, φ)∣∣∣2 − ∣∣∣∇F (0,q)n (0, f)∣∣∣2)
+h2
(∣∣∣F (0,q)d (0, φ)∣∣∣2 − ∣∣∣F (0,q)n (0, f)∣∣∣2) dx∣∣∣∣
≤
∫
Ω
||h1||∞
(∣∣∣∇F (0,q)d (0, φ)∣∣∣2 + ∣∣∣∇F (0,q)n (0, f)∣∣∣2)
+ ||h2||∞
(∣∣∣F (0,q)d (0, φ)∣∣∣2 + ∣∣∣F (0,q)n (0, f)∣∣∣2) dx
≤ ||h||max
∫
Ω
(∣∣∣∇F (0,q)d (0, φ)∣∣∣2 + ∣∣∣F (0,q)d (0, φ)∣∣∣2)
+
(∣∣∣∇F (0,q)n (0, f)∣∣∣2 + ∣∣∣F (0,q)n (0, f)∣∣∣2) dx
= ||h||max
(
|||F (0,q)d (0, φ)|||2H1(Ω) + |||F (0,q)n (0, f)|||2H1(Ω)
)
where ||| · |||H1(Ω) denotes the standard H1(Ω) norm (with D and µ each set to the constant
function 1 on Ω). Then, recalling Lemma 1, and using cB as defined in the lemma, we have
∣∣J ′(q)[h]∣∣ ≤ ||h||max
cB
(
||F (0,q)d (0, φ)||2H1(Ω) + ||F (0,q)n (0, f)||2H1(Ω)
)
.
Hence J ′(q)[h] is bounded.
In order for the derivative J ′(q)[h] to be useful, J(q) itself must satisfy some basic
properties. We next show that the minimum value of J(q) is zero, and that its occurrence
is unique with respect to q.
Lemma 10. For q ∈ DJ ,
a) J(q) ≥ 0
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b) J(q) = 0 if q = q+.
Proof. For the proof of (a), it is clear that J(q) ≥ 0, as it is a norm induced by the H1(Ω)
inner product. For (b), assume q = q+. Then we have
F
(0,q)
d (0, φ) = F
(0,q)
d (0, γ0F
(0,q+)
n (0, f))
= F
(0,q)
d (0, γ0F
(0,q)
n (0, f))
= F (0,q)n (0, f)
which gives ∫
Ω
∣∣∣∇(F (0,q)n (0, f)− F (0,q)d (0, φ))∣∣∣2 dx = 0
and ∫
Ω
µ
∣∣∣F (0,q)n (0, f)− F (0,q)d (0, φ)∣∣∣2 dx = 0.
Therefore J(q) = 0 if q = q+.
6.1.3 Algorithm and results
We use an analogous algorithm developed for EIT in [22]. The algorithm is modified
from the EIT case to reconstruct both parameters D and µ; however, if k = 0, both
parameters cannot be simultaneously reconstructed. Since we only have an expression for
J ′(q) in the case k = 0, for now we limit our reconstructions to D alone. The algorithm is
outlined in Table 6.1. For the reconstructions we present in this thesis, δµ = 0.
Much of the theoretical work behind the reconstruction algorithm has yet to be
done for optical tomography. Because optimal source selection for some of the pairs of
spaces – in particular Sobolev spaces – show sensitivity to changes in k, we believe that the
reconstructions for the special case k = 0 are not representative of the full reconstructions
with k > 0. However, to get a sense of the potential application of the work that we have
done, we present a few examples.
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1. Set δq0 = 0
2. for k = 1, . . . ,M do
3. Compute first Neig optimal sources for δq
k
4. Simulate experimental data
5. Set δqk,1 = δqk−1
6. for j = 1, . . . , N do
7. Compute qk,j = q0 + δq
k,j
8. Compute the gradient J ′(qk,j)
9. Compute the smoothed gradient J ′s(qk,j)
10. Determine step size sk,j
11. Update inhomogeneity by δqk,j+1 = δqk,j + sk,jJ ′s(qk,j)
12. Threshold δqk,j+1 by Ssk,jα(δq
k,j+1)
13. Check stopping criterion
14. end for
15. Set δqk = δqk,N
16. end for
17. output approximate minimizer δq
Table 6.1: The reconstruction algorithm, with q = (D,µ) and δq = (δD, δµ).
In both examples, the reconstruction algorithm was run for 400 iterations. For each
example, we compared the results of the program using the optimal source calculated for
one pair of spaces with the result of the reconstruction algorithm using a random source
generated in MATLAB. The optimal source was found by running the first part of the
algorithm, the Power Method, for 200 iterations. Simulations we have tried have suggested
that in future work, it will be important to check convergence of the Power Method before
proceeding with the reconstruction. Choosing an incorrect optimal source if the Power
Method fails to converge before the program moves on to the reconstruction led to very
poor results.
Our first reconstruction is of a single inclusion near the boundary at θ = 0. The sim-
ulated inclusion after discretization appears in Figure 6.1. After 400 iterations, we achieve
the reconstruction in Figure 6.2 using a randomly generated source, and the reconstruction
in Figure 6.3 using a source obtained by first running the Power Method for 200 iterations.
For the reconstruction shown in Figure 6.3, we use a source consisting of a linear combina-
tion of the first five dominant eigenvectors, each weighted by its corresponding eigenvalue.
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Figure 6.1: The value of D in the medium. An inclusion is placed near θ = 0
Figure 6.2: A random starting source and reconstruction of δD from Figure 6.1
While the random starting source actually yields a larger value for δD, computing
the optimal source for Case A1 before reconstructing yields a cleaner representation of δD.
Our second reconstruction is of two inclusions near the boundary at θ = 0 and
θ = pi/2. The simulated inclusion after discretization appeared as in Figure 6.4. After 400
iterations, we achieve the reconstruction shown in Figure 6.5 using a randomly generated
source, and the reconstruction in Figure 6.6 using a source obtained by running the Power
Method for 200 iterations.
The reconstructions presented here are preliminary, and will require further research.
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Figure 6.3: A computed optimal source for Case A1, reconstruction of δD from Figure 6.1
Figure 6.4: The value of D in the medium. Inclusions are placed near θ = 0 and θ = pi/2.
In order to reconstruct both parameters, we will need to determine the gradient of J for
k > 0. However, even at this early stage, it is apparent that determining an optimal source
before attempting a reconstruction helps in the clarity of the reconstruction. Starting a
reconstruction with a random source rather than an optimal one as determined by the
power method leads to artifacts and a poorer estimation of the shape of an inclusion. In
the reconstruction with two tumors we show here, one positive aspect of the reconstruction
with a random starting source is that the two tumors are not joined, whereas in the optimal
source case, they are connected. However, all other aspects of the reconstructions suggest
that starting with an optimal source is preferable.
In general, starting with an optimal source compared to a random source when
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Figure 6.5: A random starting source, and reconstruction of δD in Figure 6.4
Figure 6.6: A computed optimal source for Case B1 and reconstruction of δD in Figure 6.4
attempting the reconstruction seems superior. However, if the power method does not
converge, and a reconstruction is attempted using the source that results from the power
method, the reconstruction seems very poor. Therefore, requiring convergence of the power
method before proceeding with the reconstruction may be advisable in future work with
the inverse problem.
6.2 Future work
As is evident from the incompleteness of this chapter, there is much work to be
done on combining the maximization of distinguishability with reconstruction of the optical
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parameters. We are working on incorporating the selection of optimal source with a full
reconstruction of the inhomogeneities δD and δµ for the case k > 0, and describing this
process in a complete and rigorous manner. One type of regularization that we believe is
appropriate for the reconstruction is the addition of a sparsity constraint. The addition of a
sparsity constraint in optical tomography has not been explored, with or without selection
of optimal source, and this will be an exciting direction to pursue.
A related question that we are only beginning to consider is how to best deal with
the minimax problem. At this point, we select the optimal source, thus achieving the inner
maximization, and then move on to solve the minimization. We would like to look into
more sophisticated methods of working with a minimax problem in this context.
Another part of the model that we have barely considered is the controllability of
k. At this point, we assume k is fixed and proceed with the analysis, but we would like to
investigate how changing k will affect the optimal source as well. Because the dependence of
the solution on k is nonlinear, this is not a trivial question. To demonstrate how changing
k can dramatically affect determination of the optimal source, we have run the optimal
source program for several different values of k and include the results here for an inclusion
of radius 0.645 cm at an angle of 1.25pi, centered 2.15 cm from the origin. Although our
results at this point are limited, the unpredictable behavior of the optimal source as k
changes suggests that theoretical results will be interesting.
k = 0 k = 102 · 106/299792458 k = 104 · 106/299792458
Figure 6.7: Optimal sources for Case B1 with varying k. The inclusion is located at an
angle of θ = 1.25pi halfway between the center and boundary.
The analytical determination of an optimal source in the special case of a tumor in
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k = 0 k = 102 · 106/299792458 k = 104 · 106/299792458
Figure 6.8: Optimal sources for Case A3 with varying k. The inclusion is located at an
angle of θ = 1.25pi halfway between the center and boundary.
the center of a medium is partially worked out in Appendix A. It remains to be shown that
the first term of the series computed is the largest, thus yielding that the optimal source
in this special case is f(θ) = sin(θ) or f(θ) = cos(θ). Exploration of this simple equation
requires clever manipulation and comparison of different Bessel functions, and would be an
interesting project to pursue.
A more general topic of interest is the application of maximization of distinguisha-
bility to other models. First, the idea would be interesting to apply to higher-order optical
tomography models, as well as discrete models. It would also be an exciting direction to
consider applying this idea to models for other physical systems that have a controllable
aspect as does the light source in optical tomography.
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Appendix A Analytic determination of an optimal source
Let Ω = {(x, y)|x2 + y2 < 1}, and denote its boundary by S = ∂Ω. That is, S
is the unit circle and Ω the interior of the circle, or the open unit disk. We will consider
polar coordinates x = r cos θ and y = r sin θ. Let δD and δµ be positive constants, and let
D = D2 + δD and µ = µ2 + δµ where D2 = 0.368 and µ2 = 0.005. Define
q1 = (D1(r, θ), µ1(r, θ)) ≡
 (D,µ) if 0 ≤ r ≤ R(D2, µ2) if R < r ≤ 1
and
q2 = (D2(r, θ), µ2(r, θ)) = (0.368, 0.005) for 0 ≤ r ≤ 1.
We first consider the homogeneous case, i.e, where no tumor exists and we use q2
for the parameters. For q2 = (.368, 0.005) we have
−D2∆u+ (µ2 + ik)u = 0
or equivalently,
∆u− αu = 0
where α = (µ2+ik)D2 . Expressing the Laplacian in polar coordinates, we have
urr +
1
r2
uθθ +
1
r
ur − αu = 0.
We now make the following assumptions. Assume that f = γ1u with ||f || = 1 has
the following form in terms of θ:
f(θ) =
∞∑
n=1
cn cosnθ + sn sinnθ
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with
cn =
1
pi
∫ 2pi
0
f(θ) cosnθdθ and sn =
1
pi
∫ 2pi
0
f(θ) sinnθdθ.
Also assume that u(0, θ) = 0, and that u(r, θ) = X(r)Y (θ). Then we have
r2XrrY +XYθθ + rXrY − r2αXY = 0
or
r2Xrr
X
+
rXr
X
− r2α = −Yθθ
Y
where XY 6= 0.
This leads to the pair of ordinary differential equations
r2Xrr + rXr − (r2α− λ)X = 0 (8)
Yθθ = −λY (9)
which have the following solutions:
X(r) = a1J√λ(
√−αr) + b1Y√λ(
√−αr) (10)
Y (θ) = a2 cos(
√
λθ) + b2 sin(
√
λθ). (11)
Our assumption that u(0, θ) = 0 gives b1 = 0. Our assumption regarding f(θ) yields
the following:
f(θ) = γ1u
= D2
∂u
∂r
∣∣∣∣
r=1
= D2Xr(r)Y (θ)|r=1
= D2
(
−√−αJ√λ+1(
√−α) +
√
λJ√λ(
√−α)
)(
a cos(
√
λθ) + b sin(
√
λθ)
)
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where a = a1a2 and b = a1b2. By our original assumption about f(θ) we must then have
a =
cn
D2
(
−√−αJ√λ+1(
√−α) +√λJ√λ(
√−α)
)
and
b =
sn
D2
(
−√−αJ√λ+1(
√−α) +√λJ√λ(
√−α)
) .
Thus, we have
uH(r, θ) =
∞∑
n=1
Jn(
√−αr)
(
cn cos(nθ) + sn sin(nθ)
D2
(−√−αJn+1(√−α) + nJn(√−α))
)
,
where we use the subscript H to denote that this is the solution for the homogeneous case.
From this we can determine γ0uH :
γ0uH = u(1, θ) =
∞∑
n=1
Jn(
√−α)
(
cn cos(nθ) + sn sin(nθ)
D2
(−√−αJn+1(√−α) + nJn(√−α))
)
. (12)
We next consider the inhomogeneous case, where we use q1 for the parameters. We
again use separation of variables, but this time we find a general solution for r ≤ R and
for r > R and then impose conditions on these solutions. For the inner part, that is, if
0 < r ≤ R we have
YI(θ) = a1 cos
√
λθ + a2 sin
√
λθ
XI(r) = b1J√λ(
√
−βr)
where β = µ+ikD . Note as in the homogeneous case, here b2 = 0 because of the assumption
that u = 0 at the origin. We can therefore let a = a1b1 and b = a2b1 and rewrite the
solutions as
YI(θ) = a cos
√
λθ + b sin
√
λθ (13)
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XI(r) = J√λ(
√
−βr). (14)
For the outer part, that is if 1 ≥ r > R we have
YO(θ) = d1 cos
√
λθ + d2 sin
√
λθ (15)
XO(r) = g1J√λ(
√−αr) + g2Y√λ(
√−αr). (16)
We again assume that f(θ) =
∑∞
n=1 cn cosnθ + sn sinnθ. Let
A1 = −
√−αJn+1
√−α+ nJn
√−α
and
A2 = −
√−αYn+1
√−α+ nYn
√−α.
We must have f(θ) = D2
∂u
∂r
∣∣
r=1
, which yields
d1 cosnθ + d2 sinnθ =
cn cosnθ + sn sinnθ
D2 (A1g1 +A2g2)
.
This implies that
d1 =
cn
B
and d2 =
sn
B
where B = D2 (A1g1 +A2g2).
We have the new assumptions for the inhomogeneous case that
u(R−, θ) = u(R+, θ) (17)
D
∂u
∂r
(R−, θ) = D2
∂u
∂r
(R+, θ). (18)
We first consider the assumption given in (17). Plugging in the appropriate equations, we
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get
a cosnθ + b sinnθ = C(cn cosnθ + sn sinnθ) (19)
where
C =
g1Jn
√−αR+ g2Yn
√−αR
BJn
√−βR .
It follows that
a = cnC and b = snC.
Assumption (18) yields that
g2 =
DJn
√−αRF1 −D2Jn
√−βRF2
D2Jn
√−βRF3 −DYn
√−αRF1
g1 (20)
where
F1 = −R
√
−βJn+1
√
−βR+ nJn
√
−βR
F2 = −R
√−αJn+1
√−αR+ nJn
√−αR
F3 = −R
√−αYn+1
√−αR+ nYn
√−αR.
Thus, if we put these parts together we have a solution to the inhomogeneous case.
For r ≥ R,
u =
1
D2
∞∑
n=1
(
Jn(
√−αr)G1 + Yn(
√−αr)G2
)
(cn cosnθ + sn sinnθ)
(−√−αJn+1(
√−α) + nJn(
√−α))G1 + (−
√−αYn+1(
√−α) + nYn(
√−α))G2
where
G1 = D2Jn(
√
−βR) (−R√−αYn+1(√−αR) + nYn(√−αR))
−DYn(
√−αR)
(
−R
√
−βJn+1(
√
−βR) + nJn(
√
−βR)
)
= D2Jn(
√
−βR)F3 −DYn(
√−αR)F1
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G2 = D2Jn(
√
−βR) (R√−αJn+1(√−αR) + nJn(√−αR))
+DJn(
√−αR)
(
−R
√
−βJn+1(
√
−βR) + nJn(
√
−βR)
)
= DJn(
√−αR)F1 −D2Jn(
√
−β)RF2
and
γ0u =
∞∑
n=1
(
Jn(
√−α)G1 + Yn(
√−α)G2
) (
cn cosnθ+sn sinnθ
D2
)
(−√−αJn+1(
√−α) + nJn(
√−α))G1 + (−
√−αYn+1(
√−α) + nYn(
√−α))G2
Alternatively, we can express it as
γ0u =
1
D2
∞∑
n=1
(cn cosnθ + sn sinnθ)
n−
√−α(Jn+1(
√−α)G1+Yn+1(
√−α)G2)
Jn(
√−α)G1+Yn(
√−α)G2
. (21)
For completeness, we note that for r ≤ R we have
u =
1
D2
∞∑
n=1
(
Jn(
√−αR)G1 + Yn(
√−αR)G2
)
(cn cosnθ + sn sinnθ) Jn(
√−βr)
(A1G1 +A2G2)Jn(
√−βR)
A.1 The adjoint
Since the Neumann-to-Dirichlet map is not self-adjoint for this particular equation,
we compose the map with its adjoint to give us a self-adjoint map, as we did in the for-
mulation of the general problem in Chapter 4. If we consider our boundary data to be in
the space L2(∂Ω), then the adjoint of the Neumann-to-Dirichlet map is the Neumann-to-
Dirichlet map of the same boundary value problem, but with −k in place of k. Therefore,
using the same process as before, with the same assumptions, we find the our solution will
be identical, but with −k in place of k. We add ∼ above all variables depending on k that
we previously used to denote that we are now using −k; for example, α˜ = µ2−ikD2 .
Then if
f˜(θ) =
∞∑
n=1
c˜n cosnθ + s˜n sinnθ
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we have, following the same procedure as above,
γ0u˜H =
1
D2
∞∑
n=1
(c˜n cosnθ + s˜n sinnθ)
n−
√−α˜Jn+1(
√−α˜)
Jn(
√−α˜)
(22)
and
γ0u˜ =
1
D2
∞∑
n=1
(c˜n cosnθ + s˜n sinnθ)
n−
√−α˜(Jn+1(
√−α˜)G˜1+Yn+1(
√−α˜)G˜2)
Jn(
√−α˜)G˜1+Yn(
√−α˜)G˜2
. (23)
A.2 Determining distinguishability of q1 from q2
If we let B denote the difference of the Neumann-to-Dirichlet maps for the homo-
geneous and non-homogeneous cases, i.e., B = γ0uH − γ0u, it follows that
B =
1
D2
∞∑
n=1
(
H1 −H2
n2 − (H1 +H2)n+H1H2
)
(cn cosnθ + sn sinnθ) .
Thus the norm of B will give us the distinguishability of the parameters q2 and q1. In order
to maximize distinguishability, we first apply B∗:
B∗B =
∞∑
n=1
(
H1 −H2
n2 − (H1 +H2)n+H1H2
)(
H˜1 − H˜2
n2 − (H˜1 + H˜2)n+ H˜1H˜2
)(
cn cosnθ + sn sinnθ
D22
)
where
H1 =
√−αJn+1(
√−α)
Jn(
√−α)
and
H2 =
√−α(Jn+1(
√−α)G1 + Yn+1(
√−α)G2)
Jn(
√−α)G1 + Yn(
√−α)G2
with the same definitions for H˜1 and H˜2, but with ∼ above all variables depending on k.
We compute, using Parseval’s Theorem,
||B∗B|| = 1
D22
∥∥∥∥∥
∞∑
n=1
(
H1 −H2
n2 − (H1 +H2)n+H1H2
)
(
H˜1 − H˜2
n2 − (H˜1 + H˜2)n+ H˜1H˜2
)
(cn cosnθ + sn sinnθ)
∥∥∥∥∥
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=√
pi
D22
[ ∞∑
n=1
∣∣∣∣ H1 −H2n2 − (H1 +H2)n+H1H2
∣∣∣∣2∣∣∣∣∣ H˜1 − H˜2n2 − (H˜1 + H˜2)n+ H˜1H˜2
∣∣∣∣∣
2
|c2n + s2n|
1/2 .
We know that the optimal source (the source that maximizes the norm of B∗B) is the
eigenvector of B∗B corresponding to the largest eigenvalue. In other words, we are looking
for n that maximizes the two squared terms in the summand. Numerical evidence suggests
that this eigenvector is sin(θ) or cos(θ); therefore, n = 1 should yield the largest value in
the series. However, rigorously showing that the first term of the series is always the largest
term is a difficult task, and has yet to be completed.
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Appendix B An alternative inner product
The inner product we defined in Chapter 3 for the space H1/2(∂Ω) is only one par-
ticular choice. We define an alternative choice here that involves the S operator defined in
Chapter 3, as well as the related Riesz map and inner product for H−1/2(∂Ω). The adjoints
resulting from this alternative choice of inner product naturally differ from those calculated
in Chapter 4. We therefore derive the adjoints of A and B using the alternative inner
product. Throughout this section we omit mention of the parameters used in the solution
to an equation when confusion will not result. For example, we will express F
(k,q)
d (0, f) as
F kd (0, f) when only one set of parameters is in question.
B.1 An alternative inner product for H1/2(∂Ω)
We can define an inner product on H1/2(∂Ω) as follows:
〈f, g〉H1/2(∂Ω) = 〈SF kd (0, f), SF kd (0, g)〉H1(Ω)
=
∫
∂Ω
γ1F
k
d (0, f)γ0SF
k
d (0, g)
=
∫
∂Ω
γ1F kd (0, g)γ0SF
k
d (0, f).
B.1.1 An alternative Riesz map
We will use the H1/2(∂Ω) inner product to explicitly compute the Riesz map
j : H−1/2(∂Ω)→ H1/2(∂Ω).
If f ∈ H1/2(∂Ω) and g ∈ L2(∂Ω) ⊆ H−1/2(∂Ω), we must have
〈f, jg〉H1/2(∂Ω) = 〈f, g〉H1/2(∂Ω)×H−1/2(∂Ω) = 〈f, g〉L2(∂Ω).
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Claim 4. The Riesz map j : H−1/2(∂Ω)→ H1/2(∂Ω) is given by
jg = γ0S
−1(F 0d (0, γ0F
−k
n (0, g))).
Proof. Let h = γ0S
−1(F 0d (0, γ0F
−k
n (0, g))) with g ∈ L2(∂Ω). Then
γ0F
−k
n (0, g) = γ0SF
k
d (0, h)
giving
〈f, h〉H1/2(∂Ω) =
∫
∂Ω
γ1F
k
d (0, f)γ0(SF
k
d (0, h))dS
=
∫
∂Ω
γ1F
k
d (0, f)γ0(F
−k
n (0, g))dS
=
∫
Ω
(L0SF kd (0, f))F−kn (0, g)dx+
∫
∂Ω
γ1F
k
d (0, f)γ0(F
−k
n (0, g))dS
=
∫
Ω
D∇SF kd (0, f) · (∇F−kn (0, g)) + µSF kd (0, f)F−kn (0, g)dx
=
∫
Ω
D∇F kd (0, f) · (∇F 0n(0, g)) + µF kd (0, f)F 0n(0, g)dx
=
∫
∂Ω
fg¯dS
= 〈f, g〉L2(∂Ω)
and extending to all g ∈ H−1/2(∂Ω) in the sense of distributions, we have
jg = h = γ0S
−1(F 0d (0, γ0F
−k
n (0, g))).
We note that by a similar process above but in reverse, we can obtain the expression
for j−1 : H1/2(∂Ω)→ H−1/2(∂Ω):
j−1g = γ1F−kd (0, γ0SF
k
d (0, g)).
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B.1.2 An alternative H−1/2(∂Ω) inner product
We can now define the H−1/2(∂Ω) inner product:
〈f, g〉H−1/2(∂Ω) = 〈jf, jg〉H1/2(∂Ω)
= 〈SF kd (0, jf), SF kd (0, jg)〉H1(Ω)
= 〈SF kd (0, γ0S−1F 0d (0, γ0F−kn (0, f))),
SF kd (0, γ0S
−1F 0d (0, γ0F
−k
n (0, g)))〉H1(Ω)
= 〈F 0d (0, γ0F−kn (0, f)), F 0d (0, γ0F−kn (0, g))〉H1(Ω)
=
∫
∂Ω
γ1F
0
d (0, γ0F
−k
n (0, f))γ0F
0
d (0, γ0F
−k
n (0, g))dS.
We can express the inner product in the following ways:
〈f, g〉H−1/2(∂Ω) = 〈F 0d (0, γ0F−kn (0, f)), F 0d (0, γ0F−kn (0, g))〉H1(Ω)
= 〈γ1F 0d (0, γ0F−kn (0, f)), γ0F−kn (0, g)〉H−1/2(∂Ω)×H1/2(∂Ω)
= 〈γ0F−kn (0, f), γ1F 0d (0, γ0F−kn (0, g))〉H1/2(∂Ω)×H−1/2(∂Ω).
B.2 Basic adjoints
We determine the various different adjoints we need in order to compute A∗A and
B∗B.
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B.2.1 Computing (F kn (0, ·))∗
Lemma 11. For each pair of inner products, the adjoint of the operator F kn (0, f) : X → Y
is as follows:
(F kn (0, ·))∗v =

1. γ0F
−k
n (v, 0) X = L
2(∂Ω) Y = L2(Ω)
2. γ0S
∗−1v X = L2(∂Ω) Y = H1(Ω)
3. γ1F
−k
d (0, γ0S(F
k
d (0, γ0S
∗−1v))) X = H−1/2(∂Ω) Y = H1(Ω)
4. γ1F
−k
d (0, γ0S(F
k
d (0, γ0S
∗−1F 0n(v, 0)))) X = H−1/2(∂Ω) Y = L2(Ω)
Proof. 1. X = L2(∂Ω), Y = L2(Ω). Let h = γ0F
−k
n (v, 0). Then
〈F kn (0, f), v〉L2(Ω) = 〈F kn (0, f), v〉L2(Ω) =
∫
Ω
F kn (0, f)v¯dx
=
∫
Ω
F kn (0, f)
(
L−kF−kn (v, 0)
)
dx
=
∫
Ω
(
LkF kn (0, f)
)
(F−kn (v, 0))dx+
∫
∂Ω
γ1F
k
n (0, f)γ0F
−k
n (v, 0)
− γ1F−kn (v, 0)γ0F kn (0, f)dS
=
∫
∂Ω
γ1F
k
n (0, f)γ0F
−k
n (v, 0)dS
= 〈f, h〉L2(∂Ω).
2. X = L2(∂Ω), Y = H1(Ω). Let h = γ0S
∗−1v. Then
〈F kn (0, f), v〉H1(Ω) = 〈F kn (0, f), v〉H1(Ω)
= 〈SF kn (0, f), S∗−1v〉H1(Ω)
= 〈F 0n(0, f), S∗−1v〉H1(Ω)
=
∫
Ω
D
(∇F 0n(0, f)) · (∇S∗−1v)+ µF 0n(0, f)S∗−1vdx
=
∫
Ω
(L0F 0n(0, f))S∗−1vdx+ ∫
∂Ω
γ1F
0
n(0, f)γ0S
∗−1vdS
=
∫
∂Ω
fh¯dS
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= 〈f, h〉L2(∂Ω).
3. X = H−1/2(∂Ω), Y = H1(Ω). From Part 2 of this proof, we know
〈F kn (0, f), v〉H1(Ω) = 〈f, γ0S∗−1v〉L2(∂Ω).
It then follows by the definition of the inverse Riesz map j−1 that
〈F kn (0, f), v〉H1(Ω) = 〈f, γ0S∗−1v〉L2(∂Ω)
= 〈f, j−1γ0S∗−1v〉H−1/2(∂Ω)
= 〈f, γ1F−kd (0, γ0SF kd (0, γ0S∗−1v))〉H−1/2(∂Ω).
4. X = H−1/2(∂Ω), Y = L2(Ω). We know from Part 1 of this proof that
〈F kn (0, f), v〉L2(Ω) = 〈f, γ0F−kn (v, 0)〉L2(∂Ω).
It follows from the definition of the Riesz map j that
〈F kn (0, f), v〉L2(Ω) = 〈f, γ0F−kn (v, 0)〉L2(∂Ω)
= 〈f, j−1γ0F−kn (v, 0)〉L2(∂Ω)
= 〈f, γ1F−kd (0, γ0SF kd (0, γ0F−kn (v, 0)))〉H−1/2(∂Ω).
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B.2.2 Computing (F kd (0, ·))∗
Lemma 12. For each pair of inner products, the adjoint of the operator F kd (0, g) : X → Y
is as follows:
(F kd (0, ·))∗v =

1. γ1F
−k
d (0, γ0F
−k
n (v, 0)) X = L
2(∂Ω) Y = L2(Ω)
2. γ0S
−1(F 0d (0, γ0S
∗−1v)) X = H1/2(∂Ω) Y = H1(Ω)
3. γ1F
−k
d (0, γ0S
∗−1v) X = L2(∂Ω) Y = H1(Ω)
4. γ0S
−1(F 0d (0, γ0S
∗−1(F 0n(v, 0)))) X = H1/2(∂Ω) Y = L2(Ω)
Note that for 1 and 3, we use the special definition for the adjoint of an unbounded
operator, restricting the domain of (F kd (0, ·))∗.
Proof. 1. X = L2(∂Ω), Y = L2(Ω). Let h = γ1F
−k
d (0, γ0F
−k
n (v, 0)). Then
〈F kd (0, g), v〉L2(Ω) =
∫
Ω
F kd (0, g)
(
L−kF−kn (v, 0)
)
dx
=
∫
∂Ω
γ1F
k
d (0, g)γ0F
−k
n (v, 0)dS using int. by parts twice
=
∫
Ω
D∇F kd (0, g) · ∇F−kd (0, γ0F−kn (v, 0))
+ (µ+ ik)F kd (0, g)F
−k
d (0, γ0F
−k
n (v, 0))dx
=
∫
∂Ω
gγ1F
−k
d (0, γ0F
−k
n (v, 0))dS
= 〈g, h〉L2(∂Ω).
2. X = H1/2(∂Ω), Y = H1(Ω). Let h = γ0S
−1(F 0d (0, γ0S
∗−1v)). We know that
γ0S
∗−1v = γ0SF kd (0, h).
〈F kd (0, g), v〉H1(Ω) = 〈SF kd (0, g), S∗−1v〉H1(Ω)
=
∫
Ω
D∇(SF kd (0, g)) · ∇(S∗−1v) + µS(F kd (0, g))S∗−1vdx
=
∫
∂Ω
γ1F
k
d (0, g)γ0S
∗−1v
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=∫
∂Ω
γ1F
k
d (0, g)γ0SF
k
d (0, h)
= 〈g, h〉H1/2(∂Ω).
3. X = L2(∂Ω), Y = H1(Ω). From Part 2 of this proof, we know that
〈F kd (0, g), v〉H1(Ω) = 〈g, γ0S−1(F 0d (0, γ0S∗−1v))〉H1/2(∂Ω).
It follows from the definition of the inverse Riesz map that
〈F kd (0, g), v〉H1(Ω) = 〈g, γ0S−1(F 0d (0, γ0S∗−1v))〉H1/2(Ω)
= 〈g, j−1γ0S−1(F 0d (0, γ0S∗−1v))〉L2(∂Ω)
= 〈g, γ1F−kd (0, γ0SF kd (0, γ0S−1F 0d (0, γ0S∗−1v)))〉L2(∂Ω)
= 〈g, γ1F−kd (0, γ0S∗−1v)〉L2(∂Ω).
4. X = H1/2(∂Ω), Y = L2(Ω). From Part 1 of this proof, we know that
〈F kd (0, g), v〉L2(Ω) = 〈g, γ1F−kd (0, γ0F−kn (v, 0))〉L2(∂Ω).
Using the definition of the Riesz map, it then follows that
〈F kd (0, g), v〉L2(Ω) = 〈g, γ1F−kd (0, γ0F−kn (v, 0))〉L2(∂Ω)
= 〈g, jγ1F−kd (0, γ0F−kn (v, 0))〉H1/2(∂Ω)
= 〈g, γ0S−1F 0d (0, γ0F−kn (0, γ1F−kd (0, γ0F−kn (v, 0)))〉H1/2(∂Ω)
= 〈g, γ0S−1F 0d (0, γ0S∗−1F 0n(v, 0))〉H1/2(∂Ω).
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B.2.3 The adjoint of the identity map
We compute the adjoint of the identity map from a space to itself, but using a
different set of parameters in the inner product, as we did for the main set of inner products
in Section 4.3.4. As before, we denote the alternative set of parameters by q+.
Lemma 13. The adjoint of the identity map for each space can be summarized as follows,
where e−1/2 : H
−1/2
q (∂Ω) → H−1/2q+ (∂Ω), e1/2 : H
1/2
q (∂Ω) → H1/2q+ (∂Ω), E1 : H1q (Ω) →
H1q+(Ω), E−1 : H
−1
q (Ω)→ H−1q+ (Ω), E : L2q(Ω)→ L2q+(Ω) and e : L2q(∂Ω)→ L2q+(∂Ω)
1. e∗−1/2g = γ
q+
1 F
(−k,q+)
d (0, γ0Sq+F
(k,q+)
d (0, γ0S
−1F (0,q)d (0, γ0F
(−k,q)
n (0, g)))).
2. e∗1/2g = γ0S
−1
q+
F
(0,q+)
d (0, γ0F
(−k,q+)
n (0, γ1F
(−k,q)
d (0, γ0SF
(k,q)
d (0, g)))).
3. E∗1v = F
(0,q+)
n (L0v, γq1v).
4. E∗−1v = L0q+F
(0,q)
d (v, 0).
5. E∗v = v and e∗g = g.
Proof. 1. For the space H−1/2(∂Ω), let
h = γq
+
1 F
(−k,q+)
d (0, γ0Sq+F
(k,q+)
d (0, γ0S
−1F (0,q)d (0, γ0F
(−k,0)
n (0, g))).
We will show that e∗−1/2 = h. We know by the definition of the Riesz map j and its
inverse that, if f ∈ L2(∂Ω),
〈e−1/2f, g〉H−1/2(∂Ω) = 〈f, g〉H−1/2(∂Ω)
= 〈f, jg〉L2(∂Ω)
= 〈f, jg〉L2+(∂Ω)
= 〈f, j−1+jg〉
H
−1/2
+ (∂Ω)
= 〈f, h〉
H
−1/2
+ (∂Ω)
.
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2. For the space H1/2(∂Ω), let
h = γ0S
−1
q+
F
(0,q+)
d (0, γ0F
(−k,q+)
n (0, γ1F
(−k,q)
d (0, γ0SF
(k,q)
d (0, g)))).
We will show that e∗1/2 = h. Using the definition of the Riesz map j and its inverse,
we know that (if j−1g ∈ L2(∂Ω))
〈e1/2f, g〉H1/2(∂Ω) = 〈f, g〉H1/2(∂Ω)
= 〈f, j−1g〉L2(∂Ω)
= 〈f, j−1g〉L2+(∂Ω)
= 〈f, j+j−1g〉
H
1/2
+ (∂Ω)
= 〈f, h〉
H
1/2
+ (∂Ω)
.
3. For the space H1(Ω), consider w = F
(0,q+)
n (L0v, γq1v) . We will show that E∗1v = w.
〈Eu, v〉H1(Ω) = 〈u, v〉H1(Ω)
=
∫
Ω
(L0v¯)udx+ ∫
∂Ω
γ0uγ1v¯dS using int. by parts
=
∫
Ω
(
L0q+w¯
)
udx+
∫
∂Ω
γ0uγ
q+
1 w¯dS
=
∫
Ω
Dq+∇u · ∇w¯ + µq+uw¯dx
= 〈u,w〉H1+(Ω).
4. For the space H−1(Ω), consider w = L0q+F
(0,q)
d (v, 0). We will show that E
∗−1v = w.
Using the definition of the Riesz map J and its inverse, we have (for u ∈ L2(Ω))
〈Eu, v〉H−1(Ω) = 〈u, v〉H−1(Ω)
= 〈u, Jv〉L2+(Ω)
= 〈u, J−1+Jv〉H−1+ (Ω)
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= 〈u,w〉H−1+ (Ω).
5. The L2(Ω) and L2(∂Ω) inner products do not depend on q. Hence E∗ = E and e∗ = e.
B.2.4 The Neumann-to-Dirichlet and Dirichlet-to-Neumann maps
Lemma 14. For the Neumann-to-Dirichlet map, Λf = γ0F
k
n (0, f) : X → Y , the adjoint is
given by
Λ∗g =

1. γ0F
−k
n (0, g) X = L
2(∂Ω) Y = L2(∂Ω)
2. γ0SF
k
d (0, g) X = L
2(∂Ω) Y = H1/2(∂Ω)
3. γ1F
−k
d (0, γ0SF
k
d (0, γ0SF
k
d (0, g)))) X = H
−1/2(∂Ω) Y = H1/2(∂Ω)
4. γ1F
−k
d (0, γ0SF
k
d (0, γ0F
−k
n (0, g))) X = H
−1/2(∂Ω) Y = L2(∂Ω)
Proof. 1. X = L2(∂Ω), Y = L2(∂Ω). Let h = γ0F
−k
n (0, g).
〈Λf, g〉L2(∂Ω) =
∫
∂Ω
γ0F
k
n (0, f)gdS
=
∫
Ω
D∇F 0n(0, g) · ∇F kn (0, f) + µF 0n(0, g)F kn (0, f)dx
=
∫
Ω
D∇S∗−1F 0n(0, g) · ∇F 0n(0, f) + µS∗−1F 0n(0, g)F 0n(0, f)dx
=
∫
Ω
D∇F−kn (0, g) · ∇F 0n(0, f) + µF−kn (0, g)F 0n(0, f)dx
=
∫
∂Ω
fγ0F
−k
n (0, g)dS
= 〈f, h〉L2(∂Ω).
2. X = L2(∂Ω), Y = H1/2(∂Ω). Let h = γ0SF
k
d (0, g). Then
〈Λf, g〉H1/2(∂Ω) =
∫
∂Ω
γ1F
k
d (0, γ0F
k
n (0, f))γ0SF
k
d (0, g)dS
=
∫
∂Ω
fγ0SF kd (0, g)dS
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= 〈f, h〉L2(∂Ω).
3. X = H−1/2(∂Ω), Y = H1/2(∂Ω). We know from Part 2 of this proof and by the
definition of the inverse Riesz map j−1 that
〈Λf, g〉H1/2(∂Ω) = 〈f, γ0SF kd (0, g)〉L2(∂Ω)
= 〈f, j−1γ0SF kd (0, g)〉H−1/2(∂Ω)
= 〈f, γ1F−kd (0, γ0SF kd (0, γ0SF kd (0, g)))〉H−1/2(∂Ω).
4. X = H−1/2(∂Ω), Y = L2(∂Ω). We know by the definition of the inverse Riesz map
j−1 that for f ∈ L2(∂Ω)
〈Λf, g〉L2(∂Ω) = 〈f, γ0F−kn (0, g)〉L2(∂Ω) from Part 1 of the proof
= 〈f, j−1γ0F−kn (0, g)〉H−1/2(∂Ω)
= 〈f, γ1F−kd (0, γ0SF kd (0, γ0F−kn (0, g)))〉H−1/2(∂Ω).
Lemma 15. For the Dirichlet-to-Neumann map, Λ−1f = γ1F kd (0, f), the adjoint is given
by
Λ−1∗g =

1. γ0S
−1F 0d (0, γ0S
−1F 0d (0, γ0F
−k
n (0, g) X = H
1/2(∂Ω), Y = H−1/2(∂Ω)
2. γ1F
−k
d (0, g) for X = L
2(∂Ω), Y = L2(∂Ω)
3. γ1F
−k
d (0, γ0S
−1F 0d (0, γ0F
−k
n (0, g))) X = L
2(∂Ω), Y = H−1/2(∂Ω)
4. γ0S
−1F 0d (0, g) X = H
1/2(∂Ω), Y = L2(∂Ω)
Proof. By taking the inverse of the adjoint of each Neumann-to-Dirichlet map, we obtain
each of the adjoints stated in the lemma.
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B.3 Finding the adjoints of A and B
As in Chapter 4 we compute the adjoints of the operators A and B by combining the
basic adjoints we have computed. Although the result is equivalent, we proceed differently
here than we did in Chapter 4 by assuming that the source g lies in the inner product space
with the set of parameters q+.
B.3.1 The operator A
We now have the tools to compute A∗ where
Ag = F (k,q)n (0, g)− F (k,q)d (0, γ0F (k,q
+)
n (0, g)).
Let A1 = F
(k,q)
n (0, g) and A2 = F
(k,q)
d (0, γ0F
(k,q+)
n (0, g)). The operator A maps g ∈ X to
u ∈ Y where X = L2q+(∂Ω) or H−1/2q+ (∂Ω) and Y = L2(Ω) or H1(Ω).
We will determine A∗ for all possible combinations of X and Y .
Theorem 6. A∗ is given by
1. γ0F
(−k,q)
n (v, 0) − γ0F (−k,q+)n (0, γ1F (−k,q)d (0, γ0F (−k,q)n (v, 0))) for X = L2(∂Ω), Y =
L2(Ω)
2. γq
+
1 F
(−k,q+)
d (0, γ0S+F
(k,q+)
d (0, γ0S
∗−1v − γ0F (−k,q
+)
n (0, γ1F
(−k,q)
d (0, γ0S
∗−1v))))
for X = H
−1/2
q+ (∂Ω), Y = H
1(Ω).
3. γ0S
∗−1v − γ0F (−k,q+)n (0, γ1F (−k,q)d (0, γ0S∗−1v)) for X = L2(∂Ω) and Y = H1(Ω).
4. γq
+
1 F
(−k,q+)
d (0, γ0S+F
(k,q+)
d (0, [γ0F
(−k,q)
n (v, 0)
−γ0F (−k,q+)n (0, γ1F (−k,q)d (0, γ0F (−k,q)n (v, 0)))])) for X = H−1/2q+ (∂Ω), Y = L2(Ω).
Proof. 1. X = L2(∂Ω) and Y = L2(Ω). Since the identity map in L2(∂Ω) is self-adjoint
we find that
A∗1v =
(
F (k,q)n (0, ·)
)∗
= γ0F
(−k,q)
n (v, 0).
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For A2, again since the identity is self-adjoint, we can express A
∗
2 as the composition
of the adjoints of two operators:
A∗2v =
(
γ0F
(k,q+)
n (0, ·)
)∗ ◦ (F (k,q)d (0, ·))∗ v
= γ0F
(−k,q+)
n (0, γ1F
(−k,q)
d (0, γ0F
(−k,q)
n (v, 0))).
Thus
A∗v = (A∗1 −A∗2)v = γ0F (−k,q)n (v, 0)− γ0F (−k,q+)n (0, γ1F (−k,q)d (0, γ0F (−k,q)n (v, 0))).
2. X = H
−1/2
q+ (∂Ω) and Y = H
1(Ω).
A1 can be expressed as the following sequence of maps:
g → e−1/2g → F (k,q)n (0, e−1/2g)
H
−1/2
q+ (∂Ω) H
−1/2
q (∂Ω) H1(Ω)
where e−1/2 denotes the identity mapping from H
−1/2
q+ (∂Ω) to H
−1/2
q (∂Ω). Thus
A∗1v =
(
e−1/2
)∗ ◦ (F (k,q)n (0, ·))∗ v.
After some simplification, we find
A∗1v = γ
q+
1 F
(−k,q+)
d (0, γ0S+F
(k,q+)
d (0, γ0S
∗−1v)).
For A2, we have
g → γ0F (k,q+)n → eγ0F (k,q+)n → F (k,q)d (0, eγ0F (k,q+)n )
H
−1/2
q+ (∂Ω) H
1/2
q+ (∂Ω) H
1/2(∂Ω) H1(Ω)
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where e1/2 denotes the identity mapping from H
1/2
q+ (∂Ω) to H
1/2
q (∂Ω). Thus
A∗2v =
(
γq+0 F
(k,q+)
n (0, ·)
)∗ ◦ (e1/2)∗ ◦ (F (k,q)d (0, ·))∗ v
and after simplifying,
A∗2v = γ
q+
1 F
(−k,q+)
d (0, γ0S+F
(k,q+)
d (0, γ0F
(−k,q+)
n (0, γ1F
(−k,q)
d (0, γ0S
∗−1v)))).
Hence
A∗v = γq
+
1 F
(−k,q+)
d (0, γ0S+F
(k,q+)
d (0, γ0S
∗−1v−γ0F (−k,q+)n (0, γ1F (−k,q)d (0, γ0S∗−1v)))).
3. X = L2(∂Ω) and Y = H1(Ω). Since the identity map in L2(∂Ω) is self-adjoint, we
find that
A∗1v =
(
F (k,q)n (0, ·)
)∗
= γ0S
∗v.
We can express A∗2 as the composition of the adjoints of two operators:
A∗2v =
(
γ0F
(k,q+)
n (0, ·)
)∗ ◦ (F (k,q)d (0, ·))∗ v
= γ0F
(−k,q+)
n (0, γ1F
(−k,q)
d (0, γ0S
∗−1v)),
Hence
A∗v = γ0S∗−1v − γ0F (−k,q+)n (0, γ1F (−k,q)d (0, γ0S∗−1v)).
4. X = H
−1/2
q+ (∂Ω) and Y = L
2(Ω).
A∗1v = (e−1/2)
∗ ◦ (F (k,q)n (0, ·))∗v
= γq
+
1 F
(−k,q+)
d (0, γ0S+F
(k,q+)
d (0, γ0F
(−k,q)
n (v, 0)))
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and
A∗2 = γ0F
(k,q+)
n (0, ·))∗ ◦ e∗1/2 ◦ F (k,q+)d (0, ·)∗
= γq
+
1 F
(−k,q+)
d (0, γ0S+F
(k,q+)
d (0, γ0F
(−k,q+)
n (0, γ1F
(−k,q)
d (0, γ0F
(−k,q)
n (v, 0)))))
so A∗v is given by
γq
+
1 F
(−k,q+)
d (0, γ0S+F
(k,q+)
d (0, [γ0S
∗−1F (0,q)n (v, 0)
− γ0F (−k,q+)n (0, γ1F (−k,q)d (0, γ0S∗−1F (0,q)n (v, 0)))])).
B.3.2 The operator B
We will consider the operator B defined by
Bg = γ0F
(k,q)
n (0, g)− γ0F (k,q+)n (0, g)
and compute B∗Bg.
Theorem 7. Suppose B maps g ∈ X to f ∈ Y . Then B∗f is given by
1. γ0F
(−k,q)
n (0, f)− γ0F (−k,q+)n (0, f) for X = L2(∂Ω) and Y = L2(∂Ω).
2. γq
+
1 F
(−k,q+)
d (0, γ0S+F
(k,q+)
d (0, γ0SF
(k,q)
d (0, f)
−γ0F (−k,q
+)
n (0, γ1F
(−k,q)
d (0, γ0SF
(k,q)
d (0, f))))) for X = H
−1/2
+ (∂Ω) and
Y = H1/2(∂Ω).
3. γ0SF
(k,q)
d (0, f)− γ0F (−k,q+)n (0, γ1F (−k,q)d (0, γ0SF (k,q)d (0, f))) for X = L2(∂Ω) and
Y = H1/2(∂Ω).
4. γq
+
1 F
(−k,q+)
d (0, γ0S+F
(k,q+)
d (0, γ0F
(−k,q)
n (0, f)− γ0F (−k,q
+)
n (0, f))) for X = H
−1/2
+ (∂Ω)
and Y = L2(∂Ω).
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Proof. 1. X = L2(∂Ω) and Y = L2(∂Ω).
First, suppose g ∈ L2(∂Ω). Then, for any f ∈ L2(∂Ω),
B∗ =
(
γ0F
(k,q)
n (0, e(·))− eγ0F (k,q+)n (0, ·)
)∗
=
(
γ0F
(k,q)
n (0, e(·))
)∗ − (eγ0F (k,q+)n (0, ·))∗
= e∗(γ0F (k,q)n (0, ·))∗ − (γ0F (k,q+)n (0, ·))∗e∗
= (γ0F
(k,q)
n (0, ·))∗ − (γ0F (k,q+)n (0, ·))∗ since e∗ = e
= γ0F
(−k,q)
n (0, ·)− γ0F (−k,q+)n (0, ·).
Hence B∗f = γ0F
(−k,q)
n (0, f)− γ0F (−k,q+)n (0, f) for f ∈ L2(∂Ω).
2. X = H
−1/2
+ (∂Ω) and Y = H
1/2(∂Ω).
Suppose g ∈ H−1/2+ (∂Ω). Then, for any f ∈ H1/2(∂Ω),
B∗f =
(
γ0F
(k,q)
n (0, e−1/2(·))− e1/2γ0F (k,q
+)
n (0, ·)
)∗
f
=
(
γ0F
(k,q)
n (0, e−1/2(·))
)∗ − (e1/2γ0F (k,q+)n (0, ·))∗ f
= e∗−1/2 ◦
(
γ0F
(k,q)
n (0, (·))
)∗
f −
(
γ0F
(k,q+)
n (0, ·)
)∗ ◦ e∗1/2f
which simplifies to the following expression for B∗f :
γq
+
1 F
(−k,q+)
d (0, γ0S+F
(k,q+)
d (0, γ0SF
(k,q)
d (0, f)
− γ0F (−k,q+)n (0, γ1F (−k,q)d (0, γ0SF (k,q)d (0, f))))).
3. X = L2(∂Ω) and Y = H1/2(∂Ω).
B∗f = B∗1f −B∗2f
= e∗ ◦ (γ0F (k,q)n (0, ·))∗f − (γ0F (k,q+)n (0, ·))∗e∗1/2f
= γ0SF
(k,q)
d (0, f)− γ0F (−k,q+)n (0, γ1F (−k,q)d (0, γ0SF (k,q)d (0, f))).
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4. X = H
−1/2
+ (∂Ω) and Y = L
2(∂Ω).
B∗f = B∗1f −B∗2f
= e∗−1/2 ◦ (γ0F (k,q)n (0, ·))∗f − (γ0F (k,q+)n (0, ·))∗e∗f
= γq
+
1 F
(−k,q+)
d (0, γ0S+F
(k,q+)
d (0, γ0F
(−k,q)
n (0, f)− γ0F (−k,q
+)
n (0, f))).
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Appendix C Cauchy-Schwarz for duality pairings
The Cauchy-Schwarz inequality for duality pairings follows easily from the standard
Cauchy-Schwarz inequality, but it is rarely presented in textbooks. We therefore present
a simple one-line proof here. Let j be the Riesz map from X ′ to X, where X is a Hilbert
space and X ′, its dual space. Then, since the Riesz map is norm-preserving, we use the
standard Cauchy-Schwarz inequality to obtain
〈u, v〉X′×X = 〈ju, v〉X ≤ ‖ju‖X‖v‖X = ‖u‖X′‖v‖X .
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Appendix D Table of notation
Notation Definition
Ω A domain with C2 boundary ∂Ω
D The diffusion coefficient, an optical parameter, varies with x
µ The absorption coefficient, an optical parameter, varies with x
q (D,µ), the optical parameters expressed as a vector
k ω/c, frequency by speed of light, assumed constant for us
F
(k,q)
d (h, f) The solution to (2.1) – (2.2)
F
(k,q)
n (h, f) The solution to (2.16) – (2.17)
F kd (h, f) Abbreviated version of F
(k,q)
d (h, f) without referring to parameters
F kn (h, f) Abbreviated version of F
(k,q)
n (h, f) without referring to parameters
ν The unit vector normal to the boundary
γ1u D
∂u
∂ν
∣∣
∂Ω
γ0u u|∂Ω
〈·, ·〉X an inner product on the space X
X ′ the dual space of the space X
〈·, ·〉X′×X the duality pairing of elements in X and X ′
Lκu −∇ ·D∇u+ (µ+ iκ)u
Su F
(0,q)
n (Lku, γ1u)
a(k,q)[u, v]
∫
ΩD∇u · ∇v¯ + (µ+ ik)uv¯dx
j Riesz map from H−1/2(∂Ω) to H1/2(∂Ω)
T ∗ The (Hilbert) adjoint of the operator T
Λ The Neumann-to-Dirichlet operator
Table D.1: Commonly used notation
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