Abstract-This paper presents an effective joint range-DOA-frequency (JRDF) estimation method based on fourth-order cumulants for multiple mixed near-field sources and far-field sources impinging on a symmetric uniform linear array, named as JRDF algorithm. Making use of the proposed method, range-DOA-frequency can be effectively estimated by the same eigen-pair of a defined "information matrix" constructed by two fourth-order cumulant matrices. Compared with the related works, the proposed method can provide superior performance, such as higher estimation accuracy, without the procedure of parameter search or parameter matching. Simulation results are presented to demonstrate the efficacy of the proposed approach.
INTRODUCTION
Source localization from noisy observations is one of the fundamental problems in array signal processing, such as sonar, radar, seismic exploration system and microphone arrays [1] . Therefore, it has received a significant amount of attention, and a number of algorithms have been developed to deal with farfield sources (FFSs) [2] [3] [4] [5] or near-field sources (NFSs) [6] [7] [8] [9] . For FFSs (beyond Fresnel zone) scenario, the wavefronts are usually approximated as planar, thus only DOA parameter needs to be estimated when the carrier frequency is known. Otherwise, for the NFSs (in Fresnel zone), as the wavefronts are spherical, both DOA and range parameters should be estimated when the carrier frequency is known as a priori. In some practical applications, the signals received at an array may be the mixture of NFSs and FFSs, for example, when using microphone arrays to localize speakers' localizations, each speaker may be in near-field (NF) or far-field (FF) since speakers' positions keep changing. So the pure NF source localization and pure FF source localization algorithm may encounter problems in localizing mixed NFSs and FFSs.
Recently, several high resolution methods have been presented to resolve the parameter estimation problem for the mixed NFSs and FFSs [10] [11] [12] [13] [14] [15] [16] [17] . A two-stage MUSIC algorithm using cumulant is presented to solve the mixed source localization [10] . Despite its effectiveness, this algorithm has a high computational burden since it involves multiple eigenvalue decompositions for high order cumulant matrices and one-dimensional (1-D) MUSIC spectrum peak search. To decrease its computational burden, an efficient application of MUSIC algorithm based on second order statics is proposed in [11] . It requires neither a multidimensional search nor high-order statics. Unfortunately, this method has loss of array aperture. Via ESPRIT-Like and polynomial rooting methods, an effective mixed sources localization algorithm is given in [12] . It can obtain better estimation performance and lower computational cost. A two-stage matrix differencing algorithm is derived to classify and locate mixed NF and FF sources [13] . This method not only improves estimation accuracy, but also achieves a more reasonable classification of the signal types. Du et al. present a space-time matrix to localize mixed NFSs and FFSs [14] . By using this method, both the DOAs and ranges of sources can be estimated by the same eigen-pair of a defined space-time matrix which avoids parameter matching problems. An improved mixed source localization method based on sparse signal reconstruction is proposed in [15] . This method firstly transforms the time-domain data of array into cumulant domain data to estimate DOAs, then constructs the mixed overcomplete basis to get the sparse representation of the array output for range estimation. It can resolve the closely spaced source and provide higher estimation accuracy. A mixed-order MUSIC algorithm for NF and FF sources localization using a sparse symmetric array is proposed in [16] . This method constructs a cumulant matrix to estimate DOAs of the mixed sources by exploiting the special array geometry. Via a crossed array, a three-dimensional (3-D) mixed NF and FF sources localization algorithm is presented in [17] . As it is based on second order statistics and requires 1-D search, it has low computational burden. In addition, it is able to avoid parameter pairing procedure as well.
To decrease the computational burden and avoid parameters pairing, a JRDF estimation algorithm is proposed to resolve the mixed source localization problem when NFSs and FFSs coexist. The ranges, DOAs and frequencies of all incoming signal sources can be estimated by the eigen-pair of a defined "information matrix" based on fourth-order cumulants. The outline of this paper is organized as follows. Section 2 briefly introduces data model. The JRDF estimation algorithm is described in Section 3. Section 4 shows several simulation results to verify the performance of the proposed approach. Finally, Section 5 provides a concluding remark to summarize the paper.
DATA MODEL
Consider the receiving system with uniform linear array (ULA) (shown in Fig. 1 ) which consists of 2N + 1 isotropic sensors. Assume that there are L independent narrowband sources impinging on the ULA from NF or FF. Employ the centre of the array as the phase reference point. Assume that there are L narrowband sources of interest, with complex baseband representations s l (t), for l = 1, 2, . . . , L. Suppose that the lth source has a carrier frequency of f l . The signal received at the ith antenna is
where x i (t) and n i (t) denote the output and the additive noise output of the ith sensor.
As θ l and r l are the DOA and range of the lth source relative to the phase reference point, respectively, the distance r il from the lth source to the ith sensor is given by a simple application of the law of cosines
where d denotes the distance between two adjancent sensors.
The delay τ il , which is associate with the lth source signal propagation time between the phase reference point and the ith sensor, can be expressed as
thus using the Fresnel approximation [18] , (3) can be approximated aŝ
For NFSs, r l is restricted to the Fresnel zone. They must be characterized by both the azimuth DOA and range, because the wavefronts are spherical. For FFSs, r l is far beyond the Fresnel zone, so we can treat spherical wavefronts as planar wavefronts (plane-wave approximation) when they propagate across the array. When this approximation is substituted into (4), the phase of the delay term becomes a linear function as followsτ
Therefore, FF can be regarded as a special case of the NF. In addition, the parameters γ l and φ l are the functions of the azimuth θ l and range r l of the lth source
and
where
, D represents the array aperture. After being sampled with a proper rate f s that satisfies the Nyquist rate, the data sample X(k) at the receiver is
T represents the signal waveform vector. The normalized radian
array steering matrix of the mixed NFSs and FFSs. The array steering vector can be given as
where the superscript (·) T stands for the matrix transpose.
The common assumptions are listed as follows (A1) The source signals are mutually independent, non-Gaussian, narrowband stationary processes with nonzero kurtosis.
(A2) The sensor noise is zero-mean (white or colored) Gaussian signals and independent of the source signals.
(A3) The array is a ULA with element spacing d min(λ l /4).
(A4) The array is a symmetric array with 2N + 1 sensors and the source number L < 2N + 1 is assumed.
(A5) The wavelength parameters of the sources are different from each other, that is ω i = ω j for i = j.
ALGORITHM FORMULATION
To develop an efficient joint estimation algorithm, we define a fourth-order cumulant matrix C 1 , the (m, n)th element of which is defined as
where the superscript (·) * represents the complex conjugate. Substituting (8) into (10) and using the multilinearity property of cumulant together with the assumptions (A1) and (A2), we can get C 1 as follows
where c 4,
diagonal matrix composed of the source kurtosis, thus we have
where the superscript (·) H denotes Hermitian transpose.
Since all source signals are assumed to have nonzero kurtosis, C 4s is an invertible diagonal matrix.
Furthermore, for different sensor lags, we define
and under the narrow-band assumption, we have s l (k + 1) ≈ s l (k). Similar to (12) , C 2 has the following expression
It is easy to know that C 2 is also a (2N + 1) × (2N + 1) matrix with rank L.
] be the eigenvalues and the corresponding eigenvectors of C 1 , then we can get
Similarly, define C 3 as follows
From (12) and (18), it is easy to know that the signal subspace V s concides with the range space of B. Since span{V s } = span{B}, there must exist a unique invertible matrix T, such that B = V s T. Therefore, it holds that
Making use of C 2 and C 3 , define an "information matrix" C (which includes the information of DOAs, ranges and frequencies) as following
Then we have the following Theorem. Theorem 3.1 . Assume that there are L (near-field or far-field) narrow-band sources, with the complex baseband representations s l (t)(1 ≤ l ≤ L) such that the lth source has a carrier frequency f l and arrives a ULA from direction θ l , range r l . If there are no same elements on the diagonal of matrix Ω, then, the L largest nonzero eigenvalues of C are equal to the L elements on the diagonal of matrix Ω, and the corresponding eigenvectors are equal to the corresponding column vectors of B, namely CB = BΩ.
Proof : Under the above assumption, it is easy to know that B is a full rank matrix. Furthermore, we draw a conclusion that rank(B) = rank(C) = L. From (12), (16) and (18)∼ (20), the following equation can be obtained
where the superscript (·) −1 denotes matrix inverse. This concludes the proof. Remarks:
(1) From Theorem 3.1, it can be easily seen that the array response matrix B and the diagonal matrix Ω can be obtained by computing the eigendecomposition of the "information matrix" C. The following incoming angle θ l , range r l and frequency f l can be estimated by making use of the lth eigenpair of the matrix C, that is, the paring of the estimated 3-D parameters is automatically determined.
(2) If there are several sources close in the angle of incidence θ or range r, but there are no same elements on the diagonal of matrix Ω, then Theorem 3.1 is still true, namely, it can resolve the incoming rays with very close angles or very close ranges under the aforementioned conditional restriction.
Meanwhile, C can be decomposed into
From (23), it is easy to see that e jω l and b(γ l ) (l = 1, 2, . . . , L) are just the eigenvalue and corresponding eigenvector of C. Based on (13), (14) , (22) and (23), f l and b(γ l ) can be given by
where the angle(·) denotes the phase angle operator.
To facilitate the representation, let b l take the place of b(γ l ) and the ith element of b l can be expressed as b l (i), thus from (13) and (14), it has the following form
By using (26), d l (i) and e l (i) have the following expression
Based on b l , we can form two 2N -dimensional column vectors as follows
. . .
Based on d l and e l , {γ l , φ l } can be given by
The wavelength of the lth source λ l is easily obtained from f l . According to (6) , (7), (31) and (32), the azimuth and range estimation of the lth source can be in turn expressed as
In fact, according to (34), we can easily determine that the lth source is a NF or FF one. When
, we can determine that the lth source corresponding to r l is a NF source. On the contrary, when r l ∈ (2D 2 /λ l , + ∝), we can determine that the lth source corresponding to r l is a FF source.
SUMMARY OF JRDF
(1) Collect data and conduct two fourth-order cumulant matrices C 1 and C 2 denoting the estimateĈ 1 andĈ 2 , respectively.
(2) Compute the eigendecomposition ofĈ 1 and use its L maximum nonzero eigenvaluesP s = diag{ρ 1 , . . . ,ρ L } and the corresponding eigenvectorsV s to defineĈ 3 according to AIC [19] , if L is unknown.
(3) DefineĈ by usingĈ 2 andĈ 3 , then compute the eigendecomposition ofĈ.
(4) Use the L maximum nonzero eigenvaluesΛ s and its corresponding eigenvectorsÛ s (the eigenpairs (α l ,û l ), l = 1, 2, . . . , L) ofĈ to estimate the frequency of the lth sourcef l andb l by (24) and (25), respectively.
(5) Estimated l andê l by making use ofb l from (29) and (30), respectively. (6) Implementd l andê l to estimateγ l andφ l by (31) and (32), respectively. (7) The DOA and range estimations of the lth source can be in turn expressed as (33) and (34), respectively.
(8) Use the range estimation of the lth sourcer l to determine whether the lth source is NFS or FFS.
Remarks:
(1) It is well known that the accuracy of the results is concerned with array aperture. When τ 1/B (τ = D/c with D denoting the array aperture, c standing for the velocity of electromagnetic waves, B being the incoming signal's bandwidth, respectively), as the array aperture becomes larger, the accuracy of the results gets higher. Moreover, the array aperture is concerned with the number of the array's elements and the distance between two adjacent array elements. As the number of the array's elements and the distance between two adjacent elements become larger, the accuracy of the results grows higher. However, when d > λ/4 (d is the distance between two adjacent array elements and λ equal to the wavelength), although the accuracy of the results improves, it will cause phase ambiguity. So the distance between two adjacent array elements is set to d = λ/4 .
(2) As the antenna array patterns may not be entirely consistent, it may cause gain-and-phase errors in the real world. In reality, the elements of the array should be calibrated according to the existing calibration methods such as active calibration [20] and self-calibration [21] , etc.
(3) The source number estimation problem is an important problem in array signal processing, etc. Generally, the source number estimation is a prior. If the number is unknown, we can use AIC [19] (Akaike Information Criteria) and GDE [22] (Gerschgorin's Disk Estimation) to detect the number of the incoming signals. However, this paper mainly focuses on the joint range-DOA-frequency estimation problem. The source number estimation problem may be beyond the scope of this paper.
COMPUTATIONAL COMPLEXITY
We briefly investigate the computational complexity of the proposed algorithm. The computational complexity of the proposed algorithm mainly includes: (1) fourth-order cumulants matrix construction of two P × P matrixes C 1 and C 2 , respectively, of orders O(9P 2 ) (where P = 2N + 1, Q = 4N + 1); (2) the eigendecomposition (EVD) of two P × P matrixes C 1 and C, respectively, of orders O(4/3P 3 ). Table 1 presents the complexity of the proposed method and the methods in [10] . For comparison, the method in [10] and the proposed method are named as TSMUSIC and JRDF, respectively. o n e sO(4/3Q 3 )
SIMULATION RESULTS
In this section, several simulation results are provided to illustrate the performance of JRDF. Consider a ULA composed of 5 sensors with quarter-wavelength spacing. The input signal-to-noise ratio (SNR) is defined as 10 log 10(σ 2 s /σ 2 n ), where σ 2 s denotes the power of signal source and σ 2 n stands for the noise power. The sampling rate is 20 MHz. Two equal-power, statistically independent narrow-band sources, respectively with center frequency 2.0 and 3.0 MHz (i.e., ω 1 = 0.2π rad/s, λ 1 = 150, ω 2 = 0.3π rad/s and λ 2 = 100), radiate on the array. For comparison, we simultaneously execute the algorithm in [10] and the related CRB [23] (see Appendix for details) in the following experiments and figures. The frequency, DOA and range estimates are scaled in units of MHz, degree and wavelength. Assume that there are one NFS and one FFS and they are located at (10 • , λ 1 ) and (20 • , 45λ 2 ). The number of snapshots is N = 100. And the performance of these algorithms is measured by the estimated root mean-square error (RMSE) of 400 independent Monte Carlo runs. The RMSE f , RMSE θ and RMSE r are defined as follows
wheref l ,θ l andr l are the estimate of f l , θ l and r l , for l = 1, 2, . . . , L. Fig. 2 shows that JRDF estimation algorithm has high frequency estimation accuracy. By contrast, TSMUSIC method assumes that the carrier frequency is known as a priori. From Figs. 3 and 4 , we can note that the proposed method outperforms TSMUSIC method in frequency, DOA and range estimates. In addition, the proposed method shows a more satisfactory performance than TSMUSIC and the RMSEs are reasonably close to the related CRB.
When SNR is set to 10 dB and the snapshot number varies from 50 to 500, RMSE f curves of the JRDF and related CRB are shown in Fig. 5 . In addition, the RMSE θ and RMSE r curves of the aforementioned two algorithms and related CRB are shown in Fig. 6 and Fig. 7 , respectively. From Fig. 5 , we can know that JRDF estimation algorithm has satisfactory frequency performance. However, TSMUSIC assumes that the carrier frequency is known as a priori. As shown in Fig. 6 and Fig. 7 , the proposed method has higher estimation accuracy than that of TSMUSIC, and the curves of the proposed method are closer to the related CRB. RMSE r curves versus snapshot number.
CONCLUSIONS
In this paper, a JRDF estimation algorithm based on fourth-order cumulants is presented for mixed sources localization. Eigen-pairs of the defined "information matrix" are used to estimate the ranges, DOAs and frequencies. So the pairing of the estimated parameters is automatically determined. The presented approach has a lower computational complexity, but it exhibits superior performance, such as smaller estimation error and better robustness to SNR change. 
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APPENDIX A.
In this appendix, we derive the CRB for the estimated parameters [9] .
By virtue of (8), we can get
From (A1), we define the probability density function p(x|ψ) as 
Based on (37), (38) and (39), the partial derivative respect to the three elements of ψ l for the near-field or far-field sources can be respectively given by 
So the CRB on the variance of the estimated parameters can be obtained from the related diagonal elements of the inverse F −1 [20] . In this paper, the Fisher information matrix F is estimated by averaging the 400 computations of ∂ln(p(x|ψ)) ∂ψ (
∂ln(p(x|ψ)) ∂ψ
) T in the 400 independent Monte Carlo runs.
