Abstract. Language models (LMs) are essential components of many applications such as speech recognition or machine translation. LMs factorize the probability of a string of words into a product of P(w i |h i ), where h i is the context (history) of word w i . Most LMs use previous words as the context. The paper presents two alternative approaches: post-ngram LMs (which use following words as context) and dependency LMs (which exploit dependency structure of a sentence and can use e.g. the governing word as context). Dependency LMs could be useful whenever a topology of a dependency tree is available, but its lexical labels are unknown, e.g. in tree-to-tree machine translation. In comparison with baseline interpolated trigram LM both of the approaches achieve significantly lower perplexity for all seven tested languages (Arabic, Catalan, Czech, English, Hungarian, Italian, Turkish).
Introduction
Language models (LMs) are essential components of many applications such as speech recognition or machine translation (MT). LM is a statistical model that assigns a probability to every sentence s which is represented as a sequence of m words, i.e. P(s) = P(w 1 , . . . , w m ). LMs factorize this joint probability into a product of conditional probabilities in form P(w i |h i ), where h i is the context (traditionally called history) of word w i . Most LMs (e.g. standard n-gram LMs, maximum entropy LMs [1] , factored LMs [2] and even some grammar-based LMs [3] ) use previous words as the context, so the joint probability can be computed in a left-to-right manner:
..m P(w i |w 1 , . . . , w i−1 ).
N-gram LMs consider only the last n − 1 words using so-called (n − 1) th order Markov property, i.e. h i ≡ (w i−n , . . . , w i−1 ); 1 P ngram (s) = 
However, we can use other factorization orderings instead of left-to-right. For example, in right-to-left ordering we use so-called post-ngrams (post-bigram, posttrigram, etc.) as the context, i.e. h i ≡ (w i+1 , . . . , w i+n−1 ); * The work on this project was supported by the grants GAUK 116310, GA201/09/H057, FP7-ICT-2009-4-247762, and FP7-ICT-2007-3-231720. 1 For simplicity, artificial start-of-sentence tokens are usually inserted before each sentence, in other words, for i < 1 we define w i ≡ <NONE>.
Generally, we can define a directed acyclic graph (DAG) on words of the given sentence, and define h i ≡ (w j : ( j, i) ∈ Edges(D AG)). 2 The key topic of this paper is a comparison of LMs based on different DAGs. 3 We are particularly interested in DAGs which are based on dependency parsing; we call the resulting language models dependency LMs.
In Sect. 2, we briefly summarize related work on dependency LMs. Afterwards, we describe possible ways of designing dependency LMs (Sect. 3) and exploiting additional context attributes (Sect. 4). Experiments are reported in Sect. 5 and concluding discussion is given in Sect. 6.
Related Work on Dependency LMs
There are papers (e.g. [3, 4] ) that use the term dependency language model (with different meanings though), but we are not aware of any universal definition of the term. Nevertheless, the common idea behind the term is to use some kind of dependency trees (such as those used in CoNLL shared tasks [5] ) for language modeling. Hereinafter, parent denotes the governing word (and the corresponding tree node), similarly children denotes the dependent words (modifiers).
There are many possible ways how to exploit dependency trees in dependency LMs. Chelba et al. [3] use them in conventional left-to-right factorization ordering -briefly, the context considered for a word comprises the preceding bigram and a link stack, which is a list of words that precede the current word, but their parent does not. Shen et al. [4] compute the probability of a tree (which represents the given sentence) using probabilistic distributions P L and P R for left and right side generative probabilities respectively and P T for a probability of a word being the root. The probability of a word is conditioned by its parent and also siblings that lie between the word and the parent. See Fig. 1 and Formula 4 for illustration. Most related to our experiments is a research by Charniak [6] , who defines two LMs based on his immediate-head parser. The first LM is called bihead -the probability of a word is conditioned by its parent, similarly to our model wp as it is defined in Sect. 3.1. The second LM is called trihead -it conditions by word's parent and grandparent, similarly to our model wp,wq. Charniak reports 22% improvement in perplexity over trigram LM. 4 
Designing Dependency LMs
In Sect. 1 we introduced DAG-based LMs. DAGs of dependency LMs can be constructed from the dependency tree of a given sentence s using several methods. Actually, we need just the topology T of the dependency tree. 5 
Model wp (Word Form of Parent)
The simplest method for constructing dependency LMs is to use T itself with edges directed from parent to child as the DAG, which means that each word is conditioned by its parent. For example, the probability of the sentence from Fig. 1 is factorized as follows: P wp (s|T ) = P(the|boy)P(boy| f ind)P(will| f ind) P( f ind|<NONE>)P(it| f ind)P(inter esting| f ind).
Model wp,wg (Word Forms of Parent and Grandparent)
Inspired by [6] , we also define model in which each word is conditioned by word forms of its parent and grandparent. For example, in phrase "listen to news" we have P(news|parent = to, grandparent = listen).
Other Possible Models
Both the models, wp and wp,wg, are to be applied in bottom-up factorization ordering. Alternatively, we could define models in which a word is conditioned by its children, so the models would be applied in top-down factorization ordering. Similarly to [4] , we could enhance the models with conditioning also on siblings.
Additional Context Information
All LMs in our experiments (in Sect. 5) are computed using distribution of form P(w|h), so they can be described by the context h = h 1 , . . . , h F they use. Performance of LMs can be improved by supplying additional context factors h f that can be used either for enlarging the context or for better smoothing. In addition to using various word-positions (e.g. preceding word, parent,. . . ) in the context, we can extract various attributes from each word-position (word form, POS tag, number of children,. . . 
Attributes N and C are quantized -possible values are 0,1,2,3 and more.
Experiments

Data
For experiments, we used the data from CoNLL 2007 shared task [5] , and we choose following seven languages: Arabic (ar), Catalan (ca), Czech (cs), English (en), Hungarian (hu), Italian (it), and Turkish (tr). Properties of this data are summarized in Tab. 1. The data are divided into two parts: train which was used for training the LMs, and test which was used solely for computing perplexity.
Four Experimental Settings
We consider four experimental settings which correspond to resources that may be available when using LMs in real applications: In Sections 5.4 -5.7 we compare perplexity of several LMs conforming the given setting. Note that the perplexity values are not directly comparable across the languages, because of different training data size and domain.
Smoothing
We use linear interpolation of models:
where P M L is the maximum likelihood estimate and P 0 is so-called probability of unseen words. P 0 (w) = 0 if word w was observed in training data and P 0 (w) = 1/(dictionar y_upper _bound − train_vocabular y_si ze) otherwise (we set dictionar y_upper _bound = 10 6 ). Weights λ 0 ...λ F are trained using EM algorithm, so that they sum to one. We used 20% of the training data as "held-out data" for estimating the lambda weights. Note that the probability of unseen words always obtains the same weight λ 0 for all models -it is the ratio of held-out words that were not seen in the rest of training data.
PLAIN: Just Word Forms
As expected, enlarging the context lowers perplexity, i.e. bigrams have higher perplexity than trigrams, post-bigrams than post-trigrams, etc. However, for the training data sizes used in our experiments the improvement for 4-grams compared to trigrams is negligible.
Most surprising outcome of Tab. 2 is that post-ngram LMs have significantly better perplexity than standard ngram LMs. The difference is so prominent, that for five of the seven languages it is even better to use one following word as the context than two preceding words and for all the languages it is better to use two following words than three preceding words.
TAGS: POS Tags and Lemmata Available
In the TAGS setting (Tab. 3), we still do not exploit dependency structure of sentences -we try to lower the perplexity as much as possible just by enriching the context with additional attributes of following words. 7 The attributes are: POS tag (t), coarse-grained POS tag (T) and lemma (l). We trained a naïve tagger on the train data, which assigns 
the most frequent (full/coarse-grained) POS tag for a given word or the overall most frequent tag if the word was unseen in training data. Similarly, we created a naïve lemmatizer and tagged and lemmatized the test data. We confirm the well-known finding (see e.g. [2] ) that additional attributes improve the perplexity. In our experiments, for six of the seven languages it is even better to use one following word & its POS tag than two following words. In Tab. 3 we can see that adding coarse-grained POS tags to POS tags helps a little and adding lemmata helps only for some languages (it helps for morphologically rich languages such as Czech and Hungarian). 8 
DEP: Topology of Dependency Trees Available
We used Malt parser [8] and trained it on the train data with manual annotation of dependency structure, but automatic annotation of POS tags and lemmatization (using naïve tagger and lemmatizer from the previous section). Subsequently, we parsed both the train and test data. We trained and tested our dependency LMs on this new data.
Results in Tab. 4 show perplexity just for selected models (because possible configurations are numerous). Note that there is no single best ordering of context factors, e.g. for Arabic, Hungarian and Turkish it is better to use N before wp, while other languages have lower perplexity with the opposite ordering. The improvement of the DEP setting against PLAIN is even greater than with the TAGS setting. 
DEP+TAGS: Both POS Tags and Topology Available
Tab. 5 shows that overall best results (i.e. lowest perplexity) for all the languages were reached by combination of both types of additional context information (DEP+TAGS). 
Discussion
Perplexity is traditionally considered as a good indication of LM performance in an intrinsic evaluation. 9 Fig. 2 illustrates that we achieved significant improvements in perplexity over the baseline (trigram LM) for all seven tested languages and all four settings (e.g. for English, PLAIN ≈ 8% improvement, TAGS ≈ 20% improvement, DEP ≈ 24% improvement, DEP+TAGS ≈ 31% improvement). We conclude with three main outcomes:
-In contrast to the common practice of using preceding words as context in language modeling, we observed better perplexity when using following words (i.e. postngram LMs). -Dependency LMs achieved even better perplexity than post-ngram LMs.
-Using additional context information (e.g. POS tag and lemma) improved the perplexity both for post-ngram LMs and for dependency LMs.
The drawback of our dependency LMs is that they cannot be easily combined with ngram LMs nor translation/acoustic models at the word level. Unless we know the parse topology from another source, we must use a dependency parser that needs to see the whole sentence in advance, so the dependency LMs can be used merely for re-ranking of n-best lists of whole sentences. According to [6] , this drawback of dependency LMs is not necessarily compelling. Similarly, we hope that the superior perplexity of our new LMs will result in improvements in real applications. In future, we would like to perform experiments with post-ngram LMs in speech recognition and with dependency LMs in tree-to-tree MT.
