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FLAT CONNECTIONS ON CONFIGURATION SPACES AND FORMALITY
OF BRAID GROUPS OF SURFACES
BENJAMIN ENRIQUEZ
Abstract. We construct an explicit bundle with flat connection on the configuration space
of n points of a complex curve. This enables one to recover the ‘formality’ isomorphism
between the Lie algebra of the prounipotent completion of the pure braid group of n points
on a surface and an explicitly presented Lie algebra tg,n (Bezrukavnikov), and to extend it
to a morphism from the full braid group of the surface to exp(ˆtg,n) ⋊ Sn.
Introduction
One of the achievements of rational homotopy theory has been a collection of results on
fundamental groups of (quasi-)Ka¨hler manifolds, leading in particular to insight on the Lie
algebras of their prounipotent completions ([Su, Mo, DGMS]; for a survey see [ABCKT]).
These results are particularly explicit in the case of configuration spaces X = Cfn(M) of n
distinct points on a manifold M ([Kr, FM, To]). In the particular case where M is a compact
complex curve, they were made still more explicit in [Bez] (see also [Ko] for the case M = C).
In these works, a ‘formality’ isomorphism was established between this Lie algebra, denoted
Lieπ1(X), and an explicit Lie algebra tˆg,n, where g is the genus of M (ˆtn when M = C).
All these works take place in the framework of minimal model theory. However, alternative
proofs are sometimes possible, based on explicit flat connections on X . Through the study of
monodromy representations, such proofs allow for a deeper study of the algebra governing the
formality isomorphisms, as well as for their connection to analysis and number theory.
In the case X = Cfn(C), a construction of the formality isomorphism Lieπ1(X) ≃ tˆn,
based on a particular bundle with flat connection on X , can be extracted from [Dr]. This
flat connection is at the basis of the theory of associators developed there; when certain Lie
algebraic data are given, it specializes to the Knizhnik-Zamolodchikov connection ([KZ]). When
X = Cfn(C), where C is an elliptic curve, a bundle with flat connection over X was constructed
in [CEE] (see also [LR]) and an isomorphism Lieπ1(X) ≃ tˆ1,n was similarly derived; this
flat connection specializes to the elliptic KZ-Bernard connection ([Ber1]). The corresponding
analogue of the theory of associators was later developed by the author.
The goal of the present paper is to construct a similar explicit bundle with flat connection
over X = Cfn(C), C being a curve of genus ≥ 1, and to derive from there an alternative
construction of the isomorphism of [Bez]. We first recall this isomorphism (Section 1). We then
recall some basic notions about bundles and flat connections in Section 2, and we formulate
our main result: the construction of a bundle Pn over X with a flat connection αKZ (Theorem
3), in Section 3. There we also show (Theorem 4) how this result enables one to recover the
isomorphism result from [Bez], as well as to extend it to a morphism from the full braid group
in genus g to exp(ˆtg,n)⋊Sn. Section 4 contains the explicit construction of the connection αKZ .
The rest of the paper is devoted to the proof of its flatness. Section 5 is a preparation to this
proof, and studies the behaviour of αKZ under certain simplicial homomorphisms. Section 6
contains the main part of the proof, while Section 7 contains the proof of some algebraic results
on the Lie algebras tg,n which are used in the previous section.
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We hope to devote future work to applications of the present work to a theory of associators
in genus g, as well as to relation with the higher genus KZB connection ([Ber2]).
The author would like to thank D. Calaque and P. Etingof for collaboration in [CEE], as
well as P. Humbert and G. Massuyeau for discussions.
1. Formality results
Let g ≥ 0 and n > 0 be integers. The pure braid group with n strands in genus g is defined as
Pg,n := π1(Cfn(S), x), where S is a compact topological surface of genus g without boundary,
Cfn(S) = S
n− (diagonals) is the space of configurations of n points in S, and x ∈ Cfn(S). The
corresponding braid group is Bg,n = π1(Cf [n](S), {x}), where Cf [n](S) = Cfn(S)/Sn and {x} is
the Sn-orbit of x.
If g > 0 and n ≥ 0, define tg,n as the C-Lie algebra with generators
1 vi (v ∈ V , i ∈ [n]), tij
(i 6= j ∈ [n]), and relations : v 7→ vi is linear for i ∈ [n],
[vi, wj ] = 〈v, w〉tij for i 6= j ∈ [n], v, w ∈ V,
g∑
a=1
[xia, y
i
a] = −
∑
j:j 6=i
tij , ∀i ∈ [n],
[vi, tjk] = 0 for i, j, k ∈ [n] different, v ∈ V.
Here (V, 〈−,−〉) is a symplectic vector space of dimension 2g, with symplectic basis (xa, ya)a∈[g]
(so 〈xa, yb〉 = δab). tg,n is equipped with a N
2-degree given by |xia| = (1, 0), |y
i
a| = (0, 1). The
total degree defines a positive grading on tg,n; we denote by tˆg,n the corresponding completion.
Theorem 1. ([Bez]) There exists a morphism Pg,n → exp(ˆtg,n), inducing an isomorphism of
Lie algebras Lie(Pg,n)
C ∼→ tˆg,n.
Here Lie Γ is the Lie algebra of the prounipotent (or Malcev) completion of a finitely gen-
erated group Γ and V C is the complexification of a (pro-)finite dimensional Q-vector space
V .
The proof of [Bez] uses minimal model theory. The purpose of this paper is to reprove this
result using explicit flat connections on configuration spaces.
2. Principal bundles and flat connections
Let X be a smooth manifold, x ∈ X , set Γ := π1(X, x). Let G0 be a complex proalgebraic
group, g0 be its Lie algebra. Fix a morphism Γ
ρ0
→ G0. It gives rise to a principal G0-bundle
P0 → X , equipped with a flat connection ∇0.
Let U be a prounipotent complex group, equipped with an action of G0 and G := U ⋊G0.
Let u, g be the corresponding Lie algebras, then g = u ⋊ g0. These Lie algebras are equipped
with decreasing filtrations u = u1 ⊃ u2 ⊃ · · · and g = g0 ⊃ u1 ⊃ u2 ⊃ · · · (with the convention
[xi, xj ] ⊂ xi+j).
Let (P,∇) := (P0,∇0)×G0G be the principal G-bundle with flat connection overX obtained
by change of groups. The set of flat connections on this bundle is F = {α ∈ Ω1(X, adP )|dα =
α ∧ α}, where adP = P ×G g. The filtration of g induces a decreasing filtration adP =
(adP )0 ⊃ (adP )1 ⊃ · · · and we set F1 := F ∩ Ω1(X, (adP )1). Then holonomy gives rise to
a map F1 → Def(ρ0) := {lifts ρ : Γ → G of ρ0}. A lift of ρ0 is a morphism Γ
ρ
→ G such that
(Γ
ρ
→ G→ G0) = (Γ
ρ0
→ G0).
1We set [n] := {1, . . . , n}.
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In the particular case where u is graded (u = ⊕ˆi≥1ui, where [ui, uj ] ⊂ ui+j), (adP )
1 is
graded: (adP )1 = ⊕ˆi≥1(adP )i, where (adP )i = P0×G0 ui. Then F1 := F
1∩Ω1(X, (adP )1) =
{α ∈ Ω1(X, (adP )1)|dα = α ∧ α = 0}.
We obtain in particular a map F1 → Def(ρ0). The morphism ρ associated to α expands as
ρ(γ) = ρ0(γ) exp(
∫ γx
x
α+ (element of u2)). (1)
Let Σ be a finite group. Let P0 → X be a principal bundle over a smooth manifold X with
underlying groupG0. Assume that the situation is Σ-equivariant, i.e.: Σ acts by automorphisms
of G0 and X , and the action of Σ lifts to P0 compatibly with its action on G0. Assume that
the action of Σ on X is free, and let X˜ := X/Γ be the smooth quotient. Then P0 → X/Γ = X˜
is a G0 ⋊ Σ-bundle. An equivariant connection on P0 → X induces a connection on P0 → X˜,
and therefore a morphism π1(X˜)→ G0 ⋊ Σ, such that
π1(X)
ρ0
→ G0
↓ ↓
π1(X˜)
ρ˜0
→ G0 ⋊ Σ
commutes.
The set of flat connections on P0 → X˜ is the set of flat equivariant connections on P0 → X ,
i.e., Feq = F ∩ Ω1(X, adP0)
Σ.
Let G = U⋊G0 as above, and assume that Σ acts compatibly on U and G0, and therefore on
G. Then (P,∇) = (P0,∇0)×G0 G is a Σ-equivariant G-bundle over X , and therefore a G⋊Σ-
bundle over X˜ = X/Σ. Set F1,eq := F1∩Feq, then holonomy gives a map F1,eq → Def(ρ0, ρ˜0),
by which we understand the set of pairs (ρ, ρ˜) lifting (ρ0, ρ˜0), such that
π1(X)
ρ
→ G
↓ ↓
π1(X˜)
ρ˜
→ G⋊ Σ
commutes.
If u is Γ-equivariantly graded, then Feq1 = F1∩F
1,eq = {α ∈ Ω1(X,P0×G0 u1)
Σ|dα = α∧α =
0}. Holonomy gives a map Feq1 → Def(ρ0, ρ˜0).
3. The main results
3.1. The structure of some Lie algebras. Let g ≥ 1, n ≥ 0 be integers.
Lemma 2. Let u := ⊕p≥0,q>0tg,n[p, q], then there is an isomorphism tg,n ≃ u ⋊ f
⊕n
g , where fg
is the free Lie algebra with g generators.
Proof. Let (xa)a∈[g] be the generators of fg, then there is a unique morphism f
⊕n
g → tg,n
with x
(i)
a 7→ xia, where x 7→ x
(i) is the ith inclusion fg → f
⊕n
g . On the other hand, the quotient
tg,n/(y
i
a, a ∈ [g], i ∈ [n]) is presented by generators x
i
a, a ∈ [g], i ∈ [n] and relations [x
i
a, x
j
b] = 0
for i 6= j, hence is isomorphic to f⊕ng . As the composed map f
⊕n
g → tg,n → f
⊕n
g is the identity,
tg,n ≃ Ker(tg,n → f
⊕n
g )⋊ f
⊕n
g . The result follows from Ker(tg,n → f
⊕n
g ) = u. 
We set G0 := exp(ˆf
⊕n
g ) and G := exp(ˆtg,n) ; these groups are as in Section 2.
3.2. Flat connections on configuration spaces and formality. Define πg := 〈Aa, Ba, a ∈
[g]|
∏g
a=1(Aa, Ba) = 1〉.
Assume that the following data is given :
• a smooth, closed complex curve C ;
• a point x = (x1, . . . , xn) ∈ Cfn(C) ;
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• a collection of isomorphisms π1(C, xi)
∼
→ πg, such that the resulting isomophisms π1(C, xi)→
π1(C, xj) are induced by a path from xi to xj .
We set X := Cn − (diagonals), Γ := π1(X, x) as in Subsection 2. Then Γ ≃ Pg,n.
Define ρ0 : Pg,n → exp(ˆf
⊕n
g ) = G0 as the composite map Pg,n = π1(Cfn(C), x)→ π1(C
n, x) =∏
i∈[n] π1(C, xi) → π
n
g → F
n
g → exp(ˆfg)
n = G0, where Fg is the free group with generators
γa, a ∈ [g], πg → Fg is the composite of the quotient morphism πg → πg/N , where N is the
normal subgroup generated by the Aa, a ∈ [g] and πg/N → Fg, B¯a 7→ γa is the isomorphism
arising from the presentation of πg/N , and Fg → exp(ˆfg) is given by γa 7→ exp(xa).
The principal G-bundle with flat connection onX = Cfn(C) corresponding to ρ0 (analogue of
(P,∇) in Section 2) is then i∗(Pn), where i : X → C
n is the inclusion and (Pn → C
n) = (P01 →
C)n ×exp(ˆfg)n exp(ˆtg,n), where (P
0
1 → C) is the principal exp(ˆfg)-bundle with flat connection
corresponding to the above morphism πg → Fg → exp(ˆfg).
The set of flat connections of degree 1 is then
F1 = {α ∈ Ω
1(Cn − (diagonals),Pn ×ad tˆg,n[1])|dα = α ∧ α = 0}
and its subset of holomorphic flat connections is
Fhol1 = {α ∈ H
0(Cn,Ω1,0Cn ⊗ (Pn ×ad tˆg,n[1])(∗∆))|dα = α ∧ α = 0}
where ∆ =
∑
i<j ∆ij and ∆ij ⊂ C
n is the diagonal corresponding to (i, j). In Subsection 4, we
will show:
Theorem 3. A particular explicit element αKZ ∈ F
hol
1 can be constructed as a sum
αKZ =
n∑
i=1
αi, (2)
where αi ∈ H
0(C,K
(i)
C ⊗ (Pn ×ad tˆg,n[1])(
∑
j:j 6=i∆ij)) expands as αi ≡
∑
a∈[g] ω
(i)
a yia modulo
⊕ˆq≥2tg,n[1, q].
Here K
(i)
C = O
⊠i−1
C ⊠ KC ⊠ O
⊠n−i
C , ω
(i)
a = 1⊗i−1 ⊗ ωa ⊗ 1
⊗n−i, where (ωa)i∈[g] are the
holomorphic differentials such that
∫
Aa
ωb = δab and Aa,Ba are the images of Aa, Ba under
πg → π
ab
g ≃ H1(C,Z).
The group Pg,n is the kernel of the morphism Bg,n → Sn. According to [Bell], Bg,n is
presented by generators Xa, Ya, σi (a ∈ [g], i ∈ [n− 1]) and relations
σiσi+1σi = σi+1σiσi+1 if i ∈ [n− 2], (σi, σj) = 1 if |i− j| > 1, (3)
(Xa, σi) = (Ya, σi) = 1 if i > 1, a ∈ [g], (4)
(σ−11 Xaσ
−1
1 , Xa) = (σ
−1
1 Yaσ
−1
1 , Ya) = 1 if a ∈ [g], (5)
(σ−11 Xaσ
−1
1 , Xb) = (σ
−1
1 Xaσ
−1
1 , Yb) = (σ
−1
1 Yaσ
−1
1 , Xb) = (σ
−1
1 Yaσ
−1
1 , Yb) = 1 if a < b,
(6)
(σ1(Xa)
−1σ1, (Ya)
−1) = σ21 if a ∈ [g], (7)
∏
a∈[g]
(Xa, (Ya)
−1) = σ1 · · ·σ
2
n−1 · · ·σ1. (8)
The morphism Bg,n → Sn is given by Xa, Ya 7→ 1, σi 7→ si := (i, i + 1). It is proved in [Bell]
that Pg,n is generated by X
i
a, Y
i
a (i ∈ [n], a ∈ [g]), where Z
i
a = σ
−1
i−1 · · ·σ
−1
1 Zaσ
−1
1 · · ·σ
−1
i−1 for Z
any of the letters X,Y .
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One can prove that the group with the same presentation as Bg,n together with the additional
relations σ2i = 1 (i ∈ [n − 1]) is isomorphic to (πg)
n ⋊ Sn. It follows that there is a natural
morphism Bg,n → (πg)
n ⋊ Sn, which restricts to Pg,n → π
n
g . The images of X
i
a, Y
i
a under this
morphism are then A
(i)
a , B
(i)
a , where γ 7→ γ(i) is the ith inclusion πg → π
n
g .
In view of the expansion (1), the morphism ρ : Pg,n → G = exp(ˆtg,n) associated to αKZ is
given byX ia 7→ e
yia+tˆ
≥2
g,n , Y ia 7→ e
xia+
∑
b τaby
i
b+tˆ
≥2
g,n , where τab =
∫
Ba
ωb and tˆ
≥2
g,n = ⊕ˆp+q≥2tg,n[p, q].
By a standard argument, we derive from Theorem 3 the formality of Pg,n.
Theorem 4. (see also [Bez]) The morphism (LiePg,n)
C → tˆg,n induced by ρ is an isomorphism
of filtered Lie algebras.
Proof. Recall the properties of prounipotent completion. If Γ is a finitely generated group,
its prounipotent completion is a Q-group scheme Γ(−). There is a group morphism Γ→ Γ(Q)
universal with respect to the morphisms Γ → U(Q), where U(−) is a prounipotent Q-group
scheme. In particular, ρ gives rise to a morphism Lie ρ : (LiePg,n)
C → tˆg,n and induces a
morphism grLie ρ : (gr LiePg,n)
C → tg,n.
Let log : Γ → Lie Γ be the composed map Γ → Γ(Q)
log
→ LieΓ(Q). gr1(LiePg,n)
C contains
classes [logXai ], [log Y
a
i ] and gr Lie ρ takes these elements to y
i
a, x
i
a +
∑
b τaby
i
b, which generate
tg,n, hence grLie ρ is onto, hence so is Lie ρ.
Lemma 5. There is a unique morphism tg,n → gr LiePg,n, such that x
i
a 7→ [logX
i
a], y
i
a 7→
[log Y ia ].
Proof of Lemma. Set x˜a := logXa ∈ LiePg,n, y˜a := log Ya ∈ LiePg,n.
The morphism Bn → Bg,n defined by σi 7→ σi restricts to a morphism Pn → Pg,n. The group
im(Bn ×Sn Sn−1 → Bg,n) (the inclusion is Sn−1 → S1 × Sn−1 → Sn) is generated by im(Pn →
Pg,n) and the σi, i ≥ 2. Relations (4) then imply that for any g ∈ im(Bn ×Sn Sn−1 → Bg,n),
gx˜ag
−1 ≡ x˜a, gy˜ag
−1 ≡ y˜a modulo F
2 LiePg,n (we set F
1g = g, F i+1g = [g, F ig] for g a Lie
algebra). This implies that the classes modulo F 2 LiePg,n of τix˜aτ
−1
i , τiy˜aτ
−1
i are independent
of the choice of τi ∈ im(B(i)→ Bg,n), where B(i) = Bn×Sn S(i) and S(i) = {σ ∈ Sn|σ(1) = i}.
We denote by xia, y
i
a
∈ gr1 LiePg,n these classes.
Let t˜12 := log σ
2
1 ∈ LiePg,n. Relation (7) implies that t˜12 ∈ F
2 LiePg,n. We denote by t12
the class of t˜12 in gr2 LiePg,n. The group im(Bn ×Sn (S2 × Sn−2) → Bg,n) is generated by
im(Pn → Bg,n) and σ1, σ3, . . . , σn−1. Then relations (3) imply that for any i 6= j, the class of
τij t˜12τ
−1
ij is independent of the choice of τij ∈ im(B(i, j)→ Bg,n), where B(i, j) = Bn×SnS(i, j)
and S(i, j) = {σ ∈ Sn|σ({1, 2}) = {i, j}}. We denote by tij ∈ gr2 LiePg,n this class.
Relation (3) implies (Xa, σ
2
2) = (Ya, σ
2
2) = 1 (relation in Pg,n), which yields by taking log-
arithms and classes modulo F 4 LiePg,n the relations [xa, t23] = [ya, t23] = 0 in gr3 LiePg,n.
Conjugating these relations in Pg,n by τijk ∈ im(B(i, j, k) → Bg,n), where B(i, j, k) = Bn ×Sn
S(i, j, k) and S(i, j, k) = {σ ∈ Sn|σ(1) = i, σ(2) = j, σ(k) = k} and applying the same proce-
dure, one obtains the relations [xia, tjk] = [y
i
a
, tjk] = 0.
Similarly, relations (5) imply by taking logarithms and classes modulo F 3 LiePg,n the rela-
tions [x1a, x
2
a] = [y
1
a
, y2
a
] = 0 in gr2 LiePg,n. Conjugating these relations by τij ∈ im(B(i, j) →
Bg,n) and applying the same procedure, one obtains the relations [x
i
a, x
j
a] = [y
i
a
, yj
a
] = 0 for any
i 6= j; In the same way, relations (6) yield relations [xia, x
j
b] = [x
i
a, y
j
b
] = [yi
a
, yj
b
] = 0 for a 6= b
and i 6= j.
Finally, relation (7) implies by taking logarithms and classes the relations [x2a, y
1
a
] = t12, and
by conjugating beforehand by an element of im(B(j, i)→ Bg,n) the relations [x
i
a, y
j
a
] = tij , and
relation (8) implies
∑
a[x
i
a, y
i
a
] +
∑
j:j 6=i tij = 0.
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All this implies that there is a unique morphism tg,n → gr LiePg,n, such that x
a
i 7→ x
i
a,
ya
i
7→ yia. 
End of proof of Theorem. There is a unique automorphism θ ∈ Aut(tg,n), such that x
i
a 7→ y
i
a,
yia 7→ x
i
a+
∑
b τaby
i
b. The composed morphism grLiePg,n
gr Lie ρ
→ tg,n
θ−1
→ tg,n → gr LiePg,n takes
[logX ia], [log Y
i
a ] to themselves; as these elements generate gr LiePg,n, this is the identity. It
follows that gr Lie ρ is injective. So gr Lie ρ is a filtered isomorphism. 
Using Sn-equivariance, the holonomy morphism Pg,n → exp(ˆtg,n) may be enhanced as fol-
lows.
Note that the bundle i∗(Pn)→ Cfn(C) is Sn-equivariant, so it gives rise to a exp(ˆtg,n)⋊Sn-
bundle i∗(Pn) → Cf [n](C). The 1-form αKZ is Sn-equivariant, so the monodromy representa-
tion Pg,n → exp(ˆtg,n) extends to a morhism
ρ˜ : Bg,n → exp(ˆtg,n)⋊ Sn. (9)
The undeformed version ρ˜0 of ρ˜ is constructed as follows. There exists a unique morphism
Bg,n → π
n
g ⋊ Sn, such that
Pn →֒ Bg,n ←֓ Pg,n
↓ ↓ ↓
Sn →֒ π
n
g ⋊ Sn ←֓ π
n
g
commutes. Then (Bg,n
ρ˜0
→ exp(ˆfg)
n ⋊ Sn) = (Bg,n → π
n
g ⋊ Sn → F
n
g ⋊ Sn → exp(ˆfn)
n ⋊ Sn).
4. The construction of αKZ
4.1. The geometric setup. Pick x0 in C. Fix an isomorphism π1(C, x0)
∼
→ πg compatible
with the isomorphisms π1(C, xi)
∼
→ πg. Let Cuniv
p
→ C be the universal cover of C, then
the choice of a lift of x0 gives rise to an isomorphism Aut p ≃ π1(C, x0), and therefore to an
isomorphism Aut p ≃ πg. Let C˜ := Cuniv/N , then C˜ → C is a covering with group Fg = πg/N .
There is a unique isomorphism πg ≃ 〈A˜a, B˜a, a ∈ [g]|A˜1 · · · A˜g = (B˜1A˜1B˜
−1
1 ) · · · (B˜gA˜gB˜
−1
g )〉,
given by
A˜a = (
∏
b<a
BbA
−1
b B
−1
b )·Aa·(
∏
b<a
BbA
−1
b B
−1
b )
−1, B˜a = (
∏
b<a
BbA
−1
b B
−1
b )·Ba·(
∏
b<a
BbA
−1
b B
−1
b )
−1.
Cut out on C and with homotopy classes B˜1, A˜1, B˜
−1
1 , · · · , B˜g, A˜g, B˜
−1
g , A˜
−1
g , · · · , A˜
−1
1 .
The lifts of these loops to C˜ are a collection of successive paths p1, A1, p
−1
1 , . . . , pg, Ag,
p−1g , γ
−1
1 (A1)
−1, . . . , γ−1g (Ag)
−1. They cut out a fundamental domain D˜ ⊂ C˜, such that
∂D˜ = ∪a∈[g]Aa ∪ γ
−1
a (Aa).
The residue formula is then∑
P∈D˜
resP (ω) +
∑
a∈[g]
∫
Aa
(γa − 1)(ω) = 0
for ω any meromorphic differential on C˜.
4.2. Conditions on αi and its properties. Let z = (z1, . . . , zi−1, zi+1, . . . , zn) ∈ C˜
n−1×Cn−1
Cfn−1(C). Let z denote also the divisor z1 + · · ·+ zn of C˜.
Lemma 6. There exists a unique αzi ∈ H
0(C˜,KC(z))⊗ tˆg,n[1], such that
• ∀a ∈ [g], γa(α
z
i ) = e
ad xia(αzi ),
• ∀j 6= i, reszj (α
z
i ) = tij ,
•
∫
Aa
αzi =
ad xia
ead x
i
a−1
(yia).
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Let ∆˜i be the divisor of C˜
n, preimage of ∆i = ∆i1 + · · ·+∆in under p : C˜
n → Cn.
There exists a unique αi ∈ H
0(C˜n,K
(i)
C˜
(∆˜i))⊗tˆg,n, such that (αi)|(z1,... ,zi−1)×C˜×(zi+1,... ,zn) =
αzi .
Proposition 7. For i ∈ [n] and a ∈ [g], γja(αi) = e
ad xja(αi), so that αi ∈ H
0(Cn,K
(i)
C ⊗
adPn(∆i)). One also has resij(αi) = tij .
For X a variety and E → C × C ×X a bundle, the residue is a map H0(C × C ×X, (KC ⊠
OC(∗∆) ⊠OX) ⊗ E) → H
0(C ×X, (p× idX)
∗(E)), where p : C → C × C is the diagonal map
and ∆ ⊂ C ×C is the diagonal divisor. One similarly defines resij : H
0(Cn,K
(i)
C ⊗E(∗∆ij))→
H0(Cn−1, p∗ij(E)), where pij : C
n−1 → Cn is the composition with the map [n] → [n − 1],
inducing an increasing bijection [n]− {i, j} → [n− 1]− {1} and such that i, j 7→ 1.
4.3. Geometric material. An element α ∈ H0(C˜n,K
(i)
C˜
(∆i)) will be denoted α(z1, . . . , zn)dzi =
αz1...zi...zn . The action of γ ∈ Fg on this space, induced by its action on the jth component of
C˜n is denoted by γj = γ(zj). When n = 2, one sets (z1, z2) = (z, w).
Lemma 8. There is a unique family ω
zw
a1...as ∈ H
0(C˜×C˜,KC˜⊠OC˜(∆˜)), where s ≥ 1, (a1, . . . , as) ∈
[g]s, such that:
• for n = 1, ω
zw
a = ω
z
a;
•
γ(z)a (ω
zw
a1...as) =
∑
k≥0
1
k!
δaa1...akω
zw
ak+1...as
,
• resz=w(ω
zw
a1...as) = −δs2δa1a2 .
Proof of Lemma. By the residue formula, the conditions on ω
zw
a1...as are
(γ(z)a − 1)ω
zw
a1...as =
∑
k≥1
1
k!
δaa1...akω
zw
ak+1...as ,
∫ z
Aa
ωzwa1...as = bsδaa1...as ,
where
∑
k≥1 bkt
k−1 = t/(et − 1). Assume that the ω
zw
a1...at are determined for t < s and let us
show that this condition determines the ω
zw
a1...as uniquely.
The uniqueness of ω
zw
a1...as satisfying these conditions is clear. Let us prove their existence.
Define a vector bundle Ls over C inductively by L0 = KC ,
Γ(U,Ls) = {ω ∈ Γ(U˜ ,KC˜)|∃(αa)a∈[g] ∈ Γ(U,Ls−1)
g, s.t. ∀a ∈ [g], (γa − 1)ω = αa},
where for any open subset U ⊂ C, U˜ := C˜ ×C U . It fits in an exact sequence 0 → KC →
Ls → L
⊕g
s−1 → 0. For each point w¯ ∈ C, it gives rise to the exact sequence H
0(C,Ls(w¯)) →
H0(C,Ls−1(w¯))
g → H1(C,KC(w¯)). By Serre duality, H
1(C,KC(w¯)) = 0, which implies the
surjectivity of the first map, hence the existence of the ω
zw
a1...as . One then proves easily that the
ω
zw
a1...as depend meromorphically on w. 
Lemma 9. ([Fay], Cor. 2.6) There exists a unique ψzw ∈ H0(C × C,K⊠2C (2∆)), such that:
• ψzw expands as dzdw log(z − w) +O(1) at the vicinity of the diagonal;
•
∫ z
Aa
ψzw = 0.
ψzw is called the basic bidifferential in the theory of complex curves.
Lemma 10. There is a unique family ψ
zw
a1...as ∈ H
0(C˜×C˜,K⊠2
C˜
(2∆˜)), where s ≥ 0, (a1, . . . , as) ∈
[g]s, such that:
• if s = 0, then ψ
zw
a1...as = ψ
zw,
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•
γ(z)a (ψ
zw
a1...as) =
∑
k≥0
1
k!
δaa1...akψ
zw
ak+1...as
,
•
∫ z
Aa
ψ
zw
a1...as = 0.
• ψ
zw
a1...as is regular at the diagonal of C˜ × C˜ if s ≥ 1.
It satisfies the identity
ψwza1...as = (−1)
sψzwas...a1 .
Proof. The uniqueness of the family (ψ
zw
a1...as) is clear. As for existence, it suffices to set
ψ
zw
a1...as = −dw(ω
zw
a1...asbb
) for any b ∈ [g].
The identity ψ
wz
a1...as = (−1)
sψ
zw
as...a1 can be proved as follows. When C˜ = P
1 − {αa, βa, a ∈
[g]} and γa are defined by
γa(z)−αa
γa(z)−βa
= qa
z−αa
z−βa
, where (qa)a∈[g] are formal variables, ψ
zw
a1...as =∑
γ∈Fg
fa1...as(γ)γ
(z)dzdw log(z − w), where
fa1...as(γ
λ1
e1 · · · γ
λt
et ) =
∑
s1+···+st=s
(−λ1)
s1
s1!
· · ·
(−λt)
st
st!
δe1a1...as1 · · · δetas1+···+st−1 ...as .
So fas···a1(γ
−1) = (−1)sfa1···as(γ), and since γ
(z)dzdw log(z −w) = (γ
−1)(w)dzdw log(z −w), it
follows that
ψwza1...as = (−1)
sψzwas...a1 .
This identity holds on the set of Mumford curves, which is a formal neighborhood of the locus
of totally degenerate curves in the moduli space of triples (C, x0, π1(C, x0)
∼
→ πg), so it holds
on the whole moduli space. 
Define ψ
zww′
a1...as ∈ H
0(C˜3,K
(1)
C˜
(∆˜12 + ∆˜13)) by ψ
zww′
a1...as =
∫ w′
w ψ
zw′′
a1...as , where the integration
is on the second variable. This is well-defined because
∫ w
Aa
ψ
zw
a1...as = 0. Then the identity
ψ
zww′
a1...as + ψ
zw′w′′
a1...as = ψ
zww′′
a1...as holds.
Lemma 11. a) If as−1 6= as, then ω
zw
a1...as is constant in the second variable, hence arises from
an element of H0(C˜,KC˜).
b)
(γ(w)a − 1)ω
zw
a1...asbb
=
∑
k≥0
(−1)k+1
(k + 1)!
δaas...as−k+1ω
zw
a1...as−ka
(10)
Proof. One proves inductively on s that ω
zw
a1...as − ω
zw′
a1...as = 0. Indeed, if this is true for all
indices t < s, then this difference satisfies (γ
(z)
a − 1)αz = 0,
∫ z
Aa
αz = 0, which implies α
z = 0.
This proves a).
Let us prove (10). The identities ψ
wz
as...a1 = (−1)
sψ
zw
a1...as and
γ(z)a ψ
zw
a1...as =
∑
k≥0
1
k!
δaa1...akψ
zw
ak+1...as
imply (γ
(w)
a − 1)ψ
zw
a1...as =
∑
k≥0
(−1)k+1
(k+1)! δaas···as−kψ
zw
a1...as−k−1 , so the images of both sides of
(10) under dw coincide. Assume that (10) has been proved at all orders t < s and consider this
identity at order s. As dw(ω
zw
a1...asbb
− ω
zw
a1...ascc) = ψ
zw
a1...as − ψ
zw
a1...as = 0, ω
zw
a1...asbb
− ω
zw
a1...ascc
is independent of w, so (l.h.s. – r.h.s. of (10)) is a differential in z depending on a, a1, . . . , as
only, which we denote δ
z
aa1...as . Applying γ
(z)
e − 1 to both sides of (10) and using the induction
hypothesis, one obtains (γ
(z)
e − 1)δ
z
aa1...as = 0 for e ∈ [g]. The differential δ
z
aa1...as is necessarily
regular, as it is regular on C − {w} for any point w, so it belongs to H0(C,KC). To compute
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it, it suffices to evaluate the integrals of both sides of (10) on a-cycles. When s ≥ 1, ω
zw
a1...asbb
is regular at z = w, so
∫ z
Ac
(l.h.s. of (10)) = 0. On the other hand,
∫ z
Ac
(r.h.s. of (10))
= δaa1...asc
∑
k≥0
(−1)k+1
(k+1)! bs−k+1 = 0. So δ
z
aa1...as = 0 for s ≥ 1. A similar computation yields
the same result for s = 0. 
Proposition 12.
ω
zw
a1...asbb
− ω
zw′
a1...asbb
= ψzww
′
a1...as ,
γ(z)a (ψ
zww′
a1...as) =
∑
k≥0
1
k!
δaa1...akψ
zww′
ak+1...an
,
γ(w
′)
a (ψ
zww′
a1...as) =
∑
k≥0
(−1)k
k!
δaas...as−k+1ψ
zww′
a1...as−k +
∑
k≥1
(−1)k−1
k!
δaas...as−k+2ω
zw
a1...as−k+1a,
where δu1...ut is Kronecker’s delta (= 1 by convention if t = 1).
Proof. The first identity follows from ψ
zw
a1...as = −dw(ω
zw
a1...asbb
) by integration. The second
identity follows from γ
(z)
a ψ
zw
a1...as =
∑
k≥0
1
k! δaa1...akψ
zw
ak+1...as by integration. Let us prove the
third identity. One checks that dw(l.h.s. – r.h.s.) = dw′(l.h.s. – r.h.s.) = 0, so (l.h.s. – r.h.s.)
depends on z only. Moreover, l.h.s. = γ
(w′)
a (ω
zw
a1...asbb
− ω
zw′
a1...asbb
), while (second sum of r.h.s.)
= −(γ
(w)
a − 1)ω
zw
a1...asbb
. It follows that
(l.h.s.− r.h.s.) = γ(w)a ω
zw
a1...asbb
− γ(w
′)
a ω
zw′
a1...asbb
−
∑
k≥0
(−1)k
k!
δaas...as−k+1ψ
zww′
a1...as−k
is antisymmetric in w,w′. All this implies that (l.h.s. – r.h.s.) = 0. 
4.4. Construction and properties of αi. Set
α
z1...zi...zn
i
:=
∑
s≥0,
(a1,... ,as,b)∈[g]
s+1
ω
ziw
a1...asb
[xia1 , · · · , [x
i
as , y
i
b]] +
∑
j:j 6=i
∑
s≥0,
(a1,... ,as)∈[g]
s
ψ
ziwzj
a1...as [x
i
a1 , · · · , [x
i
as , tij ]].
It follows from the first identity of Proposition 12 that the r.h.s. is independent on w, which
justifies the chosen notation.
Proposition 7 then follows from the identities of Proposition 12, together with the identity
[xia + x
j
a, tij ] = 0 (see Lemma 18).
5. Simplicial behavior of αKZ
Let G ⊂ tˆg,n be the Lie subalgebra generated by the v
1 + v2, vk, k ≥ 3, v ∈ V . Then
t12 ∈ Z(G). One checks using the presentation of tg,n−1 that there is a unique Lie algebra
morphism tg,n−1 → G/Ct12, x 7→ x
12,3,... ,n, such that for v ∈ V , (v1)12,3,... ,n = v1 + v2,
(vk)12,3,... ,n = vk+1 for k ≥ 2. In particular, (t1k)
12,... ,n = t1,k+1+ t2,k+1, (tkl)
12,... ,n = tk+1,l+1
for k, l > 1. We denote the same way the composed linear map tg,n−1 → G/Ct12 → tg,n/Ct12.
When the number of marked points is n − 1, α
(n−1)
1 identifies with a differential α
(n−1)
1 ∈
H0(C˜n−1,K
(1)
C˜
(∆12 + · · · + ∆1,n−1)) ⊗ tˆg,n−1. Applying the above linear map, one gets a
differential
(α
(n−1)
1 )
12,3,... ,n ∈ H0(C˜n−1,K
(1)
C˜
(∆˜12 + · · ·+ ∆˜1,n−1))⊗ (ˆtg,n/Ct12).
If ω is a rational differential on C, let ωi := 1
⊗i−1⊗ω⊗1⊗n−i be the induced rational section
of K
(i)
C on C
n.
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Let p12 : C
n−1 → Cn be (z1, . . . , zn−1) 7→ (z1, z1, z2, . . . , zn−1). Then ∆12 ⊂ C
n is the
image of p12.
If ω is nonzero, then as the behavior of αi = α
(n)
i (i = 1, 2) on ∆12 is αi = t12dzi log(zi− zj)
+ regular (with {i, j} = {1, 2}), 1ω1 (ω1α2 + ω2α1) is regular at ∆12. We set
α˜ω =
1
ω1
(ω1α2 + ω2α1)|∆12 ,
which may be viewed as an element of Γrat(C˜
n−1,K
(1)
C˜
) ⊗ tˆg,n (where Γrat means rational
sections).
α˜ω satisfies the identity α˜fω = α˜ω − (d log f)1t12, which implies that the class of α˜ω modulo
Ct12 satisfies
[α˜ω] ∈ H
0(C˜n−1,K
(1)
C˜
⊗ (∆˜12 + · · ·+ ∆˜1,n−1))⊗ (ˆtg,n/Ct12)
(as ω can be chosen regular at any point of C), and that this class is independent of ω.
We will prove:
Proposition 13. (α
(n−1)
1 )
12,3,... ,n = [α˜ω].
Proof. Denote the two sides by ui, i = 1, 2. They have the same automorphy properties,
namely γa1 (ui) = e
ad(x1a+x
2
a)(ui), γ
a
k (ui) = e
adxk+1a (ui) for k ≥ 2. They have the same poles,
res∆1k ui = t1,k+1+ t2,k+1 for k ≥ 2. For z ∈ D˜
n−2 ⊂ C˜n−2, we restrict the two sides to C˜×{z}
and show that the resulting forms αzi have the same integrals along a-cycles.
Lemma 14. If k is even or 1, then (adx1a)
k(y1a)
12,3,... ,n = (adx1a)
k(y1a) + (adx
2
a)
k(y2a).
Proof of Lemma.
(adx1a)
k(y1a)
12,3,... ,n = (adx1a)
k(y1a) + (adx
2
a)
k(y2a)
+
k−1∑
l=0
(ad(x1a + x
2
a))
k−1−l(adx2a)(adx
1
a)
l(y1a) + (ad(x
1
a + x
2
a))
k−1−l(adx1a)(adx
2
a)
l(y2a)
= (adx1a)
k(y1a) + (adx
2
a)
k(y2a)
+
k−1∑
l=0
(ad(x1a + x
2
a))
k−1−l(adx1a)
l(t12) + (ad(x
1
a + x
2
a))
k−1−l(adx2a)
l(t12).
If s > 0, then (ad(x1a+x
2
a))
s(adxia)
l(t12) = (adx
i
a)
l(ad(x1a+x
2
a))
s(t12) = 0 as [x
1
a+x
2
a, t12] = 0.
So (adx1a)
k(y1a)
12,3,... ,n = (adx1a)
k(y1a)+(adx
2
a)
k(y2a)+(adx
1
a)
k−1(t12)+(adx
2
a)
k−1(t12). When
k is even, the sum of the two last terms vanishes.
When k = 1, [x1a, y
1
a]
12,3,... ,n = [x1a, y
1
a] + [x
2
a, y
2
a] + 2t12 as [x
1
a, y
2
a] = [x
2
a, y
1
a] = t12, so
[x1a, y
1
a]
12,3,... ,n = [x1a, y
1
a] + [x
2
a, y
2
a] as Ct12 is factored out. 
There is an expansion tet−1 =
∑
k∈2N∪{1} bkt
k, so
∫
Aa
α
(n−1),z
1 =
adx1a
ead x
1
a − 1
(y1a) =
∑
k∈2N∪{1}
bk(adx
1
a)
k(y1a).
Then
∫
Aa
uz1 = (
∫
Aa
α
(n−1),z
1 )
12,3,... ,n =
∑
k∈2N∪{1} bk((adx
1
a)
k(y1a) + (adx
2
a)
k(y2a)) by Lemma
14, so ∫
Aa
uz1 =
adx1a
ead x
1
a − 1
(y1a) +
adx2a
ead x
2
a − 1
(y2a). (11)
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On the other hand,
[α˜ω]
z1,z2,... ,zn−1 =
∑
s≥0,(a1,... ,as,b)∈[g]s+1
ω
z1w
a1...asb
([x1a1 , · · · , [x
1
as , y
1
b ]] + [x
2
a1 , · · · , [x
2
as , y
2
b ]])
+
n−1∑
k=2
∑
s≥0,(a1,... ,as)∈[g]s
ψ
z1wzk
a1,... ,an([x
1
a1 , · · · , [x
1
as , t1,k+1]] + [x
2
a1 , · · · , [x
2
as , t2,k+1]])
+
∑
s≥1,(a1,... ,as)∈[g]s
ψ
z1wz1
a1,... ,an([x
1
a1 , · · · , [x
1
as , t12]] + [x
2
a1 , · · · , [x
2
as , t12]]) (12)
for any w ∈ C˜. Then:
•
∫ z1
Aa
ω
z1w
a1...asb
= bsδa,a1,... ,as,b where
∑
s≥0 bst
s = t/(et − 1);
•
∫ z1
Aa
ψ
z1wzk
a1,... ,as = 0 as
∫ z
Aa
ψ
zw
a1,... ,as = 0;
•
∫ z
Aa
ψ
zwz
a1,... ,as is independent on w as ψ
zwz
a1,... ,as = ψ
zw′z
a1,... ,as +ψ
zww′
a1,... ,as and
∫ z
Aa
ψ
zw
a1,... ,an = 0.
To compute this integral, we assume that w lies on Aa and that the loop Aa is parametrized
by γ : [0, 1]→ C˜, with γ(0) = γ(1) = w. Then the integral under consideration appears as an
iterated integral ∫ z
Aa
ψzwza1,... ,as = −
∫
0<t2<t1<1
(γ × γ)∗ψ
z1z2
a1,... ,as .
Using [x2as , · · · , [x
2
a1 , t12]] = (−1)
s[x1a1 , · · · , [x
1
as , t12]], the contribution of the last line of (12) is
−
∑
s≥1,
(a1,... ,as)∈[g]
s
(
∫
0<t2<t1<1
(γ×γ)∗ψ
z1z2
a1,... ,as+(−1)
s
∫
0<t2<t1<1
(γ×γ)∗ψ
z1z2
as,... ,a1)[x
1
a1 , · · · , [x
1
as , t12]]
which, taking into account ψ
zw
as...a1 = (−1)
sψ
wz
a1...as , is equal to
−
∑
s≥1,(a1,... ,as)∈[g]s
(
∫
[0,1]×[0,1]
(γ × γ)∗ψ
z1z2
a1,... ,as)[x
1
a1 , · · · , [x
1
as , t12]]
which vanishes as
∫ z
Aa
ψ
zw
a1...as = 0.
All this implies that ∫
Aa
α
z
2 =
adx1a
ead x
1
a − 1
(y1a) +
adx2a
ead x
2
a − 1
(y2a),
which, when compared with (11), ends the proof of u1 = u2. 
6. The flatness of αKZ
Lemma 15. dzjα
z1...zi...zn
i = dziα
z1...zj ...zn
j .
Proof.
dzjα
z1...zi...zn
i =
∑
s≥0,(a1,... ,as)∈[g]s
ψ
z
i
z
j
a1...as [x
i
a1 , . . . , [x
i
as , tij ]]
=
∑
s≥0,(a1,... ,as)∈[g]s
(−1)sψ
zjzi
as...a1(−1)
s[xjas , . . . , [x
j
a1 , tij ]] = dzjα
z1...zi...zn
i .

Proposition 16. [α
z1...zi...zn
i , α
z1...zj ...zn
j ] = 0.
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Proof. [αi, αj ] ∈ H
0(Cn, adPn ⊗K
(i)
C ⊗K
(j)
C (2∆ij +
∑
k 6=i,j(∆ik +∆jk))).
Let us show that [αi, αj ] is regular at each diagonal ∆ik (k 6= i, j). This quantity has a simple
pole at this diagonal, with residue [tik, (αj)|∆ik ]. The form (αj)|∆ik is a linear combination of (i)
the [xja1 , · · · , [x
j
as , y
j
b ]], where a1, . . . , as, b ∈ [g]; (ii) the [x
j
a1 , · · · , [x
j
as , tjl]], where a1, . . . , as ∈
[g], l 6= i, j, k; (iii) the [xja1 , · · · , [x
j
as , tji + tjk]], where a1, . . . , as ∈ [g]. Lemma 18 implies that
these elements all commute with tik, so [tik, (αj)|∆ik ] = 0. In the same way, [αi, αj ] is regular
at each diagonal ∆jk (k 6= i, j).
Let us now prove that [αi, αj ] is regular at ∆ij . We will assume i = 1, j = 2. Let ω
be a nonzero rational differential on C. [α1, α2] =
1
ω1
[α1, ω1α2 + ω2α1], so [α1, α2] has at
most simple poles at ∆12, and res∆12 [α1, α2] = [t12, α˜ω]. According to Proposition 13, α˜ω ∈
Ct12 + im(ˆtg,n−1 → tˆg,n, x 7→ x
12,3,... ,n), therefore [t12, α˜ω] = 0, so res∆12 [α1, α2] = 0.
All this implies that [αi, αj ] ∈ H
0(Cn, adPn ⊗ K
(i)
C ⊗ K
(j)
C ), and therefore identifies with
an element β ∈ H0(C˜n,K
(i)
C˜
⊗ K
(j)
C˜
) ⊗ tˆg,n[2] (where the degree in tg,n is given by |x
k
a| = 0,
|yka | = 1), such that γ
k
a(β) = e
adxka(β) for any (k, a) ∈ [n]× [g].
Recall that tˆg,n is N-graded by |x
i
a| = 1. Decompose β according to this degree, so β =∑
s≥0 βs. Let us prove by induction that βs = 0. Assume that βs′ = 0 for s
′ < s, then
βs ∈ H
0(Cn,K
(i)
C ⊗ K
(j)
C ) ⊗ tg,n[2][s]. Since H
0(Cn,K
(i)
C ⊗ K
(j)
C ) ≃ H
0(C,KC)
⊗2, there is a
decomposition
βs =
∑
a,b∈[g]
βabs ω
zi
a ω
zj
b .
For any k ∈ [n], (γka − 1)βs+1 = [x
k
a, βs].
If k 6= i, j, the r.h.s. is constant in the kth variable. If f is a regular function on C˜ such that
(γa− 1)f = ca, where ca are constants, then df is a univalued differential on C˜, i.e. an element
of H0(C,KC); as
∫
Aa
df = 0 for any a ∈ [g], df = 0, so f is constant. It follows that βs+1 is
constant w.r.t. the kth variable.
If now ω is a regular differential on C˜ such that (γa − 1)ω = αa, where αa are differentials,
then
∑
a∈[g]
∫
Aa
αa = 0. Therefore
∑
a,b∈[g][x
i
a, β
ab
s ]ω
w
b =
∑
a,b∈[g][x
j
b, β
ab
s ]ω
z
a = 0.
It follows that (βabs )a,b∈[g] satisfies
∀b ∈ [g],
∑
a∈[g]
[xia, β
ab
s ] = 0, ∀a ∈ [g],
∑
b∈[g]
[xjb, β
ab
s ] = 0, [x
k
c , β
ab
s ] = 0
and belongs to [Vi, Vj ], where Vi ⊂ tg,n[1] is the linear span of [x
i
a1 , . . . , [x
i
as , yb]], [x
i
a1 , . . . , [x
i
as , tik]],
where a1, . . . , as, b ∈ [g] and k 6= i.
Proposition 20 then implies that βabs = 0 for any a, b, therefore βs = 0. 
Corollary 17. αKZ ∈ F
hol
1 .
This proves Theorem 3. In particular, αKZ can be used for establishing the formality The-
orem 1 and for constructing the extended morphism (9).
7. Postponed proofs: algebraic results on tg,n
Lemma 18. The following relations hold in tg,n :
1) tji = tij , if i 6= j;
2) [tij , tik + tjk] = 0, if i, j, k are all different;
3) [tij , tkl] = 0, if i, j, k, l are all different;
4) [vi + vj , tij ] = 0, if i 6= j and v ∈ V .
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Proof. If v, w ∈ V , then 0 = [vi, wj ] + [wj , vi] = 〈v, w〉tij + 〈w, v〉tji = 〈v, w〉(tij − tji). This
implies 1).
If v ∈ V and i 6= j, then 0 = [vj ,
∑
a[x
i
a, y
i
a]+
∑
k 6=i tik] =
∑
a〈v, xa〉[tij , y
i
a]+
∑
a〈v, ya〉[x
i
a, tij ]+
[vj , tij ] = [v
i + vj , tij ], which implies 4).
If w ∈ V and i, j, k are different, then 0 = [wk, [vi + vj , tij ]] = 〈v, w〉[tki + tkj , tij ], which
implies 2).
If v, w ∈ V and i, j, k, l are different, then 0 = [wl, [vk, tij ]] = 〈w, v〉[tkl, tij ], which implies
3). 
The Lie algebra tg,n therefore admits the presentation tg,n = L(x
i
a, y
i
a, tij ; i, j ∈ [n], a ∈
[g])/(R0, R1, R2), where the relations are:
(R0) [x
i
a, x
j
b] = 0 if i 6= j;
(R1) [x
i
a, y
j
b ] = δabtij if i 6= j; tji = tij ; [x
i
a + x
j
a, tij ] = [x
k
a, tij ] = 0 if i, j, k are distinct;∑
a[x
i
a, y
i
a] +
∑
j:j 6=i tij = 0;
(R2) [y
i
a, y
j
b ] = 0 if i 6= j; [y
i
a + y
j
a, tij ] = [y
k
a , tij ] = 0 if i, j, k are distinct; [tij + tik, tjk] =
[tij , tkl] = 0 if i, j, k, l are distinct.
Here L(V ) is the free Lie algebra on a vector space V and if S is a set, then L(S) := L(V ),
where V = C(S) is the vector space with basis S.
If the generators are given the degrees |xia| = 0, |tij | = |y
i
a| = 1, then the relations Ri are
homogeneous of degree i (i = 0, 1, 2). According to [JW], the quotient L(xia, y
i
a, tij)/(R0, R1)
is isomorphic to L(V ) ⋊ f⊕ng , where V is the f
⊕n
g -module with generators y
i
a, tij and relations:
xia · y
j
b = δabtij if i 6= j; tji = tij ; (x
i
a + x
j
a) · tij = x
k
a · tij = 0 if i, j, k are distinct. This is an
isomorphism of graded Lie algebras, where f⊕ng has degree 0 and V has degree 1. It follows that
there is an isomorphism of f⊕ng -modules
tg,n[2] ≃ L2(V )/(R2),
where (R2) ⊂ L2(V ) is the f
⊕n
g -submodule generated by R2.
Define f⊕ng -modules Mi,Mij as follows. Set F := U(fg); this is the free associative algebra
over generators xa, a ∈ [g]. Denote also by F the left regular F -module (the action is x·f := xf).
There is a unique F -module morphism F → F⊕g, f 7→ (fx1, . . . , fxg). We then define a F -
module M := Coker(F → F⊕g). Define a F⊗2-module M12 := F
⊗2/(left ideal generated by
the xa ⊗ 1 + 1 ⊗ xa, a ∈ [g]), where F
⊗2 is viewed as the left regular F⊗2-module. Then the
F⊗2-module M12 identifies with F , equipped with the action (x⊗ y) · f := xfS(y), where S is
the antipode of F , under the map F⊗2/(ideal)→ F , (class of f ⊗ g) 7→ fS(g).
Set Mi := p
∗
i (M), where pi : F
⊗n → F is the morphism pi = ε
⊗i−1 ⊗ id⊗ε⊗n−i, and
Mij := p
∗
ij(M12), where pij : F
⊗n → F⊗2 is given by pij = ε
⊗i−1 ⊗ id⊗ε⊗j−i−1 ⊗ id⊗ε⊗n−j if
i < j, and pji = pij (ε : F → C is the counit of F ). Then Mi and Mij are F
⊗n-modules, and
Mji ≃Mij .
Recall that Vi ⊂ V is the linear span of the [x
i
a1 , . . . , [x
i
as , y
i
b]], [x
i
a1 , . . . , [x
i
as , tij ]], a1, . . . , as, b ∈
[g], j 6= i, and may be viewed as the f⊕ng -submodule of V generated by y
i
a, tij , a ∈ [g], j 6= i.
Proposition 19. There are exact sequences of f⊕ng -modules 0 → ⊕i<jMij → V → ⊕iMi → 0
and 0→ ⊕j:j 6=iMij → Vi →Mi → 0.
Proof. The quotient of V by the submodule generated by the tij is clearly isomorphic to⊕iMi.
For any i < j, there is a unique morphism Mij → V , given by (class of u ⊗ v) → u
(i)v(j) · tij ,
which gives rise to a morphism ⊕i<jMij → V such that ⊕i<jMij → V → ⊕iMi → 0 is exact.
It remains to prove that ⊕i<jMij → V is injective. SetM :=M
{(i,j)|i<j}
12 ⊕F
[n]×[g]. Denote
the map M12 →M corresponding to (i, j) by m 7→ mij and the map F →M corresponding to
(i, a) by m 7→ m[i,a]. Let also f 7→ f (k) be the morphism F → F⊗n, f 7→ 1⊗k−1 ⊗ f ⊗ 1⊗n−k.
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If j > i and m ∈ M12, we set mji := (m
21)ij , where m 7→ m
21 is induced by the exchange of
factors of F⊗2.
There is a unique F⊗n-module structure over M, such that f (i) · mij = ((f ⊗ 1)m)ij ,
f (j) ·mij = ((1⊗f)m)ij , f
(k) ·mij = ε(f)mij if k 6= i, j, and f
(i) ·m[i,a] = (fm)[i,a], f (j) ·m[i,a] =
(m⊗ ∂a(f))ij if i 6= j, where ∂a : F → F is defined by f = ε(f)1 +
∑
a∈[g] ∂a(f)xa.
There is a unique morphism p∗i (F )→M, given by f 7→
∑
a(fxa)
[ia] +
∑
j:j 6=i(f ⊗ 1)ij . Set
M := Coker(⊕ip
∗
i (F ) →M). There is a unique morphism V →M, such that y
i
a 7→ 1
[ia] and
tij 7→ (1 ⊗ 1)ij . The composed morphism ⊕i<jMij → V → M is injective as (⊕i<jMij) ∩
im(⊕ip
∗
i (F )→M) = {0}. It follows that ⊕i<jMij → V is injective, as claimed.
The image of the composed map Vi → V → ⊕jMj is Mi, and the kernel of Vi → Mi is
Vi ∩ (⊕j<kMjk) = ⊕j:j 6=iMij . 
This exact sequence from Proposition 19 gives rise to a filtration 0 ⊂ V0 ⊂ V1 = V , where
V0 = gr0(V ) = ⊕i<jMij and gr1(V ) = ⊕iMi. It induces a filtration on X := L2(V ), namely
0 ⊂ X0 ⊂ X1 ⊂ X2 = X , with X0 = Λ
2(V0) and X1 = V0 ∧ V1. Then gr(X) = Λ
2(gr(V )),
explicitly
gr2(X) =
⊕
i
Λ2(Mi)⊕
⊕
i<j
Mi ⊗Mj,
gr1(X) =
⊕
i;j<k
Mi ⊗Mjk,
and
gr0(X) = Λ
2(X0) =
⊕
i<j
Λ2(Mij)⊕
⊕
i<j;k<l;(i,j)<(k,l)
Mij ⊗Mkl
where the lexicographic order is implied.
The submodule Y := (R2) ⊂ X is then equipped with the induced filtration 0 ⊂ Y0 ⊂ Y1 ⊂
Y2 = Y , where Y0 := Y ∩X0, Y1 := Y ∩X1.
Recall that
Y =
∑
i<j;a,b
F⊗n · [yia, y
j
b ] +
∑
i<j;a
F⊗n · [yia + y
j
a, tij ] +
∑
i<j;k/∈{i,j};a
F⊗n · [yka , tij ]
+
∑
|{i,j,k}|=3
F⊗n · [tij , tik + tjk] +
∑
|{i,j,k,l}|=4
F⊗n · [tij , tkl].
If i < j, then for k 6= i, j and any c, xkc · [y
i
a, y
j
b ] = δbc[y
i
a, tkj ]− δac[y
j
b , tik] and x
k
c · [y
i
a+ y
j
a, tij ] =
δac[tik + tjk, tij ]. If i < j and k /∈ {i, j}, then for any l /∈ {i, j, k}, x
l
c · [y
i
a, tjk] = δac[til, tjk]. If
|{i, j, k}| = 3 and l /∈ {i, j, k}, then xla·[tij , tik+tjk] = 0 and if |{i, j, k, l}| = 4 andm /∈ {i, j, k, l},
then xma · [tij , tkl] = 0. All this implies that
Y =
∑
i<j;a,b
F{i,j} · [y
i
a, y
j
b ] +
∑
i<j;a
F{i,j} · [y
i
a + y
j
a, tij ] +
∑
i<j;k/∈{i,j};a
F{i,j,k} · [y
k
a , tij ]
+
∑
|{i,j,k}|=3
F{i,j,k} · [tij , tik + tjk] +
∑
|{i,j,k,l}|=4
F{i,j,k,l} · [tij , tkl] = Σ1 + · · ·+Σ5,
where for S ⊂ [n], FS ⊂ F
⊗n is ⊗ni=1FS(i), where FS(i) = F is i ∈ S and C otherwise. Each
of the summands is a F⊗n-module via the natural morphisms F⊗n → FS . Here Σ1, . . . ,Σ5
denote each of the summands.
We have obviously Σ4 +Σ5 ⊂ Y0, Σ2 + . . .+Σ5 ⊂ Y1.
It follows from the second inclusion that if K := Ker(⊕i<jF
[g]×[g]
{i,j} → X/X1) (the map being
(fi,j;ab)i,j;a,b 7→
∑
i<j;a,b fi,j;a,b · [y
i
a, y
j
b ]), then Y1 = im(K → Y ) + (Σ2 + · · · + Σ5). While
X/X1 = gr2(X) = ⊕iΛ
2(Mi)⊕
⊕
i<j Mi ⊗Mj, the map defining K is the direct sum over the
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pairs (i, j), i < j of the maps F
[g]×[g]
{i,j} → Mi ⊗Mj defined as F
[g]×[g]
{i,j} ≃ F
⊕g ⊗ F⊕g → M⊗2 ≃
Mi ⊗Mj. It follows that K is the direct sum over the pairs (i, j) of the kernels of each map
corresponding to (i, j). This kernel is im(F⊕g ⊗ F ⊕ F ⊗ F⊕g → F⊕g ⊗ F⊕g), where the maps
F⊕g → F⊕g are identity maps and F → F⊕g is f 7→ (fx1, . . . , fxg). Its image in Y1 is therefore
the F{i,j}-submodule generated by all the
∑
a x
i
a · [y
i
a, y
j
b ] (b ∈ [g]) and
∑
b x
j
b · [y
i
a, y
j
b ] (a ∈ [g]).
As these elements are equal to [yia + y
j
a, tij ] and [tij , y
i
b + y
j
b ], these submodules are contained
in Σ2. It follows that
Y1 = Σ2 + . . .+Σ5.
Moreover,
gr2(Y ) = im(Y → X/X1) = im(
∑
i<j;a,b
F{i,j} · [y
i
a, y
j
b ]→ X/X1)
= ⊕i<jMi ⊗Mj . (13)
Since Σ4 +Σ5 ⊂ Y0 and Y1 = Σ2 + · · ·+Σ5,
Y0 = Ker(Y1 → X1/X0) = Σ4+Σ5+Ker(Σ2+Σ3 → X1/X0 = gr1(X)) = Σ4+Σ5+im(K
′ → Y ),
where K ′ = Ker(
⊕
i<j;k 6=i,j F
g
{i,j,k} ⊕
⊕
i<j F
g
{i,j} → X1/X0), the map being the sum of over
i, j, k (i < j; k 6= i, j) of
ϕijk : F
g
{i,j,k} ≃ (F
⊗3)g → gr1(X), (fa ⊗ ga ⊗ ha)a 7→
∑
a
f (i)a g
(j)
a h
(k)
a · [y
k
a , tij ]
and over i, j (i < j) of
ψij : F
g
{i,j} ≃ (F
⊗2)g → gr1(X), (fa ⊗ ga)a 7→
∑
a
f (i)a g
(j)
a · [y
i
a + y
j
a, tij ].
The image of ϕijk is contained inMk⊗Mij , and the image of ψij is contained in (Mi⊕Mj)⊗Mij ,
therefore K ′ is the direct sum of the kernels of these maps.
The map ϕijk is isomorphic to the tensor product (F
g → M) ⊗ (F⊗2 → M12), which is
surjective and whose kernel is
∑
a F
g⊗F⊗2(xa⊗1+1⊗xa)+im(F → F
g)⊗F⊗2. It follows that
the image of Kerϕijk in Y is the F
⊗n-submodule generated by
∑
a x
i
a ·[y
i
a, tjk] = −
∑
l 6=i[til, tjk]
and the (xjb + x
k
b ) · [y
i
a, tjk] = δab[tij + tik, tjk] (a, b ∈ [g]), which is contained in Σ4 +Σ5.
The map ψij is isomorphic to the map
(F ⊗ F )g → (M ⊗M12)
⊕2 = ((F g/F diag · (x1, . . . , xg))⊗ F )
⊕2, (14)
(fa ⊗ ga)a∈[g] 7→ (f
(1)
a ⊗ f
(2)
a S(ga))a∈[g] ⊕ (g
(1)
a ⊗ g
(2)
a S(fa))a∈[g].
The two maps (F ⊗F )g → F g⊗F defined by these formulas are surjective, and the preimage of
F diag · (x1, . . . , xg)⊗F under each of them is (F
diag⊗F ) · (x1⊗1+1⊗x1, . . . , xg⊗1+1⊗xg).
It follows that Kerψij is the F
diag
{i,j}-submodule of F
g
{i,j} generated by
∑
a(x
i
a + x
j
a). Its image
in Y is the F⊗n-submodule generated by
∑
a(x
i
a + x
j
a) · [y
i
a + y
j
a, tij ] = −
∑
k 6=i,j [tik + tjk, tij ]
and is therefore contained in Σ4 +Σ5. Therefore
Y0 = Σ4 +Σ5 + im(K
′ → Y ) = Σ4 +Σ5.
It follows also that the two maps from (F g⊗F )/(F diag⊗F )·(x1⊗1+1⊗x1, . . . , xg⊗1+1⊗xg) to
Mi⊗Mij andMj⊗Mij derived from (14) are isomorphisms (in particular,Mi⊗Mij andMj⊗Mij
are isomorphic). The image of ψij is then a diagonal submodule (M⊗M12)ij ⊂ (Mi⊕Mj)⊗Mij.
Then
gr1(Y ) =
⊕
i<j;k 6=i,j
Mk ⊗Mij ⊕
⊕
i<j
(M ⊗M12)ij . (15)
16 BENJAMIN ENRIQUEZ
Recall that
gr0(X) =
⊕
|{i,j,k,l}|=4;i<j;k<l;i<k
Mij ⊗Mkl ⊕
⊕
i<j<k
(Mij ⊗Mik ⊕Mij ⊗Mjk ⊕Mik ⊗Mjk).
Σ4 +Σ5 ⊂ gr2(X) is compatible with this decomposition, so
gr0(Y ) = Σ4 +Σ5 =
⊕
|{i,j,k,l}|=4;i<j;k<l;i<k
Mij ⊗Mkl
⊕
⊕
i<j<k
im
(
F{i,j,k} · [tij , tik + tjk] + F{i,j,k} · [tik, tij + tjk] + F{i,j,k} · [tjk, tij + tik]
→Mij ⊗Mik ⊕Mij ⊗Mjk ⊕Mik ⊗Mjk
)
. (16)
The filtration of X induces a filtration on tg,n[2] = X/Y , whose associated graded is according
to (13), (15) and (16)
gr2 tg,n[2] = ⊕iΛ
2(Mi), (17)
gr1 tg,n[2] = ⊕iMi ⊗Mij , (18)
gr0 tg,n[2] = ⊕i<j<kMijk, (19)
where M123 is the F
⊗3-module with generator ω123 and relations (x
1
a + x
2
a + x
3
a) · ω123 = 0
for a ∈ [g], ωσ(1)σ(2)σ(3) = ε(σ)ω123 for σ ∈ S3, and Mijk is its pull-back under the morphism
F⊗n → F⊗3 associated to (i, j, k).
Proposition 20. Let (βab)a,b∈[g] be a family of elements of [Vi, Vj ] such that: (a) each βab
commutes with the xkc , c ∈ [g], k 6= i, j; (b) ∀b ∈ [g],
∑
a∈[g][x
i
a, βab] = 0; (c) ∀a ∈ [g],∑
b∈[g][x
j
b, βab] = 0. Then βab = 0 for any a, b.
Proof. Recall that the F⊗n-module Z := tg,n[2] admits a filtration {0} ⊂ Z0 ⊂ Z1 ⊂ Z2 = Z.
Lemma 21. [Vi, Vj ] ⊂ Z1.
Proof of Lemma. This means that the map [Vi, Vj ] → gr2 tg,n[2] is zero. The image of
this map is the same as that of Vi ⊗ Vj → L2(V ) → gr2 L2(V ) → gr2 tg,n[2]. The image
of Vi ⊗ Vj → L2(V ) → gr2 L2(V ) ≃
⊕
α Λ
2(Mα) ⊕
⊕
α<β Mα ⊗ Mβ is Mi ⊗ Mj , whereas
L2(V ) → gr2 tg,n[2] is the natural projection on
⊕
α Λ
2(Mα). It follows that the image of
Vi ⊗ Vj → gr2 tg,n[2] is zero, as wanted. 
Let C be the category of F⊗n-modules M equipped with a N-grading compatible with the N-
grading of F⊗n given by |xia| = 1, and where the morphisms are restricted to be of degree zero.
This is a tensor subcategory of the category of all F⊗n-modules. The modules Mα (α ∈ [g]),
Mαβ (α < β ∈ [g]), Mαβγ (α < β < γ ∈ [g]) are objects in C.
Let us say that the F⊗n-module M has property (P) if the map
M [g]×[g] →M [g]
3×([n]−{i,j}) ⊕M [g] ⊕M [g],
(βab)a,b∈[g] 7→ (x
k
c · βab)a,b,c∈[g];k 6=i,j ⊕ (
∑
c∈[g]
xic · βca)a∈[g] ⊕ (
∑
c∈[g]
xjc · βac)a∈[g]
is injective.
Lemma 22. 1) If M ⊂ N is an inclusion of F⊗n-modules and N has (P), then M has (P).
2) If M = M0 ⊃ M1 ⊃ · · · ⊃ M s = {0} is a sequence of inclusions of F⊗n-modules and if
each M i/M i+1 has (P ), then M has (P).
3) If M,N are objects of C and M or N has (P), then M ⊗N has (P).
4) The modules Mαβ (α < β) and Mαβγ (α < β < γ) have (P).
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Proof of Lemma. 1) and 2) are immediate. Set S := [g]×[g], T := [g]3×([n]−{i, j})⊔[g]⊔[g],
then the map involved in property (P) has the form MS → MT . If M is an object of C, this
map decomposes as a direct sum of maps MSi → M
T
i+1 for i ≥ 0, where M = ⊕i≥0Mi is the
decomposition ofM . LetM,N be objects of C with decompositionsM = ⊕i≥0Mi, N = ⊕i≥0Ni
and with property (P). The map involved in property (P) for M ⊗ N is the direct sum over
k ≥ 0 of maps f : (⊕i+j=kMi ⊗ Nj)
S → (⊕i+j=k+1Mi ⊗ Nj)
T , where each component (i, j)
of the source is mapped to components (i + 1, j) and (i, j + 1) of the target. It follows that f
is compatible with the decreasing filtration of both sides, for which Fα((⊕i+j=lMi ⊗Nj)
X) =
(⊕i+j=l;j≥αMi ⊗ Nj)
X (l = k, k + 1; X = S, T ), and the associated graded map is g ⊗ id :
MSk−α ⊗ Nα → M
T
k+1−α ⊗ Nα, where g is the restriction of the map attached to M to degree
k − α. As this map is injective, so is f . This proves 3).
The F⊗n-moduleMαβ identifies with F , equipped with the action x
(k) ·f := ε(x)f (k 6= α, β),
x(α) · f := xf , x(β) · f := fS(x) for x ∈ F . The actions of xαc and of x
β
c on Mαβ are therefore
injective. If (α, β) 6= (i, j), this implies that Mαβ has property (P). If now (fab)a,b∈[g]×[g] ∈
M
[g]×[g]
ij ≃ F
[g]×[g] is such that for any b ∈ [g],
∑
c x
i
c · fcb = 0, then
∑
c xcfcb = 0, which
implies, as F is a free algebra, that fab = 0 for any a, b. So Mij has property (P).
Mαβγ is a subobject of the object Mαβγ of C defined as F
⊗3/
∑
a∈[g] F
⊗3(x
(1)
a +x
(2)
a +x
(3)
a ),
where the action of F⊗n is given by x(k) · f = ε(x)f (k /∈ {α, β, γ}), x(α) · f = (x ⊗ 1 ⊗ 1)f ,
x(β) · f = (1 ⊗ x ⊗ 1)f , x(γ) · f = (1 ⊗ 1 ⊗ x)f . This module identifies via f ⊗ g ⊗ h 7→
fS(h(1)) ⊗ gS(h(2)) with F⊗2, equipped with the following action of F⊗n: x(k) · f = ε(x)f
(k /∈ {α, β, γ}), x(α) · f = (x ⊗ 1)f , x(β) · f = (1 ⊗ x)f , x(γ) · f = f(S ⊗ S)(x). Choose k in
{α, β, γ} different from i or j. Since F⊗2 is a domain, the above description shows that the
action of xkc onMαβγ is injective for any c. This implies that Mαβγ has (P), and therefore that
Mαβγ also has (P). 
End of proof of Proposition 20. Z1 admits a filtration Z0 ⊂ Z1, where both Z1/Z0 =
gr1 tg,n[2] and Z0 = gr0 tg,n[2] have property (P) by virtue of (18), (19) and Lemma 22, 3) and
4). By the same Lemma, 2), Z1 has therefore property (P). [Vi, Vj ] ⊂ Z1 by Lemma 21, so
Lemma 22, 1) implies that [Vi, Vj ] has property (P), as claimed. 
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