It has long been known [2] that the average length of the longest common subsequence of two random strings of length n over an alphabet of size k is asymptotic to γ k n for some constant γ k depending on k. The value of these constants remains unknown, and a number of papers have proved upper and lower bounds on them. In particular, in [6] we used a modification of methods of [3, 4] for determining lower and upper bounds on γ k , combined with large computer computations, to obtain improved bounds on γ 2 . The method of [6] involved a parameter h; empirically, increasing h increased the computation time but gave better upper bounds. Here we show, for arbitrary k, a sufficient condition for a parameterized method to produce a sequence of upper bounds approaching the true value of γ k , and show that a generalization of the method of [6] meets this condition for all k ≥ 2. While [3, 4] do not explicitly discuss how to parameterize their method, which is based on a concept they call domination, to trade off the tightness of the bound vs. the amount of computation, we discuss a very natural parameterization of their method; for the case of alphabet size k = 2 we conjecture but do not prove that it also meets the sufficient condition and hence also yields a sequence of bounds that converges to the correct value of γ 2 . For k > 2, it does not meet our sufficient condition. Thus we leave open the question of whether some method based on the undominated collations of [3, 4] gives bounds converging to the correct value for any k ≥ 2.
Introduction
Let L ij be the random variable giving the expected length of the longest common subsequence (lcs) of two random sequences of length i and j, where each character in the sequences is chosen uniformly and independently from an alphabet of size k. It has long been known [2] that, by a superadditivity argument, E [L nn ] ∼ γ k n, * Department of Computer Science, University of California, Irvine, Irvine, CA 92697-3435; lueker@ics.uci.edu.
for some constant γ k (depending on k). Recently the breakthrough paper [5] showed that
establishing the Sankoff-Mainville conjecture. Nonetheless to my knowledge the value of the γ k remains unknown for all k ≥ 2; a number of papers, including [2] , have proved upper and lower bounds on it. See [3, Section 4.2] for a brief history of this research. [3, 4] established the best-known (at that time) upper bound on γ 2 . ( [3] contains many other results as well.) They used a method based on a concept they called domination. They note that extensions of their methods could easily give stronger bounds with a reasonable amount of computation, but suggest that this would probably lead to only limited improvements, and state that the question of whether their method can give bounds approaching the true value remains open [4, p. 456] . In [6] we used a modification of their methods, combined with large computer computations, to obtain improved bounds on γ 2 . In particular, for upper bounds we used a concept called canonicity instead of domination. The method involved a parameter h; empirically, increasing h increased the computation time but gave better upper bounds. In this paper we give a sufficient condition for a parameterized method to produce a sequence of bounds approach the true value of γ k , and show that a generalization of the method of [6] meets this condition for all k ≥ 2. We conjecture that a suitably parameterized version of the approach used in [3, 4] , based on the concept of domination, would meet this condition for the case k = 2, and thus yield upper bounds converging to the true value of γ 2 ; for k ≥ 3 we show that this version does not meet the condition. Thus we leave open the question of whether a method based the concept of domination used in [3, 4] can produce a sequence of bounds converging to the true value of γ k , for any alphabet size k ≥ 2.
We note that it is not surprising that some sequence b h of upper bounds on γ k , where the time to compute b h increases with h, can be shown to converge to γ k .
[1] showed how to compute explicit values of n 0 and C such that
Hence for large n γ k ≤ E [L nn ] /n + C n −1 log n.
(1.1)
In [1] results from simulations with random numbers were used to estimate the expected lcs length and give bounds that held with 95% confidence, but in principle one could simply evaluate E [L nn ] for successive values of n by exhaustive enumeration to obtain from (1.1) a sequence of bounds guaranteed to converge to γ k . Although this would give an error bound that converges more rapidly than the bound proven below in Theorem 1. 4 , it is of interest to investigate the convergence of the methods that have actually produced the best bounds.
We begin by discussing the results of [3, 4] . This discussion differs a bit from that of [3, 4] , and uses a framework sufficiently general to cover the modification in [6] as well.
Throughout this paper we let the alphabet of the strings be Σ = {0, 1, . . . , k − 1}, with k > 1, and let denote the empty string. Let a string pair be a pair of strings, say a 1 a 2 · · · a i and b 1 b 2 · · · b j ; we denote the string pair by P = a1a2···ai b1b2···bj . Call a 1 a 2 · · · a i the top string and b 1 b 2 · · · b j the bottom string, and say P is of size s(P ) = i+j. Let lcs(P ) be the length of the longest common subsequence of the top and bottom strings of P . Call the string pair a1a2···ai b1b2···bj a match pair if a i = b j . Say that this match pair ends with an essential match if any longest common subsequence must match a i and b j , i.e., if both
A minimal match pair is a match pair P that ends on an essential match and has lcs(P ) = 1. Call a string pair P a null pair if lcs(P ) = 0, i.e., if the top and bottom strings of P have no characters in common; the simplest null pair is . Let G(n, ) be the number of string pairs of size n that have an lcs of length at least . As [3, 4] point out, the following easily-proven observation has been the basis of a number of published bounds: Theorem 1.1. [2] If for some alphabet size k, and for some y ∈ (0, 1), we have
It will be convenient to consider lists of string pairs. Say that the length of such a list L is the number of elements (i.e., the number of string pairs) in the list, and that the size of L, written s(L), is the total number of characters in all of the string pairs in L. Following [3, 4] 
(1.2) Note that we do not use the terms size and length interchangeably; for example, the list of string pairs 230 10 012 2 13 23
has length 3 and size 13. Also note that the size of a list of string pairs is always the same as the size of the string pair it generates. We will use to indicate concatenation of lists of string pairs; when an argument of is a single string pair, we will promote it to the list with that one pair as its only element so we can for example write L 0 0 to denote the list obtained by appending the pair 0 0 to the list L. Now consider a finite-state machine M that takes as input lists of minimal match pairs; for each such list it accepts or rejects. (This goes slightly outside the usual definition of finite-state machine since the input alphabet, namely, the set of minimal match pairs, has infinite cardinality, but this will cause no problems, and in practice it will be easy to restrict our attention to a finite subset of the minimal match pairs.) We will always assume that once M reaches a rejecting state it will remain in that state; thus it can accept a list only if it accepts every prefix of that list. In view of this we can assume without loss of generality that there is only one rejecting state, which we denote by ∅. We will also assume that all states of M are reachable from the start state, since any states that were not reachable from the start state could simply be removed. Let S be the set of accepting states in M; thus the entire set of states is S ∪ ∅.
If S is some set of objects, and each x ∈ S has a nonnegative integer size s(x), the generating function for S is the function G(S) that maps z to
Suppose S and S are two sets of objects on which a nonnegative size function s is defined, and let × denote the Cartesian product; extend s to S × S by letting
we will use this fact below. Let g (z) be the generating function for the set of string pairs P with lcs(P ) ≥ , i.e.,
Let f (z) be the generating function for the set of lists of minimal match pairs that are accepted by M. 
Proof. Let n(z) be the generating function for the set of null pairs. One easily sees that n(z) converges for z ∈ 0, k −1 (since we can bound the number of null pairs of size n by the number of string pairs of size n, which is (n + 1)k n ). Then by (1.3) and the fact that M covers Σ * , we have
note that then
From (1.4), (1.6), and (1.8), for any we have
Now K, n(z), and λ(z) are all constants so using (1.10) it follows that
Thus by Theorem 1.1 any y satisfying (1.9) is an upper bound on γ k , so the right-hand side of (1.9) is an upper bound on γ k .
One can bound the generating function f (z) as follows. Let q 0 be the starting state of the machine. Let δ be the transition function; thus if the machine is in state q and reads minimal match pair p, it moves to state q = δ(q, p). Let M be the set of all minimal match pairs. Let f (z, q) be the generating function for the lists of minimal match pairs that are accepted by M assuming it starts in state q. Then
and for > 0 we have
Since M has infinite cardinality, this is not directly amenable to computation, but we can effectively make M finite by treating some sets of minimal match pairs as equivalent. For example, [3, 4] design a machine that treats all minimal match pairs of the form Then the recurrence (1.11) can be expressed as
where A is the matrix {a q,q } in which
Thus finding the value λ(z) is essentially the problem of finding the largest eigenvalue of A. [3, 4] used Mathematica to assist with the calculations. In [6] we used numerical iteration of (1.11) to compute bounds on λ(z); for this approach another property of the machines is useful. [7] ), it has a positive real eigenvalue λ of multiplicity one with a corresponding eigenvector in which all components are positive, and all other eigenvalues are smaller in magnitude than λ; the conclusion follows immediately. 
By devising better and better machines M one can attempt to produce better and better bounds. We now describe a sufficient condition for a sequence M h , h = 1, 2, . . ., of machines to produce bounds that approach the true value of γ k . 
Definition 3. Say a sequence M
, where the hidden constants are allowed to depend on k.
Proof of Theorem 1.4
Throughout this section we assume that the conditions of Theorem 1.4 hold and that we are dealing with a fixed alphabet Σ = {0, 1, . . . , k − 1}, where k ≥ 2.
Dependence on k will not always be made explicit; in particular we will allow hidden constants in asymptotic notation to depend on k, and simply use γ instead of γ k . Define F (n, , h) to be the number of lists, with length and size n, of minimal match pairs that are accepted by M h , and let f ,h (z) denote the corresponding generating function, i.e.,
Since this is the most complicated proof in the paper, we begin by giving a very rough sketch of the proof. To get arbitrarily close bounds from Theorem 1.2 we will need to show that
for some λ(z) close to (kz) 2/γ . Although we are interested in the behavior of f ,h when h, we first analyze the behavior for h larger than (in particular when h is substantially larger than 2 /γ), and then show how to use this to obtain bounds for h; a similar approach was used in [5] . For n of size up to roughly 2 /γ we use part (b) of Definition 3 to bound F (n, , h) by the number G(n, ) of string pairs of size n with an lcs length of at least . Since this is roughly comparable to k n when n is near 2 /γ, the contribution to the sum on the right of (2.13) when n is near 2 /γ is very roughly (kz)
2 /γ , as desired. For n significantly smaller than 2 /γ we then use a concentration inequality to show that the contribution to the sum is small, since it corresponds to strings having an lcs much longer than expected. Finally for n significantly larger than we use the fact that f (n, , h) is substantially lower than k n (since many characters can only be chosen from k − 1 rather than k choices), to show that the contribution to the sum is again small. We then use a subadditivity result that follows from part (a) of Definition 3 to extend the bound to the range h.
We now give the detailed proof. It is well-known [2] that by superadditivity we have E [L nn ] ≤ γn, from which it follows readily that
We have
by a standard application of Azuma's inequality and the method of bounded differences; see [1] and [9, §1.3] for proofs of deviation bounds for the lcs by this method.
Recall that let G(n, ) is the number of string pairs of size n having an lcs length of at least . Considering the various possibilities for the lengths of the top and bottom strings, and using (2.14) and (2.15), we have 
is a positive integer. Then for any real z with
and integer h with h ≥ c (2.20)
we have
Proof. From (2.17) and (2.18) we have
Note that any list of minimal match pairs maps (under generate) to a pair of strings with lcs length at least ; moreover, by (2.20) and part (b) of Definition 3 we know that this map is one-to-one if we restrict the domain to minimal match pair lists of size at most c that are accepted by M h . Thus we have
We estimate the sum in (2.21) by dividing the range of summation into three intervals, namely, 0 ≤ n < n 0 , n 0 ≤ n < c and c ≤ n. (Note that (2.18) and (2.20) guarantee that if we pick c large enough we will have n 0 ≤ h.) Now using (2.23) and then (2.16) gives
, (2.25) so using (2.24) and then (2.19) we have
where in the last step we used the fact that n 0 is a positive integer.
For the range n 0 ≤ n < c we note that, from (2.23), F (n, , h) is certainly bounded by the number of string pairs of size n, i.e., (n + 1)k n , so
Finally, for the range n ≥ c we cannot use (2.23), so we will bound F (n, , h) by the total number of sequences of minimal match pairs of size n; this number is bounded by n 2 (for choosing which of the n characters to match) times k (for choosing the values of the matched characters) times (k − 1) n−2 (for choosing the values of the unmatched characters), to obtain
where in the penultimate step we used (2.19). The ratio of successive terms in the sum on the right is bounded by
provided we pick c ≥ 3k. Thus using the facts that
where the last step holds providing that we pick c large enough (depending only on k) so that
Combining (2.26), (2.27), and (2.29) gives (2.21).
For the remainder of this section we let c denote the constant whose existence is guaranteed by Lemma 2.1. We now further constrain the parameter z to appropriately balance the terms in the sum (2.21) and then refine the estimate. 
The log of the first term on the right of (2.34) is asymptotic to − while (from (2.31)) the log of the second term is bounded below by
so one easily sees (using the naive bound γ ≥ k −1 ) that the middle term on the right of (2.34) dominates the other two terms for large . Hence
and thus (2.32) holds.
A direct application of Lemma 2.2 will not suffice for our needs, since we want to investigate the behavior of f ,h for fixed h as → ∞. The fact that M h satisfies part (a) of Definition 3 will yield a subadditivity property of log f ,h that can be used to overcome this problem. (Subadditivity of a related generating function was used in the classic paper [1].) , p 2 , . . . , p and it accepts p 1 , p 2 , . . . , p . Considering all of the ways that n characters could be split between p 1 , p 2 , . . . , p and p 1 , p 2 , . . . , p , we see that
from which the Lemma follows immediately.
The following trivial technical lemma will be useful in the proof of Theorem 1.4.
Lemma 2.4. For large enough h (depending only on k) the following will hold. Let be an integer with
≥ h (2.36) and let
where the last step holds for large h since we chose c ≥ 2 (in the statement of Lemma 2.1). This establishes the left inequality in (2.38). Also, since d ≥ 2c /h we have
for large h, establishing the right inequality in (2.38).
Since log / is decreasing in for ≥ e we have from (2.38), for large enough h,
establishing (2.39).
We can now complete this section by giving the proof of Theorem 1.4.
Proof. Assume is an integer with
≥ h (2.41) and let
where each i is ¯ or ¯ . By Lemma 2.3 we have
Then for large h, using Lemma 2.4 we can apply Lemma 2.2 (with the i , which have value ¯ or ¯ , playing the role of in that Lemma) to the right of (2.43) to conclude that
Thus the condition (1.6) holds with 
, as desired.
3 Bounds based on domination [3, 4] define a collation of order to be a list of match pairs followed by one more string pair, possibly . Each collation has a key, which we can define as follows: Let s i be the total size of the first i string pairs; then the key is (s , s − 1, . . . , s 1 ). They say that one collation generating a given string pair P dominates another collation of the same order generating P if it has a lexicographically smaller key. They further define a machine M that rejects only when it can determine that the match pairs read so far could not be the ending of an undominated collation. (Actually their machine reads the list of minimal match pairs from right to left, instead of left to right as in this paper, but this does not affect our analysis.) Clearly every string pair P has an undominated collation of order = lcs(P ), and they prove that each of first string pairs in this collation is minimal. Thus it follows that M covers Σ * , so Theorem 1.2 can be used to give bounds on γ k . They use this to obtain the best known upper bounds on γ 2 as of their writing, and leave as an open question whether their method can yield a sequence of upper bounds converging to γ 2 [4, p. 456].
They do not explicitly give a method for obtaining a sequence of machines yielding improved bounds, but here we discuss a very natural extension of their method, and conjecture that for alphabet size k = 2 it does meet the conditions of Theorem 1.4 and thus does yield arbitrarily close upper bounds.
We (trivially) extend their definition of domination to lists of minimal match pairs by saying that a list L of minimal match pairs is undominated if the collation of order obtained by appending to L is undominated. Construct M h as follows. Enumerate all lists of minimal match pairs of size at most h that are dominated, but have no contiguous proper sublist dominated; call this D h . Now let M h be the machine that reads in lists of minimal match pairs and rejects whenever it finds one of the elements of D h appearing as a contiguous sublist of its input. It is easy to see that this can be done by a finite state machine, and that this machine will never reject an undominated collation, so by Theorem 1.2 it gives a valid bound for arbitrary k. We will assume in this section that the machine is minimized so it has no distinct equivalent states.
Next we show that this approach meets the conditions of Theorem 1.3. The following lemma will be useful; let 0 0 denote a list consisting of copies of 0 0 . From this lemma (and the fact that the finite state machine is minimized), it follows that whenever the machine has not yet rejected and then sees a sequence of h/2 copies of 0 0 , it will return to the starting state. Also, if the machine is in the start state and reads 0 0 it will remain in the start state. Hence the machine is regular as required by Theorem 1.3.
Proof. It is not hard to see that if a list L of minimal match pairs is undominated, both the list
The sequence M h trivially meets condition (a) of Definition 3, but at first it might seem that any method based on undominated collations could not meet condition (b): It is easy to give a string pair that has more than two undominated collations. For example, over an alphabet of size k = 2, that ends on an essential match, is generated by two distinct undominated lists of minimal match pairs. If this conjecture can be proved, it would establish that the sequence M h based on domination efficiently covers {0, 1} and thus gives bounds coming arbitrarily close to γ 2 .
One easily establishes that this conjecture does not hold for any alphabets of size larger than 2. An easy counterexample is the string pair 
Bounds based on canonicity
We begin by briefly reviewing the upper bound approach used in [6] . (There it was used only for the case k = 2, but here we state it for the case of general alphabet size.)
The construction of [6] is based on the well-known dynamic programming approach for computing longest common subsequences: Given a string pair 
This computation is shown for the strings 011010 and 1010101 in Figure 1 .
It is well-known that we can recover a longest common subsequence by backtracking through the table; when there is more than one longest common subsequence the order in which we consider the options as we backtrack determines the particular longest common subsequence we find. [6] defines the canonical longest common subsequence to be the one we obtain by considering options in the order in which they appear in c) else move diagonally up and to the left from (i, j) to (i − 1, j − 1). In this case it must be that
We match these two characters.
One easily sees the following.
Lemma 4.1. [6] Any pair of strings has exactly one canonical longest common subsequence.
Define the canonical path to be the sequence of entries in the lcs table followed by the canonical backtracking, and the canonical decomposition of a string pair to be the list of string pairs we obtain by cutting after each match in the canonical lcs. These definitions are illustrated in Figure 1 .
The machine M h is designed to attempt to reject lists L of minimal match pairs that are not the canonical decomposition of generate(L). Since the machine must be finite, it cannot remember the entire lcs table or even the entire string read so far. Instead, it has states of the form (x, y, dx, dy) where x and y record the last h characters of the top and bottom input strings (respectively), and dx and dy record the last h differences in the last column and bottom row (respectively) of the lcs table. Thus x and y are strings in Σ h and dx and dy are bit strings in {0, 1}
h . There is also a rejecting state ∅. The starting state is q 0 = (0
For any minimal match pair p we have δ(∅, p) = ∅. For q ∈ S, if the top or bottom string of p is longer than h we remove characters on the left until only h remain; this can be justified by an argument similar to that in the extended version of [6] , and we omit the details. Then we apply the procedure delta of Figure 2 to compute δ(q, p) . Lines 7-13 of this procedure fill in the new portion of the lcs table using (4.46); whenever the machine cannot reconstruct the value stored in a needed lcs entry from the state, it uses a lower bound corresponding to one of the first two cases in (4.46). This machine covers Σ * (recall Definition 1) in the case k = 2 [6] , and also for k > 2 by essentially the same argument. The key idea is that since values in the table not on the canonical path are lower bounds, they can only be less attractive choices during the canonical backtracking. Thus by Theorem 1.2 it can be used to find upper bounds on γ k for arbitrary alphabet size.
We now show that M h is regular, and that the sequence M 1 , M 2 , M 3 , . . . efficiently covers Σ * . We begin by establishing some properties of the transition function δ of the finite state machine. Call the portion of the table lcs generated during the procedure of Figure 2 the limited-history table. The following two simple observations will be useful. 
encodeHorizontal((i, j)) performs the operation analogous to encodeVertical, but for horizontal differences. It returns a bit vector of length h whose successive entries are the successive differences between the table entries Proof. Since q ∈ S we must have 
Proof. The proof is illustrated in Figure 3 ; the portion of the figure above and to the left of the mediumthickness line shows the contents of the table reconstructed from q. The entry in position (h, h) is h, and then the remaining entries shown inside the box bounded by the thick and medium line are determined by the fact that dx and dy are each 1 h . Let δ(q, p) be q = (x , y , dx , dy ). The portion of the lcs table corresponding to q is enclosed in the thin line. Following the procedure in Figure 2 produces the 
Proof. The proof is illustrated in Figure 4 ; here Lemma 4.3 is used to show multiple calls to delta in a single Figure 2 and an easy induction that for any entry lcs [i, j] that we compute we have Next consider how the limited-history lcs table evolves if we start in q = x, y, dx, dy and then read in the successive minimal match pairs of P , letting lcs denote the entries in this table. (This is illustrated for a specific example of q, and for the same P used in Figure 5 , in Figure 6 , but one need not examine all of the details in Figure 6 to Let p be the canonical backtracking path for the case in which the machine starts in state q. Since the machine starting in state q accepts P , the inequality in (4.53) must be tight along p. Thus the entries lying off p are never more attractive for the table starting in state q than they were for the table starting in state q, so we must also accept P when we start in state q .
(Note that it follows that all states in S 0 are equivalent, but [6] did not take advantage of this in its calculations.)
From Lemma 4.6 we see that each M h satisfies part (a) of Definition 2, and from Lemma 4.5 we see that it satisfies part (b). Thus it is regular, so Theorem 1.3 applies.
From Lemma 4.7 the sequence M h satisfies part (a) of Definition 3. As long as the total size of the match pairs read does not exceed h, the machine models the process of computing the lcs table exactly, so by Lemma 4.1 we see that part (b) holds. Thus the sequence M h efficiently covers Σ * , so we have, by Theorem 1.4, Theorem 4.1. For arbitrary alphabet size k, the sequence M h based on canonicity is regular and efficiently covers Σ and thus gives bounds coming arbitrarily close to γ k .
Conclusion
This paper leaves open the question of whether an upper bound method based on domination [3, 4] can produce bounds on γ k approaching the true value, but we conjecture that it does for an alphabet size of k = 2. This paper shows that upper bound methods based on canonicity can produce upper bounds on γ k approaching the true value, for arbitrary alphabet size k. These methods tend to use a lot of time to achieve small improvements in known bounds, especially when k is large. It would be desirable to find methods to more quickly bound γ k , particularly for large k.
