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Introduction
The construction of a randomized test was first described in the celebrated works of Fisher (1935) and Pitman (1937) as a powerful tool to yield exact nonparametric tests, i.e., those having their level equal exactly to the nominal level. Since then the research on randomized tests has been quite extensive, resulting in both finite sample and asymptotic results. For instance, for finite samples Lehmann and Stein (1949) have shown that in several situations including the classical two sample location problem, randomization tests enjoy certain optimality properties.
On the other hand, Hoeffding (1952) has shown that in many cases the asymptotic power of randomization tests is equal to that of the standard optimal procedures based on parametric models. More recently, Romano (1990) has shown that some randomization tests, including, e.g., permutation t-tests in the two sample location problem, are asymptotically valid (i.e., their probability of Type I error tends to the nominal level with increasing sample sizes) even when the assumptions leading to their construction are violated.
The general idea of a randomization test can be summarized as follows (in notation borrowed from Hoeffding 1952) . Let G be a finite group of M transformations of a sample space X into itself. Based on the data X taking values in X we desire to test the null hypothesis H 0 that the underlying probability law P which generates X belongs to a certain family of distributions Ω 0 . We assume that the null hypothesis implies that the distribution of X is invariant under the transformations in G. That is, if P belongs to Ω 0 then for every g in G, gX and X have the same distribution. Let T (X) be a test statistic for testing H 0 . For every x in X let
be the ordered values of T (gx) as g varies in G. Given a nominal level α (0 < α < 1), let k be defined by
where [Mα] denotes the largest integer less than or equal to Mα. Let also
where M + (x) and M 0 (x) denote the number of values of T (i) for i = 1, . . . , M that are greater than and equal to T (k) , respectively. It is well known (see e.g. Hoeffding 1952 ) that if we define the randomization test function φ(x) to be equal to one, zero, or a(x) according to whether
, then, under the assumption that the distribution P is invariant under all g in G, we have E P [φ(x)] = α, that is, φ has the exact finite sample level α.
As an example of the above construction let us consider the randomized test in the two sample problem. Let X 1 . . . , X n be a sample of n independent observations from a distribution F X and let Y 1 . . . , Y m be a sample of m independent observations from a distribution F Y .
In this case, X = (X 1 , . . . , X n , Y 1 . . . , Y m ). Accordingly, we put N = n + m and for every x = (x 1 , . . . , x N ) ∈ R N , define gx ∈ R N by (x π(1) , . . . , x π(N ) ), where (π(1), . . . , π(N )) is a permutation of (1, . . . , N) . Let G N be a collection of all such g so that M = N !. Under the null hypothesis H 0 : F X = G Y = F , clearly gX and X have the same distribution for any g in G N and the above described randomization construction of φ applies, yielding exact α-level test for any test statistic T (X). We now specialize to the case when the test statistic is
This test statistic is appropriate, for instance, under further assumption that the observed data comes from the same location family, i.e., F X (x) = F Y (x − ∆) = F (x) in which case the null hypothesis H 0 is reduced to H 0 : ∆ = 0. The latter is often referred to, in medical and other research studies, as the hypothesis of the lack of treatment effect or lack of treatment difference and plays a fundamental role, for instance, in comparison experiments when the observed values of the X's and the Y 's represent the data on the subjects undergoing one of the two competing treatments.
The application of the randomization principle to (3) yields the usual randomized (or permutation) t-test in the classical two sample problem, asymptotically equivalent to the unconditional, pooled-variance, two-sample t-test. The beauty of the randomization approach, pointed out by Fisher (1935) , lies in the fact that for the above construction we do not assume that F is normal or even that its variance σ 2 (F ) is finite.
In general, if the assumption F X = F Y is violated the randomization test based on (3) is no longer of α-level. However, as pointed out by Romano (1990) , in some circumstances such tests may be still asymptotically valid in the sense that under the appropriate H 0 (possibly no longer ensuring the invariance of the test statistic) the level of the test satisfies
as n, m → ∞ with n/N → λ ∈ (0, 1).
The purpose of the current article is to establish the asymptotic properties of the randomization procedure for testing H 0 : ∆ = 0 based on the statistic (3) in the presence of dependence structure in the data, in which case the invariance assumption in the model described above is violated. More precisely, we are considering a situation when the data may consist of one sub-sample in which the observations from both treatments are independent of each other, and another sub-sample which consists of paired observations taken under both treatments. We 4 also allow the marginals of the paired observations to differ (under the null hypothesis) from the remainder of the sample, i.e., the unpaired observations.
The study of this phenomenon was originally motivated by the data from the study on symptom management among hospice patients in the last days of life (Hermann and Looney 2001) .
In the study the Karnofsky Performance Status (KPS) scale (Karnofsky and Burchenal 1949) was used to assess the functional status of the study subjects. However, for various reasons, the Karnofsky assessment was not performed for each of the participating patients every day, resulting, e.g., in consecutive days samples being only partially paired. We discuss the KPS data in some detail in Section 5.
As noted in Looney and Jones (2003) , there are also many other examples of studies involving the two-sample problem in which the data consist of a combination of dependent and independent observations (e.g, Dimery et al. 1987 , Nurnberger et al. 1982 , Steere et al. 1985 .
The approach for handling the data in each of these studies has been to ignore the fact that dependent data were present, and to analyze all of the data using the two-sample pooled variance t-statistic. This can lead to biased estimation of the variance of the difference in treatment means and can seriously affect the performance of the statistical test in terms of control of Type I error rate and power. Therefore, it would be helpful to have a method of analysis that makes use of all of the available data, maintains the Type I error at the nominal level, and has optimal or nearoptimal power. Under many circumstances the meta-analysis type methods, like e.g., Fisher's method of combining multiple p-values could also be used, however, as pointed out, in Guerra et al. (1999) multiple simulation studies seem to indicate that these types of procedures would be perhaps better viewed as a preliminary step towards the goal of analyzing the pooled raw data.
In this context it is perhaps of interest to investigate to what extend the procedures based on Fisher's randomization principle in the two sample location problem are robust against the 5 violation of the underlying assumption of symmetry and independence between samples. In particular, it is of interest to see if for partially dependent data the relation (4) holds true. As it turns out (see next section) it typically does not, except for the trivial cases when the dependence structure vanishes asymptotically. In general, the application of a slightly different group of transformations than G N leads under H 0 : ∆ = 0 to an asymptotically valid test when the randomization procedure is based on a certain modified version of the statistic (3). This modified test procedure is seen to have optimal power properties in the Gaussian family as well as to be asymptotically equivalent to the test based on a linear combination of two-and one-sample t-statistics. However, it is also seen that the efficacy of the randomization test may or may not exceed the efficacy of the asymptotic (unconditional) test based on (3). This depends upon the proportion of dependent data in the combined sample, as well as the strength of the dependence as measured by the correlation coefficient.
The paper is organized as follows. In Section 2 below we provide a setup for the general problem of testing for the lack of treatment effect with partially dependent data and show that the randomization test based on (3) and G N does not yield an asymptotically valid permutation test. We also suggest a test statistic and a permutation group, for which (4) holds and obtain the expression for the asymptotic power of the resulting test. In Section 3 we show that our derived test is asymptotically equivalent to a test based on a linear combination of one-and two-sample t-statistics, which is most powerful unbiased in a certain family of Gaussian distributions. In Section 4 we compare the asymptotic relative efficiency of our test and the (biased) unconditional test based on the statistic (3). In Section 5 we present an example of the application of the proposed test to partially dependent data in the study of assessment of functional status at the end of life (Hermann and Looney 2001) as well as make some further comparisons between our randomized test, its large sample approximations, and their competitors. Section 6 contains the summary and offers some conclusions. The proofs of the theorems are straightforward and along with some auxiliary technical results are provided in the Appendix.
In the sequel, R n shall denote the randomization distribution which is the empirical distribution of the M values T (gx) as g varies in G. Since its exact computation may be difficult for large M , an approximation of R n is often employed based on sampling g 1 , . . . , g l without replacement from G. R n is then approximated by R n , the empirical distribution of these l values.
It is readily seen (cf. e.g., Romano 1989) that the results concerning R n contained herein also apply to R n . It should be also clear that the results extend quite easily to the rank-tests settings as well as have direct implications for the confidence intervals by the usual way of inversion of the appropriate critical regions.
Randomization test with partially dependent observations
It was shown by Romano (1990) that the randomization test based on (3) is asymptotically valid provided that the distribution functions share a common mean, i.e., µ(F X ) = µ(F Y ) and either share a common variance, i.e., σ 2 (F X ) = σ 2 (F Y ) or the sample sizes are asymptotically equal.
Note that these are the usual assumptions yielding the asymptotic validity of the two sample t-test. To appreciate why (4) holds for (3), consider the following. Denote by R n (x, G N ) the randomization distribution based on (1), (note that the ordering is unaffected by the normalizing constant √ n) and denote by J n (x, F ) the actual, unconditional distribution of (3) under H 0 then (see Romano 1990) we have as n → ∞
(here and in the sequel wp1 stands for "with probability one"); as well as
which in turn implies that the critical value r n = T (kn) (X) of the randomized test (recall that k n is defined by (2)) satisfies
The above implies (4). Here Φ(·) denotes the standard normal distribution function and z 1−α denotes its upper α-th quantile, i.e., z 1−α = Φ −1 (1 − α). In view of the usual (unconditional) central limit theorem for the statistic (3) it is immediate that the relations (7) and (5) are both consequences of (6), i.e., the central limit theorem for the randomized statistic.
We consider now the following modification of the classical two sample problem described in the previous section. Assume that for fixed positive integer k ≤ min(n, m) the observations
are, as before, arriving independently from two distribution functions F X and F Y which are only assumed to share a common variance, i.e., σ 2 (
Suppose that in addition to the X's and the Y 's we also have a sample of indepen-
Z share a common variance, i.e., σ 2 (F (1)
Z ) = τ 2 , and possibly σ 2 = τ 2 . Finally, assume that the means of F X and F
and that a similar relation holds true for the means of F Y and F
Note that the assumptions on the equality of the variances are essential here, since otherwise (4) is, in general, not true even for k = 0 (cf., e.g., Romano 1990) . In this setting, with the help of the randomization procedure, one is interested in testing a general two-part hypothesis
8 or a slightly more restrictive one (but perhaps also more natural)
where the last equality is in distribution.
However, as discussed before, in many practical situations the above non-parametric hypothesis would be replaced by the hypothesis of the lack of treatment effect (this is the case, in particular, in all of the medical literature examples cited in Section 1). Henceforth, we thus assume that based on the data contained in the combined samples
k ) it is desired to test the null hypothesis
which is equivalent to (8) under the additional assumption that
Consider first the question of asymptotic validity of the randomized test based on (3). For
Retaining the previously used notation with this modification, we have the following result.
Note that we are not assuming that the model (11) holds true.
Theorem 1. Suppose that H 0 given by (10) holds true and that the distribution functions
all have finite absolute moment of order greater then two. Assume that 1 ≤ k ≤ min(m, n) and suppose
where
Under the conditions of Theorem 1 it is fairly routine to check that Lindeberg's central limit theorem implies that the actual (unconditional) distribution of the test statistic T (n) given by (3) is asymptotically Gaussian with mean zero and variance
where ρ is the correlation coefficient between the components of Z. According to the theorem, however, the randomization distribution is asymptotically Gaussian with mean zero and variance σ 2 1 . Therefore, in general, for the randomization test based on T (n) and G N with dependent samples, the relation (4) will hold if and only if σ 2 1 = ν 2 p . For arbitrary σ 2 and τ 2 this condition is seen to hold if δ = 0 or λ = 1/2 and ρ = 0, i.e., when the dependence structure vanishes asymptotically, but typically not otherwise.
The reason for the failure of the randomization test is the presence of the dependence structure which introduces heterogeneity (even when σ 2 = τ 2 ) of the components of the test statistic (3) but is not accounted for by the randomization procedure. In other words, the permutation test based on G N treats all the points of the sample in the same way, disregarding the fact that parts of the sample are dependent. In order to remedy this deficiency we need to consider a different group of transformations, so as to preserve both the dependence structure of the data and the symmetry of the general null hypothesis (9) (or (8)). The idea is to split the sample into dependent and independent components and consider a group of transformations which shall act separately on each part. This is equivalent to considering the product groups of transformations under which the null hypothesis (9) remains invariant.
To this end, consider z = (z (1) , z (2) ) ∈ R 2 , and let transformations h 0 and h 1 be defined as −2k,k] be a collection of all transformations of the form
whereg is a transformation belonging to G N −2k , the permutation group of the vector (1, . . . , N− 2k) described before, and j i equals zero or one for i = 1, . . . , k. Here M = 2 k (N − 2k)! and the general construction of a randomization test based on (13) applies as described before. We
whereas the Z's shall be the values of the bivariate data sample (Z 1 , . . . , Z k ). s It is easily seen that under group (13) the statistic (3) is no longer centered at zero, which is the case under G N .
The consideration of the randomization distribution of (3) under transformations (13) suggests the following adjustment (bias correction) of the original statistic. For another justification of this adjustment see also the next section. Define
where (14) is
It is clearly seen from (14) that the statistic W (n) is equal to T (n) if m = n or if the bivariate component vanishes (k = 0). Let us also note that the correction factor in (14) above is invariant under the group G [N −2k,k] and thus under this group the permutation test based on W (n) is equivalent to the one based on T (n) . We now show that this randomization test is asymptotically valid. For the sake of convenience in the sequel we shall take our test statistic to be W (n) .
Denote by J n (·, F X , F Y , F Z ) the actual (unconditional) distribution of W (n) and otherwise retain the notation of Theorem 1 and the preceding discussions except replace the statistic (3) with (14) and the group G N with G [N −2k,k] . With this convention we have the following Theorem 2. Let
be the asymptotic variance of the statistic W (n) defined in (14). Then, under the assumptions of Theorem 1,
as well as
which implies r n → σ 2 z 1−α wp1 and thus also (4).
Note that in view of the preceding discussion the above theorem indicates, in particular, that the statistic T (n) given by (3) yields also an asymptotically valid randomization test under
The proof of Theorem 2 relies on the straightforward application of the usual limit theorems for the sample mean in sampling with and without replacement and is detailed in the appendix.
The same method of argument also allows one to investigate the consistency of the test on any arbitrary alternative hypothesis
12 as well as its asymptotic power.
Theorem 3.
Under the assumptions of Theorem 1 the α-level randomization test for testing (10) vs (18) based on W (n) and G [N −2k,k] is consistent. Moreover, its asymptotic power on Pitman's alternatives
The results of Theorems 1-3 can be extended in obvious manner to the statistics of the form |T (X)| and the two-sided tests.
It is perhaps worth noticing at this point that since the exact randomization distributions are often approximated by the empirical distributions based on sampling without replacement from the set of all possible group actions on the observations, there is an obvious similarity of the randomization procedure with the bootstrap method (see Efron and Tibshirani 1993, for example). In our setting, the bootstrap distribution is also asymptotically normal, and the results contained Theorems 1-3 have, generally speaking, their analogues for the bootstrap as well. For a more detailed comparison, see the discussion in Romano (1989) .
The Gaussian family
It has been shown by Fisher (1935) that the permutation test in the classical two sample location problem can be approximated by the corresponding t-test. In this section we shall consider the approximation of the randomization test discussed in Section 2 by certain uniformly most powerful (UMP) unbiased tests related to the t-test. In order to do so we shall consider the special case when F X , F Y , F Z are all Gaussian distributions. Namely, throughout this section we shall assume that F X , F Y are independent Gaussian distributions with common variance σ 2 and respective means ξ and η and that F Z is a bivariate Gaussian distribution with the variance vector (τ 2 ,τ 2 ), correlation coefficient ρ, and the mean vector (ξ, η). The joint distribution of the
with vectors of parameters θ = (θ 1 , θ 2 ) and ν = (ν 1 , ν 2 , ν 3 , ν 4 , ν 5 ), where
, and
and
i .
In general, the problem of testing (10) in this setting is equivalent to the problem of testing the hypothesis that θ = (θ 1 , θ 2 ) = (0, 0) and is seen to be a version of the Behrens-Fisher problem, in which case no single uniformly best test over a reasonable class of alternatives exists. However, under the simplifying assumption that θ 2 = Aθ 1 , where A = 0 is assumed to be a known constant, the problem of finding the UMP test for testing (10) vs (18) can be solved in the family (19), if we restrict our attention to unbiased tests only. In our setting, this is typically done by the well known principle of conditioning on Q, i.e., the part of the set of sufficient statistics associated with the vector of nuisance parameters ν.
Without losing generality (since we can always rescale the Z i 's) we shall assume in the sequel that A = 1, which is equivalent to requiring that
Under this proviso it follows from the general theory (see e.g., Lehmann 1997, Chapter 5) that the UMP unbiased test for testing (10) vs (18) is based on the function of the statistic
where V 1 and V 2 are given by (20) . Note that in the notation of the previous section we have
and in view of (15) this gives the following relation between the statistics W (n) and V (n)
Let us denote
Invoking Basu's theorem we see that in the family (19) under our assumption (21) the statistic
is independent of Q under the null hypothesis (10) and proviso (21), as well as is increasing in 
) is the upper α-quantile of a t-distribution with N − k − 1 degrees of freedom.
Since the statistic S (n,2) remains invariant under any transformation belonging to G [N −2k,k] , as well as S (n,2) → σ 2 with probability one, it follows immediately from the above proposition and Theorems 2 and 3 of Section 2 that the critical region of the randomization test based on W (n) is (with probability one) asymptotically equivalent to (22). Let us formulate this as
Theorem 4. Under the assumptions of Theorem 1 and with the condition (21) satisfied, the α-level
randomization test for testing (10) vs (18) based on W (n) and G [N −2k,k] is asymptotically equivalent to the UMP unbiased test (22) i.e.,
Moreover, the asymptotic power of the test (22) on Pitman's alternatives
It is perhaps of interest to also note that although the optimality result given above is concerned with asymptotic power only, it is in fact not difficult to extend it to the finite sample size in much the same way as in the case of the classical two-sample randomization test based on the statistic (3). Namely, only a slight modification of the standard arguments (see, for instance, 
Efficacy and ARE vs the means-difference statistic
In this section we shall consider the asymptotic efficiency of our randomization test based on W (n) versus the unconditional test based on the statistic (3). Even though the randomization test based on (3) is not asymptotically valid under G N (see Section 2) we still may wish to perform an unconditional test based on the ratio of (3) and a consistent estimator of the variance ν 2 p , where ν 2 p is defined by (12). Let us note that regardless of condition (21) being satisfied or not, the unconditional test based on (3) is generally biased, but its bias is typically not too large and vanishes asymptotically (see, e.g., Sheffé 1970).
Let B = τ 2 /σ 2 . By Theorem 3 the squared efficacy of the one-sided permutation test based on W (n) as a function of the variance ratio B and the parameters λ, δ, and ρ is Similarly, with the help of formula (12) we obtain that the squared efficacy of the one-sided test based on the statistic (3) is
Note that in the special case corresponding to (21) these formulae simplify to
Using (23) and (24) we may compare the asymptotic relative efficiency (ARE) of the one-18 sided test based on W (n) versus the one-sided test based on the statistic T (n) given by (3). ARE, as a function of the parameters B, λ, δ, and ρ, is given by the ratio of (23) and (24) ARE (B, δ, λ, ρ 
Depending on the particular values of the parameters, ARE may be greater then or less then one, indicating that neither test is asymptotically uniformly better. Note that ARE=1 whenever λ = 1/2 or δ = 0 as the test statistics coincide in these two cases. Based on the inspection of the efficacy formulae (23) and (24) 
Numerical examples
In this section we would like to offer some numerical examples illustrating the issues of true versus nominal-level coverage under different testing schemes. We begin with a small sample simulation study comparing the nominal and empirical tests levels for some of the relevant test statistics discussed previously.
Simulation study with small sample sizes
In order to compare the true versus nominal coverage for various testing procedures discussed in the paper we have performed a simulation study following the setup of Section 3. Namely, with the help of statistical software R (see, e.g., Ihaka and Gentleman 1996) we have simulated
with m = n = 7 and k = 3 multiple times (l = 3000) taking F X , F Y to be independent Gaussian distributions with common unit variance (σ 2 = 1) and respective means equal zero, (ξ = η = 0) as well as F Z to be a bivariate Gaussian distribution with the unit variance vector (τ 2 = 1), and correlation coefficient ρ=.6.
Since in this example we are primarily concerned about the test size i.e., Type I error, we have not insisted on (21) being satisfied.
Several different test statistics were considered and the empirical levels of the corresponding tests were compared with the nominal level of α = .05. The overall comparison is presented in Table 1 
(k) were computed via the randomization procedure based on the normalized mean of the differences of paired observation and the permutation group of all g's of the form
where h j i are as in (13). On the other hand, the p-values for the test based on T (n−k) (−2k) given 20 by (3), with the sample sizes n − k = 4 and m − k = 4 were computed based on the permutation group G N −2k . The p-values obtained from the two tests were then combined using Fisher's method (Fisher 1958, section 21.1, pp 99-101) to yield an estimate of the nominal level for the combined testing procedure. The numerical value of that estimate is given in column three.
In the next two columns we have presented the estimates for the respective tests based on the statistics T (n) and W (n) and the randomization procedures for the complete data set (N = 14) under the corresponding groups G N and G [N −2k,k] . Finally, in the last two columns we have presented the estimates of the nominal levels for the tests based on relating W (n) to the quantiles of the normal and Welch t-distributions (see also next example).
As can be clearly seen from the comparison in Table 1 the randomized tests based on
and W (n) both control the Type I error at the nominal level and so does the test based on Welch t-approximation to W (n) . Indeed, on the basis of the discussion in Section 1 it follows that the first two are both of exact level α in the Gaussian family (and the third one is "almost" so).
On the other hand, the tests based on permutation distribution of T (n) under the group G N as well as based on W (n) and normal approximation are seen not to control the Type I error at the nominal level. Finally, we point out that the test based on the combined p-values also doesn't control the Type I error at the correct level, albeit for a somewhat different reason. Indeed, note that in our current setup the number of elements g of the form (26) is 2 k = 8, and thus the permutation distribution of T (p) (k) is not rich enough in the sense that its quantiles are multiples of 1/8 only. This deficiency could be, of course, rectified by considering the randomized test, however, the phenomenon illustrates the point of Guerra et al. (1999) that a deficiency of one of the components (say, due to insufficient sample size) may very severely effect the combined testing procedure.
Karnofsky Performance Status data
We illustrate the performance of the competing test statistics for moderate sample sizes, using the data from the research study on the Karnofsky Performance Status (KPS) scale (Karnofsky and Burchenal 1949) which has motivated our present research. As already outlined in the introduction, in a study of symptom management among hospice patients in the last seven days of life (Hermann and Looney 2001) , KPS scale was used to assess the functional status of the study subjects. However, the Karnofsky assessment was not performed for each of the 100 patients participating in the study on each of their last seven days of life. For example, the KPS was obtained for m = 32 patients only on their last day of life and for n = 37 patients on the day before they died. Of these, k = 9 patients were observed on both days, m − k = 23 were observed only on their last day of life, and n − k = 28 were observed only on the day before they died. The data are presented in Table 2 . 10, 20, 25, 30, 20, 30, 15, 20, 30, 15, 15, 20, 10, 25, 30, 20, 20, 30, 25, 30, 20, 20, 10, 25, 20, 10, 20, 20 Last day KPS only (Y ) 15, 25, 30, 20, 10, 20, 10, 30, 10, 10, 10, 25, 15, 20, 20, 20, 20, 10, 10, 10, 20, 30, 10), (30, 20), (25, 10), (20, 20), (25, 20), (10, 10), (15, 15), (20, 20), (30, 30) .
We shall consider KPS data and the problem of testing the null hypothesis of equality of mean KPS rating on the last day and next-to-last day of life, in order to illustrate the performance of the large sample approximations to the randomization test based on W (n) and the permutation group G [N −2k,k] . We shall compare the results with that obtained by using the meansdifference statistic T (n) given by (3) as well as the statistic T (n) (−k), computed after deleting one part of the dependent sample component (in which case (3) and (14) coincide). Note that 22 the unconditional test based on the studentized T (n) (−k) is asymptotically equivalent to the randomization test based on the group of transformations G (N −k) as described in Section 1.
Let us first consider the statistics W (n) and T (n) . Note that for the data in Table 1 we havê ρ = .52 andB = 1 (using the usual estimates of τ 2 and σ 2 ) as well asλ = 37/69 andδ = 9/37.
Hence from (25) ARE (B,δ,λ,ρ) 
(up to three significant digits at least) and thus the tests based on the statistics W (n) and T (n) are equally efficient asymptotically. In order to compare the bounds of the critical regions for both tests, the two-sided, symmetric confidence intervals with the asymptotic coverage of 95% have been calculated via normal and Welch t-approximations. The latter has been employed (instead of the pooled-variance t-approximation of Proposition 1) in view of the fact that the condition (21) is readily not satisfied for the KPS data. Additionally, the exact confidence interval for the (two-sided) randomization test based on the statistic W (n) and the group of transformations G [N −2k,k] were computed using sampling without replacement with the sample size l = 5000, as described in Section 1. The numerical results are presented in Table 2 . Let us note that in view of (27) and since the computed values of W (n) and T (n) are seen to be very close, one would expect the critical region bounds of the randomization test based on W (n) and G [N −2k,k] to be also indicative of the true bounds of the critical region in the unconditional test based on T (n) .
It is readily seen from the comparison in Table 3 that the asymptotic tests based on W (n) and T (n) seem to be underestimating the probability of Type I error at the nominal 5% level, with the t-approximations performing slightly better than the corresponding normal ones. Judging by the respective p-values, the approximations seem to be in more agreement at the empirical level due to the strong evidence in the data against the null hypothesis.
In addition to the comparison of the confidence intervals based on the statistics T (n) and Table 3 we have also calculated the confidence intervals for the exact and approximate tests based on the statistic T (n) (−k) which is a version of T (n) (and also W (n) ) calculated for the reduced set of N − k = 60 data points obtained after removing all of the data values for Z (1) but retaining the values for Z (2) . As before, the critical region bounds for the exact randomization test based on the group G N are approximated by the bounds of the distribution of l = 5000 samples without replacement from the permutation distribution of T (n) (−k). Due to the removal of some data points the confidence bounds have noticeably shifted for T (n) (−k).
However, the length of the corresponding approximate confidence intervals compared to those computed under T (n) has changed only slightly. Note that the length of the confidence interval for both randomization test statistics remains almost the same, indicating that both tests guard against Type I error at the correct level.
Overall, the numerical comparison in Table 3 seems to indicate that for the KPS data the approximate, unconditional tests based on W (n) , T (n) , and T (n) (−k) are all underestimating the true levels, with tests based on W (n) statistic being slightly less inaccurate then their competitors. This is consistent with the findings from the small sample simulation study discussed above.
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Summary and conclusions
The results of Sections 2 and 3 indicate that, in general, in the two sample problem with partially dependent data the usual α-level randomization test based on the groups of transformations G N or G [N −2k,k] and the statistic (3) is not asymptotically valid in the sense of the relation (4). The consideration of the invariance properties of the general non-parametric null hypothesis (8) and (9) leads to the adjustment of the test statistic (3) and thus to the statistic W (n) given by (14).
Under the group of transformations G [N −2k,k] the randomization test which rejects for large values of W (n) is of exact level α under the hypothesis (9) and is seen to be equivalent to the test based on (3). However, unlike the latter, the former is also of asymptotic level α under the hypothesis (10) with the assumption of finite variances. It is further demonstrated in Section 3 that the asymptotic power of this randomization test is optimal among all of the unbiased tests for testing (10) vs (18) in the Gaussian family (20) under the condition (21). The result with obvious modifications extends to the case when the proportion of the population variances for dependent and independent data is a known fixed constant and to the two-sided test setting.
The asymptotic relative efficiency of the randomization test based on the statistic W (n) versus the unconditional one based on T (n) was shown to exceed unity for high values of the correlation coefficient and the sufficiently high sample proportion of dependent observations. Using the numerical examples based on simulated data it was shown that the corrected permutation test may have an advantage over the testing procedure based on combined p-values even for small sample sizes. For moderate sample sizes it was also argued via an example taken from the analysis of the KPS data that the approximate unconditional tests based on W (n) seem to be more robust then their competitors against deflating Type I error probabilities as compared to the asymptotic nominal levels. The result follows in view of the decomposition To show the latest, take ε > 0 so that the absolute moment of order (2 + ε) exists for the distribution functions F X , F Y , F
Z , F
Z and note
Before we prove the statements contained in theorems 2 and 3 we need the following Lemma 2. Let {d i } for i = 1, 2, 3 . . . be a sequence of real numbers such that
and let ε i (i = 1, 2, 3, . . . ) be iid random variables such that P (ε i = −1) = P (ε i = 1) = 1/2. Set
Then S k is asymptotically normal with mean zero and variance γ 2 .
