Abstract-In this paper, a parametric electromagnetic radiated emission model has been explored. Several mathematical improvements with respect to its extraction and computational performance have been deployed. The model, represented with an array of radiating electric dipoles, predicts the electromagnetic emission of components and systems. Core-level changes have been made in order to extract the model parameters: the dipole positions, their orientations and currents, and the effective relative permittivity from near-field measurements. Thresholding and windowing techniques are used to detect and optimize dipole positions, directly from the field data. A fast and memory efficient two-level optimization algorithm based on the LevenbergMarquardt non-linear least squares technique is implemented for parametric extraction. All the constraints of the previous model have been overcome and the system is validated for mono-substrate and multisubstrate devices from measurements and/or simulations, with promising results. A tremendous improvement in modeling capability and performance has been obtained when compared with that of its erstwhile counterpart.
INTRODUCTION
Electromagnetic compatibility (EMC) modeling has been a hot topic for a while now in various departments of electrical and electronics engineering. Numerical modeling techniques to tackle a wide range of practical problems have been of utmost interest to researchers and industries. The current trend is to target EMC at component level and thus predict the device's electromagnetic behavior during the design stage itself. Radiated emission from a system is an important EMC phenomenon that not only affects the system's performance, but also that of neighboring devices.
Considering the densely integrated electronic systems used today, it is necessary to build simple models representing the radiation behavior of components and systems. The models developed in [1] [2] [3] [4] [5] [6] [7] show comprehensive details on the recent advances in "device-level" EMC radiated emission modeling. In particular, the models in [3] [4] [5] [6] [7] represent the electronic component under test with a set of electric and/or magnetic dipoles and are capable of predicting the radiated electromagnetic emissions of the device. The model parameters are either extracted from near-magnetic field measurements and/or nearelectric field measurement. The recently developed model [4] which was inspired from a previous model [3] , implements an iterative extraction procedure for determining its parameters.
In contrast to the models developed in [6, 7] , this model is built using a set of electric dipoles and is extracted from near-magnetic field measurements. It also incorporates the role played by the effective relative permittivity ( reff ) on the radiated electromagnetic fields in its modeling procedure. The model requires that the value of reff has to be provided prior to extraction. Additionally, due to the presence of a single dipole type, it is easily integrable into commercial 3D simulation tools as reported in [8, 9] . The model has been validated on several microwave devices [4] and "on-chip" devices [5] of very small dimensions (area ≈ 10 mm 2 ) used very commonly in RF systems-inpackage and system-on-chip devices.
The model is robust and versatile than its earlier counterparts, but has a few constraints: the iterative extraction procedure is computationally intensive, the knowledge of the substrate present in the device under test is needed beforehand and the dipole positions are not optimized since they are pre-fixed. To overcome these inconveniences, several mathematical improvements have been implemented to upgrade the modeling procedure towards a fast and a memory efficient one. The Jacobian of the system representing the model is predetermined and in-built within the extraction method. The dipole positions are extracted and optimized using the intensity thresholding technique, combined with an optional windowing technique. The model parameters are determined in a two-step optimization procedure: the first-level optimization extracts the dipole parameters and the second-level extracts the reff at all points in space. The tangential near-magnetic field and the near-normal electric field measurements are used for parameter extraction. The non-linear system is split into real and imaginary parts and optimized simultaneously.
The model and the newly improved parametric extraction procedure are explained in detail in this paper. The model is validated on a couple of simple devices, built on a single substrate and complex devices possessing multiple substrates, operating in microwave frequency ranges. The optimized number of dipoles and the computational advantages of the model are also discussed in detail.
ELECTROMAGNETIC EMISSION MODEL

Presentation of the Existing Model
The model is represented with a set of elementary electric dipoles placed on the x-y plane as shown in Figure 1 [4] . Each dipole in the network is represented by its position, its orientation with respect to the x-axis (θ ∈ R), its length (d ∈ R) and the current flowing through it (I ∈ C). This model, in itself, is an improved and optimized version of another earlier radiated magnetic emission model [3] . A few model parameters must be, nevertheless, provided for any model extraction. In this model, the length and position of every dipole are pre-fixed, and the orientation of each dipole, and their currents are extracted. The model implements a state-of-the-art extraction technique to determine the three unknown model parameters: real, imaginary part of the dipole currents, and the dipole orientations. It takes into account the importance of reff during extraction; it has to be provided as an input parameter before model extraction. The parameters are extracted with the use of an iterative optimization algorithm based on the Levenberg-Marquardt technique. The model calculates the radiated electromagnetic fields of any device under test at any height above it. The complete details of the model, along with its extraction procedure are detailed in [4] . 
Mathematical Improvements
Though the model is way more versatile and stable than the earlier models, it suffers from a few disadvantages:
• As the device under test becomes large and complex, thereby requiring a large number of dipoles to accurately predict the radiated electromagnetic fields, model extraction requires large computational resources and is time consuming.
• The knowledge of the substrate details ( reff ) is needed prior to extraction.
• If the device under test has multiple substrates (which is the case with most practical devices), reff is not a constant at all points in space above the device.
• The number of dipoles used for modeling is not optimized. A number of mathematical improvements have been made to the existing extraction procedure in order to overcome these disadvantages. They are individually explained below:
(i) Several model applications on a variety of microwave devices like a microstrip line, miniature and on-chip devices in [4, 5] show us that the modeling time is relatively larger as opposed to the model in [3] . As a typical example, the time to extract the model parameters for an "on-chip" patch antenna with 240 dipoles was around 17 minutes, though the model in [3] extracts the parameters in 2.5 minutes. Though the loss of speed is more than made up with the gain in model versatility and robustness, we feel that it could become computationally very intensive if the device-to-be modeled becomes complex and the number of dipoles go above 600-700. The mathematics behind model extraction has thus been tweaked and improved to overcome probable computational failures by the inclusion of the "System Jacobian Matrix" within the optimization procedure. (ii) The next important aspect is the determination of reff of the device under test. It is not always possible to know its value beforehand. Moreover, if there are multiple substrates in a single device, it becomes impossible to determine the effective value. It is thus proposed to extract its value at all measurement points so that its knowledge prior to extraction is no more mandatory. An optimization procedure based on the Levenberg-Marquardt technique is used for this purpose. (iii) Another significant advancement has been made to optimize the number of dipoles needed to build an accurate model. Keeping the core system intact, the dipole positions are directly determined from the radiated near-magnetic field measurements, based on the use of thresholding and windowing technique. The former is used to locate the dipoles and the latter to optimize the number of dipoles in a particular window of the measured field. With this addition, the modeling pre-requisite is the dipole length alone.
MODEL EXTRACTION
A cutting-edge extraction procedure, inspired from the modeling procedure in [4] , has been developed so as to extract the model. The following parameters of the model need to be determined: dipole positions, their orientations (θ ∈ R), currents (I ∈ C) and the effective relative permittivity ( reff ∈ R) of the device under test. The heuristic methodology is implemented in MATLAB and is explained in this section.
Determining Dipole Positions
The first step of model construction is determining the positions where the dipoles constituting the model are to be placed. The intensity thresholding technique is used to locate the points where the field is significant [10] . The tangential components of the measured nearmagnetic field are used for this purpose. An intensity value is used to differentiate the low and high field points. The objective behind the thresholding procedure is to "binarize" the field data and separate them into two basic clusters: one containing the significant field points (represented as 1), other representing the noise and low field points (represented as 0). The user is allowed to choose the intensity values for the field components independently. The default intensity value is calculated using the Otsu's method, pre-coded in MATLAB. It is found from many of our trials that the Otsu's method, though one of the most commonly used thresholding method in the Image processing industry, does not always give sufficient details for model construction.
To further optimize the number of dipoles, the windowing technique can be optionally used to split the field into n parts. Again, the user can select n depending on the field distribution. This would facilitate to control the intensity level and thereby detect the dipole position in each selected window.
System Formulation
The core of non-linear system in [4] is slightly modified to extract the all the model parameters. Based on a detailed study on the role of reff on the radiated electromagnetic fields, it is inferred that its effect is negligible on the magnetic field very close to the device under test and mostly felt on the electric field at any point in space [4] . The normal component of the electric field is thus used in addition to the tangential magnetic field components to aid the extraction process. The system is represented in a matrix form denoting the radiations of every dipole in the model at a particular point of interest as shown below: 
Initial Parameter Vector
In any iterative model, the initial parameter estimate is a very important step in determining the range and validity of the model parameters.
They can either be calculated mathematically or determined analytically. The initial values of the dipole parameters
are calculated with the use of "matrix inverse method" as shown by the following equations [4] :
where, m is the number of measurement points, p is the number of dipoles used for modeling, and f θ , g a , and g b are mathematical functions. Mathematically, the inversion can be performed for square matrices. If m = p, the pseudo-inverse technique based on the orthogonal transformation method is used for calculation. ] is a unity vector (= 1) considering the physical fact that the relative permittivity of vacuum is 1. It is also equally essential to mention that the minimum value of reff is also 1.
The Optimization Algorithm
The initial parameters are passed through a two-level LevenbergMarquardt optimization algorithm, which is the most widely used iterative procedure for non-linear optimization.
It simply outperforms the gradient descent algorithm or other conjugate gradient methods [11, 12] . The algorithm uses a damping factor (µ) which influences both the direction and the parameter step size (h lm ). For non-linear systems, the Jacobian matrix is indispensable for determining the best-available roots. It can be either be predetermined or dynamically calculated. The damping parameter and the step size can be calculated directly from the Jacobian matrix (J), using the following equation:
Here f = f (x) defines the non-linear system. In the previous model, the Jacobian matrix was calculated using the finite difference method.
It is important to mention that the calculation of this matrix is computationally intensive, due to its mere size. The procedure becomes vulnerable to errors when the system becomes large and complex. To speed up the modeling time, and avoid any possible error, we propose to predetermine the Jacobian. The Jacobian matrix, as we all know, is defined as the matrix of all first-order derivatives of a vector or scalar valued function with respect to another vector. For m real-valued functions such as
. . , x n ), the Jacobian is defined by: 
It is computationally very intensive to calculate all the model parameters simultaneously because of the dimensions of the Jacobian involved. So, we propose to break up the optimization into two-levels: the first-level to optimize the dipole parameters and the second-level optimization to extract reff at all measurement points.
Level 1: Optimizing Dipole Parameters
As stated earlier, the role of the effective relative permittivity is negligible on the magnetic field very close to the device under test and mostly felt on the electric field at any point in space. Considering this, the dipole parameters can first be extracted by neglecting reff in their calculations, since they can be directly extracted from the nearmagnetic field measurements. By the term "neglecting," we mean that reff = 1 at all points in space. The optimization function for this level is given by:
where, ] respectively for the first iteration). Every equation in the optimization function is a real-valued function of the dipole orientations and the currents, it is possible to define the Jacobian as:
where, (t 1 , t 2 , · · · , t m ), and (u 1 , u 2 , · · · , u m ), corresponds to the real and imaginary parts of H x field, and (v 1 , v 2 , · · · , v m ), and (w 1 , w 2 , · · · , w m ), corresponds to the real and imaginary part of the H y field respectively. This matrix gives us the best non-linear approximation of the model, for the given initial parameters. The Jacobian is so carefully coded such that its evaluation is quick and memory efficient. For every step in the iterative process, the Jacobian is determined to evaluate the step size (h lm ) in (3).
As reported by Moré [13] , the simplest way to obtain h lm is to use the Cholesky decomposition. But it is highly unreliable when µ = 0 and the rank of the Jacobian is deficient. Alternate techniques are to use the QR decomposition method, and the orthogonal transformation method. Though the former provides the most accurate solution, we prefer to use the orthogonal transformation method for one main reason: it is computationally cheaper than the QR method since the determination of h lm is just a step in the algorithm and need not be calculated with very high accuracy. When the system becomes too large, the loss in speed with the QR method is very significant and requires large computational resources. The orthogonal transformation is an excellent, reliable and robust alternative. Given in an iteration, if the orthogonal transformation method is not applicable (if the matrix is singular or rank deficient), the code automatically computes the step size using the QR decomposition method, for that iteration alone.
Level 2: Optimizing reff
With the optimized dipole parameters, the next step is to determine the last unknown parameter, reff at all measurement points. The optimization function for this level, similar to that of level 1, is separated into real and imaginary parts as:
where, ] for the first iteration). The Jacobian for this system is determined to be: (8) where, (t 1 , t 2 , · · · , t m ), and (u 1 , u 2 , · · · , u m ), corresponds to the real and imaginary parts of E z field. As discussed with the level 1 optimization, the step size of each iteration is calculated using the orthogonal transformation method. The QR decomposition technique is optionally used in case the orthogonal transformation method does not solve for the step size. One important feature is that this level is "height" independent, i.e., E z need not be measured at the same height as that of H x and H y . The model extraction algorithm is explained in a simplified manner in the flowchart in Figure 2 . 
MODEL APPLICATION AND VALIDATION
The new modeling technique is applied and validated on a few commonly used microwave devices, simple and complex. Simple devices are those that contain a single uniform substrate and complex devices contain multiple substrates. The advantage of the automatic dipole detection technique, with and without the use of the windowing technique is discussed. For complex devices, the windowing technique is used for optimizing the number of dipoles in the model so that the computation is memory efficient. All the models are built on a PC, with 3.2 GHz Dual Core Processor and 3.2 GB physical RAM.
Simple Test Cases
First, the model is applied on a 90 • hybrid coupler, operating at 1 GHz. The near-tangential magnetic fields are measured using the test bench in IRSEEM, similar to those made in [4, 14] , at a height of 1.5 mm above the coupler. A differential loop probe of 3.14 mm 2 is used for this purpose [4] . The near-normal electric field is measured using a monopole probe at 2.5 mm above the coupler (coupling between the probe and the DUT is significant at distances lesser than 2.5 mm). Using the automatic dipole detection technique, with dipole length set to 1 mm, without the windowing technique, a set of 384 dipoles is detected with the intensity level set to 6% for H x and H y . This is about 30% less than the number of dipoles used with the previous method [4] . The intensity level was decided on various trial and error methods and it was found that an intensity level in the range [4-10%] provides sufficient number of dipoles for accurate modeling. On applying the windowing technique, with six windows selected by judging the near-magnetic field cartographies, 330 dipoles (each of length 1 mm) are detected with [70%, 70%, 8%, 9%, 80%, 80%] intensity values on each window for H x and [8%, 9%, 70%, 70%, 7%, 7%] for H y . Locations in which the fields are in-significant (in H x and H y ) are set to high intensity levels. The detected dipoles are shown along with the detected |H xy | field (H xy = H 2 x + H 2 y ) in Figure 3 . The window borders are shown as a dotted rectangle. The advantage of the automatic dipole detection technique can be easily understood with the help of the above example.
The dipole parameters (level 1) are extracted in span of 68 seconds as opposed to 14.5 minutes taken by the previous extraction procedure; the second level optimization converges in 178.2 seconds. The speed up is fundamentally due to the efficient Jacobian calculation as against to the finite difference method. Thus the total modeling time is about 4.5 minute with a set of 330 dipoles. The mean value of reff in all the windows, where the fields are significant is about 3.58 as against the empirical value 3.4, with a tolerable relative error of 5.3%. The model is simulated at 5 mm above the coupler and the modeled fields are compared with those of measurements (and simulations) in Figure 4 . In fact, the measurement of the tangential electric field components (E x and E y ) is still under study in IRSEEM [15] , and thus Ansoft HFSS simulations of the coupler are used in tandem for validation purpose alone. Therefore, the term "Measured" in Figure 4 is a misnomer; the field quantities contain both the measured (H x , H y , H z and E z ) and HFSS simulated fields (E x and E y ). The model is then applied to a balanced Wilkinson power divider operating at 5.6 GHz, predominantly used for feeding a Wi-Fi antenna array structure. Due to the non availability of near-field probes capable of functioning at 5.6 GHz, the device is designed and simulated in Ansoft HFSS and the radiated fields at 500 µm above the device is used for constructing the model. 478 dipoles are automatically detected in a single window, covering the entire device, length of each dipole = 250 µm. The extraction of all the parameters takes 7.3 minutes and the extracted reff (2.75) is in close agreement with the empirical values (2.81). The radiated electromagnetic fields are simulated at 1.5 mm above the divider and the results are compared with those of HFSS simulations in Figure 5 .
Complex Test Case
To validate the proof of concept, a test device built on multiple substrates is designed. The above validated Wilkinson power divider is intended to feed two other high frequency transmission lines as shown in Figure 6 ; both the transmission lines are excited with the same power. The power divider is built on a Roger RO4003 substrate of height 400 µm and r = 3.55, the microstrip line 1 is Figure 6 . The designed complex device operating at 5.6 GHz. The design is intended as a proof of concept. built on a Duroid 5880 substrate of height 400 µm and r = 2.2 and microstrip line 2 is built on a FR4 epoxy substrate of height 400 µm and r = 4.4. The system operates at 5.6 GHz and possesses a characteristic impedance of 50 Ω, the power divider is fed with a power of 0 dBm (1 mW) and the transmission lines are terminated with 50 Ω load impedances. The device is simulated in Ansoft HFSS and the radiated fields at 1 mm above the device is used to build the model. Deciding "by sight," the fields are split into seven unique windows; the intensity levels of [90%, 8%, 8%, 7%, 7%, 80%, 80%] is set for H x field and [11%, 8%, 8%, 11%, 11%, 6%, 7%] for H y field respectively. The total tangential magnetic field (H xy ) is shown along with the detected dipoles in Figure 7 . It is important to state that the number of dipoles representing the power divider (Windows 1-5) is 338, as opposed to 478 dipoles when validated singleton. This difference (29.3%) is in-fact very significant in such devices with "non-collinear" field distribution when compared to that found in devices like the above validated coupler. This is the major advantage using the automatic detection process, with windowing enabled. The system is modeled with a set of 680 dipoles, each of length 250 µm. The level 1 optimization takes 7 minutes and 40 seconds to converge and level 2 takes 278 seconds, and thus all the model parameters are extracted in a span of 12 minutes and 20 seconds. The extracted reff in each window is tabulated in Table 1 . The dipole network representing the model is shown in Figure 8 .
The electromagnetic fields at 2 mm above the device is then simulated and compared with those of HFSS results in Figure 9 and Figure 8 . The extracted dipoles are plotted coherently with the measured total tangential field at 5.6 GHz. The white marks represent the dipoles, each of length 250 µm. Table 2 summarizes the validation of the model on all the test devices. It is interesting to note that the modeling technique is rapid and robust. It is important to mention that the coupler, with optimized number of dipoles takes a longer time to converge than that without the using the windowing technique; this is primarily due to rank deficiency problems faced by the solver during certain iterations. Under those conditions, as previously stated, the solver uses the QR technique to solve the system and thus takes a much longer time. Nevertheless, lesser the dipoles used to build the model, easier and faster it is to integrate it into commercial tools at a later time as reported in [8, 9] .
Summary
The greatest advantage of the new solver is its capability to solve large and complex systems rapidly and efficiently. In the case of the complex text case, with a set of 680 dipoles, the solver is tremendously fast than the one previously developed [4] . As stated in [5] , the extraction takes about 45 minutes in cases of using 700 dipoles. In fact, we could not solve the complex device with the previous method due to memory allocation problems encountered, caused merely due to the size of the model (measurement points and number of dipoles) involved with the finite difference Jacobian.
CONCLUSION
A fast and robust electromagnetic radiated emission model, represented with a set of elementary electric dipoles has been developed in this paper. With such an implementation, all the constraints of the erstwhile model have been overcome and a breakthrough has been achieved with respect to model performance. The model, deploying a cutting-edge extraction procedure, predicts the radiated electromagnetic emissions at any height above the device under test in quick time. The prerequisites for modeling are the measured or simulated tangential near-magnetic field and the normal near-electric field. An additional module implementing the thresholding and windowing techniques optimizes the number of dipoles needed for accurate modeling.
The two-level, fine-tuned optimization procedure extracts the dipole parameters and the effective relative permittivity at all points in space, preserving their physical sense. For each level, the system is separated into real and imaginary parts and optimized simultaneously, with their corresponding Jacobians predefined. The smart procedure chooses between the orthogonal transformation technique and the QR decomposition technique to determine the step size in each iteration. This offers significant improvement in modeling speed and reliability. The model is validated on a couple of simple devices built on a single substrate and a complex device consisting multiple substrates. Excellent results have been obtained for the modeled fields in comparison with measurements and/or simulations for all the test devices. The extracted effective relative permittivity correlates well with those for empirical calculations in all the cases. The model speed and performance have also been discussed. The varied dimensions of the validated devices and their wide frequency range gives us an idea of the model's capability, scalability and versatility. The model is simple in its implementations and offers easy availability to electronic designers. Being a generic model, it can be applied to any component, active and passive. The optimized number of dipoles facilitates better integration into commercial 3D simulation tools such as Ansoft HFSS as reported in [8, 9] .
