The empirical Green's function (EGF) technique is applied in the frequency domain to 962 broad-band seismograms (3.3 ≤ M W ≤ 6.1) to determine stress drop and source scaling of the 2009 April L'Aquila earthquakes. The station distance varies in the range 100-250 km from the source. Ground motions of several L'Aquila earthquakes are characterized by large azimuthal variations due to source directivity, even at low magnitudes. Thus, the individual-station stress-drop estimates are significantly biased when source directivity is not taken into account properly. To reduce the bias, we use single-station spectral ratios with pairs of earthquakes showing a similar degree of source directivity. The superiority of constant versus varying stress-drop models is assessed through minimization of misfit in a least-mean-square sense. For this analysis, seismograms of 26 earthquakes occurring within 10 km from the hypocentres of the three strongest shocks are used. We find that a source model where stress drop increases with the earthquake size has the minimum misfit: as compared to the best constant stress-drop model the improvement in the fit is of the order of 40 per cent. We also estimate the stress-drop scaling on a larger data set of 64 earthquakes, all of them having an independent estimate of seismic moment and consistent focal mechanism. An earthquake which shows no directivity is chosen as EGF event. This analysis confirms the former trend and yields individual-event stress drops very close to 10 MPa at magnitudes M W > 4.5 that decrease to 1 MPa, on the average, at the smallest magnitudes. A varying stress-drop scaling of L'Aquila earthquakes is consistent with results from other studies using EGF techniques but contrasts with results of authors that used inversion techniques to separate source from site and propagation effects. We find that there is a systematic difference for small events between the results of the two methods, with lower and less scattered values of stress drop resulting from the EGF approach.
I N T RO D U C T I O N
The strong seismic activity in central Italy that struck the city of L'Aquila in 2009 April was characterized by three major (M W > 5.0) normal-faulting earthquakes within 4 d (Chiarabba et al. 2009 ). The epicentres (star symbols) and focal mechanisms of these events are shown in Fig. 1 . Rupture episodes were located in three different nearly collinear NW-SE to NNW-SSE striking faults. The occurrence of many significant shocks near the three major events with well-determined source mechanisms (Herrmann et al. 2011, indicated as HMM11 hereinafter) allows the application of the empirical Green's function (EGF) technique to study source scaling. In this paper, we apply the EGF technique to broad-band seismograms recorded in peninsular Italy by the permanent network operated by Istituto Nazionale di Geofisica e Vulcanologia (INGV) . Stations in the epicentral distance range 100 < R < 250 km were not clipped maintaining a good signal-to-noise ratio and are especially well suited for the purpose of this study.
Several papers have focussed on source scaling for the L'Aquila earthquakes, reaching different conclusions. Malagnini et al. (2011, indicated as MAL11 hereinafter) applied the EGF technique to coda waves of the strongest shocks, and a similar analysis has been extended recently to about 100 smaller magnitude earthquakes using time windows of S waves (Luca Malagnini 2012, personal communication) . In these EGF-based estimates, the smaller events of the L'Aquila seismic sequence have lower stress drops as compared to the larger magnitude events, with a source scaling variation between small and large events. Other papers have used the generalized inversion technique (GIT) to separate source, crustal propagation and site terms. Bindi et al. (2009, indicated as BIN09 hereinafter) applied the GIT to the accelerograms of 13 of the strongest L'Aquila earthquakes and inferred a substantially constant stress-drop trend. Similarly, Ameri et al. (2011, indicated as AME11 hereinafter) applied the GIT technique to about 100 aftershocks in the magnitude range 3.1 < M L < 5.3 and concluded that the fluctuation of individual-earthquake stress drop is large (0.1 < σ < 60 MPa) Figure 1 . Map of the study area. Permanent broad-band stations used in the analysis are indicated by black triangles, the star symbols are the epicentres of the three largest shocks of the L'Aquila seismic sequence and black dots are 61 of the smaller earthquakes analysed in this study. The fault plane solutions are taken from Herrmann et al. (2011) . The inset shows three clusters of events resulting from three strongest shocks during the L'Aquila sequence. Events in each cluster are analysed separately using the EGF technique.
but independent of source size. We think that the EGF technique is more efficient in eliminating the role of path and site effects than GIT and can yield more reliable estimates especially when, as in the case of L'Aquila earthquakes, a good control on focal mechanism and seismic moment is available from HMM11. In contrast, BIN09 discussed the difficulties of their approach in using the same propagation model for small (20-30 km) and intermediate (≈100 km) distances and some discrepancies in the site-effect assessment for different events at near-source stations. Here we employ a combination of data (broad-band velocity-transducer seismograms) and technique (single-station spectral ratios by windowing S waves and early coda) not used so far in the analysis of the L'Aquila earthquakes.
A key feature of this study is the azimuthal dependence of spectral amplitudes caused by source directivity, even at small magnitudes, and its effect on stress-drop estimates. The rupture directivity of the L'Aquila main shock is discussed by Cirella et al. ( , 2012 and Pino & Di Luccio (2009) , and its significant effect on ground motions up to large distances in Italy is documented by several authors (Akinci et al. 2010; Ç elebi et al. 2010; Di Alessandro et al. 2012) . Rupture directivity is expected to cause an azimuthal variation of amplitude and shaking duration resulting in higher corner frequency (and, hence, larger stress drop) at stations in the direction of rupture propagation as compared to stations in the opposite direction. The source directivity even for small magnitudes has been observed for many earthquakes in California (Boatwright 2007; Seekins & Boatwright 2010; Lengliné & Got 2011) . In this paper we demonstrate that source directivity was also significant for many of the smaller shocks of the L'Aquila seismic sequence.
The goals of this study are (i) to identify events of the seismic sequence that are characterized by strong source directivity and require special care to minimize errors in the estimated stress drops, (ii) to derive a stress-drop scaling relation affected as little as possible by source directivity and (iii) to compare the different scaling laws proposed in the literature for the L'Aquila earthquakes and discuss the origin of differences and statistical uncertainties. We find that the dispersion of individual-event stress-drop estimates seems to be better controlled in our approach compared to the GIT estimates because of our use of independent (long-period) estimates of seismic moment, and the greater EGF efficiency in separating source from propagation terms. Our results depict a well-constrained trend of stress drops that decreases at smaller magnitudes (by one decade over four decades of seismic moment), confirming the same value (≈ 10 MPa) of the largest magnitude earthquakes found by other authors. This study leads to the same conclusion as many others using EGF technique (e.g. Abercrombie & Rice 2005; Mayeda et al. 2007; Malagnini et al. 2008; Calderoni et al. 2010) : a breakdown of self-similarity between large-and small-size earthquakes.
DATA
The 2009 April 6 destructive event at 01:53 UTC near L'Aquila was followed by two other M W > 5.0 earthquakes on April 7 and 9 which occurred southeast and northwest of the fault plane that ruptured during the main shock. The three strongest events are shown by the star symbol in Fig. 1 . In this figure, the moment magnitudes and focal mechanisms are taken from the moment tensor solutions reported in HMM11. We note that the use of a local Table 1 . Earthquakes, grouped in three clusters (Fig. 1) Scognamiglio et al. 2010) , and yield results that are much more consistent with observations at low frequency, below f ≈ 1 Hz. For the main shock, M W is 6.1 as compared to 6.3 of the Global CMT catalogue; similarly M W of April 7 and 9 earthquakes are 5.4 and 5.2 instead of 5.6 and 5.4. In any case, we have carefully checked that such differences in magnitude would not, in itself, be the cause of the difference in the source scaling between this study and others, which used different M W values. Since the basic assumption for the application of the EGF technique is that source locations and focal mechanisms of the events must be similar, we have used the catalogue of moment tensors by HMM11 to select smaller shocks having a consistent normalfaulting mechanism and hypocentres as close as possible to the three largest shocks. We have used stations in the distance range 100-250 km; the lower value of this range is sufficiently large for the point-source approximation to be valid and the upper value provides a satisfactory signal-to-noise ratio in the records down to magnitudes of the order of 3. The frequency bandwidth reduction at these distances and its potential limitation in the stress-drop estimation are discussed in the Appendix.
In the first part of our analysis, we have selected smaller shocks within a source distance of no more than 10 km from the three main shocks. Hypocentre determinations are taken from the INGV bulletin (http://iside.rm.ingv.it/iside). Earthquakes that satisfy this condition are listed in Table 1 Distance between main shock and EGF is generally less than 10 wavelengths at high frequency (about 6 km at 5 Hz). However, the maximum of 10 km separation between events is less than onetenth of source-to-receiver distance, in rough agreement with the assumption that the propagation path does not differ between target events and EGFs.
In the second part of the analysis, we have applied the EGF technique to the entire seismic sequence, interdistance between events being one order of magnitude smaller than source-to-receiver distance. This allows us to assess the stress-drop scaling over a much larger number of events (a total of 64 earthquakes, listed in Table 2 ), all with fairly well-controlled focal mechanisms and seismic moments from HMM11 (black dots in Fig. 1 ).
Processed signals are broad-band seismograms recorded by velocity-transducer sensors (mostly Nanometrics Trillium 40-s). The instrumental correction of seismograms is performed using the factory supplied zeros and poles of the transfer function. The corrected velocity time-series are bandpass filtered between 0.1 and 20 Hz.
T H E M E T H O D O F A N A LY S I S
We follow the procedure outlined by Calderoni et al. (2010) . Fourier amplitude spectrum of the recorded velocity time-series is written as It represents the convolution of source, propagation in the crust and site transfer function [ 0 (f), P(f,R) and H(f), respectively]. Following Brune (1970 Brune ( , 1971 , the source-radiated displacement spectrum in the point-source approximation is expressed as
where M 0 and f 0 are seismic moment and corner frequency, respectively. F S accounts for the free-surface effect (taken here as 2), R ϑ ,φ is the radiation pattern, ρ is the density and β is the shear wave velocity in the source volume. For a circular crack with a uniform stress drop in an infinite Poisson solid, σ is linked to M 0 and f 0 (Eshelby 1957; Keilis-Borok 1959; Brune 1970 ) through the relations
where r is the radius of the fault. The advantage of the single-station spectral ratio method is that the knowledge of propagation and site terms is not needed. When two earthquakes having different magnitude M 1 and M 2 are recorded at the same station, the ratio of their spectra
reduces to the ratio of the two source terms since P(f,R), and H(f) are the same. When f 0 is written in terms of σ and M 0 through (3) and (4), the application of eq. (5) requires the knowledge of a single propagation parameter (shear wave velocity β at the source depth, which appears in eq. 4). We use β = 3.1 km s -1 in accordance with the 1-D model (nnCIA.mod) inverted by HMM11. This value is consistent with the crust rigidity used in the seismic moment computation. As remarked by Ben-Zion (2001), seismic moment estimates are affected by uncertainties in the elastic moduli assumed to characterize source regions in different seismogenic areas. The seismic potency (or geometric moment) would be a more suitable parameter to measure earthquake sizes, with the evident advantage of not being affected by the assumed values of the poorly constrained crustal rigidity. However, for the sake of continuity with previous papers, we adopted the seismic moment scale.
Eq. (5) is controlled by the ratio of M 0 at low frequency and by the ratio of M 0 1/3 · σ 2/3 at high frequency. Since the values of M 0 are derived from independent estimates, σ is the only unknown parameter. The spectral ratio (5) can be applied to pairs of different magnitude events to check if ground motion follows a constant or varying stress-drop scaling. In the Supporting Information (Fig. S1 , panel a), we illustrate how the high-frequency asymptote of spectral ratios (5) gives insights on the stress-drop scaling.
In this paper, the most appropriate scaling model for the L'Aquila earthquakes is first searched through the best fit of observed spectral ratios over an extended magnitude range. A priori, a power-law relation between σ and M 0 is assumed according to the equation
A linear relation between the logarithmic values of σ and M 0 is typically used in scaling studies (e.g. a similar formalism is used in Candela et al. 2011) and its validity here is confirmed a posteriori.
The appropriateness of the constant (p = 0) or varying stress-drop model (p = 0) is decided through the misfit
where Obs m (f) are the empirical spectral ratios calculated from pairs of events with different magnitudes and Theo m (f) are the corresponding mathematical functions (5) that are written in terms of M 0 , p and q. M is the number of the spectral ratios curves used in the fit, and f min and f max are the lower and upper bounds of the frequency band of analysis (0.5 and 8 Hz, respectively, as described in detail in the Appendix). Spectral ratios are computed through FFT of 50 s time windows bracketing the most significant part (S waves and early coda) of the two horizontal components of corrected velocities. Windowing is made through the conventional Hanning taper of the SAC software, the spectra are smoothed with a 0.5-Hz-wide triangular operator of the same package (Goldstein et al. 2003) . The geometric mean of the two horizontal components is computed for each record. Before the systematic spectral ratio analysis, the role of source directivity on ground motion spectra is checked.
D I R E C T I V I T Y I N T H E S O U RC E S P E C T R A O F L' A Q U I L A E A RT H Q UA K E S
Source directivity during the April 6 main shock is well established. The large fault-transverse displacement pulses at nearsource stations have been attributed to up-dip source directivity by Chioccarelli & Iervolino (2010) . Their interpretation is consistent with the slip release as modelled by Cirella et al. ( , 2012 who inferred up-dip rupture propagation from the nucleation point followed by rupture propagation from northwest to southeast along the fault strike. The along-strike directivity effect is very evident in the main shock accelerograms at farther stations which show strong azimuthal variation in peak ground motions (Akinci et al. 2010; Ç elebi et al. 2010; Di Alessandro et al. 2012) : stations southeast of the epicentre have systematically larger accelerations than those to the northwest. Before proceeding to assess source scaling through (7), we investigate the role of source directivity on the Fourier amplitude spectra and spectral ratios using broad-band seismograms of several representative events (Fig. 2) . Because of the influence of source directivity, an increase in the corner frequency, f 0, at stations in the direction of rupture, a decrease in opposite direction and a null effect in the orthogonal direction, is expected (see panel b of Fig. S1 ). To visualize f 0 variations as a function of azimuth, the Fourier amplitude spectra of acceleration are computed. The Fourier acceleration spectra are then scaled to unitary distance using the following three steps: (i) Correction of geometrical spreading (1/R). (ii) Compensation of high-frequency dissipation through the exponential function e πκf (see Singh et al. 1982; Anderson & Hough 1984) , where κ is a constant parameter of each station. For each station the geometric mean of κ was computed over the ensemble of the M W > 5 earthquakes. The details are shown in the Supporting Information (Fig. S2) . (iii) Computing seismic wave amplification in the crust and correcting acceleration spectra for this effect. The correction function is estimated following Boore (1986) using the velocity model nnCIA.mod by HMM11. The steps (i)-(iii) are used to compute the propagation terms P(f,R) and H(f) that appear in eq. (1). Further details can be found in Calderoni et al. (2010) . 2 shows the resulting scaled spectra of six representative events. The stations to the southeast and northwest are plotted as grey and black curves, respectively. The four curves in each panel of Fig. 2(b) represent the ±1 SD intervals around the geometric mean of the scaled spectra at stations to the northwest and southeast of epicentres. We note that, in some cases, the ±1 SD bands of the spectra show no or very partial overlap. In principle, both source directivity and propagation could be responsible for a strong azimuthal difference. However, a propagation effect should be common to all events for a given range of azimuths, and then it should be repeatedly observed for earthquakes having such close hypocentres. Therefore, along-strike source directivity is to be identified as the basic cause for the observed amplitude variation in the unitarydistance scaled spectra between stations northwest and southeast of the epicentres.
The source directivity during the April 6 main shock (event # 4) towards southeast is evident in Fig. 2 (a, top panel, left frame) as the grey spectral curves corresponding to southeast stations are much higher than the black ones for the northwest stations. In contrast, event #22 (M W 5.0), one of the earthquakes of the Campotosto group (top panel, right frame), shows no significant separation at high frequency among the spectra at stations in the opposite direction. This is indicative of bilateral rupture or weak directivity. Interestingly, Fig. 2 shows strong directivity for low-magnitude earthquakes also, for example, events # 2 and 8 (M W 3.5 and 3.3, respectively). As mentioned earlier, the source directivity of small earthquakes has previously been reported by Boatwright (2007) , Seekins & Boatwright (2010) and Lengliné & Got (2011) . Fig. 3 illustrates spectral ratios for pairs of earthquakes whose spectra are shown in Fig. 2 . The pair of earthquakes is chosen such that (i) both exhibit strong directivity (event # 4/event #2, Fig. 3a) , (ii) one with weak or no directivity and the other with strong directivity (event # 6/event #8, Fig. 3b ) and (iii) both with weak or no directivity (event # 22/event # 19, Fig. 3c ). As expected, the spectralratio curves of event pairs with similarly weak directivity have small dispersion (Fig. 3a) . In fact, the spectral ratios at southeast stations (grey curves) overlap with those at northwest stations (black curves). This also occurs when there is strong directivity in both numerator and denominator events (details are discussed in Fig.  S3 ). In contrast, the spectral ratios of pairs of events with distinct directivity are well separated at southeast and northwest stations, showing a difference of more than 10 at high frequencies (Fig. 3b) . As illustrated in the Supporting Information (Figs S1 and S3), in the Brune (1970) model the high-frequency asymptote of the spectral ratio is controlled by the ratio of the product M 0 1/3 · σ 2/3 . Thus, if the spectral ratios in Fig. 3(b) are interpreted in terms of this model, then apparent variations of stress drop could be as large as a factor of 5 due to source directivity. In a strict sense, Brune's model, in which the rupture is instantaneous over a circular fault, is reasonable only for the case shown in Fig. 3(c) . This is because neither the spectra of event # 22 in the numerator nor those of event # 19 in the denominator reveal significant directivity. In Fig. 3(b) we show the increase in the variability of the high-frequency trend caused by the azimuthal variation of f 0 due to source directivity. In the Supporting Information (Fig. S3) we further discuss why the shift of f 0 has a small effect on the σ estimate when both numerator and denominator events have a similar (even if strong) source directivity. Moreover, we demonstrate that an average over stations (equally distributed in azimuth) yields a valid estimate of σ of individual event when an EGF with no directivity is used (Fig. S4) . Of course, σ estimates of events with strong source directivity will have a much larger standard deviation than events with weak directivity.
S E A RC H I N G F O R T H E B E S T S C A L I N G M O D E L

Trends inferred from selected EGFs
To check the sensitivity of (5) in determining the source scaling we first studied the stability of the best-fit parameters p and q as defined in (6) when pairs of events with and without directivity are grouped separately. For Cluster 1 the spectral ratios were computed for 13 pairs, eight exhibiting strong directivity (a total of 64 spectral ratios, as listed in Table 3 ), and the other five showing small or no directivity (42 spectral ratios). Examples of spectral ratios with and without source directivity are shown in Figs 4(a) and (b) along with the best-fit curves computed through eq. (6) for the two groups of events separately and the corresponding values of p and q. When all the selected pairs of Cluster 1 (106 spectral ratios) are merged together, then the resulting best-fitting parameters are
which differ by less than 6 per cent from the ones obtained for the two groups separately (Fig. 5a) . In all cases, the parameters indicate a deviation from self-similarity, their slope predicting a variation of σ by one order of magnitude over about four decades of seismic moments. To estimate the size of statistical fluctuations of the sample, a bootstrap analysis is applied later. The resulting estimated statistical uncertainty band is represented in Fig. 5(b) by the shaded area. We note that the two solutions of (6) using pairs of Cluster 1 with similar (strong and weak) directivity fall largely within statistical errors and follow the same trend. We note that even relatively few (of the order of five) pairs of events yield a sufficiently stable result when grouped consistently in terms of source directivity. This suggests that scatter in source scaling parameters is small when tens of spectral ratios are used and testifies to the efficacy of the EGF method in the frequency domain in capturing the mean scaling trend even when using a limited subset of data, provided that there is a reliable control on focal mechanisms and hypocentre locations, and independent long-period estimates of M 0 are available. The analysis also emphasizes the need for similar source directivity of the target Note: The number in the bracket refers to number of spectral ratios. and EGF events; otherwise the variations at individual stations can be very large. Finally, we repeated the best-fit grid-search procedure using the selected events of the other two clusters (see Table 3 ). The results are:
for Cluster 2, and
for Cluster 3. Eq. (10), which has been derived from a significant number (84) of spectral ratios, yields a similar trend as Cluster 1 whereas the difference increases for Cluster 2, probably because of the limited number of EGFs. Moreover, event # 16 was deeper than the nearby aftershocks used as EGFs (see Table 1 ), which can be a further source of error in (9). The similar trend of Cluster 1 and Cluster 3 indicates that stress drops did not change between the clusters, suggesting that all data of Table 1 can be merged. The validity of this choice is confirmed a posteriori by the similar behaviour of individual-event stress drops (discussed in Section 5.2). The result, when all the data of the three clusters are merged, is
As mentioned before, to estimate the size of statistical uncertainties, a bootstrap analysis has been applied to the spectral ratio ensemble of the three clusters, by randomly replacing 50 per cent of the original sample with replacements chosen randomly from the original set of ratios. The resulting error was 11 per cent for p and 15 per cent for q that are definitely smaller than the individual spectralratio errors which can reach 40 per cent when f 0 approaches the frequency band limit (this estimate is discussed in the Appendix). To be more conservative, we have adopted the latter in Fig 5(b) .
To check the statistical significance of the superiority of the varying stress-drop model (11), we have computed the minimum misfit solution when a constant stress-drop model is assumed, that is, by putting p = 0 in eq. (6). The quality of the best-fit constant stress-drop model is definitely worse compared to (11) as the misfit increases by 38 per cent: it is ε = 0.022 for the constant σ model against ε = 0.016 that is found when both p and q are free to vary. Moreover, the resulting constant stress drop of the entire data set would be 20 MPa, a value that is larger than the reported estimates of the largest shocks. Fig. 6 compares the trends for some pairs of events. We observe that both constant and varying stress-drop models converge correctly to the same low-and high-frequency asymptotes, the difference, therefore, results from the spectral ratios at intermediate frequencies. The statistically significant difference in the minimum misfit for the varying and constant stress-drop scaling suggests that the available data sample is well suited to constrain the best scaling model irrespective of source directivity. This is confirmed from Figs 6(a) and (b) which shows that the quality of fit of the two models is the same for both weak and strong directivity pairs.
Individual-event stress drops determined from station spectral ratios
Eq. (11) depicts a well-constrained trend of stress drop to decrease for smaller shocks. However, a priori we do not know to what ex- tent the values of individual events deviate from the mean linear fit. Another limitation of the analysis in Section 5.1 is the small number (26) of events which results from the strict criteria imposed in the selection of the EGFs: the target and EGF events must be less than 10 km apart, while the source-to-receiver distance must be 10 km. To overcome these two limitations, we have considered all the earthquakes analysed by HMM11 that were characterized by a consistent normal-faulting focal mechanism, for a total number of 64 events ( Table 2 ). The assumption of a similar source-to-receiver propagation for pairs of events is still valid since the interdistance between the events, on the average, is one order of magnitude smaller than source-to-receiver distance. Note that, in principle, the spectral ratio (5) can be applied to earthquake pairs independently of their location if propagation can be satisfactorily corrected. In our spectral ratios, the small difference in propagation between numerator and denominator events is compensated through a 1/R correction. This correction assumes that the seismograms are mostly dominated by body waves at high frequency. However, the distance ratio is close to 1 and 1/R correction does not differ substantially from 1/ √ R that would be required for surface waves.
Spectral ratio (5) defines the ratio of the stress drops of numerator and denominator events (see Fig. S1 , panel b) since seismic moments are known a priori from HMM11. Therefore, the ratio of σ for different event pairs is a robust indicator of the validity of constant or varying stress-drop scaling. The plot of the σ ratios would depict a flat, scattered trend as a function of the magnitude difference between the pair events if self-similarity holds. However, as Fig. 7(a) shows, this is not the case for L'Aquila earthquakes Table 2 are used as reference. The choice of this reference event is motivated by its similar σ value in this study and in Ameri et al. (2011) . The trend of eq. (12) is also superimposed. Both in (a) and (b) no difference emerges in the trend of strong and weak directivity events when the stress-drop average of each event is computed over the available station azimuths.
(the thick horizontal line is the expected trend for the constant stress-drop scaling). The ratio of σ increases monotonically as the seismic moment difference between numerator and denominator increases, depicting an increasing trend. This figure confirms, for all the earthquakes with available independent seismic moment estimate, that a constant stress-drop model fits observations less adequately than an increasing stress-drop model. In Fig. 7 (a) we used as reference earthquakes the smallest and the largest event of the L'Aquila sequence with no directivity (listed as # 8 and # 20 in Table 2 , see also Fig. S4 ). Their spectral ratio is consistent with the inferred stress-drop scaling: p and q computed from their spectral ratio are Malagnini (personal communication, 2012) , and σ is the stress drop of the same event determined in this study (Table 2 ). All estimates of the stress drop are based on the EGF technique. The ratio is close to 1 for larger events. Although the dispersion in the ratio increases at smaller magnitudes, it never exceeds a factor of 3. The histogram, shown on the right, is centred around the ratio of 1. (b) Log ( σ GIT / σ ) as a function of M 0 , where σ GIT is stress drop reported in BIN09 and AME11 using the GIT. Again, σ is the stress drop of the same event determined in this study (Table 2) . GIT stress drops show a large and systematic difference with respect to ours at smaller magnitudes; only events with M W > 4.5 the estimates are consistent. The histogram is not centred around 1, indicating a systematic bias between EGF and GIT, up to a factor of 10, with larger values derived from GIT. and fall within the assessed statistical uncertainties of (11), as shown in Fig. 5(b) .
From the stress-drop ratios in Fig. 7(a) we can estimate σ of individual events, when a reference value is fixed. The spectral ratio between event # 8 and # 20 yields σ = 3.5 and 1.3 MPa, respectively, if eq. (12) is applied. The stress drop of event # 20 is the same in AME11. Based on the consistency of this value among different studies, we fixed σ = 1.3 MPa of this earthquake as a reference and computed σ of all earthquakes listed in Table 2 (Fig. 7b) . The largest magnitude earthquakes attain σ values close to 10 MPa, consistent with results from BIN09 and MAL11; for the smallest magnitude events σ decrease to about 1 MPa, on the average, confirming the one-fourth power law of stress drop versus seismic moment inferred in Section 5.1. Note that the results in Fig. 7(b) has been obtained in a completely independent way compared to those of Section 5.1. The same trend M 0 0.25 was found by Mayeda & Walter (1996) for the Orowan stress drop of earthquakes in western United States and is also consistent with results by Abercrombie & Rice (2005) .
As noted by Ben-Zion & Zhu (2002) and simulated by Ben-Zion et al. (2003) , small earthquakes are likely to propagate in a strongly heterogeneous stress field that prevent them from growing to a larger size, while large earthquakes occur when the stress field is relatively smooth and correlated over large distances. During earthquake failure, the slip increases with rupture dimension considerably less in a strongly heterogeneous stress field than it does in a relatively homogenous stress (Fisher et al. 1997; Ben-Zion 2008) . Since the stress drop on a given rupture area correlates with the amount of slip, this may explain the increasing stress drops with event size that is observed in this work.
D I S C U S S I O N
The variability of σ in Fig. 7(b) is small (0.5 < σ < 10 MPa) compared to other studies (e.g. AME11 find 0.1 < σ < 60 MPa), and indicates a mean tendency to lower values at smaller magnitudes, consistent with the previous results of Section 5.1 (eqs 8, 10 and 11). For comparison, we plotted the difference between our estimates and those by other authors as a function of earthquake size (Fig. 8) . In Fig. 8(a) we compare our estimates with those by Malagnini (MAL11 and other unpublished results) . Recall that both our estimates and those by Malagnini follow from the application of the EGF technique in the frequency domain, differing only in windowing and smoothing. The figure shows a consistency of estimates over the entire seismic moment range (the histogram is peaked at zero difference), with individual-event stress drops that differ by no more than a factor of 3 between the two groups. In contrast, the comparison with GIT estimates (BIN09 and AME11) in Fig. 8(b) reveals a large difference at smaller magnitudes: the estimated stress drops are consistent only for events with M W > 4.5. Interestingly, the histogram of the lower panel is not centred around one, indicating a systematic bias between EGF and GIT, up to a factor of 10, with larger values derived from GIT. To understand the possible origin of the large differences between EGF and GIT, we have plotted observed spectral ratios of common events with large disparity in σ . In Fig. 9 we fit observed spectral ratios of representative events with two theoretical curves: the red one is based on M 0 and σ of Table 2 whereas the green one is drawn from the corresponding values obtained by GIT (BIN09 or AME11). The fits in Fig. 9 suggest that large values of σ in GIT often derive from the difficulty of retrieving correct values of M 0 from the same data that were used Figure 9 . Comparison of observed spectral ratios with theoretical models using EGF and GIT stress drops. Spectral ratios are computed for events whose stress drops obtained from the two methods differ significantly in Fig. 8(b) . We find that often unrealistically large values of σ are due to poorly constrained values of M 0 in the GIT studies.
to estimate σ because of the trade-off between these two source parameters. This suggests that independent (very long-period, those by HMM11 were computed for T > 10 s) estimates of M 0 should be used to guarantee accurate stress-drop estimates, or alternatively GIT must include constraints based on the low-frequency spectral ratios to avoid errors in seismic moment estimates.
C O N C L U D I N G R E M A R K S
Broad-band seismograms recorded in peninsular Italy during the 2009 L'Aquila seismic sequence illustrate the strong influence that source directivity can have on stress-drop estimates at different azimuths. We think that the need of controlling this effect has been underestimated so far, especially for moderate-to-small magnitude earthquakes. We have demonstrated that ground motion spectra scaled to unitary distance allow the recognition of events with strong source directivity. This information can then be used to minimize the bias of source directivity on stress-drop estimates. The high-frequency asymptote of spectral ratios between large and small events is very sensitive to stress-drop scaling provided that events of similar directivity are used as numerator and denominator. We have found that, in this approach, weak and strong directivity events yield consistent values of stress drops for similar magnitudes and both depict a clear decreasing trend of stress drop towards smaller magnitudes with a factor of 10 variation over four decades of seismic moment, from 1 to 10 MPa in the magnitude range 3.3 ≤ M W ≤ 6.1.
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The test of sensitivity of the results on the limited frequency bandwidth is investigated through synthetic spectra. This test is necessary because our method is based on the implicit assumption that the frequency band of analysis is sufficiently broad to include the EGF corner frequency.
Synthetic spectra were generated by using random white-noise time-series (zero mean and unitary standard deviation). These were processed in the same manner as the real seismograms. The whitenoise Fourier amplitude spectra were then modulated by theoretical source spectra computed for varying values of M 0 and σ . The ratio of seismic moments was varied from 10 to 1000, and the stress drops were varied from 5 to 20 MPa. The corresponding corner frequencies ranged from 0.2 to 5 Hz. Panel (a) of Fig. A2 shows examples of two synthetic spectra. The ratio of synthetic spectra (panel b, Fig. A2 ) was analysed in the same manner as the real spectra (eqs 4-6). Panel (b) of the figure shows the spectral ratio and theoretical curves computed from parameters p and q inferred from the analysis using two different frequency bands. The resulting stress drops are given in the panel which may be compared with those used in generating the synthetic spectra (panel a).
For each test, 50 simulations were performed using a different seed for each random time-series. This guarantees a satisfactory stability of error estimates. The parameters, estimated from the simulations by applying the minimum misfit criterion (7), were p and q as well as the ratio of stress drops of numerator and denominator events. Tests are repeated for different values of the maximum frequency (f max ) at which the analysis is truncated. Fig. A3 shows the estimated errors as function of f 0 /f max , where f 0 is the theoretical value of the larger corner frequency of the simulated pair of spectra. The discrepancy between the estimated and imposed values of p and q is illustrated in panels (a) and (b) whereas panel (c) shows the error in the estimated stress-drop ratio. As expected, the figure illustrates the decreasing resolution of the method as f max decreases. However, it can be noted that errors remain acceptable even when f max is of the order of f 0 .
S U P P O RT I N G I N F O R M AT I O N
Additional Supporting Information may be found in the online version of this article: Figure S1 . (a) According to the Brune (1970 Brune ( , 1971 ) model, which is valid for instantaneous circular crack rupture, the spectral ratio between two earthquakes with seismic moments M 0,1 and M 0,2 (similar focal mechanism and hypocentre) is controlled by the difference in seismic moments and corner frequencies (or stress drops, see eq. 5 of the text, and discussion therein). Independently of the station azimuth and distance, the shape of the spectral ratio in the Brune model is characterised by a low-frequency asymptote tending to M 0,1 /M 0,2 and a high-frequency asymptote tending to (M 0,1 1/3 · σ 1 2/3 )/(M 0,2 1/3 · σ 2 2/3 ), where σ 1 and σ 2 are the stress drops of the numerator and denominator earthquakes. If σ is constant, the high-frequency asymptote must scale as (M 0,1 / M 0,2 ) 1/3 : this constraint may be a powerful tool to check the validity or breakdown of the constant stress-drop scaling over an extended magnitude range. (b) Source directivity causes spectral changes between stations at different source backazimuths (at frequencies f > f 0 ). In this case variations of the high-frequency asymptote of the spectral ratio can be large at stations at different azimuth: these variations become an efficient indicator of source directivity, when one of the two earthquakes has no directivity. The question mark indicates that, at high frequencies, the spectrum slope is expected to change between stations in front and back of the rupture propagation because of energy conservation. In this study we limit our analysis of the spectral ratio splitting to frequencies close to f 0 (f max = 8 Hz). Figure S2 . Estimate of the parameter κ of the broad-band stations (see Fig. 1 of the text). Acceleration amplitude spectra are plotted in a lin-log scale, where the linear decay is controlled by (−πκf). For each station (two examples are illustrated), the mean κ is computed as the average over the M W > 5 event ensemble using the two horizontal components. The estimate is made in the frequency band (where the thick black straight-line is drawn) that is not affected by corner frequency at low frequency and noise saturation at high frequency. The results are listed above. Figure S3 . Displacement spectra of event pairs with similar source directivity (both with strong directivity on the left-hand side and both with weak directivity on the right-hand side). In both cases, in the individual-station spectral ratios there is no separation in the high-frequency asymptotes as a function of the station azimuth. In distinct contrast, separation between stations at different azimuths may be very large at frequencies f > f 0 when numerator and denominator events have different source directivity (in the central panel column). Figure S4 . Individual-station stress drops estimated for a weak directivity event (#47 of Table 2, panel b) and a strong directivity event (#22 of Table 2 , panel c) using event # 8 as reference (all station spectra overlap indicating no directivity, panel a). Although theoretical directivity models (Rowshandel 2006 (Rowshandel , 2010 Spudich & Chiou 2008) predict that the increase of amplitude in front of the rupture propagation is larger than the decrease at stations in the opposite direction, the geometric mean operation for strong directivity events yields results that, at a zero-order approximation, are consistent with those of weak directivity events at similar magnitudes (see Fig. 7 of the text) (http://gji.oxfordjournals.org/lookup/suppl/doi:10.1093/gji/ggs011/-/ DC1).
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