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The third-kind linear integral equation 
g(t) 4(t) =f(t) t I fh K(t, t’) s(t’) dt’ 
where g(t) vanishes at a finite number of points in (a, b), is considered. In general, 
the Fredholm Alternative theory [F. Riesz and Sz. Nagy, “Functional Analysis,” 
Ungar, 1955 1 does not hold good for this type of integral equation. However, 
imposing certain conditions on g(t) and K(t, r’), the above integral equation was 
shown IG. R. Bart, J. Math. Anal. Appl. 79, (1981) 49-571 to obey a Fredholm- 
type theory, except for a certain class of kernels for which the question was left 
open. In this note a theory is presented for the equation under consideration with 
some additional assumptions on such kernels. 
1. INTRODUCTION 
Some important results on the solutions of a third-kind linear integral 
equation can be seen in [ 21. In operator notation, the above equation can be 
rewritten as 
where 
(gz--K,)#=f (1.1) 
K, $(t) = ;1 [” K(t, t’) $(t’) dr’, 
‘a 
and I is the identity operator. Such equations occur in scattering theory 
research [3,4], where the properties of a nonlinear operator are investigated 
by studying a Frechet derivative, which is a related linear integral operator. 
The singularities of the Frechet derivative give rise to the third-kind integral 
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equation. The inversion of a third-kind operator is equivalent to the solution 
of a linear integral equation. In the next section we give a brief account of 
results from Refs. 11, 2 1, which we shall be using later. 
2. PRELIMINARIES 
The following conditions are assumed on the function g(t): g(t) is 
continuous having only simple zeros in the closed interval [a, b 1 at a finite 
number of points t = ti, i = 1, 2 ,..., n, with a # ti # b; g’(t), the derivative of 
g(t) with respect to t, exists and is continuous near each ti with g’(ti) # 0 for 
all i. Let 
5 = ( ti/g(ti) = 0). 
In general, Eq. (1.1) does not have a solution within the space of 
continuous functions. We consider the space 9* of functions 4(t) of the form 
qqt) = P g (2.1) 
where x(t) is continuous and x’ exists and is continuous in a neighbourhood 
of ti, i = 1, 2 ,..., n, and P indicates that Cauchy’s principal value is used for 
integrations of g-i. Every element 4(t) in this space can be written as 
#(t)=P+ k Pi PiCt> pg- ’ Ct) + Ytt> 
i=l 
(2.2) 
with norm 
where pi = x(ti), y is continuous in [a, b] and {pi(t)};= i is an arbitrary set of 
continuous functions satisfying pi(tj) = 6, with p;(t) continuous near each 
t= ti. 
Now in this space, a Fredholm-type theory has been proved for Eq. (1.1). 
For simplicity, the case when g(t) has only one zero at t = t, (say), 
a < t, < b, has been dealt with. Further conditions assumed on g(t),f(t) and 
K(t, t’) are as follows: 
(1) g(t) and f(t) are continuous in [a, b] and K(t, t’) is continuous in the 
rectangle [a, b] x [a, b]. 
(2) The derivatives g’(t), f’(t) and f”(t) exist and are continuous in a 
neighbourhood of t, and the derivatives aK(t, t’)/& aK(t, t’)/iW and 
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a’K(t, t’)/& i3t’ exist and are continuous in narrow rectangular 
neighbourhoods along the t and t’ axes. Since r = {t,}, (2.2) can be written 
as 
fw) = PQ - ‘w + YG> (2.4) 
by defining the arbitrary continuous function p,(t) = 1. The adjoint equation 
of (1.1) is defined as 
g(t) y(t) =f(t) + 1 (.h K*(t, t’) iy(t’) dt’ (2.5) 
or in operator form 
where the bar denotes the complex conjugate and K*(t, t’) = K(t’, t). When f 
vanishes identically Eqs. (1.1) and (2.5) are called the homogeneous 
equations. 
By substitution of (2.4), Eq. (1.1) becomes 
g(t)y(t) =f(t) + ph(t) + Alb K(t, t’>y(t’> dt’ 
a 
(2.6) 
where 
h(t) = -1 + dPjb K(t, t’)g-‘(t’) dt’. 
a 
(2.7) 
Equation (2.6) is solved for continuous solutions y(t). Similarly we define 
h*(t) for the adjoint equation (2.5) as 
h*(t)=-1 +;plbg-‘(f)K(f, t)dt’. 
a 
P-8) 
A Fredholm-type theory has been proved in [ 1, Theorem 31, for the case 
when at least one h(t,) and h*(t,) is nonzero. In the case when both h(t,) 
and h*(t,) are zero, no such theory is available. The aim of this note is to 
provide such a theory for the third-kind equations with certain types of 
kernels. 
3. FREDHOLM-TYPE THEORY 
In this section we prove two theorems for two different types of kernels. 
The conditions onf(t), g(t) and K(t, t’) are as in the previous section. 
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THEOREM 1. Let K(t, t’) vanish identically at t’ = t, such that Lim,,,,,, 
(K(t, t’)/g(t’)) is finite. Then either (a) Eqs. (1.1) and (2.5) have unique 
solutions, in which case the homogeneous equations 
and 
(gl-K,d<=O (3.1) 
(gl-K;)n=O (3.2) 
have only trivial solutions, or (b) Eqs. (3.1) and (3.2) have the same number 
of linearly independent solutions. If we denote them by r,(t), Cz(t),..., r,(t) 
and n,(t), n,(t),..., n,(t), respectively, Eq. (1.1) is solvable t@f(t) satisJies the 
conditions 
IIf vi(t) dt = 0, i = 1, 2 ,..., n. 
ProoJ Let us consider the integral equation 
x(t) If(l) + 1 lb K(tT ‘;(;y” dt’ . 
‘a (3.3) 
Since Limf,+ (K(t, t’)/g(t’)) exists, the kernel K(t, t’)/g(t’) is continuous in 
[a, b] x [a, b]. Hence (3.3) is a second-kind Fredholm integral equation 
solvable in the space of continuous functions and it satisfies the Fredholm 
Alternative Theory. 
It can be easily seen that if x(t) is a solution of (3.3) then x(t)/g(t) is a 
solution of (1.1) in the 9 space. (Since x(t) is continuous.) Conversely if 
4(t) = x(t)/g(t) is a solution in the .3 space then x(t) satisfies Eq. (3.3). 
Hence, by solving (3.3) we get all the solutions of (1.1) in the 9 space. The 
adjoint equation corresponding to (3.3) is defined as 
y(t) =j-(t) + 11” g y(f) dt’. (3.4) 
a 
The homogeneous equations corresponding to (3.3) and (3.4) are 
u(t) = 1 !I’% u(t’) dt’ 
(I 
and - 
v(t) = qab p v(t’) dt’ 
(35) 
(3.6) 
respectively. Now we observe that Eqs. (3.2) and (3.6) are one and the same, 
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and that Eqs. (3.1) and (3.5) are related in such a way that if u(t) is a 
solution of (3.5) then u(t)/g(t) is a solution of (3.1). 
Proof of (a). We assume that (1.1) has a unique solution. Then (3.3) 
has a unique solution and hence (3.5) and (3.6) have only trivial solutions, 
since (3.3) is a second-kind Fredholm integral equation, and obeys Fredholm 
Alternative Theory. This implies by the above observation that Eqs. (3.1) 
and (3.2) have only trivial solutions. Now since (3.2) has only a zero 
solution, by Theorem 2 [ 1 ], we conclude that (2.5) also has a unique 
solution. 
Proof of (b). If Eq. (3.3) has many solutions then the homogeneous 
equations (3.5) and (3.6) will have an equal number of linearly independent 
solutions. Denoting them by ui(t), U?(L) ,..., u,(t) and v,(t), uZ(f) ,..., v,(t), 
respectively, ui(t)/g(t), uz(t)/g(t),..., u,(t)/g(t) and vi(t), am,..., v,(t) are the 
linearly independent solutions of (3.1) and (3.2), respectively, i.e., &(t) = 
u,(t)/g(t) and vi(t) = vi(t) for i = 1, 2,..., n. Hence (3.1) and (3.2) have the 
same number of linearly Independent solutions. This proves the first part of 
@I. 
Now (3.3) is solvable in the’space of continuous functions iff the function 
f(t) satisfies the conditions 
jhf(t) vi(t) dt = 0, 
-a 
i = 1, 2 n ‘...’ 3 
i.e., 
It follows from the remarks preceding Proof of (a) that (1.1) is solvable iff 
the same conditions are satisfied. 
Remark 1. Here we are not able to give any solubility conditions for the 
adjoint equation (2.5). But if we assume that the kernel K(t, t) has a simple 
zero at t = t, for all t E [a, b], then we can prove in addition to Theorem 1 
that (2.5) is solvable ifff(t) satisfies 
-b - 
J a f(t) <i(t) dt = 0, i = 1, 2 ,..., n, 
where &(t) are the linearly independent solutions of 
To prove this we have only to adopt the same procedure used in Theorem 1, 
for Eq. (2.5) instead of (1.1). 
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Remark 2. If g(t) has a zero of order n at t,, and if we assume that 
K(t, t’) also has a zero of order n at t’ = t, for all t, then Theorem 1 holds 
for (1.1). Also Remark 1 is true if we further assume that K(t, t’) has a zero 
of order n at t = t, for all t’. 
THEOREM 2. Let K(t, t’) = L(t, t’) r(t’), where L(t, t’) is continuous in 
the rectangle [a, b] X [a, b] an d is symmetric, i.e., L(t, t’) = L(t’, t) and r(t) 
is real, positive and continuous in [a, b]. Then part (a) and the first part of 
(b) of Theorem 1 can be proved. If we further assume that the function H(t), 
which is defined as 
H(t) = -1 + A !‘” fi(t)L(t, t’) fi(t’)g-‘(t’) dt’ 
-a 
is such that H(t,) # 0, then we can prove that (1.1) is solvable iff f(t) 
satisfies the conditions 
I b r(t)f(t) vi(t) dt = 0, i = 1, 2,..., n ‘II 
(throughout the proof we shall deal with only one of the positive and 
negative square roots of r(t)). 
Proof. Multiplying both sides of (1.1) by 4(t) and subsituting \/l;(t) 
4(t) =x(t), we get 
g(t) X(t) = fi(t)f(t) + 1 lb G(t) L(t, t’) fi(t’) x(t’) dt’. 
“a (3.7) 
Now (2.8) is a third-kind integral equation with a symmetric kernel. If x(t) is 
a solution of (3.7), then x(t)/\/;(t) is a solution of (1.1). Conversely, if 4(t) 
is any solution of (1.1) in the 9 space, then x(t) = 4(t) &(t) satisfies (3.7). 
Hence (1.1) is solvable iff (3.7) is solvable. 
The adjoint of (3.7) is 
g(t)y(t) = fi(t)j=(t) + 11” fi(t)L(t’, t) fi(t’)y(t’) dt’. (3.8) 
u 
The homogeneous equations corresponding to (3.7) and (3.8) are as follows: 
g(t) u(t) = A lb fi(t) L(t, t’) fi(t’) u(t’) dt’ 
a (3.9) 
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&t(t) V(f) = q” fi(f) L(f, f’) fi(f’) v(t’) df’. (3.10) 
a 
It can be easily noted that if u(t) is a solution of (3.9) then u(t) = U(t) is a 
solution of (3.10). Also u(t)/\/;(t) and v(t)/fi(t) are solutions of the 
homogeneous equations (3.1) and (3.2). 
Proof of (a). If we assume (1.1) has a unique solution then (3.7) also 
has a unique solution and hence (3.9) and (3.10) have only trivial solutions 
(by Theorem 2 [l] and the above observations). Hence (3.1) and (3.2) have 
only trivial solutions. Now since (3.2) has only a zero solution, again by 
Theorem 2 [I], (2.5) has a unique solution. 
Proof of (b). In this case it is evident that (3.9) and (3.10) have the 
same number of linearly independent solutions. Let us denote them by ur, 
u, ,..., u, and v,, v2 ,..., v,, respectively. Then Ui = vi for all i. Now u,/ti(t), 
uz/fi(t),..., u,/fi(t) and vJ&(t), vz/fi(t),..., v,/&(t) are the linearly 
independent solutions of (3.1) and (3.2). Let us denote them by r,, r2,..., r, 
and v, , r2 ,..., v,, respectively. Then ci = vi for all i. Thus the first part of (b) 
is proved. Now since H(t,) = -1 f/z fi(t,,) ji L(t, t’) fi(t’) g-‘(t’) dt’ # 0 
(3.7) satisfies the Fredholm-type theory [ 1, Theorem 31. From this we infer 
that (3.7) and (3.8) are solvable iff 
Jb fi(f)f(f) u(f) = 0, i = 1, 2 ,..., n (3.11) 
u 
(we could give solvability conditions for both (3.7) and (3.8) because 
H*(t,) = H(t,) # 0 and ui(t) = vi(t) for all i). Now (3.11) can be written as 
I 
.h 
r(f)f(f) T;(f) df = 0, i = 1, 2,..., n 
0 
(3.12) 
since u,(f) = fi(f) &(t). Thus (3.7) and hence (1.1) is solvable iff (3.12) is 
satisfied. 
Remark 1. If (3.8) is solvable then the adjoint equation (2.5) with the 
right-hand side replaced by?(f) r(f) is solvable. Hence the equation 
( 5 - K,* > v4f) =?@I r(f) 
is solvable iff (3.12) holds. 
Remark 2. If we assume that L(t’, t) = L(t, f’) and g(f), f(f) and A are 
real, then Theorem 2 can be proved by adopting the same procedure. 
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Remark 3. Theorem 2 holds good even if r(t) is a nonzero complex 
valued function, in which case for &(t) we have to take any one of the 
branches of the square root. 
Remark 4. If g(t) has a finite number of zeros at ti, i = 1, 2 ,..., IZ, in 
(a, b), then h,(t) and h,*(t) are defined as in [l], and Theorem 2 holds good 
for the case when “both det [Hi( and det [Hi(t where Hi(fj) and Hi(tj) 
are analogues of Ai and Ai for the kernel \/;(t) L(t, t’) fi(t’),” are 
nonzero. Theorem 1 holds if K(t, t’) vanishes identically at t’ = ti. 
i = 1, 2,..., n such that Liml,+ (K(t, t’)/g(t’)) exists for i = 1, 2,..., II. 
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