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Symmetry-adapted perturbation theory SAPT offers insight into the nature of intermolecular
interactions. In addition, accurate energies can be obtained from the wave function-based variant of
SAPT provided that intramonomer electron correlation effects are included. We apply density-fitting
DF approximations to the intramonomer correlation corrections in SAPT. The introduction of this
approximation leads to an improvement in the computational cost of SAPT by reducing the scaling
of certain SAPT terms, reducing the amount of disk I/O, and avoiding the explicit computation of
certain types of MO integrals. We have implemented all the intramonomer correlation corrections to
SAPT through second-order under the DF approximation. Additionally, leading third-order terms are
also implemented. The accuracy of this truncation of SAPT is tested against the S22 test set of
Hobza and co-workers Phys. Chem. Chem. Phys. 8, 1985 2006. When the intramonomer
corrections to dispersion are included in SAPT, a mean absolute deviation of 0.3–0.4 kcal mol−1 is
observed for the S22 test set when using an aug-cc-pVDZ basis. The computations on the
adenine-thymine complexes in the S22 test set with an aug-cc-pVDZ basis represent the largest
SAPT computations to date that include this degree of intramonomer correlation. Computations of
this size can now be performed routinely with our newly developed DF-SAPT program. © 2010
American Institute of Physics. doi:10.1063/1.3451077
I. INTRODUCTION
The ability to perform accurate and efficient theoretical
studies of noncovalent interactions is important for many
areas of chemistry. Of particular interest is the hydrogen
bonding and stacking of nucleic acid base pairs in DNA,1–6
the interactions between the side chains of amino acids that
influence the structure of proteins,7–11 drug binding,12 the
structure and lattice energy of organic crystals,13–16 and in-
tercalation phenomena.2,17–19 In order to accurately describe
noncovalent interactions, coupled-cluster with singles and
doubles including perturbative triples CCSDT Ref. 20 is
relied upon. Beyond computing highly accurate interaction
energies, it is often useful to obtain a decomposition of the
energy. There are various energy decomposition techniques
available,21–29 but perhaps the most well-defined and robust
is the symmetry-adapted perturbation theory SAPT.26
A review by Jeziorski et al.26 describes the development
and applications of wave function-based SAPT. In order to
obtain accurate interaction energies from SAPT, there must
be some account of the intramonomer electron correlation.
The wave function-based formulation of SAPT including
second-order intramonomer electron correlation corrections
has been influential in the understanding of -
interactions,30–35 XH- interactions,10,36–38 and ion-
interactions.39,40 Despite the successes of this method, cur-
rent applications are typically limited to systems no larger
than substituted benzene dimers. Recent work by Singh et
al.41 included a particularly extensive application of wave
function-based SAPT. The largest system studied in this
work was the benzene dimethyl-bipyridinium complex with
a 6-31+G basis. This system contains 40 atoms and roughly
500 basis functions; it is likely the largest wave function-
based SAPT computation performed to date that includes
some account of intramonomer electron correlation. In that
work, however, only the electrostatic and exchange terms are
corrected to account for intramonomer electron correlation.
In order to improve the efficiency of SAPT, the density-
fitting DF approximation DF, also called resolution-of-the-
identity or RI42–47 can be applied. Previously, this approxi-
mation has been applied to SAPT in the context of
SAPTDFT.27–29 More recently, we have applied the DF ap-
proximation to the simplest form of wave function-based
SAPT, SAPT0.48 In both cases, the use of DF integrals has
improved the performance of the SAPT programs while in-
troducing negligible errors.
In the present work, we apply the DF approximation to
the intramonomer electron correlation corrections in SAPT.
We are able to use DF to increase the efficiency of the evalu-
ation of the molecular integrals required for SAPT computa-
tions. Additionally, the DF approximation can be inserted
into the SAPT energy equations to reduce the scaling or im-
prove efficiency through reduced disk I/O. This is the first
report of DF applied to the intramonomer electron correla-
tion corrections to SAPT. With the DF-SAPT program whose
development is reported in this work, we have performed
what we believe are the largest SAPT computations to dateaElectronic mail: sherrill@gatech.edu.
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that include this degree of electron correlation. We apply our
program to the S22 test set of Hobza and co-workers6 using
the recently revised interaction energies49 in order to bench-
mark the accuracy of various truncations of SAPT theory.
II. THEORETICAL METHODS
SAPT provides a means of directly computing noncova-
lent interactions between molecules. For each monomer, one
defines a monomer Hamiltonian, HA for monomer A, as
HA=FA+WA, where FA is the usual Fock operator for nuclei
and electrons associated with monomer A, and WA is the
fluctuation potential accounting for electron correlation on
monomer A. An intermolecular operator, V, is defined as the
difference between the full dimer Hamiltonian and the sum
of two monomer Hamiltonians, so that
H = FA + WA + FB + WB + V . 1
For a more complete description of SAPT, we refer the
reader to Ref. 26. In previous work,48 we described the ap-
plication of DF to SAPT0, which neglects WA and WB and
includes terms up to second-order in V. In this work we will
focus on the SAPT terms that are first and second-order in























where the first number in parentheses denotes the perturba-
tion order in V, and the second number in parentheses de-
notes the perturbation order in W. When three numbers ap-
pear in parentheses, the first number still denotes the
perturbation order in V, while the second and third numbers
denote perturbation order in WA and WB, respectively. Defi-
nitions and physical interpretations of the individual terms
shown above are given in Ref. 50. Often, a Eind,resp
HF term is









To a first approximation, this term captures induced-
multipole induced-multipole interactions that are not de-
scribed by the Eind,resp
20 and Eexch-ind,resp
20 terms, so it will be
grouped as an induction term.
Additionally, we will define groupings of terms which

















ESAPT2+ = ESAPT2 + Edisp
21 + Edisp
22, 9
ESAPT2+3 = ESAPT2+ + Eelst,resp
13 + Edisp
30. 10
The SAPT0 and SAPT2 groupings are commonly used in the
literature, although the second-order induction terms are not
always included in SAPT2. In order to apply SAPT0 and
SAPT2 to chemical problems, one must be careful to pair
these methods with an appropriate basis set. Additionally, the
Eind,resp
HF term should be included with SAPT0 and SAPT2
unless omitting it, through fortuitous error cancellation, re-
sults in a more accurate interaction energy. For SAPT2+ and
SAPT2+ 3, the dispersion energy is corrected for intra-
monomer electron correlation and one does not need
to rely on error cancellation to compute accurate interaction
energies. The Eind,resp
HF term will always be added to the
SAPT2+ and SAPT2+ 3 energies in this work. A thorough
discussion and derivation of third-order interactions in
SAPT, of which we consider only Edisp
30, can be found Ref.
51. It should be noted that Eind
30 and Eexch-ind
30 are captured at
the supermolecular HF level and are, therefore, implicitly
included in the Eind,resp
HF term as defined above.
The most approximate of these methods, SAPT0, will
scale as Oo2v2nri in the DF integral evaluation and
Oo3v2 in the energy evaluation. Here, o refers to the num-
ber of occupied orbitals in one monomer for convenience
we will assume that both monomers have the same number
of occupied orbitals; v refers to the number of virtual orbit-
als for one monomer. The number of auxiliary basis func-
tions in the DF approximation is denoted nri. SAPT2 will
scale as Oo2v4 in the energy evaluation and Ov4nri in the
DF integral evaluation. The more accurate SAPT2+ will
scale as Oo3v4 in the energy evaluation due to the triples
correction to Edisp
22. SAPT2+ 3 adds an additional term that
scales Oo2v4 to SAPT2+.





The two-index quantity, J−1PQ, is the inverse of the Cou-
lomb metric evaluated in an auxiliary basis set
JPQ = Pr1 1r12Qr2d3r1d3r2. 12
Ignoring any sparsity due to large distances between centers,
there are Onrinao2  three-index integrals in the DF approach,
compared to Onao4  two-electron integrals. It is convenient
to rewrite Eq. 11 with different three-index quantities,
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In SAPT, the three-index terms must be transformed into the








where CM and CN represent the SCF coefficient matrices of
monomers M and N, and where i and j are MOs resulting
from the HF computations on monomers M and N, respec-
tively. All the two-electron integrals necessary in SAPT can
be formed from the Bij
Q quantities through the MO basis ana-
log of Eq. 14.
The working equations for SAPT can be found in Refs.
50–54; only equations where the introduction of DF is rel-
evant will be presented here. Also, many of the places where
DF can be introduced are similar for different terms; to avoid
redundancy, we will present enough unique cases so that the
others will become obvious. To remain consistent with the
notation used throughout the literature describing SAPT, the
indices ab, rs, and ij will be used to describe the occu-
pied, virtual, and any orbital of monomer A B, respectively.
Table I contains the definition of many terms that we will
refer to throughout.
The applicability of conventional SAPT computations
has been limited, in part, by the large amount of disk I/O
required.55 Our philosophy for developing a DF-SAPT pro-
gram was to reduce the amount of disk I/O required through
the introduction of reusable DF intermediates. In principle,
the intramonomer correlation corrections to SAPT can be
evaluated in a dimer or monomer centered basis. While some
of the terms we have implemented are valid in either, as a
whole, our SAPT implementation is only valid in the dimer
basis.
The most demanding step in the evaluation of intra-
monomer electron correlation effects excluding Edisp
22 is the




















a1a3/a1 + a2 − r1 − r2 . 16
The third and fourth terms can be rewritten with the DF






which reduces the scaling of these terms from Oo3v3 to
Oo2v2nri. Including the contribution from the v4 integrals
in the first term scales as Oo2v4. A conventional SAPT
program must have access to this large group of integrals in
order to evaluate this term. There are two types of v4 inte-
grals needed for SAPT r4 and s4; additionally, to evaluate
the Edisp
30 term the r2s2 integrals are required. While DF can-
not improve the scaling of steps with v4 dependence, DF can
still improve the efficiency of the SAPT algorithm. For ex-
ample, each of the r4 integrals are needed only once during
the SAPT computation this is true of all v4 integrals; when
they are approximated with DF, it is practical to form these
integrals “on the fly” from the BP three-index DF integrals
and evaluate their contribution to tr1r2
2a1a2 without storing
them. The temporary batches of integrals should be as large
as the system’s memory will allow. With exact integrals, a
similar algorithm is needed, except the batches of v4 inte-
grals will be read from disk or formed using some type of
direct or semidirect algorithm. Other, smaller, classes of DF
integrals are needed multiple times during an SAPT compu-
tation. To avoid redundant work, these are formed from the




120 correction is given by
Eelst,resp













r1 are the coupled-perturbed HF coefficients for
monomer A solved for in the presence of the electrostatic
















The second and third terms of Eelst,resp
120 do not contain two
electron integrals explicitly, so they must be evaluated as
usual. By inserting the three-center DF integrals and X̃r3
r2, the
first Yr1
2a1 term can be written as
TABLE I. Notation and common intermediates for SAPT equations. Indi-
ces using Greek letters refer to any orbital on either monomer.  refers to HF
eigenvalues, the index determines to which monomer the eigenvalues be-
long. A and B refer to the nuclear attraction integrals corresponding to
















a1a2 / a1 +a2 −r1 −r2
ts1s2
b1b2 s1s2
b1b2 / b1 +b2 −s1 −s2
tr1s1
a1b1 r1s1
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this contribution can be evaluated as
2Ba1r1
P CP − Br1r2
P Da1r2
P  . 23
Likewise, by introducing the three-center DF integrals and
X̃a3
a2 into the second Yr1






P  . 24










Now, we can write the second Yr1
2a1 term as
2Ba1r1
P EP − Ba1a2
P Fa2r1
P  . 27
The contributions from the last two terms of Yr1
2a1 can be






We have presented equations which introduce DF inter-
mediates into the Eelst,resp
120 term wherever possible. In prac-
tice, it is not always advantageous to introduce these inter-
mediates, so we will examine the scaling of this term with
and without the DF intermediates. First, note that the second
and third Eelst,resp
120 terms can be efficiently evaluated by form-
ing the X̃r3
r2 and X̃a3
a2 intermediates, respectively. The forma-
tion of these quantities scales Oo2v3 and Oo3v2, respec-
tively. Rather conveniently, we can reuse these quantities in
the formation of Yr1
2a1; the formation of the X̃ type interme-
diates will not be considered in the Yr1
2a1 scaling, since they
will have been formed already. With a conventional algo-
rithm, the four Yr1
2a1 terms will scale Oov3, Oo3v,
Oo2v3, and Oo3v2, respectively. With the DF equations
presented above, the four Yr1
2a1 terms will scale Oov2nri,
Oo2vnri, Oov2nri, and Oo2vnri, respectively. The scal-
ing of the third and fourth terms assumes that the 	 type
intermediates are also available; this assumption will be dis-
cussed further in the context of the Eexch
111 correction.
We can see from this analysis that the introduction of the
DF intermediates makes the evaluation of the third and
fourth terms more efficient, since, for most practical situa-
tions ovnri. The second term has a strong dependence on
occupied orbitals, so it is not advantageous to introduce DF
intermediates because onri. Therefore, our DF-SAPT
implementation evaluates the second Yr1
2a1 term convention-
ally. The first term is also slightly worse when DF interme-
diates are introduced vnri in terms of the number of
floating point operations. However, by using the DF interme-
diates, the amount of disk I/O is reduced and the ar3 inte-
grals do not need to be computed explicitly in order to evalu-
ate the Eelst,resp
120 correction. So, our DF-SAPT implementation
evaluates the first Yr1




We take the Eexch
11 equations from Ref. 52. There is an
alternative derivation which leads to equations that can be
implemented efficiently using exact two-electron integrals;
however, it is not amenable to the introduction of DF
intermediates.53
The Eexch
110 correction is given by
Eexch















where S are the overlap integrals. DF intermediates cannot
be used in the evaluation of the third Eexch
110 term, so it is
evaluated conventionally. We will rewrite the first two con-
tributions to Eexch

































The scaling of the DF evaluation of the Eexch
110 correction is
dependent on the formation of the Ea1r1
P quantities again
assuming that the 	 intermediates are available. This leads
to a scaling of Oov2nri. If the equation for Eexch
11 presented
above was evaluated conventionally, it would scale Oo2v3.
The alternative equation from Ref. 52 scales Oo3v2. For
the form of Eexch
110 presented above to be practical, clearly, the
introduction of DF intermediates is necessary. Our DF imple-
mentation of Eexch
110 is roughly equivalent in cost to a conven-
tional implementation of the alternative equation.
The form of the Eexch
12 K2
u term is identical in structure to
the Eexch
110 term with the first-order double excitation ampli-
tudes replaced by the second-order amplitudes. The same
arguments about the scaling of the Eexch
110 term apply to the
Eexch
12 K2
u term. The relevant intermediates are useful in the
evaluation of the Eelst,resp
13 term.
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C. Eexch
„111…
The bilinear exchange term
Eexch












can be evaluated with the 	 intermediates as
Eexch







In order to efficiently evaluate the energy contribution, the S
integrals should be contracted with the 	 intermediates in an
analogous manner to the contractions used in the Eexch
110
evaluation Eqs. 31–33. Conventionally, the evaluation
of the bilinear exchange term scales as Oo3v3. Under the
DF approximation, the formation of the 	 intermediates,




Again, we take the Eexch
12 K2
f equations from Ref. 52.
Without the introduction of DF intermediates, this form of
the equations is much more computationally demanding than
the equations presented in Ref. 53. However, by contracting
the overlap integrals with the three-center DF integrals, the
complexity of the Eexch
12 K2
f equations can be simplified.
Eexch
120K2
f is given by
Eexch
120K2






























































2a1 amplitudes can be computed and stored during the
evaluation of the Eelst
12 term. Only the first three terms of Xr1
a1
and Ya1
r1 can benefit from the introduction of DF intermedi-
ates. The general strategy for forming the Xr1
a1 and Ya1
r1 quan-
tities is to insert the three-index DF integrals and contract
them with the S integrals in order to remove virtual indices.
Contractions that replace occupied indices with occupied in-
dices or virtual with virtual will not be performed. We will
show the factorization of Xr1
a1 and the factorization of Ya1
r1
follows from this. For the first Xr1
















a1 term will also use the Da1b1
P intermediate.















The conventional evaluation of the Eexch
120K2
f correction
presented above scales as Oov3. The DF evaluation scales
as Oov2nri, which is slightly more expensive, but it avoids
the formation of r2bs integrals. The conventional evaluation
of the alternative formula for Eexch
120K2
f scales as Oo3v,53
which is better than the DF formulation outlined above.
However, the procedure shown above is much simpler than
the alternative. Since the cost of computing this term is neg-
ligible regardless of formulation compared to other second-
order terms, our DF-SAPT program uses the DF implemen-
tation of this term out of convenience.
E. tEind
„22…
The equation for the second-order correction to induc-
tion is taken from Ref. 54. This correction has two parts,
tEind
220A←B and tEind
220A→B. Here, A←B refers to the
interaction of monomer A with the electric field of monomer
B and A→B refers to the interaction of monomer B with
the electric field of monomer A. Both of these corrections
can be evaluated more efficiently through the introduction of
DF intermediates. The tEind
220A←B correction is given by
tEind
220A ← B = 2Xa1a2
r1r2 − Xa1a2
r2r1 Xr1r2












































a1a2 quantity is given as
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DF intermediates can only be used in the first, fourth, and
sixth terms of tEind
220A←B. First, we will examine the for-
mation of Xr1r2
a1a2. The first four terms of Xr1r2
a1a2 cannot use DF
intermediates. Including the contributions from the last two
terms conventionally scales as Oo3v2. Using DF interme-
diates would lead to a scaling of Oo2v2nri, therefore we
will not use DF intermediates to evaluate this term. The fifth
and sixth terms depend on the ov3 integrals and can be evalu-





This contribution to Xr1r2











To evaluate the fourth tEind
220A←B term, the 	 intermedi-


















P  . 57
The sixth term contributing to tEind
220A←B can be evalu-
ated conventionally as Oo2v2. The introduction of DF in-
termediates leads to a scaling of Oov2nri, so DF interme-
diates are not used here.
A conventional evaluation of tEind
220A←B will scale
Oo2v3. Specifically, the first, third and fourth terms exhibit
this scaling, while the fifth and sixth terms will scale
Oo2v2. The purpose of introducing DF intermediates into
the tEind
220A←B evaluation was to remove the need to deal
with a type of ov3 integrals explicitly. The two terms where
DF intermediates were introduced scale Oo2v2nri.
The tEind
220A→B contributions to tEind
220 can be written
as
tEind













This can be evaluated by substituting some of the intermedi-
ates defined earlier
tEind















The quantities inside of the parenthesis should be fully con-
tracted, then this term can be evaluated as a series of dot
products. Conventionally, this term scales Oov3; the DF
implementation scales Ov2nri and avoids the r2bs integrals.
By introducing DF intermediates into the tEind
220 evaluation,





The singles contribution to the second-order intramono-
mer correlation correction to dispersion is given by50
Edisp























a1 is, to within a constant, the third and fourth terms of Eq.
19.56 Therefore, it can be reused from the evaluation of the
Eelst,resp
120 term or, if necessary, formed using the equations
presented earlier. Yr1
a1 can be rewritten with the T intermedi-







This factorization of Edisp
22S does not require the computa-
tion and storage of the ov3 integrals.
Conventionally, both the Xr1
a1 and Yr1
a1 quantities have one
contribution that scales Oo2v3 and another that scales
Oo3v2. This leads to an overall scaling of Oo2v3 for the
conventional evaluation of Edisp
220S. The formation of Xr1
a1
with DF intermediates scales Oo2v2nri and avoids the ar3
integrals. The two Yr1
a1 terms scale Oov2nri and Oo2vnri,
respectively, assuming that the T intermediates are available.
The T intermediates are stored during the evaluation of the
Edisp
220Q correction.
The equations presented above are sufficient to show
how DF can be introduced into SAPT to allow for a more
efficient evaluation of the intramonomer correlation correc-
tions. The remaining corrections are similar in structure to
those presented above. Any equation not presented here can
be found in Ref. 50; the DF intermediates described in the
present work can easily be applied to the rest of the terms.
Additionally, we have presented equations with respect to
monomer A, the equations for monomer B can be obtained
by interchanging the indices and quantities pertaining to
monomer A with those for monomer B, and vice versa. Un-
fortunately, the limiting step in the computation of the
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second-order correction to dispersion, the triples contribution
to Edisp
22, cannot be improved by the introduction of DF. This
term unavoidably scales as Oo3v4.
The second-order intramonomer correlation corrections
to SAPT described above have been implemented within our
DF-SAPT program.48 This program has been developed
within the framework of PSI 3.4.57 All of the terms that are
first or second-order in W have been implemented. Addition-




We will benchmark the accuracy of DF-SAPT for the
S22 test set of Hobza and co-workers6 using recently revised
interaction energies by Takatani et al.49 We compute interac-
tion energies for these complexes with the aug-cc-pVDZ
and aug-cc-pVDZ basis sets.58,59 The corresponding aug-cc-
pVXZ-RI basis sets60 are employed to approximate the two-
electron integrals. Here, the aug-cc-pVDZ basis set removes
all diffuse functions from hydrogen atoms and diffuse d
functions from carbon atoms. In our experience, fortuitous
error cancellation occurs when this basis set is paired with
MP2-like methods i.e., SAPT0 and SAPT2.33,48
III. RESULTS AND DISCUSSION
A. DF-SAPT Performance
We will begin by examining the improvement of the
Eexch
111 evaluation due to the introduction of DF intermediates
because it scales Oo3v3, which is as costly as any energy
evaluation in SAPT2 the formation of second-order double
excitation amplitudes is slightly more expensive at Oo2v4.
Additionally, due to the simple form of this correction, it is
possible to compare the timings of the DF algorithm to a
nearly optimal conventional algorithm. When DF intermedi-
ates are introduced, the scaling of the Eexch
111 term is reduced
to Oo2v2nri and depends on the formation of the 	a1r1P and
	b1s1
P intermediates that exhibit Oo2v2nri scaling. As illus-
trated by Fig. 1, this is a significant improvement over the
Oo3v3 conventional algorithm. These timings show that for
systems with 600 MOs, there is more than a factor of 7
speedup; this factor will continue to increase for larger sys-
tems.
Our implementation of DF-SAPT has an advantage over
conventional SAPT since it reduces the number of MO four-
index integrals that must be computed or stored. In addition
to removing the need to store the v4 integrals, there are con-
tributions to the SAPT energy evaluated as described above
from 6 types of ov3 integrals. The Eelst,resp
12 term requires ar3
and bs3 type integrals; the Eexch
12 K2
f term requires r2bs and
s2ar type integrals. The tEind
22 term and the singles contribu-
tion to Edisp
22 require all four of these ov3 integrals. Through
the use of DF intermediates these four types of ov3 integrals
do not need to be stored or even computed. Only two types
of ov3 integrals, which are needed for the Eexch
12 K11
u term must
be computed and stored on disk. Thus, an obvious advantage
of a DF based algorithm is that only two of the six types of
ov3 integrals ever need to be computed. The Eelst,resp
13 term
requires the ar3 and bs3 type integrals; while it is possible to
avoid forming these integrals, it is not advantageous to do so.
However, these ov3 integrals are only needed once, so they
do not need to be stored; they are computed from the three-
index DF integrals BP. Another advantage of the DF based
algorithm is that the three types of v4 integrals do not need to
be stored.
In order to understand how our DF-SAPT code performs
relative to a conventional SAPT code, we compare the tim-
ings of our DF-SAPT code to the SAPT2008 program.61 All of
the timings reported in this work were run on a quadcore
Intel® Xeon E5430 processor clocked at 2.66 GHz. Both
programs were allocated a maximum of 16 Gbyte of
memory, which allows the conventional integral transforma-
tion in SAPT2008 to be performed “in core.” The timings as-
sume that the results of HF computations on the monomers
are already available. In order to assure a fair comparison
between the two programs, the following energy terms were













21. Additionally, the integral transformation is also in-
cluded in the timing; for conventional SAPT this includes
only the AO to MO transformation. For DF-SAPT this in-
cludes the formation of AO three-index quantities, the AO to
MO transformation of the three-index quantities, and the for-
mation of the necessary DF four-index MO integrals from
the three-index MO integrals. SAPT2008 utilizes a CCSD pro-
gram to compute the second-order double excitation ampli-
tudes, while our program forms these quantities directly. The
time spent in the CCSD program is included in the SAPT2008
timing. Although the CCSD amplitudes are not iterated until
convergence, this may still be including some additional
work in the SAPT2008 timing that is not included in the DF-
SAPT timing; however, this time must be included in order
to include the rate determining step into the SAPT timing.
At this point it should be noted that the timing differ-
ences between SAPT2008 and our DF-SAPT program are pri-
marily a result of the introduction of DF integrals into the
computation. Our conventional integral transformation and
the energy terms which cannot benefit from DF perform
similarly to those in SAPT2008. The timings of conventional
SAPT and DF-SAPT are shown in Fig. 2. At 350 orbitals,
DF-SAPT is roughly a factor of 8 faster than the conven-
tional SAPT. This speedup will grow for larger systems, as
shown in Fig. 1, since the overall scaling of certain terms is



















Number of Molecular Orbitals
Exch(111)
DF-Exch(111)
FIG. 1. Timings of the conventional and DF evaluation of Eexch
111 with an
aug-cc-pVDZ orbital basis and an aug-cc-pVDZ-RI fitting basis.
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orbitals because the conventional SAPT computations be-
come I/O bound, therefore the timings would be strongly
dependent on the available hardware.
In practice, we get additional improvements due to the
threading of the DF-SAPT energy evaluation. Since most
modern computers are built with multi-core processors, our
DF-SAPT code exploits the availability of these additional
processors. The timings of our DF-SAPT with multiple
threads are shown in Fig. 3. Although to date we have only
made trivial modifications to our code to allow for threading,
even this minor effort has been useful for extending our code
to larger systems. Since the most time consuming steps in the
DF-SAPT computation are cast as matrix multiplications, we
use threaded Intel® MKL BLAS routines. Other parts of our
program that could not be cast as BLAS routines, such as the
three-index integral evaluation, are threaded using OpenMP.
The timings shown in Fig. 3 were run on dual quad-core
Intel® Xeon E5430 processors clocked at 2.66 GHz. For the
T-shaped indole-benzene, the SAPT/aug-cc-pVDZ 462 or-
bitals computations get a factor of 1.92 speedup from one to
two threads. The efficiency degrades slightly from two to
four threads with only an additional factor of 1.82 speedup.
When the both processors are fully utilized, we only see a
factor of 1.64 moving from four to eight threads. Neverthe-
less, these speedups are encouraging given how straight-
forward they were to achieve. We intend to pursue larger-




In order to get quantitative accuracy from SAPT, the
effect of triple excitations on the Edisp
22 term must be included.
Unfortunately, evaluation of the Edisp
22T correction scales as
Oo3v4, so applications including these contributions are
limited. Additionally, the introduction of DF approximations
cannot improve the formal scaling. Despite this, we have still
found DF to be useful for improving the efficiency of the
evaluation of the Edisp
220 term.
The Edisp






























It should be noted that there are only four unique terms that
contribute to Wr1r2s1
a1a2b1; the other four are symmetric with re-
spect to the interchange of a1 and r1 with a2 and r2. The
algorithm described here computes all of the energy contri-
butions to Edisp
220 for each b1 and s1. Two of the ov3 groups of
integrals are required to evaluate this term; it cannot be as-
sumed that either of these can be stored in memory. This is
not problematic for the r2s1
r1b1 type integrals, since if all r1 and
r2 integrals are read into memory for each b1 and s1, then the
storage requirement is only v2 and this group of integrals is
only read into memory once. The r2r3
r1a1 type integrals are
more problematic. This entire ov3 group is needed for each
b1 and s1; naively, this would mean reading
Algorithm 1. Algorithm to evaluate the Edisp
220 term assuming the use of
exact two electron integrals.
for b1occupied B do

























r1r2 / a1 +a2 +b1 −r1 −r2 −s1
end for
end for
in an ov3 array ov times. To circumvent this problem, we
replace the term that depends on the r2r3



















Number of Molecular Orbitals
SAPT2
DF-SAPT2
FIG. 2. Timings of the conventional and DF-SAPT2 computations of se-
lected complexes from the S22 test set Ref. 6 with an aug-cc-pVDZ orbital






























FIG. 3. Timings of the threaded DF-SAPT2 computations with an aug-cc-
pVDZ orbital basis and an aug-cc-pVDZ-RI fitting basis.
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three-center DF integrals. Now, two steps are required; first





Then the contribution to Vr1r2






The evaluation of the contribution with exact integrals scales
as Oo3v4. With the DF approach, the formation of Ca1r1
P
scales as Oo2v3nri and the DF evaluation of Vr1r2
a1a2 scales as
Oo3v3nri. This makes the DF approach slightly more costly
in terms of floating point operations than the conventional
approach. However, the storage requirements of the DF
intermediates are much lower, and the redundant disk I/O that
is problematic in the conventional algorithm is removed.
In practice, the existing parallel implementation of
SAPT uses the algorithm described above.55 However, the
serial, SAPT2008 program uses a more efficient algorithm.61
The algorithm described above is blocked over b1 and s1, this
leads to Oo2v4 disk I/O. If the loops are blocked over a1,
a2, and b1, then the disk I/O is reduced to Oo3v3.56 Even
when the more efficient algorithm is used, the DF method for
evaluating Edisp
22T is preferable.
C. Accuracy of DF-SAPT
In our previous work on DF-SAPT0, the errors intro-
duced through the DF approximation of the two-electron in-
tegrals was negligible.48 In that work, we report errors of, at
most, about 0.01 kcal mol−1 for any of the zeroth-order
components of the interaction energy. Additionally, previous
works on DF-SAPTDFT report only negligible errors cre-
ated by the DF integrals.27–29 More generally, we are not
aware of any case reported in the literature where DF ap-
proximations created problematic errors for interaction ener-
gies. Here, we will report the DF error associated with the
second-order corrections to electrostatics, exchange, and in-
duction for 15 complexes selected from the S22 test set. The
accuracy of the DF is assessed against conventional SAPT
energies computed with the SAPT2008 program.61 The results
of this analysis are shown in Table II. It is evident that DF
errors are negligibly small for the second-order corrections to
SAPT. The max error for the cases considered was less than
0.01 kcal mol−1 and the average errors are on the order of a
few thousandths of a kcal mol−1 at the most. Due to the
excellent performance of these second-order terms and the
expense associated with the conventional dispersion correc-
tions, we will not present results for the second-order disper-
sion corrections.
We have assessed the accuracy of SAPT for the S22 test
set6 with recently revised estimated CCSDT CBS limit in-
teraction energies.49 It is common in the literature to pair
SAPT0 or SAPT2 with a truncated basis set and rely on error
cancellation rather than compute the expensive corrections to
the dispersion energy. Here, we will use aug-cc-pVDZ;
these results are shown in Table III. For SAPT0 and SAPT2,
it is beneficial to include the Eind,resp
HF term when an
aug-cc-pVDZ basis is used. Perhaps surprisingly, SAPT0
performs better than SAPT2. This is a useful result, since
SAPT0 can be extended to very large systems. Additionally,
SAPT2 performs slightly better with the larger aug-cc-pVDZ
basis than with the aug-cc-pVDZ basis. The most difficult
system for these methods with the aug-cc-pVDZ basis is the
formic acid dimer. This dimer is strongly bound and has
large contributions from intramonomer electron correlation.
This dimer represents the max error for all the
SAPT/aug-cc-pVDZ methods considered except for
SAPT0+Eind,resp
HF . The formic acid dimer and the hydrogen
bonded uracil dimer have the largest intramonomer correla-
tion contributions to nondispersion terms. For all the meth-
ods tested, the largest errors tend to occur for hydrogen
bonded systems partially due to the larger magnitude of
these interactions. For the description of hydrogen bonded
systems, it is imperative to include the Eind,resp
HF term. For
hydrogen bonded systems and the notoriously difficult -
systems, the error cancellation observed for
SAPT0/aug-cc-pVDZ is remarkable.
For systems where the triples correction to dispersion
can be afforded, highly accurate energies can be computed
TABLE II. Errors in kcal mol−1 of DF-SAPT2/aug-cc-pVDZ for selected
complexes from the S22 test set Ref. 6 relative to conventional SAPT2/
aug-cc-pVDZ. SAPT2 energies for 15 of the 22 complexes were computed
with SAPT2008 Ref. 61. DF errors for the components of DF-SAPT0 have
been analyzed in Ref. 48.
MAXa MSEb MUEc rmsd
Eelst,resp
12 0.009 0.002 0.002 0.003
Eexch
11 +Eexch
12 0.001 0.000 0.000 0.000
Eind,resp




dRoot mean square error.
TABLE III. Accuracy of various truncations of SAPT for the S22 test set
Ref. 6 with aug-cc-pVDZ and aug-cc-pVDZ basis sets relative to the
recently revised Ref. 49, estimated CCSDT CBS limit interaction ener-
gies. Errors given in kcal mol−1.
MADa rmsb MAXc
aug-cc-pVDZ
SAPT0 1.33 1.92 4.98
SAPT0+Eind,resp
HF 0.47 0.63 1.73
SAPT2 2.74 4.10 10.59
SAPT2+Eind,resp
HF 1.32 1.77 4.04
aug-cc-pVDZ
SAPT0 1.01 1.38 2.94
SAPT0+Eind,resp
HF 1.45 1.88 3.82
SAPT2 2.04 3.31 8.74
SAPT2+Eind,resp
HF 0.94 1.23 2.62
SAPT2+ d 0.33 0.44 1.24
SAPT2+ 3 d 0.39 0.45 0.82
aMean average deviation.
bRoot mean square deviation.
cMaximum absolute deviation ESAPT−Eref.
dThe Eind,resp
HF term is always added to SAPT2+ and SAPT2+ 3.
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with SAPT. The lowest MAD and rms error is observed for
SAPT2+, where all the second-order corrections to SAPT are
included. The maximum error can be improved by also in-
cluding the Eelst,resp
13 and Edisp
30 terms, which we have denoted
SAPT2+ 3. The SAPT2+ and SAPT2+ 3 methods are es-
sentially identical in cost since the Oo3v4 triples correction
to dispersion is required for both. These methods tend to be
underbound for most complexes with an aug-cc-pVDZ basis,
with the exception of - systems where they tend to be
slightly overbound. The difficulty in studying - interac-
tions is evident when the magnitude of the intramonomer
corrections to dispersion is examined. For stacked adenine-
thymine, the Edisp
21 term is repulsive by 6.9 kcal mol−1. This
is offset by a Edisp
22 term that is attractive by 6.3 kcal mol−1;
4.6 kcal mol−1 of this are due to the triples correction. This
example makes it obvious that either all of the corrections to
dispersion should be included or none should be included.
These results show that for studying systems of similar size
to nucleic acid base dimers, SAPT+ 3 provides an attrac-
tive alternative to CCSDT computations.
It is useful to have a comparison of SAPT methods with
more familiar supermolecular methods to have a way of
thinking about what terms they include. In Table IV, we
show the deviation of SAPT/aug-cc-pVDZ from MP2/aug-
cc-pVDZ and CCSDT/aug-cc-pVDZ for the S22 test
set.6,49 As would be expected, SAPT2, when the Eind,resp
HF
term is included, performs very similarly to MP2. The largest
deviation is for the formic acid dimer, which has an excep-
tionally large Eind,resp
HF term. SAPT+ 3 is the closest to
CCSDT; the larger difference between SAPT+ 3 and
CCSDT than between SAPT2 and MP2 was expected.
CCSD includes higher order corrections than those found in
SAPT+ 3. The converged CCSD amplitudes can be used in
place of the second-order amplitudes to compute the ex-
change corrections.52,53 Although this would bring the SAPT
results closer to CCSDT, it would be at considerable
expense, so we do not consider this possibility here.
The difference between CCSDT/aug-cc-pVDZ and
SAPT+ 3/aug-cc-pVDZ tends to put the
SAPT+ 3/aug-cc-pVDZ results more in line with the
estimated CCSDT CBS limit results.
We have also assessed the performance of several SAPT
methods for the parallel-displaced benzene dimer; the results
are shown in Fig. 4. Here, the Eind,resp
HF term is included in all
of these methods. The benchmark estimated CCSDT CBS
limit potential energy curve is taken from previous work.62
The results for this system are consistent with the results for
the S22 test set. SAPT0/aug-cc-pVDZ reproduces the
CCSDT potential energy curve remarkably well; however,
it underbinds the sandwich configuration R=0.0 Å and
overbinds the parallel-displaced minimum. In this respect,
the SAPT2/aug-cc-pVDZ energies are more consistent, as
they always slightly overbind; however, on average, the er-
rors for SAPT2/aug-cc-pVDZ are larger than the
SAPT0/aug-cc-pVDZ errors. The best performance for this
system comes from SAPT2+/aug-cc-pVDZ. The errors for
this level of theory remain between 0.1 and
−0.2 kcal mol−1 for all geometries. Unlike any of the other
levels of theory tested, SAPT2+/aug-cc-pVDZ maintains
roughly the same amount of error for the sandwich configu-
ration and the parallel-displaced minimum. The slightly more
expensive SAPT2+ 3 method consistently underbinds with
an aug-cc-pVDZ basis. Since this method provides a more
complete description of the interaction, it should be paired
with a larger basis set than aug-cc-pVDZ.
Overall, our results suggest that for the purpose of com-
puting accurate interaction energies with SAPT,
SAPT2+/aug-cc-pVDZ or SAPT2+ 3/aug-cc-pVDZ will
perform well as long as the expense of the triples correction
can be afforded. If it cannot, SAPT0/aug-cc-pVDZ is the
best alternative, for both its accuracy and its scalability. Our
previous work has shown that this level of theory can be
applied to systems with over 100 atoms.48 Surprisingly,
SAPT2 is not an improvement on SAPT0 when paired with
the basis sets considered. This is noteworthy since SAPT2
has been widely used in the literature with a basis set of
similar quality to aug-cc-pVDZ. However, if individual en-
ergy components are the target, rather than the total interac-
TABLE IV. Comparison of various truncations of SAPT with supermolecu-
lar MP2 and CCSDT with a aug-cc-pVDZ basis set for the S22 Refs. 6
and 49 test set. Errors given in kcal mol−1.
MADa rmsb MAXc
MP2/aug-cc-pVDZ
SAPT0 0.41 0.54 1.41
SAPT0+Eind,resp
HF 1.66 2.52 6.63
SAPT2 1.40 2.25 5.93
SAPT2+Eind,resp
HF 0.20 0.28 0.82
SAPT2+ 0.74 1.05 2.32
SAPT2+ 3 0.78 1.13 2.71
CCSDT/aug-cc-pVDZ
SAPT0 0.98 1.41 3.89
SAPT0+Eind,resp
HF 2.47 3.10 6.67
SAPT2 1.59 2.34 5.89
SAPT2+Eind,resp
HF 0.99 1.43 3.54
SAPT2+ d 1.01 1.27 2.67
SAPT2+ 3 d 0.72 0.98 2.07
aMean average deviation.
bRoot mean square deviation.
cMaximum absolute deviation ESAPT−Eref.
dThe Eind,resp
HF term is always added to SAPT2+ and SAPT2+ 3.
FIG. 4. Performance of various levels of SAPT for the parallel-displaced
benzene dimer at a vertical separation of 3.4 Å.
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tion energy, SAPT2 is superior to SAPT0. The favorable
error cancellation that leads to the apparent accuracy of
SAPT0/aug-cc-pVDZ appears for the total interaction en-
ergy, not for each term individually. The electrostatic and
induction energies will be approximately equal for SAPT0
and SAPT2, however, the intramonomer corrections to ex-
change are usually significant and destabilizing.
IV. CONCLUSIONS
We have applied DF approximations to the treatment of
intramonomer electron correlation in SAPT. Through the for-
mation of a group of reusable intermediates based on the DF
representation of the two-electron integrals, we are able to
greatly improve the efficiency of our DF-SAPT program. In
some cases, the DF intermediates are used to reduce the
overall scaling of certain SAPT corrections. These interme-
diates can also be used to avoid the need to handle certain
classes of integrals explicitly. As a result the dependence on
disk I/O, which has plagued other SAPT implementations, is
greatly reduced in our program. In order to get highly accu-
rate interaction energies from SAPT, the triples contribution
to dispersion must be included; this terms scales as Oo3v4.
By using DF intermediates, the evaluation of this term can be
streamlined to avoid a bottleneck due to excessive disk I/O.
Our implementation of DF-SAPT has allowed us to perform
the largest SAPT computations to date that include all intra-
monomer correlation corrections through second-order.
The accuracy of SAPT at the level available with our
DF-SAPT code was benchmarked against the S22 test set.6
As anticipated, to compute highly accurate energies with
SAPT, the dispersion energy must be corrected to account for
intramonomer correlation. The expensive triples term must
be included in order to improve the dispersion energy. The
most complete SAPT methods tested include all the second-
order terms and the leading third-order terms. This level of
SAPT can be expected to predict interactions to within
0.3–0.4 kcal mol−1. Maximum errors can be expected to be
less than 1 kcal mol−1. If the triples correction cannot be
afforded, the best alternative is SAPT0/aug-cc-pVDZ,
which can be extended to very large systems.
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