Abstract-This paper presents a framework for maximum a posteriori (MAP) speaker adaptation of state duration distributions in hidden Markov models (HMM). Four key issues of MAP estimation, namely analysis and modeling of state duration distributions, the choice of prior distribution, the specification of the parameters of the prior density and the evaluation of the MAP estimates, are tackled. Moreover, a comparison with an adaptation procedure based on maximum likelihood (ML) estimation is presented, and the problem of truncation of the state duration distribution is addressed from the statistical point of view. The results shown in this paper suggest that the speaker adaptation of temporal restrictions substantially improves the accuracy of speakerindependent (SI) HMM with clean and noisy speech. The method requires a low computational load and a small number of adapting utterances, and can be useful to follow the dynamics of the speaking rate in speech recognition.
I. INTRODUCTION

S
PEAKER adaptation in speech recognition has widely been addressed in journals and international conferences. However, almost all of the research on speaker adaptation, if not all of it, tackles the problem from the spectral point of view. In the case of HMMs, those adaptation procedures basically reestimate the parameters of the output probability density functions that generally model the distributions of spectral features such as static and dynamic cepstral coefficients. On the other hand, the fact that the transition probability is represented by a constant in the ordinary HMM topology, which results in a geometric probability density for state duration, that is certainly inadequate to model duration of words and subword units, is well known and several techniques [2] , [9] , [11] , [12] , [15] have been proposed to overcome this limitation by means of modeling and incorporating the state duration probability. However, the speaker adaptation of state duration distributions has not been addressed in the specialized literature.
In [15] , state duration modeling in the Viterbi algorithm was tested in speech recognition in noise with speaker-dependent (SD) and speaker-independent (SI) experiments. The results with SD tests suggested that temporal constraints in the Viterbi alignment could lead to high reductions in the error rate with signals corrupted by additive or convolutional noise. In contrast, the improvement in SI experiments was lower, which Manuscript received February 6, 2001 ; revised June 7, 2002 . The work was supported by Fondecyt-Chile. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Shrikanth Narayanan.
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Digital Object Identifier 10.1109/TSA. 2002.803441 indicated that the introduction of temporal constraints in the Viterbi algorithm should be more useful when the state duration parameters are trained and employed on a SD basis, although the HMMs could still be SI. In [14] , preliminary results with the TIDIGITS database [7] showed that SD temporal constraints combined with SI HMM, and estimated with a small adaptation database and without any prior knowledge about the SD state duration distributions can lead to important reductions in the error rate with clean and noisy speech. The improvement with SD estimation of state duration modeling and SI HMMs could be seen as a particular case of speaker adaptation where only temporal parameters are adapted. The results in [14] were very encouraging, although a complete analysis and a re-formulation of the procedure were needed to justify, optimize and evaluate the applicability of the approach. The contributions of this paper concern: 1) a framework for MAP estimation of SD state duration distributions; 2) comparison of the gamma and Gaussian distributions to model SI and SD state duration probabilities; 3) analysis of the SD state duration mean and variance distributions; 4) a statistical interpretation for the truncation of the state duration distribution; and 5) comparison of the MAP and ML (maximum likelihood) estimations. The approach proposed by this article has not been found in the literature and seems to be generic, and interesting from the theoretic and practical application point of view. Besides the fact that state duration modeling does not need any information about the testing environment, the adaptation algorithm is analytically formulated, requires a low computational load, needs just a few adapting samples per vocabulary word and per speaker, and should be applicable to more complex tasks and other types of HMM systems.
II. SD AND SI STATE DURATION MODELING
The empirical state duration distribution is described with the function , which corresponds to the probability of state duration equal to , where is the number of frames in state up to a given time. In this paper, is compared with the gamma and Gaussian distributions. The discrete gamma distribution is given by , where , and is a normalizing term. and are the state duration mean and variance, respectively, and are computed for every state in each model with the optimal state sequence for every training or adapting utterance using the Viterbi algorithm after the HMMs have been trained [1] . The Gaussian distribution is 
A. Conditional Transition Probabilities
In this paper the experiments were performed with the TIDIGITS database and each digit was modeled with an eight-state left-to-right HMM without skip-state transition. This topology has been widely employed in papers where results with TIDIGITS [1] , [6] or similar tasks are reported. In [15] , the temporal restrictions were included in the Viterbi algorithm by means of replacing the ordinary transition probabilities with where and are the minimum and maximum durations, respectively, and . Equations (1) and (2) correspond to the truncated conditional probability where or .
B. SI and SD State Duration Distributions
If the state duration parameters and were estimated with the training database, they are considered SI. However, if and were computed or re-estimated employing a small set of adapting utterances from the testing speakers, they are called SD. SD and SI state duration distributions were analyzed on the connected-digit task TIDIGITS [7] . As can be seen in Fig. 1 , the SD state duration distribution seems to be more concentrated around the mean than the SI one. This can also be visualized in Fig. 2 where SD and SI state duration variance in word model of the digit "seven" are compared. In this case, the SD curve corresponds to the within-speaker state duration variance, averaged across all the speakers. As can be seen in Fig. 2 , the SI state duration variance is generally higher than the SD one, and the highest coarticulation effect in state duration takes place in the extreme states (the first and the last ones) due to the fact that these states tend to present higher state duration variances than others.
Another question is related to which analytical function better fits the SI and SD state duration distributions. Fig. 3 shows the likelihood of SI and SD state durations according to the gamma and Gaussian distributions. As can be seen in Fig. 3 , the gamma function fits the empirical state duration histogram better than the Gaussian function, which is consistent with [1] . Although the gamma function seems to better fit the empirical SI and SD state duration distributions, it does not provide an analytical solution in the context of MAP estimation. Then the state duration distribution was modeled with the normal function, which is still a good model that led to an analytical MAP re-estimation and significant reductions in WER.
C. Distributions of SD State Duration Mean and Variance
The MAP estimation employed here makes use of the a priori mean and variance of SD state duration distributions. In this paper and define the state duration distribution on a SD basis. The state duration means and variances were computed for each speaker of the training database. The histograms of these SD means and variances were estimated across all the training speakers and modeled with the gamma and Gaussian distributions. According to Fig. 4 , the SD state duration mean seems to be better modeled by the gamma distribution. However, the SD state duration variance distribution presented an interesting behavior as illustrated in Fig. 5 : the intermediate states tend to give a lower mean, which is consistent with Section II-B, and a lower variance than the extreme states. This suggests that the a priori SD state duration variance could be considered as a constant equal to the mean for states that are neither the first nor the last one. The accurate reestimation of would require several samples, which are not always available in some conditions that allow only the re-estimation of the means as done by other reestimation techniques. Moreover, one of the applications of the method proposed in this paper is the adaptation to the speaking rate, and the dynamics of the speech signal may impose a strong restriction to the number of adapting samples. The generalization of the analytical solutions to include the reestimation in the approach presented here could be proposed as a future work but it is out of the scope of the main contributions of this paper.
III. MAP ESTIMATION OF SD STATE DURATION DISTRIBUTION
For a given set of training or adaptation data , the conventional ML estimation considers the parameters as being fixed but unknown and solves the equation (3) where is the likelihood of . In contrast, the MAP estimation assumes the parameter set to be a random vector with a given prior distribution and maximizes the a posteriori density [8] (4)
In this paper, the parameters of the state duration distribution are estimated or adapted using a small set of adaptation utterances from the speaker who uttered the testing speech signals, and a priori distribution estimated across the training speakers.
As discussed in Section II-B, the gamma function does not provide an analytical solution in (4) and the Gaussian distribution was adopted to model the SD state duration distribution. As discussed in Section II-C, the histogram of computed with the training speakers is also better modeled with a gamma distribution that is described as (5) where and are the a priori parameters estimated with and according to the definition of the gamma function. and are the mean and variance of the SD state duration mean estimated across all the speakers of the training database; and is the gamma function [10] . Finally, the a priori distribution for SD state duration variance was replaced with a constant equal to , which corresponds to the mean of the SD state duration variance estimated using the same methodology employed for and . As a consequence, the MAP estimation in (4) can be written as (6) where It is worth mentioning that the problem of estimating is reduced to optimize (6) with respect to due to the fact that was replaced with the a priori computed with the training speakers. In the log domain (6) can be expressed as (7) Computing the partial derivative of (7) and setting it to zero (8) which leads to a quadratic equation with two solutions. One solution was discarded since . The estimation provided by MAP should converge to ML when , which is the number of adapting samples, increases [3] . Finally, using the nonnegative criteria the MAP estimate for is obtained as (9) where (10) The second partial derivative of with respect to shows that the solution given by (9) is a maximum if (11) that is satisfied with the condition , which in turn also makes the solution in (9) be real. It can be shown that if a discrete random variable is greater or equal than one and lower or equal than a maximum, which in turn is the case of state duration, the condition is always satisfied. It is worth highlighting that the transition probability described in Section II-A is applicable to any topology. However, if the topology has state skipping transitions, only makes sense if the duration is greater or equal than one.
A. Truncation of the State Duration Distribution
As mentioned in Section II-A (1) and (2) correspond to the truncated conditional transition probabilities. The parameters and introduce restrictions to state durations and proved useful to reduce the error rate in clean and noisy conditions when combined with the geometric or gamma distributions [15] . These constraints were directly estimated on the training or adaptation database by means of multiplying the observed max and min state durations by tolerance coefficients that were empirically estimated. Nevertheless, the truncation of the transition probability could be seen as the truncation of the state duration distribution , and the parameters and in (1) and (2) could also be interpreted in terms of an error probability . This error corresponds to the state duration being shorter than or longer than
The inequality in (13) is due to the fact that the summation should be done between one and because the minimum state duration is one. Consequently, according to (12) and (13) would provide a statistical interpretation to and that would depend now on the distribution . The constants and were found by means of empirically estimating defined as (14) (15) According to (14) and (15), the bound is interpreted in the domain of the normalized Gaussian probability density function with mean of zero and deviation of one (16) if state duration is higher than , and (17) if state duration is shorter than , with
As a consequence, after estimating suitable values for by means of observing the recognition error rate, the corresponding and are computed from (14) and (15) using and . Finally, the error caused by the truncation of the state duration modeling can be evaluated with (16) and (17).
B. Estimation Algorithm
As shown and discussed in Sections II-B and C, it was observed that the highest coarticulation effect in state duration takes place in the first and last states, where the mean, , and variance, , of the SD duration variance are higher than in intermediate states. As a consequence, the hypothesis of considering the distribution of SD state duration variance as being narrow, which justifies the replacement of this distribution with its mean , is less realistic in extreme states. Moreover, the fact that intermediate states are not highly affected by the coarticulation effect means that in these states the duration parameters could be word position independent (WPI) [15] . In contrast, the word position dependent (WPD) approach requires a higher number of adapting utterances because it also takes into consideration the fact that a word can be string initial, followed or preceded by other words and string final. As a consequence, extreme and intermediate states should be treated separately to reduce the number of adapting utterances with the WPI state duration modeling: the duration distributions in the first and last states were SI and kept constant; and the temporal parameters in intermediate states were estimated using the adapting utterances and a prior knowledge of SD duration distributions. The proposed estimation algorithm can be summarized as follows.
Map Adaptation Algorithm
If the state is intermediate, { If the number of adapting words lower bound for { is estimated according to (9) is made equal to the a prior is estimated according to (14) is estimated according to (15) } else { is made equal to the a prior is made equal to the a prior is estimated according to (14) is estimated according to (15) } } else { is SI is SI is estimated according to (14) is estimated according to (15) } where denotes the number of samples per word to be used in the state duration parameter estimation. Another interesting feature of this algorithm is the fact that the speaker adaptation should not be very sensitive to the error caused by the end-point detection technique, which tends to be concentrated mainly on the first and last states. The MAP estimation procedure can be compared with an algorithm based on ML estimate and similar to the one used in [14] .
ML Adaptation Algorithm
If the state is intermediate and if the number of adapting words lower bound for { and are estimated directly on the adapting utterances without any a prior knowledge about the SD state duration distributions.
is estimated according to (14) is estimated according to (15) } else { is SI is SI is estimated according to (14) is estimated according to (15) }
IV. EXPERIMENTS
The proposed method was tested with SI connected digit recognition experiments using TIDIGITS database. The training utterances were 7699 connected-digit strings provided by 100 speakers. SI , were also estimated using the training database, after the HMMs had been trained, by means of the Viterbi alignment. Five sets of SI HMMs were estimated employing HTK: with 20, 40, 60, 80, and 100 speakers. All the HMMs were obtained with the same number of iterations, but only the training procedure corresponding to the baseline system with 100 training speakers was started with models estimated with isolated utterances to better adjust the final HMMs. The testing database was composed of 7590 strings provided by 115 testing speakers. The length of the testing strings was one, two, three, five and seven digits. The training and testing databases was composed of approximately equal number of males and females. In order to reestimate the SD state duration distributions, 11 four-digit sequences per speaker from the testing database were employed as adapting samples. The signals were downsampled to 8000 samples/s. The band from 300 to 3400 Hz was covered with 14 Mel DFT filters and at the output of each channel the log of the energy was estimated. Thirty-three parameters per frame were computed: cepstral coefficients and the log energy, and their first and second time derivatives. Each word was modeled with an eight-state left-to-right topology without skip-state transition, with eight multivariate Gaussian densities per state (14) AND (15) with diagonal covariance matrices. The HMMs and the temporal parameters were estimated by means of the clean signal utterances. The 7590 testing clean utterances were used to create the noisy database by adding car noise from the Noisex database [13] at four global-SNR levels: 18 dB, 12 dB, 6 dB, and 0 dB. The global-SNR was defined as in [4] . Where convolutional noise experiments were performed, a 6 dB/oct spectral tilt was applied. It is worth mentioning that no noise canceling method (e.g., spectral subtraction) was used.
In the experiments whose results are reported here, the techniques that were employed are indicated as follows: Vit, the ordinary Viterbi algorithm; MAP, the maximum a posteriori based algorithm; ML, the maximum likelihood based adaptation; Gaussian denotes the distribution used to model in (1) and (2); and, Mm indicates the truncation of the state duration distribution. The word error rate (WER) was computed as where , , and are the number of substitution, deletion and insertion errors, respectively, and is the total number of words in the testing utterances. The results are shown in Tables I-V, and Fig. 6 . As explained in Section III-B, denotes number of samples per word used in the state duration parameter adaptation. The baseline system, where all the 100 training speakers were employed, gave a WER equal to 2.58%.
V. DISCUSSION
As can be seen in Table I , the Viterbi algorithm with modeled as a Gaussian distribution and estimated with the MAP algorithm gave a gradual improvement in the recognition accuracy when the lower bound for was decreased until one, which led to a reduction of 17% in WER when compared with the ordinary Viterbi algorithm. This result is significant (14) and (15) ( ) and suggests: first, the validity of the MAP estimation algorithm proposed here where the state duration distribution was modeled with a Gaussian function; second, one adapting sample per vocabulary word seems to provide enough relevant information to estimate the SD mean of the state duration distribution using the MAP approach.
Adaptation techniques are especially useful when the training conditions are not representative of the testing environments [5] . This situation was emulated with the reduction of the training database. As can be seen in Table II , the improvement due to MAP speaker adaptation of state durations was almost independent of the number of training speakers, and the reduction in WER was between 15% and 18%.
The experiments with clean and noisy speech (Fig. 6 ) employing modeled as a truncated Gaussian distribution and parameters estimated with the MAP algorithm suggest that: as expected, if tends to zero, or and as defined in (14) and (15) approximate to , the conditional transition probabilities according to (1) and (2) introduce a distortion when compared with the ordinary Viterbi algorithm; there is a wide range of values from where the error rate is near the minimum; and, the lowest error rate seems to be around or . As a consequence, the truncation procedure can reduce the computational load without degrading the recognition accuracy, which is an interesting result from the application point of view. It is worth mentioning that the errors defined as in (16) and (17) when are lower than 0.000 05, which in turn justifies the model provided by the bounded . As can be seen in Table III , the truncated Gaussian distribution and parameters estimated with the MAP algorithm led to reductions of 17%, 15%, 22%, and 20% in the error rate with clean speech and signals corrupted by additive noise at , 12 dB and 6 dB, respectively. At lower SNR the state duration modeling did not lead to important improvements. Experiments with convolutional noise (Table IV) suggest that (1) and (2) combined with the MAP adaptation algorithm can lead to a reduction of 15% in the error rate.
When compared with the ML adaptation algorithm, the MAP estimation gave an improvement of 10% (significant with ) in average, with to compute and according to (14) and (15), as shown in Table V . This must be due the fact that the MAP estimation employs a priori information on the SD state duration distributions and hence should be more robust. It is interesting to highlight that the ML adaptation estimates both the mean and variance of state duration distributions, without any a priori knowledge, and needs at least two words per speaker as adapting samples. In contrast, the MAP adaptation requires as few as one adaptation sample and estimates only . Nevertheless, the ML estimation can be considered an interesting choice from the practical point of view due to its simplicity.
VI. CONCLUSIONS
The results presented in this paper suggest that the speaker adaptation of temporal restrictions substantially improves the accuracy of SI HMMs, which in turn indicates that the state duration distributions depend on the speaker. Moreover, the improvement of MAP speaker adaptation of state duration distributions does not depend on the number of training speakers, so the approach proposed here should be applicable when the mismatch between the training and testing conditions is high. Without any noise canceling method and using the Gaussian distribution to model in the transition conditional probabilities, the proposed speaker adaptation algorithm based on MAP estimation gave significant reductions of around 15% or 20% with clean speech and signals corrupted by additive or convolutional noise. It is worth mentioning that the adaptation method requires as few as one utterance per vocabulary word, which is certainly due to the fact that the adaptation procedure makes use of the a priori SD state duration mean and variance distributions. As far as the truncation of the state duration distribution is concerned, bounding the Gaussian distribution with and reduces the computational load and can increase the efficiency of the Viterbi search. Comparing the MAP with the ML adaptation algorithm, the former seems to be more robust while the latter attempts to estimate both the mean and variance of the SD state duration and needs more adapting samples. However, from the practical point of view, the ML estimation presents interesting results.
Concluding, the empirical and theoretical framework for the adaptation of state duration distributions should be applicable to medium and large vocabulary speech recognition, and speaker verification. Another interesting application could be the adaptation of recognizers to the speaking rate, and to continuous or isolated speech, where the word and phoneme duration certainly plays an important role. Finally, the problem of joint adaptation of output probabilities and state duration distributions can also be proposed as future work. 
