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М О Д И Ф И К А Ц И Я  А Л Г О Р И Т М А  П Р О Н И  
Д Л Я  Н Е О Д Н О Р О Д Н О Г О  О Л Д У  
С  П О С Т О Я Н Н Ы М И  К О Э Ф Ф И Ц И Е Н Т А М И
С чувством глубокой признательности вспоминаю Валентина Константи­
новича Иванова, открывшего для меня полвека назад окно в мир удивитель­
но красивого раздела математики -  теории целых функций. Д анная работа 
посвящена одной из задач этой теории -  восстановлению квазиполиномов 
по конечному числу их значений на равномерной сетке. Эта задача восхо­
дит к Прони [1], предложившему метод представления результатов экспери­
мента в виде суммы экспонент. Она является частным случаем популярной 
проблемы аналитического продолжения функций с ограниченного (или дис­
кретного) множества (см., например, [2-4]). Обзоры различных модификаций 
алгоритма Прони имеются в [5, гл. 11; 6, гл. 2, комментарии].
В исследовательской практике нередко требуется идентифицировать ди­
намическую характеристику у — у (t) показателя системы при регистрируе­
мом внешнем воздействии на нее. При этом поведение показателя допускает 
математическое моделирование с помощью неоднородного ОЛДУ конечного 
порядка вида
+  а\у^к ^  +  . . .  +  а^у — AQ(£), t E M, (1)
с неизвестными  постоянными коэффициентами щ , . . . ,  сц, А, где А /  0. Здесь 
Q (t) -  регистрируемый в динамике параметр воздействия на систему, при 
этом число А называют его коэффициентом влияния  на систему. Примером 
такого воздействия может служить электромагнитное поле, колебания ко­
торого регистрируются. Пусть входная информация о показателе системы 
у — у (t) состоит из конечного числа его измеряемых значений через равные 
промежутки времени
y(kd) = ck , А: =  0 , 1 , . . . ,  İV, (2)
называемых моментами. Здесь d >  0 -  временной шаг.
В данной статье исследуется способ нахождения решения у — y ( t )7 t Е С, 
уравнения (1) при условии (2) в случае, когда Q -  заданный квазиполином , 
т. е. т
Q(t) =  t e  ж , (3)
Э =1
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а в условии (2) (со, с р . . . ,  сдг) -  заданный вектор моментов. При этом показа­
тели {од}™ экспонент и коэффициенты полиномов { Р Д 7^ ,  координаты векто­
ра моментов, а такж е неизвестные коэффициенты а р  . . . ,  а&, А уравнения (1) 
являю тся в общем случае комплексными числами. Число г =  г\  +  • • • +  гш, 
где rj > 1 и rj -  1 -  степень Pj при j  — 1, . . .  ,га, называют порядком квази­
полинома <3 .
Изложение опирается на соответствующие результаты для (^(Ь) = 0 и 
<3(£) =  1, опубликованные в [6, гл. 2]. Инженерный вариант изучаемой за­
дачи для наиболее часто встречающегося на практике случая к  — 2, когда 
параметр воздействия <3 (£) -  простейший квазиполином (экспонента или гар­
моника с заданными параметрами), рассматривался в [7].
1 . И н тер п о л яц и он н ы е св о й ств а  р еш ен и й  у р а в н ен и я  (1 )
Рассмотрим сначала прямую задачу для уравнения (1). Изучим свойства 
его решений в предположении о том, что параметры а р  . . .  , а&, А заданы.
Т ео р ем а  1. Пусть у -  любое фиксированное решение уравнения (1); где 
а р  . . . ,  а&; А -  известные числа, и А /  0. Введем обозначения
?) =  {Ув =  У Ы ) ,  в <Е Z + } , (4 )
где б >  0 -  фиксированное число; — N и {0} =  { 0 , 1 , . . Полагаем в пояс­
нениях к формуле (3)
т
В г (г) — г г Р  Ъ ^ г~х +  • • • +  Ъг- +  Ьг |^) , £ Е С, (5)
3 = 1
~  Уз+г +  +  • • • +  bryj^ j  Е 2 + . (6 )
Пусть  /7/ -  корень кратности kj, где ] — 1 , . . .  % =  характери­
стического уравнения
Ек{%) ^  1 +  • • • +  а& =  0 (7)
для однородного ОЛДУ] соответствующего случаю А =  0 в (1). Тогда суще­
ствует единственный вектор у — ( щ , . . . ,  у\д) Е Ск, не зависящий от выбора 
решения у и обладающий свойствами:
1) последовательность { f j  : j  Е (см. (6)) удовлетворяет соотноше­
нию
fj+k +  Яı f j xk - l  +  * * * +  Qkfj = 0 ,  )  Е 2 + ; (8 )
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2) вектор q определяется корнями уравнения (7) с помощью тождества
t
Tk (z ) := z k + g ^ - 1 +  - - - +  qk = | J  (z -  e b d)ki , (9)
3 = 1
причем qk ф 0 .
Д о к а з а т е л ь ст в о . 1. В обозначениях формул (3), (5) выражение
га
H r (z ) =  z r +  h \ z r~x +  • • • +  hr — a j Y j — 0 (10)
j =1
есть характеристическое уравнение для однородного ОЛДУ
L(x)  :=  х ^  +  h\x^r~ 1^  +  • • • +  hrx  — 0.
Учитывая, что квазиполином Q ( t )  (см. (1)) является решением именно это­
го уравнения, и применяя к обеим частям уравнения (1) дифференциальный 
оператор L, убеждаемся в том, что решение у  —  у  ( t )  уравнения (1) одновре­
менно является и решением некоторого однородного ОЛДУ порядка п — k+r:
у (п) +  s ıy (n_1) +  • • • +  sny  =  0. (11)
По построению корни его характеристического многочлена S n (z ) состоят из 
корней уравнений (10) и (8), поэтому постоянные коэффициенты 5ı , . . . ,  sn 
уравнения (11) определяются из тождества
S n (z) z n +  s \ z r~ l +  • • • +  sn =  H r (z)E k (z ), z E C, n — r +  k, (12)
в обозначениях формул (7), (10).
2. Известен следующий результат о связи между решениями дифф ерен­
циальных и разностных уравнений с постоянными коэффициентами (см., на­
пример, [6, с. 51]).
Т ео р ем а  2 . Пусть у  —  y i t ) ,  t  Е Ш ,  -  любое решение однородного О Л Д У  
порядка п  (см. (11)) с заданными постоянными комплексными коэффици­
ентами. Предположим, что характеристический многочлен S n (z) этого 
уравнения допускает следующее разложение:
к к
s n { z )  =  Y [ ( z  -  z  Е  С ;  £ 7 i = n .
3=1 3=1
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Тогда последовательность (4) -  решение разностного уравнения
Уп+1 + PıУn+j-l +  • • • +  PnУj = 0 ,   ^ Е (13)
такого, что соответствующее ему характеристическое уравнение
Рп(%) %п +  Р\%п +  * * * +  Рп — 0 (14)
имеет коэффициенты и корни; однозначно определяемые корнями многочле­
на £ п(^), а именно справедливо разложение
к
Р п О  =  Д ( г  -  ех>а)Ъ, г  е С ;  рп = (~1)пе х р { - вг} /  0. 
з= 1
Применяя теорему 2 к рассматриваемому в теореме 1 решению уравнения
(I ) и учитывая структуру характеристического многочлена З п (г) уравнения
(I I ) (см. (12), (7), (10)), заключаем, что еа^  -  корень кратности уравнения 
(14), где ] — 1 , . . . , г а ,  а -  корень кратности kj этого уравнения, где 
j  — 1 , . . . , £  В данном случае уравнение (14) ассоциируется с уравнением 
(11). Поэтому разложение на множители многочлена Рп {Р) принимает вид 
(см. (14), (5), (9))
Р п {г)  =  В г ( г ) Т к ( г ) ,  Т к ( г ) :=  г к +  Л +  дк . (15)
Перемножая многочлены В ГуТ^ и приравнивая в (15) коэффициенты при 
одинаковых степенях £, находим уравнения связи между коэффициентами 
, . . . ,  дд многочлена Т& и коэффициентами многочлена Рп в обозначениях 
формулы (5):
Р з  =  Л  Ь А з  =  { ( р >  О  е : I х  +  V  =  В  I х  ^ у  ^ к }  >
где  ^ =  1 , . . . ,  п, 5о =  =  1 (см. такж е [5, гл. 10]). Подставляя эти равен­
ства в уравнение (13), после элементарных преобразований приходим к ре- 
куррентному соотношению -  разностному уравнению (8), причем элементы 
последовательности {/^} определяются равенствами (6). Кроме того, Т& -  
характеристический многочлен этого уравнения (см. (9)).
Итак, все утверждения теоремы 1 доказаны.
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2 . С л е д ст в и я  из тео р ем ы  1
Согласно теореме 1 уравнение (1) однозначно определяет вектор д Е 
коэффициентов разностного уравнения (8), соответствующий веем решениям 
уравнения (1). Д ля фиксированного решения уравнения (1) теорема 1 допус­
кает уточнение.
С л е д ст в и е  1 . Пусть решение у уравнения (1) является квазиполиномом  
порядка 5; 21 =  {«1, . . .  , ауД  -  множество показателей всех экспонент ква­
зиполинома  (5 порядка г (см. (3)); 25 =  { / ф, . . . ,  ДД -  множество всех корней 
уравнения (7). Тогда ассоциированная с ним последовательность { /Д  (см.
(6)) является решением однородного разностного уравнения вида (8) поряд­
ка в — г. Кроме того, в обозначениях теоремы 1 справедливо неравенство 
н
г +  ^  ^  п, если 25' =  { / ф, . . . ,  ДД =  21Д) 25 /  0  ; или г ^  5 ^  п 7 если
3 = 1
25' =  0 .
Д о к а з а т е л ь ст в о . План доказательства такой же, как и в случае теоремы 1. 
Исходя из информации о показателях экспоненциальных слагаемых решения 
у и степени их полиномиальных множителей, строится дифференциальный 
оператор порядка 5 с постоянными комплексными коэффициентами, аннули­
рующий у. По теореме 2 последовательность моментов (4) у является реше­
нием однородного разностного уравнения порядка 5 (см. (13)). Соответствую­
щий ему характеристический многочлен Р8 порядка 5 допускает разложение 
(см. (15))
а д  = щ щ а д ,  тва д  := + д хг 8- т~ х + • • • + &_г.
М ножитель Т8- г -  характеристический многочлен однородного разностного 
уравнения порядка 5 — г, решением которого является ассоциированная с у 
последовательность { /Д  (см. (6)). Реализация этого плана осложняется тех­
ническими деталями, описание которых приводится ниже.
К ак известно из теории дифференциальных уравнений, любое фиксиро­
ванное решение уравнения (1) имеет вид у — уо +  А(Т, где ?/о -  некоторое 
решение однородного ОЛДУ, соответствующего случаю А =  0 в (1), а С  -  
частное решение (1) при А =  1. Кроме того, уо — уа + ур,  где уа -  квазиполи­
ном с показателями экспонент, принадлежащих только 257; уу -  квазиполином 
с показателями из 25 \  21. Тогда решение у допускает представление
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где квазиполином в квадратных скобках содержит показатели экспонент, при­
надлежащих только 21, а его порядок определяет слагаемое С. Рассмотрим 
возникающие при этом допустимые случаи.
1. Пусть Ф ' =  0 . Тогда уа =  0, уо = ур, в =  йо + г , где я0, г -  порядки 
соответственно квазиполиномов уо, (см. (3)).
2. Пусть 237 ф 0 . Из структуры частного решения С  следует, что вс  ~ 
порядок квазиполинома С  -  вычисляется по формуле вс  =  г +  гДе
kj -  кратность корня /7/ Е 23' уравнения (7) при j  — 1 , . . . ,  Н. Возникает три
варианта при вычислении порядка 5 решения у:
a) 23' =  23, и тогда ур = 0 , а 5 =  вс  — п, поскольку Н — I  (см. теорему 1);
b) 23 \  23' /  0 , но ур =  О1), и тогда в — вс  < Щ
c) 23 \  237 /  0 , а у/з -  квазиполином ненулевого порядка. В этом случае
верна формула в = вр + вс  ^  п, где вр -  порядок квазиполинома у р.
Из этих рассуждений вытекает заключительное утверждение следствия 1 
об ограничениях на величину 5 порядка решения у.
В общем случае последовательность моментов (4) квазиполинома у по­
рядка 5 может быть решением разностного уравнения порядка, меньшего з, 
а последовательность {/^} -  меньшего 5 — г, как показывает следующий
П р и м е р . Квазиполином у{к) — бшсП +  еаг, £ Е М, порядка 3, где ш >  О, 
является решением уравнения у" +  и 2у — {а2 +  и 2)еа1. Если Д =  я/о;, 
то — у($<1) — е °^ , ] Е является решением разностного уравнения 
У]+ 1 “  еаЛУз =  0, 3 £ Ъ+ порядка 1, а /,• = 0,3 £ Ъ+.
Из теоремы 1 заключаем, что уравнение (1) однозначно определяет ассо­
циированное с ним разностное уравнение (8). Обратное утверждение верно 
при естественных ограничениях.
С л е д с т в и е  2 . Пусть  щ , . . . ,  -  все корни характеристического уравнения
(см. (9))
Л  (Л =  0, г € С; Л  О) := ^  1 +  • • • +  Чк (Ч )
соответственно кратностей Ад,. . . ,  ассоциированного с разностным урав­
нением  (8); (1 >  0;
П(с£) =  {г  Е С : |3^ | <  7г/с?}. (18)
Предположим ; что все корни уравнения (7) расположены в полосе И {д), т. е.
/3,-= ( ь щ д  е п д ) ,  з =  1 , . . . , *2). (19)
частности, это условие выполняется, когда г/о(£) =  ОД Е М.
2) Здесь рассматриваются главные значения логарифмов.
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Тогда коэффициенты щ , . . . ,  щ  уравнений  (1) и (7) однозначно определяются 
вектором ц коэффициентов уравнения (8).
З а м е ч а н и е . Следствие 2 остается справедливым, если в его формулировке 
вместо полосы П(с£) взять произвольно фиксированную открытую горизон­
тальную полосу шириной 2тт/ с1.
3. У сл о в и я  с у щ е с т в о в а н и я  и е д и н ст в е н н о с ти  о б р а тн о й  з а д а ч и
Д ля решения обратной задачи выделим класс квазиполиномов, каждый 
элемент которого однозначно определяется своей последовательностью мо­
ментов.
3.1. Аналог теоремы Карлсона для квазиполиномов
Ш ироко известна теорема Карлсона о том, что голоморфная функция 
заданная в правой полуплоскости, при определенных условиях обладает 
свойством: К  = 0, если Р{к)  = 0  V к Е N (см., например, [6, с. 47]). Убедимся 
в том, что квазиполиномы наследуют свойство, близкое к свойству многочле­
нов1).
Т е о р е м а  3. Если квазиполином Е  порядка т  обладает свойством  ТДД =  0, 
] — 1 , . . . ,  т , а для его индикатора
НЕ (в) — И т  г _ 11п|7Д ге^)|, в Е I ,Г—)■ оо
верно неравенство
Не (тг/ 2) +  НЕ (-тг/2) <  2л, (20)
т о  У  =  0.
Д о к а з а т е л ь с т в о . Пусть Д? =  ТДД, з Е N. По теореме 2 эта последователь­
ность является решением некоторого однородного разностного уравнения
4” p ıF rnEj — l +  • • • +  Р т ^  — 0 (21)
порядка т. Отсюда при  ^ =  1 из условия теоремы находим Рт+\ =  0. Далее
из (21) методом математической индукции получаем ТДД = 0  V ^  Е N. Итак,
все условия теоремы Карлсона [6, с. 47] выполнены. Следовательно, Р  = 0.
^  Многочлен порядка в -  простейший квазиполином порядка 5 +  1, у которого показатель 
экспоненциального множителя равен 0.
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С л е д ст в и е  3. Неравенство (20) справедливо тогда и только тогда; когда 
показатели всех экспонент квазиполинома И расположены в некоторой от­
крытой горизонтальной полосе шириной 2тг.
Д о к а з а т е л ь ст в о . Пусть 71, . . . , 7  ^ -  все показатели экспонент, входящих 
в И. Вычисляя индикатор И, находим формулу
Нр( 0 )  — тах{3?71ег6>, . . . ,  ег6>}, в  Е М.
Отсюда получаем неравенство
-1гр(тг/2) ^  ^  НР (-тг/2) V 1
Д ля доказательства остается воспользоваться соотношением (20).
3.2. Условия единственности решения обратной задачи
Перейдем теперь к изучению обратной задачи для уравнения (1). Заф и к­
сируем квазиполином Я  порядка г (см. (3)). При достаточно малом с? >  0 
все показатели а д , , а т входящих в Я  экспонент расположены в некоторой 
открытой горизонтальной полосе шириной 27т/д. Без ограничения общности 
можно считать, что такой полосой является множество П(с?) (см. (18)). Пусть 
Дс(Ф Я) ~ класс решений различных неоднородных линейных ОЛДУ поряд­
ка к  вида (1) таких, что {щ]д С С, и соответствующее характеристическое 
уравнение имеет корни только в полосе П(Ф). Д ля этого класса справедлива 
теорема, дающая условие единственности решения обратной задачи.
Т ео р ем а  4 (теорема единственности). Пусть число N  ^ г  +  2 к  —  1 произ­
вольно зафиксировано; где г -  порядок квазиполинома Я  (см. (3)); у которого 
все показатели экспонент расположены в полосе П(с?) (см. (18)); к  -  порядок 
уравнения (1) с неизвестными комплексными коэффициентами щ , . . . ,  сц, А; 
где А /  0; с — (со, С1, . . . , сдг)  Е (С^+1 -  заданный вектор входных данных. 
В классе Д Д ф  Я) мож ет существовать лиш ь одна функция у, являющаяся  
решением некоторого уравнения вида (1) и удовлетворяющая условию  (2).
Д о к а з а т е л ь ст в о . 1. Обозначим символом Т1(с) множество элементов класса 
Нк(б;Я)^  удовлетворяющих условию (2) для заданного вектора с входных 
данных. Предположим, что Т1(с) /  0 ,  и пусть Е Т1(с), ] — 1,2. Тогда 
квазиполином и — у\ — у 2 обладает свойством
Ч ? Д = 0 ,  j  =  0 , l , . . . , N .  (22)
Оценим его порядок 5. В общем случае квазиполиномы Уj^ ) j  — 1,2 поряд­
ка Sj ^  п, где п — к  +  г, являю тся решениями разных уравнений вида (1) и
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допускают соответственно представления — д  ^ - \- \ jG j,   ^ =  1, 2, где Gj -  их 
частные решения при Xj =  1, j  =  1, 2, а gj, j  — 1, 2, -  решения ассоциирован­
ных с этими уравнениями соответствующих однородных ОЛДУ. Пусть -  
порядок квазиполинома Gj, j  — 1, 2, А -  порядок разности СД — (Д . То­
гда А ^  т а х ! * ? ! ,^ } ,  поскольку эти функции имеют одинаковые показатели 
а д , . . . ,  а т входящих в них экспонент (см. (3)). Обозначим символом kj поря­
док максимального слагаемого yj, не содержащего экспонент с показателями 
« 1, . . . ,  а т , где kj ^  n — Sj, 3 = 1,2 (см. (16)). В этих обозначениях, учитывая, 
что, согласно следствию 1, п — Sj  ^  г, получаем следующую оценку сверху 
порядка 5 квазиполинома и :
 ^ ^  к\ Т  Д  +  А ^  2п  — Д  — ^2 Т  тах {5 1 , $ 2} ^  т Т  2к. (23)
Функция У (Д  =  и[(г — 1 )д\, г  Е С, -  квазиполином, у которого показате­
ли всех входящих в него экспонент принадлежат полосе {г  Е С : |ЗД  <  7г}, 
так как по построению показатели экспонент функций у\, т/2 расположены 
в П (Л  ( см. (18)). Из (22) выводим, что У удовлетворяет условию У (Д  =  0, 
3 — 1 , . . . ,  N  -\-1. Но по предположению ТУ +  1 ^  2к-\-г, а порядки квазиполи­
номов Т и т /  совпадают. Теперь из (23) заключаем, что все условия теоремы 3 
выполнены. Поэтому У =  0, и =  0, у\ =  т/2-
Покажем, что любая функция класса 7Д (с?; (5) однозначно определяется и 
конструктивно своей конечной последовательностью моментов. Д ля этого по­
надобится следующая известная формула для решения у из класса У Д ф  ):
к
У( Ь  =  У  A j e j ( t )  Т  Абт(^), £ Е М., (24)
7 = 1
где (Г -  частное решение некоторого уравнения вида (1) при А =  1, а 
{е ! , . . . , е / Д  -  стандартная фундаментальная система решений ассоцииро­
ванного с (1) однородного ОЛДУ
у ^ + а 1У^  + . . .  + аку = о1). (25)
Т е о р е м а  5. Пусть в предположениях теоремы 4 N  ^  к + г — 1 и у -  
элемент из 7 Д (ф (3 ); удовлетворяющий ее условиям. Тогда в обозначениях  
формулы (24) неизвестные коэффициенты ( А \ , . . . ,  Л&, А) Е С^+1; А /  0, од­
нозначно определяются из системы линейных уравнений  
к
^ Л ^ Щ )  +  А 6 Щ ) = с в, а =  0 , 1 , . . . , ^ .  (26)
7 =  1
обозначениях теоремы 1 и следствия 2 (см. (7), (18), (19)) это означает, что 
{в! , . . . , е Д  =  { е ^ 'У , * Е К ;  в =  0 , 1 , . . . ,  ^  -  1; ф  Е П (Д , ^ =  1, . . .  ,£}.
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Д о к а з а т е л ь с т в о . Поскольку по условию с8 — у(з<£), 5 =  0 , 1 , . . . ,  ТУ, -  мо­
менты решения т/, то система (26) совместна. Предположим, утверждение 
теоремы неверно. Тогда ранг г (А) матрицы А  из коэффициентов при неиз­
вестных в системе (26) меньше, чем к  + 1. Следовательно, столбцы этой мат­
рицы линейно зависимы, т. е. найдутся такие числа 71, . . . ,  7^, 7&+1, не все 
равные нулю и такие, что
к
^ 2  Ъ ез Ы ) +  =  0, в =  0 ,1 , . . . ,  N.
.7=1
Это означает, что квазиполином
к
Ф )  =  У  + 7*+1С (Д  * е  (27)
7=1
порядка ^  к  +  г удовлетворяет условию (22). Учитывая, что .У +  1 ^ &  +  г, и 
рассуж дая так же, как и при доказательстве теоремы 4, получаем и =  0. Это 
противоречит тому, что по предположению в соотношении (27) хотя бы одно 
из чисел множества {7.7 ]д+1 отлично от 0. Итак, г (А) — к - \ - 1. Следовательно, 
теорема справедлива.
У казанная в теореме 5 оценка снизу числа уравнений в системе (26), необ­
ходимых для определения параметров (А \ , . . . ,  УЦ, А), является точной, что 
иллюстрирует следующий
П р и м ер . Пусть Н >  0, а  Е С \{ 0 } , г е М ,
г — 1
(?(£) =  еаг ]^[(£ — Зк),  С^ (Ь) =  б77(£) — а(7(£), £ Е М.
.7=0
Квазиполином у {к) — А е а1 +  А(7(£), £ Е М, порядка г +  1 является решением 
уравнения у 1 — а у  — причем -  квазиполином порядка г. Если с? =  /г, 
то (7 (.?<£) =  0, ] — 0 , 1 , . . . ,  г — 1. Учитывая, что к  — 1, N  ^  г +  1, постоянные 
И, А находятся из равенств (см. (23)) А  =  со, А еаг(1 +  \G ird )  — сг . Этот 
пример допускает естественное обобщение на случай любого уравнения вида 
(1) при подходящем выборе квазиполинома С}.
Заметим, что для нахождения А, А в данном примере достаточно в (26) 
взять два уравнения, если выбрать другую равномерную сетку (например, 
взять некоторый сдвиг рассмотренной сетки или выбрать с? <  К).
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3.3. Условия существования решения обратной задачи
При решении рассматриваемой в данной статье обратной задачи интерес 
представляет вопрос о нахождении уравнения вида (1) наименьшего  порядка, 
входная информация о векторе моментов решения которого задается соотно­
шениями (2), (3). Поэтому выберем в качестве объекта исследования подмно­
жество всех элементов не являющихся решениями уравнения вида
(1) порядка к — 1:
Ь к(* ,0 )  :=  Я* (<*;<?),
т. е. подкласс Н^{д] (3), состоящий из квазиполиномов порядка п — к +  г.
Алгоритм конструктивного  нахождения решения рассматриваемой об­
ратной задачи дает
Т е о р е м а  6 (теорема существования). Пусть число N  ^  г-\-2к — 1 произволь­
но зафиксировано; где г -  порядок квазиполинома (см. (3)); у которого все 
показатели экспонент расположены в полосе П(с?) (см. (18)); к -  порядок 
уравнения (1) с неизвестными комплексными коэффициентами щ , . . . ,  а&, А; 
где А ф 0; с — (со, С1, . . . , сдг)  £ С ^ +1 -  заданный вектор входных данных. 
Полагаем в обозначениях соотношений (2), (5)
dj — CjJrr + Ъ\с^ -^г—1 + • • • + Ьгц ,  j  = 0 , 1 ,..., N  — г. (28)
Пусть выполняются следующие условия.
1. Существует единственный вектор у — (щ, • • •, %) Е Ск, где у^ /  0, 
удовлетворяющий рекуррентному соотношению
djxk  +  Я1^+к-1 +  * * * +  (1к(11 = 0 ,   ^ =  0 , 1 , . . . ,  ТУ — г — (29)
причем уравнение (17) имеет корни только в С \  (—оо,0].
2. Рассмотрим уравнение (1), коэффициенты которого одно­
значно определяются вектором у с помощью процедуры; описанной в след­
ствии  2 из теоремы 1. В обозначениях теоремы 5 существует решение 
(А и . . . , А к ,Х) £ Ск+1, Л / 0 ,  системы линейных уравнений
к
Xjej(sd) +  =  щ, 5 =  0 , 1 , . . . ,  N .  (30)
7 =  1
Тогда функция  у(£), представляемая формулой (24), принадлежит клас­
су Т/С(с?;(3) и удовлетворяет соотношению (2); причем у -  единственное 
решение рассматриваемой обратной задачи.
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Д о к а з а т е л ь с т в о . По построению (см. следствие 2) корни характеристиче­
ского уравнения (7) для уравнения (25), как и показатели экспонент квази­
полинома (3, расположены в полосе П(с£). Условие 2 теоремы означает, что 
квазиполином у удовлетворяет равенству (2). Поэтому для последовательно­
сти $  =  { f j ,  j  Е 2Д}, определяемой последовательностью моментов (4) по 
формуле (6), верно соотношение (см. (28)) f j  — j  — 0 , 1 , . . . , 7У — г. По­
скольку, согласно предположению, N  ^  г +  2к — 1, то из условия 2 теоремы 
выводим, что ранг матрицы
/ к - 1 1к-2 /о
/ к Л -1 л
/а г-г /лГ-г-1 • 11
равен к. Следовательно, столбцы этой матрицы линейно независимы. Отсю­
да и из теоремы 1 заключаем, что $  -  решение разностного уравнения (8) 
порядка &, которое не может быть решением подобного уравнения поряд­
ка к — 1. Теперь из следствия 1 имеем у -  квазиполином порядка п. Итак, 
у Е Т/С(с?;(3). В теореме 4 показано, что другого решения рассматриваемой 
обратной задачи существовать не может.
4. О п е р а т о р  П р о н и  и его  п р е д с т а в л е н и е
В этом разделе используются обозначения раздела 3 без дополнительных 
разъяснений.
Оператор восстановления квазиполинома из класса Т Д ф  (3) по его момен­
там назовем оператором Прони. Конструктивную формулу этого оператора 
позволяет получить утверждение 2 теоремы 4.
Вектор с Е С ^ +1 входных данных определяет однозначно из системы (29) 
вектор д — Дс), все корни характеристического уравнения (7) для уравнения 
(25) и, следовательно, стандартную фундаментальную систему {е1, . . . , е / Д  
решений этого однородного ОЛДУ, а такж е искомое решение (см. (24)) у об­
ратной задачи для уравнения (1). Обозначим символом М  удовлетворяющее 
условиям теоремы 6 подмножество в (СД+1 такое, что для каждого элемента 
с Е М  в классе 3) существует решение уравнения (1), удовлетворяю­
щее условию (2), и оно единственно. Именно множество М  является областью 
определения оператора Прони.
Т е о р е м а  7 (явная формула оператора П рони). Пусть выполнены условия  
теоремы 6 и (30) имеет единственное решение, например; первая квадрат-
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пая подсистема линейных уравнений при в =  0 , 1 , . . . ,  к. Полагаем в обозна­
чениях теоремы 5
e j s = e j ( s d ) ,  j  — 1 , . . .  СД =  СДзс?), 5 =  0 , 1
/ею • efeo G0\
eıı ■ ■• efeı Gı
\eife •• • efe/c G кj





Оператор, восстанавливающий функции класса L^(d;Q) по их моментам  
(оператор Прони), Л  : М  —> Lk(d; Q), Дс =  у имеет следующий вид:
у (t) =  — Л (£ ) /det В ,  £ E М. (32)
Доказательство вытекает из предположения теоремы 7 о единственности 
решения упомянутой в ней квадратной системы линейных уравнений и из 
следующего элементарного результата линейной алгебры, позволяющего пре­
образовать представление (24) решения обратной задачи в формулу (32).
Л е м м а . Пусть {g j( t), t E D, j  — 0 , 1 , . . . ,  k} -  система комплекснозначных  
функций, область определения D которых содержит набор различных точек  
{ ts , s  — 0 , 1 , . . . ,  к}. Кроме того, заданы значения ds — g(rs), s — 0 , 1 , . . . ,  к, 
линейной комбинации упомянутых функций
к
9(t) = 'Ş 2 C jg j {t), t e  D, (33)
3=0
с неизвестными постоянными комплексными коэффициентами такие, что 
квадратная система линейных уравнений
к
'Y jC jg j{T s) =  ds , s =  0 , 1 , . . . ,  к,
j=o
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имеет единственное решение. Тогда справедливо представление (см. (33))
д(Ь) — —С(Ь)/беЬ Д , £ Е Д
где
/5 0 (то) 91 (т0) 5*Д о)\
О Д
А =
5о (п )  51 (п )  - •• 9к{п)
\5 о (М  51 С/с) • •• 51 С с ) /





Условие 2 теоремы 6 означает наличие дополнительного ограничения на 
вектор с входных данных и ассоциированный с ним вектор д — д(с) (см. 
(28), (29)), позволяющего решить обратную задачу и, в частности, найти (как 
увидим ниже) сравнительно простую формулу для коэффициента влияния А.
Т е о р е м а  8. Пусть отображение Ф: (СД+1 —» Сдг+1_/с задано следующим об­
разом: Ф(х) =  (Ф0(ж),Ф1(ж), . . .  ,фдг-/с(ж)); х  =  (ж0,жь  . . .  ,ждг), где
к
фj(x ) = х^+к + ^ д г Х ^ +к-г, .7 =  0,1 - к .
г=1
5  обозначениях теоремы 7 полагаем 0  =  ( бч ц б л , . . .  , 6 Д) .  Д лл того  чтобы 
выполнялось условие 2 теоремы 6, необходимо и достаточно; чтобы вектор 
с удовлетворял рекуррентному соотношению
Ц+к + Я1^+к-1 +ЯкС] =  АФ^(65), .7 = 0 , 1 , . . . , I V - / ; ,  А ^ 0 ,  (34)
причем при некотором  j  =  ^  число Ф^(б5) ф 0.
Д о к а з а т е л ь с т в о . Н е о б х о д и м о с т ь .  В обозначениях теоремы 7 полага­
ем =  (е/о, е^1, . . . ,  е ^ _ * .)) , где  ^ =  1 , . . . ,  к. Зафиксируем произвольно 
5 С 0 , 1 , . . . ,  N  — к. Учитывая, что система (30) совместна, умножим обе ча­
сти уравнения с номером 5 +  г на gk-i^ где г =  0 , 1, . . . , &  — 1, и  прибавим все 
эти уравнения к уравнению с номером 5 +  к. По теореме 2 последовательности 
моментов
Ее = {ее3 =  е^вс/), в 6 Ъ+}, 1 = 1 , - . . , к, (35)
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элементов фундаментальной системы решений уравнения (25) яв­
ляются решениями разностного уравнения (8). Следовательно, Фj(&i) =  0 
при j  — 0 , 1 , . . . ,  N  — к для любого I  — 1 , . . . ,  к. Поэтому после упомянутой 
операции сложения приходим к формуле (34).
Предположим Фj(©) = 0 ,  j  — 0 , 1 , . . . ,  N  — к, т. е. квазиполином
к
L ( t) = G[(t + k)d] + ^ qiG[(t + к — i)d], t E С,
i—1
порядка s ^  к +  r ( c m . (3)) обладает свойством L ( j)  = 0 ,  j  — 0 , 1 , . . . ,  N  — k. 
Но по условию теоремы 7 N  — к 1 ^  к +  г. Итак, в эквивалентной ф ор­
ме выполняются гипотезы теоремы 3 и следствия 3 (показатели входящих 
в Q и в G экспонент расположены в П(с£)). Поэтому L = 0 и последователь­
ность G s — G{sd)1 s Е Z + -  решение разностного уравнения (8). Но система 
£ ф . . . , £ д  (см. (35), [6, гл. 3, § 2]) -  базис всех таких решений. Отсюда,
рассуж дая так же, как и при доказательстве теоремы 5 (см. (27)), нахо­
дим: G -  решение уравнения (25). Противоречие. Итак, существует номер 
j  — jo Е { 0 , 1 , . . . ,  N  — к}  такой, что Фj ( 0 )  /  0.
Д о с т а т о ч н о с т ь .  Преобразуя расширенную матрицу системы линейных 
уравнений (30) тем же способом, который использовался выше при эквива­
лентных преобразованиях уравнений этой системы, и опираясь на соотно­
шения (34), убеждаемся в том, что условия теоремы Кронекера и Капелли 
выполняются, т. е. система (30) является совместной.
5. А л го р и тм  ап п р ок си м ац и и  д и ск р е тн о й  ф у н к ц и и  
р еш ен и я м и  ур а в н ен и я  (1 )
На практике входные данные могут быть заданы с некоторой ошибкой 
измерения. Рассмотрим модификацию алгоритма Прони для аппроксимации 
вещественной динамической характеристики g(t) по ее значениям в конечном 
числе узлов равномерной сетки с помощью квазиполиномов класса Lf£(d;Q )1 
где к Е N, a Q -  заданный квазиполином порядка г (см. [3], §3).
Пусть с — (со, c i , . . . ,  сдг), где N  ^  г -\-2к — 1 -  вектор вещественных 
входных данных изучаемого показателя g{t), измеренных через равные про­
межутки изменения ф актора £, т. е. g(jd) — сj, j  — 0 , 1 , . . . ,  N .  Здесь d > 0 -  
шаг равномерной сетки, выбранный в соответствии с рассуждениями § 3. Ас­
социируем с вектором с последовательность
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удовлетворяющую соотношению (28), в котором символ ^  следует заменить 
на f j .  Возьмем функционал
И —г —к
ФИл) =  ^  из+к+Р\Фз+к-1 + '" + Р к Ф з)2  ^ р Е Ш к, (37)
.7=0
характеризующий невязку разностного уравнения (8). Известен следующий 
результат (см. [6, гл. 2, §3]).
Т ео р ем а  9. Пусть М  -  подмножество пространства ЖД_Г+1 такое, что 
для любого И Е М  ранг матрицы  (31) равен к. Тогда: 1) функционал Фр (см.
(37)) достигает м инимум а в единственной точке у — Д Е 1) Е в том и 
только в том случае, когда И Е М ; 2) функция  Д Е1) непрерывна на М .
Если в обозначениях §3 у  Е Е Д ф б Д , т. е. у  -  решение уравнения (1) и 
не является решением подобного уравнения порядка к — 1, то последователь­
ность {/о, Д , . . .  ,/дг_г}, ассоциированная по формуле (6) с вектором момен­
тов (т/о, т/1, . . . ,  т/дг), N  > г -\-2к — 1, принадлежит М  (см. (36)). Если рассмат­
риваемая динамическая характеристика д{к) допускает аппроксимацию реше­
ниями уравнения (1), то можно ожидать, что Е1 Е М .  Пусть Г =  ! Д _Г+1 \М ,  
и е — (ЖД_Г+1 \ О Д Г ) ) ,  где ОДГ) -  в-окрестность множества Г. Предпо­
ложим, что Е1 Е \]е, где число в >  0 выбрано так, что возможные ошибки 
в измерении координат вектора входных данных с не выводят его из 11£.
Опишем алгоритм аппроксимации характеристики #(£), исходя из дис­
кретной информации о ней, квазиполиномами из класса Е Д ф бД .
1. Находим вектор д — (щ, • • •, %) Е М^, минимизирующий функционал 
Фр (см. теорему 9).
2. Определяем корни щ , . . .  многочлена ХЦг) (см. (9)). Предположим, 
например, что они различные, вещественные и положительные. Тогда они 
допускают представление ^  =  е ^ ,  j  — 1 , . . .  где { ^ } \  С М.
3. Имея в виду следствие 2 из теоремы 1, считаем, что / ф , . . .  ,/?& -  корни 
характеристического уравнения (7) для однородного ОЛДУ (25), ассоцииро­
ванного с уравнением (1). Поэтому общее решение уравнения (1) допускает 
представление (ср. (24))
к
у  ( к )  =  +  А(т(£), £ Е М, (38)
.7 = 1
где { А \ , . . . ,  Л&, А} -  неизвестные вещественные коэффициенты, а (3 -  частное 
решение уравнения (1) при А =  1.
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4. В этом классе функций методом наименьших квадратов выберем «тео­
ретическую кривую», приближающую вектор входных данных с исследуемой 
характеристики д(Ь). Другими словами, в обозначениях формулы (38) возь­
мем функционал
N
Р ( А 1 , . . . , А к ,Х) = 'Y ^ { y j - C j j 2, У ] = у Ц й ) ,  1 =
3=0
где у -  квазиполином вида (38), и найдем его минимум в М^+1. Если он до­
стигается при некоторых фиксированных значениях А \ , . . .  ,Ак, А, причем 
Л ф 0, то определяемая ими с помощью формулы (38) функция у {к) -  ис­
комое приближение характеристики #(£), £ ^  0. По теореме 9 оно является 
единственным, поскольку ранг матрицы
1 .. 1 G( 0)
Zi . . Zk G(d )
7NZ1 7NZk G (N d)
равен к +  1 (см. доказательство теоремы 5).
5. При других предположениях относительно корней многочлена Tk(z) 
схема алгоритма приближения аналогична изложенной. При наличии его 
комплексно сопряженных корней корни характеристического уравнения (7) 
находятся по формуле (18). Это гарантирует1) существование обобщенного 
оператора Прони
Д*: U£ ^ L k (d;Q), А * ( с ) = у ,
восстанавливающего квазиполином из класса Lji (d;Q )1 аппроксимирующего 
заданную дискретную функцию, совпадающую с вектором значений в конеч­
ном числе узлов равномерной сетки некоторой вещественной функции g(t).
В работе [7] приведены примеры, доказывающие чувствительность рас­
смотренной модификации алгоритма Прони к малым изменениям координат 
вектора входных данных.
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