One of the major challenges in hydrological data assimilation applications is the presence of bias in both models and observations. The present study uses the ensemble transform Kalman filtering (ETKF) method and an observational bias estimation technique to estimate groundwater hydraulic heads. The study was carried out in a relatively complex, groundwater dominated, catchment in Denmark using the MIKE SHE model code. The method is implemented and evaluated using synthetic data and subsequently tested against real observations. The results from the synthetic experiments show that the bias-aware filter outperforms the standard filter, with improved state estimate and correct bias estimate. The assimilation using real observations further demonstrates the robustness of bias-aware ETKF, and the potential improvements using integrated hydrological modelling.
INTRODUCTION
Hydrological models are used extensively to monitor and manage water resources, but are inherently uncertain due to poorly described model physics and parameterization, and imperfect meteorological forcing data and initial conditions. Data assimilation (DA) offers a means to incorporate information from measurements to both correct model forecasts and, importantly, provide quantitative uncertainty estimates useful for decision-makers. One challenge is to assimilate observations that contain bias. 
Model calibration and uncertainty
Model calibration was performed using an automated optimizer (PEST version 11.8, (Doherty )) for the period [2006] [2007] [2008] [2009] . The data used in the calibration were groundwater head and river discharge observations. During this period, a large amount of discrete groundwater head data (466 in total) was available. However, for most wells only one instantaneous value for the entire period was available.
For discharge data, time series of daily values from five stations (250018, 250020, 25002, 250733 and 250082) were available. The objective function included several error measures of both head and discharge.
Based on sensitivity analysis, the parameters listed below were selected for calibration and other relevant parameters were tied to these parameters. The selected parameters included horizontal and vertical hydraulic con- The layers are listed from top to bottom (6 to 1) in the soil column.
Latin hypercube sampling based on the associated parameter covariance obtained from the PEST optimization.
Ensemble transform Kalman filter
The assimilation method used in this study is the ETKF. As a sequential DA method, ETKF approximates the true probability distribution based on an ensemble of model realizations conditioned on a series of observations. Different from EnKF (Evensen ), ETKF is one type of deterministic filter which does not require additional observation perturbation. The ETKF was first introduced by Bishop et al. () , and later modified by Wang et al. () .
The ETKF uses a state-space formulation of the model Therefore, f U t andθ are the perturbed forcing and parameters, respectively. Based on Equation (1), an ensemble of model realizations can be generated to capture the uncertainty in the hydrological model.
At time t þ 1, the observations can be written as:
where Y is the observation vector, and H denotes the linear mapping operator specifying the deterministic relationship between model state and observations. Here the observations (groundwater hydraulic heads) are of the same type as the state vector, and the measurement operator is linear and can therefore be written as a matrix H. ε is the observation error. The observation error is assumed to be Gaussian, temporally and spatially uncorrelated, with zeromean and a prescribed constant standard deviation σ r .
Thus, the observation error covariance matrix R tþ1 becomes a diagonal matrix with constant values specified along the
The forecast state distribution is estimated by a finite number m of model realizations as follows (time index omitted in the following):
where the superscript 'f' stands for 'forecast'. The ensemble forecast is obtained from Equation (1).
The forecast error covariance is written as:
where X 0f is the forecast state ensemble perturbation,
and X f is the ensemble mean of the model forecast. After assimilation, both the analysed state mean and the analysed error covariance are updated,
where the superscript 'a' stands for 'analysed', and K is the Kalman gain defined as:
However, P a is never explicitly calculated in practice and only the ensemble mean and ensemble anomalies are calculated. Factorizing Equation (7) on both sides we can derive
where
and U is an arbitrary orthonormal matrix such that UU T ¼ I.
Bias correction
To estimate the bias through the filter, the observation bias can be included in the state vector using state augmentation (Fertig et al. ) such that a separate bias is calculated for every measurement. The new state vector consists of both model state and observation bias as follows:
where B is the observation bias. Therefore, after assimilation in each time step, the bias is corrected together with the model state. During the model forecast step, we assume the bias is constant:
The initial bias for each ensemble member is assumed to be distributed as a zero mean uncorrelated Gaussian random variable.
After augmenting the state vector, the observation operator is modified from H toH:
By doing so, the model equivalence of the biased observation can be calculated by addition of observation bias to the forecasted observation.
The state ensemble can therefore be written as:
Experiment design For an overview of the experiments performed, see Table 2 .
For both the real and synthetic setup, experiments were carried out testing both a bias-aware filter (including both state and bias estimation as described in sections 'Ensemble transform Kalman filter' and 'Bias correction') and a bias-blind filter (including only state estimation with the standard ETKF as described in the section 'Ensemble transform Kalman filter').
To further examine how the stratigraphic layers in the 3D groundwater model impact assimilation results, an additional experiment was performed (synthetic biasaware, two-layer) where the state vector is only represented by layer 4 and layer 5. As all observation wells are located in these two layers, updating the entire groundwater zone may not be needed for the bias estimation. In this case, the filter only corrects the state in these two layers, but due to the vertical flow between layers, the hydrological model also updates the remaining layers. Therefore, this experiment is useful to assess how the corrections within two layers are propagated to the entire groundwater zone.
RMSE is used to evaluate assimilation performance. The average RMSE over all available time steps and over the entire domain for all layers is calculated by:
where X true t,i represents the true realization of the ith node in the state at time step t, n t number of time steps, N xy the state size, and x t,i the ensemble mean of the ith node in the state at time step t.
RESULTS

Synthetic experiment
All layers in state vector
In the synthetic experiments, one of the aims is to evaluate the performance of the state estimation given the known true model. Figure 3 shows the results for both bias-aware and bias-blind filter at well 5637. The well is located in the northeast of the catchment (see Figure 1 ) and screened in The quantitative performance of DA is summarized in To illustrate bias estimation performance for all observed locations, the average observation bias estimate is calculated for each well and compared to the predefined bias (scatter plot in Figure 5 ). Although there are some small differences between the estimated bias and the actual bias present at certain wells, the bias-aware filter does estimate the biases accurately on average.
To isolate the filter's impact on state values versus bias estimation, a bar plot is shown in Figure 6 using the open- 
Two layers in state vector
A set of experiments was performed to investigate how state corrections are propagated across saturated zone layers.
Only layers 4 and 5 of the six saturated zone layers (where measurements are present) were included in the state vector. The performance of the filter is comparable to the alllayer experiment described previously. The bias-aware filter estimated the bias in the observations with similar skill, as shown in Figure 7 (left). Furthermore, the proportion of the filter update attributed to bias and state corrections is also similar, as shown in Figure 7 (right).
However, the extent of the correction is markedly different from the all-layer experiment. 
Real data experiment
State and bias estimation from the real DA experiment is presented in this section. Large discrepancies in terms of both groundwater levels and dynamics are present when comparing the real observations with the calibrated model.
In general, the average absolute difference is over 2.5 m and the observed data show more temporal dynamics than the model. Another challenge with the real DA is that neither the true model nor the bias is known. This makes it difficult to diagnose and evaluate the performance of the assimilation result. Also note that the observation periods of the ten wells may impact the assimilation performance; larger improvements can be expected in periods where more observations are available and assimilated.
As an example, Figure 10 shows the state and observation estimation for bias-aware and bias-blind runs at wells M5398 and M5637. For the bias-aware case (top panels), the estimated unbiased states are similar to the deterministic model state and the estimated mean bias matches the observations, confirming the efficacy of the bias-aware filter. In contrast, the bias-blind runs (lower panels) produce erratic groundwater levels, evidenced by the zig-zag patterns in hydraulic head levels. In one of the wells (M5637), the head level erroneously swells over 5 m to match the biased measurements.
As the truth is unknown in this case, the calibrated deterministic run is used as a baseline for comparison.
Again, the bias-aware filter correctly calculates the observation bias with little residual error (scatter plot in Figure 11 ). Furthermore, the proportion of the corrections attributed to the bias vs state updating is consistent with the synthetic experiments (bar chart in Figure 11 ) but with relatively less weight going to state correction (ETKF-OL).
Given the considerably large residuals from the actual Discharge measured in the catchment is not assimilated, and is thus a valuable independent model variable for evaluation. The discharge at the catchment outlet (250082 in Figure 1 ) is shown in Figure 13 . During the DA period with the bias-aware filter, the Nash-Sutcliffe efficiency increased from 0.71 to 0.76, due to improved groundwater estimates in this largely groundwater fed river. A much lesser correction is seen in the bias-blind case. The low-flow periods were especially corrected, improving the otherwise underestimated discharge. DA had a lesser effect on the peak discharges, as the peaks stem from overland flow, which was not a state variable in this experiment.
DISCUSSION AND CONCLUSIONS
Observation bias is a commonly occurring problem in hydrological models that needs to be addressed appropriately for DA. Building on the concepts presented in This study assimilated real measurement data containing temporal gaps, distinct dynamics and bias in an integrated hydrological model to correct groundwater head. In summary, our main findings are as follows:
(1) Bias-aware filtering quickly and accurately estimates the hydraulic head observation bias.
(2) Best results are obtained by including the entire saturated zone model domain in the state vector, not only the layers being measured.
(3) In this integrated model, corrections to the groundwater state lead to improved discharge estimates, especially during low-flow periods.
