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RESUMO
A abordagem de Cadastro Duplo (Dual Frame) envolve um levantamento amostral onde dois
cadastros, denotados por A e B, sa˜o utilizados com o objetivo de fornecer cobertura para uma
u´nica populac¸a˜o-alvo. Esta abordagem tem sido utilizada com eˆxito na literatura em situac¸o˜es
onde um u´nico cadastro na˜o consegue fornecer cobertura completa dessa populac¸a˜o. Este plano
de trabalho objetiva estudar estrate´gias para amenizar os efeitos do erro de mensurac¸a˜o, uti-
lizando estimadores para totais populacionais baseados em literaturas conhecidas. Estas esti-
mativas foram avaliadas sobre efeito de um e dois cadastros. No Cadastro Duplo, onde ape-
nas o cadastro A esta´ contaminado com erros de mensurac¸a˜o e B esta´ livre, percebe-se que
quando aumenta a contaminac¸a˜o o Bootstrap tem dificuldade de corrigir as estimativas, indepen-
dente da distribuic¸a˜o utilizada. Para os testes foram utilizadas as distribuic¸o˜es Uniforme(0,1),
Gamma(2,1) e Weibull(2,1) e os estimadores utilizados foram Horvitz Thompson, Hartley e
Bankier.
PALAVRAS CHAVE: Amostragem, Estimador Horvitz Thompson, Cadastro Duplo, Estrate´gia de
Hartley, Estrate´gia de Bankier, Bootstrap.
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Capı´tulo 1
Introduc¸a˜o
Um plano amostral probabilı´stico deve especificar o universo de investigac¸a˜o, as unidades
amostrais, os crite´rios de estratificac¸a˜o, os procedimentos de sorteio das unidades amostrais, as
probabilidades de inclusa˜o, os estimadores e os respectivos erros amostrais. Sabendo assim, de
que e de quem estamos falando e avaliando os desvios esperados para as estimativas (Bolfarine,
2005).
A estatı´stica inferencial utilizada no processo de estimac¸a˜o necessita de planos amostrais a
respeito de uma determinada populac¸a˜o, pois garantem a selec¸a˜o de elementos para compor a
amostra atrave´s de um processo de aleatorizac¸a˜o (Coelho, 2007). O uso inadequado de procedi-
mentos amostrais podem levar a resultados inadequados e vı´cios, fugindo da realidade, ou seja,
obtenc¸a˜o de amostras com resultados livres de vı´cios e confia´veis precisam ser estabelecidos
para o uso cientifico dos processos amostrais e na˜o sa˜o triviais (Medeiros, 2013). Para decidir
qual o melhor plano amostral e´ necessa´rio ter acesso a uma lista de elementos que compo˜e a
populac¸a˜o de interesse, o cadastro (Coelho, 2007). Na pra´tica, geralmente, a realizac¸a˜o de pla-
nos amostrais a tomando-se como base apenas um cadastro. Pore´m, outra metodologia que vem
ganhando espac¸o na a´rea de planejamento amostral e´ a abordagem de Cadastro Duplo.
E´ possı´vel que todas as etapas referentes ao processo de selec¸a˜o estejam corretas, pore´m os
resultados obtidos podem estar errados na˜o por conta de um erro amostral, mas sim de um erro
na˜o amostral como o erro de mensurac¸a˜o. Erro comum e difı´cil de tratar, que pode ocorrer em
qualquer etapa da coleta de dados por meio de instrumentos inadequados ate´ a identificac¸a˜o de
duplicatas apo´s a selec¸a˜o dos elementos que ira˜o compor a amostra, ocasionando problemas de
estimac¸a˜o de me´dias, proporc¸o˜es e totais populacionais (Sarndal et al, 1992).
Nesta direc¸a˜o, a abordagem de Cadastro Duplo pode ser uma alternativa para minimizar os
possı´veis erros de mensurac¸a˜o. Os primeiros estudos referentes a`s te´cnicas de estimac¸a˜o sob
a abordagem de cadastro duplo foram desenvolvidos por Hartley (1962). Desde enta˜o, va´rios
outros autores passaram a dar grandes contribuic¸o˜es na a´rea, entre eles Lund (1968), Fuller e
Burmeister (1972) que apresentaram melhorias nos trabalhos desenvolvidos por Hartley (1962).
Ale´m disso, planos amostrais mais complexos foram desenvolvidos por Bankier (1986) e Kalton
e Anderson (1986).
Dessa forma, e´ possı´vel perceber que a abordagem de Cadastro Duplo vem se tornando uma
ferramenta muito u´til nas estrate´gias de estimac¸a˜o, ale´m de possibilitar outras alternativas na
estrutura de considerac¸a˜o das informac¸o˜es. A abordagem de Cadastro Duplo e´ definida como
um levantamento amostral onde dois cadastros sa˜o utilizados para identificar elementos de uma
u´nica populac¸a˜o-alvo. Nesta abordagem, amostras aleato´rias independentes sa˜o selecionadas
de cada cadastro, sem necessariamente ter que usar o mesmo esquema amostral em ambos
(Coelho, 2011).
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Dado o exposto, este projeto visa a continuidade do desenvolvimento de estrate´gias de
estimac¸a˜o de efeitos sobre erros de mensurac¸a˜o em uma abordagem de Cadastro Duplo no con-
texto de me´todos de estimac¸a˜o em populac¸o˜es finitas, buscando potencialidades de aplicac¸a˜o
de planos amostrais para pesquisas reais que podem estar sujeitas a um ou mais erros de
mensurac¸a˜o que podem ser considerados durante as etapas de selec¸a˜o e observac¸a˜o dos dados.
Este Trabalho de Conclusa˜o de Curso esta´ dividida em 6 capı´tulos. Neste primeiro capı´tulo
foi apresentada uma introduc¸a˜o a respeito da abordagem de Cadastro Duplo. No capı´tulo 1
sa˜o apresentados os objetivos gerais e especı´ficos do trabalho. O capı´tulo 2 mostra os mate-
riais e me´todos utilizados o qual descreve os Me´todos Probabilı´sticos, o Estimador Horvitz-
Thompson, a Simulac¸a˜o Monte Carlo e Bootstrap. Ja´ o capı´tulo 3 introduz os aspectos de
estimac¸a˜o sob a abordagem de Cadastro Duplo, concentrando-se nos estimadores propostos por
Hartley (1962) e Bankier (1989). O capı´tulo 4 traz considerac¸o˜es sobre a aplicac¸a˜o dos me´todos
da abordagem de um e dois cadastros, com erros de mensurac¸a˜o. O capı´tulo 5 apresenta os re-
sultados dos estudos de simulac¸a˜o referentes a abordagem de Cadastro Duplo, onde e´ utilizado
o me´todo de Monte Carlo, tornando possı´vel a comparac¸a˜o entre os estimadores propostos e
descreve os possı´veis benefı´cios da utilizac¸a˜o de dois cadastros e da correc¸a˜o via Bootstrap. As
considerac¸o˜es finais e propostas para trabalhos futuros sa˜o retratadas no capı´tulo 6. A lingua-
gem de programac¸a˜o R constitue-se na plataforma computacional utilizada no desenvolvimento
desta monografia.
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Capı´tulo 2
Objetivos
2.1 Gerais
Apresentar me´todos de estimac¸a˜o sob a abordagem de Cadastro Duplo adaptados a` situac¸a˜o
em que ocorrem erros de mensurac¸a˜o na varia´vel resposta.
2.2 Especı´ficos
1. Realizar um estudo comparativo de estimadores sob a abordagem de um cadastro e de Ca-
dastro Duplo no contexto de Erros de Mensurac¸a˜o, bem como apresentar suas vantagens
e desvantagens;
2. Apresentar recomendac¸o˜es te´cnicas sob erros de mensurac¸a˜o para estudos reais de acordo
com o plano amostral probabilı´stico considerado.
3. Avaliar efeito do Bootstrap em dados contaminados com Erros de Mensurac¸a˜o.
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Capı´tulo 3
Material e Me´todos
Neste capı´tulo esta´ descrito brevemente algumas definic¸o˜es necessa´rias para melhor com-
preensa˜o deste trabalho.
3.1 Me´todo Probabilı´stico de Amostragem
Nesse tipo de amostragem, os elementos da amostra sa˜o selecionados aleatoriamente e todos
eles possuem probabilidade conhecida de serem escolhidos. A descric¸a˜o de um plano amostral
probabilı´stico deve especificar o universo de investigac¸a˜o, as unidades amostrais, os crite´rios
de estratificac¸a˜o, os procedimentos de sorteio das unidades amostrais, as probabilidades de
inclusa˜o, os estimadores e os respectivos erros amostrais. Desse modo, saberemos do que
e de quem estamos falando e avaliando os desvios esperados para as estimativas (Bolfarine,
2005). Alguns planos amostrais garantem uma selec¸a˜o dos elementos de forma probabilı´stica
como: Amostragem Aleato´ria Simples (AAS), Amostragem Sistema´tica (AS) e Amostragem
Estratificada (AE).
Pore´m, neste trabalho, utilizaremos apenas AAS sem reposic¸a˜o que e´ o me´todo mais simples
e mais importante para a selec¸a˜o de uma amostra. Ale´m de servir como um plano pro´prio, o
seu procedimento e´ usado de modo repetido em procedimento de mu´ltiplos esta´gios. Ele pode
ser caracterizado atrave´s da definic¸a˜o operacional: de uma lista com N unidade elementares,
sorteiam-se com igual probabilidade n unidades (n < N ) (Bolfarine, 2005).
3.2 Estimador Horvitz-Thompson (HT)
O estimador Horvitz-Thompson (HT) e´ um estimador na˜o viesado do total populacional
que foi proposto para tratar de amostras retiradas sem reposic¸a˜o de um universo finito com
probabilidades desiguais de selec¸a˜o. No entanto, este estimador tem aplicac¸a˜o em qualquer
plano amostral, com ou sem reposic¸a˜o.
Conforme Horvitz e Thompson (1952), quando estudamos uma populac¸a˜o finita onde somos
capazes de identificar seus elementos individualmente, podemos atribuir um vetor qualquer de
probabilidades de selec¸a˜o a esses elementos. Fazendo uma escolha adequada desse vetor de
probabilidades e´ possı´vel reduzir a variaˆncia de estimativas na˜o viesadas se compararmos com
aquelas obtidas utilizando-se probabilidades iguais de selec¸a˜o.
De modo a entender esta estrate´gia, seja U = 1, 2, 3...N , o conjunto dos ı´ndices que iden-
tificam os elementos que compo˜em a populac¸a˜o alvo, de tamanho N e S = S1, S2, S3, ...SM ,
todo o conjunto de todas as possı´veis amostras de tamanho n, em que cada amostra Si que pode
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ser obtida de Ui com uma probabilidade denotada por P (Si), chamada de probabilidade de
selec¸a˜o.
Para cada elemento de U , temos tambe´m uma probabilidade de cada elemento ser incluı´do
na amostra, ou seja, o vetor de probabilidades de inclusa˜o de primeira ordem e´ dado dado por:
Π¯ = pi1, pi2, pi3, ..., piN . Cada uma das possı´veis probabilidades de inclusa˜o podem ser obtidas
da seguinte forma:
pik =
m(k)∑
i=1
P (Si), (3.1)
em que m(k) representa o nu´mero de amostras que conte´m o elemento k. De modo semelhante,
temos ainda que pikl e´ chamado de probabilidade de inclusa˜o de segunda ordem. Ou seja,
pikl = P (k, l ∈ S) = P (IkIl = 1) =
m(k,l)∑
i=1
P (Si) (3.2)
em que m(k, l) representa o nu´mero de amostras que conte´m os elementos k e l ao mesmo
tempo. Ao todo, existem N(N−1)
2
probabilidades de inclusa˜o de segunda ordem.
Considerando o total populacional como paraˆmetro de interesse, o estimador de Horvitz-
Thompson, e sua respectiva variaˆncia, sa˜o dados pela seguinte expressa˜o.
tˆpi =
∑
k∈S
yk
pik
, (3.3)
Var
(
tˆpi
)
=
∑
k∈U
∑
l∈U
(pikl − pikpil)yk
pik
yl
pil
. (3.4)
onde yk e´ um valor nume´rico observa´vel.
Para o plano AAS, temos que:
P (Si) =
1(
N
n
) e pik = n
N
. (3.5)
Dessa forma,
tˆpi(AAS) =
∑
k∈S
yk( n
N
) = N ×∑
k∈S
yk
n
= Ny¯ (3.6)
e tem como variaˆncia N2(1− pik)
S2yU
n
.
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3.3 Simulac¸a˜o de Monte Carlo
A simulac¸a˜o de Monte Carlo e´ uma te´cnica matema´tica computadorizada que possibilita
levar em conta o riso em ana´lises quantitativas e tomadas de decisa˜o. Analisando e resolvendo
problemas que envolvem o uso de nu´meros aleato´rios e probabilidades. Portanto, e´ um me´todo
de avaliac¸a˜o interativa de um modelo determinı´stico que utiliza nu´meros randomizados como
entradas. Esse me´todo e´ mais utilizado quando o modelo e´ complexo, ou na˜o-linear, ou quando
envolve um nu´mero razoa´vel de paraˆmetros de incerteza (Lima et. al, 2008)
A rigor, a Simulac¸a˜o de Monte Carlo consiste em um experimento de amostragem, cujo
objetivo principal esta´ em estimar o comportamento de uma varia´vel de resultado, que depende
de outras varia´veis aleato´rias de forma automa´tica, gerando uma grande quantidade de cena´rios,
automaticamente (Nascimento, 2007, Matias Jr., 2006). A cada iterac¸a˜o, o resultado e´ arma-
zenado e, ao final de todas as repetic¸o˜es, a sequeˆncia de resultados gerados e´ transformada em
uma distribuic¸a˜o de frequeˆncia que possibilita calcular estatı´sticas descritivas.
Neste trabalho foi realizado um estudo via simulac¸a˜o Monte Carlo com o objetivo de estudar
os Erros de Mensurac¸a˜o sob abordagem de Cadastro Duplo. Estudando atrave´s do estimador
Horvitz Thompson, Hartley e Bankier a possibilidade de uma melhor estimativa quando utiliza-
se a correc¸a˜o Bootstrap.
Neste trabalho o nu´mero de re´plicas de Monte Carlo foi fixado em 1000 e todas as simulac¸o˜es
foram realizadas utilizando a linguagem de programac¸a˜o R. A edic¸a˜o do texto foi realizada a
atrave´s do sistema de tipografia LaTeX.
3.4 Bootstrap
O Me´todo de Bootstrap foi introduzido em 1979 por Efron. Os me´todos de Bootstrap
sa˜o uma classe de me´todos de Monte Carlo na˜o-parame´tricos que estimam a distribuic¸a˜o da
populac¸a˜o por reamostragem. A distribuic¸a˜o da populac¸a˜o finita representada pela amostra
pode ser encarada como uma pseudo-populac¸a˜o, com caracterı´sticas ana´logas a`s da verdadeira
populac¸a˜o.
Atrave´s da gerac¸a˜o repetida de amostras aleato´rias desta pseudo-populac¸a˜o (reamostragem),
a distribuic¸a˜o de amostragem de uma estatı´stica pode ser estimada. O Bootstrap gera amostras
aleatoriamente a partir da distribuic¸a˜o empı´rica da amostra.
Seja x = (x1, . . . , xn)(eventualmente com repetic¸o˜es) uma amostra aleato´ria observada da
fd FX(·). A func¸a˜o distribuic¸a˜o associada a X∗ que atribui uniformemente
P (X∗ = x) =
1
n
(3.7)
e´ a chamada func¸a˜o distribuic¸a˜o empı´rica (fde), e denota-se por Fn(·).
O procedimento para estimar θ atrave´s do estimador θˆ, gerando amostras Bootstrap por re-
amostragem a partir de x = (x1, · · · , xn), e´ dado por:
Para cada re´plica Bootstrap, indexada em b = 1, 2, · · ·B:
• Gerar amostra Bootstrap x∗(b) = x∗1, · · · ;x∗n atrave´s da amostragem com reposic¸a˜o da
amostra observada x1, · · · , xn
• Calcular a b-e´sima re´plica θˆ(b) na amostra Bootstrap x∗(b)
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A estimativa Bootstrap de Fθˆ(·) e´ a func¸a˜o distribuic¸a˜o empı´rica das re´plicas θ(1), · · · , θ(n)
dada por:
F ∗n(x) =
1
B
B∑
b=1
1{θˆ(b)≤x} (3.8)
3.4.1 Estimac¸a˜o Bootstrap do vie´s
O vie´s de um estimador θˆ de θ e´ definido como vies(θˆ) = E[θ]− θ : A estimac¸a˜o Bootstrap
do vie´s usa as re´plicas Bootstrap de θ para estimar a distribuic¸a˜o de amostragem de θ.
ˆvies
∗
(θˆ) =
¯ˆ
θ∗ − θ (3.9)
com
¯ˆ
θ∗ =
1
B
B∑
b=1
θˆ(b) (3.10)
e
θˆ = θˆ(x) = θˆ(x1, · · · , xn) (3.11)
3.4.2 Estimac¸a˜o Bootstrap do desvio padra˜o
A estimac¸a˜o Bootstrap do desvio padra˜o de um estimador θˆ e´ o desvio padra˜o empı´rico das
re´plicas Bootstrap θˆ(1), · · · , θˆ(B).
dˆp
∗
(θˆ) =
√√√√ 1
B − 1
B∑
b=1
(θˆ(b) − ¯ˆθ(∗))2 (3.12)
com
¯ˆ
θ(∗) =
1
B
B∑
b=1
θˆ(b) (3.13)
Todas as simulac¸o˜es foram realizadas utilizando mil re´plicas de Monte Carlo e 500 re´plicas
de Bootstrap, totalizando assim meio milha˜o de re´plicas por experimento.
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Capı´tulo 4
A abordagem de Cadastro Duplo
A considerac¸a˜o de planos amostrais para se realizar infereˆncia a respeito de uma determi-
nada populac¸a˜o de interesse e´ de extrema importaˆncia, pois garantem a selec¸a˜o de elementos
para compor a amostra atrave´s de um processo de aleatorizac¸a˜o que permite utilizar a teoria
da infereˆncia estatı´stica. Para decidir sobre que tipo de plano amostral deve ser utilizado, e´
necessa´rio ter acesso a uma lista de elementos que compo˜em a populac¸a˜o de interesse, a qual e´
chamada de cadastro (Coelho,2007).
Em estudos mais sofisticados, e´ possı´vel que todas as etapas referentes a` forma da selec¸a˜o da
amostra a partir de um cadastro estejam corretas, pore´m todos os resultados obtidos podem estar
errados na˜o por conta de um erro amostral gerado pelo plano amostral, e sim devido a um erro
na˜o amostral, que e´ o erro de cobertura, ou seja, elementos que fazem parte da populac¸a˜o alvo
podem na˜o estar incluı´dos no cadastro que se tem disponı´vel, e nessa direc¸a˜o, a abordagem de
Cadastro Duplo e´ uma alternativa para minimizar o erro de cobertura. A abordagem de Cadastro
Duplo e´ definida como um levantamento amostral onde dois cadastros, denotados porA eB, sa˜o
utilizados para identificar elementos de uma u´nica populac¸a˜o-alvo. Nesta abordagem, amostras
aleato´rias independentes, denotadas por SA e SB, sa˜o obtidas de cada cadastro, respectivamente,
atrave´s de planos amostrais com probabilidade p(SA) e p(SB) possivelmente diferentes.
Existem inu´meras situac¸o˜es onde e´ possı´vel utilizar a abordagem de cadastro duplo. Por
exemplo, quando um dos cadastros na˜o tem um grau de cobertura deseja´vel da populac¸a˜o-alvo,
pore´m existe um segundo cadastro, o qual, em conjunto com o primeiro, fornece cobertura
completa. Outra situac¸a˜o pode ser exemplificada por um cadastro que cobre por completo a
populac¸a˜o-alvo, mas tem alto custo de selec¸a˜o da amostra. Nesse caso, se houver outro cadastro
disponı´vel e de abrangeˆncia menor que o primeiro, e´ possı´vel utilizar ambos os cadastros de
modo a tornar vantajosa a relac¸a˜o custo-benefı´cio de selec¸a˜o de elementos. Estas situac¸o˜es sa˜o
representadas pelas figuras a seguir.
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Figura 4.1: ((a) Cadastro duplo fornecendo cobertura completa para a populac¸a˜o-alvo; (b)
Cadastro Duplo utilizado para melhorar a relac¸a˜o custo benefı´cio)
A abordagem de Cadastro Duplo e´ um caso particular da abordagem de cadastros mu´ltiplos
em que F cadastros sa˜o utilizados (F ≥ 2). Em geral, tal abordagem implica a existeˆncia de
2F − 1 domı´nios possı´veis de serem identificados.
Figura 4.2: Domı´nios a, b e ab induzidos pela abordagem de Cadastro Duplo
Considere que esta˜o disponı´veis dois cadastros, A e B, fornecendo a cobertura para uma
populac¸a˜o-alvo. Para a implementac¸a˜o da abordagem de Cadastro Duplo, duas condic¸o˜es sa˜o
necessa´rias:
1. Todos os elementos da populac¸a˜o-alvo devem ser identificados pela unia˜o dos cadastros;
2. Pode-se verificar se qualquer elemento de um cadastro pertence ou na˜o ao outro.
Denotando por U = UA ∪ UB o conjunto de elementos da populac¸a˜o-alvo e conside-
rando a notac¸a˜o de domı´nios representada na figura (4.2), Hartley (1962) faz uma descric¸a˜o
dos possı´veis cena´rios gerados por um levantamento amostral realizado atrave´s da abordagem
de Cadastro Duplo. Estes cena´rios dependem basicamente da disponibilidade de informac¸o˜es
populacionais, como mostra a tabela (4.1) a seguir:
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Tabela 4.1: Cena´rios possı´veis em uma abordagem de Cadastro Duplo
Tipo de Informac¸a˜o
CENA´RIOS
Disponı´vel 1 2 3 4
Tamanhos dos Tamanhos dos Apenas os Apenas as
Tamanho dos domı´nios domı´nios tamanhos dos magnitudes
domı´nios e dos e cadastros e cadastros cadastros relativas dos
cadastros conhecidos conhecidos conhecidos cadastros
conhecidas
Possibilidade Alocac¸a˜o de Alocac¸a˜o de Alocac¸a˜o de Alocac¸a˜o de
de alocac¸a˜o da amostra amostra amostra aos amostra aos
amostra aos domı´nios aos cadastros cadastros cadastros
O cena´rio 1 permite que a amostra seja alocada a cada domı´nio, o que ilustra o caso de
um plano sob estratificac¸a˜o. Os cena´rio 2, 3 e 4 admitem a alocac¸a˜o da amostra apenas aos
cadastros.
No cena´rio 3, apenas os tamanhos populacionais nos cadastros sa˜o conhecidos, enquanto
o cena´rio 4 apresenta como u´nica informac¸a˜o disponı´vel apenas o tamanho relativo dos cadas-
tros, tornando possı´vel apenas a estimac¸a˜o de me´dias populacionais. A Tabela 4.2 apresenta a
notac¸a˜o utilizada nesta estrate´gia.
Tabela 4.2: Notac¸a˜o utilizada em abordagem de Cadastro Duplo
Quantidades de
CADASTRO Domı´nio
Interesse A B a b ab
Populac¸a˜o A B A B A ∩B
Tamanho da Populac¸a˜o NA NB Na Nb Nab
Total populacional tyA tyB tya tyb tyab
Me´dia populacional µyA µyB µya µyb µyab
Amostra SA SB Sa Sb Sab
Tamanho da amostra nA nB na nb nab(A) nab(B)
Estimador do Total t̂yA t̂yB t̂ya t̂yb tˆAyab tˆ
B
yab
Me´dia amostral yA yB y˜a y˜b y˜Aab y˜
B
ab
Denota-se que Ua = UA ∪ U cB, Ub = U cA ∪ UB e Uab = UA ∪ UB. As quantidades n′ab, tˆ′yab e
y¯′ab sa˜o referentes a elementos na amostra que pertencem a Uab e que foram obtidas do cadastro
A. As quantidades n′′ab, tˆ
′′
yab e y¯
′′
ab sa˜o definidas analogamente e esta˜o relacionadas ao cadastro
B.
10
Dessa forma, dentre outras relac¸o˜es identifica´veis, tem-se que:
• NA = Na +Nab;
• NB = Nb +Nab e
• N = Na +Nb +Nab = Na +NB = NA +Nb.
As quantidades na tabela (4.2), referentes aos totais populacionais, sa˜o definidas da seguinte
forma:
ty =
∑
k∈U yk e´ o total populacional da varia´vel de interesse na populac¸a˜o;
tyA =
∑
k∈UA yk e´ o total populacional da varia´vel de interesse y, no cadastro A;
tyB =
∑
k∈UB yk e´ o total populacional da varia´vel de interesse y, no cadastroB;
tya =
∑
k∈Ua yk e´ o total populacional da varia´vel de interesse y, em Ua;
tyb =
∑
k∈Ub yk e´ o total populacional da varia´vel de interesse y, em Ub;
tyab =
∑
k∈Uab yk e´ o total populacional da varia´vel de interesse y, em Uab.
E´ possı´vel observar que ty = tya + tyab + tyb.
4.1 Estrate´gia de Hartley
O me´todo de estimac¸a˜o desenvolvido por Hartley (1962) foi proposto com base em uma
varia´vel yk para cada cadastro, e pode ser definida da seguinte forma:
y∗k =

yk, se k ∈ a ou k ∈ b
pyk, se k ∈ ab e k ∈ A
(1− p)yk, se k ∈ ab e k ∈ B,
em que p e´ uma constante de ponderac¸a˜o para identificac¸a˜o dos elementos de cada cadastro na
populac¸a˜o, tal que 0 ≤ p ≤ 1. Dessa forma , e´ possı´vel reescrever o total populacional, ty, da
seguinte maneira:
ty = tya + tyb + tyab
= tya + tyb + (p+ 1− p)tyab
= tya + ptyab + tyb + (1− p)tyab
=
∑
k∈A
y∗kA +
∑
k∈B
y∗kB
= t∗yA + t
∗
yB. (4.1)
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Hartley enfatiza o fato de que ty pode ser estimado utilizando estimadores para cada um dos
domı´nios a, b e ab. E´ possı´vel tambe´m representar ty ou a me´dia populacional, µ, da seguinte
forma:
ty = tyA + tyB − tyab = tyA + tyB − (ptyab + (1− p)tyab) (4.2)
µ = N−1ty = N−1 (tyA + tyB − tyab) . (4.3)
Considere o problema de obter um estimador para ty, sob a situac¸a˜o do cena´rio 2, onde
ha´ disponibilidade de informac¸a˜o sobre os tamanhos populacionais de cada domı´nio (Na, Nb
e Nab). Considere ainda que em cada cadastro foi aplicado um plano AAS, obtendo amostras
denotadas por SA e SB, de tamanhos nA e nB, referindo-se aos cadastrosA eB respectivamente.
Nestas condic¸o˜es, o estimador proposto por Hartley (1962) assume a seguinte forma:
tˆyH = Nay˜a +Nab(py˜
′
ab + ((1− p)y˜′′ab) +Nby˜b, (4.4)
onde:
y˜a e´ a Me´dia amostral do domı´nio a, a partir de elementos obtidos do cadastro A;
y˜b e´ a Me´dia amostral do domı´nio b, a partir de elementos obtidos do cadastro B;
y˜′ab e´ a Me´dia amostral do domı´nio ab, a partir de elementos obtidos do cadastroA;
y˜′′ab e´ a Me´dia amostral do domı´nio ab, a partir de elementos obtidos do cadastro B.
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4.2 Estrate´gia de Bankier
A estrate´gia de estimac¸a˜o sob a abordagem de Cadastro Duplo adotada por Bankier, Lep-
kowski e Groves (1986), descrita aqui simplesmente por estrate´gia BK, atribui pesos, a`s unida-
des amostrais de A e B. A ideia dos autores foi adotar uma abordagem que envolvesse apenas
quantidades amostrais referentes aos cadastros A e B, como mostra a figura a seguir.
Figura 4.3: Quantidades amostrais geradas pela estrate´gia BK
Denotando por wck o peso associado a um cadastro C, tem-se que:
wk
c =

1
pikA
, ka
1
pikB
, kb
1
pikA+pikB
, kab
(4.5)
Quando ha´ o interesse em estimar por exemplo uma me´dia populacional denotada por µ , tem
se que o estimador BK e´ dado por:
Y¯BK = N
−1
(∑
kSA
wAk yk +
∑
kSB
wBk yk
)
= wA
∑
kSA
wAk yk
NA
+ wB
∑
kSB
wBk yk
NB
(4.6)
= N−1
(∑
ka
wkyk +
∑
kb
wkyk +
∑
kab
wkyk
)
= way¯a + wby¯b + waby¯ab
com wA = NAN ,WB =
NB
N
, wa =
Na
N
, wb =
Nb
N
e wab = NabN .
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A variaˆncia de y¯BK e´ obtida a partir da expressa˜o V ar(θ¯) = dT
∑
d, onde:
d =
[
1
1
]
e
∑
BK
=
[
σ2yA 0
0 σ2yB
]
(4.7)
Na matriz
∑
BK σ
2
yA = V ar(
∑
kAw
A
k yk) e o σ
2
yB = V ar(
∑
kB w
B
k yk). E´ possı´vel obter
um estimador na˜o-viesado para a variaˆncia do estimador de Bankier, substituindo em
∑
BK as
quantidades populacionais pelos seus respectivos estimadores de Horvitz-Thompson.
Bankier (1986) propoˆs ainda um estimador iterativo chamado raking ratio estimator, dado
por :
y¯BK(r) = N
−1
∑
kSA
w
(r)
ka yk +
∑
kSB
w
(r)
kb yk +
(r)∑
kSab
w
(r)
kabyk
 (4.8)
A ideia e´ que se fac¸am r ajustes a` constante Wk, onde
w
(r)
ka =
Na
N̂A(r−1)
w
(r−1)
ka , w
(r)
kb = w
(r−1)
kb , w
(r)
kab =
Na
N̂A(r−1)
w
(r−1)
kab para r = 1, 3, 5, ... (4.9)
w
(r)
ka = w
(r−1)
ka , w
(r)
kb =
Nb
N̂
A(r−1)
v
w
(r−1)
kb , w
(r)
kab =
Nb
N̂
B(r−1)
v
w
(r−1)
kab para r = 2, 4, 6, ...
w
(0)
ka =
1
piAk
, w
(0)
kb =
1
piBk
, w
(0)
kab =
1
piAk + pi
B
k
N¯A(r) = w
(r)
kaNa + w
(r)
kabNab e N¯B(r) = w
(r)
kb Nb + w
(r)
kabnab
O estimador y¯BK(r) e´ obtido fazendo y¯BK(0) = y¯BK e aplicando r ajustes com respeito aos
domı´nios, alternadamente. Como para um determinado valor de r as expresso˜es para a variaˆncia
do estimador y¯BK(r) sa˜o bastante complexas (Bankier, Lepkowski e Groves (1986); Brackstone
e Rao (1979)), Skinner (1991) provou que quando o nu´mero de ajustes e´ suficientemente grande,
ou seja, quando r→∞, tem-se que
y¯BK(∞) = N−1(NA − N˜ab)y¯a + N˜aby¯ab + (NB − N˜ab)y¯b (4.10)
Logo, a variaˆncia aproximada do estimador raking e´ dada por
AV ar(y¯BK(∞)) =
(
1
piAk
)−1
Naσ
2
a +
(
1
piBk
)−1
Nbσ
2
b + (pi
A
k + pi
B
k )
−1Nabσ2ab (4.11)
+(µa + µb − µab)2 NabNaNb
nANb + nBNa
(1 + λ2),
onde µa, µb e µab sa˜o as me´dias populacionaisnde cada domı´nio e σ2a, σ
2
b , σ
2
ab sa˜o as variaˆncias
populacionais de cada domı´nio, e
λ2 =
NaNb(Nab)
2[(piAk )
2NA − (piBk )2NB]2
NANBpiAKpi
B
K(pi
A
K + pi
B
K)
2(N2ab −NANB)2
(4.12)
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Capı´tulo 5
Erro de mensurac¸a˜o
O processo de estimac¸a˜o de me´dias, totais, ou proporc¸o˜es populacionais em diversas situa-
c¸o˜es pode estar sujeito ao que se define como erro de mensurac¸a˜o na a´rea de amostragem. Este
tipo de erro pode ocorrer em qualquer etapa da fase de coleta de dados, que vai desde a medic¸a˜o
por meio de um instrumento inadequado ate´ a identificac¸a˜o de duplicatas apo´s a selec¸a˜o dos
elementos que ira˜o compor a amostra, algo bastante comum em uma abordagem de Cadastro
Duplo.
Neste trabalho utilizaremos a suposic¸a˜o de que cada elemento pertencente aos conjuntos
Ua ou Ub selecionado, para compor as amostras de um dos cadastros, esta associado a um
valor nume´rico observa´vel, denotado por yk. Este valor sera´ observado com exatida˜o, desde
que este elemento seja selecionado e sujeito a observac¸a˜o (mensurado). Esta observac¸a˜o exata
sera´ definida como valor verdadeiro de medic¸a˜o da varia´vel resposta para cada elemento da
populac¸a˜o de interesse nos cadastrosA eB.
Em uma abordagem de Cadastro Duplo, θk(A) e θk(B) denotara˜o os valores de medic¸a˜o para
cada um dos elementos presentes nas amostras obtidas dos cadastrosA eB, respectivamente. O
esperado e´ que em todo levantamento amostral por meio de uma abordagem de cadastro duplo
o procedimento de coleta seja realizado de modo que os valores verdadeiros de medic¸a˜o sejam
observados. Pore´m este procedimento pode gerar erros, de modo que os valores mensurados
nas amostras de cada cadastro tera˜o uma distancia de afastamento do valor que seria observado
caso na˜o houvesse a presenc¸a de erros de mensurac¸a˜o no processo. Seja dk(C) = yk − θk(C),
para todo K pertencente a UC , em que C pertence [A,B]. Assim, dK(C) e´ denotada como a
diferenc¸a entre o valor observa´vel e o valor verdadeiro em cada uma das amostras obtidas dos
cadastrosA e B. Esta diferenc¸a e´ chamada de erro de mensurac¸a˜o para o K-e´simo elemento do
conjunto UC .
Dado o exposto, este projeto visa a continuidade do desenvolvimento de estrate´gias de
estimac¸a˜o de efeitos sob erros de mensurac¸a˜o em uma abordagem de Cadastro Duplo no con-
texto de me´todos de estimac¸a˜o em populac¸o˜es finitas, buscando potencialidades de aplicac¸a˜o
de planos amostrais para pesquisas reais que podem estar sujeitas a um ou mais erros de
mensurac¸a˜o durante as etapas de selec¸a˜o e observac¸a˜o de dados.
Estas considerac¸o˜es sera˜o necessa´rias porque em diversas pesquisas por amostragem a forma
de selec¸a˜o da amostra a partir de um cadastro, mesmo que correta, podem conter resultados
comprometidos, na˜o por um erro amostral, gerado pelo plano amostral, ou por erro gerado na
selec¸a˜o dos elementos, mas devido a um ou mais erros na˜o amostrais que podem resultar em
erros de mensurac¸a˜o. Dessa forma, o presente projeto tem tambe´m a intenc¸a˜o de estender re-
sultados ja´ desenvolvidos e publicados na literatura sobre efeitos de erros de mensurac¸a˜o sob a
o´tica de apenas um cadastro, fornecidas por Mahalanobis(1946), Hansen et al. (1961), Hansen
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et al. (1964), Bailar e Dalenius(1969) e Sa˜rndal et al(2003).
Para o ca´lculo e avaliac¸a˜o dos estimadores combinados, foram considerados o Vie´s, Erro
Quadra´tico Me´dio, Vie´s Relativo, Desvio Padra˜o, Coeficiente de Variac¸a˜o e Intervalo de confianc¸a
dos estimadores do total populacional em cada cena´rio descrito na tabela (6.1).
O Vie´s de um estimador θ e´ dado por:
V (θˆ) = E(θˆ − θ) = E(θˆ)− θ
onde θ e´ o paraˆmetro de interesse e θˆ e´ o estimador de θ. O vie´s estimado e o vie´s relativo
estimado sa˜o obtidos a partir da estimativa de E(θˆ), via Monte Carlo.
O Erro Quadra´tico Me´dio e´ dado por:
EQM(θˆ) = V ar(θˆ) + V (θˆ)2.
O Vie´s Relativo e´ dado por:
V R(θˆ) =
|E(θˆ)− θ|
θ
,
O Desvio Padra˜o e´ dado por:
σ =
√∑n
i=1 (xi − x¯)2
n
CV =
σ
x¯
xi: valor na posic¸a˜o i no conjunto de dados
x¯: me´dia aritme´tica dos dados
n:quantidade de dados
CV : Coeficiente de Variac¸a˜o
Estimac¸a˜o por Intervalos de Confianc¸a:
Tambe´m denominada Estimac¸a˜o Intervalar, consiste em determinar um intervalo nume´rico.
A este intervalo esta´ associada uma probabilidade (β) de que o mesmo contenha o valor efetivo
do paraˆmetro estimado. A referida probabilidade e´ denominada “Nı´vel de Confianc¸a”. O valor
(1− β) tambe´m e´ conhecido como “Margem de Erro”.
Nı´veis de Confianc¸a e Valores Crı´ticos:
A primeira provideˆncia a ser tomada na construc¸a˜o de um intervalo de confianc¸a para es-
timar a me´dia e´ verificar se o desvio padra˜o populacional (σ) e´ conhecido. Se a resposta for
positiva, os valores crı´ticos sa˜o tomados com base na Distribuic¸a˜o Normal e os limites do inter-
valo sa˜o calculados da seguinte forma:
(x¯− Zc σ√
n
≤ µ ≤ x¯+ Zc σ√
n
)
Foi utilizado nı´vel de confianc¸a (β) de 95% enta˜o seu valor crı´tico (Zc) = 1, 96.
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Capı´tulo 6
Resultados e Discussa˜o
O desempenho dos estimadores propostos foi avaliado atrave´s de um estudo de simulac¸a˜o
de Monte Carlo, com nu´mero de re´plicas fixado em 1000 e realizadas 500 reamostras atrave´s do
Bootstrap. Para isto foram gerados cadastros de tamanho mil das distribuic¸o˜es de probabilidade
(Uniforme(0,1), Gamma(2,1) e Weibull(2,1)) e acrescendo a cada um deles treˆs tipos de erros,
um erro pequeno, me´dio e grande, com distribuic¸o˜es Normal(0.001,0.01), Normal(0.1,0.01) e
Normal(0.5,0.01), respectivamente.
Esses erros acrescidos simulam o comportamento do cadastro quando este conte´m Erros de
Mensurac¸a˜o, pore´m o interesse do trabalho e´ estudar ate´ que ponto esse tipo de erro pode ser
corrigido. Dessa forma, os cadastros iniciais foram contaminados com os erros em diferentes
proporc¸o˜es (25%, 50%, 75% e 100%).
Ja´ no caso onde utilizamos Cadastro Duplo, apenas o cadastro A foi contaminado com os
erros de mensurac¸a˜o e as distribuic¸o˜es utilizadas foram Uniforme(0,1) e Gamma(2,1). Para
ambos os casos foi sorteado uma amostra de tamanho 100 para calcular as estimativas e uma
amostra Bootstrap para avaliar a intensidade e o efeito do erro de mensurac¸a˜o nas diferentes
situac¸o˜es simuladas, atrave´s de medidas descritivas como Vie´s, Erro Quadra´tico Me´dio(EQM)
e Coeficiente de Variac¸a˜o (CV). Para o ca´lculo dos diversos intervalos de confianc¸a foi utilizada
uma confianc¸a de 95%.
Na utilizac¸a˜o de um Cadastro as estimativas foram obtidas atrave´s do estimador Horvitz
Thompson, ja´ para Cadastro Duplo estas foram obtidas atrave´s das estrate´gias de Hartley e
Bankier.
A Tabela (6.1) ilustra todos os cena´rios simulados e seus respectivos desvios padra˜o, faci-
litando assim a visualizac¸a˜o de todas as simulac¸o˜es realizadas neste trabalho. Nota-se que o
desvio padra˜o tende a aumentar com o aumento da contaminac¸a˜o em todas as distribuic¸o˜es. E´
possı´vel verificar que, para Gamma(2,1) por exemplo, a medida que os Erros de Mensurac¸a˜o
aumentam seus desvios padra˜o tambe´m crescem. Para as demais estimativas, o comportamento
observado foi o mesmo, o que evidencia que o nı´vel de contaminac¸a˜o e tamanho dos Erros de
Mensurac¸a˜o influenciam na estimac¸a˜o.
E´ importante ressaltar que a utilizac¸a˜o do Bootstrap como tentativa de correc¸a˜o das estima-
tivas, mostrou-se indiferente quando os dados esta˜o contaminados com Erros de Mensurac¸a˜o.
Os desvios padra˜o avaliados na tabela (6.1) sa˜o praticamente iguais com ou sem o me´todo de
reamostragem. Na distribuic¸a˜o uniforme(0,1) por exemplo, com contaminac¸a˜o de 25% e erro
pequeno, os desvios sa˜o 26,876 e 26,864 sem e com correc¸a˜o Boostrap respectivamente.
17
Ta
be
la
6.
1:
D
es
vi
o
Pa
dr
a˜o
de
to
do
s
os
ce
na´
ri
os
si
m
ul
ad
os
C
en
a´r
io
s
D
is
tr
ib
.
H
or
vi
tz
T
ho
m
ps
on
H
ar
tle
y
B
an
ki
er
C
on
t.
E
rr
os
de
M
en
su
ra
c¸a˜
o
N
(0
.0
01
,0
.0
1)
N
(0
.1
,0
.0
1)
N
(0
.5
,0
.0
1)
N
(0
.0
01
,0
.0
1)
N
(0
.1
,0
.0
1)
N
(0
.5
,0
.0
1)
N
(0
.0
01
,0
.0
1)
N
(0
.1
,0
.0
1)
N
(0
.5
,0
.0
1)
U
ni
fo
rm
e(
0,
1)
25
%
26
,8
76
28
,8
93
35
,1
01
33
,8
88
36
,4
17
35
,4
34
47
,2
19
0,
72
1
59
,5
46
50
%
27
,1
44
28
,7
23
36
,1
93
36
,1
92
34
,9
76
35
,9
55
47
,6
37
51
,9
66
62
,6
77
75
%
28
,1
18
29
,7
92
34
,5
22
37
,1
84
37
,0
85
35
,8
33
47
,3
14
48
,7
72
61
,9
84
10
0%
26
,7
24
27
,5
85
27
,6
18
35
,3
01
35
,4
62
35
,3
06
46
,3
17
50
,1
28
62
,9
48
G
am
m
a(
2,
1)
25
%
82
,8
12
95
,8
88
10
2,
64
5
17
5,
67
3
17
1,
08
5
16
8,
35
3
20
7,
85
7
21
6,
99
5
23
4,
25
8
50
%
12
8,
00
7
13
4,
78
3
13
6,
60
5
18
4,
24
4
16
8,
94
4
16
9,
34
4
21
6,
90
5
21
9,
43
4
23
5,
91
6
75
%
13
2,
33
4
14
2,
37
9
13
1,
72
7
18
9,
60
0
16
9,
15
3
17
1,
82
3
21
3,
41
1
22
7,
43
6
22
9,
58
8
10
0%
13
1,
93
1
13
9,
35
1
12
4,
49
8
17
5,
85
4
17
7,
82
1
17
2,
24
2
21
2,
90
9
21
8,
19
1
23
7,
89
1
W
ei
bu
ll(
2,
1)
25
%
36
,4
51
37
,3
45
48
,4
52
-
-
-
-
-
-
50
%
45
,1
29
44
,0
11
52
,5
03
-
-
-
-
-
-
75
%
44
,1
89
46
,6
08
57
,5
44
-
-
-
-
-
10
0%
46
,7
88
45
,1
09
41
,6
38
-
-
-
-
-
-
B
oo
ts
tr
ap
U
ni
fo
rm
e(
0,
1)
25
%
26
,8
64
28
,8
95
35
,1
04
33
,8
98
36
,3
28
35
,5
22
50
,1
12
49
,1
06
48
,3
32
50
%
27
,1
25
28
,7
42
36
,2
09
36
,2
12
34
,8
45
35
,9
25
51
,6
20
50
,3
69
50
,4
75
75
%
28
,1
19
29
,7
69
34
,5
28
37
,0
40
37
,0
10
35
,7
40
53
,0
14
50
,6
16
49
,8
54
10
0%
26
,7
12
27
,5
97
27
,6
18
35
,2
68
35
,6
89
35
,3
32
44
,4
83
45
,2
61
46
,9
29
G
am
m
a(
2,
1)
25
%
82
,8
10
95
,9
32
10
2,
71
1
19
6,
38
4
19
0,
72
0
18
7,
24
2
22
2,
70
2
21
7,
83
9
21
5,
73
1
50
%
12
8,
03
8
13
4,
81
8
13
6,
67
2
20
3,
36
6
18
3,
33
0
18
2,
93
7
22
3,
71
8
22
2,
93
2
21
6,
04
9
75
%
13
2,
31
5
14
2,
45
7
13
1,
72
7
20
9,
19
0
18
6,
51
2
19
1,
49
6
22
3,
71
8
22
2,
93
2
21
6,
04
9
10
0%
13
1,
93
4
13
9,
28
8
12
4,
48
9
19
5,
05
9
19
5,
91
3
18
7,
97
9
21
6,
84
7
22
0,
10
5
20
7,
05
7
W
ei
bu
ll(
2,
1)
25
%
36
,4
32
37
,3
38
48
,5
31
-
-
-
-
-
-
50
%
45
,1
73
44
,0
10
52
,5
01
-
-
-
-
-
-
75
%
44
,1
87
46
,6
20
57
,5
34
-
-
-
-
-
-
10
0%
46
,8
02
45
,1
07
41
,6
91
-
-
-
-
-
-
18
6.1 Estimac¸a˜o de totais populacionais
O Desempenho dos estimadores propostos sob o plano de Amostragem Aleato´ria Simples
sob os cena´rios de contaminac¸a˜o, e´ apresentado a seguir pelas tabelas 6.2 a 6.4 e figuras 6.1 a
6.3. No estudo de Simulac¸a˜o o interesse era estimar o total populacional e para os intervalos de
confianc¸a construı´dos os valores dos paraˆmetros foram (505,27,2010,26 e 899,26) respectiva-
mente para as distribuic¸o˜es Uniforme(0,1), Gamma(2,1) e Weibull(2,1).
A partir da distribuic¸a˜o Uniforme(0,1) (Tabela 6.2) nota-se que em todos os diferentes tipos
de contaminac¸a˜o na˜o ha´ erros significantes, dado que praticamente, todos os intervalos conte´m o
verdadeiro valor do paraˆmetro, com excec¸a˜o do caso quando o erro e´ grande ou a contaminac¸a˜o
e´ de 100%. E´ possı´vel notar que o uso do me´todo Bootstrap, implementado com intuito de
corrigir o vie´s do estimador, na˜o apresentou evideˆncias de bom desempenho em situac¸o˜es nas
quais os dados esta˜o contaminados com Erro de Mensurac¸a˜o, resultando em vieses pro´ximos
quando comparados as estimativas sem a utilizac¸a˜o do me´todo.
Na (Tabela 6.3), com distribuic¸a˜o Gamma(2,1) observamos que a contaminac¸a˜o de 25%
teve o pior comportamento, dado que tiveram altos EQM e na˜o incluı´ram o verdadeiro valor
do paraˆmetro no intervalo de confianc¸a e o Bootstrap na˜o conseguiu corrigir o problema. Na
distribuic¸a˜o Weibull (Tabela 6.4) foi possı´vel observar novamente que o uso do me´todo Bo-
otstrap para este cena´rio na˜o foi capaz de fornecer uma estimativa precisa do paraˆmetro de
interesse, distanciando-se do verdadeiro valor do paraˆmetro e consequentemente aumentando o
Vie´s e o EQM.
Este me´todo tambe´m se mostrou muito sensı´vel a erros grandes (N (0.5,0.01)), onde suas
estimativas e seus EQMs aumentam em proporc¸o˜es altas e seus intervalos na˜o contem o verda-
deiro valor do paraˆmetro, dando indı´cios de que o processo de reamostragem apenas aumentou
o nu´mero de amostras contaminadas.
De modo geral, e´ possı´vel observar que o estimador Horvitz Thompsom na˜o obteve bons
resultados, dado que a cobertura do intervalo de confianc¸a foi pequena e a variabilidade de-
monstrada atrave´s do Coeficiente de Variac¸a˜o foi alta. Observando-se os diferentes cena´rios
tem-se que o pior desempenho foi obtido quando utilizado a distribuic¸a˜o Gamma e o melhor
com Uniforme, como mostram os valores de desvio padra˜o, vie´s relativo e EQM.
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Atrave´s do vie´s relativo (Figura 6.1) nota-se que a distribuic¸a˜o Uniforme tem padra˜o de
aumento do vie´s a medida que o erro aumenta, nota-se tambe´m que a correc¸a˜o Bootstrap na˜o
amenizou este efeito. Ja´ a Figura (Figura 6.2) mostra que a distribuic¸a˜o Gamma se comportou
semelhante a Uniforme nas contaminac¸o˜es de 50% e 100%, entretanto as contaminac¸o˜es de
25% e 75% tiveram padra˜o descrente de vie´s a medida que aumenta-se o erro de mensurac¸a˜o.
Quando avaliamos atrave´s da distribuic¸a˜o Weibull (Figura 6.3), vemos que 50%,75% e
100% continuam, assim como a distribuic¸a˜o Gamma e Uniforme, com um padra˜o crescente
de vie´s. Pore´m a contaminac¸a˜o de 25% apresenta-se diferente das demais, com aumento do
Vie´s Relativo em erros pequenos e uma diminuic¸a˜o do Vie´s, quando o aumenta-se o Erro de
Mensurac¸a˜o.
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Figura 6.1: Vie´s Relativo ao estimador Horvitz Thompson da distribuic¸a˜o Uniforme nos treˆs
tipos de erro de mensurac¸a˜o.
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Figura 6.2: Vie´s Relativo ao estimador Horvitz Thompson da distribuic¸a˜o Gamma nos treˆs
tipos de erro de mensurac¸a˜o.
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Figura 6.3: Vie´s Relativo ao estimador Horvitz Thompson da distribuic¸a˜o Weibull nos treˆs
tipos de erro de mensurac¸a˜o
Independente da distribuic¸a˜o utilizada, as estimativas com e sem a correc¸a˜o Bootstrap sa˜o
muito pro´ximas, pore´m vemos que o Vie´s Relativo para um u´nico cadastro aumenta junto com
o aumento da contaminac¸a˜o e o Bootstrap na˜o consegue corrigir as estimativas no cena´rio estu-
dado.
6.2 Estimac¸a˜o de totais populacionais sob a abordagem de
Cadastro Duplo
Dado que as ana´lises com o estimador Horvitz Thompson apresentaram dificuldades para
corrigir os efeitos do Erro de Mensurac¸a˜o, foram utilizadas as distribuic¸o˜es Gamma(2,1) e Uni-
forme(0,1) sob efeito de Cadastro Duplo. Estas distribuic¸o˜es haviam apresentado o pior e o
melhor cena´rio, respectivamente, na utilizac¸a˜o de apenas um cadastro. Sob este aspecto, sera´
avaliada a utilizac¸a˜o de dois cadastros na estimac¸a˜o de forma geral e tambe´m com correc¸a˜o
Bootstrap.
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6.2.1 Estimativas atrave´s da Estrate´gia de Hartley
Quando utilizamos dois cadastros para calcular estimativas de Hartley, vemos que as estima-
tivas foram mais pro´ximas e os Vieses e EQMs diminuı´ram. Portanto, ha´ indı´cios que o cadastro
duplo mostra uma melhor estimativa, provavelmente por estar amostrando mais no cadastro B
que na˜o foi contaminado por erros de mensurac¸a˜o.
Ou seja, a contribuic¸a˜o do cadastro B melhora as estimativas, anulando um pouco o efeito
do erro de mensurac¸a˜o inserido no cadastro A. Pore´m, o Bootstrap ainda na˜o consegue corrigir
as estimativas, apenas diminui os Vieses e Erros Quadra´ticos Me´dios. Quando consideramos o
maior erro de mensurac¸a˜o inserido no cadastro A, na˜o ha´ melhoras significantes quando com-
parados com um u´nico cadastro, pois as medidas descritivas de variac¸a˜o ainda sa˜o grandes e
os intervalos de confianc¸a ainda na˜o contem o verdadeiro valor do paraˆmetro. As tabelas 6.5
e 6.6 mostram as estimativas obtidas atrave´s do estimador de Hartley. A distribuic¸a˜o Gamma,
obteve bom desempenho para Erros de Mensurac¸a˜o pequenos e me´dios, onde o intervalo de
confianc¸a obteve o valor do paraˆmetro. Ja´ com a distribuic¸a˜o Uniforme os desvios e Coefici-
entes de Variac¸a˜o sa˜o ainda menores, pore´m os u´nicos intervalos de confianc¸a que contem o
paraˆmetro sa˜o com erro de mensurac¸a˜o pequeno.
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O gra´fico abaixo (Figura 6.4) mostra que o Bootstrap na˜o consegue corrigir as estimativas
de totais populacionais, mantendo os Vieses praticamente iguais.
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Figura 6.4: Avaliac¸a˜o do Vie´s Relativo sob estrate´gia de Hartley na distribuic¸a˜o Gamma nos
treˆs tipos de erro de mensurac¸a˜o
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Figura 6.5: Avaliac¸a˜o do Vie´s Relativo sob estrate´gia de Hartley na distribuic¸a˜o Uniforme nos
treˆs tipos de erro de mensurac¸a˜o
6.2.2 Estimativas atrave´s da Estrate´gia de Bankier
A tabela 6.7 mostra o comportamento do estimador Bankier nas amostras geradas. Ape-
nas nas contaminac¸o˜es de 25%, 50% e 75% com Erro de Mensurac¸a˜o N(0.5,0.01) o intervalo
de confianc¸a conteve o verdadeiro valor do paraˆmetro. Ale´m disso, nota-se que novamente o
Bootstrap na˜o conseguiu corrigir os dados, se mostrando me´todo ineficaz para ser utilizado em
dados com Erros de Mensurac¸a˜o.
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As figuras 6.6 e 6.7 mostram o comportamento do Vie´s Relativo nos diferentes nı´veis de
erro e contaminac¸a˜o, das distribuic¸o˜es Gamma e uniforme, respectivamente. Na distribuic¸a˜o
Gamma, o Bootstrap em todas as contaminac¸o˜es apresenta uma discreta melhora quando o erro
tem distribuic¸a˜o N (0.001,0.01), pore´m quando o erro aumenta o Bootstrap se distancia ainda
mais do real valor, aumentando os Vieses, ou seja, para o aumento do erro de mensurac¸a˜o ha´
um aumento do Vie´s Relativo que o Bootstrap na˜o consegue corrigir.
Na distribuic¸a˜o Uniforme, o Bootstrap apresenta Vieses similares aos que foram estima-
dos sem sua correc¸a˜o quando a contaminac¸a˜o e´ de 25%. Entretanto, quando a contaminac¸a˜o
e´ de 50%, 75% e 100%, o me´todo de reamostragem auxilia na estimac¸a˜o quando o erro de
mensurac¸a˜o e´ grande, reduzindo os vieses. Considerando os demais casos (erros pequenos e
me´dios) ele aumenta o Vie´s Relativo.
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Figura 6.6: Vie´s Relativo da distribuic¸a˜o Gamma estimado atrave´s da estrate´gia de Bankier,
sob efeito do Bootstrap nos treˆs tipos de erros de mensurac¸a˜o
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Figura 6.7: Vie´s Relativo da distribuic¸a˜o Uniforme estimado atrave´s da estrate´gia de Bankier,
sob efeito do Bootstrap nos treˆs tipos de erros de mensurac¸a˜o
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6.3 Comparac¸a˜o dos Estimadores
Comparando os estimadores, Horvitz Thompson, Hartley e Bankier, quanto a sua variabi-
lidade, nota-se que os estimadores de Cadastro Duplo apresentaram desempenho maior com
coeficientes bem menores para distribuic¸a˜o Gamma. Ale´m disso, ha´ evideˆncia de que os es-
timadores de Hartley sa˜o mais confia´veis para estimar o paraˆmetro populacional de interesse,
dado que apresentou estimativas menores do Coeficiente de Variac¸a˜o, dentre os demais.
O me´todo Bootstrap foi utilizado para que as amostras retiradas dele explicassem melhor
as informac¸o˜es sobre o paraˆmetro de interesse. Pore´m, os resultados mostram que o coefici-
ente tende a aumentar com o uso da correc¸a˜o, apresentando coeficientes de variac¸a˜o maiores.
Independente da distribuic¸a˜o utilizada, o Bootstrap na˜o consegue corrigir as estimativas, nem
quando utilizamos Cadastro Duplo. Entretanto, ele na˜o sofre grande influeˆncia do tamanho da
contaminac¸a˜o, nem de sua variabilidade.
Os estimadores de Hartley e Bankier se mostraram mais consistentes por na˜o sofrerem
grande influencia do tamanho da contaminac¸a˜o e de sua variabilidade. Ja´ o estimador de cadas-
tro simples utilizado sofre muita influeˆncia da situac¸a˜o a qual se encontra, refletindo assim na
variabilidade de seus coeficientes.
Ja´ quando utilizamos a distribuic¸a˜o Uniforme, os estimadores Hartley e Horvitz Thompsom
tiveram melhor desempenho, pore´m Hartley apresentou coeficiente de variac¸a˜o bem menores
e na˜o sofreu influencia da contaminac¸a˜o. Neste contexto, o Bootstrap na˜o conseguiu melhorar
seu desempenho nem dos demais, mantendo os coeficientes praticamente iguais.
Dentre todos os estimadores utilizados o estimador de Hartley apresentou estimativas com
os menores Coeficientes de Variac¸a˜o, tornando-se eficiente, independente da variabilidade do
erro de mensurac¸a˜o ou da porcentagem de contaminac¸a˜o.
Tabela 6.9: Coeficiente de Variac¸a˜o dos estimadores utilizados na distribuic¸a˜o Gamma
Distribuic¸a˜o Gamma
Cont. Erros de Mens. HT Hartley Bankier HT* Hartley* Bankier*
25%
N (0.001,0.01) 0,0968 0,0471 0,0780 0,0968 0,0527 0,0760
N (0.1,0.01) 0,1045 0,0457 0,0750 0,1045 0,0510 0,0720
N (0.5,0.01) 0,1048 0,0410 0,0640 0,1048 0,0456 0,0730
50%
N (0.001,0.01) 0,0659 0,0492 0,0720 0,0659 0,0542 0,0750
N (0.1,0.01) 0,0643 0,0452 0,0740 0,0643 0,0491 0,0740
N (0.5,0.01) 0,0613 0,0407 0,0630 0,0614 0,0439 0,0720
75%
N (0.001,0.01) 0,0817 0,0504 0,0710 0,0817 0,0556 0,0750
N (0.1,0.01) 0,0815 0,0460 0,0720 0,0815 0,0507 0,0740
N (0.5,0.01) 0,0692 0,0419 0,0670 0,0692 0,0467 0,0710
100%
N (0.001,0.01) 0,0667 0,0474 0,0760 0,0667 0,0525 0,0730
N (0.1,0.01) 0,0656 0,0479 0,0700 0,0656 0,0528 0,0740
N (0.5,0.01) 0,0509 0,0419 0,0650 0,0509 0,0456 0,0730
* Com correc¸a˜o Bootstrap.
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Tabela 6.10: Coeficiente de Variac¸a˜o dos estimadores utilizados na distribuic¸a˜o Uniforme
Distribuic¸a˜o Uniforme
Cont. Erros de Mens. HT Hartley Bankier HT* Hartley* Bankier*
25%
N (0.001,0.01) 0,0528 0,0376 0,0644 0,0527 0,0376 0,0717
N (0.1,0.01) 0,0551 0,0357 0,0581 0,0551 0,0356 0,0691
N (0.5,0.01) 0,0554 0,0252 0,0415 0,0554 0,0252 0,0603
50%
N (0.001,0.01) 0,0522 0,0401 0,0650 0,0522 0,0402 0,0743
N (0.1,0.01) 0,0517 0,0350 0,0591 0,0518 0,0348 0,0711
N (0.5,0.01) 0,0482 0,0256 0,0435 0,0482 0,0255 0,0632
75%
N (0.001,0.01) 0,0552 0,0413 0,0639 0,0552 0,0411 0,0764
N (0.1,0.01) 0,0529 0,0366 0,0563 0,0529 0,0365 0,0710
N (0.5,0.01) 0,0397 0,0255 0,0433 0,0397 0,0254 0,0624
100%
N (0.001,0.01) 0,0522 0,0392 0,0633 0,0522 0,0392 0,0629
N (0.1,0.01) 0,0469 0,0349 0,0578 0,0469 0,0348 0,0622
N (0.5,0.01) 0,0275 0,0251 0,0438 0,0275 0,0251 0,0582
* Com correc¸a˜o Bootstrap.
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Capı´tulo 7
Concluso˜es
No presente plano de trabalho foram apresentadas estrate´gias de estimac¸a˜o para totais popu-
lacionais conhecidas na literatura como o estimador Horvitz Thompsom e novas verso˜es destes
estimadores baseadas no estimador de Hartley (1962) e Bankier (1989) sob efeito de Erros de
Mensurac¸a˜o. Todas as principais propriedades estatı´sticas destes estimadores foram desenvol-
vidas de forma original e fornecera˜o contribuic¸a˜o adicional a` teoria ja´ existente.
Este trabalho apresentou estudo de simulac¸a˜o sob os estimadores para totais populacionais e
avaliac¸a˜o do efeito sofrido por eles quando existiam Erros de Mensurac¸a˜o. A partir das tabelas,
nota-se atrave´s de medidas descritivas que os estimadores funcionam melhor em pequenos Erros
de Mensurac¸a˜o, e com contaminac¸o˜es pequenas seus Vieses Relativos sa˜o menores.
Para os cena´rios nos quais consideramos dois cadastros, onde apenas o cadastroA esta´ con-
taminado com erros de mensurac¸a˜o e B esta´ livre, nota-se que ha´ uma melhora nas estimativas,
ou seja, a contribuic¸a˜o do cadastro B, anula um pouco o efeito do Erro de Mensurac¸a˜o inserido
no cadastro A. Pore´m, o Bootstrap ainda na˜o consegue corrigir as estimativas, apenas diminui
os Vieses e Erros Quadra´ticos Me´dios. Quando consideramos o maior Erro de Mensurac¸a˜o
inserido no cadastro A, na˜o ha´ melhoras significantes quando comparados com um u´nico ca-
dastro, pois as medidas descritivas de variac¸a˜o ainda sa˜o grandes e os intervalos de confianc¸a
ainda na˜o contem o verdadeiro valor do paraˆmetro. Principalmente porque apesar de os Vieses
Relativos e coeficientes de variac¸a˜o reduzirem quando passamos de um para dois cadastros, os
intervalos de confianc¸a para contaminac¸a˜o de 100% continuam sem conter o verdadeiro valor
do paraˆmetro.
Foram realizados, neste trabalho, estudos via simulac¸a˜o a fim de avaliar o desempenho do
delineamento Bootstrap em dados contaminados com Erros de Mensurac¸a˜o. Verificou-se, por
meio dos resultados obtidos, que as estimativas com correc¸a˜o Bootstrap mostram-se similares
a`s sem o me´todo de reamostragem. Esta dificuldade de corrigir as estimativas ocorre indepen-
dente da utilizac¸a˜o de Cadastro Duplo. Estes resultados sa˜o contradito´rios com as propriedades
mencionadas do me´todo Bootstrap, que e´ conhecido por apresentar resultados mais precisos.
Pore´m, para realizar uma estimac¸a˜o atrave´s da utilizac¸a˜o de Bootstrap e´ necessa´ria a realizac¸a˜o
de um nu´mero muito grande de reamostragens e acredita-se que o me´todo falha pois sua re-
amostragem apenas aumenta o nu´mero de informac¸o˜es contaminadas. Ou seja, a retirada de
amostras de uma pseudo-amostra original, cria um cadastro com uma porcentagem maior de
contaminac¸a˜o, tornando o me´todo ineficiente para os casos estudados no trabalho .
Em relac¸a˜o a distribuic¸a˜o Gamma, quando comparamos todos os estimadores utilizados as
melhores estimativas foram obtidas quando utilizados dois cadastros, uma vez que o Coefici-
ente de Variac¸a˜o foi reduzido. Ale´m do resultado positivo na utilizac¸a˜o do Cadastro Duplo, fica
claro que entre os dois estimadores utilizados nesta situac¸a˜o, Hartley se comportou melhor, com
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os menores Coeficientes de Variac¸a˜o. Ja´ quando comparamos as estimativas apresentadas pela
distribuic¸a˜o Uniforme, verifica-se que os melhores valores tambe´m foram obtidos com o estima-
dor de Hartley, que ale´m de obter as menores estimativas na˜o sofre influeˆncia da porcentagem
da contaminac¸a˜o. Portanto, em situac¸o˜es com dados contaminados por Erros de Mensurac¸a˜o
as melhores estimativas para o total populacional sera˜o obtidas por Cadastro Duplo atrave´s de
estimativas de Hartley.
7.0.1 Sugesto˜es para Trabalhos Futuros
Algumas sugesto˜es para trabalhos futuros consistem em estudar o aumento do tamanho
amostral e incluir a contaminac¸a˜o com Erro de Mensurac¸a˜o tambe´m no cadastro B, e enta˜o
verificar o desempenho do estimador. Outra alternativa e´ variar tambe´m o me´todo probabilı´stico
de selec¸a˜o da amostra.
38
Bibliografia
[1] Bankier (1986). Estimators based on several stratified samples with applications to multi-
ple frame surveys. Journal of the American Statistical Association.
[2] Bailar,B.A. and Dalenius, T. (1969). Estimating the Response Variance Components of
the U.S Bureau of the Census’Survey Model.
[3] Bolfarine, H. e Bussab, W. (2005). Elementos de Amostragem, volume 1. Blucher, 1 edi-
tion.
[4] Brackstone, G.J. and Rao, J.N.K. (1979). An Investigation of Raking Ratio Estimators.
Sankhya, Series C.
[5] Coelho, H. F. C. (2007). A abordagem de cadastro duplo: Estimac¸a˜o assistida por mode-
los com aplicac¸o˜es em pesquisas agropecua´rias. Master’s thesis, Universidade Federal de
Pernambuco, Departamento de Estatı´stica.
[6] Coelho, H. F. C. (2011). Infereˆncia sob planos amostrais de cadastro duplo. Tese (Douto-
rado). Programa de Po´s-Graduac¸a˜o em Estatı´stica, Universidade Federal de Pernambuco,
Recife.
[7] Efron, B. (1979). Computer and the theory of statistics: thinking the unthinkable.
[8] Fuller,W. A. and Burmeister, L. F. (1972). Estimators for samples selected from two over-
lapping frames. Proceedings of social science section of The American Statistical Asocia-
tion.
[9] Hansen,M. H.,Hurwitz W.N., and Bershad, M. A. (1961). Mearurement Erros in Censuses
and Surveys. Bulletin of the International Statistical Institute.
[10] Hansen,M. H.,Hurwitz W.N., and Pritzker, L. (1964). The Estimation and Interpenetration
of Gross Differences and the Simple Response Variance. Contributions to Statistics.
[11] Hartley, H. O. (1962). Multiple frame surveys. Proceedings of the Social Stiatistics Asso-
ciation (ASA).
[12] Kalton, G., Anderson, D. (1986). Sampling Rare Populations. Journal of the Royal Statis-
tical Society.
[13] Lepkowski, J.M. and R.M. Groves.(1986). A Mean Squared Error Model for Dual Frame,
Mixed Mode Survey Design. Journal of the American Statistical Association.
[14] Lima, Claudio Ferreira, et al. (2008). ”Comparison between analytical pyrolysis and nitro-
benzene oxidation for determination of syringyl/guaiacyl ratio in Eucalyptus spp. lignin.
39
[15] Lohr, S. L. and Rao, J. (2000). Inference from dual frame surveys. Journal of the American
Statistical Association.
[16] Lund, R. E. (1968). Estimators in multiple frame surveys. Proceedings ot the Social Sta-
tistics Section, American Statistical Association.
[17] Mahalanobis, P. C. (1946). On large-scale sample surveys. Philos. Trans. Roy. Soc. Lon-
don Ser.
[18] Matias Jr., R. (2006). Ana´lise quantitativa de risco baseada no me´todo de Monte Carlo:
Abordagem PMBOK. Congresso Brasileiro de Gerenciamento de Projetos.
[19] Medeiros, O. C. Estudo dos planos amostrais e estimadores para a aplicac¸a˜o no dimensi-
onamento da popoluac¸a˜o canina de Rio Claro - SP. 2013. Dissertac¸a˜o (mestrado) - Uni-
versidade Estadual Paulista Ju´lio de Mesquita Filho, Instituto de Geocieˆncias e Cieˆncias
Exatas.
[20] Nascimento, C.A.D. (2007). Gerenciamento de Prazos: Uma revisa˜o crı´tica das te´cnicas
em uso em empreendimentos em regime de EPC. Dissertac¸a˜o de Mestrado.
[21] Sarndal C, Swensson B, Wretman J. (1992). Model assisted survey sampling. New York:
Springer-Verlag.
[22] Skinner, C.J. (1991).On the efficiency of raking ratio estimation for multiple frame sur-
veys, Journal of the American Statistical Association.
[23] Skinner, C. J. and Rao, J. N. (1996). Estimation in dual frame surveys with complex
designs. Journal of the American Statistical Association.
40
Capı´tulo 8
Anexos
Rotina Computacional
Sera´ exposto os casos de contaminac¸a˜o de 25% e 100%, como exemplificac¸a˜o da implementac¸a˜o
para um e dois cadastros. Para Hartley foi demonstrado com a distribuic¸a˜o Gamma(2,0) e Ban-
kier com a distribuic¸a˜o Uniforme(0,1).
############################################################################
###############ERRO DE MENSURAC¸A˜O { 1 CADASTRO##############################
################# ################## HT#######################################
#############################################################################
# BIBLIOTECAS
library(boot)
library(TeachingSampling)
library(SunterSampling)
library(samplingbook)
library(samplingVarEst)
#Criando o nu´mero de re´plicas para o bootsrap
B=500
#Criando o nu´mero de re´plicas para a simulac¸a˜o de Monte Carlo
R=1000
#Fixando o tamanho da amostra
n=100
# tamanho do cadastro
N=1000
# Fixando a Semente
set.seed(10)
# GERANDO OS DADOS
x=runif(N)
y=rgamma(N,2)
z=rweibull(N,2)
#Gerando Cadastro com erro de Mensurac¸a˜o
x1=runif(N)+rnorm(N,0.001,.01)
x2=runif(N)+rnorm(N,0.1,.01)
x3=runif(N)+rnorm(N,0.5,.01)
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y1=rgamma(N,2)+rnorm(N,0.001,.01)
y2=rgamma(N,2)+rnorm(N,0.1,.01)
y3=rgamma(N,2)+rnorm(N,0.5,.01)
z1=rweibull(N,2)+rnorm(N,0.001,.01)
z2=rweibull(N,2)+rnorm(N,0.1,.01)
z3=rweibull(N,2)+rnorm(N,0.5,.01)
# Montando o banco de dados
dados=data.frame(x,y,z,x1,x2,x3,y1,y2,y3,z1,z2,z3)
dados
head(dados)
names(dados)
ttgeral=colSums(dados)
##########################FUNC¸A˜O INTERESSANTE###############################
stats=function(matriz,z,parametro)
{
c=ncol(matriz)
media=c()
vies=c()
viesr=c()
var=c()
desv=c()
ic1=c()
ic2=c()
eqm=c()
for(i in 1:1)
{
media[1]=mean(matriz[,1])
var[1]=var(matriz[,1])
desv[1]=sd(matriz[,1])
vies[1]=media[1]-parametro
viesr[1]=abs((media[1]-parametro)/parametro)*100
eqm[1]=var[1]+vies[1]ˆ2
ic1[1]=media[1]-z*desv[1]
ic2[1]=media[1]+z*desv[1]
}
return(data.frame(media,vies,viesr,desv,eqm,ic1,ic2))
}
head(dados)
#############################################################################
######################## ####Estimac¸a˜o HT por AAS ##############################
#############################################################################
######################## CONTAMINAC¸A˜O DE 100%###############################
tx=matrix(0,R,1) # total de HT, com vetor coluna vazio
ty=matrix(0,R,1) # total de HT, com vetor coluna vazio
tz=matrix(0,R,1) # total de HT, com vetor coluna vazio
42
tx1=matrix(0,R,1) # total de HT, com vetor coluna vazio
tx2=matrix(0,R,1) # total de HT, com vetor coluna vazio
tx3=matrix(0,R,1) # total de HT, com vetor coluna vazio
ty1=matrix(0,R,1) # total de HT, com vetor coluna vazio
ty2=matrix(0,R,1) # total de HT, com vetor coluna vazio
ty3=matrix(0,R,1) # total de HT, com vetor coluna vazio
tz1=matrix(0,R,1) # total de HT, com vetor coluna vazio
tz2=matrix(0,R,1) # total de HT, com vetor coluna vazio
tz3=matrix(0,R,1) # total de HT, com vetor coluna vazio
txboot=matrix(0,R,1)
tyboot=matrix(0,R,1)
tzboot=matrix(0,R,1)
tx1boot=matrix(0,R,1)
tx2boot=matrix(0,R,1)
tx3boot=matrix(0,R,1)
ty1boot=matrix(0,R,1)
ty2boot=matrix(0,R,1)
ty3boot=matrix(0,R,1)
tz1boot=matrix(0,R,1)
tz2boot=matrix(0,R,1)
tz3boot=matrix(0,R,1)
########################## Amostragem Aleatoria Simples#### #####################
for ( i in 1:R)
{
s=S.SI(N,n,e=runif(N))
amostra=dados[s,]
colnames(amostra)=c("x.","y.","z.","x1.","x2.","x3.","y1.","y2.","y3.",
"z1.","z2.","z3.")
names(amostra)
tx[i]=as.numeric(E.SI(N,n,amostra$x.)[,2][1]) #HT ( prim coluna, primeira linha)
ty[i]=as.numeric(E.SI(N,n,amostra$y.)[,2][1]) #HT ( prim coluna, primeira linha)
tz[i]=as.numeric(E.SI(N,n,amostra$z.)[,2][1]) #HT ( prim coluna, primeira linha)
tx1[i]=as.numeric(E.SI(N,n,amostra$x1.)[,2][1]) #HT ( prim coluna, primeira linha)
tx2[i]=as.numeric(E.SI(N,n,amostra$x2.)[,2][1]) #HT ( prim coluna, primeira linha)
tx3[i]=as.numeric(E.SI(N,n,amostra$x3.)[,2][1]) #HT ( prim coluna, primeira linha)
ty1[i]=as.numeric(E.SI(N,n,amostra$y1.)[,2][1]) #HT ( prim coluna, primeira linha)
ty2[i]=as.numeric(E.SI(N,n,amostra$y2.)[,2][1]) #HT ( prim coluna, primeira linha)
ty3[i]=as.numeric(E.SI(N,n,amostra$y3.)[,2][1]) #HT ( prim coluna, primeira linha)
tz1[i]=as.numeric(E.SI(N,n,amostra$z1.)[,2][1]) #HT ( prim coluna, primeira linha)
tz2[i]=as.numeric(E.SI(N,n,amostra$z2.)[,2][1]) #HT ( prim coluna, primeira linha)
tz3[i]=as.numeric(E.SI(N,n,amostra$z3.)[,2][1]) #HT ( prim coluna, primeira linha)
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#Implementac¸a˜o do bootstrap para estimar t boot
tx.b1=matrix(0,B,1)
ty.b2=matrix(0,B,1)
tz.b3=matrix(0,B,1)
tx1.b4=matrix(0,B,1)
tx2.b5=matrix(0,B,1)
tx3.b6=matrix(0,B,1)
ty1.b7=matrix(0,B,1)
ty2.b8=matrix(0,B,1)
ty3.b9=matrix(0,B,1)
tz1.b10=matrix(0,B,1)
tz2.b11=matrix(0,B,1)
tz3.b12=matrix(0,B,1)
for (b in 1:B){
sb1 <- S.WR(length(amostra$x.),m)
sb2 <- S.WR(length(amostra$y.),m)
sb3 <- S.WR(length(amostra$z.),m)
sb4 <- S.WR(length(amostra$x1.),m)
sb5 <- S.WR(length(amostra$x2.),m)
sb6 <- S.WR(length(amostra$x3.),m)
sb7 <- S.WR(length(amostra$y1.),m)
sb8 <- S.WR(length(amostra$y2.),m)
sb9 <- S.WR(length(amostra$y3.),m)
sb10 <- S.WR(length(amostra$z1.),m)
sb11 <- S.WR(length(amostra$z2.),m)
sb12 <- S.WR(length(amostra$z3.),m)
tx.b1[b]=E.SI(N,m,amostra$x.[sb1])[1,2]
ty.b2[b]=E.SI(N,m,amostra$y.[sb2])[1,2]
tz.b3[b]=E.SI(N,m,amostra$z.[sb3])[1,2]
tx1.b4[b]=E.SI(N,m,amostra$x1.[sb4])[1,2]
tx2.b5[b]=E.SI(N,m,amostra$x2.[sb5])[1,2]
tx3.b6[b]=E.SI(N,m,amostra$x3.[sb6])[1,2]
ty1.b7[b]=E.SI(N,m,amostra$y1.[sb7])[1,2]
ty2.b8[b]=E.SI(N,m,amostra$y2.[sb8])[1,2]
ty3.b9[b]=E.SI(N,m,amostra$y3.[sb9])[1,2]
tz1.b10[b]=E.SI(N,m,amostra$z1.[sb10])[1,2]
tz2.b11[b]=E.SI(N,m,amostra$z2.[sb11])[1,2]
tz3.b12[b]=E.SI(N,m,amostra$z3.[sb12])[1,2]
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}
txboot[i]=mean(tx.b1)
tyboot[i]=mean(ty.b2)
tzboot[i]=mean(tz.b3)
tx1boot[i]=mean(tx1.b4)
tx2boot[i]=mean(tx2.b5)
tx3boot[i]=mean(tx3.b6)
ty1boot[i]=mean(ty1.b7)
ty2boot[i]=mean(ty2.b8)
ty3boot[i]=mean(ty3.b9)
tz1boot[i]=mean(tz1.b10)
tz2boot[i]=mean(tz2.b11)
tz3boot[i]=mean(tz3.b12)
}
ttgeral
stats (tx,1.96,ttgeral[1])
stats (txboot,1.96,ttgeral[1])
stats (ty,1.96,ttgeral[2])
stats (tyboot,1.96,ttgeral[2])
stats (tz,1.96,ttgeral[3])
stats (tzboot,1.96,ttgeral[3])
stats (tx1,1.96,ttgeral[1])
stats (tx1boot,1.96,ttgeral[1])
stats (tx2,1.96,ttgeral[1])
stats (tx2boot,1.96,ttgeral[1])
stats (tx3,1.96,ttgeral[1])
stats (tx3boot,1.96,ttgeral[1])
stats (ty1,1.96,ttgeral[2])
stats (ty1boot,1.96,ttgeral[2])
stats (ty2,1.96,ttgeral[2])
stats (ty2boot,1.96,ttgeral[2])
stats (ty3,1.96,ttgeral[2])
stats (ty3boot,1.96,ttgeral[2])
stats (tz1,1.96,ttgeral[3])
stats (tz1boot,1.96,ttgeral[3])
stats (tz2,1.96,ttgeral[3])
stats (tz2boot,1.96,ttgeral[3])
stats (tz3,1.96,ttgeral[3])
stats (tz3boot,1.96,ttgeral[3])
#################### CADASTRO A COM CONTAMINAC¸A˜O DE 25%####################
aa=x
aa[c(S.SI(N,0.25*N))]=x1[c(S.SI(N,0.25*N))]
bb=x
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bb[c(S.SI(N,0.25*N))]=x2[c(S.SI(N,0.25*N))]
cc=x
cc[c(S.SI(N,0.25*N))]=x3[c(S.SI(N,0.25*N))]
dd=x
dd[c(S.SI(N,0.25*N))]=y1[c(S.SI(N,0.25*N))]
ee=x
ee[c(S.SI(N,0.25*N))]=y2[c(S.SI(N,0.25*N))]
ff=x
ff[c(S.SI(N,0.25*N))]=y3[c(S.SI(N,0.25*N))]
gg=x
gg[c(S.SI(N,0.25*N))]=z1[c(S.SI(N,0.25*N))]
hh=x
hh[c(S.SI(N,0.25*N))]=z2[c(S.SI(N,0.25*N))]
ii=x
ii[c(S.SI(N,0.25*N))]=z3[c(S.SI(N,0.25*N))]
dados11=data.frame(aa,bb,cc,dd,ee,ff,gg,hh,ii)
ttgeral11=colSums(dados)
dados11
head(dados11)
taa=matrix(0,R,1) # total de HT, com vetor coluna vazio
tbb=matrix(0,R,1) # total de HT, com vetor coluna vazio
tzz=matrix(0,R,1) # total de HT, com vetor coluna vazio
tcc=matrix(0,R,1) # total de HT, com vetor coluna vazio
tdd=matrix(0,R,1) # total de HT, com vetor coluna vazio
tee=matrix(0,R,1) # total de HT, com vetor coluna vazio
tff=matrix(0,R,1) # total de HT, com vetor coluna vazio
tgg=matrix(0,R,1) # total de HT, com vetor coluna vazio
thh=matrix(0,R,1) # total de HT, com vetor coluna vazio
tii=matrix(0,R,1) # total de HT, com vetor coluna vazio
taaboot=matrix(0,R,1)
tbbboot=matrix(0,R,1)
tccboot=matrix(0,R,1)
tddboot=matrix(0,R,1)
teeboot=matrix(0,R,1)
tffboot=matrix(0,R,1)
tggboot=matrix(0,R,1)
thhboot=matrix(0,R,1)
tiiboot=matrix(0,R,1)
for ( i in 1:R)
{
amo3=S.SI(N,n,e=runif(N))
amostra122=dados11[amo3,]
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colnames(amostra122)=c("a1.","b1.","c1.","d1.","e1.","f1.","g1.","h1.","i1.")
names(amostra122)
taa[i]=as.numeric(E.SI(N,n,amostra122$a1.)[,2][1]) #HT ( prim coluna, primeira linha)
tbb[i]=as.numeric(E.SI(N,n,amostra122$b1.)[,2][1]) #HT ( prim coluna, primeira linha)
tcc[i]=as.numeric(E.SI(N,n,amostra122$c1.)[,2][1]) #HT ( prim coluna, primeira linha)
tdd[i]=as.numeric(E.SI(N,n,amostra122$d1.)[,2][1]) #HT ( prim coluna, primeira linha)
tee[i]=as.numeric(E.SI(N,n,amostra122$e1.)[,2][1]) #HT ( prim coluna, primeira linha)
tff[i]=as.numeric(E.SI(N,n,amostra122$f1.)[,2][1]) #HT ( prim coluna, primeira linha)
tgg[i]=as.numeric(E.SI(N,n,amostra122$g1.)[,2][1]) #HT ( prim coluna, primeira linha)
thh[i]=as.numeric(E.SI(N,n,amostra122$h1.)[,2][1]) #HT ( prim coluna, primeira linha)
tii[i]=as.numeric(E.SI(N,n,amostra122$i1.)[,2][1]) #HT ( prim coluna, primeira linha)
#Implementac¸a˜o do bootstrap para estimar t boot
taa.b1=matrix(0,B,1)
tbb.b2=matrix(0,B,1)
tcc.b3=matrix(0,B,1)
tdd.b4=matrix(0,B,1)
tee.b5=matrix(0,B,1)
tff.b6=matrix(0,B,1)
tgg.b7=matrix(0,B,1)
thh.b8=matrix(0,B,1)
tii.b9=matrix(0,B,1)
for (b in 1:B){
sb11 <- S.WR(length(amostra122$a1.),m)
sb22 <- S.WR(length(amostra122$b1.),m)
sb33 <- S.WR(length(amostra122$c1.),m)
sb44 <- S.WR(length(amostra122$d1.),m)
sb55 <- S.WR(length(amostra122$e1.),m)
sb66 <- S.WR(length(amostra122$f1.),m)
sb77 <- S.WR(length(amostra122$g1.),m)
sb88 <- S.WR(length(amostra122$h1.),m)
sb99 <- S.WR(length(amostra122$i1.),m)
taa.b1[b]=E.SI(N,m,amostra122$a1.[sb11])[1,2]
tbb.b2[b]=E.SI(N,m,amostra122$b1.[sb22])[1,2]
tcc.b3[b]=E.SI(N,m,amostra122$c1.[sb33])[1,2]
tdd.b4[b]=E.SI(N,m,amostra122$d1.[sb44])[1,2]
tee.b5[b]=E.SI(N,m,amostra122$e1.[sb55])[1,2]
tff.b6[b]=E.SI(N,m,amostra122$f1.[sb66])[1,2]
tgg.b7[b]=E.SI(N,m,amostra122$g1.[sb77])[1,2]
thh.b8[b]=E.SI(N,m,amostra122$h1.[sb88])[1,2]
tii.b9[b]=E.SI(N,m,amostra122$i1.[sb99])[1,2]
}
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taaboot[i]=mean(taa.b1)
tbbboot[i]=mean(tbb.b2)
tccboot[i]=mean(tcc.b3)
tddboot[i]=mean(tdd.b4)
teeboot[i]=mean(tee.b5)
tffboot[i]=mean(tff.b6)
tggboot[i]=mean(tgg.b7)
thhboot[i]=mean(thh.b8)
tiiboot[i]=mean(tii.b9)
}
stats (taa,1.96,ttgeral11[1])
stats (taaboot,1.96,ttgeral11[1])
stats (tbb,1.96,ttgeral11[1])
stats (tbbboot,1.96,ttgeral11[1])
stats (tcc,1.96,ttgeral11[1])
stats (tccboot,1.96,ttgeral11[1])
stats (tdd,1.96,ttgeral11[2])
stats (tddboot,1.96,ttgeral11[2])
stats (tee,1.96,ttgeral11[2])
stats (teeboot,1.96,ttgeral11[2])
stats (tff,1.96,ttgeral11[2])
stats (tffboot,1.96,ttgeral11[2])
stats (tgg,1.96,ttgeral11[3])
stats (tggboot,1.96,ttgeral11[3])
stats (thh,1.96,ttgeral11[3])
stats (thhboot,1.96,ttgeral11[3])
stats (tii,1.96,ttgeral11[3])
stats (tiiboot,1.96,ttgeral11[3])
######################## Erro de Mensurac¸a˜o ###############################
######################## Cadastro duplo ###################################
###########################GAMMA-HARTLEY###############################
set.seed(10)
library(boot)
library(TeachingSampling)
library(SunterSampling)
library(samplingbook)
library(samplingVarEst)
#Criando o nu´mero de re´plicas para o bootsrap
B=500
#Criando o nu´mero de re´plicas para a simulac¸a˜o de Monte Carlo
R=1000
#Fixando o tamanho da amostra
n=100
# tamanho do cadastro
N=1000
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Na=800
Nb=800
Nab=200
################## func¸o˜es #####################
#FUNC¸A˜O INTERESSANTE
#
stats=function(matriz,z,parametro)
{
c=ncol(matriz)
media=c()
vies=c()
viesr=c()
var=c()
desv=c()
ic1=c()
ic2=c()
eqm=c()
for(i in 1:1)
{
media[1]=mean(matriz[,1])
var[1]=var(matriz[,1])
desv[1]=sd(matriz[,1])
vies[1]=media[1]-parametro
viesr[1]=abs((media[1]-parametro)/parametro)*100
eqm[1]=var[1]+vies[1]ˆ2
ic1[1]=media[1]-z*desv[1]
ic2[1]=media[1]+z*desv[1]
}
return(data.frame(media,vies,viesr,desv,eqm,ic1,ic2))
}
amostra=function(N,n,dadoss)
{
s=S.SI(N,n,e=runif(N))
amostr1=dadoss[s,][,c(1,3)]
d=S.SI(N,n,e=runif(N))
amostr2=dadoss[d,][,c(2,3)]
amo=data.frame(amostr1,amostr2)
return(amo)
}
amostrawr=function(namostra,nbootstrap,dadossamostra)
{
s=S.WR(namostra,nbootstrap)
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amostr1=dadossamostra[s,][,c(1,3)]
d=S.WR(namostra,nbootstrap)
amostr2=dadossamostra[d,][,c(2,4)]
amo=data.frame(amostr1,amostr2)
return(cbind(amo[,1],amo[,3],amo[,2],amo[,4]))
}
pest=function(Nab,amostra)
{
yabA=amostra[amostra[,2]==1,][,1]
yabB=amostra[amostra[,4]==1,][,3]
nabA=length(yabA)
nabB=length(yabB)
s2abA=var(yabA)
s2abB=var(yabB)
numerador=Nabˆ2*(1-nabB/Nab)*s2abB/nabB
denominador=Nabˆ2*(1-nabA/Nab)*s2abA/nabA+Nabˆ2*(1-nabB/Nab)*s2abB/nabB
p=numerador/denominador
return(p)
}
estimtotal=function(p,amostra,Na,Nb,Nab)
{
TabA=Nab*mean(amostra[amostra[,2]==1,][,1])
TabB=Nab*mean(amostra[amostra[,4]==1,][,3])
TaA=Na*mean(amostra[amostra[,2]==0,][,1])
TbB=Nb*mean(amostra[amostra[,4]==0,][,3])
Tn=TaA+ (p*TabA)+ (1-p)*TabB + TbB
return(Tn)
}
######################## Erro de Mensurac¸a˜o #############################
######################## Cadastro duplo #################################
######################################################################
#### gerando banco X
xb<-rgamma(Na,2)
xa<-rgamma(Nb,2)
xab<-rgamma(Nab,2)
tot=sum(c(xa,xb,xab))
Xb<-c(xb,xab)
Xb
Xa<-c(xa,xab)
Xa
Xi=ifelse(Xa==Xb,1,0)
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banco=data.frame(Xa,Xb,Xi)
head(banco)
## como fazer pra determinar o numero de 1, e 0.
# com erro pequeno
xa1=rgamma(Na,2)+rnorm(Na,0.001,.01)
xb1=rgamma(Nb,2)
xab1=rgamma(Nab,2)+rnorm(Nab,0.001,.01)
Xb1<-c(xb1,xab1)
Xb1
Xa1<-c(xa1,xab1)
Xa1
Xi1=ifelse(Xa1==Xb1,1,0)
banco1=data.frame(Xa1,Xb1,Xi1)
head(banco1)
colSums(banco1)
# com erro medio
xa2=rgamma(Na,2)+rnorm(Na,0.1,.01)
xb2=rgamma(Nb,2)
xab2<-rgamma(Nab,2)+rnorm(Nab,0.1,.01)
Xb2<-c(xb2,xab2)
Xb2
Xa2<-c(xa2,xab2)
Xa2
Xi2=ifelse(Xa2==Xb2,1,0)
banco2=data.frame(Xa2,Xb2,Xi2)
banco2
head(banco2)
colSums(banco2)
# com erro grande
xa3=rgamma(Na,2)+rnorm(Na,0.5,.01)
xb3=rgamma(Nb,2)
xab3=rgamma(Nab,2)+rnorm(Nab,0.5,.01)
Xb3<-c(xb3,xab3)
Xb3
Xa3<-c(xa3,xab3)
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Xa3
Xi3=ifelse(Xa3==Xb3,1,0)
banco3=data.frame(Xa3,Xb3,Xi3)
banco3
bancox.=data.frame(banco,banco1,banco2,banco3)
bancox.
head(bancox.)
tx=matrix(0,R,1) # total de HT, com vetor coluna vazio
ty=matrix(0,R,1) # total de HT, com vetor coluna vazio
tz=matrix(0,R,1) # total de HT, com vetor coluna vazio
tw=matrix(0,R,1) # total de HT, com vetor coluna vazio
xp=matrix(0,R,1) #
tx.b1=matrix(0,R,1) # total de HT, com vetor coluna vazio
ty.b2=matrix(0,R,1) # total de HT, com vetor coluna vazio
tz.b3=matrix(0,R,1) # total de HT, com vetor coluna vazio
tw.b4=matrix(0,R,1) # total de HT, com vetor coluna vazio
txboot=matrix(0,R,1)
tyboot=matrix(0,R,1)
tzboot=matrix(0,R,1)
twboot=matrix(0,R,1)
########################### Amostragem Aleatoria Simples #####################
#################### ########CONTAMINAC¸A˜O DE 100%##########################
for ( i in 1:R)
{
x.=amostra(N,n,banco)
xx=data.frame(c(x.$Xa,x.$Xb),c(x.$Xi,x.$Xi.1))
y.=amostra(N,n,banco1)
z.=amostra(N,n,banco2)
w.=amostra(N,n,banco3)
xp=pest(Nab,x.)
yp=pest(Nab,y.)
zp=pest(Nab,z.)
wp=pest(Nab,w.)
#NA=nn-sum(x.$Xi)
#NB=nn-sum(x.$Xi.1)
tx[i]=estimtotal(xp,x.,Na,Nb,Nab)
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ty[i]=estimtotal(yp,y.,Na,Nb,Nab)
tz[i]=estimtotal(zp,z.,Na,Nb,Nab)
tw[i]=estimtotal(wp,w.,Na,Nb,Nab)
#Implementac¸a˜o do bootstrap para estimar t boot
tx.b1=matrix(0,B,1)
ty.b2=matrix(0,B,1)
tz.b3=matrix(0,B,1)
tw.b4=matrix(0,B,1)
for (b in 1:B){
sb1 <- amostrawr(nrow(x.),500,x.)
sb2 <- amostrawr(nrow(y.),500,y.)
sb3 <- amostrawr(nrow(z.),500,z.)
sb4 <- amostrawr(nrow(w.),500,w.)
xpb=pest(Nab,sb1)
ypb=pest(Nab,sb2)
zpb=pest(Nab,sb3)
wpb=pest(Nab,sb4)
tx.b1[i]=estimtotal(xpb,sb1,Na,Nb,Nab)
ty.b2[i]=estimtotal(ypb,sb2,Na,Nb,Nab)
tz.b3[i]=estimtotal(zpb,sb3,Na,Nb,Nab)
tw.b4[i]=estimtotal(wpb,sb4,Na,Nb,Nab)
}
txboot[i]=mean(tx.b1)
tyboot[i]=mean(ty.b2)
tzboot[i]=mean(tz.b3)
twboot[i]=mean(tw.b4)
}
stats (na.omit(tx),1.96,tot)
stats (na.omit(txboot),1.96,tot)
stats (na.omit(ty),1.96,tot)
stats (na.omit(tyboot),1.96,tot)
stats (na.omit(tz),1.96,tot)
stats (na.omit(tzboot),1.96,tot)
stats (na.omit(tw),1.96,tot)
stats (na.omit(twboot),1.96,tot)
#############################################################################
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##################################### 25%###################################
############################################################################
ta=matrix(0,R,1) # total de HT, com vetor coluna vazio
tb=matrix(0,R,1) # total de HT, com vetor coluna vazio
tc=matrix(0,R,1) # total de HT, com vetor coluna vazio
ta.b1=matrix(0,B,1)
tb.b2=matrix(0,B,1)
tc.b3=matrix(0,B,1)
taboot=matrix(0,R,1)
tbboot=matrix(0,R,1)
tcboot=matrix(0,R,1)
aa=banco1$Xa1
aa[c(S.SI(N,0.25*N))]=banco1$Xa1[c(S.SI(N,0.25*N))]
banco1.=data.frame(aa,banco1$Xb1,banco1$Xi1)
bb=banco2$Xa2
bb[c(S.SI(N,0.25*N))]=banco2$Xa2[c(S.SI(N,0.25*N))]
banco2.=data.frame(bb,banco2$Xb2,banco2$Xi2)
cc=banco3$Xa3
cc[c(S.SI(N,0.25*N))]=banco3$Xa3[c(S.SI(N,0.25*N))]
banco3.=data.frame(cc,banco3$Xb3,banco3$Xi3)
for ( i in 1:R)
{
a.=amostra(N,n,banco1.)
b.=amostra(N,n,banco2.)
c.=amostra(N,n,banco3.)
ap=pest(Nab,a.)
bp=pest(Nab,b.)
cp=pest(Nab,c.)
ta[i]=estimtotal(ap,a.,Na,Nb,Nab)
tb[i]=estimtotal(bp,b.,Na,Nb,Nab)
tc[i]=estimtotal(cp,c.,Na,Nb,Nab)
#Implementac¸a˜o do bootstrap para estimar t boot
ta.b1=matrix(0,B,1)
tb.b2=matrix(0,B,1)
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tc.b3=matrix(0,B,1)
for (b in 1:B){
sb1 <- amostrawr(nrow(a.),500,a.)
sb2 <- amostrawr(nrow(b.),500,b.)
sb3 <- amostrawr(nrow(c.),500,c.)
xpb=pest(Nab,sb1)
ypb=pest(Nab,sb2)
zpb=pest(Nab,sb3)
wpb=pest(Nab,sb4)
ta.b1[i]=estimtotal(xpb,sb1,Na,Nb,Nab)
tb.b2[i]=estimtotal(ypb,sb2,Na,Nb,Nab)
tc.b3[i]=estimtotal(zpb,sb3,Na,Nb,Nab)
}
taboot[i]=mean(ta.b1)
tbboot[i]=mean(tb.b2)
tcboot[i]=mean(tc.b3)
}
stats (na.omit(ta),1.96,tot)
stats (na.omit(tb),1.96,tot)
stats (na.omit(tc),1.96,tot)
stats (na.omit(taboot),1.96,tot)
stats (na.omit(tbboot),1.96,tot)
stats (na.omit(tcboot),1.96,tot)
#############################################################################
################################# Cadastro Duplo ##############################
##################################BANKIER#################################
#################################UNIFORME################################################################################################################
library(boot)
library(TeachingSampling)
library(SunterSampling)
library(samplingbook)
library(samplingVarEst)
#Criando o nu´mero de re´plicas para o bootsrap
B=500
#Criando o nu´mero de re´plicas para a simulac¸a˜o de Monte Carlo
R=1000
#Fixando o tamanho da amostra
n=100
# tamanho do cadastro
N=1000
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##############################FUNC¸A˜O INTERESSANTE###########################
stats=function(matriz,z,parametro)
{
c=ncol(matriz)
media=c()
vies=c()
var=c()
viesr=c()
desv=c()
ic1=c()
ic2=c()
eqm=c()
cv=c()
for(i in 1:1)
{
media[1]=mean(matriz[,1])
var[1]=var(matriz[,1])
desv[1]=sd(matriz[,1])
vies[1]=media[1]-parametro
viesr[1]=abs((media[1]-parametro)/parametro)*100
cv[1]=desv[1]/media[1]
eqm[1]=var[1]+vies[1]ˆ2
ic1[1]=media[1]-z*desv[1]
ic2[1]=media[1]+z*desv[1]
}
return(data.frame(media,vies,viesr, desv,eqm,cv,ic1,ic2))
}
#func¸a˜o para calcular amostra
amostra=function(N,n,dadoss)
{
s=S.SI(N,n,e=runif(N))
amostr1=dadoss[s,][,c(1,3)]
d=S.SI(N,n,e=runif(N))
amostr2=dadoss[d,][,c(2,3)]
amo=data.frame(amostr1,amostr2)
return(amo)
}
#####################################SIGLAS##################################
#bankier
#nA tamanho da amostra obtida do cadastro A
#N_A tamanho da populac¸a˜o do cadastro A
#nb tamanho da amostra obtida no cadastro B
#NB tamanho da populac¸a˜o do cadastro B
#sA amostra do cadastro A
#sB amostra do cad B
#dab indicador numerico do dominio ab
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# FUNC¸A˜O PARA CALCULAR O TOTAL PARA O ESTIMADOR BANKIER
estbank=function(n_A, nB,N_A,NB,sA,sB)
{
domabA=subset(sA,sA[,2]==1)
doma=subset(sA,sA[,2]==0)
domabB=subset(sB,sB[,2]==1)
domb=subset(sB,sB[,2]==0)
fA=n_A/N_A
fB=nB/NB
somapondA=(1/fA)*sum(doma[,1])
somapondabA=(1/(fA+fB))*sum(domabA[,1])
soma1=somapondA+somapondabA
somapondB=(1/fB)*sum(doma[,1])
somapondabB=(1/(fA+fB))*sum(domabB[,1])
soma2=somapondB+somapondabB
est=soma1+soma2
return(est)
}
#funcao que calcula o estimador de HT para o caso do estimador de bankier
# essa func¸ao altera o E.SI do teachingSample
E.SImod=function(N_A,NB, n_A,nB,nd,y)
{
y<- as.data.frame(y)
val2=nB/NB
pik<- rep(1/(val1+val2),nd)
dk<- 1/pik
ty<-sum(y*dk)
return(ty)
}
# Fixando a Semente
set.seed(10)
Na=800
Nb=800
Nab=200
#### gerando banco para UNIFORME
xb<-runif(Na)
xa<-runif(Nb)
xab<-runif(Nab)
tot=sum(c(xa,xb,xab))
Xb<-c(xb,xab)
Xb
Xa<-c(xa,xab)
Xa
Xi=ifelse(Xa==Xb,1,0)
banco=data.frame(Xa,Xb,Xi)
head(banco)
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# com erro pequeno
xa1=runif(Na)+rnorm(Na,0.001,.01)
xb1=runif(Nb)
xab1=runif(Nab)+rnorm(Nab,0.001,.01)
Xb1<-c(xb1,xab1)
Xb1
Xa1<-c(xa1,xab1)
Xa1
Xi1=ifelse(Xa1==Xb1,1,0)
banco1=data.frame(Xa1,Xb1,Xi1)
head(banco1)
colSums(banco1)
# com erro medio
xa2=runif(Na)+rnorm(Na,0.1,.01)
xb2=runif(Nb)
xab2<-runif(Nab)+rnorm(Nab,0.1,.01)
Xb2<-c(xb2,xab2)
Xb2
Xa2<-c(xa2,xab2)
Xa2
Xi2=ifelse(Xa2==Xb2,1,0)
banco2=data.frame(Xa2,Xb2,Xi2)
banco2
head(banco2)
colSums(banco2)
# com erro grande
xa3=runif(Na)+rnorm(Na,0.5,.01)
xb3=runif(Nb)
xab3=runif(Nab)+rnorm(Nab,0.5,.01)
Xb3<-c(xb3,xab3)
Xb3
Xa3<-c(xa3,xab3)
Xa3
Xi3=ifelse(Xa3==Xb3,1,0)
banco3=data.frame(Xa3,Xb3,Xi3)
banco3
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bancox.=data.frame(banco,banco1,banco2,banco3)
bancox.
head(bancox.)
tx=matrix(0,R,1) # total de HT, com vetor coluna vazio
ty=matrix(0,R,1) # total de HT, com vetor coluna vazio
tz=matrix(0,R,1) # total de HT, com vetor coluna vazio
tw=matrix(0,R,1) # total de HT, com vetor coluna vazio
tx.b1=matrix(0,R,1) # total de HT, com vetor coluna vazio
ty.b2=matrix(0,R,1) # total de HT, com vetor coluna vazio
tz.b3=matrix(0,R,1) # total de HT, com vetor coluna vazio
tw.b4=matrix(0,R,1) # total de HT, com vetor coluna vazio
txboot=matrix(0,R,1)
tyboot=matrix(0,R,1)
tzboot=matrix(0,R,1)
twboot=matrix(0,R,1)
############ ######### Amostragem Aleatoria Simples ######## #####################
########################### alterar de acordo com a pop ##########################
################## CONTAMINAC¸A˜O DE 100% NO CADASTRO A.######################
s=S.SI(N,nn,e=runif(N))
for ( i in 1:R)
{
x.=amostra(NN,nn,banco)
xx=data.frame(c(x.$Xa,x.$Xb),c(x.$Xi,x.$Xi.1))
y.=amostra(NN,nn,banco1)
z.=amostra(NN,nn,banco2)
w.=amostra(NN,nn,banco3)
sa1=x.[,c(1,2)]
sb1=x.[,c(3,4)]
sa1y=y.[,c(1,2)]
sb1y=y.[,c(3,4)]
sa1z=z.[,c(1,2)]
sb1z=z.[,c(3,4)]
sa1w=w.[,c(1,2)]
sb1w=w.[,c(3,4)]
tx[i]=estbank(nn,nn,Na,Nb,sa1,sb1)
ty[i]=estbank(nn,nn,Na,Nb,sa1y,sb1y)
tz[i]=estbank(nn,nn,Na,Nb,sa1z,sb1z)
tw[i]=estbank(nn,nn,Na,Nb,sa1w,sb1w)
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#Implementac¸a˜o do bootstrap para estimar t boot
tx.b1=matrix(0,B,1)
ty.b2=matrix(0,B,1)
tz.b3=matrix(0,B,1)
tw.b4=matrix(0,B,1)
#raz=round(NN/nn)
#b1=rep(x.,raz)
# Nboot1=length(b1)
for (b in 1:B){
sb1 <- S.WR(nn,B)
amob1=x.[sb1,]
amob2=y.[sb1,]
amob3=z.[sb1,]
amob4=w.[sb1,]
s=S.SI(B,nn,e=runif(N))
amob1.= amob1[s,]
amobb=amob1.[,c(3,4)]
amoaa=amob1.[,c(1,2)]
tx.b1[b]=estbank(nn,nn,Na,Nb,amobb,amoaa)
amob2.= amob2[s,]
amobb2=amob2.[,c(3,4)]
amoaa2=amob2.[,c(1,2)]
ty.b2[b]=estbank(nn,nn,Na,Nb,amobb2,amoaa2)
amob3.= amob3[s,]
amobb3=amob3.[,c(3,4)]
amoaa3=amob3.[,c(1,2)]
tz.b3[b]=estbank(nn,nn,Na,Nb,amobb3,amoaa3)
amob4.= amob4[s,]
amobb4=amob4.[,c(3,4)]
amoaa4=amob4.[,c(1,2)]
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tw.b4[b]=estbank(nn,nn,Na,Nb,amobb4,amoaa4)
}
txboot[i]=mean(tx.b1)
tyboot[i]=mean(ty.b2)
tzboot[i]=mean(tz.b3)
twboot[i]=mean(tw.b4)
}
stats (na.omit(tx),1.96,tot)
stats (na.omit(txboot),1.96,tot)
stats (na.omit(ty),1.96,tot)
stats (na.omit(tyboot),1.96,tot)
stats (na.omit(tz),1.96,tot)
stats (na.omit(tzboot),1.96,tot)
stats (na.omit(tw),1.96,tot)
stats (na.omit(twboot),1.96,tot)
#############################################################################
############## ###CONTAMINAC¸A˜O DE 25% NO CAD A##############################
############################################################################
ta=matrix(0,R,1) # total de HT, com vetor coluna vazio
tb=matrix(0,R,1) # total de HT, com vetor coluna vazio
tc=matrix(0,R,1) # total de HT, com vetor coluna vazio
ta.b1=matrix(0,B,1)
tb.b2=matrix(0,B,1)
tc.b3=matrix(0,B,1)
taboot=matrix(0,R,1)
tbboot=matrix(0,R,1)
tcboot=matrix(0,R,1)
aa=banco1$Xa1
aa[c(S.SI(N,0.25*N))]=banco1$Xa1[c(S.SI(N,0.25*N))]
banco1.=data.frame(aa,banco1$Xb1,banco1$Xi1)
bb=banco2$Xa2
bb[c(S.SI(N,0.25*N))]=banco2$Xa2[c(S.SI(N,0.25*N))]
banco2.=data.frame(bb,banco2$Xb2,banco2$Xi2)
cc=banco3$Xa3
cc[c(S.SI(N,0.25*N))]=banco3$Xa3[c(S.SI(N,0.25*N))]
banco3.=data.frame(cc,banco3$Xb3,banco3$Xi3)
for ( i in 1:R)
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{
a.=amostra(NN,nn,banco1.)
b.=amostra(NN,nn,banco2.)
c.=amostra(NN,nn,banco3.)
saa1=a.[,c(1,2)]
sbb1=a.[,c(3,4)]
saa1y=b.[,c(1,2)]
sbb1y=b.[,c(3,4)]
saa1z=c.[,c(1,2)]
sbb1z=c.[,c(3,4)]
ta[i]=estbank(nn,nn,Na,Nb,saa1,sbb1)
tb[i]=estbank(nn,nn,Na,Nb,saa1y,sbb1y)
tc[i]=estbank(nn,nn,Na,Nb,saa1z,sbb1z)
#Implementac¸a˜o do bootstrap para estimar t boot
for (b in 1:B){
sb1 <- S.WR(nn,B)
amoa=a.[sb1,]
amob=b.[sb1,]
amoc=c.[sb1,]
amoa.= amoa[s,]
amoa1=amoa.[,c(3,4)]
amoa2=amoa.[,c(1,2)]
ta.b1[b]=estbank(nn,nn,Na,Nb,amoa1,amoa2)
amob.= amob[s,]
amob1=amob.[,c(3,4)]
amob2=amob.[,c(1,2)]
tb.b2[b]=estbank(nn,nn,Na,Nb,amob1,amob2)
amoc.= amoc[s,]
amoc1=amoc.[,c(3,4)]
amoc2=amoc.[,c(1,2)]
tc.b3[b]=estbank(nn,nn,Na,Nb,amoc1,amoc2)
62
}taboot[i]=mean(ta.b1)
tbboot[i]=mean(tb.b2)
tcboot[i]=mean(tc.b3)
}
stats (na.omit(ta),1.96,tot)
stats (na.omit(tb),1.96,tot)
stats (na.omit(tc),1.96,tot)
stats (na.omit(taboot),1.96,tot)
stats (na.omit(tbboot),1.96,tot)
stats (na.omit(tcboot),1.96,tot)
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