Soft independent modeling of class analogy (SIMCA) was successful in classifying a large library of 758 commercially available, non-blended samples of acetate, cotton, polyester, rayon, silk and wool 89% -98% of the time at the 95% confidence level (p = 0.05 significance level). In the present study, cotton and silk had a 62% and 24% chance, respectively, of being classified with their own group and also with rayon. SIMCA correctly identified a counterfeit "silk" sample as polyester. When coupled with diffuse NIR reflectance spectroscopy and a large sample library, SIMCA shows considerable promise as a quick, non-destructive, multivariate method for fiber identification. A major advantage is simplicity. No sample pretreatment of any kind was required, and no adjustments were made for fiber origin, manufacturing process residues, topical finishes, weave pattern, or dye content. Increasing the sample library should make the models more robust and improve identification rates over those reported in this paper.
Introduction
Textile screening has become increasingly important in the global economy to assure importers of fabric identity and to assess import fees and taxes. Four main methods of routine fabric characterization are currently used to determine fiber identity of a textile: visual inspection, microscopy, flame testing, and solubility testing [1] [2] . Visual inspection is subjective; the last two methods are destructive; and even microscopic examination is often not conclusive. As a result, it would be extremely beneficial to have another characterization method that is rapid, nondestructive and applicable to different fiber types regardless of differences in dyes, finishes, weaves, manufacturing process methods, or fiber origin.
To that end, the use of near-infrared (NIR) spectroscopy for textile screening has been studied by a number of workers. Because NIR spectra are generally broad and featureless, classification of samples into different categories by means of NIR spectra requires some form of statistical analysis. For example, Howell and coworkers [3] used Mahalanobis distances at four or six pre-selected wavelengths in diffuse NIR reflectance spectra from 1100 -2500 nm to identify fibers of acrylic, rayon, nylon, and polyester, although dark fabric dyes were found to severely impact the results. Jasper and coworkers combined NIR absorbance spectra from 1000 -2500 nm with neural networks to identify 17 categories of fibers from a 390-sample library, most with confidence levels of 95% or better [4] . Cotton, however, showed a 51% chance of being misidentified, with a 32% chance of being classified as linen [4] . Pattern recognition has also been used to classify fabric weave patterns [5] [6], identify dyes [7] , and grade yarns [8] . Fourier transformation of diffuse NIR reflectance spectra was reported to aid pattern recognition in distinguishing a limited number of pure fabrics and cotton-polyester blends [9] .
The purpose of this study was to investigate the feasibility of classifying commercial textile samples as to basic fiber type using diffuse reflectance NIR spectroscopy without any form of sample pretreatment and without any consideration of differences in textile weave, finish, dye, manufacturing process, or point of origin.
Statistical sample size is an important consideration in any statistical study, and one limitation of many of the previous studies cited above is that of limited population size. A key component of this study, therefore, is the development of an extensive textile library that more accurately reflects the wide assortment of six types of textiles that are among the most commonly encountered in the marketplace. This library is, to the best of our knowledge, one of the largest ever reported for a textile pattern recognition study. In the present study, we did not consider fabric blends nor were we interested in comparing different chemometric algorithms.
While a number of multivariate classification methods with different merits exist, including linear discriminant analysis (LDA) [10] , linear discriminant analysis by regression (PLS-DA) [11] , Mahalanobis distances [12] [13], k-nearest neighbors (k-NN) [14] , and artificial neural networks [10] [15]- [17] , soft-independent-modelingof-class-analogy (SIMCA) was chosen for classification in this study [18] .
SIMCA was chosen for this study for three reasons: 1) SIMCA is a well established classification method; 2) SIMCA is based on principal component analysis, which is well understood; and 3) the principal component models for different classes can be updated independently without having to redo the entire model. In addition, because SIMCA is a soft-modeling technique, samples can be classified into more than one category simultaneously (i.e., it is possible, for example, for a hypothetical sample to be salty and sweet simultaneously). With these points in mind, it is worthwhile to discuss briefly how SIMCA goes about classification.
Theory
Consider a data matrix X that consists of the spectra of n different samples where each spectrum consists of intensity values taken at p wavelengths. Let us further suppose that all of the samples in X belong to a particular class or group. So X may be the spectra of 100 cotton samples, for example. The goal of principal component analysis is to break this data matrix down into a series of variance-scaled orthogonal vectors known as principal components so that
.
In Equation (1), X is the original ( ) ( ) rows columns n p × data matrix, T is an n A × matrix known as the scores matrix where A is the number of principal components in the model, L is a p A × matrix known as the loadings matrix, the superscript T indicates the transpose of L, and E is an n p × matrix that respresents the residual variance that is not explained by the model. In Equation (2),
Now consider an unknown spectrum that we want to test to see if it belongs to the same class of samples that were used in X. The unknown spectrum u x will be a 1 p × vector. To transform this raw vector into principal component space, we need to post-multiply it by the p A × loadings matrix L from the PCA model made from X. This converts the original spectral data into an estimate of a 1 A × scores vector for the unknown sample, ˆu u = t x L , where t is the estimate of the scores vector. Finally, we can post-multiply the estimate of the scores vector by the transpose of the loadings matrix. If we subtract the result from the original unknown spectrum u x ( ) 1 p × , we can estimate the residual variance vector u e ( )
Equation (3) allows us to calculate the residual variance for the unknown sample that we are testing for class membership with the following equation:
The total residual variance for all the n samples in the PCA model will be
These two variances allow us to perform a Fischer's F-test, which forms the ultimate basis of the classification method, s are found to be the same statistically, the unknown sample is considered to belong to the group or category that made up the data matrix X.
If the samples of interest consist of q classes or categories, data matrices must be acquired for each class, q X , and PCA models made. A given sample is then tested for membership in each class as described above.
Experimental

Textile Samples
Swatches of known commercially-available textiles were obtained from the Baylor University Department of Family and Consumer Science. Specimens, approximately one-inch square, were cut from these swatches and placed in acid-free polypropylene sleeves that were labeled with fiber type and a number indicating position in the data matrix. The identity of the textile was provided by the original supplier. NIR spectral analysis was conducted without any other form of sample pretreatment.
Because the textiles used in this study were commercially available and not pretreated prior to analysis, they could have a variety of fiber finishes and dyes. Therefore, the sample population was made as broad as possible so that models generated by SIMCA could account for as many variations within a fiber type as possible. A total of 758 textile samples was cataloged and their diffuse NIR reflectance spectra collected for training and testing. Table 1 shows the textile library used for this study with the number of samples in each fiber category.
Data Acquisition and Analysis
NIR analysis was carried out using a dual-channel spectrometer assembled and tested in our laboratory [19] . To acquire diffuse NIR reflectance spectra, the sample beam was directed into an eight-inch diameter barium sulfate (BaSO 4 ) coated integrating sphere (Model 70451, Oriel) that had a lead sulfide (PbS) detector (Model 7202, Oriel) located in the detector port and mounted 45˚ from the sample window. The integrating sphere was equipped with a baffle and a light trap to reduce specular reflection.
Textile samples were placed in the sample holder at the sample window of the integrating sphere. Because the sensitivity of PbS detectors drops off at wavelength limits of approximately 1000 and 2500 nm, the wavelength region selected for these studies ranged from 1334 to 1906 nm. Wavelengths outside this region produced signals with significantly reduced signal-to-noise ratios. Diffuse NIR reflectance scans were recorded with a sampling interval of 2.0 nm, and measurements were reported as ( ) 10 log 1 R , where R is equal to the diffuse reflectance signal. Data were written into ASCII tables by the LabView™ software (version 5.1, National Instruments, Austin, TX) that controls the instrument and converted to Microsoft ® Excel spreadsheets as required for chemometric analysis. The spectral data, contained in the Excel spreadsheets, were imported into the Unscrambler © software package (versions 9.1, 9.6, and 9.7, Camo, Inc., Woodbridge, NJ). The data were then transposed to list the wavelengths as the x-variables and the reflectance as the y-variables.
Except where stated otherwise, raw spectral data was subjected to Savitzky-Golay smoothing [20] , using a zero-degree polynomial and 11 averaging points, 5 on each side of a given wavelength. The multivariate principal component analysis for each textile category was performed on mean-centered data at the 95% confidence level (p = 0.05 significance level). A mean-centered plot, calculated by the Unscrambler © statistical package, was obtained by first averaging the individual spectra on a wavelength-by-wavelength basis (i.e., adding the ( ) 10 log 1 R values of each spectrum on a wavelength-by-wavelength basis and dividing each sum by the number of samples). This average spectrum was then subtracted from each individual spectrum on a wavelengthby-wavelength basis to give mean-centered spectra.
Results and Discussion
Diffuse reflectance NIR spectra were obtained on 758 textile samples representing acetate, cotton, polyester, rayon, silk, and wool, using a Savitzky-Golay algorithm for smoothing. As an example, Figure 1 shows the smoothed diffuse NIR reflectance spectra for 274 cotton textiles, plotted as ( ) 10 log 1 R over the wavelength range 1334 -1906 nm.
PCA Modeling
Individual principal component analyses were conducted for each fabric type using the smoothed reflectance spectra collected for each group.
As an example, Figure 2 shows the results of the principal component analysis obtained using the spectra in Figure 1 for cotton. The three-dimensional scores plot in Figure 2(a) shows that the samples are segregated into a relatively distinct group with approximately 100% of the relationship being explained by the first and second principal components. Figure 2(b) is a plot of the residual x-variance as a function of leverage. This graph provides a measure of how much the residual x-variance of any individual sample varies compared to other samples, and how distant that sample point is from the model center (leverage). As can be seen in Figure 2(b) , with a few exceptions, most samples fit relatively well into the cotton category. Figure 2(c) is a plot of the regression coefficients versus wavelength for the second PC. This plot shows that some wavelengths contribute positively to the model while others contribute negatively. The curve falls gradually, but aside from a small, broad feature between 1600 and 1700 nm, there are few distinguishing characteristics. Figure 2(d) is a plot of residual variance as a function of the number of principal components. Two principal components appear to explain approximately 100% of the spectral. Using cross-validation, the Unscrambler © program automatically defaults to a suggested number of principal components that the program deems necessary to explain the variation in the spectral data, which in this case was two (Figure 2(d) ). But, close examination of Figure 2(d) shows that the residual variance continues to drop slowly beyond the second principal component. Several different numbers of PCs were tried, and models were computed using both the default number and values up to six [21] - [24] . For cotton as well as the other fabric types studied, six PCs did not appear to over-determine the data and were used in the SIMCA classification studies.
SIMCA Classification
SIMCA classification was performed on the fiber classes of acetate, cotton, polyester, rayon, silk, and wool using the principal component models for each class of fabric. The methodology involved removing a randomly selected number of samples (validation samples in Table 2 ) in the full set for each textile category ( Table 1) and classifying those with a model built from all remaining samples in the same population (calibration samples in Table 2 ). Validation was performed ten times with a new set of validation samples for each of the six categories, and the percentage of correct classifications (positive result) was calculated at the 95% confidence level. The results are shown in Table 2 and indicate that SIMCA correctly identified the textiles in 89% -98% of the cases.
SIMCA was also used to check for misclassifications. Each one of the 758 textile samples was individually tested for membership in each of the six textile categories. Tests were performed using PCA models constructed from all members of each textile group (total samples in Table 3 Table 3 for each textile. The percentage is relative to the total number of samples in the textile class.
As shown in Table 3 , acetate, polyester, rayon and wool models performed well, with few misclassifications as other fiber types (columns B and C). Of these four, wool had the most misclassifications with a 5% chance of being identified as both silk and wool (3%) or just silk (2%). Both wool and silk are protein based and differ primarily in the relative amounts of amino acids present and the type of hydrogen-bonding holding the protein chains together, making classification difficult.
Cotton samples were correctly classified as cotton in the large majority of cases, but were frequently marked as both rayon and cotton (62%). This result can be anticipated from the similarity in the chemical structures of the two fibers (cellulosic). Silk samples were also correctly classified as silk in the large majority of cases, but were frequently marked as both silk and rayon (24%). The diffuse NIR reflectance spectra of both fibers are broad with few differentiating features. In cases where chemical structures and spectra are very similar, classification should be improved by adding more samples to the PCA models.
Identification of a Counterfeit Silk
Silk is an expensive luxury fabric, and cheaper look-alikes are sometimes substituted for the genuine article. The initial textile library contained one "silk" sample, labeled as Silk-120, that SIMCA flagged as belonging to the polyester category, but not to silk. A visual inspection of the ( ) 10 log 1 R spectrum for Silk-120, compared to representative spectra of polyesters also suggested that the sample was counterfeit. A burn test confirmed that the fabric was polyester.
Conclusions
SIMCA, coupled with diffuse NIR reflectance spectroscopy, shows considerable promise as a quick, simple, non-destructive method for pure fiber identification. No sample pretreatment of any kind was required, and 89% -98% of the samples of non-blended acetate, cotton, polyester, rayon, silk and wool textiles could be successfully classified during SIMCA validation without regard for origin, manufacturing process residues, topical finishes, weave pattern, or dye content. The method was used to correctly identify a counterfeit silk sample as polyester.
A large sample library, such as the one used in this study, is critical in establishing a representative population with as many variations as possible within a given textile type. Application of the method to areas where large numbers of textiles must be tested, such as the import/export business, should provide an opportunity to increase the sample library significantly. Existing PCA models can easily be expanded to include additional fabric samples in any category, making the model more robust, while entirely new PCA models can easily be added, as necessary, to train the procedure to recognize new textiles that will almost certainly be introduced into the marketplace. Thus, actual application of the method to commercially available fibers should expand and improve identification rates over those reported in this study.
