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Abstract. Hydra games were introduced by Kirby and Paris, for the
formulation of a result which is independent from Peano arithmetic but
depends on the transﬁnite structure of 0. Tree ordinals are a well-known
simple way to represent countable ordinals. In this paper we study the
relation between these concepts; an ordinal less than 0 is canonically
translated into both a hydra and a tree ordinal term, and the reduc-
tion graph of the hydra and the normal form of the term syntactically
correspond to each other.
1 Introduction
Tree ordinals are one of the simplest ways known for representing countable
ordinals. The main concept of tree ordinals is to represent limit ordinals by
fundamental sequences themselves. The notation of tree ordinals naturally fits
to Dedekind’s TRS [2], which gives a simple definition for basic arithmetics for
ordinals — addition, multiplication, and exponentiation. With these arithmetic
functions, we can represent ordinals up to 0 by finite expressions.
On the other hand, Hydra games were invented by Kirby and Paris [4] for
the formulation of an undecidable statement. The termination of hydra games
cannot be proved within Peano arithmetic, but under the assumption that the
ordinal 0 is well-ordered. There, nondeterministic behaviour of hydrae takes
place to represent infiniteness of transfinite ordinals.
In the present work we translate infinite sequences in tree ordinals and non-
deterministic reductions in hydra games into each other. Thereby we will see a
syntactical correspondence between tree ordinals and hydra games.
Overview
In Section 2 we present Dedekind’s TRS on tree ordinals. In Section 3 we recall
the definition of hydra games. Section 4 shows the correspondence between hydra
games and tree ordinals. Section 5 gives a concluding remark.
2 Tree Ordinals
Deﬁnition 1. The set T of tree ordinal terms consists of the possibly infinite
terms generated by the following symbols
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arity symbol(s)
0 0,ω
1 succ, nats
2 cons,Add,Mul,Exp
with the rewrite rules
Add(x, 0)→ x
Add(x, succ(y))→ succ(Add(x, y)
Add(x, cons(y, z))→ cons(Add(x, y),Add(x, z))
Mul(x, 0)→ 0
Mul(x, succ(y))→ Add(Mul(x, y), x)
Mul(x, cons(y, z))→ cons(Mul(x, y),Mul(x, z))
Exp(x, 0)→ succ(0)
Exp(x, succ(y))→ Mul(Exp(x, y), x)
Exp(x, cons(y, z))→ cons(Exp(x, y),Exp(x, z))
ω → nats(0)
nats(x) → x : nats(succ(x)).
Observe that the rules are orthogonal and that there exists only one collapsing
rule. The system is thus CR∞ and UN∞ (See [7] or [5]). We write nf (t) to denote
the (possibly infinite) normal form of t, if it exists.
We write t : s for cons(t, s), where ‘:’ is right-associative; t0 : t1 : t2 : . . .
represents a infinite sequence of terms t0, t1, t2, . . . .
Deﬁnition 2. The set T O ⊂ T of tree ordinals is given as the smallest set that
satisfies the following conditions:
0 ∈ T O
succ(t) ∈ T O (t ∈ T O)
t0 : t1 : t2 : . . . ∈ T O (t0, t1, t2, · · · ∈ T O)
with semantics [[−]] : T O → Ω inductively given by
[[0]] = 0
[[succ(t)]] = [[t]] + 1
[[t0 : t1 : t2 : . . .]] = lim sup
i∈N
[[ti]]
where Ω denotes the set of countable ordinals.
Deﬁnition 3. We define a certain subset E0 of T given by the following BNF:
E0 ::= 0 | Add(E0, E0) | Exp(ω, E0).
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Let ∼ be the equivalence relation generated by
Add(Add(t, s), u) ∼ Add(t,Add(s, u))
Add(t, 0) ∼ t
Add(0, t) ∼ t
and let [E0] be the set of equivalence classes of E0 modulo ∼.
We write
∑n
i=1 ti and ω
t for Add(t1, . . .Add(tn−1, tn)) and Exp(ω, t), respec-
tively. We regard
∑0
i=1 ti as 0.
Proposition 4 (Induction on [E0]). For any t ∈ E0, there exist n ∈ N and
t1, . . . tn ∈ E0 such that t ∼
∑n
i=1 ω
ti . Moreover, the equivalence classes in [E0]
are enumerated by this construction. Namely, the following induction princi-
ple holds: Let P ⊂ [E0]. If
∑n
i=1 ω
ti ∈ P for all n ∈ N and t1, . . . tn ∈ P , then
P = [E0]. unionsq
In the remainder of this section we state some propositions on the productivity
of our system, without proofs. Since the system forms a subclass of the system
presented in [6], please see ibid. for the proofs.
Lemma 5. For any t ∈ E0, nf (t) does exist. unionsq
Lemma 6. If t ∼ s, then nf (t) = nf (s). The function nf : [E0]→ T is thus
canonically defined. unionsq
Let T OE0 be the image of [E0] via nf .
Proposition 7. We have T OE0 ⊂ T O. unionsq
Theorem 8. Let t, s ∈ E0. Then the following equations hold:
[[nf (0)]] = 0
[[nf (Add(t, s))]] = [[nf (t)]] + [[nf (s)]]
[[nf (Exp(ω, t))]] = ω[nf (t)] .
And therefore the image of T OE0 via [[−]] is 0. unionsq
Deﬁnition 9. For any α in 0, the nested Cantor normal form of α, written
ncn(α), is inductively defined by
(i) if α = 0, then ncn(α) = 0.
(ii) if α = β + 1, then ncn(α) = ncn(β) + Exp(ω, 0).
(iii) if α is a limit ordinal, then there exist unique β, γ < α such that α = ωβ+γ.
Let ncn(α) = Exp(ω,ncn(β)) + ncn(γ).
Hydra Games and Tree Ordinals 241
For example, ncn(ω × 2) is computed as follows:
ncn(ω × 2) = ncn(ω1 + ω1)
= ωncn(1) + ncn(ω1)
= ωncn(0+1) + ωncn(0+1)
= ωncn(0)+ω
0
+ ωncn(0)+ω
0)
∼ ωω0 + ωω0 .
Proposition 10. We have [[−]] ◦ nf ◦ ncn = id0 . Thus, the system [E0] can
compute every ordinal less than 0. unionsq
3 Hydra Games
In this section, we present hydra games [4] with a minor change.
Deﬁnition 11. A hydra is an unlabeled finite tree with arbitrary finite branches.
As a hydra, a leaf node is called a head. A head is short if the immediate parent
of the head is the root; long if it is neither short nor the root (See Figure 1).
The empty hydra is called dead and written ©.
© ←− long head
short head −→ © ©
©

 ←− root
Fig. 1. A hydra
Thus, formally, the set H of hydrae is inductively defined as follows:
(h1, . . . , hn) ∈ H if h1, . . . , hn ∈ H
where (), in the case n = 0, is regarded as ©.
As in the original paper, Herakles chops a head of a hydra. However, in this
paper Herakles chops only the rightmost-head of the hydra. Hence, we are mainly
interested in the rightmost structure of a hydra so that we take the notation
(h1(h2(. . . (hn©))))
to describe a given hydra, where hi denotes the juxtaposition of ni many hydras
hi1 . . . hini . This hydra is dipicted by Figure 2. Observe that, for any hydra,
there exists a unique representation of this form.
Now we define the chopping-relation on the hydrae.
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Fig. 2. The hydra (h1(h2(. . . (hn©))))
Deﬁnition 12. Let h be a hydra.
(i) (short-head chopping) As in Figure 3, if the rightmost-head of h is short,
i.e. h = (h1©), then we write h ! h′ where h′ = (h1).
(ii) (long-head chopping) As in Figure 4, if the rightmost-head of h is long, i.e.
h = (. . . (hn−1(hn©))), then we write h m h′m where
h′m = (. . . (hn−1(
m times
︷ ︸︸ ︷
hn . . .hn))).
for any m ∈ N.
h1 ©
©



!

h1
©


Fig. 3. Short-Head chopping
Remark 13. As proved in [4], any hydra will die after finite many times chopping;
note that you can choose any m for any long-head chopping step.
Thus, given a hydra h, the head-chopping reduction graph of h is uniquely de-
cided. Moreover, by the above remark, no graph has any infinite path in it.
Deﬁnition 14. The function gr : H → T O is defined via the head-chopping
reduction graph of a hydra. Let h be a hydra. Then gr(h) is inductively given
by the following case analysis:
(i) if h has no chopping-reduction, i.e. h = ©, then gr (h) = 0.
(ii) if h has a short-head chopping h
!
 h′, then gr(h) = succ(gr(h′)).
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hn−1 ©
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


Fig. 4. Long-Head chopping
(iii) if h has a long-head chopping h
m
 hm indexed by m, then
gr (h) = gr(h0) : gr(h1) : gr(h2) : . . . .
Observe that one and only one of the above case is met for each h. Notice also
that by the above remark gr is well-defined.
4 The Correspondence
We give a bijection between H and [E0].
Deﬁnition 15. The translation (−) : H → [E0] is inductively defined by
(h1 . . . hn) =
n∑
i=1
ωhi
and the translation (̂−) : [E0]→ H is inductively defined by
̂
(
n∑
i=1
ωti
)
= (t̂1 . . . t̂n).
Proposition 16. We have (̂−) ◦ (−) = idH and (−) ◦ (̂−) = id[E0]. unionsq
For an example of the above proposition, we compute ̂(©((©)©)). We have
(©((©)©)) = ω© + ω((©)©)
= ω0 + ωω
(©)+ω©
= ω0 + ωω
ω©+ω0
= ω0 + ωω
ω0+ω0
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and
̂
(
ω0 + ωωω
0+ω0
)
=
(
0̂ ̂
(
ωω0 + ωz
))
=
(
©(ω̂z 0̂)
)
= (©((0̂)©))
= (©((©)©)).
Before we state our main result, we show some lemmas.
Lemma 17. The following propositions hold:
(i) Let t, s ∈ E0. Then nf (t + s) = nf (s)[0 := nf (t)].
(ii) Let h1, . . . hn ∈ H where n > 0. Then we have
gr(h1 . . . hn) = gr(hn)[0 := gr(h1 . . . hn−1)].
Proof. (i) By induction on nf (s).
(ii) Notice that for any h ∈ H such that h m h′ where m ∈ {!} ∪ N, we have
(h1 . . . hn−1h)
m
 (h1 . . . hn−1h′).
Thus, the claim follows by induction on gr(hn).
Lemma 18. Let t ∈ [E0]. Then the following holds:
(i) If [[nf (t)]] = 0, then t = 0.
(ii) If [[nf (t)]] is a successor ordinal, then t is of the form
∑n
i=1 ω
ti where tn = 0.
Proof. (i) Suppose t =
∑n
i=1 ω
ti . Then from Theorem 8 we have
[[nf (t)]] = ω[nf (t1)] + · · ·+ ω[nf (tn)] .
Since ωα > 0 for every ordinal α, we have n = 0.
(ii) Suppose t =
∑n
i=1 ω
ti . Similarly, we have n > 0 and that ω[nf (tn)] is a suc-
cessor ordinal. Hence, [[nf (tn)]] = 0. From the above result, we have tn = 0.
Lemma 19. Let t ∈ [E0]. Then one of the following conditions holds:
(i) [[nf (t)]] = 0.
(ii) There exists t′ ∈ T OE0 such that nf (t) = succ(t′) and [[nf (t)]] = [[nf (t′)]]+1.
(iii) There exist t0, t1, · · · ∈ T OE0 such that nf (t) = t0 : t1 : . . . and [[ti]] <
[[nf (t)]] for all i ∈ N.
Proof. Using Theorem 8, it easily follows by induction on t.
Now we set P = {t ∈ [E0] | nf (t) = gr(t̂)}.
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Lemma 20. Let t1, . . . , tn ∈ E0. If ti ∈ P for all applicable i, then
∑n
i=1 ti ∈ P .
Proof. By mathematical induction on n. It is trivial for the case n = 0. For
insuction step, we assume
∑n−1
i=1 ti ∈ P . We have
nf
(
n∑
i=1
ti
)
= nf (tn)
[
0 := nf
(
n−1∑
i=1
)]
and
gr
⎛
⎝
n̂∑
i=1
ti
⎞
⎠ = gr(t̂n)
⎡
⎣0 := gr
⎛
⎝
n̂−1∑
i=1
ti
⎞
⎠
⎤
⎦
by Lemma 17. Thus, by induction hypothesis, we have
nf
(
n∑
i=1
)
= gr
⎛
⎝
n̂∑
i=1
ti
⎞
⎠ ,
implying
∑n
i=1 ∈ P .
Lemma 21. If t ∈ P , then ωt ∈ P .
Proof. Transfinite induction on [[nf (t)]]. We suppose that [[nf (s)]] < [[nf (t)]] im-
plies s ∈ P . Case analysis by Lemma 19.
(i) If [[nf (t)]] = 0, then from Lemma 18 we have t = 0 and thus
nf (ωt) = gr(t̂) = succ(0).
Hence, ωt ∈ P .
(ii) If nf (t) = succ(s) where [[nf (t)]] = [[s]] + 1, then from Lemma 18 we have
t =
∑n−1
i=1 ω
ti + ω0 with nf
(∑n−1
i=1
)
= s. Let t′ =
∑n−1
i=1 . Then
nf (ωt) = nf (ωt
′+succ(0))
= nf (Mul(ωt
′
,ω))
= 0 : nf (ωt
′
) : nf (Add(ωt
′
+ ωt
′
)) : . . .
and
gr(ω̂t) = gr(t̂′ (©))
= gr(©) : gr(t̂′) : gr(t̂′ t̂′) : . . . .
We have nf (
∑m
i=1 t
′) = gr(
∑̂m
i=1 t
′) = gr(
m times
︷ ︸︸ ︷
t̂′ . . . t̂′ ) for all m ∈ N, by induc-
tion hypothesis and Lemma 20. Therefore, we have nf (ωt) = gr(ω̂t), im-
plying ωt ∈ Px.
Theorem 22. We have nf ◦ (−) = gr and gr ◦ (̂−) = nf .
Proof. The latter equation follows from Proposition 4 and the above two lemmas.
The other one then immediately follows, using Propositon 16.
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5 Conclusion
We have presented the syntactical correspondence between hydra games and a
certain subclass of tree ordinals. The contribution of the paper is dipicted by
Figure 5, where the upper-left triangle commutes.
Since Buchholz [1] gives a variation of hydra games which is related to a much
larger ordinal, it is expected that there exists an extension of this TRS which is
related to Buchholz’s hydra games.
In addition, a visualisation tool for the original hydra games due to Kirby and
Paris is available at [3]; Figure 6 is a screenshot of the tool.
H
(−) 
gr





 [E0]
(̂−)

nf





T OE0
[−]
 0
ncn











Fig. 5. The diagram which relates hydra games and tree ordinals
Fig. 6. Screenshot of hydra (JavaApplet)
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