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a b s t r a c t
Given a program of a linear bounded and bijective operator T , does there exist a program
for the inverse operator T−1? And if this is the case, does there exist a general algorithm
to transfer a program of T into a program of T−1? This is the inversion problem for
computable linear operators on Banach spaces in its non-uniform and uniform formulation,
respectively.We study this problem from the point of view of computable analysis which is
the Turingmachine based theory of computability on Euclidean space and other topological
spaces. Using a computable version of Banach’s Inverse Mapping Theorem we can answer
the first question positively. Hence, the non-uniform version of the inversion problem is
solvable, while a topological argument shows that the uniform version is not. Thus, we
are in the striking situation that any computable linear operator has a computable inverse
while there exists no general algorithmic procedure to transfer a program of the operator
into a program of its inverse. As a consequence, the computable version of Banach’s
Inverse Mapping Theorem is a powerful tool which can be used to produce highly non-
constructive existence proofs of algorithms. We apply this method to prove that a certain
initial value problem admits a computable solution. As a preparation of Banach’s Inverse
Mapping Theoremwealso study theOpenMapping Theoremandwe show that the uniform
versions of both theorems are limit computable, which means that they are effectively602-
measurable with respect to the effective Borel hierarchy.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Given two Banach spaces X, Y and a linear bounded and bijective operator T : X → Y , Banach’s Inverse Mapping
Theorem (see e.g. [10]) guarantees that the inverse T−1 : Y → X is a linear bounded operator as well. Hence, it is reasonable
to ask for computable versions of this fact, i.e. do the statements
(1) T computableH⇒ T−1 computable (non-uniform version),
(2) T 7→ T−1 computable (uniform version)
hold? Note that both questions have to be specified carefully. In particular, the computability notion in the uniform case
should reflect the fact that algorithms of T are transferred into algorithms of T−1. If formalized appropriately, it turns out,
surprisingly, that the answer to the non-uniform question is ‘‘yes’’, whereas the answer to the uniform question is ‘‘no’’.
Besides Banach’s Inverse Mapping Theorem we also study the Open Mapping Theorem in this paper, which states that
any linear bounded and surjective operator T : X → Y is open [10]. In this case, one can distinguish even uniformity in the
open set and uniformity in the operator.
I An extended abstract version of this paper appeared in [V. Brattka, The inversion problem for computable linear operators, in: H. Alt, M. Habib (Eds.),
STACS 2003, in: Lecture Notes in Computer Science, vol. 2607, Springer, Berlin, 2003].
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Table 1
Effective mathematics Uniformity Degrees of effectivity
Constructive analysis Fully uniform Principles of omniscience
Reverse analysis over RCA0 Non-uniform Comprehension axioms
Computable analysis Flexible uniformity Effective Borel classes
A suitable framework for studying computability questions of this type is provided by computable analysis, which is
the Turing machine based theory of computability on real numbers and other topological spaces. Pioneering work on this
theory has been presented by Turing [24], Banach and Mazur [1], Lacombe [19] and Grzegorczyk [11]. Recent monographs
have been published by Pour-El and Richards [20], Ko [16] and Weihrauch [25].
From the computational point of view the Open Mapping Theorem and Banach’s Inverse Mapping Theorem are
interesting, since their classical proofs rely on the Baire Category Theorem and therefore they count as ‘‘non-constructive’’
(see [3] for a discussion of computable versions of the Baire Category Theorem).Whereas the constructive version of the Baire
Category Theorem holds true uniformly and can also be proved in Bishop’s style constructive analysis [2], its contrapositive
does not. However, it is the contrapositive which is used in functional analysis to derive the aforementioned theorems.
This contrapositive is only classically equivalent to the constructive version, but not intuitionistically. Thus, the uniform
versions of the theorems considered here cannot be derived in constructive analysis. In reverse mathematics, the Baire
Category Theorem and its consequences can be proved over the base system of recursive comprehension RCA0, as classical
logic allows one to move freely to the contrapositive [22]. Altogether, constructive analysis rather reflects uniform results,
whereas reverse mathematics reflects non-uniform results. We claim that computable analysis is well-equipped with tools
that allow one to express different degrees of computability and uniformity in a very natural way. Table 1 summarizes some
aspects of this comparison.
Of course, there areways to express other degrees of uniformity in constructive analysis and reversemathematics aswell.
For instance, our non-uniform results could be translated backwards into certain logical versions (using double negation and
quantifiers extensively) that might be provable in intuitionistic logic. It is just that nobody would naturally consider such
types of statements (and, in fact, they have not yet been considered to the best of our knowledge) if they are not generated
via such a backwards translation.1
In reverse mathematics, one could either explicitly introduce higher degrees of uniformity, as suggested by Kohlenbach
[17], or study reverse mathematics using intuitionistic logic, as proposed, for instance, by Ishihara [15]. However, the latter
approach would automatically lead to full uniformity again. We will show that computable analysis allows one to express
these different degrees of uniformity naturally in a single theoretical framework. This framework additionally allows one
to provide negative results (using topological methods) and it allows one to classify degrees of non-computability in the
effective Borel hierarchy [5]. In particular, we will show that the uniform versions of the Open Mapping Theorem and of
Banach’s Inverse Mapping Theorem are limit computable, i.e.602-computable with respect to the effective Borel hierarchy.
We close the introductionwith a short survey of the organization of this paper. In Section 2wepresent somepreliminaries
from computable analysis. In Section 3 we discuss computable metric spaces, computable Banach spaces and effective open
subsets. In Section 4 we investigate computable versions of the Open Mapping Theorem and on the basis of these results
we study Banach’s Inverse Mapping Theorem in Section 5. In Section 6 we show that the fully uniform versions of both
theorems are limit computable. Finally, in Section 6 we apply the computable non-uniform version of Banach’s Inverse
Mapping Theorem in order to prove that a certain initial value problem admits a fully uniform computable solution.
2. Preliminaries from computable analysis
In this sectionwe briefly summarize some notions from computable analysis. For details the reader is referred to [25]. The
basic idea of the representation based approach to computable analysis is to represent infinite objects, like real numbers,
functions or sets, by infinite strings over some alphabet Σ (which should at least contain the symbols 0 and 1). Thus, a
representation of a set X is a surjective mapping δ :⊆ Σω → X and in this situation we will call (X, δ) a represented space.
HereΣω denotes the set of infinite sequences overΣ and the inclusion symbol is used to indicate that the mapping might
be partial. If we have two represented spaces, then we can define the notion of a computable function.
Definition 2.1 (Computable Function). Let (X, δ) and (Y , δ′) be represented spaces. A function f :⊆ X → Y is called (δ, δ′)-
computable if there exists some computable function F :⊆ Σω → Σω such that δ′F(p) = f δ(p) for all p ∈ dom(f δ).
Of course, we have to define computability of functions F :⊆ Σω → Σω tomake this definition complete, but this can be
done via Turing machines: F is computable if there exists some Turing machine which computes for an infinitely long time
and transforms each sequence p, written on the input tape, into the corresponding sequence F(p), written on the one-way
1 In constructive analysis some positive versions on Banach’s Inverse Mapping Theorem can be proved using additional principles such as BD-N and
sequential continuity [13,14]. Although BD-N seems to be valid in computable analysis, our versions of Banach’s Inverse Mapping Theorem do not follow
from the constructive ones via realizability, as the constructive assumption of ‘‘bijectivity’’ is too strong (it basically implies already the effective existence
of an inverse).
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output tape. Later on, we will also need computable multi-valued operations f :⊆ X ⇒ Y , which are defined analogously to
computable functions by substituting δ′F(p) ∈ f δ(p) for the equation in Definition 2.1. If the represented spaces are fixed
or clear from the context, then we will simply call a function or operation f computable. If we allow Turing machines to use
a two-way output tape such that the content of any cell can be changed finitely many times (without any a priori bound on
the number of changes), then we arrive at the concept of a limit computable function. Limit computability with respect to
representations is defined via limit computable realizers F as above.
For the comparison of representations it is useful to have the notion of reducibility of representations. If δ, δ′ are both
representations of a set X , then δ is called reducible to δ′, δ ≤ δ′ in symbols, if there exists a computable function
F :⊆ Σω → Σω such that δ(p) = δ′F(p) for all p ∈ dom(δ). Obviously, δ ≤ δ′ holds if and only if the identity id : X → X
is (δ, δ′)-computable. Moreover, δ and δ′ are called equivalent, δ ≡ δ′ in symbols, if δ ≤ δ′ and δ′ ≤ δ.
Analogously to the notion of computability we can define the notion of (δ, δ′)-continuity for single- and multi-valued
operations, by substituting a continuous function F :⊆ Σω → Σω for the computable function F in the definitions above.
OnΣω we use the Cantor topology, which is simply the product topology of the discrete topology onΣ . The corresponding
reducibility will be called continuous reducibility and we will use the symbols ≤t and ≡t in this case. Again we will simply
say that the corresponding function is continuous if the representations are fixed or clear from the context. If not mentioned
otherwise, wewill always assume that a represented space is endowedwith the final topology induced by its representation.
This will lead to no confusionwith the ordinary topological notion of continuity, as long as we are dealingwith admissible
representations. A representation δ of a topological space X is called admissible if δ is maximal among all continuous
representations δ′ of X , i.e. if δ′ ≤t δ holds for all continuous representations δ′ of X . If δ and δ′ are admissible representations
of topological spaces X and Y , respectively, then a function f :⊆ X → Y is (δ, δ′)-continuous if and only if it is sequentially
continuous; cf. [21].
Given a represented space (X, δ), we will occasionally use the notions of a computable sequence and a computable point.
A computable sequence is a computable function f : N → X , where we assume that N = {0, 1, 2, . . .} is represented by
δN(1n0ω) := n and a point x ∈ X is called computable if there is a constant computable sequence with value x.
Given two represented spaces (X, δ) and (Y , δ′), there is a canonical representation [δ, δ′] of X × Y and a representation
[δ→ δ′] of the set [X → Y ] of (δ, δ′)-continuous functions f : X → Y . If δ and δ′ are admissible representations of sequential
topological spaces X and Y , respectively, then [δ→ δ′] is actually a representation of the setC(X, Y ) of continuous functions
f : X → Y . If Y = R, then we write for short C(X) := C(X,R). The function space representation can be characterized by
the fact that it admits evaluation and type conversion.
Proposition 2.2 (Evaluation and Type Conversion). Let (X, δ), (Y , δ′) and (Z, δ′′) be represented spaces. Then:
(1) (Evaluation) ev : [X → Y ] × X → Y , (f , x) 7→ f (x) is ([[δ→ δ′], δ], δ′)-computable,
(2) (Type conversion) f : Z × X → Y is ([δ′′, δ], δ′)-computable if and only if the function fˇ : Z → [X → Y ], defined by
fˇ (z)(x) := f (z, x), is (δ′′, [δ→ δ′])-computable.
The proof of this proposition is based on a version of the smn- and utm-Theorems; see [25,21]. If (X, δ), (Y , δ′)
are admissibly represented sequential topological spaces, then in the following we will always assume that C(X, Y ) is
represented by [δ→ δ′]. It follows by evaluation and type conversion that the computable points in (C(X, Y ), [δ→ δ′]) are
just the (δ, δ′)-computable functions f : X → Y . Since evaluation and type conversion are even characteristic properties
of the function space representation [δ → δ′], we can conclude that this representation actually reflects the properties
of programs. That is, a name p of a function f = [δ → δ′](p) can be considered as a ‘‘program’’ of f since it just contains
sufficientlymuch information in order to evaluate f . This corresponds to thewell-known fact that the compact open topology
is the appropriate topology for programs [23] and actually if (X, δ), (Y , δ′) are admissibly represented separable Banach
spaces, one obtains the compact open topology as final topology of [δ→ δ′] (see [21]).
If (X, δ) is a represented space, thenwewill always assume that the set of sequencesXN is representedby δN := [δN → δ].
The computable points in (XN, δN) are just the computable sequences in (X, δ). Moreover, we assume that Xn is always
represented by δn, which can be defined inductively by δ1 := δ and δn+1 := [δn, δ].
3. Computable metric and Banach spaces
In this section we will briefly discuss computable metric spaces and computable Banach spaces. The notion of a
computable Banach space will be the central notion for all following results. Computable metric spaces have been used in
the literature at least since Lacombe [19]. Pour-El and Richards have introduced a closely related axiomatic characterization
of sequential computability structures for Banach spaces [20].
We mention that we will denote the open balls of a metric space (X, d) by B(x, ε) := {y ∈ X : d(x, y) < ε} for all x ∈ X ,
ε > 0 and correspondingly closed balls by B(x, ε) := {y ∈ X : d(x, y) ≤ ε}. Occasionally, we denote complements of sets
A ⊆ X by Ac := X \ A.
Definition 3.1 (Computable Metric Space). A tuple (X, d, α) is called a computable metric space if
(1) d : X × X → R is a metric on X ,
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(2) α : N→ X is a sequence which is dense in X ,
(3) d ◦ (α × α) : N2 → R is a computable (double) sequence in R.
Here, we tacitly assume that the reader is familiar with the notion of a computable sequence of reals, but we will come
back to that point below. Occasionally, we will say for short that X is a computable metric space. Obviously, a computable
metric space is especially separable. Given a computable metric space (X, d, α), its Cauchy representation δX :⊆ Σω → X
can be defined by
δX (01n0+101n1+101n2+1 . . .) := lim
i→∞α(ni)
for all ni such that (α(ni))i∈N converges and d(α(ni), α(nj)) ≤ 2−i for all j > i (and undefined for all other input sequences).
In the following we tacitly assume that computable metric spaces are represented by their Cauchy representations. If X is a
computable metric space, then it is easy to see that d : X×X → R is computable. All Cauchy representations are admissible
with respect to the corresponding metric topology.
An important computable metric space is (R, dR, αR) with the Euclidean metric dR(x, y) := |x − y| and some standard
numbering of the rational numbersQ, asαR〈i, j, k〉 := (i−j)/(k+1). Here, 〈i, j〉 := 1/2(i+j)(i+j+1)+j denotes Cantor pairs
and this definition is extended inductively to finite tuples. Similarly, we can define 〈p, q〉 ∈ Σω for sequences p, q ∈ Σω . For
short we will occasionally write k := αR(k). In the following we assume that R is endowed with the Cauchy representation
δR induced by the computablemetric space given above. This representation ofR can also be defined if (R, dR, αR) just fulfills
(1) and (2) of the definition above and this leads to a definition of computable real number sequences without circularity.
Computationally, we do not have to distinguish the complex numbersC fromR2. Wewill use the notation F for a fieldwhich
always might be replaced by either R or C. Correspondingly, we use the notation (F, dF, αF) for a computable metric space
which might be replaced by either of the computable metric spaces (R, dR, αR) and (C, dC, αC) (defined analogously). We
will also use the notation QF = range(αF), i.e. QR = Q and QC = Q[i]. The central definition for the present investigation
will be the notion of a computable Banach space.
Definition 3.2 (Computable Normed Space). A tuple (X, ‖ ‖, e) is called a computable normed space if
(1) ‖ ‖ : X → R is a norm on X ,
(2) e : N→ X is a fundamental sequence, i.e. its linear span is dense in X ,
(3) (X, d, αe) with d(x, y) := ‖x − y‖ and αe〈k, 〈n0, . . . , nk〉〉 := ∑ki=0 αF(ni)ei is a computable metric space with Cauchy
representation δX .
Any computable normed space is automatically a computable vector space, i.e. the linear operations are all computable.
If in the situation of the definition the underlying space (X, ‖ ‖) is even a Banach space, i.e. if (X, d) is a complete metric
space, then (X, ‖ ‖, e) is called a computable Banach space. If the norm and the fundamental sequence are clear from the
context or locally irrelevant, we will say for short that X is a computable normed space or a computable Banach space. We will
always assume that computable normed spaces are represented by their Cauchy representations, which are admissible with
respect to the norm topology. If X is a computable normed space, then ‖ ‖ : X → R is a computable function. Of course, all
computable Banach spaces are separable. In the following proposition some computable Banach spaces are defined.
Proposition 3.3 (Computable Banach Spaces). Let p ∈ R be a computable real number with 1 ≤ p < ∞ and let a < b be
computable real numbers. The following spaces are computable Banach spaces over F.
(1) (Fn, ‖ ‖∞, e) with
• ‖(x1, x2, . . . , xn)‖∞ := max
k=1,...,n
|xk|,
• ei = e(i) = (ei1, ei2, . . . , ein) with eik :=
{
1 if i = k
0 else .
(2) (`p, ‖ ‖p, e) with
• `p := {x ∈ FN : ‖x‖p <∞},
• ‖(xk)k∈N‖p := p
√
∞∑
k=0
|xk|p,
• ei = e(i) = (eik)k∈N with eik :=
{
1 if i = k
0 else .
(3) (C(n)[a, b], ‖ ‖(n), e) with
• C(n)[a, b] := {f : [a, b] → R : f n-times continuously differentiable},
• ‖f ‖(n) :=
n∑
i=0
max
t∈[a,b]
|f (i)(t)|,
• ei(t) = e(i)(t) = t i.
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We leave it to the reader to check that these spaces are actually computable Banach spaces. If not stated differently, then
we will assume that (Fn, ‖ ‖) is endowed with the maximum norm ‖ ‖∞. It is known that the Cauchy representation δC[a,b]
ofC(0)[a, b] = C([a, b],R) is equivalent to [δ[a,b] → δR], where δ[a,b] denotes the restriction of δR to [a, b] (cf. Lemma 6.1.10
in [25]). In the following we will occasionally utilize the sequence spaces `p to construct counterexamples.
Sometimes we will use the spaces R< and R>, which are the sets of real numbers equipped with the representations ρ<
and ρ>, respectively. Here a ρ<-name of a real number consists of all lower rational bounds of that number and a ρ>-name
consists of all upper rational bounds of that number. The corresponding computable real numbers are called left computable
and right computable numbers.
Since we will study the Open Mapping Theorem in Section 4, we have to compute with open sets. Therefore we need
representations of the hyperspaceO(X) of open subsets of X . Such representations have been studied in the Euclidean case
in [9,25] and for the metric case in [8].
Definition 3.4 (Hyperspace of Open Subsets). Let (X, d, α) be a computable metric space. We endow the hyperspace
O(X) := {U ⊆ X : U open} with the representation δO(X), defined by δO(X)(p) := ⋃∞i=0 B(α(ni), ki) for all sequences
p = 01〈n0,k0〉+101〈n1,k1〉+101〈n2,k2〉+1 . . .with ni, ki ∈ N.
Those open subsets U ⊆ X which are computable points in O(X) are called c.e. open. We close this section with a
helpful proposition which states that we can represent open subsets by preimages of continuous functions. This is a direct
consequence of results in [8] and an effective version of the statement that open subsets of metric spaces coincide with the
functional open subsets.
Proposition 3.5 (Functional Open Subsets). Let X be a computable metric space. The map Z : C(X)→ O(X), f 7→ X \ f −1{0}
is computable and admits a computable right-inverse O(X) ⇒ C(X).
4. The Open Mapping Theorem
In this section we will study the effective content of the Open Mapping Theorem, which we formulate first. The proof of
this theorem and most of the other Banach space principles which we will study can be found in [10] or other textbooks on
functional analysis.
Theorem 4.1 (Open Mapping Theorem). Let X, Y be Banach spaces. If T : X → Y is a linear surjective and bounded operator,
then T is open, i.e. T (U) ⊆ Y is open for any open U ⊆ X.
Whenever T : X → Y is an open operator, we can associate the function
O(T ) : O(X)→ O(Y ),U 7→ T (U)
with it. Now we can ask for three different computable versions of the Open Mapping Theorem. If T : X → Y is a linear
computable and surjective operator, do the following hold true:
(1) If U is c.e. open in X , is then also T (U) c.e. open in Y?
(2) Is O(T ) : O(X)→ O(Y ),U 7→ T (U) computable?
(3) Is T 7→ O(T ) computable?
Since any computable functionmaps computable inputs to computable outputs, we can conclude (3)H⇒(2)H⇒(1). In the
following wewill see that questions (1) and (2) can be answered in the affirmative, while question (3) has to be answered in
the negative. The key tool for the positive results will be Theorem 4.3 on effective openness. As a preparation of this theorem
we will prove that, given an open set U ∈ O(X) and a point x ∈ U , we can effectively find some neighborhood of xwhich is
included in U . This statement is made precise by the following lemma.
Lemma 4.2. Let (X, d, α) be a computable metric space. There exists a computable multi-valued operation R :⊆ X ×O(X) ⇒ N
such that for any open U ⊆ X and x ∈ U there exists some k ∈ R(x,U) and B(x, k) ⊆ U holds for all such k.
Proof. Given a sequence 〈ni, ki〉i∈N of natural numbers such that
U =
∞⋃
i=0
B(α(ni), ki)
and a sequence (mi)i∈N such that d(α(mi), α(mj)) ≤ 2−j for all i > j and x := limi→∞ α(mi) ∈ U , there exist i, j ∈ N such
that d(α(ni), α(mj)) + 2−j < ki and thus we can effectively find i, j, k ∈ N such that d(α(ni), α(mj)) + 2−j + k < ki and
k > 0. Then d(x, y) < k implies
d(α(ni), y) ≤ d(α(ni), α(mj))+ d(α(mj), x)+ d(x, y)
< d(α(ni), α(mj))+ 2−j + k
< ki
for all y ∈ X and thus B(x, k) ⊆ B(α(ni), ki) ⊆ U . 
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Our next theorem on effective openness states that T : X → Y is computable if and only if O(T ) : O(X) → O(Y ) is
computable, provided that T is a linear and bounded operator and X, Y are computable normed spaces.
Theorem 4.3 (Effective Openness). Let X, Y be computable normed spaces and let T : X → Y be a linear and bounded operator.
Then the following conditions are equivalent:
(1) T : X → Y is open and computable,
(2) O(T ) : O(X)→ O(Y ),U 7→ T (U) is well-defined and computable.
Proof. We consider the computable normed spaces (X, ‖ ‖, e) and (Y , ‖ ‖′, e′)with the dense sequences α := αe : N→ X ,
β := αe′ : N→ Y according to Definition 3.2. Since no confusion is to be expected, we will also write ‖ ‖ instead of ‖ ‖′.
‘‘(1)H⇒(2)’’ If T is open, thenO(T ) is well-defined and we have to prove thatO(T ) is computable if T is computable. We
separate the proof into two parts (a) and (b). In (a) we use the fact that T is linear and open and in (b) we use the fact that T
is computable.
(a) We prove that there exists a computable operation R :⊆ X × O(X) ⇒ N such that for any open U ⊆ X and x ∈ U there
exists some k ∈ R(x,U) and it follows B(Tx, k) ⊆ T (U) and k > 0 for all such k. Since T is open and linear, there exists
some rational r > 0 such that B(0, r) ⊆ T (B(0, 1)). Given U ∈ O(X) and x ∈ U we can effectively find some n ∈ N with
ε := n > 0 such that B(x, ε) ⊆ U by Lemma 4.2 and some k ∈ Nwith k = εr . It follows by linearity of T that
B(Tx, k) = εB(0, r)+ Tx ⊆ εTB(0, 1)+ Tx = TB(x, ε) ⊆ T (U).
Thus, there exists a Turing machineM which computes a realization of R.
(b) Let M ′ be a Turing machine which computes a (δX , δY )-realization of T . We will construct a Turing machine M ′′ which
computes a (δO(X), δO(Y ))-realization of O(T ). The set
W := {01n0+1 . . . 01nl+10 ∈ Σ∗ : l ∈ N, ‖α(ni)− α(nj)‖ < 2−i for i < j ≤ l}
is a c.e. subset ofΣ∗ with δX (WΣω) = X . Let p ∈ dom(δO(X))with U := δO(X)(p).
Now machineM ′′ on input p searches systematically for some finite wordw = 01n0+101n1+1 . . . 01ni+10 ∈ W such that
machineM with input 〈w0ω, p〉 produces some (encoded) outputm ∈ N andM ′ with input w0ω some output v, both after
reading only w or some finite prefix of it, such that the following holds: if 01k0+101k1+1 . . . 01kj+10 is the longest prefix of
v which ends with 0, then 2−j+2 < m and α(ni) ∈ U . Whenever machine M ′′ finds such a word w, then it writes 01〈kj,k〉+1
with k = 2−j+1 on the output tape.
If this happens, then B(Tx,m) ⊆ T (U) and ‖y− Tx‖ ≤ 2−j with x := α(ni) and y := β(kj). Thus, ‖z − y‖ < k implies
‖z − Tx‖ ≤ ‖z − y‖ + ‖y− Tx‖ < k+ 2−j < m
for all z ∈ Y and thus B(β(kj), k) ⊆ B(Tx,m) ⊆ T (U). Hence, we obtain δO(Y )(q) ⊆ T (U) for the output q of M ′′, provided
that this output q is infinite.
It remains to prove thatM ′′ on input p actually produces an infinite output q and that T (U) ⊆ δO(Y )(q). Thus, let y ∈ T (U).
Then there is some x ∈ U with Tx = y and there is some r ∈ dom(δX ) with δX (r) = x such that r = 01n0+101n1+1 . . . has
infinitely many prefixes in W and α(ni) ∈ U for almost all i; in particular, there is one such prefix w′ ∈ W of r such
that M on input 〈w′0ω, p〉 stops with output m ∈ N while reading w′ or some finite prefix of it and there is some prefix
w = 01n0+101n1+1 . . . 01ni+10 ∈ W of r which is longer than w′ such that α(ni) ∈ U and M ′ on input w0ω writes some
output 01k0+101k1+1 . . . 01kj+10with 2−j+2 < mwhile readingw or some finite prefix of it. Finally,M ′′ will find such a word
w and write 01〈kj,k〉+1 with k = 2−j+1 on the output tape. We obtain y ∈ B(β(kj), k) since ‖β(kj)− y‖ ≤ 2−j < k. Moreover,
M ′′ will find infinitely many such wordsw and produce an infinite output qwith T (U) ⊆ δO(Y )(q).
‘‘(2)H⇒(1)’’ Now let O(T ) be well-defined and computable and letM be a Turing machine which computes a realization of
O(T ). Then T is open sinceO(T ) iswell-defined. Since T is bounded, there exists a rational bound s > 0 such that‖Tx‖ ≤ s‖x‖
for all x ∈ X and some j ∈ N such that 2j > s. We construct a Turing machine M ′ which computes a (δX , δY )-realization of
T . Given some input p = 01n0+101n1+101n2+10 . . . with x := δX (p), machine M ′ works in steps i = 0, 1, 2, . . . as follows:
in step imachineM ′ starts machineM with input q = 01〈ni+j+2,ki〉+101〈ni+j+2,ki〉+101〈ni+j+2,ki〉+10 . . .where ki := 2−i−j−2 and
simulates M until it writes the first word 01〈n,k〉+10. Then M ′ writes 01n+1 on its output tape and continues with the next
step i+ 1.
Since δO(X)(q) = B(α(ni+j+2), ki),M produces an output r with
δO(Y )(r) = O(T )(δO(X)(q)) = TB(α(ni+j+2), ki).
Thus, for any subword 01n+1 which is written by M ′ in step i on its output tape, we obtain β(n) ∈ TB(α(ni+j+2), ki). Since
‖x− α(ni+j+2)‖ ≤ ki, it follows that
‖β(n)− Tx‖ ≤ ‖β(n)− Tα(ni+j+2)‖ + ‖Tα(ni+j+2)− Tx‖
≤ 2ski < 2−i−1
and hence δY (t) = Tx holds for the infinite output t ofM ′. 
V. Brattka / Annals of Pure and Applied Logic 157 (2009) 85–96 91
Nowwe can directly conclude a computable version of the OpenMapping Theorem as a corollary of the previous theorem
and the classical Open Mapping Theorem.
Corollary 4.4 (Computable Open Mapping Theorem). Let X, Y be computable Banach spaces and let T : X → Y be a linear
computable operator. If T is surjective, then T is open and O(T ) : O(X)→ O(Y ) is computable. In particular, T (U) ⊆ Y is c.e.
open for any c.e. open set U ⊆ X.
This version of the OpenMapping Theorem leaves open the question of whether themap T 7→ O(T ) itself is computable.
Actually, a careful look at the proof of direction ‘‘(1)H⇒(2)’’ of Theorem 4.3 shows that the first step (a) is not effective in T .
There, the existence of a rational number r > 0 is assumed such that B(0, r) ⊆ TB(0, 1). Hence, an effective version of this
proof only shows that the map (T , r) 7→ O(T ) is computable. A similar consideration applies to the direction ‘‘(2)H⇒(1)’’,
where an upper bound s on the operator norm ‖T‖ := sup‖x‖=1 ‖Tx‖ has been used. We formulate both uniform directions
of the previous theorem a bit more precisely.
Theorem 4.5. Let X, Y be computable normed spaces.
(1) The map
Ω :⊆ [X → Y ] × Q→ [O(X)→ O(Y )], (T , r) 7→ O(T )
with dom(Ω) := {(T , r) : T : X → Y is linear bounded and open and B(0, r) ⊆ TB(0, 1)} is ([[δX → δY ], δQ], [δO(X) →
δO(Y )])-computable.
(2) The map
Ω ′ :⊆ [O(X)→ O(Y )] × Q→ [X → Y ], (O(T ), s) 7→ T
with dom(Ω ′) := {(O(T ), s) : T : X → Y is linear bounded and open and ‖T‖ ≤ s} is ([[δO(X) → δO(Y )], δQ], [δX → δY ])-
computable.
The proof is essentially the same as that of Theorem 4.3 with an additional application of the evaluation and type
conversion technique (more precisely, one has to apply the same technique as has been used for the proof of the evaluation
and type conversion property, that is certain smn- and utm-Theorems; cf. Theorem 2.3.13 in [25]). Obviously, the previous
theorem holds true for Banach spaces with ‘‘surjective’’ instead of ‘‘open’’, which would be a stronger computable version
of the Open Mapping Theorem, but we do not formulate this version of the theorem here.
Now the question appears of whether one can prove a uniform version of the Open Mapping Theorem, i.e. whether the
map T 7→ O(T ) is computable without the radius r as additional input information. The answer is ‘‘no’’, even restricted to
Banach or Hilbert spaces and to bijective mappings T as we will show in the following. For the proof we introduce a special
type of operators which will serve as a standard counterexample during our investigation. Because of this universality we
introduce a specific name.
Lemma 4.6 (Diagonal Operators). Let p ≥ 1 be a computable real number or p = ∞ and let a ∈ (0, 1]. Then Ta : `p → `p is
called a diagonal operator of a if there exists a decreasing sequence (an)n∈N of real numbers with a0 = 1 and a = infn∈N an > 0
such that
Ta(xk)k∈N = (akxk)k∈N.
Each diagonal operator Ta : `p → `p of a shares the following properties:
(1) Ta : `p → `p is linear, bounded and bijective,
(2) ‖Ta‖ = 1 and ‖T−1a ‖ = 1a ,
(3) B(0, r) ⊆ TaB(0, 1) implies r ≤ a for all r > 0.
Proof. (1) Obviously, Ta is linear. In the case where 1 ≤ p <∞we obtain
‖Ta(xk)k∈N‖p = p
√√√√ ∞∑
k=0
|akxk|p ≤ a0 · p
√√√√ ∞∑
k=0
|xk|p = ‖(xk)k∈N‖p
and in the case where p = ∞we obtain
‖Ta(xk)k∈N‖∞ = sup
k∈N
|akxk| ≤ a0 · sup
k∈N
|xk| = ‖(xk)k∈N‖∞.
Thus, ‖Ta‖ ≤ a0 ≤ 1 and Ta is bounded in both cases. Moreover, Ta is obviously injective since an > 0 for all n ∈ N and Ta is
surjective since (yk)k∈N ∈ `p implies ‖(yk)k∈N‖p <∞ and thus∥∥∥∥( 1ak yk
)
k∈N
∥∥∥∥
p
= p
√√√√ ∞∑
k=0
∣∣∣∣ 1ak yk
∣∣∣∣p ≤ 1a · ‖(yk)k∈N‖p <∞
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in the case where 1 ≤ p < ∞ and analogously ‖( 1ak yk)k∈N‖∞ ≤ 1a · ‖(yk)k∈N‖∞ < ∞ and hence ( 1ak yk)k∈N ∈ `p and
Ta( 1ak yk)k∈N = (yk)k∈N in all cases. Moreover, this already shows ‖T−1a ‖ ≤ 1a .
(2) Now let eik ∈ F be defined as in Proposition 3.3(2). Then ei := (eik)k∈N ∈ `p is a unit vector for each i ∈ N and Ta(ei) = aiei
and T−1a (ei) = 1ai ei for all i ∈ N. This proves ‖Ta‖ ≥ ai and ‖T−1a ‖ ≥ 1ai for all i ∈ N and thus altogether ‖Ta‖ = a0 = 1 and
‖T−1a ‖ = 1a .
(3) Finally, let B(0, r) ⊆ TaB(0, 1). Now sei ∈ B(0, r) for all positive s < r and i ∈ N and hence T−1a (sei) = sai ei ∈ B(0, 1) and
thus s < ai for all positive s < r and i ∈ N. Hence, r ≤ ai for all i ∈ N and thus r ≤ a = infi∈N ai. 
The next proposition shows that we can effectively find a diagonal operator Ta : `p → `p for any given a ∈ R> with
0 < a ≤ 1.
Proposition 4.7 (Diagonal Operator). Let p ≥ 1 be a computable real number. There exists a computablemulti-valued operation
τ :⊆ R> ⇒ C(`p, `p) such that for any a ∈ R> with a ∈ (0, 1] there exists some Ta ∈ τ(a) and all such Ta : `p → `p are
diagonal operators of a.
Proof. Given a real number a ∈ R> with a ∈ (0, 1], we can effectively find a decreasing sequence (an)n∈N of rational
numbers an ∈ Q such that a0 = 1 and a = infn∈N an. We define a diagonal operator Ta : `p → `p of a by Ta(xk)k∈N :=
(akxk)k∈N for all (xk)k∈N ∈ `p. Given some x = (xk)k∈N and a precision m ∈ N we can effectively find some n ∈ N and
numbers q0, . . . , qn ∈ QF such that ‖∑ni=0 qiei − x‖p < 2−m. Since ‖Ta‖ = 1 by Lemma 4.6(2), it follows that∥∥∥∥∥Ta
(
n∑
i=0
qiei
)
− Ta(x)
∥∥∥∥∥
p
≤ ‖Ta‖ ·
∥∥∥∥∥ n∑
i=0
qiei − x
∥∥∥∥∥
p
< 2−m.
By linearity of Taweobtain Ta(
∑n
i=0 qiei) =
∑n
i=0 qiTa(ei) =
∑n
i=0 qiai and thuswe can evaluate Ta effectively up to any given
precisionm. Using type conversion we can actually prove that there exists an operation τ with the desired properties. 
Now we can prove the promised negative result on the mapping T 7→ O(T ).
Theorem 4.8. Let p ≥ 1 be a computable2 real number. Then the mapping T 7→ O(T ), defined for linear, bounded and bijective
operators T : `p → `p with ‖T‖ = 1, is not continuous.
Proof. Let us assume that the mapping T 7→ O(T ), defined for linear, bounded and bijective operators T : `p → `p
with ‖T‖ = 1, would be continuous, more precisely, ([δ`p → δ`p ], [δO(`p) → δO(`p)])-continuous. Then by the evaluation
property, E : T 7→ TB(0, 1) is ([δ`p → δ`p ], δO(`p))-continuous. Now the operation S :⊆ R> ⇒ N, defined by
S(a) := R(0, E◦τ(a)), where R :⊆ `p×O(`p) ⇒ N is the computable operation from Lemma 4.2 and τ :⊆ R> ⇒ C(`p, `p) is
the computable operation from Proposition 4.7, is continuous too. Thus, for any positive a ∈ R>, there exists some n ∈ S(a)
and for all such n we obtain 0 < n ≤ a by construction of τ and Lemma 4.6(3). In other words, S determines a positive
lower rational bound for any a ∈ R> with 0 < a ≤ 1. It is straightforward to see that such a continuous operation S cannot
exist. 
Although the mapping T 7→ O(T ) is discontinuous, we know by Theorem 4.3 thatO(T ) : O(`p)→ O(`p) is computable
whenever T : `p → `p is computable. On the one hand, this guarantees that T 7→ O(T ) is not too discontinuous [5]. On
the other hand, we have to use sequences to construct a computable counterexample for the uniform version of the Open
Mapping Theorem. Therefore we will use the following lemma which can be proved by an easy diagonalization argument.
Lemma 4.9. There exists a computable sequence (an)n∈N of positive right computable real numbers such that for any computable
function f : N→ N there exists some i ∈ N such that 2−f (i) > ai.
Proof. We use some total Gödel numbering ϕ : N → P of the set of partial computable functions P := {f :⊆ N → N : f
computable} to define
an :=
{
2−k−1 if ϕn(n) = k
1 if ϕn(n) is undefined
for all n, k ∈ N. Then (an)n∈N is a computable sequence of positive right computable real numbers. Now let f : N → N be
some total computable function. Then there exists some i ∈ N such that ϕi = f and we obtain 2−f (i) > 2−ϕi(i)−1 = ai. 
Using the computable sequence (an)n∈N of right computable real numbers constructed in this lemma and the computable
operation τ :⊆ R> ⇒ C(`p, `p) from Proposition 4.7, we directly obtain a computable sequence (Tn)n∈N of operators
Tn ∈ τ(an), i.e. Tn is a diagonal operator of an, with the following property.
2 Here and in the following, discontinuity results also hold true for non-computable p. But in order to keep the proofs as simple as possible, we only
formulate the versions for computable p. Otherwisewe had to add pure continuity versions for arbitrary p ≥ 1 of those positive results, like Proposition 4.7,
which are used to derive discontinuity statements.
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Corollary 4.10. Let p be a computable real number with p ≥ 1. There exists a computable sequence (Tn)n∈N inC(`p, `p) of linear
computable and bijective operators Tn : `p → `p with ‖Tn‖ = 1 for all n ∈ N such that (TnB(0, 1))n∈N is a sequence of c.e. open
subsets of `p which is not computable.
If the sequence (TnB(0, 1))n∈N were to be computable, then the computable operation R :⊆ `p × O(`p) ⇒ N from
Lemma 4.2 would yield a computable sequence (rn)n∈N of rationals with rn ∈ R(0, TnB(0, 1)) such that 0 < rn ≤ an by
Lemma 4.6(3). But this contradicts Lemma 4.9.
5. Banach’s Inverse Mapping Theorem
In this section we want to study computable versions of Banach’s Inverse Mapping Theorem. Again we start with a
formulation of the classical theorem.
Theorem 5.1 (Banach’s Inverse Mapping Theorem). Let X, Y be Banach spaces and let T : X → Y be a linear bounded operator.
If T is bijective, then T−1 : Y → X is bounded.
It is clear that linearity is an essential property in this theorem since it is well-known that there are continuous bijections
with discontinuous inverse. Similarly to the case of the Open Mapping Theorem we have two canonical candidates for an
effective version of this theorem.We can ask the following questions for linear bounded and bijective operators T : X → Y :
(1) If T is computable, is then also T−1 computable?
(2) Is T 7→ T−1 computable?
Againwewill see that the first question has to be answered in the affirmative and the second question has to be answered in
the negative. Analogously to howwe have used Theorem 4.3 on effective openness to prove the computable Open Mapping
Theorem 4.4, we will use Theorem 5.2 on effective continuity to prove the computable version of Banach’s Inverse Mapping
Theorem. The first part of the proof is based on Proposition 3.5.
Theorem 5.2. Let X, Y be computable metric spaces and let T : X → Y be a function. Then the following are equivalent:
(1) T : X → Y is computable,
(2) O(T−1) : O(Y )→ O(X), V 7→ T−1(V ) is well-defined and computable.
Proof. ‘‘(1)H⇒(2)’’ If T : X → Y is computable, then it is continuous and hence O(T−1) is well-defined. Given a function
f : Y → R such that V = Y \ f −1{0}, we obtain
T−1(V ) = T−1(Y \ f −1{0}) = X \ (fT )−1{0}.
Using Proposition 3.5 and the fact that composition
◦ : C(Y ,R)× C(X, Y )→ C(X,R), (f , T ) 7→ f ◦ T
is computable (which can be proved by evaluation and type conversion), we obtain that O(T−1) is computable.
‘‘(2)H⇒(1)’’ We consider the computable metric spaces (X, d, α) and (Y , d′, β). We note that T is continuous if O(T−1)
is well-defined. Given a Turing machine M which computes a realization of O(T−1), we construct a Turing machine M ′
which computes a realization of T . The machine M ′ with input p ∈ dom(δX ) works in steps k = 0, 1, 2, . . . as follows.
In step k machine M ′ simultaneously tests all values n ∈ N until some value is found with the following property:
machine M with input 01〈n,m〉+101〈n,m〉+101〈n,m〉+10 . . . with m = 2−k produces an output with subword 01〈i,j〉+10 such
that x = δX (p) ∈ B(α(i), j). As soon as such a subword is found,M ′ writes 01n+1 on the output tape.
If this happens, i.e. if M ′ writes 01n+1 on its output tape, then we obtain Tx ∈ B(β(n), 2−k) since x ∈ B(α(i), j) ⊆
T−1(B(β(n),m)). Moreover, M ′ actually produces an infinite output q, since for any k ∈ N there is some n ∈ N such that
Tx ∈ B(β(n), 2−k) and thus x ∈ T−1(B(β(n), 2−k)) and consequently M on input 01〈n,m〉+101〈n,m〉+10 . . . has to produce
some output with subword 01〈i,j〉+10 and x ∈ B(α(i), j). It follows that δY (q) = Tx. 
Now we note the fact that for Banach spaces X, Y and bijective linear operators T : X → Y , the operation O(T−1),
associated with T according to the previous theorem, is the same as the operationO(S), associated with S = T−1 according
to Corollary 4.4. Thus, we can directly conclude the following computable version of the Inverse Mapping Theorem as a
corollary of Theorem 5.2 and Corollary 4.4.
Corollary 5.3 (Computable Inverse Mapping Theorem). Let X, Y be computable Banach spaces and let T : X → Y be a linear
computable operator. If T is bijective, then T−1 : Y → X is computable too.
By analogy to the Open Mapping Theorem, we want to study the question of whether a uniform computable version of
Banach’s Inverse Mapping Theorem holds true. Unfortunately, the answer is ‘‘no’’ in this case too, i.e. the mapping T 7→ T−1
is discontinuous. Before proving this negative result we formulate a uniform version of Theorem 5.2. This version can be
proved correspondingly to Theorem 5.2 simply by using evaluation and type conversion (certain smn- and utm-Theorems,
respectively).
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Theorem 5.4 (Effective Continuity). Let X, Y be computable metric spaces. Then the total map
ω : [X → Y ] → [O(Y )→ O(X)], T 7→ O(T−1),
defined for all continuous T : X → Y , is ([δX → δY ], [δO(Y ) → δO(X)])-computable and its inverse ω−1 is computable in the
corresponding sense too.
Using this positive result, applied to T−1, we can transfer our negative results on the Open Mapping Theorem to the
Inverse Mapping Theorem. As a corollary of the previous Theorems 5.4 and 4.8 we obtain the following result.
Corollary 5.5. Let p ≥ 1 be a computable real number. The inversion map T 7→ T−1, defined for linear bounded and bijective
operators T : `p → `p with ‖T‖ = 1, is not continuous (with respect to ([δ`p → δ`p ]).
On the other hand, a combination of this corollarywith Theorem 5.4 yields the following additional negative result which
corresponds to Theorem 4.5(2).
Corollary 5.6. Let p ≥ 1 be a computable real number. The map O(T ) 7→ T , defined for linear bounded and bijective operators
T : `p → `p with ‖T‖ = 1, is not continuous.
Correspondingly, we can construct a computable counterexample for the uniform version of the Inverse Mapping
Theorem. As a corollary of Theorem 5.4 applied to T−1n from Corollary 4.10 we obtain the following counterexample.
Corollary 5.7. For any computable real number p ≥ 1 there exists a computable sequence (Tn)n∈N in C(`p, `p) of linear
computable and bijective operators Tn : `p → `p such that (T−1n )n∈N is a sequence of computable operators T−1n : `p → `p
which is not computable in C(`p, `p).
We can even assume that ‖Tn‖ = 1 for all n ∈ N. After this negative result, which shows that the mapping T 7→ T−1 is
not computable, we want to discuss which additional input information on T could help to establish a uniform computable
version of Inverse Mapping Theorem. Theorem 4.5 together with Theorem 5.4 constitutes two formally different ways to
prove such a result, which correspond to the compositions
(T , r)
Ω7−→ O(T ) ω−17−→ T−1 and (T , s) ω×id7−→ (O(T−1), s) Ω ′7−→ T−1.
In the first case, a rational radius r > 0 is required as additional input information such that B(0, r) ⊆ TB(0, 1) and in the
second case a rational bound s > 0 is required such that ‖T−1‖ ≤ s. It is easy to see that both types of additional input
information are equivalent in this situation. On the one hand, this follows by applying the following lemma to the inverse
T−1.
Lemma 5.8. Let X, Y be normed spaces and let T : X → Y be a linear bounded map. Then B(0, r) ⊆ T−1B(0, 1) H⇒ ‖T‖ ≤ 1r
holds for all r > 0.
Proof. By linearity and continuity of T we obtain
B(0, r) ⊆ T−1B(0, 1) H⇒ TB(0, 1) ⊆ B
(
0,
1
r
)
H⇒ ‖T‖ = sup
x∈B(0,1)
‖Tx‖ ≤ 1
r
. 
On the other hand, ‖T−1‖ ≤ s implies T−1B(0, 1) ⊆ B (0, 1r ), whenever s < 1r . For completeness we formulate one of
the two equivalent uniform versions of the Inverse Mapping Theorem precisely.
Theorem 5.9 (Inversion). Let X, Y be computable normed spaces. The map
ι :⊆ [X → Y ] × Q→ [Y → X], (T , s) 7→ T−1
with dom(ι) := {(T , s) : T : X → Y is linear, bounded and bijective and ‖T−1‖ ≤ s} is ([[δX → δY ], δQ], [δY → δX ])-
computable.
We close this section with an application of the Computable Inverse Mapping Theorem 5.3 which shows that any two
comparable computable complete norms are computably equivalent.
Theorem 5.10. Let (X, ‖ ‖), (X, ‖ ‖′) be computable Banach spaces and let δ, δ′ be the corresponding Cauchy representations
of X. If δ ≤ δ′ then δ ≡ δ′.
Proof. If δ ≤ δ′, then the identity id : (X, ‖ ‖) → (X, ‖ ‖′) is (δ, δ′)-computable. Moreover, the identity is obviously
linear and bijective. Thus, id−1 : (X, ‖ ‖′)→ (X, ‖ ‖) is (δ′, δ)-computable by the Computable Inverse Mapping Theorem.
Consequently, δ′ ≤ δ. 
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6. Limit computable version
Although some uniform versions of theorems in analysis are not computable, most important theorems are at least limit
computable. This point of view has, for instance, been proposed by Hayashi [12]. We prove that this is true for Banach’s
Inverse Mapping Theorem and the Open Mapping Theorem in our setting.
Theorem 6.1 (Limit Computability). Let X, Y be computable normed spaces. The following maps and their inverses are limit
computable with respect to the canonical representations:
(1) O :⊆ [X → Y ] → [O(X)→ O(Y )], T 7→ O(T ),
(2) I :⊆ [X → Y ] → [Y → X], T 7→ T−1.
Both, O and I are defined for linear bounded operators T : X → Y , which have to be open or have to admit a total bounded
inverse in case of O or I, respectively.
Proof. It is easy to see that the following functions are upper and lower semi-computable, respectively:
(1) R :⊆ [X → Y ] → R, T 7→ inf‖x‖=1 ‖Tx‖,
(2) S :⊆ [O(X)→ O(Y )] → R, O(T ) 7→ sup ‖O(T )(B(0, 1))‖.
Both functions are defined for linear bounded operators T : X → Y that are open (more precisely, S is defined on the image
of those operators underO). Semi-computability of these functions can be proved analogously to semi-computability of the
operator norm; see for instance [7].
As any semi-computable function is limit computable, it follows that R and S are limit computable. As r < R(T )
implies B(0, r) ⊆ TB(0, 1), it follows from Theorem 4.5(1) that O is limit computable and as sup ‖O(T )(B(0, 1))‖ =
sup ‖TB(0, 1)‖ = ‖T‖, it follows from Theorem 4.5(2) that O−1 is limit computable.
In the case that T has a total bounded inverse, it follows that ‖T−1‖ = 1R(T ) . By Theorem 5.9 it follows that I is limit
computable. 
In [5] a theory of completeness for limit computable maps has been introduced (with respect to some reducibility and
the Borel hierarchy). Any such limit complete map has to map some computable inputs to non-computable outputs. By the
non-uniform versions of the Open Mapping Theorem and Banach’s Inverse Mapping Theorem it follows that the solution
operators I and O of Banach’s Inverse Mapping Theorem and of the Open Mapping Theorem, respectively, are not limit
complete.
7. Initial value problem
In this section we will discuss an application of the computable version of Banach’s Inverse Mapping Theorem to the
initial value problem of ordinary linear differential equations. Consider the linear differential equation with initial values
n∑
i=0
fi(t)x(i)(t) = y(t) with x(j)(0) = aj for j = 0, . . . , n− 1.
Here, x, y : [0, 1] → R are functions, fi : [0, 1] → R are coefficient functions with fn 6= 0 and a0, . . . , an−1 ∈ R are initial
values. It is known that for each y ∈ C[0, 1] and all values a0, . . . , an−1 there is exactly one solution x ∈ C(n)[0, 1] of this
equation. Given fi, ai and y, can we effectively find this solution? The positive answer to this question can easily be deduced
from the computable Inverse Mapping Theorem 5.3.
Theorem 7.1 (Initial Value Problem). Let n ≥ 1 be a natural number and let f0, . . . , fn : [0, 1] → R be computable functions
with fn 6= 0. The solution operator
L : C[0, 1] × Rn → C(n)[0, 1]
which maps each tuple (y, a0, . . . , an−1) ∈ C[0, 1] × Rn to the unique function x = L(y, a0, . . . , an−1) with
n∑
i=0
fi(t)x(i)(t) = y(t) with x(j)(0) = aj for j = 0, . . . , n− 1,
is computable.
Proof. The operator
L−1 : C(n)[0, 1] → C[0, 1] × Rn, x 7→
(
n∑
i=0
fix(i), x(0)(0), . . . , x(n−1)(0)
)
is obviously linear. Using the evaluation and type conversion property and the fact that the i-th differentiation operator
C(n)[0, 1] → C[0, 1], x 7→ x(i) is computable for i ≤ n, one can easily prove that L−1 is computable. By the computable
Inverse Mapping Theorem 5.3 it follows that L is computable too. 
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We obtain the following immediate corollary on computability of solutions of ordinary linear differential equations.
Corollary 7.2. Let n ≥ 1 and let y, f0, . . . , fn : [0, 1] → R be computable functions and let a0, . . . , an−1 ∈ R be computable
real numbers. Then the unique function x ∈ C(n)[0, 1] with
n∑
i=0
fi(t)x(i)(t) = y(t) with x(j)(0) = aj for j = 0, . . . , n− 1,
is a computable point in C(n)[0, 1]. In particular, x(0), . . . , x(n) : [0, 1] → R are computable functions.
8. Conclusion
In this paper we have studied the Open Mapping Theorem and Banach’s Inverse Mapping Theorem in the framework of
computable analysis. It turned out that the non-uniformversions (and theOpenMapping Theoremuniformly in the open set)
are computable, whereas the uniform versions in the operator are only limit computable in general. It is worth mentioning
that it is easy to see that in the finite dimensional case the uniform versions are fully computable.
In a certain sense, the negative result on the uniform version seems to be in contrastwith the so-called Banach’s Inversion
Stability Theorem [18]. However, this theorem states that T 7→ T−1 is continuouswith respect to the operator norm topology
on the function space. In the infinite dimensional case this topology is different from the compact open topology and it is
only the latter which reflects the meaning of ‘‘programs’’. Additionally, the operator norm topology is not separable in these
cases and hence it is not obvious how to handle it computationally [4].
Altogether we are in the somewhat surprising situation that in the general case of infinite dimensional Banach spaces
X, Y , any computable linear operator T : X → Y has a computable inverse T−1 while there is no general algorithmic
procedure to transfer programs of T into programs of T−1. As we have demonstrated with Theorem 7.1, this leads to highly
non-effective existence proofs of algorithms: the proof of Theorem 7.1 shows that there exist an algorithmwhich solves the
corresponding initial value problem without a single hint of what such an algorithm could look like. Nevertheless, this is
a meaningful insight, since only in the case of existence is the search for a concrete algorithm promising (of course, in the
special case of the initial value problem such concrete algorithms are known).
We consider it as a promising area of research to study further results in functional analysis along the lines indicated
here. In [6] we have presented an analysis of the Hahn–Banach Theorem.
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