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Abstract: We have examined an autocatalytic process under isothermal conditions, the so-called Gray-Scott model, 
with diffusion in one spatial dimension. We have found, that under symmetric conditions we may have stable 
stationary solutions or stable periodic solutions, but no bi-periodic solutions despite the presence of two pairs of 
complex conjugated eigenvalues with positive real parts. Bi-periodic solutions are seen, when we break the symmetry 
by making the boundary conditions unequal. In a two-parameter plane the region of bi-periodicity is bounded by a 
curve of Hopf bifurcation points with a point of self-intersection. This point is deformed into a cusp point as a third 
parameter approaches a critical value. This codimension 3 event can be formulated as a zero point problem, and we 
describe two different methods of formulating such a zero point problem. The computational effort was made small by 
using an orthogonal collocation method to discretise the PDEs into a low-dimensional system of ODES. 
Keywords: Hopf bifurcation, collocation method, path following method. 
Introduction 
We shall examine the system of 2 coupled PDEs involving one spatial variable 
ap a9 _= - 
at Dpax2 
+ Clb2 + K&Y - K2B, 
in the interval - 1 < x < 1 with Dirichlet boundary conditions on the form 
cW=l at x= -1, a=1 
P=& at x= -1, p=/& :: 
x=1 
x=1: 
These equations model the behaviour of the non-dimensionalised concentrations (Y and /3 of 
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chemical species A and B, which are reacting under isothermal conditions according to the 
scheme 
A+B with rate ~,a (uncatalysed step), 
A+2B-+3B with rate @’ (cubic autocatalytic step), 
B+C with rate K~P (decay step). 
In order to be chemically realistic we require (Y > 0, p > 0, pL > 0 and PR > 0. However we shall 
occasionally let negative values occur. This system has been studied in some detail [16]. Because 
the &equation shows consumption of (Y in the domain, and because (Y and p take fixed values at 
the boundaries, this system is different from the Brusselator [3,9,13] and the Selkov system [4,5]. 
For the Gray-Scott system we have been interested in the stationary solutions, i.e., ai = 0, 
6 = 0. For fixed values of ~~ and K, we find a region in the (D, &)-plane, (where D = 0, = Dp, 
P,, = Pi_ = PR,) w h ere the stationary solution is unstable due to two pairs of complex conjugated 
eigenvalues with positive real parts. Corresponding to each pair of complex eigenvalues crossing 
the imaginary axis a periodic solution bifurcates. These two sets of periodic solutions are 
symmetric, but are not interacting with each other. If we break the symmetry slightly by taking 
PR # p,_ the two distinct periodic solutions interact with each other, and we have observed 
“beating” solutions. We call these solutions bi-periodic as we have not checked if the periods of 
the twd modes of oscillations are irrationally related. 
The system examined has been studied extensively in the well stirred case [7] and some 
preliminary results were found in the diffusive case [16] using finite differences, which led to 
large systems of ODES. In this paper we have employed a collocation approach where 9 interior 
collocation points (giving a system of 18 ODES) turned out to give satisfactory results. For a 
system with so few equations, robust ODE-solvers [14] and standard path following techniques 
are available [ll]. 
Similar equations to the one here, have been approached by others. The main difference is the 
discretization of the PDEs. In [9] a finite difference approximation was used and in [3] a shooting 
method was employed to find stationary profiles. In [4,5] a pseudo-spectral method was used, 
which also entails just few equations. This implementation is only possible when we have 
Neumann boundary condition. 
Methods 
The PDEs were discretized using orthogonal collocation. These methods are given in detail in 
[17], and in [16] compared to other methods of discretization. 
As long as the (Y and p profiles are polynomium-like just a few collocation points are needed 
(and so the order of the polynomium is also low). We used 9 collocation points. For our 
equations, this was the case when the diffusion coefficient D = D, = Op is large, i.e., greater than 
0.002. However, we shall be interested in values of D around 0.001. We have to a great extent 
also in this case used the orthogonal collocation, but checked the results with an improved spline 
collocation method to make sure we haven’t been misled. We had 12 subintervals with 2 
collocation points in each interval. This leads to a system of 48 ODES. The amount of 
computation for this improved method is considerably larger than the amount for the orthogonal 
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collocation. This spline collocation is described in [13], and we have moved the spline knots (the 
break points) using an algorithm of de Boor [2]. 
When we apply the collocation methods we end up with a system of ODES. This system of 
ODES can be written 
dx/dt = i =f(x, c) 
where x is a vector of (Y and p values in the collocation points and c is a vector of parameters. 
For a particular set of parameters this system of ODES may have a stationary solution x0 which 
is a Hopf bifurcation point, i.e., the Jacobian, Df( x,,, c), has a pair of purely imaginary 
eigenvalues. Now x,, = x0(c) depends on the parameters c. We have used a code PATH [ll] 
which traces Hopf bifurcation points in two parameters. (Hopf bifurcations are isolated points in 
one-parameter systems but make up curves in two-parameter systems.) 
Bi-periodic motion 
A bi-periodic solution of a system of autonomous ODES is characterized by its power 
spectrum having two basic frequencies 52, and fi2, together with combinations of those. If 52, and 
L$ are rationally related, say L?, = p/q . L$, then really we have a periodic solution, whereas if 
Q, and 52, are irrationally related we have a quasi-periodic solution. In both cases the solution 
can be depicted as a trajectory winding around a torus in the state space [w” [1,8]. We shall use 
the term bi-periodic, as we have not checked if the solutions were genuinely quasi-periodic or 
not. The “beating” phenomenon seen in Fig. 9 was, for our purpose, sufficient to realize the 
presence of two distinct frequencies. 
Bi-periodic solutions may bifurcate from periodic solutions (a codimension 1 event), or they 
may bifurcate from stationary solutions (a codimension 2 event). This codimension 2 event 
happens when two Hopf bifurcations take place at the same parameter value, e.g., consider 
moving from the region wj through point A into region wi (Fig. 1). Some further conditions 
must be satisfied so that the bi-periodic solution will be stable. We have not checked these 
conditions, just observed the bi-periodic solutions. Inside the bounded region wi the stationary 
solution has two sets of complex conjugated eigenvalues with positive real parts. The region wi is 
bounded by the curve of Hopf points. This curve has a point of self-intersection in the 
(Cl> c,)-plane for a fixed value a third parameter c3, see Fig. 1. As c3 is changed the region wi 
shrinks. We reach a critical value of c3 for which the region wi has shrunk to a point. We wish to 
find the value CT and corresponding values of ci, c2 and x, because this point signals the onset 
of bi-periodic solutions. This bifurcation point is a codimension 3 event. When c3 is increased 
beyond CT we obtain a smooth curve of Hopf points without double points. 
First we formulate a three level approach to locate this codimension 3 point, next we 
formulate a suspended system (a suspension to the system f= 0) for which the bifurcation point 
will be a zero point. 
The thick curves we have drawn in Fig. 1, all have Re X = 0 for some h of the Jacobian matrix 
Df. We could also draw curves Re X = constant-we could call them iso-stability curves-for 
positive and negative values of the constant. If this is done, then the thin lines on Fig. 1 are 
added. From this we see, that for all values of c3 precisely one of the curves Re X = constant will 
have a point where the loop has degenerated to a point. This particular point is characterised by 
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Fig. 1. A closed loop of Hopf points shrinks to a point and disappears as a third parameter is increased. 
two eigenvalues being identical. In all other points in a neighbourhood, the two eigenvalues are 
unequal. Thus for any value of c3 the function G, defined by 
Gk, Y c2) = - (Re A, - Re A,)* - (Im A, - Im A,)*, 
attains the maximum zero at the set of parameter values (cr, c2) where the loop is degenerate. In 
that point, where G is zero, we evaluate H, where we define 
‘H(c,) = Re X,. 
By changing c3 we can locate where H attains the value zero. This value of c3 will be the critical 
value c3*. 
Thus the three levels are: 
(i) For given cr, c2, c3 find (using Newton’s method) a stationary solution of the system of 
ODES and evaluate the two eigenvalues near critically, 
(ii) locate the maximum of G in the (cr, c,)-plane, 
(iii) locate the zero point of H on the c,-line. 
We shall now formulate a suspended system for which the cusp point becomes a zero point. 
The key observation is, that at the double point (point A in Fig. l), the two eigenvalues on the 
imaginary axis are different, so the eigenvectors are different as well (two Jordan blocks of order 
1). But when the double point has deteriorated into a cusp point, we have two identical 
eigenvalues with the same eigenvector (one Jordan block of order 2). See also [l, p. 2441. A 
suspended system for which the codimension 3 event is a zero point can therefore be written as 
f=O, (Df - iw1)+ = 0, (Of-iwl)$-+=O, 
+4 normalizing conditions on the two complex vectors + and 4, 
where +!J is the generalised eigenvector corresponding to the eigenvalue w. This system consists of 
n + 2n + 2n + 4 equations in the same number of unknowns X, +, #, ci, c2, c3 and w. As 
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normalizing conditions on + we forced the first component to take the value 1 + i * 0, and on 1c, 
we forced the last component to take the value 1 + i . 0. This removes four of the unknowns, and 
we then do not have to put up extra normalizing conditions as a part of the suspended system. 
We therefore end with a system of 5n (i.e., 5 . 18 = 90) equations for which we found solutions 
using Newton’s method. This formulation of a suspended system is similar to [12, p.761 where a 
further alternative suspended system formulation is given. 
We mention in passing, that cusp points, like the ones met here, can be found also when 
drawing contour diagrams for 3-degree polynomials, see [15, front page or p. 2401. 
Results 
First we studied the symmetric case, i.e., D = D, = Dp and Do = PR = pr. Taking K* = 0.04 
and K, = 0.0025 we have in the (PO, D)-plane plotted the curves of bifurcation points for the 
stationary solutions. In Fig. 2(a) we have used orthogonal collocation with 9 interior collocation 
points; in Fig. 2(b) we have used the spline collocation method. Inside the closed loop of Hopf 
bifurcation we thus have an unstable stationary solution with two pairs of complex conjugated 
stationary 
.o( 
.O ,001 D 
b 
Fig. 2. Curves of Hopf bifurcation points in (&,, D)-plane for K, = 0.04 and K, = 0.0025. The curves in (a) were 
obtained with the collocation method and the curves in (b) with the improved spline collocation method. 
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Fig. 3. Curves of Hopf bifurcation points in (Pr, PR)-plane for D = 0.001, K* = 0.04 and K, = 0.0025. In (a) we used 
ordinary collocation, in (b) the spline collocation. The curves are symmetric around the diagonal line. Note that if 
pL = 0.04 then any value of PR will give a periodic response. 
eigenvalues in the positive half plane of the complex plane. Upon integrating the time evolution 
equations we found stable symmetric periodic solutions only belonging to the first Hopf 
bifurcation. 
Second we studied what happened, when the symmetry was broken. We broke the symmetry 
by fixing D = 0.001 (a vertical line in Fig. 2) and letting PR and /3r be our two free parameters. 
In Fig. 3 (the diagonal corresponds to the symmetric case) are shown the curves of Hopf 
bifurcation points we obtained. 
We have shown the time dependent solutions in Fig. 4(a)-(c), using orthogonal collocation, 
corresponding to the points marked 1, 2 and 3 in Fig. 3(a). The solutions at points 1 and 3 are 
periodic, while at point 2 it is bi-periodic. 
In Fig. 5(a)-(h) we have shown what happens to the curves of Hopf points when the 
parameter D is changed. When D is decreased below 0.001 the horizontal tongue shrinks and 
disappears and the vertical tongue narrows and withdraws to the negative values of PR, which is 
outside what is physically realistic. When D is increased above 0.001 the two curves join up and 
establish a closed loop which shrinks to a cusp point before it vanishes. 
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Fig. 4. Time evolution of profiles. We have in (a) PL = 0.048, PR = 0.034, (b) pL = 0.043, & = 0.034, (c) PI_ = 0.043, 
& = 0.029. 
D=.0022 
;-I .1 
Fig. 5. Curves as in Fig. 3 for different values of D. (a) 0.0005, (b) 0.000513, (c) 0.000516, (d) 0.001, (e) 0.0016, 
(f) 0.0017, (g) 0.002 and (h) 0.0022. In all cases tc2 = 0.04 and K, = 0.0025. 
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Fig. 6. Iso-stability curves, i.e., curves where the real part of an eigenvalue is constant. The curves for Re h = constant 
ceases to have a loop for some value of the constant between 0.001 and 0.0015. Here D = 0.0017, K~ = 0.04, 
K, = 0.0025. 
In Fig. 6 we have shown a blow up of the loop of Hopf points. By the three level method we 
found the critical value of D to be D * = 0.0020112, whereas the formulation via the suspended 
system gave D * = 0.0020110. This point was continued in the parameter K*, still keeping 
K, = 0.0025. We found the dotted curve in the diagram on Fig. 7. This dotted curve is taken over 
by the curve of crosses, which symbolise the situation, where the two curves of Hopf points 
X2 
x 
,050 .- ’ periodic only K 
r( 
r 
x 
,045 -- l periodic 
. 
periodic 8 -. 
-040 .. bi-periodc - 
. 
. 
,035 
.OOl ,002 D .003 
Fig. 7. The region of bi-periodicity is bounded by a maximal value of D and a maximal value of IC*. 
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Fig. 8. Here K, = 0.0025 (as before), but ICY = 0.05 so we are “above” the region of bi-periodicity, cf. Fig. 7. We show 
curves of Hopf points for different values of D. (a) 0.0025, (b) 0.0026, (c) 0.0027, (d) 0.003. 
merge and make one curve, see Fig. 8(a)-(d). The specific transition between the two sets of 
curves have not been cleared up yet, but must correspond to a codimension 4 event. 
Discussion 
We have so far presented the results for a system of two coupled PDEs arising in chemistry. 
This system was given on the symmetric interval ( - 1, 1) with symmetric boundary conditions 
and equal diffusion coefficients for the two species. We use a global collocation method to 
discretise the equations. By comparing these results with a more advanced method we have 
qualitative good agreement for D about 0.001 and larger. This means that Fig. 5(a)-(c), although 
they complete the picture of transitions as D is varied, they are of little value. The crossings of 
Hopf curves observed in Fig. 2(a)-(b) are probably computational artefacts; if the numbers of 
collocation points were increased from 9 to 10 the two Hopf curves still intersected at distinct 
points but located different to the intersections shown in Fig. 2(a). It turned out, that if we 
imposed symmetry on the solution by using ac~/Clx = 0 and ap/ax = 0 at x = 0 and solving the 
PDEs in the interval (0, 1) then we obtained just one curve of Hopf points, namely the one 
extending into the region D > 0.002 and in this region there was excellent agreement between the 
three sets of curves 
(a) imposed symmetry at x = 0, 
(b) global collocation in ( - 1, l), 
(c) spline collocation in ( - 1, 1). 
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We used a global collocation method with 9 interior points so that we effectively were dealing 
with a low-dimensional system, for which we could use path following methods to trace Hopf 
points. Hopf points are not easy to trace for a large system. 
The original system would admit symmetric solutions in the interval (- 1, 1). We then 
perturbed the system, so that it would no longer admit symmetric solutions. The perturbation 
consisted of allowing p at the two end points to be different, pL and PR, i.e., we restrict 
n/:0-2 
30- l2 ‘3F 
--- 7 
6 e 
t/ 103 
'b 
1 04 
10 
r-7-7 
0 2 4 6 8 10 
t/103 
d 
2 4 6 8 10 
t/103 
Fig. 9. Plot of time-evolution of p at two fixed positions in the interval (- 1, 1); solid line is for x = - 0.8 and dashed 
line x = +O.S. The values of pL are (a) 0.041, (b) 0.043, (c) 0.0435, (d) 0.044; PR = 0.044, D = 0.001, K~ = 0.04, 
K, = 0.0025. 
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Fig. 10. Bi-periodic solution for K, = 0.0. The other parameters are pL = 0.126, PR = 0.119, D = 0.002, K~ = 0.06. 
ourselves to a vertical line in Fig. 2. When doing this a bi-periodic solution would appear instead 
of a periodic solution. This situation is different from a symmetry breaking bifurcation, where a 
symmetric solution of a system of equations bifurcates into an asymmetric solution for the same 
system of equations. An alternative way of breaking the symmetry is to restrict oneself to a 
horizontal line, thus keeping /3,_ = PR but allow the diffusion coefficients to differ, i.e., D, # DP. 
We get, as before, a region in the (D,, Dp)-plane where we can expect bi-periodic solutions. 
However, upon integrating the ODES we did only find stable periodic solutions. 
In Fig. 3(a) we have marked three points. The time evolution of the /3 component is seen in 
Fig. 4(a)-(c). For point 1 and 3 outside the region of bi-periodicity the oscillation is confined to 
one half of the domain. Because of the diffusive coupling the silent region is not absolutely silent, 
but oscillations are very small. For point 2, we have shown the bi-periodicity in Fig. 9(a)-(d) by 
plotting p at two fixed spatial positions, namely x = +0.8 and x = -0.8 which is near the point 
where the oscillations have largest amplitude. The bi-periodic nature is clear and it exists until we 
are near the symmetry line. 
The bi-periodic behaviour observed is not related to the presence of the term ~,a! in the 
governing equations. If we take K, = 0.0 we have also found bi-periodic solutions, see Fig. 10. 
We note that it would not have been appropriate to find the double Hopf point and trace this 
in dependence of D. This double point is characterised by Re X, = 0 and Re X, = 0, and we 
could use Newton’s method to solve these two equations. When D is increased and so the closed 
loop shrinks, then the region in the ( pL, fi,)-plane, where Newton’s method converge, shrinks. 
When D is increased beyond the critical value, no solution to the equations Re A, = 0, Re h, = 0 
exists. This means, that the closer we come to the critical point, which we are interested in 
finding, the more difficulty we will have. Furthermore we can only approach critical value from 
one side. Using the formulation described earlier, the maximum of G can be found for values of 
D on either side of the critical value. We can therefore bracket the critical value and find the 
critical value accurately. 
198 C. Kaas-Petersen / Bi-periodicity in a reaction-diffusion system 
The onset of bi-periodic solutions was found by finding a zero point of a function H evaluated 
at a point, where another function G was optimal. This function G was defined on the 
two-dimensional surface of stationary solutions of the discretised PDEs. Such a problem is 
essentially a nonlinear programming problem [lo]. As an alternative we formulated a system of 
equations for which this point of onset of bi-periodic solutions correspond to a zero point. We 
have too limited experience to tell if the one formulation is better than the other in terms of 
computational accuracy. 
Acknowledgements 
Thanks to the Leeds people, Dr. John Brindley, Dr. John Merkin, both Applied Mathematics, 
and Dr. Stephen Scott and Prof. Peter Gray, Physical Chemistry, for suggesting a closer look at 
the equations presented here and for helpful comments. Many thanks to Dr. Yuri Kuznetsov, 
Pushchino, Moscow, for pointing out the possibility of formulating a suspended system for the 
cusp point, and thanks to Dr. Milos Marek, Prague, for helpful comments. 
References 
[l] V.I. Arnold, Geometrical Methods in the Theory of Ordinary Differential Equations (Springer, New York, 1983). 
[2] C. de Boor, A Practical Guide to Splines (Springer, New York, 1978). 
[3] D. de Dier, F. Walraven, R. Janssen, P. van Rompay and V. Hlavacek, Bifurcation and stability analysis of a 
one-dimensional diffusion-autocatalytic reaction system, Z. Naturforsch. 42a (1987) 994-1004. 
[4] J.C. Eilbeck, A collocation approach to the numerical calculation of simple gradients in reaction-diffusion 
systems, J. Math. Biol. 16 (1983) 599-610. 
[5] J.C. Eilbeck, The pseudo-spectral method and path following in reaction diffusion bifurcation studies, SIAM J. 
Sci. Stat. Comput. 7 (1986) 599-610. 
[6] C.A.J. Fletcher, Computational Galerkin Methods (Springer, New York, 1984). 
[7] P. Gray and S.K. Scott, Autocatalytic reactions in the isothermal continuous stirred tank reactor: Oscillations and 
instabilities in the system A + 2B + 3B, B + C, Chem. Eng. Sci. 39 (1984) 1087-1097. 
[8] J. Guckenheimer and P. Holmes, Nonlinear Oscillations, Dynamical Systems, and Bifurcations of Vector Fields 
(Springer, New York, 1983). 
[9] M. Herschkowitz-Kaufman and G. Nicolis, Localized spatial structures and nonlinear chemical waves in 
dissipative systems, J. Chem. Phys. 56 (1972) 1890-1895. 
[lo] D.M. Himmelblau, Applied Nonlinear Programming (McGraw-Hill, New York, 1972). 
[ll] C. Kaas-Petersen, PATH-user’s guide, Centre for Nonlinear Studies, University of Leeds, 1987, 59 pages. 
[12] M. Kubicek and M. Marek, Computational Methods in Bifurcation Theory and Dissipative Structures (Springer, 
New York, 1983). 
[13] G. Nicolis and I. Prigogine, Self-organization in Non-equilibrium Systems (Wiley, New York, 1977). 
[14] L. Petzold, Automatic selection of methods for solving stiff and nonstiff systems of ordinary differential 
equations, SIAM J. Sci. Stat. Comput. 4 (1983) 136-148. 
[15] T. Poston and I. Stewart, Catastrophe Theory and its Applications (Pitman, London, 1978). 
[16] S.K. Scott, Isolas, mushrooms and oscillations in isothermal autocatalytic reaction-diffusion equations, Chem. 
Engrg. J. (1987) 307-316. 
[17] J. Villadsen and M.L. Michelsen, Solutions of Differential Equation Models by Polynomial Approximation 
(Prentice-Hall, Englewood Cliffs, NJ, 1978). 
