Abstract-Nowadays Information Security plays an important role in Hi-tech computing world. Even though firewall is used to provide security between two different networks, it fails to care about the intranet security (security within a single network). In order to overcome the problem a model called Intrusion Detection System is used. The process of monitoring the events occurring in a computer system or network and analyzing them for sign of intrusions is known as intrusion detection system (IDS). In this experiment, we investigated Decision trees algorithm. To train the soft computing techniques we are using the Benchmark KDD cup Data set.
timely countermeasures [13] Intrusion detection an important component of information security technology helps in discovering, determining, and identifying unauthorized use, duplication, alteration, and destruction of information and information systems. Intrusion detection relies on the assumption that information and information systems under attack exhibit several different behavioral patterns. Even though intrusion detection technology is becoming being present everywhere in current network defense; it lacks basic definitions and mathematical understanding. Intrusion detection being subjective; each Intrusion Detection System (IDS) has a different classification and attack labeling mechanisms. It is most common for IDSs to alarm on any set of known attack behaviors. While determining whether a particular activity is normal or malicious, IDS fail to alarm an attack (false negative) or alarm normal activity as malicious (false positive).
The most popular way to detect intrusions has been done by using audit data generated by operating systems and by networks. Since almost all activities are logged on a system, it is possible that a manual inspection of these logs would allow intrusions to be detected. It is important to analyze the audit data even after an attack has occurred, for determining the extent of damage occurred, this analysis helps in attack trace back and also helps in recording the attack patterns for future prevention of such attacks. An intrusion detection system can be used to analyze audit data for such insights. This makes intrusion detection system a valuable real-time detection and prevention tool as well as an analysis tool [11] .
Intrusion detection is classified into two types: misuse intrusion detection and anomaly intrusion detection. Misuse intrusion detection uses well-defined patterns of the attack that exploit weaknesses in system and application software to identify the intrusions. These patterns are used to match against user behavior to detect intrusions. Anomaly intrusion detection identifies deviations from the normal usage behavior patterns to identify the intrusion. The normal usage patterns are constructed from the statistical measures of the system features, for example, the CPU and I/O activities by a particular user or program. The behavior of the user is observed and any deviation from the constructed normal behavior is detected as intrusion. Data collection module provides information to the rest of the system to decide whether a particular activity is intrusion or not. Data collection module collects audit trails, user logs, network trails, system calls for the other IDS components to take decisions, without this module the IDS becomes un-functional. An important issue in the data collection module is audit data reduction. Instead of passing the raw data to the analysis module to decide whether a particular activity is malicious or normal, designers implement systems that eliminate audit information believed to be unimportant for intrusion analysis. The goal of audit reduction is to pass only important, reduced or summarized audit trails to the analysis module; they also help in reducing the complexity of the analysis module.
II. INTRUSION DETECTION SYSTEM
Analysis module takes the inputs (audit trails) form the data collection module. The main goal of this module is to creating classifiers in terms of better IDS performance. The IDS performance includes faster classification, low false alarms and higher accuracies. Several analysis techniques are being proposed ranging from statistical analysis, pattern matching, machine learning, file integrity checkers and artificial immune system methods. Analysis module helps in automated analysis of data by reducing human intervention and speeds up the process of identifying intrusions in real time.
Storage module provides a mechanism to store data collected by data collection and analysis modules in a secure fashion. Data stored might be used for building new signatures, updating user and system profiles and identifying key audit information. Response module can be designed in an active or a proactive mode. In proactive mode, the system does not wait for the response of analysis module. It sets an alarm when an intrusion takes place. Most of the current IDS are designed in proactive mode. Intrusion detection prevention systems (IDPS) not only spot intrusions but also intercept and stop intrusions [10] .
III. KDD CUP 1999 DATA SET
The KDD Cup 1999 Intrusion detection contest data is used in our project. The data set contains 24 attack types. These attacks fall into four main categories:
Denial of service (DOS):
In this type of attack an attacker makes some computing or memory resources too busy or too full to handle legitimate requests, or denies legitimate users access to a machine. Examples are Apache2, Back, Land, Mailbomb, SYN Flood, Ping of death, Process table, Smurf.
Remote to user (R2L):
In this type of attack an attacker who does not have an account on a remote machine sends packets to that machine over a network and exploits some vulnerability to gain local access as a user of that machine. Examples are Dictionary, Ftp_write, Guest, Imap, Named, Phf, Sendmail, Xlock.
User to root (U2R):
In this type of attacks an attacker starts out with access to a normal user account on the system and is able to exploit system vulnerabilities to gain root access to the system. Examples are Eject, Loadmodule, Ps, Xterm, Perl, Fdformat.
Probing:
In this type of attacks an attacker scans a network of computers to gather information or find known vulnerabilities. An attacker with a map of machines and services that are available on a network can use this information to look for exploits. Examples are Ipsweep, Mscan, Saint, Satan, Imap. The data set has 41 attributes for each connection record plus one class label. R2L and U2R attacks don't have any sequential patterns like DOS and Probe because the former attacks have the attacks embedded in the data packets whereas the later attacks have many connections in a short amount of time. Therefore, some features that look for suspicious behavior in the data packets like numbers of failed logins are constructed and these are called content features (w ww.ll.mit.edu). The 41 attributes are: duration: length (number of seconds) of the connection. protocol_type: type of the protocol, e.g. tcp, udp, etc. service: network service on the destination, e.g., http,telnet, etc. src_bytes : number of data bytes from source to destination. dst_bytes: number of data bytes from destination to source. flag: normal or error status of the connection. land: 1 if connection is from/to the same host/port; 0 otherwise. wrong_fragment: number of ``wrong'' fragments. urgent: numb er of urgent packets. hot: number of ``hot'' indicators. num_failed_logins: number of failed login attempts. logged in: number of ``compromised'' conditions. root_shell: 1 if root shell is obtained; 0 otherwise. su_attempted: 1 if ``su root'' command attempted; 0 otherwise. num_root: number of ``root'' accesses. num_file_creations: number of file creation operations num_shells : number of shell prompts. num_access_files: number of operations on access control files. num_outbound_cmds: number of outbound commands in an ftp session. is_hot_login: 1 if the login belongs to the ``hot'' list; 0 otherwise. is_guest_login: 1 if the login is a ``guest'' login; 0 otherwise. count: number of connections to the same host as the current connection in the past two seconds. serror_rate: % of connections that have ``SYN'' errors. rerror_rate: % of connections that have ``REJ'' errors. same_srv_rate: % of connections to the same service. diff_srv_rate: % of connections to different services. srv_count: number of connections to the same service as the current connection in the past two seconds. srv_serror_rate: % of connections that have ``SYN'' errors. srv_rerror_rate: % of connections that have ``REJ'' errors. srv_diff_host_rate: % of connections to different hosts.
IV. SOFT COMPUTING TECHNIQUES:
Classifiers are functions that can be tuned according to examples. These examples are known as observations or patterns. In supervised learning, each pattern belongs to a certain predefined class. A class can be seen as a decision that has to be made. All the observations combined with their class labels are known as a data set. When a new observation is received, that observation is classified based on previous experience. A classifier can be trained in various ways; there are mainly statistical and machine learning approaches. Types of base classifiers: SVM (support vector machine), DT (decision tree), fuzzy logic, genetic algorithm, bayes classifier etc.
A. DECISION TREES (DT)
DT induction is one of the classification algorithms in data mining. The classification algorithm is inductively learned to construct a model from the preclassified data set. Inductive learning means making general assumptions from the specific examples in order to use those assumptions to classify unseen data.
The inductively learned model of classification algorithm is known as classifier. Classifier may be viewed as mapping from a set of attributes to a particular class. Data items are defined by the values of their attributes and X is the vector of their values {x1, x2,.., xn}, where the value is either numeric or nominal. Attribute space is defined as the set containing all possible attribute vectors and is denoted by Z. Thus X is an element of Z (XεZ). The set of all classes is denoted by C = {c1, c2, ... , cn}. A classifier assigns a class cεC to every attribute of the vector XεZ. The classifier can be considered as a mapping f, where f: X->C. This classifier is used to classify the unseen data with a class label. A DT classifies the given data item using the values of its attributes.
The DT is initially constructed from a set of preclassified data. Each data item is defined by values of the attributes. The main issue is to select the attributes which best divides the data items into their classes. According to the values of these attributes the data items are partitioned. This process is recursively applied to each partitioned subset of the data items. The process terminates when all the data items in the current subset belongs to the same class.
A DT consists of nodes, leaves and edges. A node of a DT specifies an attribute by which the data is to be partitioned. Each node has a number of edges, which are labeled according to a possible value of edges and a possible value of the attribute in the parent node. An edge connects either two nodes or a node and a leaf. Leaves are labeled with a decision value for categorization of the data. Induction of the DT uses the training data, which is described in terms of the attributes [6] . C4.5 Algorithm C4.5 (Learning Sets S, Attributes Sets A, Attributes values V) Return Decision Tree. Begin Load learning sets first, create decision tree root node 'rootNode', add learning set S into root node as its subset. For rootNode, we compute Entropy (rootNode.subset) first. (S, A) ). Create child nodes of this rootNode and add to rootNode in the decision tree. For each child of the rootNode, apply ID3(S, A, V) recursively until reach node that has entropy=0 or reach leaf node. End C4.5.
V. EXPERIMENTS
In our experiments, we have done it in two approaches. First approach is broadly categories of attacks with 5-class classification. The training and testing dataset contains taken from the KDD cup dataset for the five classes. The normal data belongs to class1, probe belongs to class 2, denial of service belongs to class 3, user to super user belongs to class 4, remote to local belongs to class 5. A different randomly selected set of the total data set is used for testing different soft computing techniques. In the second approach, for each attacks we performed the classification.
A. Experiments using Decision Tree (DT):
The data is partitioned into the two classes of ''Normal'' and ''Attack'' patterns where Attack is the collection of four classes (DOS, U2R, R2L, PROBING) of attacks. The objective is to separate normal and attack patterns. We repeat this process for all the five classes. First a classifier was constructed using the training data and then testing data was tested with the constructed classifier to classify the data into normal or attack. Table: 1 summarizes the results of the test data. In the second approach we investigated the C4.5 algorithm for each attacks. The KDD cup dataset has 22 attacks, for each attacks we performed the classification. 
