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1. Introduction
In [4], Kennedy, Stockman and Yorke examine a difference equation derived from a cash-in-advance model in economics.
They show the solutions to this type of problem form an inverse limit space. Motivated by the overlapping generations
model, Medio and Raines, in [7] and [8], consider a larger collection of functions and use the dynamics in the inverse limit
space to describe predicted solutions to these models. In doing so they examine the topological attractors for the inverse
limit space of unimodal maps of an interval. A good survey of the application of inverse limit theory to economics can be
found in [3]. In this paper we attempt to extend the class of bonding maps studied in this way to all continuous, piecewise
strictly monotone, surjective maps of an interval. By [1] it suﬃces to consider such maps on [0,1]. (For two different
approaches to studying such inverse limit solutions, see [5] and [9].)
The paper will be organized as follows. In Section 2 we deﬁne the necessary language for this paper and the context for
the proofs that follow. In Section 3 we deﬁne, given a piecewise monotone function f , a measure, λ←, on lim←−{[0,1], f } and
we show that λ← is non-atomic. In Section 4 we take an example of a continuous, piecewise strictly monotone, surjective
self-map of [0,1] and ﬁnd the metric attractors for its inverse limit under λ←. In Section 5 we mention shift spaces as
a useful tool for making proofs easier in the rest of the paper. In Section 6 we prove basic results allowing us to predict
metric attractors (or sets which are not metric attractors) by examining the bonding map. Often these proofs begin by
examining ﬁxed points under the bonding map (which give closed forward invariant sets in the inverse limit) and then
extending to similar results about general closed forward invariant sets of the bonding map. In Section 7 we look at higher
iterates of a function to see that we can simplify our search in cases where our bonding map is eventually monotone and
surjective on a closed subinterval of [0,1].
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We now give a few deﬁnitions from dynamics.
Deﬁnition 2.1. Let f : X → X be a continuous map of a metric space X . Let x ∈ X . Then the ω-limit set of x is deﬁned to be
ω f (x) =
⋂
i∈Z+
(⋃
mi
{
f m(x)
})
Let A ⊂ X be closed and forward invariant, i.e., f [A] = A. Then the basin of attraction of A is deﬁned to be B(A) = {x ∈ X:
ω f (x) ⊂ A}.
Deﬁnition 2.2. Let f : X → X be a continuous map of a metric space X with measure μ. Let A ⊂ X be a closed forward
invariant set. Then A is called a metric attractor provided: (i) B(A) has positive measure; and (ii) there is no closed forward
invariant subset, A′ , of A for which μ[B(A)B(A′)] = 0.
Suppose x ∈ X is ﬁxed and B({x}) has positive measure. Then {x} satisﬁes (i) in the above deﬁnition, and since the only
subset of {x} is the empty set, which has an empty basin of attraction, (ii) is trivially satisﬁed. So throughout the following,
showing that a ﬁxed point has a basin of attraction with positive measure will suﬃce to conclude that {x} is a metric
attractor for the space.
Deﬁnition 2.3. Given a function f : [0,1] → [0,1] we deﬁne the inverse limit of f over [0,1] to be the subset of the product
space [0,1]ω (where ω = {0,1,2, . . .}) to which the point x belongs if and only if xi−1 = f (xi) for all i ∈ N, denoted
lim←−{[0,1], f }.
Deﬁnition 2.4. Suppose Y = lim←−{[0,1], f }. We deﬁne the (forgetful) shift map σ : Y → Y by σ(x0, x1, x2, . . .) = (y0, y1, y2, . . .)
with yi = xi+1 for all i ∈ ω.
For further background involving inverse limit spaces we direct the reader to [2].
3. The measure
In this section, given a piecewise monotone map, we deﬁne our measure λ←.
Deﬁnition 3.1. A continuous map f : [0,1] → [0,1] is piecewise strictly monotone if there are ﬁnitely many points 0 = a0 <
a1 < · · · < an = 1 such that f is strictly monotone on [ai−1,ai] for i = 1,2, . . . ,n.
Given a piecewise strictly monotone function f : [0,1] → [0,1], the deﬁnition gives us an n( f ) ∈N and ai( f ) for i = 0,1,
. . . ,n( f ) with a0( f ) = 0 and an( f ) = 1. We can ensure also that {ai( f )}n( f )i=0 is minimal in that f is not monotone on any
interval properly containing [ai,ai+1]. We deﬁne D1( f ) = [0,a1( f )] and for i = 2,3, . . . ,n( f ), Di( f ) = (ai−1( f ),ai( f )]. For
convenience, we also adopt the convention that f i = f |Di( f ) . Also, when it is clear what function we are discussing, we will
let n = n( f ), ai = ai( f ) and Di = Di( f ).
We deﬁne the ‘choice set for f ’ to be
C = C f :=
{
s = (s1, . . . , sn)
∣∣ si ∈ {1,2, . . . ,n}; si = s j for i = j}
and we deﬁne a measure μ on C by μ(s) = 1/|C | = 1/n! for each s ∈ C .
Given k  n and { j1, j2, . . . , jk} ⊂ {1, . . . ,n}, let 1  α1 < α2 < · · · < αn−k  n be integers such that αa = jb for any
a,b. Now deﬁne γk : {1,2, . . . ,n}k → C by γk( j1, . . . , jk) = ( j1, j2, . . . , jk,α1,α2, . . . ,αn−k). So if n = 6, we write γ2(3,5) =
(3,5,1,2,4,6).
Now given x ∈ [0,1] and s = (s1, s2, . . . , sn) ∈ C we deﬁne
h f (x, s) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
f −1s1 (x) if x ∈ Im f s1
f −1s2 (x) if x ∈ Im f s2\ Im f s1
...
f −1sn (x) if x ∈ Im f sn\[
⋃n−1
j=1 Im f s j ]
We are concerned now with the following question. Given j  n, what is μ({s ∈ C : h f (x, s) ∈ D j})? We show that given
a point x ∈ [0,1] with | f −1(x)| = m, the answer will be 0 if f −1(x) ∩ D j = ∅ and 1m if f −1(x) ∩ D j = ∅. This will assign
equal weight to each preimage of a point in [0,1].
2064 C. Sherman / Topology and its Applications 159 (2012) 2062–2070Proposition 3.2. Let x ∈ [0,1] and suppose | f −1(x)| = m  n. If D j ∩ f −1(x) = ∅, then μ({s ∈ C : h f (x, s) ∈ D j}) = 0 and if
D j ∩ f −1(x) = ∅ then μ({s ∈ C : h f (x, s) ∈ D j}) = 1/m.
Proof. Suppose D j ∩ f −1(x) = ∅. Then for all s ∈ C , h f (x, s) /∈ D j , so {s ∈ C : h f (x, s) ∈ D j} = ∅ which has measure zero.
Now suppose f −1(x) ∩ D j = ∅ and let 1 k1,k2, . . . ,km  n be the indices for which f −1(x) ∩ Dki = ∅. Observe that given
s ∈ C , h f (x, s) ∈ Dki for whichever ki occurs ﬁrst in s. Let Bki = {s ∈ C : ki occurs before kl for l = i}. Notice that the Bki
evenly partition C , so since there are m many distinct ki ’s, for each i, |Bki | = n!m . Hence the measure of Bki is the measure
of the number of elements times the measure of each element. That is, Bki has measure
n!
m · 1n! = 1m . Since j = ki for some i,
we are done. 
Now we deﬁne H = H f : [0,1] × CN → Y for any continuous piecewise strictly monotone surjection f : [0,1] → [0,1] as
follows: Given i  1, s = (s1, s2, . . .) ∈ CN and xi−1 ∈ [0,1], we denote xi = h f (xi−1, si) and we deﬁne H by
H(x0, s) =
(
x0,h f
(
x0, s
1),h f (x1, s2), . . .)
Proposition 3.3. H is surjective, but not, in general, injective.
Proof. Let yˆ ∈ Y := lim←−{[0,1], f }. Set x0 = y0. For each j ∈ N, y j ∈ Dk j for some k j  n. So for all j, set s j = γ (k j).
Now we set x1 = h f (x0, s1) = h f (y0, s1) = y1 and recursively deﬁne xn = h f (xn−1, sn) = h f (yn−1, sn) = yn . Then we have
H(x, (s1, s2, . . .)) = yˆ. Thus H is surjective.
Let f : [0,1] → [0,1] be the piecewise linear function deﬁned by the points (0,0), (1/2,1) and (1,1/2). Then any point
in [0,1/4) has only one preimage, which is also in [0,1/4). As such, given any s, t ∈ CN with s = t , H(1/8, s) = H(1/8, t) so
H is not injective for this particular f . 
We will now deﬁne λˆ to be the product measure on CN (given by factor-wise multiplication of μ and deﬁned on
rectangles, then extended to all of CN). Let λ denote Lebesgue measure on [0,1]. Let ν be the product measure ν = λ × λˆ.
Finally, we deﬁne our desired measure, λ← = ν ◦ H−1.
Proposition 3.4. λ← is a measure deﬁned on the sets A ⊂ Y for which H−1[A] is ν-measurable.
Proof. First observe that λ←[∅] = ν ◦ H−1[∅] = ν[∅] = 0 as ν is a measure.
Now suppose {Ak}lk=1, with l countable, is a pairwise disjoint collection of subsets of Y with H−1[Ak] ν-measurable
for all k ∈ N. Then we get that {H−1[Ak]}lk=1 is a pairwise disjoint collection of subsets of [0,1] × CN . Hence we have
λ←[
⋃l
k=1 Ak] = ν[H−1(
⋃l
k=1 Ak)] = ν[
⋃l
k=1 H−1(Ak)] =
∑l
k=1 ν[H−1(Ak)] where the last equality follows since ν is a mea-
sure. By the deﬁning of λ←, this gives us λ←[
⋃l
k=1 Ak] =
∑
λ←[Ak]. Thus λ← is countably additive.
Therefore λ← is a measure. 
We will now show that λ← assigns positive measure to open subsets of Y .
Proposition 3.5. If Uˆ ⊂ Y is nonempty and open, then λ←[Uˆ ] > 0.
Proof. Suppose Uˆ ⊂ Y is basic open and m is an integer for which Uˆ = π−1m [U ] with U open in [0,1]. We partition H−1[Uˆ ]
as follows:
Let B = {(t1, . . . , tm) ∈ Cm: ∃xˆ ∈ Uˆ with (x0, (t1, . . . , tm, . . .)) ∈ H−1(xˆ)}. Enumerate B = {b j}lj=1 and notice B is ﬁnite. Let
A j = {(x0, (s1, s2, . . .)) ∈ H−1[Uˆ ]: (s1, . . . , sm) = b j}. Then H−1[Uˆ ] =⋃lj=1 A j .
Notice ν[A j] = λ(π0[A j]) · 1(n!)m and U0 := f m[U ] =
⋃
π0[A j]. Also notice that the image of an open set under f m will
contain an open set, so λ[U0] > 0. Hence there is a k for which λ(π0[Ak]) > 0, so ν[Ak] > 0.
Thus λ←[Uˆ ] = ν(H−1[Uˆ ]) ν[Ak] > 0. 
4. Example
Now that we have deﬁned λ←, we wish to ﬁnd metric attractors for the inverse limit of an example function.
Example 4.1. Let f : [0,1] → [0,1] be the piecewise linear function deﬁned by the points (0,0), (1/3,2/3), (2/3,1/3), (1,1).
Let 0 = (0,0,0, . . .) and 1 = (1,1,1, . . .) Then the metric attractors of Y under σ are {0}, {1} and {0,1}.
C. Sherman / Topology and its Applications 159 (2012) 2062–2070 2065Proof. Suppose xˆ ∈ Y with xk < 1/3. Then xk+1 = 12 xk . So if xˆ ∈ Y with xk < 1/3 for some k, x j → 0 as j → ∞. This implies
σ n(xˆ) → 0 which is equivalent to saying ωσ (xˆ) = {0}, or xˆ ∈ B({0}). Hence {xˆ ∈ Y : xk < 1/3 for some k ∈ ω} ⊂ B({0}). To see
the other inclusion, suppose xˆ ∈ B({0}), or ω(xˆ) = {0}. So σ n(xˆ) → 0, which implies xk < 1/3 for some k ∈ ω.
Thus B({0}) = {xˆ ∈ Y : xk < 1/3 for some k ∈ ω}. For j  0, deﬁne A j = {x ∈ Y |xk  1/3 for k < j; x j < 1/3}. Then {A j}∞j=0
is a partition of B({0}) and it is not hard to see that we have H−1[A0] = [0,1/3) × CN . So λ←(A0) = 13 . For j > 0, we get
H−1[A j] = [1/3,2/3] × {(2,1,3), (2,3,1)} j−1 × {(1,2,3), (1,3,2)} × CN . So λ←(A j) = 13 · ( 13 ) j−1 · 13 = ( 13 ) j+1. Since B({0}) =⋃∞
j=0 A j , we see that
λ←
(
B
({0}))=
∞∑
j=1
(
1
3
) j
= 1/2
Similar calculations show that λ←(B({1})) = 1/2. Given a point xˆ with ωσ (xˆ) ⊂ A, we know that xˆ /∈ B(Y \ A), so metric
attractors have disjoint basins. As such, {0}, and {1} metric attractors for Y under σ . We also get that {0,1} is a metric
attractor for Y under σ since it has a basin with full measure and each of its subsets have basins with measure 1/2 or 0.
Thus the only metric attractors for Y under σ are {0}, {1}, and {0,1}. 
5. Shift spaces
In searching for metric attractors, the easiest closed forward invariant sets in Y to examine are those given by ﬁxed
points under the bonding map. In Section 4, examining these sets was enough to ﬁnd all the metric attractors. In order to
look at other examples, we ﬁrst visit shift spaces and see that they can be used to develop some basic propositions about
how looking at the bonding map can narrow the search for metric attractors.
Deﬁnition 5.1. If A is a ﬁnite alphabet, then the full A-shift is the collection of all inﬁnite sequences of symbols from A.
The full r-shift is the full shift over the alphabet {0,1, . . . , r − 1}. The full A-shift is denoted by AN . By a block over A we
will mean an element of A<N :=⋃n∈NAn .
Deﬁnition 5.2. The shift map σ on AN maps a point x to the point y = σ(x) whose ith coordinate is yi = xi+1.
In this section, let f : [0,1] → [0,1] be a continuous, piecewise strictly monotone surjection. Let C f , as in Section 3, be
our alphabet, then we have a full one-sided shift Σ = CNf . So xˆ ∈ Σ is of the form xˆ = ((s11, s12, . . . , s1n), (s21, s22, . . . , s2n), . . .),
and for i ∈N πi(xˆ) = (si1, . . . , sin). We let σ : Σ → Σ denote the shift map, σ(xˆ) = ((s21, s22, . . . , s2n), (s31, s32, . . . , s3n), . . .). Then
(Σ,σ ) is a shift space.
If we let F be a collection of blocks over A, which we will think of as forbidden, we can deﬁne XF to be the subset of
sequences in AN which do not contain any block in F .
Deﬁnition 5.3. A shift space (or simply shift) is a subset, X , of a full shift AN such that X = XF for some collection, F of
blocks over A.
If F is ﬁnite, then XF is called a subshift of ﬁnite type or shift of ﬁnite type.
For more background on shift spaces we refer the reader to [6].
Deﬁnition 5.4. Let (X,B,m) be a probability space. A measure-preserving transformation T of (X,B,m) is called ergodic if
the only members B of B with T−1B = B satisfy m(B) = 0 or m(B) = 1.
On Σ = CNf with the measure λˆ, we have that σ is a measure-preserving transformation, and that σ is ergodic with
respect to Σ . By the ergodicity of σ , if F = ∅ is a ﬁnite set of forbidden words, then λˆ[ΣF ] = 0 [10].
Lemma 5.5. If A ⊂ Y and F is a ﬁnite set of forbidden words for which
H−1[A] ⊂
∞⋃
n=0
[0,1] × Cn × ΣF
then λ←[A] = 0.
Proof. Suppose the hypotheses. Then λˆ[ΣF ] = 0 and for any n ∈ ω, λˆ[σ n(ΣF )] = 0. Thus for any n ∈ ω, λˆ[Cn × ΣF ] = 0,
so ν([0,1] × Cn × ΣF ) = 0. So by hypothesis, H−1[A] is a subset of a countable union of sets with ν-measure 0, so
λ←[A] = 0. 
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In this section, we let f : [0,1] → [0,1] be a continuous, piecewise strictly monotone surjection and begin to draw
conclusions about metric attractors (where λ← is our measure) in the inverse limit space (Y = lim←−{[0,1], f }) under σ simply
by observing the bonding map.
Deﬁnition 6.1. We shall say that a function f : [0,1] → [0,1] is globally injective on a set D if x ∈ D and y ∈ [0,1] with
f (x) = f (y) implies x = y.
With this deﬁnition, if a function f is globally injective on a set D , then f −1( f (D)) = D .
Proposition 6.2. Suppose f is globally injective on an open interval, D, containing a ﬁxed point, p. If there is an open interval I ⊂ f (D)
containing p such that if y ∈ I then f −n(y) → p as n → ∞, and f −1(I) ⊂ I , then {p} = {(p, p, p, . . .)} is a metric attractor for Y
under σ .
Proof. Since we suppose f is globally injective on an open interval D , f −1 is deﬁned for y ∈ f (D). Suppose yˆ ∈ I×CN . Then
π0(H( yˆ)) ∈ I , and by hypothesis, πk(H( yˆ)) ∈ I for all k ∈N. Also by hypothesis, πk(H( yˆ)) → p as k → ∞, so σ k(H( yˆ)) → p.
Thus H( yˆ) ∈ B({p}) so yˆ ∈ H−1(B({p})) and I × CN ⊂ H−1(B({p})). Therefore λ←(B({p})) = ν(H−1(B({p})))  ν(I × CN) =
λ(I) > 0. 
Corollary 6.3. If f is globally injective and C1 on an open interval, D, containing a repelling ﬁxed point, p, then {p} is a metric attractor
for Y under σ .
Proof. Since f |D is injective and continuous, and strictly monotone, given an open interval J ⊂ D , f ( J ) is open. As p
is a repelling ﬁxed point we choose I ⊂ D to be an open interval containing p on which | f ′(x)| > μ > 1 for some μ.
This, combined with the global injectivity on I , implies both that f −1(I) ⊂ I and I ⊂ f (I). If y ∈ I , then given k ∈ N,
d(p, y) > μd(p, f −1(y)) > · · · > μkd(p, f −k(y)) and thus d(p, f −k(y)) < 1μn d(p, y). Hence as k → ∞, d(p, f −k(y)) → 0,
and by Proposition 6.2, {p} is a metric attractor for Y under σ . 
If Aˆ ⊂ Y is closed and forward invariant (under σ ), then Aˆ = σ [ Aˆ], so π0( Aˆ) = π0(σ ( Aˆ)) = π0(σ n( Aˆ)) for all n ∈ N.
So given a closed, forward invariant subset Aˆ ⊂ Y , we let Aˆ = Y ∩ Aω with A = π0( Aˆ) a closed, forward invariant subset
of [0,1].
Proposition 6.4. Let Aˆ ⊂ Y be a closed, forward invariant subset, Aˆ = Y ∩ Aω with A = π0( Aˆ). Then xˆ ∈ B( Aˆ) if and only if for all
U ⊃ A open, there is an N ∈ ω such that n N implies xn ∈ U .
Proof. We will prove the ﬁrst direction by contraposition. Let U ⊃ A be an open set such that for all N ∈ ω there is a k N
such that xk /∈ U . In other words, we suppose that for inﬁnitely many k, xk ∈ K := [0,1] − U . (Notice that if y ∈ K , then
y /∈ A.) Then for all i ∈N, either
(1)
∣∣∣∣
⋃
mi
{
σm(xˆ)
}∩ π−10 [K ]
∣∣∣∣< ∞; or
(2)
⋃
mi
{
σm(xˆ)
}∩ π−10 [K ] has inﬁnitely many distinct points
Notice (1) will occur when xˆ is periodic or eventually periodic under σ . If (1) occurs, then there is a yˆ ∈ Y such that
yˆ ∈⋃mi{σm(xˆ)} ∩ π−10 [K ] for all i, so yˆ ∈ ωσ (xˆ), but yˆ /∈ Aˆ since y0 ∈ K . Thus xˆ /∈ B( Aˆ).
If (2) holds, then {⋃mi{σm(xˆ)} ∩ π−10 [K ]}∞i=0 is a nested sequence of compact sets, and thus has a nonempty intersec-
tion. So there is a point
yˆ ∈
⋂
i∈ω
(⋃
mi
{
σm(xˆ)
}∩ π−10 [K ]
)
=
⋂
i∈ω
(⋃
mi
{
σm(xˆ)
})∩ π−10 [K ] = ωσ (xˆ) ∩ π−10 [K ]
Again, this means y0 ∈ K , so yˆ /∈ Aˆ, which implies ωσ (xˆ) ⊂ Aˆ, and thus xˆ /∈ B( Aˆ).
To prove the other direction, suppose for all U containing A open, there is an N such that for all n  N , xn ∈ U . Now
let U ⊃ A be open. Then there is an N such that for k  N , xk ∈ U . So given m  N , πk(σm(xˆ)) ∈ U for all k ∈ ω. Thus
πk[⋃mN {σm(xˆ)}] ⊂ U for all k.
Hence
⋃
mN {σm(xˆ)} ⊂ lim{U , f }, so ωσ (xˆ) ⊂ lim{U , f } for all U ⊃ A open. Hence ωσ (xˆ) ⊂ Aˆ, so xˆ ∈ B( Aˆ). ←− ←−
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We then generalize facts about these ﬁxed points to less restricted closed forward-invariant subsets of Y .
Recall from Section 3 that given a continuous f : [0,1] → [0,1] which is piecewise strictly monotone, we enumerate its
domains of monotonicity D1 = D1( f ), . . . , Dn = Dn( f ).
Proposition 6.5. If f (p) = p, and there is a j for which p /∈ D j but p ∈ Int( f (D j)), then {p} = {(p, p, p, . . .)} is not a metric attractor
for Y under σ .
Proof. Suppose f (p) = p and there is a j such that p /∈ D j but p ∈ Int( f (D j)). Let U = ([0,1]\D j) ∩ Int( f (D j)).
Then U is an open set, and p ∈ U . Let xˆ ∈ B({p}). By Proposition 6.4, there is an N such that for n N , xn ∈ U . So, letting
F = {γ1( j)}, for k N , πk(H−1(xˆ)) ⊂ ΣF . Thus H−1(xˆ) ⊂ [0,1] × CN−1 × ΣF . Hence
H−1
[
B
({p})]⊂
∞⋃
m=0
[0,1] × Cm × ΣF
So by Lemma 5.5, λ←[B({p})] = 0, and {p} is not a metric attractor for Y under σ . 
Since there was nothing in the previous proposition using the fact that {p} was a set with a single element, we can
easily extend the result to more general sets.
Proposition 6.6. If Aˆ ⊂ Y is closed and forward invariant ( Aˆ = Y ∩ Aω with A = π0( Aˆ)) and there is a j such that A ⊂ D jc and
A ⊂ Int( f [D j]), then Aˆ is not a metric attractor for Y under σ .
Proof. Let Aˆ ⊂ Y be a closed, forward invariant subset, Aˆ = Y ∩ Aω with A = π0( Aˆ). Also suppose there is a j such that
A ⊂ D jc and A ⊂ Int( f [D j]). Let U = ([0,1]\D j) ∩ Int( f [D j]).
Then U is an open set, and A ⊂ U . Let xˆ ∈ B( Aˆ). By Proposition 6.4, there is an N such that for n N , xn ∈ U . So, letting
F = {γ1( j)}, for k N , πk(H−1(xˆ)) ⊂ ΣF . Thus H−1(xˆ) ⊂ [0,1] × CN−1 × ΣF . Hence
H−1
(
B( Aˆ)
)⊂
∞⋃
m=0
[0,1] × Cm × ΣF
So by Lemma 5.5, λ←[B( Aˆ)] = 0. Thus Aˆ is not a metric attractor for Y under σ . 
The following corollary is the ﬁrst result which allows us to examine a bonding map and ﬁnd sets which metric attractors
must meet in their projections.
Corollary 6.7. If f i = f |Di is surjective and Aˆ ⊂ Y is a metric attractor for Y under σ with Aˆ = Y ∩ Aω and A = π0( Aˆ), then
A ∩ Di = ∅.
Proof. Suppose f i is surjective and Aˆ = Y ∩ Aω with A = π0( Aˆ) is a closed, forward invariant subset of Y but A ∩ Di = ∅.
Then A ⊂ Dic and A ⊂ Int( f [Di]). So by Proposition 6.6, Aˆ is not a metric attractor for Y under σ . 
Looking back at Example 4, we can see that by Corollary 6.3, both {0} and {1} are metric attractors, though we cannot
say they are they only ones. Also, by Proposition 6.5, we know {1/2} is not a metric attractor. We could not, however,
conclude the same in the following.
Example 6.8. Let f : [0,1] → [0,1] be the piecewise linear function deﬁned by the points (0,0), (1/6,1/2), (1/3,0), (2/3,1),
(5/6,1/2) and (1,1). Then we see that 1/2 is a ﬁxed point but there is no single Di( f ) disjoint from 1/2 which contains
1/2 in its interior.
To see that {1/2} is again not a metric attractor, we notice that we can pick a different forbidden word to achieve the
same result.
Proposition 6.9. If f (p) = p and there are j1, j2 such that p /∈ D j1 ∪ D j2 but p ∈ Int[ f [D j1 ] ∪ f [D j2 ]], then {p} is not a metric
attractor for Y under σ .
Proof. Suppose f (p) = p and there are j1, j2 such that p /∈ D j1 ∪ D j2 but p ∈ Int( f [D j1 ] ∪ f [D j2 ]). Let U = ([0,1]\
[D j1 ∪ D j2 ]) ∩ Int( f [D j1 ] ∪ f [D j2 ]).
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F = {γ2( j1, j2)}, for k N , πk(H−1(xˆ)) ⊂ ΣF . Thus H−1(xˆ) ⊂ [0,1] × CN−1 × ΣF . Hence
H−1
[
B
({p})]⊂
∞⋃
m=0
[0,1] × Cm × ΣF
So by Lemma 5.5, λ←[B({p})] = 0, and {p} is not a metric attractor for Y under σ . 
Proposition 6.10. If p ∈ (0,1) with f (p) = p and {p} is a metric attractor, then Y is decomposable.
Proof. Suppose {p} is a metric attractor. If p ∈ Int( f [0, p)) then there is a j such that p /∈ D j but p ∈ Int( f (D j)), which is
a contradiction to Proposition 6.5. So either
(1) f ([0, p]) ⊂ [0, p] and f ([p,1]) ⊂ [p,1], or
(2) f ([0, p]) ⊂ [p,1] and f ([p,1]) ⊂ [0, p].
If f −1(p) intersects both [0, p) and (p,1], then there is a contradiction to Proposition 6.9. So f −1(p) misses at least
one of [0, p) and (p,1]. For simplicity we assume (1) and f −1(p) misses (p,1], the other cases are similar. Under these
assumptions if x ∈ Y with xn > p, then xm > p for all m ∈ ω. Also if y ∈ Y with yn  p, then ym  p for all m ∈ ω. So
lim←−{[0, p], f } ∪ lim←−{[p,1], f } is a decomposition of Y . 
Proposition 6.11. If Aˆ ⊂ Y is closed and forward invariant ( Aˆ = Y ∩ Aω with A = π0( Aˆ)) and there are j1, . . . , jk such that A ⊂
[0,1] \ (⋃ki=1 D ji ) and A ⊂ Int(⋃ki=1 f [D ji ]), then Aˆ is not a metric attractor for Y under σ .
Proof. Let Aˆ ⊂ Y be a closed, forward invariant subset, Aˆ = Y ∩ Aω with A = π0( Aˆ). Also suppose there are j1, . . . , jk such
that A ⊂ [0,1]\(⋃ki=1 D ji ) and A ⊂ Int(⋃ki=1 f [D ji ]). Let U = ([0,1]\[⋃ki=1 D ji ]) ∩ Int(⋃ki=1 f [D ji ]).
Then U is an open set, and A ⊂ U . Let xˆ ∈ B( Aˆ). By Proposition 6.4, there is an N such that for n N , xn ∈ U . So, letting
F = {γk( j1, . . . , jk)}, for k N , πk(H−1(xˆ)) ⊂ ΣF . Thus H−1(xˆ) ⊂ [0,1] × CN−1 × ΣF . Hence
H−1
(
B( Aˆ)
)⊂
∞⋃
m=0
[0,1] × Cm × ΣF
So by Lemma 5.5, λ←[B( Aˆ)] = 0. Thus Aˆ is not a metric attractor for Y under σ . 
Corollary 6.12. If 1  i1, i2, . . . , ik  n are such that f [⋃kj=1 Di j ] is surjective, and Aˆ ⊂ Y is a metric attractor for Y under σ with
Aˆ = Y ∩ Aω and A = π0( Aˆ), then A ∩⋃kj=1 Di j = ∅.
Proof. Suppose 1  i1, i2, . . . , ik  n are such that f [⋃kj=1 Di j ] is surjective and Aˆ = Y ∩ Aω is a closed, forward invariant
subset of Y but A ∩ (⋃kj=1 Di j ) = ∅. Then A ⊂ [0,1] \ (⋃kj=1 Di j ) and A ⊂ Int(⋃kj=1 f [Di j ]). So by Proposition 6.11, Aˆ is not
a metric attractor for Y under σ . 
7. Higher iterates
We saw in the previous section that given a continuous surjection f : [0,1] → [0,1] which is piecewise strictly monotone,
if there is a collection 1  i1, i2, . . . , ik  n such that f [⋃kj=1 Di j ] is surjective, every metric attractor of Y must have
projections meeting
⋃k
j=1 Di j . Now we examine higher iterates of f .
Recall Section 3 for the notation in this section. In the following, we let f : [0,1] → [0,1] be a continuous surjection
which is piecewise strictly monotone, and let Y = lim←−{[0,1], f }. Now we let k ∈ N and observe that f k : [0,1] → [0,1] is
also a continuous surjection which is piecewise strictly monotone.
Lemma 7.1. If f : [0,1] → [0,1] and g : [0,1] → [0,1] are continuous, surjective and piecewise strictly monotone, then for 1 i 
n(g ◦ f ), there is exactly one element (i2, i1) ∈ {1,2, . . . ,n(g)} × {1,2, . . . ,n( f )} satisfying g ◦ f |Di(g◦ f ) = g|Di2 (g) ◦ f |Di1 ( f ) .
Proof. Let 0 = a0( f ) < a1( f ) < a2( f ) < · · · < an( f )( f ) = 1 be deﬁned as in Section 3. Similarly deﬁne 0 = b0(g) < b1(g) <
· · · < bn(g)(g) = 1. Let P = {ai}n( f ) ∪ {bi}n(g) , and enumerate P = {0 = c0 < c1, . . . , cn(g◦ f ) = 1}. Notice that for any 1  i i=0 i=0
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that these intervals are maximal, then we will be done, since Di(g ◦ f ) ⊂ Di1 ( f ) for some i1 and f (Di(g ◦ f )) ⊂ Di2 (g) for
some i2.
To that end, suppose c ∈ P is properly contained in some interval. We will consider three cases
(1) c = a j for some 0 j  n( f ) and bk < f (c) < bk+1 for some 0 k < n(g),
(2) c = a j for some 0 j  n( f ) and f (c) = bk for some 0 k n(g),
(3) a j < c < a j+1 for some 0 j < n( f ) and f (c) = bk for some 0 k n(g).
In the ﬁrst case, there exist a < c < b such that either bk < f (a) = f (b) < f (c) or f (c) < f (a) = f (b) < bk+1. In either case,
(g ◦ f )(a) = (g ◦ f )(b) with a = b, so (g ◦ f ) is not monotone on (a,b). In the second case, the same follows from a < c < b
with either f (a) = f (b) < f (c) = bk or bk = f (c) < f (a) = f (b). In the last case, there exist a j < a < c < b < a j+1 with
either g( f (a)) = g( f (b)) < g( f (c)) or g( f (c)) < g( f (a)) = g( f (b)). Hence (g ◦ f ) is not monotone on (a,b). 
By induction on Lemma 7.1, we can then see that to every f k|Di( f k) for 1 i  n( f k) there corresponds exactly one k-
composition of the functions f |Di( f ) for 1 i  n( f ). That is, for 1 i  n( f k), there is exactly one element (ik, . . . , i2, i1) ∈
{1,2, . . . ,n( f )}k satisfying f k|Di( f k) = ( f |Dik ( f ) ◦ · · · ◦ f |Di2 ( f ) ◦ f |Di1 ( f ))|Di( f k) . For 1  i  n( f k), deﬁne β(i) ∈ {1,2, . . . ,
n( f )}k to be the k-tuple of the indices of the k-composition corresponding to f k|Di( f k) .
Again let Σ = CNf . In the following, given a collection of domains {Di j ( f k)}lj=1 we will use the function β to ﬁnd a set
F of forbidden words in Σ . Before, the forbidden words we found were always single letters in our alphabet, but now we
will be ﬁnding words of length k. This distinction, however, does not prevent the use of Lemma 5.5, and so we can still use
shifts of ﬁnite type to help ﬁnd metric attractors.
Lemma 7.2. If Aˆ ⊂ Y is closed and forward invariant ( Aˆ = Y ∩ Aω with A = π0( Aˆ)), and there exists j ∈ {1,2, . . . ,n( f k)} such that
A ⊂ [0,1] \ (D j( f k)) and A ⊂ Int( f k[D j( f k)]), then Aˆ is not a metric attractor for Y under σ .
Proof. Let Aˆ ⊂ Y be a closed, forward invariant subset, Aˆ = Y ∩ Aω (with A = π0( Aˆ)). Also suppose there exists j ∈ {1,2,
. . . ,n( f k)} such that A ⊂ [0,1] \ (D j( f k)) and A ⊂ Int( f k[D j( f k)]). Let U = ([0,1]\[D j( f k)]) ∩ Int( f k[D j( f k)]). Then U is
an open set and A ⊂ U . Let xˆ ∈ B( Aˆ). By Proposition 6.4, there is an M > k such that for m  M , xm ∈ U . So for m  M ,
πm(xˆ) ∈ U and πm+k(xˆ) ∈ U .
Suppose (y, (s1, s2, . . .)) ∈ H−1(xˆ) and for some m  M , sm+i = γ1(β( j)i) for 1  i  k. Recalling the deﬁnition of h f
from Section 3, we also have xm+k = h f (h f (· · · (h f (xm, sm+1), sm+2) · · ·), sm+k). Since β( j) = (sm+1, . . . , sm+k), and xm ∈ U ⊂
f k[D j( f k)], we have xm+k ∈ D j( f k) which is in the complement of U . This contradicts the fact that m + k > M . Hence,
H−1(xˆ) ⊂ [0,1] × CM × ΣF where F = {(γ1(β( j)1), . . . , γ1(β( j)k))}. Thus,
H−1
(
B( Aˆ)
)⊂
∞⋃
M=0
[0,1] × CM × ΣF
So by Lemma 5.5, λ←[B( Aˆ)] = 0. Thus Aˆ is not a metric attractor for Y under σ . 
Corollary 7.3. Suppose there exist k ∈ N and j ∈ {1,2, . . . ,n( f k)} such that f k[D j( f k)] = [0,1]. If Aˆ ⊂ Y is a metric attractor for Y
under σ with Aˆ = Y ∩ Aω and A = π0( Aˆ), then A ∩ D j( f k) = ∅.
Proof. Suppose there exist k ∈ N and j ∈ {1,2, . . . ,n( f k)} such that f k[D j( f k)] = [0,1]. Let Aˆ ⊂ Y be a closed forward
invariant subset with Aˆ = Y ∩ Aω , A = π0( Aˆ) and A ∩ D j( f k) = ∅. They by Lemma 7.2, Aˆ is not a metric attractor for Y
under σ . 
Example 7.4. If f : [0,1] → [0,1] is the full tent map, the only metric attractor for Y is Y itself.
Proof. Let U be an open interval in [0,1]. Then there is a k for which f k has a domain D j( f k) ⊂ U which is surjective.
Thus if Aˆ is a metric attractor for Y and π0( Aˆ) = A, then A ∩ U = ∅ by Corollary 7.3. Hence A is a closed dense subset of
[0,1], so Aˆ = Y . 
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