Given a graph G = ( V E) and 2 R, w e w r i t e w (G) = P xy2E d G (x) d G (y) , a n d study the function w (m) = m a x fw (G) : e(G) = mg. Answering a question from 1], we determine w 1 (m) for every m, and we also give bounds for the case 6 = 1 .
Introduction
The aim of this note is to continue the work started by Bollob as and Erd} os 1] on the -weight of a graph with a given number of edges. For 2 R, t h e -weight w (xy) o f a n edge xy of a graph G is de ned as w (xy) = d(x) d(y) , where d(x) and d(y) are the degrees of the vertices x and y. The -weight w (G) o f G is the sum of the -weights of its edges.
In 1], Bollob as and Erd} os studied the extremal -weights of graphs with a given number of edges, with emphasis on the case = ; 1 2 , w h e n t h e w eights are the so called Randi c weights, as de ned in 3] . They also proved that the Randi c w eight o f a graph G of order n with no isolated vertices is at least p n ; 1, with equality if and only if G = K 1 n;1 . Concerning the case = 1 , i n 1 ] i t w as proved that if m = ; k 2 then the maximum 1-weight of a graph of size m is m(k ; 1) 2 , with equality i G is the union of K k and isolated vertices. In 1] it was also conjectured that if ; k 2 < m ; k+1 2 then the maximum is attained on a graph of order k + 1 which c o n tains a complete graph of order k. One of our aims is to prove this conjecture. We do this in x2.
Our second main aim is to consider -weights with 6 = 1. What is the maximumweight of a graph with m edges, and what is the minimum? Rather trivially, for 0 t h e maximum is attained on m independent edges, and for 0 the minimum is attained on m independent edges, so for < 0 a n d > 0 w e a r e i n terested in graphs of minimum -weight and maximum -weight respectively. F or positive v alues of , considered in x3, 
Graphs of Extremal 1-weight
The aim of this section is to prove the following conjecture from 1]. Theorem 1. Let k and r be p ositive integers with 0 < r k. Then all graphs G of size m = ; k 2 + r and minimal degree a t l e ast one satisfy w 1 (G) w 1 (G m ), where the graph G m consists of a complete graph of order k together with an additional vertex joined to r vertices of the complete graph, and has 1-weight w 1 (G m ) = r 2 k 2 + k ; r 2 (k ; 1) 2 + rk(k ; r)(k ; 1) + r 2 k:
Before we are ready, we require three lemmas and the following generalisation of the notion of -weight. For`2 N and 2 R, the (` )-weight of an edge xy of a graph G is w (` ) (xy) = ( d G (x) +) (d G (y) +) and the (` )-weight w (` ) (G) of a graph G is the sum of the (` )-weights of its edges.
Note that the (0 )-weight (of an edge or of a graph) is just the -weight. From now o n , we write d x for d G (x). Lemma 2. Let k,`and r be positive integers with 0 < r k. Let G be a graph of order n, without isolated vertices, having largest (` 1)-weight among all graphs of size m = ; k 2 + r. Then (G) = n ; 1.
Proof. First observe t h a t a n y t wo non-adjacent v ertices in G have a common neighbour since otherwise by amalgamating the two vertices we could increase w (` 1) (G), while keeping e(G) = m: Let x be a vertex of maximal degree. Suppose, for a contradiction, that d x < n ; 1 and let y be a vertex of maximal degree subject to the condition xy = 2 E(G). Let z be a common neighbour of x and y. N o w l e t G 0 be G with the edge yz2 E(G) replaced by the edge xy, and set G 0 = G ; f x y zg: Also, write S x for the s u m o f t h e ( 1)-weights (in G) of edges incident w i t h x, except for edge xz, S y for the sum of the (` 1)-weights (in G) of edges incident w i t h y, except for edge yz, a n d S z for the sum of the (` 1)-weights (in G) of edges incident w i t h z, except for edges xz and yz. (1) Notice that d x + 1 ; d z > 0 a n d d y +`; 1 d y ; 1 0 . Therefore we h a ve S z d z +` S x d x +`:
(2)
Next, let W = ; G (x) ; (; G (z) f zg). Note that W 6 = , since d x d z and jW j = j; G (z) ; (; G (x) f xg)j + d x ; d z 1, as y 2 ; G (z) ; (; G (x) f xg). Let w 2 W, a n d write T x for the sum of the (` 1)-weights (in G) of edges incident with x, except for the edges wx and xz, a n d T z for the sum of the (` 1)-weights (in G) of the edges incident with z, except for the edge xz. ( W e suppress the simple dependence of T x and T z on w.) Let G 00 be G with the edge xw 2 E(G) replaced by the edge wz. Arguing as in (1) We will, of-course, always have d 1 d 2 : : : d N N ; 1. Each of these graphs, of order n, s a y, is the unique realization of a sequence corresponding to a vertex of the polytope K n of degree sequences in E n , as de ned in 4]. Let F denote the family of graphs of the form G(d 1 d 2 : : : d N ) for d 1 d 2 : : : d N N ; 1. Lemma 3. Let k,`and r be p ositive integers with 0 < r k. I f G is a graph of minimal degree a t l e ast one, having largest (` 1)-weight among all graphs of size m = ; k 2 +r, then
Proof. Suppose G is as in the hypotheses of the lemma and write jGj = n. We dene a sequence G = G 0 G 1 G 2 : : : of graphs as follows. From Lemma 2 we know that ( G) = n ; 1. Suppose that d G (x 1 ) = n ; 1. The graph G ; f x 1 g consists of a graph 
= (n +`; 1)(2m ; (n ; 1) + (n ; 1)`) + w (`+1 1) (G 1 )
= (n +`; 1)(2m + ( ; 1)(n ; 1)) + w (`+1 1) (G 1 ):
(6) We claim that (G 1 ) = jG 1 j ; 1. For if not we can use the proof of Lemma 2 to replace G 1 by a graph G 0 1 on the same vertex set as G 1 satisfying e(G 0 1 ) = e(G 1 ) and w (`+1 1) (G 0 1 ) > w (`+1 1) (G 1 ) and thereby produce a graph G 0 = ( V (G) E (G) E(G 0 1 ) ; E(G 1 )) with e(G 0 ) = e(G) and w (` 1) (G 0 ) > w (` 1) (G): Suppose that d G1 (x 2 ) = jG 1 j ; 1. Then the graph G 1 ; f x 2 g consists of a graph G 2 with no isolated vertices, together with a set J 2 of isolated vertices. If G 2 is the null graph then G = G(d G (x 1 ) d G (x 2 )) and we are done. Otherwise we continue and nd a sequence of vertices fx 3 x 4 : : : g and graphs fG 3 G 4 : : : g. E v entually the process terminates with a vertex x N 2 V (G N;1 ) joined to a set J N of isolated vertices. We then have G = G(d G (x 1 ) d G (x 2 ) : : : d G (x N )) 2 F.
For example, the only graphs in F of size 6 are G(6), G(5 2), G(4 3) and G(3 3 3) with (` 1)-weights 36+42`+ 6 2 , 3 9 + 3 6+ 6 2 , 4 4 + 3 4+ 6 2 and 54+36`+ 6 2 respectively.
For 0 ` 2, G(3 3 3) has largest (` 1)-weight, while when`= 3 w e h a ve w (3 1) (G(3 3 3)) = w (3 1) (G(6)) > w (3 1) (G(5 2)) > w (3 1) (G(4 3)) and when l 4, G(6) has largest weight.
The nal ingredient in the proof of our main theorem is a technical inequality concerning decreasing sequences of integers. The calculations involved in the proof of (12) are fairly lengthy, so we only outline them below.
It is convenient to deal with the cases c = a and c = a;1 separately. W h e n c = a, ( 1 3 ) implies m = x+l and (12) reduces to an inequality F 0 (N a x l) 0, where F 0 increases with l. W h e n l is as large as possible, that is when l = N ; 2 ; x, this inequality is easily checked. If c = a ; 1, (13) implies that m = x + l ; N, and (12) becomes an inequality F 1 (N a x l) 0. Di erentiating F 1 with respect to l shows that F 1 is minimized when l and m are approximately equal and so we need only prove some simple inequalities in N, a and x.
In the following, then, we m a y assume c a ; 2. Together with (13), this gives x 2N + m ; l (17) and, coupled with (16), (17) implies that a 3N + m ; l ; 1:
(18) Di erentiating (12), we nd that @F @x dereases with x, s o w e need only check (12) when x is either as large as possible or as small as possible. As by (16) and (17), 2N + m ; l x a ; N + 1 we h a ve to consider the cases x = a ; N + 1 a n d x = 2 N + m ; l. Case A. x = a ; N + 1 . W e can rewrite (12) as an inequality F 2 (N a m l) 0, and @F 2 @m decreases with m, s o w e m ust consider F 2 (N a m l) 0 when m is either maximal or minimal subject to the constraints (14) and (18). Case A1. x = a;N + 1 a n d m = a;3N +l +1. In this subcase, (13) yields c = a;2.
Relation (12) becomes F 3 (N a l) 0 and di erentiation with respect to l identi es the few cases to check.
Case A2. x = a ; N + 1 a n d m = N ; 2. We m a y suppose (since we are not in case A1) that m = N ; 2 a ; 3N + l. Relation (12) is now equivalent to a new inequality F 4 (N a l) 0, and this time F 4 increases with a. Therefore we need only look at the case when a is as small as possible, and from (18) this is precisely the case x = 3 N ; 2 ; l m= N ; 2 a = 4 N ; 3 ; l c= 4 N ; 5 ; l:
(19) Once again this subcase is readily checked, completing the proof of case A2. 8 B ela Bollob as, Paul Erd} os and Amites Sarkar Case A3. x = a ; N + 1 and m = 0. Inequality (12) becomes F 5 (N a l) 0, where F 5 also increases with a, so the only case to examine is that where a is minimal, which is the easily checked case x = 2 N ; l m= 0 a = 3 N ; l ; 1 c = 3 N ; l ; 3: Moreover, c = a ; 2. We nd that if F 6 is the function obtained by substituting x = 2N +m;l in F then @F 6 @a > 0. Therefore we need only check the case when a is minimal, and from (21) this is the case a = 3 N + m ; l ; 1. But then we also have x = a ; N + 1 , and we are back in case A. This concludes the proof of (12), and therefore of (8). 
Proof of Theorem 1. Lemma 3 shows that we h a ve only to maximize

Graphs of maximal -weight for > 0
As mentioned in the introduction, we distinguish three cases, 0 1, 1 < < 2 and 2. The following result deals with the rst of these. For m 1, we de ne k and r Proof. We use induction on n. F or n = 2 the result is immediate. Suppose n 3 and x n = m i n x i . I f x n = 0 , w e are done by the induction hypothesis. Otherwise, X 1 i<j n (x i x j ) = X 1 i<j n;1 (x i x j ) + x n n;1 X i=1 x i 4 ; (1 ; x n ) 2 + x n (1 ; x n ) = 4 ; (1 ; x n ) 2 + ( 4 x n (1 ; x n )) 4 ; (1 ; x n ) 4 + ( 4 x n (1 ; x n )) 2 < 4 ; using the induction hypothesis, the fact that 1 ; x n and 4x n (1 ; x n ) are both at most unity, and (crucially) the inequality x n 1
