One major advantage that a priori and conditional allocation designs have over optimal stratified designs is that they are easy to obtain. Optimal stratified designs require an exploration of a combinatorial space to find an optimal design. This is a non-trivial problem for even small population and sample sizes. A solution to the problem of finding a univariate optimal stratified design using Neyman allocation for a fixed sample size was proposed by Dalenius and Hodges (1959) . This method is commonly known as the cum ffiffi ffi f p method (Särndal et al. 1991, Section 3.7 and Horgan 2006) . Similar methods such as Hidiroglou (1986) and the multivariate extensions in Benedetti et al. (2010) and Benedetti and Piersimoni (2012) provide optimal designs under CV constraints, but are restricted to no more than three strata. These strata include a census (take-all), a sampled (take-some), and an unsampled (take-none) stratum for cut-off sampling. Lavallée and Hidiroglou (1988) introduced a univariate method that allows for an arbitrary number or take-some strata for the univariate case. These approaches are designed for highly skewed populations, exploiting the similarity of the underlying population to a geometric progression (Gunning et al. 2004 ). Benedetti and Piersimoni (2012) introduced a method for stratification which uses multiple administrative variables. This method, which is motivated by the Lavallée and Hidiroglou method, partitions the population into two strata, one which is sampled and one, which is a take-all stratum.
The partitioning is determined such that the sample size is minimized for a target coefficient of variation of a response variable. In addition to allocations with goals of increasing precision, allocations also consider data collection costs and other practical constraints such as the method proposed by Valliant et al. (2014) to allocate sample in household surveys using Address-Based Sampling Frames and available commercial data.
The errors in the specification of the simulation occur in two areas. First, the sample size of the univariate homoscedastic case should of been n ¼ 70 instead of n ¼ 23. Second, on page 134 after Equation (11) 
