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ON LINEAR DEFORMATIONS OF BRIESKORN SINGULARITIES OF
TWO VARIABLES INTO GENERIC MAPS
KAZUMASA INABA, MASAHARU ISHIKAWA, MASAYUKI KAWASHIMA,
AND TAT THANG NGUYEN
Abstract. In this paper, we study deformations of Brieskorn polynomials of two vari-
ables obtained by adding linear terms consisting of the conjugates of complex variables
and prove that the deformed polynomial maps have only indefinite fold and cusp singular-
ities in general. We then estimate the number of cusps appearing in such a deformation.
As a corollary, we show that a deformation of a complex Morse singularity with real
linear terms has only indefinite folds and cusps in general and the number of cusps is 3.
1. Introduction
Let f : C2 → C be a complex polynomial map of two variables (z, w) with isolated
singularity at the origin and ft : C
2 → C, t ∈ [0, 1], be a family of polynomial maps such
that f0 = f , i.e., a deformation of f . A deformation of f decomposes the singularity of f
at the origin into several smaller singularities, especially into complex Morse singularities
for a generic choice of the deformation. Such a deformation is useful to understand
the topology of the singularity of f at the origin. For example, from the deformations
in [1, 2, 10, 11, 12] we can describe the Dynkin diagram of the singularity and obtain the
monodromy matrix of its Milnor fibration explicitly.
We now regard f as a real polynomial map. A smooth map is called a generic map if it
is transversal, in the jet-space, to certain submanifolds called Thom-Boardman singulari-
ties [4]. Usually, a normal crossing condition (Condition NC in [7, p. 157]) is required in
addition. It is known that the set of generic maps is a dense subset in the space of smooth
maps if the source manifold is compact, see [17]. In the case of smooth maps from R4
to R2, a smooth map is generic with ignoring the normal crossing condition if and only
if it has only fold and cusp singularities. In this paper, we are interested in deforming a
smooth map into a generic one in this sense. To avoid confusion, we call such a map an
excellent map, which is a terminology used in [21] for maps between 2-planes, and also
used for maps from higher dimensional manifolds later, e.g. in [19].
We say that a deformation of f is linear if it is given in the form
(1.1) ft(z, w) = f(z, w) + a1z + b1w + a2z¯ + b2w¯,
where a1, b1, a2, b2 are analytic functions with variable t ∈ R which vanish at t = 0. The
variables z¯ and w¯ are the complex conjugates of z and w respectively, which are needed
since we are studying real deformations. In this paper, we study linear deformations of
Brieskorn polynomials of form (1.1) with a1 ≡ b1 ≡ 0.
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Theorem 1.1. Let f(z, w) = zp+wq be a Brieskorn polynomial with p, q ≥ 2. If a, b ∈ C
are generic then there exists a linear deformation ft(z, w) of f which consists of excellent
maps for t ∈ (0, 1] and satisfies f1(z, w) = f(z, w)+az¯+ bw¯. Moreover, such an excellent
map has only indefinite fold and cusp singularities.
In the assertion, “a, b ∈ C are generic” means that a, b ∈ C lie outside the union of zero-
sets of a finite number of equations of the polar coordinates of a and b. See Remark 3.16
for more precise explanation.
Next, we observe the number of cusps of an excellent map obtained as a linear de-
formation of f(z, w) = zp + wq in Theorem 1.1, whose existence is confirmed in that
theorem.
Theorem 1.2. Let f(z, w) = zp+wq be a Brieskorn polynomial with p ≥ q ≥ 2. Suppose
that f(z, w)+ az¯+ bw¯ is an excellent map. Then the number of cusps of this map belongs
to [(p + 1)(q − 1), (p − 1)(q + 1)]. In particular, if p = q then the number of cusps is
p2 − 1.
There are related results about the number of cusps appearing in the versal deformations
of complex isolated singularities, see [8, 9].
If p = q = 2 then equation (1.1) can be modified as(
z +
a1
2
)2
+
(
w +
b1
2
)2
+ a2z¯ + b2w¯ −
(a21 + b
2
1)
4
.
This is in the form z2 + w2 + az¯ + bw¯ up to translation of the coordinates and addition
of a constant term. Therefore, the results in Theorem 1.1 and 1.2 hold for “any” linear
deformations.
From Theorem 1.2, we can conclude that the number of cusps in a linear deformation of
f(z, w) = z2 +w2 into an excellent map is 3. Furthermore, in this case, we can explicitly
describe the image of the set of singularities of the deformed map as follows.
Theorem 1.3. Let ft be a linear deformation of f(z, w) = z
2 + w2 into excellent maps.
Then the set of singular values of ft, t ∈ (0, 1], in R
2 is a scaling and rotation of the curve
given by the map h : S1 → R2 defined by
h(θ) = e2iθ + 2e−iθ.
This curve is a simple closed 3-cuspidal curve as shown in Figure 1. The map ft, t ∈ (0, 1],
restricted to the set of singularities is injective and hence the number of cusps is 3.
We will use the higher differentials of H. Levine in [16] to prove Theorem 1.1, which
give a criterion to determine if a smooth map is an excellent map or not. It is important
to remark that the mappings studied in Theorem 1.1 are improper and we do not know
what happens near the infinity. Therefore the ordinary stability analysis of differentiable
mappings cannot be applied directly. It is very hard to apply Levine’s criterion to polyno-
mial maps which are explicitly given. We could do this because we know, in advance, that
their cusps are determined by the equation T = 0 which will be explained in Section 4.
(Compare this equation with φ(z0) in Proposition 3.9.) It may be possible to show the
same claim using other techniques, but, since the equation T = 0 contains trigonometric
functions, we guess that the difficulty of the calculation will be more or less the same. In
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Figure 1. The curve given by h(θ) = e2iθ + 2e−iθ.
this sense, our direct calculation performed to prove the theorem is indispensable. The
assumption that the polynomial is of Brieskorn type is necessary to perform our calcula-
tion, otherwise the defining equation of cusps will become more complicated so that we
cannot apply Levine’s criterion practically.
Remark also that the topological studies of broken Lefschetz fibrations, initiated by
the works of Auroux-Donaldson-Katzarkov [3] and O.Saeki [19], is related to our interest.
For example, the linear deformation in Theorem 1.3 appears in [13, Move 4 in p.292] as a
typical move which produces a broken Lefschetz fibration. The observation in this paper
shows concretely that such a linear deformation is really an excellent map for a generic
choice of the parameters.
In the recent work [5] of N. Dutertre and T. Fukui, they gave several formulas of Euler
characteristics for singularities of stable maps under the assumption that the maps are
locally trivial at infinity. Especially, it follows from their result that the number of cusps of
stable and locally trivial at infinity maps appearing in a small deformation in our setting
is constant modulo 2. This phenomenon can be seen in examples given in the last section
in this paper.
The paper is organized as follows. Section 2 is for preliminaries. We briefly introduce
the higher differentials of H. Levine in [16] in Section 2.1, and then explain how to use
it in Section 2.2. This is the main technique in this paper, and the rest is full of hard
calculation. We then prove the first assertion in Theorem 1.1 in Section 3, Theorem 1.2
and the second assertion in Theorem 1.1 in Section 4, and finally prove Theorem 1.3
in Section 5. In Section 6, we close the paper with presenting two examples of linear
deformations.
The second and last authors are supported by the Japan Society for the Promotion of
Science (JSPS) Postdoctoral Fellowship for Foreign Researchers’ Grant-in-Aid 25/03014.
The last author is also partially supported by Vietnam National Foundation for Sci-
ence and Technology Development (NAFOSTED) grant 101.04-2014.23 and the Vietnam
Academy of Science and Technology (VAST).
2. Preliminaries
2.1. Higher differentials. Let f : X → Y be a smooth map between an nX-dimensional
manifold X and an nY -dimensional manifold Y . Let j
rf(p) denote the r-jet of f at p ∈ X
and let Jr(f) : X → Jr(X, Y ) be the map which maps p ∈ X to jrf(p), where Jr(X, Y )
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is the set of r-jets. Denote by df the induced map from TX to f−1(TY ) and dfp = df |TpX
for p ∈ X , where TX is the tangent bundle of X , TpX is the tangent space of X at p and
f−1(TY ) is the vector bundle over X whose fiber at p ∈ X is Tf(p)Y .
In this section, we will introduce higher differentials of f according to [16], by which
we interpret the transversality of J1(f) with Si(X, Y ) and of J
2(f) with Si,h(X, Y ). Here
Si(X, Y ) is defined as
Si(X, Y ) = {j
1f(p) ∈ J1(X, Y ) | rank dfp = min{nX , nY } − i}.
For the definition of Si,h(X, Y ), see [14] and also [7]. We define
Si(f) = {p ∈ X | rank dfp = min(nX , nY )− i}.
Note that S0(f) is the set of regular points of f and S(f) = ∪i≥1Si(f) is the set of
singular points of f , i.e., the points at which the differential of f is not surjective. Note
also that the sets Si1,i2,··· ,ik(f) play important role in the study of stable/generic maps.
The sequence {i1, i2, · · · , ik} is called the Boardman symbol of order k. In this paper,
since we are interested in determining if a singularity is a fold or a cusp, we only need the
Boardman symbols up to order 3. The set Si,h(f) will be introduced after Proposition 2.2
and the set Si,h,k(f) will be introduced in the end of this subsection.
For p ∈ X and q ∈ Y , let U and V be coordinate neighborhoods of p and q, respectively,
such that f(U) ⊂ V . Since TX|U and TY |V are trivial we can choose bases {ui} and
{vj} of the sections of these restricted bundles. Let {u
∗
i } and {v
∗
j} be the associated dual
bases
〈ui, u
∗
i′〉 = δii′ , 〈vj, v
∗
j′〉 = δjj′,
where 〈 , 〉 is the pairing of a vector space with its dual.
Let wj = vj ◦ f and w
∗
j = v
∗
j ◦ f . Since df is linear on each fiber, there are smooth
functions aij, i = 1, . . . , nX , j = 1, . . . , nY , on U such that
df =
∑
i,j
aiju
∗
i ⊗ wj,
where
(df(ui))p =
nY∑
j=1
aij(p)wj(p).
Set E = TX|Si(f) and F = f
−1(TY )|Si(f). Define L and G by the exactness of the
sequence
0 −→ L −→ E
df
−→ F
pi1−→ G −→ 0.
Note that L (resp. G) is an (nX − k)-dimensional (resp. (nY − k)-dimensional) vector
bundle over Si(f), where k = min{nX , nY } − i. We denote the fibers of L and G at
p ∈ Si(f) by Lp and Gp respectively. Define the map ϕ
1 : E → L∗⊗F , for each p ∈ Si(f),
by
(2.1) ϕ1p(v)(l) =
∑
i,j
〈v, daij(p)〉〈l, u
∗
i (p)〉wj(p),
with v ∈ TpX and l ∈ Lp. Then the second differential d
2f : E → L∗ ⊗G of f is defined
as d2fp(v)(l) = π1(ϕ
1
p(v)(l)).
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Proposition 2.1 ([16]). The map d2f is a well-defined bundle map and d2f |L is a section
in (L∗ ⊙ L∗)⊗G, where ⊙ represents the symmetric product.
The transversality of J1(f) to Si(X, Y ) is determined by d
2f as follows.
Proposition 2.2 ([14, 16]). The map J1(f) is transversal to Si(X, Y ) at p ∈ Si(f) if and
only if the map
d2fp : TpX → L
∗
p ⊗Gp
has rank (nX − k)(nY − k) = i(|nX − nY |+ i).
Let ψ be the restriction of d2fp to Lp, then ψ is represented by an (nX − k) × (nX −
k)(nY − k) matrix. Assume that J
1(f) is transversal to Si(X, Y ) at p ∈ Si(f). Denote
Si,h(f) = {p ∈ X | rankψ = nX − k − h}.
Note that if p ∈ Si,0(f) then p is a regular point of f restricted on Si(f). Using local
coordinates we can check that in a neighborhood of p the set Si(f) is a submanifold of
codimension (nX − k)(nY − k). Let U denote the neighborhood of p. Define the vector
bundle T on Si(f) ∩ U by the exactness of the following sequence of the vector bundles
on Si(f) ∩ U :
0 −→ T −→ E
d2f
−→ L∗ ⊗G −→ 0.
We can prove that T is the tangent bundle to Si(f) ∩ U .
The third differential is defined on the subset Si,h(f). Assume that J
1(f) is transversal
to Si(X, Y ). Define the vector bundles R and K on Si,h(f) by the exact sequence
0 −→ R −→ L
d2f
−→ L∗ ⊗G
pi2−→ K −→ 0,
where dimRp = h and dimKp = h(nY − k) + (nX − k − h)(nY − k − 1). Let R
⊥ be the
annihilator of R in L∗. Since R is a subbundle of L we have the exact sequence
0 −→ R⊥ −→ L∗ −→ R∗ −→ 0.
Hence
0 −→ R⊥ ⊗G −→ L∗ ⊗G −→ R∗ ⊗G −→ 0
is also exact. It is easy to check that d2f(L) ⊂ R⊥ ⊗G. Then we have the commutative
exact diagram
L
d2f
−−−→ L∗ ⊗G
pi2−−−→ K −−−→ 0yd2f y= ypi
R⊥ ⊗G −−−→ L∗ ⊗G −−−→ R∗ ⊗G −−−→ 0.
The maps in the second square are surjective. That implies that
R∗ ⊗K −→ R∗ ⊗ R∗ ⊗G −→ 0
is exact. Consequently, we can define the bundle R∗ ⊙K such that the sequence
0 −→ R∗ ⊙K −→ R∗ ⊗K
γ
−→ R∗ ∧ R∗ ⊗G −→ 0
is exact, where γ is defined by the composition
R∗ ⊗K −→ R∗ ⊗ R∗ ⊗G −→ R∗ ∧ R∗ ⊗G.
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Now, recall that we have the projection maps
π1 : F → G, π2 : L
∗ ⊗G→ K,
which induce
π′1 : R
∗ ⊗ L∗ ⊗ F → R∗ ⊗ L∗ ⊗G,
π′2 : R
∗ ⊗ L∗ ⊗G→ R∗ ⊗K.
Let {z1, . . . , znX−k} be a part of a basis of sections in E over the neighborhood U of p
such that {zj | Si(f)∩U} is a basis for L|U ∩ Si(f). We define ϕ
2 : T → R∗ ⊗L∗ ⊗ F by
(2.2) ϕ2x(t)(r ⊗ l) =
∑
i,j,m
〈t, d(〈zi, damj〉)(x)〉〈l, z
∗
m(x)〉〈r, z
∗
i (x)〉wj(x)
where x ∈ U ∩ Si(f), r ∈ R and l ∈ L. Then the third differential d
3f : T → R∗ ⊗K of
f is defined as d3fx = π
′
2 ◦ π
′
1 ◦ ϕ
2
x.
Proposition 2.3 ([16]). The map d3f is well-defined over Si,h(f) and satisfies d
3f(T ) ⊂
R∗ ⊙K.
The following fact can be proved by calculating the differential of the jet map J2f :
X → J2(X, Y ) and checking the transversal condition of J2(f) with Si,h(X, Y ) (see [16]
and [7]).
Proposition 2.4. The map J2(f) is transversal to Si,h(X, Y ) at p if and only if d
3fp :
Tp → R
∗
p ⊙Kp is surjective.
If J2(f) is transversal to Si,h(X, Y ) then Si,h,k(f) is defined as
Si,h,k(f) = {p ∈ Si,h(f) | d(f |Si,h(f)) drops rank by k},
see [7, p.156].
2.2. Excellent maps. Suppose that dimX = 4 and dimY = 2. In this setting, an
excellent map is defined as follows.
Definition 2.5. A smooth map f : X → Y is called an excellent map if for each point
p ∈ X , there exist a system of local coordinates x1, x2, x3, x4 centered at p on X and a
system of local coordinates y1, y2 centered at f(p) on Y such that f is locally described
in one of the following form:
(1) (x1, x2, x3, x4) 7→ (x1, x2),
(2) (x1, x2, x3, x4) 7→ (x1, x
2
2 + x
2
3 + x
2
4),
(3) (x1, x2, x3, x4) 7→ (x1, x
2
2 + x
2
3 − x
2
4),
(4) (x1, x2, x3, x4) 7→ (x1, x
2
2 ± x
2
3 + x1x4 + x
3
4).
The point in case (1) is a regular point. The point in case (2), (3) and (4) is called a
definite fold, an indefinite fold and a cusp, respectively.
Excellent maps actually exist “generically” in C∞(X, Y ) because of the following in-
terpretation in terms of transversality. Let S21(X, Y ) be the set of j
2f(p) ∈ J2(X, Y )
such that j1(f)(p) ∈ S1(X, Y ), j
1(f) is transversal to S1(X, Y ) at p, and rank d(f |S1(f)) =
min{dimS1(f), dimY }−1, which is the notation in [16]. This set is nothing but S1,1(X, Y )
in Section 2.1. Since we are studying the case where dimX = 4 and dimY = 2, we have
rank d(f |S1(f)) = 0.
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Proposition 2.6 ([15, 16]). A smooth map f : X → Y is an excellent map if and only if
(a) J1(f) is transversal to S1(X, Y ) and S2(X, Y ), and
(b) J2(f) is transversal to S21(X, Y ).
The condition (a) is equivalent to that d2f : E → L∗ ⊗G is surjective and S2(f) = ∅.
The condition (b) is equivalent to that, for any p ∈ S(f), either (i) p ∈ S1,0(f) or (ii)
p ∈ S1,1(f) and d
3fp : Tp → R
∗
p⊙Kp is surjective. Note that the condition (ii) is equivalent
to p ∈ S1,1,0(f). The following proposition gives a criterion to determine if a singular point
is a fold, a cusp, or none of them.
Proposition 2.7. Let f : X → Y be a smooth map. Suppose that p ∈ S1(f) and
d2fp : TpX → L
∗
p ⊗ Gp is surjective. Then p is a fold of f if and only if p ∈ S1,0(f), and
p is a cusp of f if and only if p ∈ S1,1(f) and d
3fp : Tp → R
∗
p ⊙Kp is surjective.
In the proofs of the main theorems, we will explicitly calculate the higher differentials
by choosing suitable basis. Let P = (Q,R) : R4 → R2 be a smooth map and p ∈ S1(P ).
We may choose local coordinates (x1, x2, x3, x4) of R
4 at p and those of R2 at P (p) such
that gradQ(p) = (1, 0, 0, 0) and gradR(p) = (0, 0, 0, 0). We see that
{
∂
∂x1
, ∂
∂x2
, ∂
∂x3
, ∂
∂x4
}
is
a basis of sections of TR4 in the neighborhood of p. In this setting, dimLp = 3, dimGp = 1
and d2Pp is represented by the matrix
M =
(
∂2R
∂xi∂xj
)
i=1,2,3,4, j=2,3,4.
Hence d2Pp is surjective if and only if rankM = 3. We can check that the restriction
d2Pp|Lp is represented by
H =
(
∂2R
∂xi∂xj
)
i=2,3,4,j=2,3,4,
which is exactly the Hessian of R with variables (x2, x3, x4). In particular, p ∈ S1,1(P ) if
and only if rankH = 2.
If p ∈ S1,1(P ) and d
2Pp is surjective, by choosing suitable coordinates (x1, x2, x3, x4),
we may further assume that ∂
2R
∂x4∂xj
(p) = 0 for all j = 2, 3, 4. Then dimL∗p = 3,
rank(d2Pp|Lp) = 2, dimR
∗
p = 1 and dimKp = 1 imply R
∗
p ⊙Kp = R
∗
p ⊗Kp. Let
ξj = −
∂Q
∂xj
∂
∂x1
+
∂Q
∂x1
∂
∂xj
for j = 2, 3, 4.
Lemma 2.8. {ξ2, ξ3, ξ4} is a basis of L|S1(P ) ∩ U for some neighborhood U of p.
Proof. For j = 2, 3, 4, we have dQ(ξj) = 0. Then dR(ξj) = 0 on S1(P ) in this coordinate
neighborhood. Thus ξj belongs to L. Since
∂Q
∂x1
(p) = 1, they are independent in a small
neighborhood of p. 
Recall that
{
∂
∂x2
, ∂
∂x3
, ∂
∂x4
}
is a basis of Lp. Since rankM = 3 we have
∂2R
∂x1∂x4
(p) 6= 0.
Hence Tp is a one-dimensional space generated by
∂
∂x4
.
In the following, the pairing 〈 , 〉 is defined with respect to the basis
{
∂
∂x1
, ξ2, ξ3, ξ4
}
.
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Lemma 2.9. The map d3Pp : Tp → R
∗
p ⊗Kp is given by
t
∂
∂x4
7→ t
∂
∂x4
(ξ4(ξ4(R)))(p)〈 , dx4(p)〉w2(p).
Proof. Since ∂Q
∂x1
(p) = 1 and ∂Q
∂xj
(p) = 0 for j = 2, 3, 4, we have
〈 , ξ∗j (p)〉 = −
∂Q
∂xj
(p)〈 , dx1(p)〉+
∂Q
∂x1
(p)〈 , dxj(p)〉 = 〈 , dxj(p)〉
for j = 2, 3, 4. The terms in (2.2) with w1(p) vanish by π
′
1. For j = 2, 3, 〈 , ξ
∗
j (p)〉
belongs to the image of d2Pp and therefore their images by the map π
′
2 vanish. Hence we
have
d3Pp(t) = 〈t
∂
∂x4
, d(〈ξ4, da42〉)(p)〉〈 , dx4(p)〉w2(p).
To prove the assertion, it is enough to show that 〈ξ4, da42〉 = ξ4(ξ4(R)). According
to the definition of a42 we have a42 = ξ4(R). Thus 〈ξ4, da42〉 = 〈ξ4, d(ξ4(R))〉. Since
da42 =
∂a42
∂x1
dx1 +
∑
j=2,3,4 ξj(a42)ξ
∗
j , we have 〈ξ4, da42〉 = ξ4(a42) = ξ4(ξ4(R)). This is the
equality which we want to have. 
The map d3Pp is surjective if and only if
∂
∂x4
(ξ4(ξ4(R)))(p) 6= 0.
Thus, in summary, we have the following criterion to check if a singularity is a fold, cusp
or none of them.
Lemma 2.10. In the above setting, p ∈ S1(P ) is a fold if and only if rankH = 3. It is a
cusp if and only if rankM = 3, rankH = 2 and ∂
∂x4
(ξ4(ξ4(R)))(p) 6= 0.
3. Proof of the first assertion in Theorem 1.1
Throughout this section, for a function h : Rn → R with variables x1, · · · , xn, we denote
the partial differentials ∂h
∂xi
, ∂
2h
∂xi∂xj
and ∂
3h
∂xi∂xj∂xk
by hxi , hxixj and hxixjxk respectively.
We are studying polynomial maps of the form f(z, w) = zp + wq + az¯ + bw¯. This
polynomial has complex and complex-conjugate variables. Such a polynomial is called a
mixed polynomial in [18]. Since the assertion in Theorem 1.1 is for generic a and b, we
may assume that ab 6= 0. Let c1 and c2 be non-zero complex numbers satisfying c
p
1 = ac¯1
and cq2 = bc¯2, respectively. By changing the coordinates as z = c1u and w = c2v and
setting µ = ac¯1/(bc¯2), we have
f(z, w) = (c1u)
p + ac1u+ (c2v)
q + bc2v
= ac¯1(u
p + u¯) + bc¯2(v
q + v¯)
= bc¯2(µ(u
p + u¯) + vq + v¯).
Now we set
P (u, v;µ) = µ(up + u¯) + vq + v¯,
with p, q ≥ 2 and µ ∈ C \ {0}.
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Lemma 3.1. Suppose that P is an excellent map. Then there exists a linear deformation
ft of f which consists of excellent maps for t ∈ (0, 1] and satisfies f1(z, w) = f(z, w) +
az¯ + bw¯. Moreover, if P has no definite fold then ft does also for t ∈ (0, 1].
Proof. Set A(t) = at(p−1)q and B(t) = btp(q−1) and define the linear deformation ft(z, w)
by ft(z, w) = f(z, w)+A(t)z¯+B(t)w¯. Note that this satisfies f1(z, w) = f(z, w)+az¯+bw¯
as required. Since c1(t)
p = A(t)c¯1(t) and c2(t)
q = B(t)c¯2(t), we may choose c1(t) = c1,0t
q
and c2(t) = c2,0t
p, where c1,0 and c2,0 are non-zero complex numbers satisfying c
p
1,0 = ac¯1,0
and cq2,0 = bc¯2,0, such that
µ =
A(t)c¯1(t)
B(t)c¯2(t)
=
at(p−1)q · c¯1,0tq
btp(q−1) · c¯1,0tp
=
ac¯1,0
bc¯1,0
.
Therefore, for each t ∈ (0, 1], the smooth map ft can be replaced by P using this change
of coordinates. 
By Lemma 3.1, to prove Theorem 1.1, it is enough to show that P (u, v;µ) is an excellent
map for a generic choice of µ. Hereafter we study the map P instead of f .
Lemma 3.2. A singular point z0 = (u0, v0) of P satisfies

p|u0|
p−1 = q|v0|
q−1 = 1,
p− 1
2
arg u0 + argµ =
q − 1
2
arg v0 + κπ,
where κ is some integer.
Proof. By [18, Proposition 1], a singular point z0 = (u0, v0) of the mixed polynomial P
satisfies
∂P
∂u
(z0) = α
∂P
∂u¯
(z0) and
∂P
∂v
(z0) = α
∂P
∂v¯
(z0)
for a complex number α with |α| = 1. Substituting P (u, v;µ) = µ(up + u¯) + vq + v¯ and
taking their conjugates, we have
µpup−10 = µ¯α¯ and qv
q−1
0 = α¯.
The first equation in the assertion follows by taking the absolute values of these equations,
and the second one follows by eliminating α and checking the arguments. 
Set Q(u, v;µ) and R(u, v;µ) to be the real and imaginary part of P (u, v;µ) respectively,
i.e., P (u, v;µ) = Q(u, v;µ) + iR(u, v;µ). Set r1 = |u|, θ1 = arg u, r2 = |v| and θ2 = arg v,
so that (r1, θ1, r2, θ2) are regarded as the polar coordinates of C
2. Note that since any
singular point z0 = (u0, v0) satisfies u0 6= 0 and v0 6= 0 by Lemma 3.2 and we only need
to observe P in a small neighborhood of the set of singular points, we may assume that
r1 6= 0 and r2 6= 0, that is, arg u and arg v are well-defined. Since
P = Q + iR = µ(up + u¯) + (vq + v¯)
= |µ|rp1e
i(pθ1+θµ) + |µ|r1e
i(−θ1+θµ) + rq2e
iqθ2 + r2e
−iθ2 ,
we have{
Q = |µ|rp1 cos(pθ1 + argµ) + |µ|r1 cos(−θ1 + argµ) + r
q
2 cos(qθ2) + r2 cos(−θ2),
R = |µ|rp1 sin(pθ1 + argµ) + |µ|r1 sin(−θ1 + arg µ) + r
q
2 sin(qθ2) + r2 sin(−θ2).
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To simplify the notation, hereafter we may omit µ in brackets. For example, we denote
Q(z0) instead of Q(z0;µ).
Now we calculate the gradient of the real part Q at a singular point z0 = (u0, v0) of P .
Let (k1, k2, k3, k4) be the gradient at z0, i.e.,
(k1, k2, k3, k4) = (Qr1(z0), Qθ1(z0), Qr2(z0), Qθ2(z0)).
We set
Θ1 =
p+ 1
2
arg u0, Θ2 =
p− 1
2
arg u0 + argµ,
Θ3 =
q + 1
2
arg v0, Θ4 =
q − 1
2
arg v0.
Lemma 3.3.
k1 = 2|µ| cosΘ1 cosΘ2, k2 = −2|µ||u0| sinΘ1 cosΘ2,
k3 = 2 cosΘ3 cosΘ4, k4 = −2|v0| sinΘ3 cosΘ4.
Proof. By Lemma 3.2,
k1 = Qr1(z0) = p|µ||u0|
p−1 cos(p arg u0 + arg µ) + |µ| cos(− arg u0 + argµ)
= |µ|{cos(p arg u0 + argµ) + cos(− arg u0 + arg µ)}
= 2|µ| cos
(
p+ 1
2
arg u0
)
cos
(
p− 1
2
arg u0 + arg µ
)
= 2|µ| cosΘ1 cosΘ2.
The equations for k2, k3 and k4 are obtained similarly. 
Lemma 3.4. The values Θ1,Θ2,Θ3,Θ4 satisfy the following relations:

Θ2 = Θ4 + κπ,
Θ1 = p arg u0 −Θ2 + argµ = arg u0 +Θ2 − argµ
Θ3 = q arg v0 −Θ2 + κπ = arg v0 +Θ2 − κπ,
p− 1
p+ 1
Θ1 + argµ =
q − 1
q + 1
Θ3 + κπ,
where κ is the integer given in Lemma 3.2.
Proof. The assertion follows from Lemma 3.2 and the defining equations of Θi’s. 
3.1. Fold singularities in case k1 6= 0. In this subsection, we always assume that
k1 6= 0. The case k1 = 0 will be studied later.
Let (r′1, θ
′
1, r
′
2, θ
′
2) be new coordinates in a small neighborhood of z0 defined by
(r′1, θ
′
1, r
′
2, θ
′
2) = (k1r1 + k2θ1 + k3r2 + k4θ2, θ1, r2, θ2).
Lemma 3.5. (Qr′1(z0), Qθ′1(z0), Qr′2(z0), Qθ′2(z0)) = (1, 0, 0, 0).
Proof. Since r1 =
1
k1
r′1 −
k2
k1
θ′1 −
k3
k1
r′2 −
k4
k1
θ′2 we have Qr′1(z0) =
1
k1
Qr1(z0) = 1, Qθ′1(z0) =
−k2
k1
Qr1(z0)+Qθ1(z0) = 0, Qr′2(z0) = −
k3
k1
Qr1(z0)+Qr2(z0) = 0 andQθ′2(z0) = −
k4
k1
Qr1(z0)+
Qθ2(z0) = 0. 
Set Rˆ = R− sQ, where s = Rr′1(z0), so that Rˆr′1 = Rr′1 − sQr′1 vanishes at z0.
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Lemma 3.6. The Hessian H of Rˆ with variables (θ′1, r
′
2, θ
′
2) is
H =

k22A− 2k2B + C k3(k2A− B) k4(k2A− B)k3(k2A− B) k23A+D k3k4A+ E
k4(k2A− B) k3k4A+ E k
2
4A + F

 ,
where
A =
1
k21
Rˆr1r1 , B =
1
k1
Rˆr1θ1, C = Rˆθ1θ1
D = Rˆr2r2 , E = Rˆr2θ2 , F = Rˆθ2θ2.
Its determinant is
detH = (k24D − 2k3k4E + k
2
3F )(AC −B
2) + (k22A− 2k2B + C)(DF − E
2).
Proof. Since r1 =
1
k1
r′1 −
k2
k1
θ′1 −
k3
k1
r′2 −
k4
k1
θ′2, we have
Rˆθ′1 = −
k2
k1
Rˆr1 + Rˆθ1 , Rˆr′2 = −
k3
k1
Rˆr1 + Rˆr2 , Rˆθ′2 = −
k4
k1
Rˆr1 + Rˆθ2 ,
and taking partial differentiation again, we have
Rˆθ′1θ′1 =
k22
k21
Rˆr1r1 −
2k2
k1
Rˆr1θ1 + Rˆθ1θ1, Rˆθ′1r′2 =
k2k3
k21
Rˆr1r1 −
k3
k1
Rˆr1θ1 ,
Rˆθ′1θ′2 =
k2k4
k21
Rˆr1r1 −
k4
k1
Rˆr1θ1 , Rˆr′2r′2 =
k23
k21
Rˆr1r1 + Rˆr2r2,
Rˆr′2θ′2 =
k3k4
k21
Rˆr1r1 + Rˆr2θ2 , Rˆθ′2θ′2 =
k24
k21
Rˆr1r1 + Rˆθ2θ2 .
Thus we obtain the Hessian. The calculation of the determinant is straightforward. 
Now we calculate the Hessian of Rˆ at a singular point z0 = (u0, v0) of P . We first
determine the value s which we used in the above change of coordinates.
Lemma 3.7. s = tanΘ2.
Proof. By Lemma 3.2,
Rr1(z0) = p|µ||u0|
p−1 sin(p arg u0 + arg µ) + |µ| sin(argµ− arg u0) = 2|µ| sinΘ2 cosΘ1.
Hence s = Rr′1(z0) =
1
k1
Rr1(z0) = tanΘ2. 
Lemma 3.8. A singular point z0 = (u0, v0) of P satisfies
A(z0) =
1
k21 cosΘ2
p(p− 1)|µ||u0|
p−2 sin Θ1, B(z0) =
1
k1 cosΘ2
(p− 1)|µ| cosΘ1,
C(z0) = −
1
cosΘ2
(p− 1)|µ||u0| sinΘ1, D(z0) =
(−1)κ
cosΘ2
q(q − 1)|v0|
q−2 sinΘ3,
E(z0) =
(−1)κ
cosΘ2
(q − 1) cosΘ3, F (z0) =
(−1)κ+1
cosΘ2
(q − 1)|v0| sinΘ3.
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Proof. By Lemma 3.7 and Lemma 3.4,
A(z0) =
1
k21
Rˆr1r1(z0) =
1
k21
(Rr1r1(z0)− sQr1r1(z0))
=
1
k21
{
p(p− 1)|µ||u0|
p−2 sin(p arg u0 + argµ)− sp(p− 1)|µ||u0|
p−2 cos(p arg u0 + argµ)
}
=
1
k21 cosΘ2
p(p− 1)|µ||u0|
p−2 {sin(p arg u0 + arg µ) cosΘ2 − cos(p arg u0 + argµ) sinΘ2}
=
1
k21 cosΘ2
p(p− 1)|µ||u0|
p−2 sin(p arg u0 + arg µ−Θ2)
=
1
k21 cosΘ2
p(p− 1)|µ||u0|
p−2 sinΘ1.
The other values B(z0), C(z0), D(z0), E(z0) and F (z0) can be obtained by similar calcu-
lation. 
Proposition 3.9. At a singular point z0 = (u0, v0) of P with k1 6= 0, the determinant of
the Hessian H(z0) is given by
detH(z0) = −
1
k21 cosΘ2
4(p− 1)(q − 1)|µ|2φ(z0),
where
φ(z0) = (−1)
κ(p− 1)|v0| sinΘ3 + (q − 1)|µ||u0| sinΘ1.
Proof. By Lemma 3.3, Lemma 3.8 and the first equation in Lemma 3.2 we have
(AC − B2)(z0) = −
1
k21 cos
2Θ2
(p− 1)2|µ|2,
(k22A− 2k2B + C)(z0) =
1
k21
4(p− 1)|µ|3|u0| sinΘ1 cosΘ2,
(DF − E2)(z0) = −
1
cos2Θ2
(q − 1)2,
(k24D − 2k3k4E + k
2
3F )(z0) = (−1)
κ4(q − 1)|v0| sinΘ3 cosΘ4.
Substituting these results to the equation in Lemma 3.6, we have the assertion. Note that
the first equation in Lemma 3.4 implies that cosΘ2 = (−1)
κ cosΘ4 and this equality is
used in the the calculation. 
Proposition 3.10. If a singular point z0 = (u0, v0) of P satisfies k1 6= 0 and φ(z0) 6= 0
then it is a fold.
Proof. By Lemma 3.2, u0, v0 ∈ C \ {0}. Since k1 = 2|µ| cosΘ1 cosΘ2 6= 0 and φ(z0) 6= 0
by assumption, we have detH(z0) 6= 0 by Proposition 3.9, i.e., rankH(z0) = 3. Thus z0
is a fold by Lemma 2.10. 
3.2. Cusp singularities in case k1 6= 0 and Rˆθ′1θ′1(z0) 6= 0. We assume that k1 6= 0 as
in the previous subsection. Further we assume that Rˆθ′1θ′1(z0) 6= 0. The case Rˆθ′1θ′1(z0) = 0
will be studied in the next subsection.
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Let (r′′1 , θ
′′
1 , r
′′
2 , θ
′′
2) be new coordinates in a small neighborhood of z0 defined by
(r′′1 , θ
′′
1 , r
′′
2 , θ
′′
2) = (r
′
1, θ
′
1 + ℓ1r
′
2 + ℓ2θ
′
2, r
′
2, θ
′
2),
where
ℓ1 =
Rˆθ′1r′2(z0)
Rˆθ′1θ′1(z0)
and ℓ2 =
Rˆθ′1θ′2(z0)
Rˆθ′1θ′1(z0)
.
Lemma 3.11. Let z0 be a singular point of P satisfying k1 6= 0, φ(z0) = 0 and Rˆθ′1θ′1(z0) 6=
0. Then the Hessian H ′′(z0) of Rˆ with variables (θ′′1 , r
′′
2 , θ
′′
2) at z0 is
H ′′(z0) =

Rˆθ′1θ′1(z0) 0 00 −4(p− 1)2|µ|2/(k21Rˆθ′1θ′1(z0)) 0
0 0 0

 ,
where Rˆθ′1θ′1(z0) =
1
k21
4(p− 1)|µ|3|u0| sinΘ1 cosΘ2.
Proof. Using θ′1 = θ
′′
1 − ℓ1r
′′
2 − ℓ2θ
′′
2 , we can easily check that Rˆθ′′1 θ′′1 = Rˆθ′1θ′1 and Rˆθ′′1 r′′2 =
Rˆθ′′1 θ′′2 = 0 at z0. By Lemma 3.6, Rˆθ′1θ′1 = k
2
2A − 2k2B + C, and its value at z0 had been
calculated in the proof of Proposition 3.9.
By the change of coordinates, Rˆr′′2 r′′2 = ℓ
2
1Rˆθ′1θ′1 − 2ℓ1Rˆθ′1r′2 + Rˆr′2r′2. Then the value at z0
is calculated, by using Lemma 3.6, as
Rˆr′′2 r′′2 (z0) =
−Rˆθ′1r′2(z0)
2 + Rˆr′2r′2(z0)Rˆθ′1θ′1(z0)
Rˆθ′1θ′1(z0)
=
k23(A(z0)C(z0)− B(z0)
2) +D(z0)(k
2
2A(z0)− 2k2B(z0) + C(z0))
Rˆθ′1θ′1(z0)
.
By substituting the values in Lemma 3.3 and Lemma 3.8 and using the first equation in
Lemma 3.2 and φ(z0) = 0, we can verify that the numerator is −
4
k21
(p− 1)2|µ|2.
By the change of coordinates, Rˆr′′2 θ′′2 = ℓ1ℓ2Rˆθ′1θ′1 − ℓ1Rˆθ′1θ′2 − ℓ2Rˆθ′1r′2 + Rˆr′2θ′2. Then the
value at z0 is calculated, by using Lemma 3.6, as
Rˆr′′2 θ′′2 (z0) =
1
Rˆθ′1θ′1(z0)
(
−Rˆθ′1θ′2(z0)Rˆθ′1r′2(z0) + Rˆθ′1θ′1(z0)Rˆr′2θ′2
)
(z0)
=
1
Rˆθ′1θ′1(z0)
{−k3k4(k2A(z0)− B(z0))
2
+ (k3k4A(z0) + E(z0))(k
2
2A(z0)− 2k2B(z0) + C(z0))}.
We can verify that the numerator vanishes by applying lemmas and φ(z0) = 0 as in the
previous case. Thus Rˆr′′2 θ′′2 (z0) = 0. Finally we have Rˆθ′′2 θ′′2 (z0) = 0 since Rˆr′′2 r′′2 6= 0 and
detH ′′(z0) = 0. 
Thus the new coordinates (r′′1 , θ
′′
1 , r
′′
2 , θ
′′
2) satisfies the setting of Lemma 2.10. Recall that
in these coordinates
ξ4 = −
∂Q
∂θ
′′
2
∂
∂r
′′
1
+
∂Q
∂r
′′
1
∂
∂θ
′′
2
,
where the functions and derivatives are taken on the subset S1(P ) ∩ U of S1(P ).
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Proposition 3.12. Let z0 be a singular point of P satisfying k1 6= 0, φ(z0) = 0 and
Rˆθ′1θ′1(z0) 6= 0. Then
∂
∂θ
′′
2
(ξ4(ξ4(Rˆ)))(z0) =
1
sin2Θ1 cos2Θ1 cos2Θ2
ψ(z0),
where ψ(z0) is a polynomial with variables sinΘi and cosΘi, i = 1, 2, 3, which is not
constant zero and does not depend on the value |µ|.
Proof. It is easy to verify that the value of k2(k2A − B) − (k
2
2A − 2k2B + C) at z0 is 0.
Since this appears as a factor of the numerators of
k2ℓ1 − k3 =
k2Rˆθ′1r′2(z0)− k3Rˆθ′1θ′1(z0)
Rˆθ′1θ′1(z0)
and
k2ℓ2 − k4 =
k2Rˆθ′1θ′2(z0)− k4Rˆθ′1θ′1(z0)
Rˆθ′1θ′1(z0)
,
we have k2ℓ1 − k3 = k2ℓ2 − k4 = 0. Because of this property, the change of coordinates
from (r1, θ1, r2, θ2) to (r
′′
1 , θ
′′
1 , r
′′
2 , θ
′′
2) is given as
(r1, θ1, r2, θ2) =
(
1
k1
r′′1 −
k2
k1
θ′′1 , θ
′′
1 − ℓ1r
′′
2 − ℓ2θ
′′
2 , r
′′
2 , θ
′′
2
)
.
We can verify that
ℓ2 =
(−1)κ|v0| sinΘ3
|µ||u0| sinΘ1
,
and if furthermore φ(z0) = 0 then ℓ2 = −
q−1
p−1 .
By checking the change of coordinates, we see that
∂
∂θ
′′
2
= −ℓ2
∂
∂θ1
+
∂
∂θ2
and
∂
∂r
′′
1
=
1
k1
∂
∂r1
.
By Lemma 3.2, r1 is a constant on S1(P ) ∩ U and
θ1 =
q − 1
p− 1
θ2 +
2
p− 1
(κπ − argµ).
Hence we have
∂
∂θ
′′
2
=
2(q − 1)
p− 1
∂
∂θ1
and
∂
∂r
′′
1
= 0.
Now we calculate the equation in the assertion. We can replace Rˆ in the equation by
R since
ξ4(Rˆ) = −Qθ′′2 Rˆr′′1 +Qr′′1 Rˆθ′′2 = −Qθ′′2 (Rr′′1 − sQr′′1 ) +Qr′′1 (Rθ′′2 − sQθ′′2 )
= −Qθ′′2Rr′′1 +Qr′′1Rθ′′2 = ξ4(R).
We can easily check that
ξ4 =
∂Q
∂r
′′
1
∂
∂θ
′′
2
=
4|µ|(q − 1)
k1(p− 1)
c(θ1; argµ)
∂
∂θ1
,
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where
c(θ1; argµ) = cos
(
p + 1
2
θ1
)
cos
(
p− 1
2
θ1 + arg µ
)
.
Thus we have
∂
∂θ
′′
2
(ξ4(ξ4(Rˆ))) =
32|µ|2
k21
(
q − 1
p− 1
)3
∂
∂θ1
(
c(θ1; argµ)
∂
∂θ1
(
c(θ1; argµ)
∂R
∂θ1
))
.
We calculate the right-hand side and then take the value at z0 = (u0, v0). In particular,
by this substitution, we have c(arg u0; argµ) = cosΘ1 cosΘ2. After these calculation and
substitution, we eliminate |µ| by using φ(z0) = 0. In this process, sin
2Θ1 appears in the
denominator. Since k21 is also in the denominator, cos
2Θ1 cos
2Θ2 also appears. No other
sinΘi’s and cosΘi’s appear in the denominator. Thus we have the equation claimed in
the assertion.
By direct calculation, we can see that φ(z0) is not zero at the point defined by either
(i) sinΘ2 = sinΘ4 = 0 and Θ1 = Θ3 =
pi
4
or (ii) sinΘ2 = sinΘ4 = 0 and Θ1 = −Θ3 =
pi
4
.
Hence φ(z0) is not constant zero. 
Proposition 3.13. For a generic choice of µ, every singular point z0 of P with k1 6= 0
and Rˆθ′1θ′1(z0) 6= 0 is either a fold or a cusp.
Proof. We first prove that φ(z0) = 0 and ψ(z0) = 0 have no common solution for a generic
choice of µ. We will use Chebyshev polynomials to represent these two functions. For
n ∈ N, let Tn(t) and Un(t) be the Chebyshev polynomials defined by
cos(nθ) = Tn(cos θ) and sin((n + 1)θ) = Un(cos θ) sin θ.
By the definitions of Θi’s and Lemma 3.4,
Θ1 =
p+ 1
2
arg u0 and Θ3 =
q + 1
2
arg v0 =
q + 1
2
(
p− 1
q − 1
arg u0 +
2(arg µ− kπ)
q − 1
)
.
Since |u0| and |v0| are non-zero constant along the singular set S(P ), by setting θ =
arg u0
2(q−1)
we parametrize S(P ) by θ. Substituting this to the above Θ1 and Θ3 we have
Θ1 = (p+ 1)(q − 1)θ and Θ3 = (p− 1)(q + 1)θ +
(q + 1)(argµ− κπ)
q − 1
.
We set n1, n3 ∈ Z and mκ ∈ R such that Θ1 = n1θ and Θ3 = n3θ+mκ, where mκ depends
on arg µ. Set t = cos θ. Then φ(z0) is written as
φ(z0) =(−1)
κ(p− 1)|v0| (sin θ cosmκ Un3−1(t) + sinmκ Tn3(t))
+ (q − 1)|u0||µ| sin θ Un1−1(t).
Similarly, ψ(z0) is written as
ψ(z0) = sin θ P1(t; argµ) + P2(t; argµ),
where Pi are some polynomials on t whose coefficients depend on arg µ. Remark that
φ(z0) and ψ(z0) are not constant zero. From the equations φ(z0) = 0 of θ, we obtain that
Φ(t;µ) = |µ|2Φ1(t) + |µ| cosmκ Φ2(t) + cos
2mκ Φ3(t) + Φ4(t) = 0
and from ψ(z0) = 0 we get Ψ(t; argµ) = 0, where Φi are non-zero polynomials not
depending on µ and Ψ is a non-zero polynomial on t whose coefficients depend on arg µ.
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If φ(z0) = 0 and ψ(z0) = 0 have a common solution then Φ(t;µ) = 0 and Ψ(t; argµ) = 0
also.
Assume that the four polynomials Φi(t) have common factors which provide solutions
of Φ(t;µ) = 0. These solutions do not depend µ since Φi(t) do not depend. However,
since sinΘ1 6= 0, any solution of φ(z0) = 0 depends on |µ|. This means that the above
solutions do not satisfy φ(z0) = 0.
Dividing Φ(t;µ) = 0 by these factors, we may assume that Φi(t) do not have a common
factor. Let S(|µ|, argµ) be the resultant of Φ(t;µ) and Ψ(t; arg µ) with respect to t. We
will show that S(|µ|, argµ) 6≡ 0. Assume S(|µ|, argµ) ≡ 0, that means the polynomials
Φ(t;µ) and Ψ(t; arg µ) have common factor for any (|µ|, argµ). Choose argµ such that
cos2mκ Φ3 + Φ4 is not dividable by any non-constant common factor of Φ1,Φ2. Since
Φ(t;µ) is dividable by some non-constant factor of Ψ(t; argµ) for all |µ|, there are infinitely
many |µ| such that Φ(t;µ) share same factor ∆(t). This implies that ∆(t) is a common
factor of Φ1,Φ2 and hence of cos
2mκ Φ3 + Φ4. This is a contradiction. Thus φ(z0) = 0
and ψ(z0) = 0 have no common solution for generic µ.
Let z0 be a singular point of P with k1 6= 0 and Rˆθ′1θ′1(z0) 6= 0. Let µ be a generic value
in C chosen in the above paragraph. Furthermore, we may assume that sinΘ1 = 0 and
sinΘ3 = 0 have no common solution. By direct calculation we have
Rˆr′′1 θ′′2 = (k2ℓ2 − k4)A− ℓ2B +
1
k1
Rˆr1θ2.
As we mentioned in the proof of Proposition 3.12, k2ℓ2 − k4 = 0. The term Rˆr1θ2 also
vanishes. Note that k1 = 2|µ| cosΘ1 cosΘ2 6= 0 and Rˆθ′1θ′1 6= 0 by assumption. Therefore,
Rˆr′′1 θ′′2 = −ℓ2B. By substituting the results in Lemma 3.3, Lemma 3.6 and Lemma 3.8,
we have
Rˆr′′1 θ′′2 (z0) = −
Rˆθ′1θ′2(z0)
Rˆθ′1θ′1(z0)
(p− 1)|µ| cosΘ1
k1 cosΘ2
= −
k4(k2A(z0)− B(z0))
Rˆθ′1θ′1(z0)
(p− 1)|µ| cosΘ1
k1 cosΘ2
=
k4
Rˆθ′1θ′1(z0)
2(p− 1)2|µ|3 cosΘ1
k31 cosΘ2
.
Recall that k4 = −2|v0| sinΘ3 cosΘ4. If sin Θ3 = 0 then φ(z0) = 0 implies sin Θ1 = 0. This
cannot happen because we had chosen µ such that they have no common solution. Thus
Rˆr′′1 θ′′2 6= 0. With this non-vanishing and the entries of the matrix H
′′(z0) in Lemma 3.11,
we can conclude that the rank of the right-top 3 × 3 minor of the Hessian of Rˆ with
variables (r′′1 , θ
′′
1 , r
′′
2 , θ
′′
2) is 3. In particular, the rank of the matrix M in Lemma 2.10 is 3.
Now we apply Lemma 2.10. If φ(z0) 6= 0 then z0 satisfies detH(z0) 6= 0 by Proposi-
tion 3.9. Hence it is a fold by Lemma 2.10. If φ(z0) = 0 then ψ(z0) 6= 0. This is equivalent
to ∂
∂θ
′′
2
(ξ4(ξ4(Rˆ)))(z0) 6= 0 under the assumption k1 6= 0 and φ(z0) = 0. By Lemma 3.11,
rankH ′′(z0) = 2. Moreover, as mentioned above, the rank of the matrixM in Lemma 2.10
is 3. Hence z0 is a cusp by Lemma 2.10. This completes the proof. 
3.3. Non-existence of cusps with Rˆθ′1θ′1(z0) = 0 for generic µ.
Lemma 3.14. For a generic choice of µ, any singular point z0 of P with k1 6= 0 and
φ(z0) = Rˆθ′1θ′1(z0) = 0 is a fold.
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Proof. Since Rˆθ′1θ′1(z0) = 0 and k1 6= 0, we have sinΘ1 = 0. Then φ(z0) = 0 implies
sinΘ3 = 0. Hence the last equation in Lemma 3.4 has no solution if we choose arg µ
generic, that is, any singular point z0 satisfies φ(z0) 6= 0 for generic µ. By Proposition 3.9,
detH(z0) 6= 0. Hence z0 is a fold by Lemma 2.10. 
3.4. Non-existence of cusps with k1 = 0 for generic µ.
Lemma 3.15. For a generic choice of µ, any singular point z0 of P with k1 = 0 is a fold.
Proof. Since k1 = 2|µ| cosΘ1 cosΘ2, either cosΘ1 or cosΘ2 is zero.
First we assume that cosΘ2 6= 0. In this case, k2 6= 0 because cosΘ1 = 0 and sinΘ1 =
±1. Let (r′1, θ
′
1, r
′
2, θ
′
2) be new coordinates in a small neighborhood of z0 defined by
(r′1, θ
′
1, r
′
2, θ
′
2) = (r1, k1r1 + k2θ1 + k3r2 + k4θ2, r2, θ2).
Then we have (Qr′1(z0), Qθ′1(z0), Qr′2(z0), Qθ′2(z0)) = (0, 1, 0, 0). Set Rˆ = R − sQ, where
s = Rθ′1(z0), so that Rˆθ′1 = Rθ′1 − sQθ′1 vanishes at z0. The constant s is calculated as
s =
1
k2
Qθ1(z0) =
1
k2
{p(|µ||u0|
p cos(p arg u0 + argµ)− |µ||u0| cos(− arg u0 + argµ)}
=
1
k2
|u0|{cos(p arg u0 + argµ)− cos(− arg u0 + argµ)}
= −
2
k2
|u0| sin
(
p− 1
2
arg u0 + argµ
)
sin
(
p + 1
2
arg u0
)
=
sinΘ2
cosΘ2
.
This coincides with the s in the case k1 6= 0 obtained in Lemma 3.7. Therefore, Rˆ above
is exactly same as in the case k1 6= 0.
Since k1 = 0, by straightforward calculation, we have
Rˆr′1r′2 = −
k3
k2
Rˆr1θ1 and Rˆr′1θ′2 = −
k4
k2
Rˆr1θ1.
We can check that Rˆr1θ1(z0) = (p− 1)|µ|
cosΘ1
cos Θ2
= 0. Therefore both Rˆr′1r′2 and Rˆr′1θ′2 vanish
at z0 and the Hessian of Rˆ with variables (r
′
1, r
′
2, θ
′
2) at z0 is of the form
H(z0) =

Rˆr′1r′1(z0) 0 00 Rˆr′2r′2(z0) Rˆr′2θ′2(z0)
0 Rˆr′2θ′2(z0) Rˆθ′2θ′2(z0)

 .
By straightforward calculation we have
Rˆr′1r′1(z0) = Rˆr1r1(z0) = p(p− 1)|µ||u0|
p−2 sinΘ1
cosΘ2
6= 0.
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We also have
Rˆr′2r′2(z0) = Rˆr2r2 +
k23
k22
Rˆθ1θ1 =
1
k22|v0|
4|µ||u0| sinΘ1 cosΘ2φ
′(z0),
Rˆr′2θ′2(z0) = Rˆr2θ2 +
k3k4
k22
Rˆθ1θ1 =
(−1)κ
k22
4|µ||u0| sinΘ1 cosΘ2 cosΘ3φ(z0),
Rˆθ′2θ′2(z0) = Rˆθ2θ2 +
k24
k22
Rˆθ1θ1 =
(−1)κ+1
k22
4|µ||u0||v0| sinΘ1 sinΘ3 cosΘ2φ(z0),
where
φ′(z0) = (−1)
κ(q − 1)|µ||u0| sinΘ1 sin Θ3 − (p− 1)|v0| cos
2Θ3
and φ(z0) is the equation in Proposition 3.9. Then the determinant of the Hessian H is
calculated as
det(H(z0)) = 16(q − 1)|µ|
3|u0|
3 sinΘ1 cosΘ2φ(z0)Rˆr′1r′1(z0).
Therefore det(H(z0)) = 0 if and only if φ(z0) = 0. By the last equation in Lemma 3.4
and the assumption cosΘ1 = 0, we see that if we fix a value of arg µ then there are only
finitely many possible values for Θ3. The values |u0| and |v0| are determined by p and q
as seen in Lemma 3.2. Therefore if we choose |µ| generic then φ(z0) = 0 has no solution.
Hence any singular point is a fold for generic µ by Lemma 2.10.
Next we assume that cosΘ2 = 0. By Lemma 3.4, we also have cosΘ4 = 0. Therefore
the gradient (k1, k2, k3, k4) of the real part Q at the singular point z0 of P vanishes. In
this case, we consider the gradient of the imaginary part R at z0;
(kˆ1, kˆ2, kˆ3, kˆ4) = (Rr1(z0), Rθ1(z0), Rr2(z0), Rθ2(z0)).
Each element is given as
kˆ1 = 2|µ| cosΘ1 sin Θ2, kˆ2 = −2|µ||u0| sinΘ1 sin Θ2,
kˆ3 = 2 cosΘ3 sin Θ4, kˆ4 = −2|v0| sinΘ3 sinΘ4.
Since cosΘ2 = 0, we set Θ2 = ℓπ +
pi
2
with ℓ ∈ Z. Substituting this to the defining
equation of Θ1, we obtain
(3.1) Θ1 =
p+ 1
p− 1
(
ℓπ +
π
2
− arg µ
)
.
Therefore, by choosing arg µ generic, we may assume that cosΘ1 6= 0.
The strategy of the calculation below is exactly same as what we did in Section 3.1.
First we apply the change of coordinates
(r′1, θ
′
1, r
′
2, θ
′
2) = (kˆ1r1 + kˆ2θ1 + kˆ3r2 + kˆ4θ2, θ1, r2, θ2)
so that (Rr′1(z0), Rθ′1(z0), Rr′2(z0), Rθ′2(z0)) = (1, 0, 0, 0). Then we haveQr′1(z0) =
1
kˆ1
Qr1(z0) =
k1
kˆ1
= 0. This means that we do not need to apply the change of coordinates of the target
space R2 which we did by setting Rˆ = R−sQ between Lemma 3.5 and Lemma 3.6. Then
the Hessian Hˆ of Q with variables (θ′1, r
′
2, θ
′
2) is
Hˆ =

kˆ22Aˆ− 2kˆ2Bˆ + Cˆ kˆ3(kˆ2Aˆ− Bˆ) kˆ4(kˆ2Aˆ− Bˆ)kˆ3(kˆ2Aˆ− Bˆ) kˆ23Aˆ+ Dˆ kˆ3kˆ4Aˆ+ Eˆ
kˆ4(kˆ2Aˆ− Bˆ) kˆ3kˆ4Aˆ+ Eˆ kˆ
2
4Aˆ + Fˆ

 ,
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where
Aˆ =
1
kˆ21
Qr1r1 , Bˆ =
1
kˆ1
Qr1θ1 , Cˆ = Qθ1θ1
Dˆ = Qr2r2, Eˆ = Qr2θ2 , Fˆ = Qθ2θ2 ,
and its determinant is
detH = (kˆ24Dˆ − 2kˆ3kˆ4Eˆ + kˆ
2
3Fˆ )(AˆCˆ − Bˆ
2) + (kˆ22Aˆ− 2kˆ2Bˆ + Cˆ)(DˆFˆ − Eˆ
2).
By direct calculation, we obtain
det Hˆ(z0) =
1
kˆ21
4(p− 1)(q − 1)|µ|2 sinΘ2φ(z0),
where φ(z0) is the equation in Proposition 3.9. Since cosΘ2 = 0, it is enough to prove that
φ(z0) = 0 has no solution for generic µ. Note that |u0| and |v0| are fixed by Lemma 3.2. Set
Θ2 = ℓπ+
pi
2
with ℓ ∈ Z as before. By the first equation in Lemma 3.4, Θ4 = (ℓ−κ)π+
pi
2
.
Substituting them to the defining equations of Θi’s, we obtain equation (3.1) and
Θ3 =
q + 1
q − 1
(
(ℓ− κ)π +
π
2
)
.
The number of the possible values of the first term of φ(z0) is finite, while the second term
can vary according to µ. Therefore φ(z0) = 0 has no solution for generic argµ. Hence
any singular point is a fold for generic µ by Lemma 2.10. 
Remark 3.16. In summary, for P (u, v;µ) to be an excellent map, µ is chosen in the above
proofs such that
• S(|µ|, argµ) 6= 0 (required in the proof of Proposition 3.13),
• argµ is not in a finite set in S1 (required in the case k1 6= 0 and Rˆθ′1θ′1(z0) = 0),
and
• |µ| is not in a finite set in R (required in the case k1 = 0).
These conditions can be written by using polar coordinates of a and b, according to the
change of variables explained in the beginning of Section 3.
4. Proofs of Theorem 1.2 and the second assertion in Theorem 1.1
4.1. Case ab 6= 0. First we study the case ab 6= 0. As in the previous section, we set
P (u, v;µ) = µ(up + u¯) + vq + v¯ with p, q ≥ 2 and µ ∈ C \ {0}. Then, by Lemma 3.2, the
set of singular points of f consists of r parallel curves Ck, k = 0, · · · , r − 1, on the torus
{(u, v) ∈ C2 | |u| = A, |v| = B}, each of which is parametrized, with parameter eiθ ∈ S1,
as
(4.1) (u, v) =
(
Ae(
q−1
r
θ+ck)i, Be
p−1
r
θi
)
,
where r = gcd(p− 1, q− 1), A = 1/p1/(p−1), B = 1/q1/(q−1) and ck =
1
p−1(−2 arg µ+2πk).
Assume that P (u, v;µ) is an excellent map and set the map Pk : Ck → C as
Pk(θ) = P
(
Ae(
q−1
r
θ+ck)i, Be
p−1
r
θi
)
= µ
(
Ape(
p(q−1)
r
θ+pck)i + Ae−(
q−1
r
θ+ck)i
)
+Bqe
q(p−1)
r
θi +Be−
p−1
r
θi.
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Since P is an excellent map, the set of cusps of P on Ck corresponds to the zero points
of dPk/dθ = 0. The left hand side is calculated as
dPk
dθ
= −2e
(p−1)(q−1)
2r
θiΦ(θ)
with
Φ(θ) = (−1)k|µ|
q − 1
r
A sin
(
(p+ 1)(q − 1)
2r
θ +
p + 1
2
ck
)
+
p− 1
r
B sin
(
(p− 1)(q + 1)
2r
θ
)
,
where we used the formula
(4.2) eix − eiy = 2ie
x+y
2
i sin
x− y
2
and relations pAp = qBq = 1.
Now we set
T (θ; |µ|) = (−1)k|µ| sin(nθ + c′k) + C sin(mθ),
where m = (p−1)(q+1)
2r
, n = (p+1)(q−1)
2r
, c′k =
p+1
2
ck and C =
(p−1)B
r
r
(q−1)A > 0, and observe
how the number of roots of T (θ; |µ|) = 0 changes according to the change of |µ|. Note
that m > n if and only if p > q. Since T (θ; |µ|) is a smooth function for variables (θ, |µ|),
the number of roots changes only at the points satisfying
T = (−1)k|µ| sin(nθ + c′k) + C sin(mθ) = 0 and
dT
dθ
= (−1)k|µ|n cos(nθ + c′k) + Cm cos(mθ) = 0.
Lemma 4.1. If p > q then the number of solutions of T (θ; |µ|) = 0 is monotone decreasing
according to the parameter |µ| ∈ (0,∞).
Proof. Suppose that θ0 and |µ0| satisfy T (θ0; |µ0|) =
dT
dθ
(θ0; |µ0|) = 0. Set U(θ, |µ|, t) =
T (θ; |µ|) − t and consider the hypersurface given by U = 0. Note that (θ0, |µ0|, 0) is a
point on this surface. Then the gradient of U at (θ0, |µ0|, 0) is
gradU(θ0, |µ0|, 0) = (0, (−1)
k sin(nθ0 + c
′
k),−1).
First we study the case (−1)k sin(nθ0 + c
′
k) 6= 0. Assume that (−1)
k sin(nθ0 + c
′
k) > 0.
Since (−1)k|µ| sin(nθ0 + c
′
k) + C sin(mθ0) = 0, we have
d2T
dθ2
(θ0; |µ0|) = −(−1)
k|µ|n2 sin(nθ0 + c
′
k)− Cm
2 sin(mθ0)
= (−1)k|µ|(m2 − n2) sin(nθ0 + c
′
k) > 0.
This means that the graph {U = 0} on the (θ, t)-plane {|µ| = 0} is downward convex.
Observing the position of the hypersurface U = 0 near (θ0, |µ0|, 0) using the gradient, we
can conclude that the number of the solutions decreases according to the parameter |µ|.
The assertion in the case (−1)k sin(nθ0 + c
′
k) < 0 follows by the same argument.
Next we study the case sin(nθ0 + c
′
k) = 0. Since
dT
dθ
(θ0; |µ0|) = 0, we have
d3T
dθ3
(θ0; |µ0|) = −(−1)
k|µ|n3 cos(nθ0 + c
′
k)− Cm
3 cos(mθ0)
= (−1)k|µ|(m2 − n2)n cos(nθ0 + c
′
k) 6= 0.
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This means that T (θ; |µ0|) = 0 has a root at θ = θ0 with multiplicity 3. Set U
′(θ, |µ|, t) =
∂T
∂θ
(θ, |µ|)− t and consider the hypersurface U ′ = 0 near the point (θ0, |µ0|, 0). Then the
gradient of U ′ at (θ0, |µ0|, 0) is
gradU ′(θ0, |µ0|, 0) = (0, (−1)
kn cos(nθ0 + c
′
k),−1).
If (−1)kn cos(nθ0 + c
′
k) > 0 then
d3T
dθ3
(θ0; |µ0|) > 0. By the same argument as before, the
number of the solutions decreases near (θ0, |µ0|, T (θ0; |µ0|)) according to the parameter
|µ|. It also decreases even if (−1)kn cos(nθ0+ c
′
k) < 0 by the same argument. These mean
that the number of solutions of T (θ; |µ|) = 0 decreases near (θ0, |µ0|, T (θ0; |µ0|)) according
to |µ|. 
Lemma 4.2. Suppose p = q. Then the number of the solutions of T (θ; |µ|) = 0 is p
2−1
r
except the finite number of points on |µ| = 1 satisfying sin c′k = 0.
Proof. The condition p = q implies that m = n and C = 1. Therefore the number of
solutions changes at the point |µ| satisfying the following two equations:
T (θ; |µ|) = (−1)k|µ| sin(nθ + c′k) + sin(nθ) = 0
dT
dθ
(θ; |µ|) = (−1)k|µ|n cos(nθ + c′k) + n cos(nθ) = 0.
From these equations, we have
0 = (−1)k|µ|n sin(nθ + c′k) cos(nθ)− (−1)
k|µ|n cos(nθ + c′k) sin(nθ)
= (−1)k|µ|n sin c′k.
By substituting this to T (θ; |µ|) = 0 and dT
dθ
(θ; |µ|) = 0, we obtain |µ| = 1. This means
that the number of solutions does not change except at the points with |µ| = 1 and
sin c′k = 0. Since the complement of these points in the µ-plane is connected, the number
of solutions is constant outside these points. If |µ| is sufficiently small then the number
of solutions is equal to the solution of sin(nθ) = 0. Since n = (p+1)(q−1)
2r
, the number of
solutions is p
2−1
r
. 
Proof of Theorem 1.2 in case ab 6= 0. Suppose that ab 6= 0. We use the notation in Sec-
tion 3.
We first proof the assertion in the case p > q. If |µ| is sufficiently small then the number
of cusps of the excellent map P on Ck is equal to the solution of sin(mθ) = 0, which is
(p−1)(q+1)
r
. If |µ| is sufficiently large then it is equal to the solution of sin(nθ + c′k) = 0,
which is (p+1)(q−1)
r
. Then, by Lemma 4.1, the number of cusps on Ck is between
(p−1)(q+1)
r
and (p+1)(q−1)
r
. Since the singular set of P has r components, the assertion follows.
Next we consider the case p = q. In this case, we have m = n and C = 1. Lemma 4.2
proves the assertion unless |µ| = 1 and sin c′k = 0. Suppose that |µ| = 1 and sin c
′
k = 0.
By the second condition we set c′k = ℓπ with ℓ ∈ Z. If k + ℓ is odd then T (θ; 1) = 0
for any eiθ ∈ S1. Therefore P is not an excellent map. If k + ℓ is even, then T (θ; 1) =
2 sin(nθ) = 2 sin
(
p2−1
r
θ
)
. Hence if P is an excellent map then the number of cusps of
P on Ck is
p2−1
r
for any k = 0, 1, · · · , r − 1. Since the set of singular points of P has r
components, the total number of cusps of P is p2 − 1. This completes the proof. 
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4.2. Case ab = 0.
Proof of Theorem 1.2 in case ab = 0. Suppose that either a or b is zero. Without loss of
generality, we may assume that a 6= 0 and b = 0. In this case, by Lemma 3.2, the singular
set of f is parametrized as (u, v) = (Aeiθ, 0). By changing the coefficients of f as before,
we obtain the form P = µ(up + u¯) + vq. The real and imaginary part f and g of P is
given as
f = |µ||u|p cos(p arg u+ argµ) + |µ||u| cos(− arg u+ arg µ) + Re(vq),
g = |µ||u|p sin(p arg u+ argµ) + |µ||u| sin(− arg u+ arg µ) + Im(vq).
Following the calculation in Section 3 in this setting, we obtain
k1 = 2|µ| cosΘ1 cosΘ2, k2 = −2|µ||u0| sinΘ1 cosΘ2,
k3 = qRe(v
q−1), k4 = q Im(vq−1).
The strategy is same as in Section 3.1, though we use the coordinates (r1, θ1, x2, y2)
instead of (r1, θ1, r2, θ2), where v = x2 + iy2. We then apply the change of coordinates
as in Section 3.1 into (r′1, θ
′
1, x
′
2, y
′
2) and calculate the Hessian of Rˆ at z0 with variables
(θ′1, x
′
2, y
′
2) as in Lemma 3.6.
Suppose that q ≥ 3. Since v0 = 0 at the singular point z0 = (u0, v0), we have D(z0) =
E(z0) = F (z0) = 0. Therefore we have detH(z0) = 0. If P is an excellent map, then
the right 4 × 3 minor of the Hessian of Rˆ with variables (r′1, θ
′
1, x
′
2, y
′
2) has rank 3. Since
any singularity z0 of P satisfies detH(z0) = 0, any singularity is a cusp, which is a
contradiction. Hence P is also not an excellent map.
Suppose that q = 2. Since gcd(p− 1, q− 1) = 1, the singular set of Q is connected and
parametrized as (Aeiθ, 0) with eiθ ∈ S1. Applying formula (4.2) and pAp−1 = p|u0|p−1 = 1
in the first equation in Lemma 3.2, we have
d
dθ
P (Aeiθ, 0) = µ
d
dθ
(Apepθi + Ae−θi) = iµ(pApepθi −Ae−θi)
= −2µAe
p−1
2
θi sin
p+ 1
2
θ.
Therefore if P is an excellent map then it has p+1 cusps. Thus the assertion follows. 
4.3. Proof of the second assertion in Theorem 1.1. We now prove the second as-
sertion in Theorem 1.1, which states that any fold singularity appearing in the proof of
the first assertion is indefinite. Since any excellent map in Theorem 1.1 has at least one
cusp by Theorem 1.2, it is enough to show that the fold singularities in a neighborhood of
any cusp are indefinite. We only need to check the case where k1 6= 0 and Rˆθ′1θ′1(z0) 6= 0
discussed in Section 3.2 because a cusp appears in the proof only in this case.
For a singular point z0 of P , let τ(z0) be the absolute index of z0, which is defined as
follows: Fix an orientation along the set of singularities. Then the Hessian of P at z0
defines a symmetric, bilinear form on Lz0 ⊗Lz0 . Let i be the index of this form. Then the
absolute index τ(z0) is defined by the maximal number of i and the rank of this Hessian
minus i, see [16, p.273].
Let z0 be a cusp of P . The Hessian at z0 had been calculated in Lemma 3.11 and we
see that the rank is 2 and the index is 1. Therefore the absolute index of z0 is 1. Now we
apply Lemma (2) in [16, p.274]. Since the dimension n of the source manifold is 4, the
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equality τ(z0) = (n − 2)/2 is satisfied. Therefore the absolute index of a fold in a small
neighborhood of z0 is 2. Since the rank of the Hessian at a fold is 3, we see that the index
at the fold is neither 0 nor 3, i.e., the fold is indefinite. This completes the proof. 
5. Proof of Theorem 1.3
Proof of Theorem 1.3. As in the previous sections, we set P (u, v;µ) = µ(u2+ u¯)+ v2+ v¯.
We follow the observation in the beginning of Section 4.1 and 4.2 with the condition
p = q = 2. Then we can see that S(P ) consists of one circle C0. This circle is parametrized
as in equation (4.1) with p = q = 2, r = 1 and k = 0. Then the map P0 = P |C0 is given
as
P0(θ) = µ
(
1
4
e(2θ−4 argµ)i +
1
2
e−(θ−2 arg µ)i
)
+
1
4
e2θi +
1
2
e−θi
=
|µ|
4
e(2θ−3 argµ)i +
|µ|
2
e−(θ−3 arg µ)i +
1
4
e2θi +
1
2
e−θi
=
1
4
(
|µ|e−3i argµ + 1
)
e2iθ +
1
2
(
|µ|e3i argµ + 1
)
e−iθ.
Set K = rµe
−3i argµ + 1, then
P (θ) =
1
4
(
Ke2iθ + 2K¯e−iθ
)
=
|K|
4
(
ei(2θ+argK) + 2e−i(θ+argK)
)
=
|K|
4
e−
i
3
argKh
(
θ +
2
3
argK
)
,
where h(θ) = e2iθ + 2e−iθ is the function in the assertion. Obviously, h : S1 → R2 is
injective. Hence P0 is also. Solving
dh
dθ
= 0, we can confirm that the cusps appear at
θ = 0, 2
3
π and 4
3
π. Hence the number of cusps is 3. 
6. Examples
In this section, we give two examples of linear deformations.
Example 6.1. We consider the map P (u, v;µ) = µ(u3+u¯)+v2+v¯, which is a deformation
of u3 + v2. If µ is generic then P (u, v;µ) is an excellent map as shown in Theorem 1.1.
Figure 2 is the set of critical values of P (u, v;µ) with argµ = 0. The left figure is in the
case |µ| < 3
√
3
2
and the right one is when |µ| > 3
√
3
2
. By Theorem 1.2, if it is an excellent
map then the number of cusps is between 4 and 6. The singularity appearing at |µ| = 3
√
3
2
looks like a “beak to beak”.
Example 6.2. We consider the map P (u, v;µ) = µ(u4+u¯)+v2+v¯, which is a deformation
of u4 + v2. Figure 3 is the set of critical values of P (u, v;µ) with argµ = 0. The left
figure is in the case |µ| < c and the right one is when |µ| > c, where c = 2.615... By
Theorem 1.2, if it is an excellent map then the number of cusps is between 5 and 9. The
singularities appearing at |µ| = c look like “swallowtails”.
24 K.INABA, M.ISHIKAWA, M.KAWASHIMA, AND T.T.NGUYEN
Figure 2. Linear deformations of u3 + v2 into excellent maps.
Figure 3. Linear deformation of u4 + v2 into excellent maps.
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