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Abstract. Lossy algebraic filters (LAFs) are function families where
each function is parametrized by a tag, which determines if the function
is injective or lossy. While initially introduced by Hofheinz (Eurocrypt
2013) as a technical tool to build encryption schemes with key-dependent
message chosen-ciphertext (KDM-CCA) security, they also find applica-
tions in the design of robustly reusable fuzzy extractors. So far, the only
known LAF family requires tags comprised of Θ(n2) group elements for
functions with input space Znp , where p is the group order. In this paper,
we describe a new LAF family where the tag size is only linear in n and
prove it secure under simple assumptions in asymmetric bilinear groups.
Our construction can be used as a drop-in replacement in all applications
of the initial LAF system. In particular, it can shorten the ciphertexts of
Hofheinz’s KDM-CCA-secure public-key encryption scheme by 19 group
elements. It also allows substantial space improvements in a recent fuzzy
extractor proposed by Wen and Liu (Asiacrypt 2018). As a second con-
tribution, we show how to modify our scheme so as to prove it (almost)
tightly secure, meaning that security reductions are not affected by a
concrete security loss proportional to the number of adversarial queries.
Keywords. Lossy algebraic filters, efficiency, tight security, standard
assumptions.
1 Introduction
As introduced by Peikert and Waters a decade ago [40], lossy trapdoor func-
tions (LTFs) are function families where injective functions – which are effi-
ciently invertible using a trapdoor - are computationally indistinguishable from
many-to-one functions, wherein the image is drastically smaller than the do-
main. Since their introduction, they drew a lot of attention [19,23,25,44,46] and
revealed powerful enough to imply chosen-ciphertext (IND-CCA2) security [40],
deterministic public-key encryption in the standard model [9,15,42], as well as
encryption schemes achieving the best possible security against selective-opening
(SO) adversaries [2,5] or using imperfect randomness [1].
Lossy Algebraic Filters. Lossy algebraic filters (LAFs) are a variant LTFs
introduced by Hofheinz [26] as a tool enabling the design of chosen-ciphertext-
secure encryption schemes with key-dependent message (KDM-CCA) security
[6]. Recently, they were also used by Wen and Liu [45] in the construction of
robustly reusable fuzzy extractors. In LAF families, each function takes as ar-
guments an input x and a tag t, which determines if the function behaves as a
lossy or an injective function. More specifically, each tag t = (tc, ta) is comprised
of an auxiliary component ta, which may consist of any public data, and a core
component tc. For any auxiliary component ta, there should exist at least one
tc such that t = (tc, ta) induces a lossy function fLAF(t, ·). LAFs strengthen the
requirements of lossy trapdoor functions in that, for any lossy tag t, the function
fLAF(t, x) always reveals the same information about the input x, regardless of
which tag is used. In particular, for a given evaluation key ek, multiple evalua-
tions fLAF(t1, x), . . . , fLAF(tn, x) for distinct lossy tags do not reveal any more
information about x than a single evaluation. On the other hand, LAFs depart
from lossy trapdoor functions in that they need not be efficiently invertible using
a trapdoor. For their applications to KDM-CCA security [26] and fuzzy extrac-
tors [45], lossy algebraic filters are expected to satisfy two security properties.
The first one, called indistinguishability, requires that lossy tags be indistinguish-
able from random tags. The second one, named evasiveness, captures that lossy
tags should be hard to come by without a trapdoor.
So far, the only known LAF realization is a candidate, suggested by Hofheinz
[26], which relies on the Decision Linear assumption (DLIN) [12] in groups
with a bilinear map. While efficient and based on a standard assumption, it
incurs relatively large tags comprised of a quadratic number of group elements
in the number of input symbols. More precisely, for functions admitting inputs
x = (x1, . . . , xn)
> ∈ Znp , where p is the order of a pairing-friendly G, the core
components tc contain Θ(n
2) elements of G. For the application to KDM-CCA
security [26] (where tc should be part of ciphertexts), quadratic-size tags are not
prohibitively expensive as the encryption scheme of [26, Section 4] can make
do with a constant n (typically, n = 6). In the application to fuzzy extractors
[45], however, it is desirable to reduce the tag length. In the robustly reusable
fuzzy extractor of [45], the core tag component tc is included in the public helper
string P that allows reconstructing a secret key from a noisy biometric reading
w. The latter lives in a metric space that should be small enough to fit in the
input space Znp of the underlying LAF family. Even if p is exponentially large
in the security parameter λ, a constant n would restrict biometric readings to
have linear length in λ. Handling biometric readings of polynomial length thus
incurs n = ω(1), which results in large tags and longer public helper strings.
This motivates the design of new LAF candidates with smaller tags.
Our Results. The contribution of this paper is two-fold. We first construct a
new LAF with linear-size tags and prove it secure under simple, constant-size
assumptions (as opposed to q-type assumptions, which are described using a lin-
ear number of elements in the number of adversarial queries) in bilinear groups.
The indistinguishability and evasiveness properties of our scheme are implied
by the Decision 3-party Diffie-Hellman assumption (more precisely, its natural
analogue in asymmetric bilinear maps), which posits the pseudorandomness of
tuples (g, ga, gb, gc, gabc), for random a, b, c ∈R Zp. For inputs in Znp , where p is
the group order, our core tag components only consist of O(n) group elements.
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These shorter tags are obtained without inflating evaluation keys, which remain
of length O(n) (as in [26]).
As a second contribution, we provide a second LAF realization with O(n)-
size tags where the indistinguishability and evasiveness properties are both al-
most tightly related to the underlying hardness assumption. Namely, our security
proofs are tight – or almost tight in the terminology of Chen and Wee [16] – in
that the gap between the advantages of the adversary and the reduction only de-
pends on the security parameter, and not on the number of adversarial queries.
In the LAF suggested by Hofheinz [26], the proof of evasiveness relies on the
unforgeability of Waters signatures [43]. As a result, the reduction loses a lin-
ear factor in the number of lossy tags obtained by the adversary. In our second
construction, we obtain tight reductions by replacing Waters signatures with (a
variant of) a message authentication code (MAC) due to Blazy, Kiltz and Pan
[7]. As a result, our proof of evasiveness only loses a factor O(λ) with respect
to the Symmetric eXternal Diffie-Hellman assumption (SXDH). If our scheme
is plugged into the robustly reusable fuzzy extractor of Wen and Liu [45], it
immediately translates into a tight proof of robustness in the sense of the def-
inition of [45]. While directly using our second LAF in the KDM-CCA-secure
scheme of [26] does not seem sufficient to achieve tight key-dependent message
security, it may still provide a building block for future constructions of tightly
KDM-CCA-secure encryption schemes with short ciphertexts.
Techniques. Like the DLIN-based solution given by Hofheinz [26], our evalua-
tion algorithms proceed by computing a matrix-vector product in the exponent,
where the matrix is obtained by pairing group elements taken from the core tag
tc with elements of the evaluation key. Here, we reduce the size of tc from O(n
2)
to O(n) group elements using a technique suggested by Boyen and Waters [14]
in order to compress the evaluation keys of DDH-based lossy trapdoor functions.
In the pairing-based LTF of [14], the evaluation key contains group elements
{(Ri, Si) = (gri , (hi · u)ri)}ni=1, {(Vj = gvj , Hj = (hj · u)vj )}nj=1. Using a sym-
metric bilinear maps e : G × G → GT , these make it possible to compute the
off-diagonal elements of a matrix





∀(i, j) ∈ [n]× [n] \ {(i, i)}ni=1 (1)
via a “two equation” technique borrowed from the revocation system of Lewko,
Sahai and Waters [34]. By including {Di = e(g, g)ri·vi · e(g, g)}ni=1 in the evalua-
tion key, the LTF of [14] allows the evaluator to compute a matrix (Mi,j)i,j∈[n]
such that Mi,j = e(g, g)
ri·vj if i 6= j and Mi,i = e(g, g)ri·vi · e(g, g)mi and for
which mi = 1 (resp. mi = 0), for all i ∈ [n], in injective (resp. lossy) func-
tions. The indistinguishability of lossy and injective evaluation keys relies on the
fact that (1) is only computable when i 6= j, making it infeasible to distinguish
{Di = e(g, h)ri·vi · e(g, g)}ni=1 from {Di = e(g, h)ri·vi}ni=1.
Our first LAF construction relies on the “two equation” technique of [34] in a
similar way with the difference that we include {(Vj = gvj , Hj = (hj ·u)vj}nj=1 in
the evaluation key ek, but {(Ri, Si) = (gri , (hi ·u)ri)}ni=1 is now part of the core
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tag components tc. This makes it possible to compute off-diagonal elements of
(Mi,j)i,j∈[n] by pairing elements of ek with those of tc. To enable the computation
of diagonal elements {Mi,i}ni=1, we augment core tag components by introducing
pairs (Di, Ei) ∈ G2, which play the same role as {Di = e(g, g)ri·vi · e(g, g)}ni=1
in the LTF of [14]. In lossy tags, {(Di, Ei)}ni=1 are of the form
(Di, Ei) = (h
ri·vi ·HG(τ)ρi , gρi), (2)
for a random ρi ∈R Zp, where τ is a chameleon hashing of all tag components.




= e(g, h)ri·vi ∀i ∈ [n],
which results in a rank-one matrix (Mi,j)i,j∈[n], where Mi,j = e(g, h)
ri·vj . When
computed as per (2), {(Di, Ei)}ni=1 can be seen as “blinded” Waters signatures
[43]. Namely, (g, h, Vi = g
vi) can be seen as a verification key; hvi is the cor-
responding secret key; and ri ∈ Zp serves as a blinding factor that ensures the
indistinguishability of (Di, Ei) from random pairs. Indeed, the Decision 3-party
Diffie-Hellman (D3DH) assumption allows proving that hri·vi is computation-
ally indistinguishable from random given (g, h, gvi , gri). In our proof of indistin-
guishability, however, we need to rely on the proof technique of the Boneh-Boyen
IBE [11] in order to apply a hybrid argument that allows gradually replacing
pairs {(Di, Ei)}ni=1 by random group elements.
In our proof of evasiveness, we rely on the fact that forging a pair of the
form (Di, Ei) = (h
ri·vi ·HG(τ)ρi , gρi) on input of (g, h, gvi) is as hard as solving
the 2-3-Diffie-Hellman problem [33], which consist in finding a non-trivial pair
(gr, gr·ab) ∈ G∗ × G∗ on input of (g, ga, gb). In turn, this problem is known to
be at least as hard as breaking the Decision 3-party Diffie-Hellman assumption.
The above techniques allow us to construct a LAF with O(n)-size tags and
evaluation keys made of O(n+λ) group elements under a standard assumption.
Our first LAF is actually described in terms of asymmetric pairings, but it can
be instantiated in all types (i.e., symmetric or asymmetric) of bilinear groups.
Our second LAF construction requires asymmetric pairing configurations and
the Symmetric eXternal Diffie-Hellman (SXDH) assumption. It is very similar
to our first construction with the difference that we obtain a tight proof of eva-
siveness by replacing Waters signatures with a variant of a MAC proposed by
Blazy, Kiltz and Pan [7]. In order for the proofs to go through, we need to include
n MAC instances (each with its own keys) in lossy tags, which incurs evaluation
keys made of O(n ·λ) group elements. We leave it is an interesting open problem
to achieve tight security using shorter evaluation keys.
Related Work. All-but-one lossy trapdoor functions (ABO-LTFs) [40] are
similar to LAFs in that they are lossy function families where each function
is parametrized by a tag that determines if the function is injective or lossy.
They differ from LAFs in two aspects: (i) They should be efficiently invert-
ible using a trapdoor; (ii) For a given evaluation key ek, there exists only one
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tag for which the function is lossy. The main motivation of ABO-LTFs is the
construction of chosen-ciphertext [41] encryption schemes. All-but-many lossy
trapdoor functions (ABM-LTFs) are an extension of ABO-LTFs introduced by
Hofheinz [25]. They are very similar to LAFs in that a trapdoor makes it possi-
ble to dynamically create arbitrarily many lossy tags using. In particular, each
tag t = (tc, ta) consists of an auxiliary component ta and a core component tc
so that, by computing tc as a suitable function of ta, the pair t = (tc, ta) can
be made lossy, but still random-looking. The motivation of ABM-LTFs is the
construction chosen-ciphertext-secure public-key encryption schemes in scenar-
ios, such as the selective-opening setting [18,2], which involve multiple challenge
ciphertexts [25]. They also found applications in the design of universally com-
posable commitments [20]. Lossy algebraic filters differ from ABM-LTFs in that
they may not have a trapdoor enabling efficient inversion but, for any lossy tag
t = (tc, ta), the information revealed by fLAF(t, x) is always the same (i.e., it is
completely determined by x and the evaluation key ek).
LAFs were first introduced by Hofheinz [26] as a building block for KDM-
CCA-secure encryption schemes, where they enable some form of “plaintext
awareness”. In the security proofs of KDM-secure encryption schemes (e.g., [10]),
the reduction must be able to simulate encryptions of (functions of) the secret
key. When the adversary is equipped with a decryption oracle, the ability to
publicly compute encryptions of the decryption key may be a problem as de-
cryption queries could end up revealing that key. LAFs provide a way reconcile
the conflicting requirements of KDM and CCA2-security by introducing in each
ciphertext a LAF-evaluation of the secret key. By having the simulator encrypt a
lossy function of the secret key, one can keep encryption queries from leaking too
much secret information. At the same time, adversarially-generated ciphertexts
always contain an injective function of the key, which prevents the adversary
from learning the secret key by publicly generating encryptions of that key.
Recently, Wen and Liu [45] appealed to LAFs in the design of robustly
reusable fuzzy extractors. As defined by Dodis et al. [17], fuzzy extractors allow
one to generate a random cryptographic keyR – together with some public helper
string P – out of a noisy biometric reading w. The key R need not be stored as
it can be reproduced from the public helper string P and a biometric reading w′
which is sufficiently close to w. Reusable fuzzy extractors [13] make it possible to
safely generate multiple keys R1, . . . , Rt (each with its own public helper string
Pi) from correlated readings w1, . . . , wt of the same biometric source. Wen and
Liu [45] considered the problem of achieving robustness in reusable fuzzy extrac-
tors. In short, robustness prevents adversaries from covertly tampering with the
public helper string Pi in order to affect the reproducibility of Ri. The Wen-Liu
[45] fuzzy extractor relies on LAFs to simultaneously achieve reusability and ro-
bustness assuming a common reference string. Their solution requires the LAF
to be homomorphic, meaning that function outputs should live in a group and,
for any tag t and inputs x1, x2, we have fLAF(t, x1+x2) = fLAF(t, x1) ·fLAF(t, x2).
The candidate proposed by Hofheinz [26] and ours are both usable in robustly
reusable fuzzy extractors as they both satisfy this homomorphic property. Our
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scheme offers the benefit of shorter public helper strings P since these have to
contain a LAF tag in the fuzzy extractor of [45].
The tightness of cryptographic security proofs was first considered by Bellare
and Rogaway [4] in the random oracle model [3]. In the standard model, it drew
a lot of attention in digital signatures and public-key encryption the recent years
(see, e.g., [29,16,7,35,36,27,21,28,22]). In the context of all-but-many lossy trap-
door functions, a construction with tight evasiveness was put forth by Hofheinz
[25]. A tightly secure lattice-based ABM-LTF was described by Libert et al. [37]
as a tool enabling tight chosen-ciphertext security from lattice assumptions. To
our knowledge, the only other prior work considering tight reductions for lossy
trapdoor functions is a recent result of Hofheinz and Nguyen [30]. In particu-
lar, tight security has never been obtained in the context of LAFs, nor in fuzzy
extractors based on public-key techniques.
2 Background
2.1 Lossy Algebraic Filters
We recall the definition of Lossy Algebraic Filter (LAF) from [26], in which the
distribution over the function domain may not be the uniform one.
Definition 1. For integers `LAF(λ), n(λ) > 0, an (`LAF, n)-lossy algebraic filter
(LAF) with security parameter λ consists of the following ppt algorithms:
Key generation. LAF.Gen(1λ) outputs an evaluation key ek and a trapdoor
key tk. The evaluation key ek specifies an `LAF-bit prime p as well as the
description of a tag space T = Tc × Ta, where Tc is efficiently samplable.
The disjoint sets of injective and non-injective tags tags are called Tinj and
Tnon-inj = T \ Tinj, respectively. We also define the subset of lossy tags Tloss to
be a subset of Tnon-inj, which induce very lossy functions. A tag t = (tc, ta) is
described by a core part tc ∈ Tc and an auxiliary part ta ∈ Ta. A tag may be
injective, or lossy, or neither. The trapdoor tk allows sampling lossy tags.
Evaluation. LAF.Eval(ek, t,X) takes as inputs an evaluation key ek, a tag t ∈
T and a function input X ∈ Znp . It outputs an image Y = fek,t(X).
Lossy tag generation. LAF.LTag(tk, ta) takes as input the trapdoor key tk, an
auxiliary part ta ∈ Ta and outputs a core part tc such that t = (tc, ta) ∈ Tloss
forms a lossy tag.
In addition, LAF has to meet the following requirements:
Lossiness. For any (ek, tk) R← LAF.Gen(1λ), the following conditions should be
satisfied.
a. For any t ∈ Tinj, fek,t(.) should behave as an injective function (note that
f−1ek,t(.) is not required to be efficiently computable given tk).
b. For any auxiliary tag ta ∈ Ta and any tc R← LAF.LTag(tk, ta), we have
t = (tc, ta) ∈ Tloss, meaning that fek,t(.) is a lossy function. Moreover, for
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any input X = (x1, . . . , xn) ∈ Znp and any t = (tc, ta) ∈ Tloss, fek,t(X) is
completely determined by
∑n
i=1 vi · xi mod p for coefficients {vi}ni=1 that
only depend on ek.
Indistinguishability. Multiple lossy tags are computationally indistinguishable
from random tags, namely:
AdvA,indQ (λ) :=
∣∣Pr[A(1λ, ek)LAF.LTag(tk,·) = 1]− Pr[A(1λ, ek)OTc (·) = 1]∣∣
is negligible for any PPT algorithm A, where (ek, tk) R← LAF.Gen(1λ) and
OTc(·) is an oracle that assigns a random core tag tc
R← Tc to each auxiliary
tag ta ∈ Ta (rather than a core tag that makes t = (tc, ta) lossy). Here Q
denotes the number of oracle queries made by A.
Evasiveness. Non-injective tags are computationally hard to find, even with
access to an oracle outputting multiple lossy tags, namely:
AdvA,evaQ1,Q2(λ) := Pr[A(1
λ, ek)LAF.LTag(tk,·), LAF.IsInjective(tk,·) ∈ Tnon-inj]
is negligible for legitimate adversary A, where (ek, ik, tk) R← LAF.Gen(1λ)
and A is given access to the following oracle:
- LAF.LTag(tk, ·) which acts exactly as the lossy tag generation algorithm.
- LAF.IsInjective(tk, ·) that takes as input a tag t = (tc, ta). It outputs 0 if
t ∈ Tnon-inj = T \Tinj and 1 if t ∈ Tinj. If t 6∈ T , the oracle outputs ⊥.
We denote by Q1 and Q2 the number of queries to LAF.LTag(tk, ·) and
LAF.IsInjective(tk, ·), respectively. By “legitimate adversary”, we mean that
A is PPT and never outputs a tag t = (tc, ta) such that tc was obtained by
invoking the LAF.LTag oracle on ta.
In our construction, the tag space T will not be dense (i.e., not all elements
of the ambient algebraic structure are potential tags). However, elements of the
tag space T will be efficiently recognizable given ek.
We note that the above definition of evasiveness departs from the one used
by Hofheinz [26] in that it uses an additional LAF.IsInjective(tk, ·) oracle that
uses the trapdoor tk to decide whether a given tag is injective or not. However,
this oracle will only be used in our tightly secure LAF (and not in our first
construction). Its only purpose is to enable a modular use of our tightly evasive
LAF in applications to KDM security [26] or robustly reusable fuzzy extractors
[45]. Specifically, by invoking the LAF.IsInjective(tk, ·) oracle, the reduction from
the security of a primitive to the underlying LAF’s evasiveness does not have to
guess which adversarial query involves a non-lossy tag.
2.2 Chameleon Hash Functions
A chameleon hash function [32] is a tuple of algorithms CMH = (CMKg,CMhash,
CMswitch) which contains an algorithm CMKg that, given a security parameter
1λ, outputs a key pair (hk, td) ← G(1λ). The randomized hashing algorithm
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outputs y = CMhash(hk,m, r) given the public key hk, a message m and ran-
dom coins r ∈ Rhash. On input of messages m,m′, random coins r ∈ Rhash
and the trapdoor key td, the switching algorithm r′ ← CMswitch(td,m, r,m′)
computes r′ ∈ Rhash such that CMhash(hk,m, r) = CMhash(hk,m′, r′). The
collision-resistance property mandates that it be infeasible to come up with
pairs (m′, r′) 6= (m, r) such that CMhash(hk,m, r) = CMhash(hk,m′, r′) with-
out knowing the trapdoor key tk. Uniformity guarantees that the distribution
of hash values is independent of the message m: in particular, for all hk, and
all messages m,m′, the distributions {r ← Rhash : CMHash(hk,m, r)} and
{r ← Rhash : CMHash(hk,m′, r)} are identical.
2.3 Hardness Assumptions
Definition 2. Let (G, Ĝ,GT ) be bilinear groups of order p. The First Decision
3-Party Diffie-Hellman (D3DH1) assumption holds in (G, Ĝ,GT ) if no PPT
distinguisher can distinguish the distribution
D1 := {(g, ĝ, ga, gb, gc, ĝa, ĝb, ĝc, gabc) | g R← G, ĝ R← Ĝ, a, b, c R← Zp}
D0 := {(g, ĝ, ga, gb, gc, ĝa, ĝb, ĝc, gz) | g R← G, ĝ R← Ĝ, a, b, c, z R← Zp}.
The D3DH1 assumption has a natural analogue where the pseudorandom value
lives in Ĝ instead of G.
Definition 3. The Second Decision 3-Party Diffie-Hellman (D3DH2) as-
sumption holds in (G, Ĝ,GT ) if no PPT algorithm can distinguish between the
distribution
D1 := {(g, ĝ, ga, gb, gc, ĝa, ĝb, ĝc, ĝabc) | g R← G, ĝ R← Ĝ, a, b, c R← Zp}
D0 := {(g, ĝ, ga, gb, gc, ĝa, ĝb, ĝc, ĝz) | g R← G, ĝ R← Ĝ, a, b, c, z R← Zp}.
We also need a computational assumption which is implied by D3DH2. The
2-3-CDH was initially introduced [33] in ordinary (i.e., non-pairing-friendly)
discrete-logarithm hard groups. Here, we extend it to asymmetric bilinear groups.
Definition 4 ([33]). Let (G, Ĝ) be a bilinear groups of order p with generators
g ∈ G and ĝ ∈ Ĝ. The 2-out-of-3 Computational Diffie-Hellman (2-3-CDH)
assumption says that, given (g, ga, ĝa, gb, ĝb) for randomly chosen a, b R← Zp, no
PPT algorithm can find a pair (gr, gr·ab) such that r 6= 0.
It is known (see, e.g., [38]) that any algorithm solving the 2-3-CDH problem can
be used to break the D3DH2 assumption. On input of (g, ĝ, ga, gb, gc, ĝa, ĝb, ĝc, ĝz),
where z = abc or z ∈R Zp, the reduction can simply run a 2-3-CDH solver on
input of (g, ga, gb, ĝa, ĝb). If the solver outputs a non-trivial pair of the form
(R1, R2) = (g
r, gr·ab), the D3DH2 distinguisher decides that z = abc if and only
if e(R1, ĝ
z) = e(R2, ĝ
c).
In our constructions, we actually rely on a weaker variant of D3HD1, called
wD3HD1, where ĝa is not given. In our tightly secure construction (which re-
quires asymmetric pairings), we need to rely on the following variant of wD3HD1.
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Definition 5. Let (G, Ĝ,GT ) be bilinear groups of order p. The Randomized
weak Decision 3-Party Diffie-Hellman (R-wD3DH1) assumption holds in
(G, Ĝ,GT ) if no PPT distinguisher can distinguish the distribution
D1 :=
{
{(g, ĝ, gai , gb, gc, ĝb, ĝc, gaibc)}Qi=1 | g
R← G, ĝ R← Ĝ,





{(g, ĝ, gai , gb, gc, ĝb, ĝc, gzi)}Qi=1 | g
R← G, ĝ R← Ĝ,




We do not know if D3DH1 or wD3DH1 can be tightly reduced to R-wD3DH1
(the only reduction we are aware of proceeds via a hybrid argument). In asym-
metric pairings, however, we can give a tight reduction between R-wD3DH1 and
a combination of wD3DH1 and SXDH.
Lemma 1. There is a tight reduction from the wD3DH1 assumption and the
DDH assumption in G to the R-wD3DH1 assumption. More precisely, for any
R-wD3DH1 adversary B, there exist distinguishers B1 and B2 which run in about
the same time as B and such that
AdvR-wD3DH1B (λ) ≤ Adv
wD3DH1
B1 (λ) + Adv
DDH1
B2 (λ),
where the second term denotes B2’s advantage as a DDH distinguisher in G.
Proof. To prove the result, we consider the following distribution:
Dint :=
{
{(g, ĝ, ga·αi , gb, gc, ĝb, ĝc, gz·αi)}Qi=1 | g
R← G, ĝ R← Ĝ,
α1, . . . , αQ, b, c, z
R← Zp, a R← Z?p}
}
A straightforward reduction shows that, under the wD3DH1 assumption, D1
is computationally indistinguishable from Dint. We show that, under the DDH
assumption in G, Dint is computationally indistinguishable from D0. Moreover,
the reduction is tight in that the two distinguishers have the same advantage.
First, we show that, under the wD3DH1 assumption, Dint is computationally
indistinguishable from D1.
We can build a wD3DH1 distinguisher B1 from any distinguisher for D1
and Dint. With (g, ĝ, g
a, gb, gc, ĝb, ĝc, T ) as input where g R← G, ĝ R← Ĝ and
a, b, c R← Zp, B1 uniformly draws αi, . . . , αQ R← Zp and computes
DB1 :=
{




It is easy to see that if T = gabc, then DB1 is identical to D1. If T ∈R G, then
DB1 is distributed as Dint. Hence, any distinguisher between D1 and Dint with
DB1 implies a distinguisher B1 for the wD3DH1 problem.
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Next, we show that, under the DDH assumption in G,Dint is computationally
indistinguishable from D0. In order to build a DDH distinguisher B2 out of a
distinguisher between Dint and D0, we use the random self-reducibility of the
DDH assumption.
Lemma 2 (Random Self-Reducibility [39]). Letting G be a group of prime
order p, there exists a PPT algorithm R that takes as input (g, ga, gb, gc) ∈ G4,




) ∈ G3 such that:
– If c = ab mod q, then b′ is uniformly random in Zp and c′ = ab′.
– If c 6= ab mod q, then b′, c′ ∈R Zp are independent and uniformly random.
On input of (g, gz, gα, T ) ∈ G4, where g R← G and z, α R← Zp, B2 uses
algorithm R to generate Q instances {(gz, gαi , Ti)}Qi=1. Next, B2 draws ĝ
R← Ĝ,
a, b, c R← Zp and defines the following distribution:
DB2 :=
{
{(g, ĝ, (gαi)a, gb, gc, ĝb, ĝc, Ti)}Qi=1 | ĝ
R← Ĝ, a, b, c R← Zp
}
.
We observe that, if T = gz·α, we have Ti = g
z·αi for all i ∈ [Q]. In this case,
DB2 is identical to Dint. In contrast, if T ∈R G, the random self-reducibility
ensures that T1, . . . , TQ ∈R G are i.i.d, meaning that DB2 is identical to D0.
Using a distinguisher between Dint and D0 and feeding it with DB2 , we obtain
a distinguisher B2 for the DDH problem in G. ut
3 A Lossy Algebraic Filter With Linear-Size Tags
We present a LAF based on DDH-like assumptions with tags of size O(n), where
n is the number of input symbols when the input is viewed as a vector over Zp.
Our tags are comprised of 4n elements of G, which outperforms the construction
of [26] for n > 4. In his application to KDM-CCA security [26], Hofheinz uses a
LAF scheme with n = 6, in which case we decrease the tag size from 43 to 24
group elements4 and thus shorten ciphertexts by 19 group elements.
The construction is inspired by the lossy TDF of [14] and relies on the re-
vocation technique of Lewko, Sahai and Waters [34] (LSW) in the same way. In
asymmetric pairings e : G× Ĝ→ GT , the evaluation key contains a set of LSW
ciphertexts {(V̂j = ĝvj , Ĥj = (ĥj ·û)vj )}nj=1, while each core tag component tc can
be seen as containing a set of LSW secret keys {(Ri, Si) = (gri , (hi ·u)ri)}ni=1, al-
lowing the evaluator compute Mi,j = e(g, ĥ)
ri·vj for any pairwise distinct indices
i 6= j. In lossy tags (tc, ta), diagonal elements {Mi,i}ni=1 are handled by having
tc contain Waters signatures (Di, Ei) = (h
ri·vi · HG(τ)ρi , gρi), where ρi ∈R Zp
and HG : {0, 1}L → G is an algebraic hash function mapping the output τ of a
chameleon hash function to the group G. For indistinguishability purposes, pairs
4 The LAF of [26] was described in terms of symmetric pairings but it extends to
asymmetric pairings e : G× Ĝ→ GT where tags are comprised of elements in G.
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{(Di, Ei)}ni=1 are not immediately recognizable as Waters signatures because the
underlying secret key hvi is blinded by a random exponent ri = logg(Ri). Still,
running the verification algorithm of Waters signatures on (Di, Ei) allows the
evaluation algorithm to derive Mi,i = e(g, ĥ)
ri·vi , so that (Mi,j)i,j∈[n] forms a
rank-1 matrix. In injective tags, {(Di, Ei)}ni=1 are uniformly distributed in G, so
that (Mi,j)i,j∈[n] is the sum of a rank-1 matrix and a diagonal matrix.
3.1 Description
Key generation. LAF.Gen(1λ) conducts the following steps.
1. Choose bilinear groups (G, Ĝ,GT ) of prime order p > 2λ with ran-
dom generators g, h, u R← G and ĝ, ĥ, û R← Ĝ subject to the constraints
logg(h) = logĝ(ĥ) and logg(u) = logĝ(û).
2. Choose a chameleon hash function CMH = (CMKg,CMhash,CMswitch),
where the hashing algorithm CMhash : {0, 1}∗ × Rhash → {0, 1}L has
output length L ∈ poly(λ). Generate a pair (hkCMH, tdCMH)← CMKg(1λ)
made of a hashing key hkCMH and a trapdoor tdCMH.
3. Choose random exponents w0, . . . , wL
R← Zp and define
Wk = g
wk , Ŵk = ĝ
wk ∀k ∈ [0, L]
that will be used to instantiate two hash functions HG : {0, 1}L → G,
HĜ : {0, 1}
L → Ĝ which map any string m ∈ {0, 1}L to











respectively. Note that e(g,HĜ(m)) = e(HG(m), ĝ) for any m ∈ {0, 1}
L.
4. Let n ∈ poly(n) be the desired input length. For each j ∈ [n], choose
vj
R← Zp and define
V̂j = ĝ
vj , Ĥj = (ĥ
j · û)vj ∀j ∈ [n].












The tag space T = Tc × Taux is defined as a product of Ta = {0, 1}∗ and
Tc := {
(
{Ri, Si, Di, Ei}ni=1, rhash
)
| rhash ∈ RCMH ∧
∀i ∈ [n] : (Ri, Si, Di, Ei) ∈ G∗4 ∧ e(Ri, ĥi · û) = e(Si, ĝ)},
where G∗ := G\{1G}. The range of the function family is Rngλ = Gn+1T and
its domain is Znp .
11
Lossy tag generation. LAF.LTag(tk, ta) takes in an auxiliary tag component




to generate a lossy tag
as follows.
1. For each i ∈ [n], choose ri R← Z∗p and compute
Ri = g
ri , Si = (h
i · u)ri ∀i ∈ [n]. (3)
2. For each i ∈ [n], choose ρi R← Zp and compute
Di = h
ri·vi ·HG(τ)ρi , Ei = gρi ∀i ∈ [n],
where τ ∈ {0, 1}L is chosen uniformly in the range of CMhash.
3. Use the trapdoor tdCMH to find rhash ∈ Rhash such that
τ = CMhash
(
hkhash, (ta, {Ri, Si, Di, Ei}ni=1), rhash
)
∈ {0, 1}L
and output the tag t = (tc, ta), where tc = ({Ri, Si, Di, Ei}ni=1, rhash).














= e(g, ĥ)ri·vi ∀i ∈ [n], (4)





= e(g, ĥ)ri·vj ∀(i, j) ∈ [n]× [n] \ {(i, i)}ni=1,
(5)
are obtained by pairing tag component (Ri, Si) with evaluation key compo-
nents (V̂j , Ĥj).
Random Tags. A random tag can be publicly sampled as follows.
1. For each i ∈ [n], choose ri R← Z∗p and compute {Ri, Si}ni=1 as in (3).
2. For each i ∈ [n], choose (Di, Ei) R← G∗ ×G∗ uniformly at random.
3. Choose rhash
R← Rhash.
Finally, output the tag t = (tc, ta), where tc = ({Ri, Si, Di, Ei}ni=1, rhash).
We note that, in both random and lossy tags, we have e(Ri, û
i · ĥ) = e(Si, ĝ) for
all i ∈ [n], so that elements of T are publicly recognizable.
Evaluation. LAF.Eval(ek, t,x) takes in the input x ∈ Znp and the tag t = (tc, ta).
It parses tc as ({Ri, Si, Di, Ei}ni=1, rhash) and proceeds as follows.
1. Return ⊥ if there exists i ∈ [n] such that e(Ri, ĥi · û) 6= e(Si, ĝ).
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∀i ∈ [n] , (6)
where τ = CMhash
(







∀(i, j) ∈ [n]× [n] \ {(i, i)}ni=1, (7)
Note that, since Ri = g
ri and Si = (h
i · u)ri for some ri ∈ Zq, we have
Mi,i = e(g, ĥ)
ri·vi+ωi , ∀i ∈ [n] (8)
Mi,j = e(g, ĥ)
ri·vj , ∀i 6= j,
for some vector (ω1, . . . , ωn)
> ∈ Znp that only contains non-zero entries





j∈[n] as VT,j = e(h, V̂j) = e(g, ĥ)
vj for each j ∈ [n].
4. Use the input x = (x1, . . . , xn)












i,j ∀i ∈ [n]
and output Y = (Y0, Y1, . . . , Yn)
> ∈ Gn+1T .
While the above construction inherits the Θ(λ)-size public keys of Waters
signatures [43], we believe that it can be adapted to other signature schemes in
the standard model (e.g., [8,31]) so as to obtain shorter evaluation keys.
Injectivity and lossiness. For any injective tag, all entries of the vector
(ω1, . . . , ωn)
> are non-zero in (8). We can use Y0 to ensure that the function is
injective. As long as ωi 6= 0 for all i ∈ [n], the evaluation algorithm (9) yields a
vector Y = (Y0, Y1, . . . , Yn) ∈ Gn+1T of the form
Y0 = e(g, ĥ)
∑n
j=1 vj ·xj
Yi = e(g, ĥ)
ωi·xi+ri·
∑n
j=1 vj ·xj ∀i ∈ [n],
meaning that xi ∈ Zp is uniquely determined by (Y0, Yi) and (Ri, Di, Ei) (note
that the triple (Ri, Di, Ei) uniquely defines ωi).
For any lossy tag, the evaluation outputs Y = (Y0, Y1, . . . , Yn) ∈ Gn+1T such
that
Y0 = e(g, ĥ)
∑n
j=1 vj ·xj
Yi = e(g, ĥ)
ri·
∑n
j=1 vj ·xj ∀i ∈ [n],
which always reveals the same information
∑n
j=1 vj · xj mod p about the input
vector x = (x1, . . . , xn)
>, no matter which tag is used.
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3.2 Security
The proof of indistinguishability relies on the wD3DH1 assumption via a hy-
brid argument over the queries to the LAF.LTag(tk, ·) oracle and over the pairs
{(Di, Ei)}ni=1 produced by LAF.LTag(tk, ·) at each query. Using the R-wD3DH1
assumption, it is possible to modify the proof so as to use a hybrid argument
over the pairs {(Di, Ei)}ni=1 only (meaning that all queries to LAF.LTag(tk, ·) are
processed in parallel at each game transition). However, this proof would require
the SXDH assumption – which only holds in asymmetric pairings – to apply the
result of Lemma 1. In contrast, the proof of Theorem 1 allows instantiations in
all bilinear group configurations, even in symmetric pairings.
The proof of Theorem 1 uses a hybrid argument to gradually replace pairs
{(Di, Ei)}ni=1 by truly random group elements in outputs of the lossy tag gen-
eration oracle. To this end, it relies on the proof technique of the Boneh-Boyen
IBE [11] in the proof of Lemma 3. Namely, in order to embed a D3DH1 in-
stance (g, h, gvk , grk , T
?
= hrk·vk) in the k-th pair (Dk, Ek), for indexes i > k, the
reduction has to simulate hri·vk for a known ri ∈ Zp and an unknown hvk .
Theorem 1. The above LAF provides indistinguishability under the wD3DH1
assumption in (G, Ĝ,GT ).
Proof. We first recall that, for any injective or non-injective tag t = (tc, ta),





where the off-diagonal entries are Mi,j = e(g, ĥ)
ri·vj and the diagonal entries
are of the form (8). In injective tags, the vector (ω1, . . . , ωn)
> ∈ Znp only con-
tains non-zero entries. In lossy tags, we have (ω1, . . . , ωn)
> = 0n. We define
a sequence of hybrid games. In Game(0,0), the adversary has access to the real
oracle LAF.LTag(tk, .) oracle that always outputs lossy tags. In Game(Q,n), the
adversary is given access to an oracle OTc(.) that always outputs random tags.
Game(`,k) (1 ≤ ` ≤ Q, 1 ≤ k ≤ n): In this game, the adversary interacts with a





a ) such that
- If µ < `, the tag t
(µ)





i,j∈[n] of the form (8) where (ω
(µ)
1 , . . . , ω
(µ)
n )> is uniform over Znp
- If µ = `, t
(µ)







of the form (8) where the first k entries of (ω
(µ)
1 , . . . , ω
(µ)
n )> are uniform
over Zp and its last n− k entries are zeroes.






i,j∈[n] implied by the core tag component
t
(µ)
c = ({Ri, Si, Di, Ei}ni=1, rhash) is a rank-1 matrix in the exponent
since (ω
(µ)
1 , . . . , ω
(µ)
n )> = 0n.
Lemma 3 shows that, for all pairs (`, k) ∈ [Q] × [n], these games are computa-
tionally indistinguishable from one another, which yields the stated result. ut
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Lemma 3. For each k ∈ [n] and ` ∈ [Q], Game(`,k) is computationally indistin-
guishable from Game(`,k−1) if the wD3DH1 assumption holds. Under the same
assumption, Game(`,1) is computationally indistinguishable from Game(`−1,n).
Proof. For the sake of contradiction, assume that there exists ` ∈ [Q], k ∈
[n] such that the adversary A can distinguish Game(`,k) from Game(`,k−1) with
noticeable advantage (the indistinguishability of Game(`−1,n) and Game(`,1) can
be proved in a completely similar way). We build a wD3DH1 distinguisher B that
inputs (g, ĝ, ga, gb, gc, ĝb, ĝc, T ) with the goal of deciding if T = gabc or T ∈R G.
To this end, B defines h = gb, ĥ = ĝb and V̂k = ĝc. It picks α R← Zp and
defines û = ĥ−k · ĝα as well as u = h−k · gα, which implicitly sets vk = c. This
allows defining
Ĥk = (ĥ
k · û)c = (ĝc)α,
In addition, B defines (W0,W1, . . . ,WL) ∈ GL+1 and (Ŵ0, Ŵ1, . . . , ŴL) ∈ ĜL+1
by setting
Wi = (g
b)αi · gβi , Ŵi = (ĝb)αi · ĝβi ∀i ∈ {0, . . . , L}
for randomly chosen α0, . . . , αL
R← Zp, β0, . . . , βL R← Zp. Then, B chooses vi R←
Zp for each i ∈ [n] \ {k} and defines the rest of the evaluation key ek by setting
V̂i = ĝ
vi , Ĥi = (ĥ
i · û)vi , ∀i ∈ [n] \ {k}
Then, at each invocation of the LAF.LTag(tk, .) oracle, B responds as follows.
At the µ-th query t
(µ)
a , it generates a core tag t
(µ)
c such that
- If µ < `, t
(µ)
c = ({Ri, Si, Di, Ei}ni=1, rhash) contains {D̂i, Êi}ni=1 uniformly
random pairs whereas {Ri, Ŝi}ni=1 are chosen as in the real algorithm sam-
pling random tags.
- If µ = `, t
(µ)
c = ({Ri, Si, Di, Ei}ni=1, rhash) is generated as follows. It sets
Rk = g
a, Sk = (g
a)α.
As for indexes i 6= k, it chooses r1, . . . , rk−1, rk+1, . . . , rn R← Zp and sets
Ri = g
ri , Si = (h
i · u)ri ∀i ∈ [n] \ {k}.
It generates the pairs {Di, Ei}ni=1 by choosing (Di, Ei)
R← G2 at random for
each i ∈ [k − 1]. The k-th pair (Dk, Ek) is defined as
Dk = T ·HG(τ)ρk , Ek = gρk . (10)
for a randomly chosen ρk
R← Zp. As for {Di, Ei}ni=k+1, they are obtained by
choosing a random τ = τ [1] . . . τ [L] ∈ {0, 1}L in the range of CMhash and
choosing ρi



















which can be written
Di = g
bc·ri ·HG(τ)ρ̃i = hvk·ri ·HG(τ)ρ̃i
Ei = g
ρ̃i
if we define ρ̃i = ρi − c·riα0+∑Li=1 αi·τ [i] . Note that the reduction B fails if
α0 +
∑L
i=1 αi · τ [i] = 0 but this only occurs with negligible chance since
the coordinates (α0, . . . , αL) ∈ ZLp are independent of A’s view. Finally,
B uses the trapdoor tdCMH of the chameleon hash function to find coins
rhash ∈ RCMH such that τ = CMhash
(
hkhash, (ta, {Ri, Si, Di, Ei}ni=1), rhash
)
.
- If µ > `, the tags are generated as lossy tags. To this end, B proceeds as
in the previous case, except that all elements {Di, Ei}ni=1 (and not only the
last n− k ones) are generated as per (11).
It is easy to see that, if T = gabc, the pair (Dk, Ek) of (10) can be written
Dk = h
vk·rk ·HG(τ)ρk , Ek = gρk ,
meaning that A’s view is the same as in Game(`,k−1). In contrast, if T ∈R G,
then (Dk, Ek) can be written
Dk = h
ωk+vk·rk ·HG(τ)ρk , Ek = gρk ,
for some uniformly random ωk ∈R Zp. In this case, A’s view corresponds to
Game(`,k). ut
The evasiveness property is established by Theorem 2 for which a proof is
given in Appendix A.
Theorem 2. The above LAF provides evasiveness assuming that: (i) CMH is
a collision-resistant chameleon hash function; (ii) The wD3DH1 and 2-3-CDH
assumptions both hold in (G, Ĝ,GT ).
Recall that the wD3DH1 and 2-3-CDH assumptions are implied by the D3DH1
and D3DH2 assumptions, respectively. Theorem 1 and Theorem 2 thus guarantee
the D3DH1 and D3DH2 assumptions suffice to ensure the indistinguishability
and evasiveness properties of our LAF construction (indeed, chameleon hash
functions also exist under these assumptions).
3.3 Towards All-But-Many Lossy Trapdoor Functions
Our LAF construction can be modified to construct an all-but-many lossy trap-
door function [25]. Recall that ABM-LTFs do not require evaluations on lossy
tags to always output the same information about the input: on any lossy tag,
the image size is only required to be much smaller. On the other hand, ABM-
LTFs require that, for any injective tag, the function be efficiently invertible
using a trapdoor.
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Our construction can be turned into an ABM-LTF in the following way. In
the evaluation algorithm, a binary input vector x = (x1, . . . , xn)
> ∈ {0, 1}n is









Mxii,j ∀j ∈ [n],
which can be written
Y0 = e(g, ĥ)
∑n
i=1 ri·xi
Yj = e(g, ĥ)
ωj ·xj+vj ·
∑n
i=1 ri·xi ∀j ∈ [n].
Using ik = (v1, . . . , vn) ∈ Znp as an inversion key, one can decode the j-th input
bit as xj = 0 (resp. xj = 1) if Yj/Y
vj
0 = 1GT (resp. Yj/Y
vj
0 6= 1GT ).
Unfortunately, the above ABM-LTF does not seem immediately usable in the
application to selective-opening chosen-ciphertext security, which was suggested
in [25]. The reason is that our tags have a special and publicly recognizable
structure, where (Ri, Si) both depend on the same exponent ri ∈ Zp. In the
selective-opening setting, the problem arises when the adversary chooses to cor-
rupt some senders, at which point the reduction should reveal the random coins
used to create lossy/injective tags. In our construction, this would entail to re-
veal ri ∈ Zp, which is incompatible with our proofs of indistinguishability and
evasiveness. In the ABM-LTF constructions of [25,37], lossy tags are explainable
because they are pseudorandom, which allows the reduction to pretend that they
have been randomly sampled in their ambient space. Here, the special structure
of lossy/injective tags prevents us from explaining the generation of lossy tags
in the same way for corrupted senders. The only apparent way to sample a
pair (Ri, Si) satisfying e(Ri, ĥ
i · û) = e(Si, ĝ) is to choose ri ∈ Zp and compute
(Ri, Si) = (g
ri , (hi · u)ri).
We thus leave it as an open problem to build an ABM-LTF with explainable
linear-size tags under DDH-like assumptions.
4 A Lossy Algebraic Filter With Tight Security
In this section, we modify our first LAF construction in such a way that we can
prove it tightly secure under constant-size assumptions.5 To this end, we replace
Waters signatures by a variant of the MAC described by Blazy, Kiltz and Pan
[7], which is itself inspired by the Naor-Reingold PRF [39].
5 While the assumption of Definition 5 is described using O(Q) group elements, it
tightly reduces to wD3DH1 and DDH which both take a constant number of group
elements to describe.
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4.1 A Variant of the BKP MAC
The MAC construction below is identical to the signature scheme implied by
the IBE scheme of [7, Appendix D] with two differences which prevent pub-
lic verification in order to obtain a pseudo-random MAC instead of a digital
signature. The signature scheme of [7] was actually designed by transposing a
pseudo-random MAC from standard DDH-hard groups to bilinear groups in or-
der to enable public verification. Here, we cannot immediately use the MAC of
[7] because we need bilinear maps in the evaluation algorithm of our LAF.
In order to obtain a pseudo-random MAC, we thus modify the signature
scheme of [7] by introducing an additional randomizer r ∈ Zp and an extra
group element h, of which the discrete logarithm logg(h) serves as a private
verification key.
Keygen(1λ, 1L): Given a security parameter λ and a message length L ∈ poly(λ),
choose asymmetric bilinear groups (G, Ĝ,GT ) of prime order p > 2λ with
generators g, h R← G, ĝ R← Ĝ.
1. Choose θ, α, β R← Zp and compute ĝθ ∈ Ĝ. For each µ ∈ {0, 1}, choose
vectors xµ = (x1,µ, . . . , xL,µ)
R← ZLp , yµ = (y1,µ, . . . , yL,µ)
R← ZLp .
2. Set v = α+ θ · β and zµ = xµ + θ · yµ ∈ ZLp . Compute V̂ = ĝv and, for
each µ ∈ {0, 1}, define Ẑµ = (Ẑ1,µ, . . . , ẐL,µ) = ĝzµ .
Output a secret key skmac = (α, β,x0,x1,y0,y1, η), where η = logg(h), and
public parameters consisting of pp =
(
(G, Ĝ,GT ), g, ĝ, h, ĝθ, (V̂ , Ẑ0, Ẑ1)
)
.
Mac.Sig(pp, skmac,M): To generate a MAC for M = m[1] . . .m[L] ∈ {0, 1}L
using skmac = (x, y,x0,x1,y0,y1, η), choose r, ρ













Mac.Ver(pp, skmac,M, σ): Given skmac = (α, β,x0,x1,y0,y1, η) and an L-bit
message M = m[1] . . .m[L], a purported MAC σ = (σ1, σ2, σ3, σ4) is ac-
cepted if and only if




We note that the verification algorithm can be modified in such a way that it
does not require any pairing evaluation. The above description is just meant to
simplify the presentation of the security proof of our LAF construction.
The proof is essentially identical to that of [7] but we give it for completeness.
We note that, in the security definitions of MACs, the adversary is generally
allowed to make verification queries. Here, for simplicity, we prove unforgeability
in a game where the adversary knows η = logg(h), which allows it to run the
verification oracle itself. This dispenses us with the need for a verification oracle.
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Lemma 4. The above construction is an unforgeable MAC assuming that the
SXDH assumption holds in (G, Ĝ). Namely, any forger A making Q MAC queries
within running time tA has advantage at most
Advuf-macA (λ) ≤ Adv
DDH2
B1 (λ) + 2L ·Adv
DDH1
B2 (λ),
where B1 and B2 are PPT distinguishers against the DDH assumption in G1 and
G2, respectively, which run in time tA +Q · poly(λ).
Proof. To prove the result, we consider a sequence of games. For each index i,
we call Wi the event that the challenger outputs 1 in Gamei.
Game0: This is the real game MAC security game, where the adversary A is ad-
ditionally given η = logg(h) in such a way that it can run the verification al-
gorithm (and test whether equation (12) holds) by itself. The challenger out-
puts 1 if and only if A eventually outputs a pair (M?, σ? = (σ?1 , σ?2 , σ?3 , σ?4))
satisfying




where M? = m?[1] . . .m?[L] ∈ {0, 1}L, although M? was not previously
queried to the MAC oracle. By definition, Pr[W0] = Adv
uf-mac
A (λ).
Game1: In this game, we modify again the verification oracle as follows. When
A outputs a pair (M?, σ? = (σ?1 , σ?2 , σ?3 , σ?4)) such that M? was not queried













We call E1 the event that equalities (14) are satisfied. If they are not satisfied,
the challenger outputs 0. Otherwise, it outputs 1 as it did in Game0. If we
denote by E0 the analogue of event E1 in Game0, we have
Pr[W0] = Pr[W0 ∧ E0] + Pr[W0 ∧ ¬E0]
= Pr[W1 ∧ E1] + Pr[W0 ∧ ¬E0] = Pr[W1] + Pr[W0 ∧ ¬E0]
since Pr[W1 ∧ ¬E1] = 0. Lemma 5 shows that event W0 ∧ ¬E0 would
contradict the DDH assumption in Ĝ: namely, we have Pr[W0 ∧ ¬E0] ≤
AdvDDH2(λ), which implies |Pr[W1]− Pr[W0]| ≤ AdvDDH2(λ).
We now use a sub-sequence of L hybrid games over the input bits of queried
messages. For convenience, we define Game2.0 to be identical to Game1.
Game2.i (1 ≤ i ≤ L): In this sub-sequence of games, we modify the key genera-
tion phase and the MAC oracle in the following way.
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- At the beginning of the game, the challenge defines V̂ = ĝv for a random
v R← Zp.
- MAC queries are handled as follows. Let R : {0, 1}i → Zp be a truly
random function mapping i-bit input to Zp. At each message M queried
by A, the challenger computes (σ3, σ4) = (gρ, gr) for random ρ, r R← Zp.















4)) satisfying (13) for














If so, the challenger outputs 1. Otherwise, it outputs 0. Lemma 6 shows that
Game2.i is indistinguishable from Game2.(i−1) under the DDH assumption in
G. Namely, |Pr[W2.i]− Pr[W2.(i−1)]| ≤ AdvDDH1(λ).
In Game2.L, we claim that Pr[W2.L] = 1/p. Indeed, the equalities (15) can
only hold by pure chance when i = L because m?[1] . . .m?[L] was never in-
volved in an output of the MAC oracle. Hence, the random function output
R(m?[1] . . .m?[L]) is perfectly independent ofA’s view. Since Pr[W2.0] = Pr[W1],
we obtain the claimed upper bound for Pr[W0]. ut
Lemma 5. In Game0, we have Pr[W0 ∧ ¬E0] ≤ AdvDDH2(λ).
Proof. Towards a contradiction, let us assume that, in Game1, the adversary A






4)) satisfying (13) but not (14). We
construct a distinguisher B for the DDH assumption in Ĝ. Our distinguisher B
takes as input (ĝ, ĝθ, ĝω, T̂ ) ∈ Ĝ4 and decides if T̂ = ĝα·ω or T̂ ∈R Ĝ. To this
end, B will compute a pair of the form (w,wθ) ∈ G2 with w 6= 1G, which allows
solving the given DDH instance in Ĝ by testing if e(w, T̂ ) = e(wθ, ĝω). Indeed,
the latter equality holds if and only if T̂ = ĝα·ω.
The reduction B runs the real key generation algorithm and answers all
MAC and verification queries exactly as in Game1. By hypothesis, B has non-















At this point, B uses skmac to construct a different valid MAC (σ′1, σ′2, σ?3 , σ?4)
satisfying (13) and such that (σ′1, σ
′







































θ. Since σ?1 6= σ′1, this provides B with a non-










, which is sufficient to solve DDH in Ĝ. ut
Lemma 6. Under the DDH assumption in G, the challenger outputs 1 with
about the same probabilities in Game3.(i−1) and Game3.i. We have
|Pr[W2.i]− Pr[W2.(i−1)]| ≤ 2 ·AdvDDH1(λ).
(The proof is given in Appendix B.1.)
4.2 The LAF Construction
In order to apply a hybrid argument in our proof of indistinguishability, we need
to use n instances of the MAC of Section 4.1, each of which has its own secret key
skmac,j and its own set of public parameters ppj =
(
g, ĝ, h, ĝθj , (V̂j , Ẑj,0, Ẑj,1)
)
.
As a result, we need an evaluation key containing Θ(n · L) group elements.
We leave it as an open problem to shorter the evaluation while retaining tight
security and short tags.
Key generation. LAF.Gen(1λ) conducts the following steps.
1. Choose asymmetric bilinear groups (G, Ĝ,GT ) of prime order p > 2λ
with generators g, h R← G, ĝ R← Ĝ and let η = logg(h).
2. Choose a chameleon hash function CMH = (CMKg,CMhash,CMswitch),
where the hashing algorithm CMhash : {0, 1}∗ × Rhash → {0, 1}L has
output length L ∈ poly(λ). Generate a pair (hkCMH, tdCMH)← CMKg(1λ)
made of a hashing key hkCMH and a trapdoor tdCMH.
3. Generate n keys for the MAC of Section 4.1 which all share the same
parameters g, h ∈ G, ĝ ∈ Ĝ. Namely, for each j ∈ [n], conduct the
following steps.
a. Choose θj
R← Zp and compute ĝθj ∈ Ĝ.
b. For each µ ∈ {0, 1}, choose vectors xj,µ = (xj,1,µ, . . . , xj,L,µ) R← ZLp
and yj,µ = (yj,1,µ, . . . , yj,L,µ)
R← ZLp .
c. Compute zj,µ = xj,µ+θj ·yj,µ and Ẑj,µ = ĝzj,µ = (ĝzj,1,µ , . . . , gzj,L,µ)
for each µ ∈ {0, 1}.
d. Choose αj , βj
R← Zp and compute V̂j = ĝαj+θj ·βj .
e. Define skmac,j = (αj , βj ,xj,0,xj,1,yj,0,yj,1).
4. Choose u R← G and ĥ, û R← Ĝ subject to the constraints logg(h) = logĝ(ĥ)




j · û)αj+θj ·βj ∀j ∈ [n].




g, h, u, ĝ, ĥ, û, {ĝθj}nj=1, {Ẑj,µ}j∈[n],µ∈{0,1}, {V̂j , Ĥj}nj=1, hkCMH
)
,
tk := ({skmac,j}nj=1, η, tdCMH).
The tag space T = Tc × Taux is defined as a product of Ta = {0, 1}∗ and
Tc := {({Ri, Si, Di, Ei, Fi}ni=1, rhash) | rhash ∈ Rhash ∧
∀i ∈ [n] : (Ri, Si, Di, Ei, Fi) ∈ G5 ∧ e(Ri, ĥi · û) = e(Si, ĝ)}.
The range of the function family is Rngλ = G
n+1
T and its domain is Znp .
Lossy tag generation. LAF.LTag(tk, ta) takes in an auxiliary tag component
ta ∈ {0, 1}∗ and uses tk = ({skmac,j}nj=1, η) to generate a lossy tag as follows.
1. For each i ∈ [n], choose ri R← Zp and compute
Ri = g
ri , Si = (h
i · u)ri ∀i ∈ [n]. (16)
2. Choose a random string τ ∈ {0, 1}L in the range of CMhash. Then, for








k=1 yi,k,τ[k]), ∀i ∈ [n] (17)
Fi = g
ρi .
3. Use the trapdoor tdCMH of the chameleon hash function to find random
coins rhash ∈ Rhash such that
τ = CMhash(hkCMH, (ta, {Ri, Si, Di, Ei, Fi}ni=1), rhash) ∈ {0, 1}L.
4. Output the tag t = (tc, ta), where tc = ({Ri, Si, Di, Ei, Fi}ni=1, rhash).










which forms a rank-1 matrix in the exponent. Its diagonal entries consist of
Mi,i =




= e(g, ĥ)ri·(αi+θi·βi) ∀i ∈ [n], (18)






= e(g, ĥ)ri·(αj+θj ·βj) ∀(i, j) ∈ [n]× [n] \ {(i, i)}ni=1,
are obtained by pairing tag component (Ri, Si) with evaluation key compo-
nents (V̂j , Ĥj).
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Random Tags. A random tag can be publicly sampled as follows.
1. For each i ∈ [n], choose ri R← Zp and compute {Ri, Si}ni=1 as in (16).
2. For each i ∈ [n], choose (Di, Ei, Fi) R← G3 uniformly at random.
3. Choose rhash
R← Rhash.
Output the tag t = (tc, ta), where tc = ({Ri, Si, Di, Ei, Fi}ni=1, rhash).
We note that, in both random and lossy tags, we have e(Ri, û
i · ĥ) = e(Si, ĝ) for
all i ∈ [n], so that elements of T are publicly recognizable.
Evaluation. LAF.Eval(ek, t,x) takes in the input x ∈ Znp and the tag t = (tc, ta).
It parses tc as ({Ri, Si, Di, Ei, Fi}ni=1, rhash) and does the following.
1. Return ⊥ if there exists i ∈ [n] such that e(Ri, ĥi · û) 6= e(Si, ĝ).












∀i ∈ [n] , (20)






∀(i, j) ∈ [n]× [n] \ {(i, i)}ni=1, (21)
Since Ri = g
ri and Si = (h
i · u)ri for some ri ∈ Zq, we have
Mi,i = e(g, ĥ)
ri·(αi+θi·βi)+ωi , ∀i ∈ [n] (22)
Mi,j = e(g, ĥ)
ri·(αj+θj ·βj), ∀i 6= j,
for some vector (ω1, . . . , ωn)
> ∈ Znp that only contains non-zero entries
if t = (tc, ta) is injective.




j∈[n] as VT,j = e(h, V̂j) = e(g, ĥ)
αj+θj ·βj for
each j ∈ [n].
4. Use the input x = (x1, . . . , xn)












i,j ∀i ∈ [n]
and output Y = (Y0, Y1, . . . , Yn)
> ∈ Gn+1T .
The lossiness/injectivity properties can be analyzed exactly in the same way
as in the construction of Section 3. Indeed, by defining vj = αj + θj · βj for each
j ∈ [n], we find that {V̂ }nj=1 and (Mij)i,j∈[n] are distributed as in Section 3.
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4.3 Security
Theorem 3. The above LAF provides indistinguishability assuming that the
wD3DH1 assumption holds in (G, Ĝ,GT ) and that the DDH assumptions holds
in G. The advantage of any PPT distinguisher A making Q queries within time
tA is bounded by
Advindist(λ) ≤ n · (AdvwD3DH1B1 (λ) + Adv
DDH1
B2 (λ))
for PPT algorithm B1, B2 running in time tA +Q · poly(λ).
Proof. We define a sequence of hybrid games. In Game0, the adversary has access
to the real oracle LAF.LTag(tk, .) oracle that always outputs lossy tags. In Gamen,
the adversary is given access to an oracle OTc(.) that always outputs random tags
in the tag space T .
Gameξ’ (1 ≤ ξ ≤ n): The adversary interacts with an oracle LAF.LTag(`,k)(tk, .)
that outputs tags t = (tc, ta) with the following hybrid distribution. In the
core component tc = ({Ri, Si, Di, Ei, Fi}ni=1, rhash), the first ξ − 1 tuples
{(Ri, Si, Di, Ei, Fi)}ξi=1 of tc are random group elements satisfying the equal-
ity e(Ri, ĥ
i · û) = e(Si, ĝ). The last n−ξ tuples {(Ri, Si, Di, Ei, Fi)}ni=ξ+1 are
generated exactly as in lossy tags. The ξ-th tuple (Rξ, Sξ, Dξ, Eξ, Fξ) has a
special distribution where e(Rξ, ĥ








Gameξ (1 ≤ ξ ≤ n): The adversary interacts with an oracle LAF.LTag(`,k)(tk, .)
that outputs t = (tc, ta) such that the first ξ tuples {(Ri, Si, Di, Ei, Fi)}ξi=1
of tc are random subject to the constraint e(Ri, ĥ
i · û) = e(Si, ĝ) while
{(Ri, Si, Di, Ei, Fi)}ni=ξ+1 are generated as in lossy tags.
For each index ξ ∈ [n], Lemma 7 shows that Game′ξ is computationally in-
distinguishable from Gameξ−1 if the R-wD3DH1 assumption holds. In a second
step, Lemma 8 shows that Game′ξ is indistinguishable from Gameξ under the
DDH assumption in G. By applying Lemma 1, we obtain that the scheme pro-
vides indistinguishability under tight reductions from the hardness of wD3DH1
and that of the DDH problem in G. ut
Lemma 7. Game′ξ is computationally indistinguishable from Gameξ−1 under the
R-wD3DH1 assumption. The advantage of any PPT distinguisher between the
two games can be bounded by Advξ
′-(ξ−1)(λ) ≤ AdvR-wD3DH1(λ).
Proof. Let us assume that there exists ξ ∈ [n] such that the adversary A can
distinguish Game′ξ from Gameξ−1 with non-negligible advantage. We build a R-
wD3DH1 distinguisher B that takes as input {(g, ĝ, gai , gb, gc, ĝb, ĝc, Ti)}Qi=1 with
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the goal of deciding if Ti = g
aibc for each i ∈ [Q] or if {Ti}Qi=1 are all independent
and uniformly distributed over G.












αξ = c, βξ = β
′
ξ/b, θξ = b · θ′ξ.













j · û)αj+θj ·βj .
Then, it constructs the MAC secret keys {xj,µ,yj,µ}nj=1 for randomly chosen
vectors xj,µ = (xj,1,µ, . . . , xj,L,µ)
R← ZLp , yj,µ = (yj,1,µ, . . . , yj,L,µ)
R← ZLp . For
each j ∈ [n], it defines
Ŷ j,µ = (Ŷj,1,µ, . . . , Ŷj,L,µ) = ĝ
yj,µ , Y j,µ = (Yj,1,µ, . . . , Yj,L,µ) = g
yj,µ
X̂j,µ = (X̂j,1,µ, . . . , X̂j,L,µ) = ĝ
xj,µ , Xj,µ = (Xj,1,µ, . . . , Xj,L,µ) = g
xj,µ .
Then, it computes
Ẑj,µ = X̂j,µ · Ŷ
θj
j,µ ∀j ∈ [n] \ {ξ}
Ẑξ,µ = X̂ξ,µ · (ĝb)yξ,µ·θ
′
ξ
At the t-th invocation of the LAF.LTag(tk, .) oracle, B sets
Rξ = g
at , Sξ = (g
at)ν = (hξ · u)at ,
where gat is fetched from the t-th input tuple (g, ĝ, gat , gb, gc, ĝb, ĝc, Tt). For all
indexes i 6= ξ, it chooses r1, . . . , rξ−1, rξ+1, . . . , rn R← Zp and sets
Ri = g
ri , Si = (h
i · u)ri ∀i ∈ [n] \ {ξ}.
It generates the triples {Di, Ei, Fi}ni=1 by choosing (Di, Ei, Fi)
R← G3 at random
for each i ∈ [ξ − 1]. The ξ-th triple (Dk, Ek, Fk) is defined as
















for a randomly chosen ρξ
R← Zp and τ R← {0, 1}L. As for {Di, Ei, Fi}ni=ξ+1, they
are obtained by choosing choosing ρi, ri













, Fi = g
ρi .
Then, it uses the trapdoor tdCMH of the chameleon hash function to find coins
rhash ∈ Rhash such that τ = CMhash(hkCMH, (ta, {Ri, Si, Di, Ei, Fi}ni=1), rhash).
It is easy to see that, if Tt = g















meaning that A’s view is the same as in Gameξ−1. In contrast, if Tt ∈R G, it
can be written Tt = g
atbc+zt for some uniformly random zt ∈R Zp. In this case,















for some random zt ∈R Zp that does not appear anywhere else. In this case, A’s
view corresponds to Game′ξ. ut
Lemma 8. Gameξ is computationally indistinguishable from Game
′
ξ under the
DDH assumption in G. The advantage of any PPT distinguisher between the
two games can be bounded by Advξ-ξ
′
(λ) ≤ AdvDDH1(λ).
Proof. We assume that there exists ξ ∈ [n] such thatA can tell apart Game′ξ from
Gameξ with noticeable advantage. We build a distinguisher B that takes as input
Q tuples {(g, gai , gai·b, gb, Ti)}Qi=1 in G5 with the goal of deciding if Ti = gaib
for each i ∈ [Q] or if {Ti}Qi=1 are independent and uniformly distributed over G.
This assumption is known (see, e.g., [39, Lemma 4.4]) to have a tight reduction
from the DDH assumption.
To this end, B defines h = gη, ĥ = ĝη for a random η R← Zp. It also computes
ĝθξ for a randomly chosen θξ




Implicitly, B will define
βξ = b, αξ = vξ − b · θξ
although it does not know (αξ, βξ). It chooses û ∈ Ĝ and u ∈ G by setting u = gν
and û = ĝν for a random ν R← Zp. Then, B defines
Ĥξ = (ĥ
ξ · û)vξ .




j · û)αj+θj ·βj .
Then, it constructs the MAC secret keys {xj,µ,yj,µ}nj=1 by for randomly chosen
vectors xj,µ = (xj,1,µ, . . . , xj,L,µ)
R← ZLp , yj,µ = (yj,1,µ, . . . , yj,L,µ)
R← ZLp . For
each j ∈ [n], it defines
Ŷ j,µ = (Ŷj,1,µ, . . . , Ŷj,L,µ) = ĝ
yj,µ , Y j,µ = (Yj,1,µ, . . . , Yj,L,µ) = g
yj,µ
X̂j,µ = (X̂j,1,µ, . . . , X̂j,L,µ) = ĝ
xj,µ , Xj,µ = (Xj,1,µ, . . . , Xj,L,µ) = g
xj,µ .
Then, it computes
Ẑj,µ = X̂j,µ · Ŷ
θj
j,µ ∀j ∈ [n].
For each t ∈ [Q], the t-th invocation of the LAF.LTag(tk, .) oracle is handled
by setting
Rξ = g
at , Sξ = (g
at)η·ξ+ν = (hξ · u)at ,
where gat is fetched from the t-th input tuple (g, gat , gat·b, gb, Tt). For all indexes
i 6= ξ, it chooses r1, . . . , rξ−1, rξ+1, . . . , rn R← Zp and sets
Ri = g
ri , Si = (h
i · u)ri ∀i ∈ [n] \ {ξ}.
It generates the triples {Di, Ei, Fi}ni=1 by choosing (Di, Ei, Fi)
R← G3 at random











for randomly chosen ρξ
R← Zp and τ R← {0, 1}L. As for {Di, Ei, Fi}ni=ξ+1, they
are obtained by choosing choosing ρi, ri













, Fi = g
ρi .
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Then, it uses the trapdoor tdCMH of the chameleon hash function to obtain coins
rhash ∈ Rhash such that τ = CMhash(hkCMH, (ta, {Ri, Si, Di, Ei, Fi}ni=1), rhash).
We observe that, if Tt = g











so that A’s view is the same as in Game′ξ. In contrast, if Tt ∈R G, it can be
written Tt = g
atb+zt for some uniformly random zt ∈R Zp that does not appear
anywhere else. In this case, (Dξ, Eξ, Fξ) is just a triple of uniformly random
group elements, meaning that A’s view is the same as in Gameξ. ut
Theorem 4. The above LAF provides evasiveness under the SXDH and wD3DH1
assumptions, assuming that CMH is a collision-resistant chameleon hash func-
tion. Namely, for any PPT evasiveness adversary, there exist efficient algorithms
B0, B1, B2, B3 with comparable running time and such that
AdvA,evaQ ≤ Adv
CMH-CR
B0 (λ) + n ·Adv
wD3DH1
B1 (λ)
+n ·AdvDDH2B2 (λ) + 2n · (L+ 1) ·Adv
DDH1
B3 (λ),
(The proof is given in Appendix C.)
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A Proof of Theorem 2
Proof. Let us assume that a PPT adversaryA can break the evasiveness property
with noticeable advantage. We show that it contradicts either: (i) The indistin-
guishability of the scheme; (ii) The collision-resistance of the chameleon hash
function; (iii) The 2-3-CDH assumption. We will prove this claim via a sequence
of hybrid games.
In Game0, the adversary A proceeds as in the real evasiveness security exper-
iment. In the final game, we show that, if the adversary can output a lossy tag,
we can easily construct an algorithm breaking the 2-3-CDH assumption with
non-negligible advantage.
For each i, we denote by badi the event that A manages to output a non-
trivial lossy tag in Gamei.
Game0: In this game, the adversary A has access to the lossy tag generation
oracle LAF.LTag(tk, ·) that always outputs lossy tags. By definition,
Pr[bad0] = Pr[A(1λ, ek)LAF.LTag(tk,·)]. (24)
30
Game1: In this game, we define badhash to be the event that the adversary
A outputs a tag t = (({Ri, Si, Di, Ei}ni=1, rhash)) for which the correspond-
ing chameleon hash collides with that of some tag produced by the oracle
LAF.LTag(tk, ·). The only difference between Game1 and Game0 is that Game1
aborts when badhash occurs. It is straightforward that
|Pr[bad1]− Pr[bad0]| = Pr[badhash in Game1]. (25)
We want to use the collision resistance property of the underlying chameleon
hash function to bound the probability Pr[badhash in Game1]. However, the
lossy key generation oracle uses the trapdoor tdCMH to create lossy tags.
To avoid a circularity, we consider Game′1, where the lossy key generation
oracle always outputs injective tags instead of lossy ones. Using the indis-
tinguishability between lossy and injective tags (established by Theorem 1),
we have
|Pr[badhash in Game1]− Pr[badhash in Game′1]| = nQ ·Adv
wD3DH1(λ).
(26)
Since Game0 and Game1 only differ when badhash occurs in Game1, we can
bound the probability (25) as
|Pr[bad1]− Pr[bad0]| = |Pr[badhash in Game1]|
≤ |Pr[badhash in Game′1]|+ nQ ·Adv
wD3DH1(λ)





trapdoor of CMH is not used, we can readily build a reduction that breaks the
collision-resistance of CMH out of an adversary for which badhash occurs with
noticeable probability. This immediately implies
|Pr[bad1]− Pr[bad0]| ≤ AdvCRCMH(λ) + nQ ·Adv
wD3DH1(λ)
We now proceed to bound Pr[bad1] by showing that, using the adversary A in
Game1, we can build an algorithm B breaking the 2-3-CDH assumption.
Algorithm B takes as input (ga, gb, ĝa, ĝb) with the goal of computing gr, gr·ab.
To this end, B defines h = ga. It randomly chooses a J R← [n] and sets VJ = gb,
which implicitly sets vJ = b. In addition, B defines (W0,W1, . . . ,WL) ∈ GL+1
and (Ŵ0, Ŵi, . . . , ŴL) ∈ ĜL+1 as
Wi = (g
a)αi · gβi Ŵi = (ĝa)αi · ĝβi
where α0 = −1 and α1, . . . , αL R← {−1, 0, 1} and β0, . . . , βL R← Zp.
In order to simulate the LAF.LTag oracle on input of ta, B proceeds as follows:
1. For each i ∈ [n], B uniformly samples ri R← Z?p and computes {Ri, Si}ni=1 as
in (3).
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2. B samples a random τ in the range of CMhash. For each i ∈ [n]\{J}, it
chooses ρi
R← Zp and computes
Di = h
ri·vi ·HG(τ)ρi , Ei = gρi .
3. For i = J , B aborts if α0+
∑L
k=1 αk ·τ [k] = 0. Otherwise, B chooses ρJ
R← Zp


















4. Next, B uses the trapdoor tdCMH of the chameleon hash function in order to
find random coins rhash ∈ RCMH such that
τ = CMhash(hkhash, (ta, {Ri, Si, Di, Ei}ni=1), rhash).
5. Finally, B outputs (tc, ta) with tc = ({Ri, Si, Di, Ei}ni=1, rhash).
As in (11), if we define ρ̃J = ρJ − b·rJα0+∑Lk=1 αk·τ [k] , we observe that (27) can
be written as DJ = h
b·rJ · HG(τ)ρ̃J and EJ = gρ̃J . Hence, if B does not abort
in any query to LAF.LTag, the output distribution of B is identical to that of
the real LAF.LTag oracle. We denote by abortk the event that B aborts at the
k-th query to the LAF.LTag oracle for k ∈ [Q]. Letting t? = (t?c , t?a) denote
the lossy tag generated by A, we parse t?c as t?c = ({R?i , S?i , D?i , E?i }ni=1, r?hash)
and compute τ? = CMhash(hkhash, (t
?
a , {R?i , S?i , D?i , E?i }ni=1), r?hash). In the event
that α0 +
∑L
k=1 αk · τ?[k] 6= 0, B aborts. We denote the latter event by abortch.
If B did not abort (which implies α0 +
∑L



















where E?J = g















J ) is a valid
2-3-CDH challenge. We are left with evaluating the probability that B aborts.
If we define the function α : {0, 1}L → Z that maps the string m =
m[1] . . .m[L] ∈ {0, 1}L to α(m) = α0 +
∑L
k=1 αi · m[i], the probability that
B does not abort is given by
Pr[¬abortch ∧ ¬abort1 ∧ . . . ∧ ¬abortQ]
= Pr[α(τ?) = 0 ∧ α(τ1), . . . , α(τQ) 6= 0], (28)
where Q is the number of queries to LAF.LTag. and τi denotes the output of
the chameleon hash function produced at the i-th LAF.LTag query. By applying
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known results on programmable hash functions [24], our choice of α0, α1, . . . , αL
ensures that
Pr[¬abortch ∧ ¬abort1 ∧ . . . ∧ ¬abortQ] ≥ δ, (29)
where δ = Ω(Q ·
√
L). Putting the above altogether, we can conclude that




which yields the statement of the theorem. ut
B Deferred Proofs for the MAC of Section 4.1
B.1 Proof of Lemma 6
Proof. Assuming the existence of an adversary A that can distinguish between
Game′2.(i−1) and Game
′
2.i, we will build a DDH distinguisher B. Our distinguisher
B inputs a DDH instance (g, ga, gb, T ) ∈ G4 and decides whether T = gab or
T ∈R G. To do this, B flips a random coin γ R← {0, 1} and uses a random function
R′ : {0, 1}i−1 → Zp, which is lazily defined as the adversary makes queries. Using
R′, B defines another random function R : {0, 1}i → Zp as
R(m[1] . . .m[i]) =
{
R(m[1] . . .m[i− 1]) m[i] = γ
R(m[1] . . .m[i− 1]) +R′(m[1] . . .m[i− 1]) m[i] = 1− γ
.
We now consider the output of MAC queries. Implicitly, B defines xi,1−γ
and yi,1−γ as xi,1−γ = x
′




R← Zp. Note that the only value in public parameter that depends











i,1−γ) ∈ Z2p. The remaining secret
key components are chosen as in the real key generation algorithm, by sampling
η, α, β R← Zp, xi,γ , yi,γ R← Zp and xk,b, yk,b R← Zp for each k ∈ [L]\{i}, b ∈ {0, 1}.
Then, B simulates the responses to MAC queries in the following way.
1. From (A = ga, B = gb, T ), B uses the random self-reducibili1ty of DDH
assumption to generate a fresh pair (Bm|i−1 , Tm|i−1) for each value ofm|i−1 =
m[1] . . .m[i− 1] ∈ {0, 1}i−1 in such a way that, if (A,B, T ) is a DDH tuple,
so is (A,Bm|i−1 , Tm|i−1). Otherwise, Bm|i−1 ∈R G and Tm|i−1 ∈R G are i.i.d.
For convenience, we may associate each string m|i−1 ∈ {0, 1}i with a tuple
(A,Bm|i−1 , Tm|i−1) =
(
ga, gbm|i−1 , ga·bm|i−1+em|i−1
)
where either em|i−1 = 0 or em|i−1 ∈R Zp. Note that the pairs (Bm|i−1 , Tm|i−1)
can be sampled lazily by having B initially generate Q pairs since at most
Q distinct prefixes m|i−1 can occur in all MAC queries.
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2. For each message M queried by A, B randomly chooses r, d R← Zp and
computes σ in the following way.
σ1 = h






· (T r ·Ad)−θy
′
i,m[i] · (Brm|i−1 · g
d)
∑L
k=1∧k 6=i xk,m[k] ,
σ2 = h
R(m[1]...m[i−1])·r · (T r ·Ad)y
′
i,m[i] · (Brm|i−1 · g
d)
∑L

















k=1∧k 6=i xk,m[k] · g−em|i−1 ·yi,m[i]·r·θ
= h(v−θ·R(m[1]...m[i−1]))·r · gρ·xi,m[i] · gρ·
∑L








k=1∧k 6=i yk,m[k] · gem|i−1 ·yi,m[i]·r
= hR(m[1]...m[i−1])·r · gρ·yi,m[i] · gρ·
∑L
k=1∧k 6=i yk,m[k] · gem|i−1 ·yi,m[i]·r
If (A,Bm|i−1 , Tm|i−1), is a Diffie-Hellman tuple (i.e., if em|i−1 = 0), the output
distribution is the same as in Game2.(i−1). In contrast, if em|i−1 ∈R Zp, we have
σ1 = h




R(m[1]...m[i])·r · gρ·yi,m[i] · gρ·
∑L
k=1∧k 6=i yk,m[k]
where the random function R : {0, 1}i → Zp is defined using




In this case, the output distribution of the MAC oracle is identical to that of
Game2.i.
If the adversary chooses to forge on a message m?[1] . . .m?[L] such that
m?[i] = 1− γ (which occurs with probability 1/2), then B aborts and outputs a
random bit. If m?[i] = γ, we have
R(m?[1] . . .m?[i]) = R(m?[1] . . .m?[i− 1])








and return 1 if and only if this equality is satisfied. We thus conclude that
|Pr[W2.i]− Pr[W2.(i−1)]| ≤ 2 ·AdvDDH1(λ), as claimed. ut
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C Proof of Theorem 4
Proof. Let us assume that a PPT adversary A can break the evasiveness prop-
erty with noticeable advantage. We show that this contradicts either: (i) The
indistinguishability of the scheme; (ii) The collision-resistance of the chameleon
hash function; (iii) The SXDH assumption. We will prove this claim via a se-
quence of hybrid games:
In Game0, the challenger interacts with the adversary A as in the real eva-
siveness experiment. In the final game, we show that, if the adversary can output
lossy tag with non-negligible probability, we can create an PPT algorithm breaks
SXDH assumption with noticeable advantage.
For each i, we denote by badi, the event A manages to output a non-trivial
lossy tag in Gamei.
Game0: In this game, the adversary A has access to two oracles: (i) the lossy
tag generation oracle LAF.LTag(tk, ·) that always outputs lossy tags; (ii) the
lossy tag verification oracle LAF.IsInjective(·) that uses a trapdoor to decide
if a tag is lossy or injective. By definition.
Pr[bad0] = Pr[A(1λ, ek)LAF.LTag(tk,·),LAF.IsInjective(·)]. (30)
Game1: In this game, we define badhash to be the event that the adversary A
manages to output a tag t = (ta, tc = ({Ri, Si, Di, Ei, Fi}ni=1, rhash)) for
which the corresponding chameleon hash collides with that of some tags
produced by the oracle LAF.LTag(tk, ·). The only difference between Game0
and Game1 is that the latter aborts when badhash occurs. It is straightforward
that
|Pr[bad1]− Pr[bad0]| = Pr[badhash in Game1]. (31)
As in the proof of Theorem 2, we need to use the collision resistance prop-
erty of the CMH to bound the probability Pr[badhash in Game1]. Since the
LAF.LTag(tk, ·) oracle uses the trapdoor tdCMH to create lossy tags, we can-
not immediately rely on the collision-resistance of CMH. Instead, we need
to consider Game′1, where the LAF.LTag(tk, ·) oracle always outputs injective
tags instead of lossy ones. Using the result of Theorem 3, we have
|Pr[badhash in Game1]− Pr[badhash in Game′1]|
≤ n · (AdvR-wD3DH1B1 (λ) + Adv
DDH1
B2 (λ)).
Since Game0 and Game1 only differ when badhash occurs in Game1, we can
bound to probability (31) as
|Pr[bad1]− Pr[bad0]| = Pr[badhash in Game1]
≤ Pr[badhash in Game′1] (32)
+n · (AdvR-wD3DH1B1 (λ) + Adv
DDH1
B2 (λ)).
Since the trapdoor tdCMH is never been used in Game
′
1, a straightforward
reduction shows that Pr[badhas in Game1’] ≤ AdvCRCMH(λ).
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We now prove that, if event bad1 occurs with noticeable probability, we can
construct a PPT adversary B that breaks the unforgeability of the MAC of
Section 4.1. As this property is proven by Theorem 4 under SXDH assumption,
this will conclude the proof.
Our MAC adversary B will simulate Game1 using the access to MAC or-
acle and MAC verification oracle. Algorithm B receives as input MAC public
parameters
pp = ((G, Ĝ,GT ), g, ĝ, h, ĝθ, (V̂ , Ẑ0, Ẑ1)).
As mentioned in Game0 of the proof for Lemma 4, B additionally obtains the
discrete logarithm η = logg(h) from the MAC challenger, which will allow it
to simulate the LAF.IsInjective oracle in the evasiveness experiment. Then, B
extends these public parameters into public key of a LAF public key. To this
end, B randomly guesses the position i? R← [n] of the MAC forgery in the non-
injective tag it is expected to produce and sets
ppi? = ((G, Ĝ,GT ), g, ĝ, h, ĝθ, (V̂ , Ẑ0, Ẑ1))
using the public parameters pp obtained from its challenger. Next, for all i ∈
[n]\{i?}, B sets ĥ = ĝη and generates n− 1 keys ({ppi, skmac,i)}i∈[n]\{i?} for the
MAC of Section 4.1 which all share the same g, h ∈ G and ĝ ∈ Ĝ. For each
i ∈ [n] \ {i?}, the i-th set of MAC public parameters thus consist of
ppi = ((G, Ĝ,GT ), g, ĝ, h, ĝθi , (V̂i, Ẑi,0, Ẑi,1)).
To complete the generation the LAF evaluation key, B chooses a R← Zp, which
is used to set u = ga and û = ĝa. In addition, B computes Ĥi = (V̂ i·ηi · V̂ ai )
for all i ∈ [n]. It also chooses a key pair (hkCMH, tdCMH) for the chameleon hash
function CMH and includes hkCMH in the LAF evaluation key.
To simulate the generation of lossy tags at each LAF.LTag-query ta made by
A, B forwards ta to its challenger and obtains a MAC (Ri? , Di? , Ei? , Fi?) of the
message ta. Then, B computes on its own n−1 MACs {(Ri, Di, Ei, Fi)}i∈[n]\{i?}
using the secret MAC keys {skmac,i}i∈[n]\{i?}. For all i ∈ [n], B also computes
Si = R
η·i+a
i . It finally uses the trapdoor of the chameleon hash function to
generate rhash such that
τ = CMhash(hkCMH, (ta, {Ri, Si, Di, Ei, Fi}ni=1), rhash) ∈ {0, 1}L
and returns t = (ta, tc = ({Ri, Si, Di, Ei, Fi}ni=1, rhash)) to A.
In order to simulate the LAF.IsInjective oracle for an input tag t = (ta, tc)
containing tc = ({Ri, Si, Di, Ei, Fi}ni=1, rhash), B computes the chameleon hash
τ = CMhash(hkCMH, (ta, {Ri, Si, Di, Ei, Fi}ni=1), rhash).
It then uses η to run the MAC verification oracle and check that (Ri? , Di? , Ei? , Fi?)
is a valid MAC by testing equation (12), which becomes








= e(Ri? , V̂i?)
η
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here. Since B also knows skmac,i for all i ∈ [n]\{i?}, it can efficiently check that
{(Ri, Di, Ei, Fi)}i∈[n]\{i?} are all valid MACs of ta. If all the MACs are valid,
B also checks that for all i ∈ [n], Si = Rη·i+ai . If there exists i ∈ [n] such that
Si 6= Rη·i+ai , B returns ⊥ to indicate that t does not belong to the space T of
valid tags. Finally, B outputs 0 (meaning that the tag t is non-injective) if it
contains at least one valid MAC. If the n MACs contained in tc are all invalid
and Si = R
η·i+a
i for all i ∈ [n], it outputs 1 meaning that the tag is injective.
It remains to show how B can extract a MAC forgery when bad1 occurs in
Game1. Namely, we let B halt as soon as A queries LAF.IsInjective on a non-
injective tag t = (ta, tc = ({Ri, Si, Di, Ei, Fi}ni=1, rhash)) (recall that B can al-
ways simulate LAF.IsInjective itself without invoking its challenger) for which
τ = CMhash(hkCMH, (ta, {Ri, Si, Di, Ei, Fi}ni=1), rhash) ∈ {0, 1}L has never been
queried to LAF.LTag. Since B only queries the MAC oracle in the simulation of
LAF.LTag, we know that τ has never been queried to MAC oracle. Since t is
non-injective, the tuples {(Ri, Si, Di, Ei, Fi)}ni=1 must contain at least one valid
MAC. If (Ri? , Di? , Ei? , Fi?) is a valid MAC (which occurs with probability 1/n
since i? was chosen uniformly and independently of the adversary’s view), B can
successfully break the unforgeability of MAC by outputting (Ri? , Di? , Ei? , Fi?).
We thus have
Pr[bad1] ≤ n ·Advuf-macA (λ) ≤ n · (Adv
DDH2
B1 (λ) + 2L ·Adv
DDH1
B2 (λ)).
Putting the above arguments altogether, we obtain
AdvA,evaQ ≤ Adv
CMH-CR
B0 (λ) + n · (Adv
R-wD3DH1
B1 (λ) + Adv
DDH1
B3 (λ)
+AdvDDH2B2 (λ) + 2L ·Adv
DDH1
B3 (λ))
= AdvCMH-CRB0 (λ) + n ·Adv
R-wD3DH1
B1 (λ) (33)
+n ·AdvDDH2B2 (λ) + n · (1 + 2L) ·Adv
DDH1
B3 (λ).
By applying Lemma 1, we obtained the stated upper bound. ut
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