The Stark profile of an allowed spectral line interacting with a nearby forbidden transition has received much attention in recent years. Not only is this problem of basic theoretical interest but a thorough understanding of it will provide a powerful diagnostic method of determining plasma densities. Not only the linewidth of a Starkbroadened line but the intensity ratio and relative shift of the two components can be used in a sensitive determination of plasma density.
Introduction
The Stark profile of an allowed spectral line interacting with a nearby forbidden transition has received much attention in recent years. Not only is this problem of basic theoretical interest but a thorough understanding of it will provide a powerful diagnostic method of determining plasma densities. Not only the linewidth of a Starkbroadened line but the intensity ratio and relative shift of the two components can be used in a sensitive determination of plasma density.
In the conventional theory -3 for the computation of a pair of interacting lines, the quasi-static approximation for the perturbing ions and the impact approximation for the perturbing free electrons are ordinarily used. Recent measurements 4 ' 5 have shown that agreement along the allowed line profile is generally good, but the forbidden line 4 appears to be weaker and broader than predicted by theory.
Burgess suggests that ion dynamics, which is ignored in the quasi-static approximation, may be important in 6 determining the profile around the forbidden line. Griem shows that this is indeed so, and calculates in an approximate way the magnitude of the effect. The reduction of the peak intensity of the forbidden line caused by ion motions turns out to be quite appreciable and the effect is stronger, the lower the electron density and the higher the temperature.
In this report we present a theoretical and experimental study of a pair of neutral helium lines that have not been examined hitherto, the 6678 A (2 P-3 D) allowed line and the 6632 A (2 P-3 P)forbidden line. We discuss theory and computations, describe our experimental results, and make comparisons with theory.
Calculations of Line Profiles a. Neglect of Ion Dynamics
The combined profile of the 21 P-3 1D, 31 P allowed and forbidden lines is calculated for a variety of electron densities and temperatures.
Our method follows closely This work was supported by the U. S. Atomic Energy Commission (Contract AT(30-1)-3980).
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Griem's computations of the 23P-43D, 43F pair of helium lines; that is, the perturbing ions are treated in the quasi-static approximation and the perturbing electrons in the impact approximation. Only two states, 3 1D and 31 P, are allowed to interact, and the effect of the 3 1S state is included as a correction.
Within the framework of the above -mentioned approximations, the Stark profile of a pair of allowed and forbidden lines is given by Eq. (16) of Griem's paper. 7 The distribution function of ion field strengths is taken from Hooper. The matrix elements of the operator (, which describes the electron impact broadening, are calculated in the limit of high temperatures where the electrons induce a broadening but not a shift. This is certainly justified for transitions between the 3 1D and 31 P states. For transitions 31 P-3S the high-temperature approximation is rather poor, but the contribution of this transition is small enough to make the resulting error insignificant.
The influence of the 31S state is taken into account in the same way as Grieml did for the 4 3 P state. Since this influence is appreciable only at high field strengths where the 31 P and 3 1D states are well mixed, the 3 1S state is assumed to give rise to a quadratic Stark effect while interacting with the two overlapping 31 P, 3 1D states (at any field strength). This interaction results in a shift of the 31D and 31 P levels away from the 3 S state and an increase in their intensity. For this Stark effect to be truly quadratic, the increase in intensity should be small, less than, say, 10%. We then find from Eq. (27) of Griem's paperl that the maximum permissible field (with the magnetic quantum number m = 0) is approximately 5000 CGS units. If this field is taken to be ten times larger than the normal Holtsmark field, E. = 2.61 eN 2 , where e is the electron 0 17 -3 charge, and N the plasma density, it follows that N ;3 X 10 cm . This means that for densities less than this value, the assumption of a quadratic Stark effect is valid over 95% of the area enclosed by the field distribution function. When the density exceeds 17 -3 1 1 1 3 X 10 cm , the three states 3 S, 3 P, and 31 D should be treated on an equal footing right from the beginning. Now a three-dimensional rather than a two-dimensional secular equation must be solved in order to determine the quasi-static shifts, and a threedimensional matrix must be inverted to obtain the combined line profile arising from both electrons and ions.
The transition 21 P-3 S at 7281 A is of no particular interest to us, since it is an allowed line in a spectral range not readily accessible to measurements; thus, its profile has not been calculated. Note, however, that the third level (43 P) in Griem's work gives rise to the forbidden transition 2 3 P-4 3 P, and this reduces the intensity of the other two lines, 2 3 P-4 3 D, F. In our case, the third level gives rise to an allowed transition, the 21 P-3 1S, which enhances the two other lines through its interaction with the 21 P-31 P forbidden transition. In summary, the main approximations in our calculations are: (i) the quasi-static approximation for the ions; (ii) the impact approximation for the electrons; (iii) the hightemperature approximation in the evaluation of the ) matrix elements; (iv) neglect of the broadening of the lower 21 P level, and (v) neglect of other intermediate states. Let us consider these one by one.
1.
The quasi-static approximation holds for frequency separations AW from the line center in excess of the reciprocal of the average ion collision time, T.
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000U'00~ Ju'0~0 000 600000000000000006 I  I  I  I  L I  I  I  I  I  I I I I I I I I I I  I  I Thus, on the basis of these estimates, we believe that we are justified in claiming that the errors in the computed line profiles do not exceed 10%, on a par with other calculations of this kind.
b. Effect of Ion Dynamics on the Forbidden Line
The total integrated intensity of the forbidden line is determined mainly by the perturbing ions which have been hitherto treated quasi-statically. The colliding electrons, 4 on the other hand, spread out the line and determine its shape. Recently, Burgess suggested that ion motions may be important at and near the peak of the forbidden line. This effect is expected to be more prominent at low plasma densities where the line is narrower; here the frequency range around the peak where dynamic effects are important constitutes a larger portion of the line shape (the range Ac over which the impact 1/3 approximation applies varies as N , whereas the linewidth varies as N).
There is still no comprehensive theory that properly includes the dynamics of the ions. Recently, Griem 6 has calculated a forbidden-line profile in which the ions are QPR No. 102 treated in the impact approximation; the plasma density is assumed to be sufficiently small that the linewidth of the forbidden line is much smaller than the frequency separation A between forbidden and allowed lines. The final profile is a convolution of profiles that are due to the electrons and the ions. The former is taken to be a dispersion profile of halfwidth w, which is the appropriate diagonal matrix element of the impact operation c. The latter is calculated from the impact approximation of a single perturber (binary collision) in which the electron velocity is replaced by the ion velocity, and the ion temperature is assumed to equal the electron temperature.
The total integrated intensity of the forbidden line is then adjusted to be consistent with the quasi-static calculation described above. This means that ion collisions merely change the line shape but not its over-all intensity.
In reality, the quasi-static ion shifts make the line asymmetric, but this effect is not considered in the present theory.
Therefore only the gross features of the recalculated forbidden-line profile can be compared with the earlier theory or with experiment.
Subject to the above limitations, the "ion" profile of the forbidden line is given by
The function a( Iz ) of Eq. 1 is defined as The gate can be set to any desired time delay relative to the time the laser is fired. This enables us to probe the entire afterglow history of the slowly decaying plasma. All measurements reported here, however, were made at a fixed time of 5 ps. Detailed spatial and temporal properties of the plasma will be reported elsewhere.12
Here we need only point out that the plasma is quite symmetrical about the major axis As is well known, the profile also depends somewhat on the electron temperature, and we deduce this quantity from the intensity ratiol4 of the following ionic and atomic lines:
HeII (4686 A) and Hel (5876 A).
We believe that we can measure plasma density to an accuracy of better than 15%. The measured apparatus width is generally much smaller than that of the observed lines and can usually be neglected. When this neglect is not The lines represent theoretical profiles calculated and normalized to best fit the allowed line. We note that this fitting procedure yields still another independent value for the plasma density. It is reassuring that these densities agree within 15% with the densities deduced from the Stark-broadened 4713 A HeI line (see Fig. VI-4 ).
We see from In conclusion, we see that ion dynamics seems to explain the main differences between experiment and the conventional theory used in calculating Stark-broadened forbidden lines. A final test awaits a more comprehensive theory. Until then, the combined profile of allowed and forbidden lines can be safely used for plasma density determinations, provided only that the results given are appropriately augmented by the correction factors of Fig. VI-2 The successful operation of plasma devices for fusion power will depend upon the production of high-temperature plasmas in a confined volume. A major limitation on the heating currents in Tokamak-type devices is the problem of MHD kink modes of the system, which become unstable at certain threshold current values, with a resulting loss of plasma and energy.
One possible solution to the problem is feedback stabilization of the system. Because such a system would require very large feedback currents and bandwidths, it is most practical to use nonlinear feedback in the form of switches rather than linear amplifiers.
We therefore envision a Tokamak device, enclosed in a conducting shell, with feedback current straps projecting into the vacuum region between the plasma and the shell.
A sensing signal is generated for each strap which is a weighted average of the local displacement of the plasma surface. This signal is operated on in some nonlinear fashion, feedback currents flow in the strap, and the result is an additional force on the plasma surface. This force is distributed locally according to a second weighting function. Clearly, with a finite number of sensor outputs, the state of the entire system is not known. Thus much of optimal control theory is not applicable here.
We must now answer certain questions before designing our feedback system. How will feedback affect the stability of the equilibrium? How much current will be needed?
How fast must these currents be switched? How many straps are needed, and what is the best geometry for sensing and forcing?
Once these questions have been answered, more pointed conclusions about feasibility, hardware, and experimental questions can be drawn. To approach these questions, we shall first extend the energy principle for hydromagnetic stability to systems with nonlinear feedback. We shall then develop a general description of switched, or "bang-bang" feedback, with stability criteria and design considerations. Then we shall apply our results to a proposal for feedback stabilization of the M. I. T. Alcator device, a high-field Tokamak now under construction.
Notation
Perturbations of the plasma are denoted a(r, t), where r is the position in terms of a periodic cylindrical model, with coordinates 0 < r < a, 0 < 0 < 2w, and 0 < Z < 2-rR.
Here a and R are the minor and major radii of the torus. Equilibrium mass density p, The system is diagrammed in Fig. VI-7 . 
------
LINEARIZED
(4)
If velocity feedback is also force of the form desired on S 1 it is assumed to be an additional
with D K defined analogously in terms of AK(r) and (r, t).
Extension of the Energy Principle
Derivation of the energy principle is rather lengthy and will not be repeated here.
Instead, we shall describe the derivation of the equation governing the behavior of each mode amplitude in the presence of externally applied forces. Viscous effects are added later.
The MHD equations of the linearized system can be used to eliminate all variables except the displacement, thereby resulting in the form 
Here the last term, B V , represents any viscous effects in the system, with B V > 0.
The first term in B is due to velocity feedback and has the same damping effect as viscosity. Thus, to avoid pumping energy into the system, we want to design our sensors and enforcers so that Ek(r) = Dk(F). Similarly, looking at the second term in B we want EK(F) = DK(F). This tells us that the spatial weighting of the sensing and asso- 
K=1
This form of nonlinear feedback has several advantages. It is much easier to implement at high power and bandwidth than linear feedback, and it dominates the dynamics of the system for small perturbations, as can be seen from (7) and (10).
Stability
We then ask, given a system with its modes and growth rates known, how many feedback stations are needed, and how should they be designed for most efficient stabilization ?
To answer these questions, we order the modes by ascending algebraic order of w2 2m Let M be the (finite) number of modes with nonpositive values of W2. We use Lyapunov stability theory, with the state of the system described by the mode amplitudes a (t) and 2 l2 me look velocities a(t).
The norm of the state is defined as I2 2 1/2 = We look for a region of stability in this space, such that if the state of the system lies inside this region at sometime t = 0, then its norm will be bounded for all time. This will be true if we can show that for all S in the region of stability, where S is the state The first condition is clearly true from (7) and (10) for any S. We might use velocity feedback to insure its being satisfied for small mode velocities if nonideal effects such as time lag in the feedback system lead to negative terms in B.
The second condition will be satisfied for sufficiently small IS (stability of the null)
if we can guarantee that
for all S such that the feedback is unexcited; that is, U = 0, or D K = 0 for all K. Note that if there were no feedback the condition above simply says that all modes of the system must be stable, and so agrees with the energy principle.
To test for null stability, given a feedback configuration, we use D K = 0 to solve for the a m , m < N in terms of the other mode amplitudes. Then we substitute in ,IJ and use Sylvester's test for positive definitives of the quadratic form. This test will require only a few calculations in most cases, although the full matrix is infinite dimensional.
Further manipulation of this form shows that N = M is the minimum number of feedback stations needed. For instance, by letting each station pick out one mode, N = M is clearly sufficient for that design. We also learn that the design criterion for efficient stabilization is that our feedback have maximum coupling to the first N modes, with minimum coupling to all others. We also require that the separate feedback stations be linearly independent in their spatial distributions. More rigorous treatment shows that we wish to maximize det A, where A.. = A ,
m and N > M. If practical considerations restrict the design so that the quadratic form "P is not positive definite, so that the null is not stable, then it can be stabilized either by improving the design of AK ( 7 ) or by increasing the number of stations beyond M. Note that, if two unstable modes have exactly the same spatial variation on the surface, det A = 0, and there is no way to stabilize the system with surface feedback alone.
Thus if such modes exist and cause serious disturbance to the system, volume
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feedback is required. Generalization of these results to feedback distributed through the volume is not difficult, but physical realization might well be.
Velocity feedback alone can never stabilize an unstable system. Velocity feedback augments viscous effects, however, in minimizing the errors of small time delays and hysteresis in the feedback loops. These effects can be expressed as a negative contribution to B, and are nonzero only for small values of the discriminant. Thus, for any feedback scheme to work, its time delays must be a small fraction of a typical time constant of the system.
Region of Stability
How large a disturbance can be stabilized with this feedback scheme? The answer is best expressed as a region in the state space, such that if the system is initially at any point in the region it will have bounded response for all time. This region is enclosed by some surface. We look for a surface E(S) = Eo, enclosing the origin, such that any initial state within this surface is within the stable region. The value of E is which converges quickly for well-designed systems. Thus, given information about the expected amplitude of disturbances, the required feedback force F K can be calculated.
One other possible variation should be noted. If the system can be taken as incompressible, and if feedback stations cover the entire surface S, then it is possible to design the system so that it only exerts force in one direction:
DKI
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The result is that the first term in (14) has no net effect, and so the effective bangbang force is half that which is applied.
Alcator
The proposed Tokamak-type device now under construction at M. I. T. is a possible application of the above-mentioned feedback scheme. It is a toroidal device, with the 3 following approximate projected operating range : The purpose of putting feedback on such a device would be to alter the dynamics so as to lower the value of q consistent with stability of the surface. As long as there is a vacuum region between the conducting shell and the plasma, q > some qo will be a limitation on the heating current. Ideally, feedback would allow any value of heating current without instability of the surface.
We have a modelling problem in designing this system. Theoretical predictions of growth rates are unreliable and depend critically upon the radial current distribution, which is difficult to measure. Therefore we shall choose a simple uniform current distribution (JZ(F) = constant), and assume these results to be approximately correct for real situations. We take our modes to be expressed as a Fourier transform of the normal surface perturbation and let the radial variation adapt itself to satisfy the-equations of the system. Thus on S, The time cT = 1 = 1. 2 10 s represents the maximum time scale that we can afford to allow in feedback time lag, because of switching, processing, and so forth.
In addition to these modes, there may be others (j) with the same m and n, but more complex radial dependence. These are all stable, or nearly so. In certain ranges 0 of operation near q = -1, however, theory predicts that these modes can combine with the original kink mode to produce an unstable perturbation, with zero surface deflection but unstable internal behavior. We refer to these combinations as internal modes, since they satisfy the equations of the system with a new boundary condition namely, r(a) = 0.
Such internal modes, if unstable, represent a severe limitation on surface-coupled feedback. They represent the limit of the null stability test mentioned above, where only mode amplitudes of the m = n = 1 modes need be considered. If they grow without limit, eventually such modes will overwhelm the feedback, and enter a new phase of growth dominated by the fast-growing kink. It is quite possible, however, that mechanisms not included in our model will stabilize such modes before they get out of hand, QPR No. 102
since their growth rate is small. This must be verified by experiment.
We shall assume that the long-wavelength modes analyzed first are the only ones present. Then we can use (12) and (13) to calculate the magnitude of feedback needed for expected disturbances to lie within the region of stability.
The first thing we notice is that a' becomes very small and makes little contribu-2 m tion to E when wm becomes large and positive. For m/n * 1 this is the case, so we o m can ignore the effect of these modes. Then we note that for high m and n numbers, even if m/n = 1 and our model predicts instability, we expect other effects (such as finite Larmour radius) to stabilize such modes. So, for a first approximation, we shall assume that m = n = 1 are the only modes that we need consider. If experiment proves this wrong, then modification is clearly possible, but present available results do not contradict this assumption.
We therefore have two unstable modes, from i = 0 and i = 1. This implies two current straps if we can both push and pull on the plasma, or four if we can only push. The first would be an option if we rely on a forcing term H o 0 Hf on S and reverse the cur-2 rent. The second is possible also from a term H F , which can be significant with bangbang feedback. All other higher terms can be ignored if HF << H o The first option would appear to require the least current, but, as we shall see, its contribution vanishes at the interchange condition. This aspect will be discussed later. To do so, we use (12) We denote the coupling term AKm for i = 0 or 1, n = m = 1 by AK1. We must now evaluate the coupling coefficients AKm and determine the currents needed. Equation 12 requires that FKAK = 8 X 103 N.
To simplify the evaluation of FKAK11' we note that 
A where A l l represents the perturbation vector potential attributable to 11 without feedback, and AFl1 the perturbation of the feedback field alone. We must then place wires so that current will flow along vector potential lines, and so that the current is determined by the flux linked by the wire.
For velocity feedback, our integral becomes E11 *F' where E11 is the elecaA 1 11 tric field at , because of the perturbation, without feedback added. Linear velocity feedback is properly applied by any slightly conducting substance inside the conducting shell, so that its resulting aHF/Ot creates an electric field much smaller than the perturbation field. Our damping interpretation corresponds to standard energy perturbation results.
A A
We must now estimate the vector potentials A11 and AF11 at the feedback wires.
Since R -a << a, we may model the vacuum region as a planar geometry. Analysis of A W All, the perturbation vacuum potential, shows that it divides into two parts, one irrotational and one solenoidal. The irrotational part produces an electric field with E = -V, where for any mode m and n,
Coupling to this field would have to be electric, and so is relatively small for realistic feedback fields.
The solenoidal part produces the perturbation magnetic field. This vector potential is given by k(nO mz)(m+nq) H (a) sinh K(r-R W) 5rm(a)
This is the term to which we can couple.
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We should notice several things about the potential. First, it points along flutes of the surface perturbation and parallel to the equilibrium surface. Thus, this is the direction in which our feedback currents should go, as far from RW as possible, to maximize the term Ho • HF (see Fig. VI-8) .
Second, the term vanishes when m + nq = 0, so such feedback will not affect the interchange modes. Thus, this term will dominate situations far from the interchange situation. We can simply replace the factor with K * HF(a). This means that, to maximize the 2 H F force term, the feedback field should be perpendicular to the flutes, and the feedback currents parallel to them. We therefore see that this geometry is also optimum 2 for feedback contributions of the H F term. To the extent that HF(a) can be approximated as a constant, this geometry gives
If the total current in the strap is limited, then clearly we want it all to flow in a wire sitting at maximum vector potential, to maximize (20). Let us assume that the The two are quite close.
In fact, the value of q at which we assumed we were QPR No.
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operating is close to the "break point" between the two extremes. As q --1, the nonlinear term dominates.
When designing the feedback straps, a major consideration will be to minimize the inductance, to avoid arcing during switching transients. This involves maximizing (20) 1 2 while minimizing the integral over Vo of 2 [oHF . We can see that a single wire, or impulse of current, would cause very large local magnetic field energy and so is not a good choice.
To explore the modification, we assume KF to be distributed in a plane parallel to the equilibrium plasma surface. Its Fourier components produce corresponding components of magnetic field and, since they are orthogonal over the vacuum region, their energies add. Thus, to minimize inductance, we want to distribute the current sinusoidally to match the vector potential and surface perturbation. This is just the distribution of current that occurs on the conducting sheath, a form of linear feedback. Thus the effect of the HF , Ho type of feedback is to make the conducting sheath appear arbitrarily close to the plasma, as increasing the gain of a linear feedback system, if such were contemplated. Its maximum effect is that of a wall as RW -a, and this is the effect of bang-bang on the modes m = n = 1. 2 Note that the use of H F feedback lets us do even better, by stabilizing interchange modes that are unaffected by a wall arbitrarily close to the plasma.
We also note that the spreading of feedback currents over a sinusoid results in a A decrease in effectiveness because not all the current is at maximum A.
This will roughly cancel the addition of terms in our calculation of current, if the current in a strap is equated to the positive half-cycle of a sinusoid. The resulting inductance for such a scheme is approximately 1. 3 X 107 H. Assuming the rise time of 1. 2 < 10-7 s, this gives voltages of 33 kV during switching; difficult but not impossible to work with.
Thus, we would. design our feedback so that the currents flow just above flutes in the surface (J X H r > 0). For 1-cm perturbations, we require that approximately 30, 000 A be switched in less than a tenth of a microsecond. This would be difficult, but not impossible. Certainly at these currents, linear feedback would be far more difficult. Our experiment would look for increased confinement time, and check assumptions that modes with fast spatial variations will be damped.
In conclusion, we can see that the analysis of nonlinear feedback to continuous systems is quite workable. It applies to some very important physical situations, and can be used with various degrees of approximation. In application to Alcator, it appears -feasible to use bang-bang feedback in order to allow lower values of q, while preserving finite separation between plasma and conducting shell. The region of q-operation desired will determine the feedback mode of operation.
Introduction
In the last quarterly progress report1 a guiding center model of the kink instability in a uniform current plasma cylinder was presented. By using this model, a stability criterion was obtained which included the effects of external feedback currents. In this report we shall consider a plasma in which the current is concentrated in a thin sheet at the plasma vacuum boundary.
A stability criterion is derived by extending the analysis of a sheet pinch in a strong longitudinal magnetic field presented by Kadomtsev 2 to include external feedback currents. We shall show that the feedback requirements for the m = 1 mode are the same for both the uniform and thin-sheet current distributions.
Sheet Pinch
The cylindrical column, radius a, is immersed in a strong axial field BZ and separarated from the feedback currents at r = b by a vacuum region. The surface current at r = a produces the field 
we find that Eq. From this comparison between the uniform and thin-sheet currents we see that the criteria for stabilization of the higher order modes are dependent on the current distribution and on q. Criteria for feedback stabilization of the m = 1 mode, however, are the same for these two distributions and independent of q (depending only on B and k which 6 z z is fixed in toroidal geometry). Shafranov 6 has stated that the growth rate for the m = 1 mode is independent of current distribution. Hence we speculate that the feedback requirements too are independent of current distribution for the m = 1 mode.
R. S. Lowder, K. I. Thomassen
ALCATOR LOWER HYBRID-HEATING EXPERIMENT Introduction
A unique feature of the M.I. T. Alcator experiment will be the application of a highpower, S-band beam whose primary purpose will be to heat the plasma to temperatures significantly higher than those attainable by ohmic heating. In addition to providing additional energy input, this experiment will give rise to related experiments that will be of great interest. For example, by modulating microwaves it may be possible to couple to low-frequency modes, thereby changing the population level of trapped particles. Also, by pulsing the radio frequency and observing the resulting energy rise and decay times, it should be possible to make simple and direct measurement of these important times. Finally, the presence of RF should enhance the classical plasma resistivity, thereby increasing energy absorption from the confining current.
A scheme for plasma heating at the lower hybrid frequency was described several years ago by Stix.1, 2 In this scheme RF energy excites a wave at the plasma boundary, which then propagates nearly perpendicularly to the magnetic field. This wave, which rapidly becomes electrostatic, is slowed down still further as it propagates into the vicinity of the lower hybrid resonance.
The ultimate fate of the wave is still the subject of speculation; cold-plasma theory predicts complete absorption, independent of the absorption mechanism. Stix has pointed out that the wave can convert at the hybrid resonance to an ion plasma wave, which might then be absorbed by cyclotron-harmonic damping or, as seems more likely, In this report we discuss some aspects of the proposed heating experiment.
We first re-examine the accessibility condition, that is, the criterion for insuring that the wave approaches the resonance from a region of propagation rather than evanescence.
This condition was first given by Stix; however, we give a somewhat less stringent condition. We calculate the impedance presented to an electromagnetic structure at the lower hybrid frequency. The density gradient can act as an impedance transformer, with the result that a reasonable impedance is presented to the structure. Finally, the mechanism by which the energy is transported to the resonant layer is investigated. We find that for a gap excitation, the disturbance "propagates" nearly parallel to the mag-1/2 netic field, at an angle ~(m/M) 1 . This is so because the group velocity is nearly perpendicular to the phase velocity, as it is for any electrostatic cold-plasma mode.
Accessibility Condition
The lower hybrid resonance is a wave resonance (as opposed to a particle resonance) which occurs for a wave propagating essentially perpendicular to the magnetic field. For most laboratory plasmas, the resonant frequency is well below electron cyclotron frequency but well above ion cyclotron frequency. The resonant frequency is, in general, a function of density and magnetic field, but for Alcator parameters occurs nearly at the ion plasma frequency.
Thus the heating scheme is to launch a wave at the liner, in the region of low density from whence it propagates to the core of the Alcator plasma where the energy can be absorbed at a point where the local ion-plasma frequency becomes equal to the applied frequency. For the scheme to make sense, it is essential that the wave be propagating, rather than evanescent, from the wall to the resonant layer. This condition has been called by Stix the accessibility condition.
The question of accessibility can be handled appropriately by cold-plasma theory, since, as we shall see, the phase velocity of the wave parallel to the magnetic field is fast; that is, nearly c, while the wavelength perpendicular to the magnetic field is large compared with either the ion or electron Larmor radius, except in the immediate neighborhood of the resonance. Thus we first examine the dispersion equation for waves in a cold plasma. This can be written in the form that a significant fraction of the wave energy will be deposited in the ions. Also, we note that the location of the resonant frequency at an ion-plasma frequency in the microwave region where the free-space wavelength is less than the diameter of the plasma distinguishes the Alcator lower hybrid-heating experiment from all of the lower hybrid work done thus far, in particular that of the Texas group.3
Returning to the accessibility question, we note from Eq. 1 that as K±-0, the resonant root is given by
In approaching the lower hybrid resonance through values of density below the critical value, that for which K 1 = 0, we observe that KI > 0 while both KI 2 and K are negai x r e tive. So a necessary condition for approaching the resonance from a region of propaga-
o tion is n > where K and K are the values of K and K at the critical density. z
Detailed investigation reveals that this condition is not sufficient, since even if it is satisfied, a region of complex waves, which carry no power, may be encountered between the wall (zero density) and the resonant density.
2
In order to examine the dependence of n or n and density, we rewrite the elements x z of the dielectric tensor in the form 1 =l-n Kx j n (5)
where n = n/n o , the ratio of density to critical density, p - 
2 For Alcator, this requires n2 > 1. 3, which is a little less restrictive than the condition given by Stix, which for this case is n z > 2 1 + When Eq. 6 is satisfied, the solution of the dispersion equation has the appearance shown in Fig. VI-9c . Note that for very small n, a small region of evanescence is found in the resonant mode because at zero density evanescent waves must occur for n > 1. This may be investigated by neg-2 2 z lecting K (which is proportional to n ) in Eq. 1 and then factoring to obtain
The mode of interest is that associated with the second factor. Hence, for very low density,
For n greater than a , KII < 0, and the mode becomes propagating. For moderate 2 2 n (>Z), n x is adequately given by Eq. 8 right into the resonance region, providing which is equivalent to Eq. 8, since K << K ( <<a).
To summarize, we find that addition of a relatively small component of wave number parallel to the field allows the mode to propagate parallel to the density gradient and into the resonant zone.
Although there is a region of evanes--1 m cence, it is very small, occurring for n < a or n < n o , where n is the resonant density.
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Finally, let us inquire into the polarization of this mode. The fields are given by n n E z x E (9a) n -K and -K E 2 2 E.
Sn +n -K x x z I In the low-density limit for which the dispersion equation factors as given in Eq. 7, the modes separate with only E nonzero for the mode corresponding to the first factor,
and only E and E nonzero for the mode associated with the second factor. As the latx z ter mode is the resonant mode, this implies that the launching structure should create an electric field parallel to the plane determined by k and B. This is somewhat surprising because, with n = 0, the resonant mode (extraordinary mode) has E perpendicular to k and B. Physically this is due to the profound influence of electron currents flowing parallel to the magnetic field which are induced when k has a component parallel to B.
Coupling Impedance
These results suggest that the heating mode should be launched from a coupling structure having most of its spectral energy in wave numbers such that nz > 1. Also, the z polarization should be such as to launch a mode with E parallel to the plane of B and k. We shall now calculate the impedance of such a structure, in order to see if launching from an electromagnetic structure is feasible.
The problem to be considered is illustrated in Fig. VI-10 , which shows a cold turns out to be of the order of 50 2. Note that although KI' l o is not known accurately, the third power makes the impedance relatively insensitive to the density scale length. We note also that the impedance is capacitive, having an angle of -30' for Z << 1.
Finally, we calculate the electric field, given a boundary condition of specified electric field at x = 0. We have E = K 2 (Bi(v /3(a-x))+ jAi(v /3(a-x))). Propagation from a Gap
As we have mentioned, the ultimate energy absorption mechanism is still open to question. Even before the energy propagates into the resonance region, it is possible for the pulse to propagate in a rather tortuous path. This is a manifestation of the fact that the group velocity of this mode turns out to be perpendicular to the phase velocity.
Since the phase velocity is nearly perpendicular to the magnetic field, the group or 
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wave numbers cannot propagate. For k W << 2, that is, W <<X, this has the effect of removing a small constant component from E, so that the function f(u) has the appearance shown in Fig. VI-11lb (it becomes oscillatory for u > X). Consequently, g(u) is as shown in Fig. VI-12 . For this excitation, we find the presence of a logarithmic singularity in the electric field. Similar effects have been predicted previously by Keuhl, 4 and observed experimentally by Fisher and Gould.5 Hence we anticipate that strong RF fields may pervade the entire torus, even though the excitation is highly localized.
Also, the axial electric field strength should be enhanced over its value in the gap, although we would expect the logarithmic singularity predicted here to be washed out by collisional processes. The absorption mechanism and the nature of fields near the resonance layer remain to be investigated.
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