In this paper, Faster R-CNN was used to recognize the number on the license plate for distinguishing the traffic violation about the license plate restrictions in some cities. Inputting the preprocessed license plate images into a multi-layer convolution neural network, we got the feature maps. Connecting these feature maps to a region proposal network (RPN), the network can output the information about the location and the classification of the license number. With the help of a program that can realize the detection of the last digit of license plate, we can judge whether the car should be restricted or not. The experimental results showed that the Faster R-CNN can recognize the numbers on the license plates in different conditions and judge the last number with good accuracy and robustness.
INTRODUCTION
Nowadays some cities carry out the traffic control according to the last digit of license plate to relieve traffic pressure and reduce the emission of vehicle pollutant. In some cities, the policy is limited to the parity of the last number, while other cities practice daily restrictions on the specific numbers. As a result, accurate identification of the license plate, especially the number on license plates, is very important.
In the traditional method like Easypr, the results will be affected by clarity, angle, illumination and occlusion, so getting the desired results requires high level of processed images. Because the target detection process is tedious, and the accuracy is not good, the traditional method cannot work well. Deep learning with great development space is now a promising research direction, the common methods are CNN [2] , R-CNN [3] , Fast R-CNN [4] and so on. Faster R-CNN [1] is one of the deep learning architecture, it is an end-to-end network, fast and accurate in identifying and classifying problems.
In this paper, we took into account the license plates of various circumstances, such as the clarity, the shooting angle, lighting conditions and the cover conditions. And Faster R-CNN was used to recognize each numeric character on the license plate. Firstly, convolution neural network was used for image feature extraction. Secondly, Region Proposal Network (RPN) was used to output rectangular box for target proposal. Thirdly, the Faster R-CNN was used to classify and position fine, get the exact location of each number on the license plate, recognize the number type, finally, put these numbers according to the coordinate order, recognized the last number accurately and judge whether it is legal. So far, the purpose of the experiment was achieved.
FASTER R-CNN
We know that the Fast R-CNN has improved the detection accuracy, but it is slow. However, in Faster R-CNN, the regional proposal network(RPN) is combined with the Fast R-CNN network to improve speed, and the RPN replace the Selective Search [5] algorithm of Fast R-CNN [4] . The training flow chart of Faster R-CNN is shown in Figure 1 .
While in the feature extraction process, we used the ZF [6] (mini) and VGG-16 [7] (large) two kinds of networks respectively as the front-end web of Faster R-CNN in this paper. For ZF, there are 5 shared convolution layers in it, and it generalize well to other datasets [8] . And there are 13 shared convolution layers in VGG-16. We input an image, through the multiple convolution layers, get a feature map. After the last convolution layer, a fully convolutional network-RPN, substitutes for the full connection layer of the classification network. The RPN takes back propagation and stochastic gradient descent(SGD) [9] for end-to-end training [10] .
Minimizing the objective function follows the multi-task loss in Fast R-CNN [1] . For an anchor, we define the loss function [4] as:
pi is the predicted probability of the object, ti = (tx , ty , tw , th) is the coordinate of the region proposal boxes, ti* is the coordinate of the ground-truth box. IOU ＞ 0.7, pi* = 1, the corresponding anchor is positive. On the contrary, IOU ＜ 0.3, pi* = 0, the corresponding anchor is negative. 
EXPERIMENT Experimental Dataset Preprocessing
In our experiment, we chose 900 different vehicle images which were photographed in different conditions, different shooting angle, different illumination and different resolution for more realistic testing requirements.
We located the license plate portion in the whole picture, and processed the license plate data according to the format of PASCAL VOC2007 [11] . There were 2 to 5 numbers in each license plate image, and the numeral part of the data image were framed to get the ground-truth boxes, and we saved the location of these boxes. The license plate image data were divided into training set and test set, with 800 of them as training and validation dataset, and 100 as test dataset. The 100 test data were divided into two types, in one type the 50 images were clear, bright, and not too skewed, in the other type the 50 images were vague, skewed, dark or reflective.
The Experimental Results
In our experiment, we used ZF and VGG-16 network separately, and the standard for testing is the mean Average Precision (mAP). We trained our dataset by setting different parameters such as iterations, learning rate and so on, for the best result. TABLEI shows the recognition accuracy of training result with ZF network, when we used 500 images for training, the mAP is 0.9682, and it's 0.9904 when we used 800 images for training.
It is observed that increasing the number of training data will improve accuracy. So in the following experiments we selected 800 samples for training. In the end, we got the mAP of 0.9904 by using the ZF network, while the mAP is 0.9990 by using VGG-16, the comparison results are also shown in TABLEI. Next, we used the better training model to test the data. When we input the license plate images, we can get the target boxes for numeric characters. The experimental results are shown in Figure 2 (a), we can see that the numeric characters in the license plate are selected by the target boxes individually. We set a threshold to control the display of the target box, the target box of which confidence coefficient is higher than the threshold value will be judged as a target, and the target box will be shown in the image, in contrast, below this threshold, the target box will not be shown.
At the same time, we took the traffic control rule according to which the car is limited by the parity of the last number in the license plate as an example to design a judging procedure. The numeric characters selected by the box are arranged in sequence, and then the last number is judged to be odd or even. As shown in Figure  2 (a), we set the threshold for 0.7, the final recognition is 00001, and the tail number is judged to be odd and it's shown in the upper left corner of the image, according to the rule on certain day, we can judge whether it is legal in that day.
In the case of 800 training samples with VGG-16 network, we tested the 100 images testing dataset. 50 images which are clear, bright, and not too skewed can be denoted as type 1, the other 50 images which are vague, skewed, dark or reflective can be denoted as type 2. Four of the recognition results and judgements of the type 1 are shown in Figure 2(b) . Four of the recognition results and judgements of the type 2 are shown in Figure 2(c) .
We defined the accuracy of all the numbers in the license plate as the recognition rate 1, and the accuracy of whether the license plate is illegal as the recognition rate In our testing dataset, for type 1, there are 49 images in which the numerical characters are recognized accurately. There is only one numerical character which is omitted in the image shown in the left of Figure 3 . So the recognition rate 1 of type 1 is 98%, which is shown in the TABLEII. All the tests for whether the license plate is illegal are correct, so the recognition rate 2 of type 1 is 100%. For type 2, there are 43 images in which the numerical characters are recognized accurately, the recognition rate 1 of type 2 is 86%. All the tests for whether the license plate is illegal are correct, so the recognition rate 2 of type 2 is also 100%. For the whole 100 images, the comprehensive recognition rate 1 is 92%. However, the error of several numerical characters will not affect the final checking on the violation, so the comprehensive recognition rate 2 is 100%. Some of the error results are shown in Figure 3 . The reason for the error results is that several number characters are omitted or several English letters are regarded as number characters.
We take the traditional Easypr method as a comparison. In Easypr method, firstly the pre-processed image is performed by binarization and grayed out. The second step is segmentation, the characters are separated according to the contour, and arranged in a sequence. At last, the characters are recognized with the trained ANN character recognition model. The experimental results of the traditional method show that 32 images are recognized correctly in the 50 nice condition images of type 1, the recognition rate is 64%, but only 6 images are recognized correctly in the 50 bad condition images of type 2, the recognition rate is 12%. As shown in the TABLEII, the comprehensive recognition rate is 38%. In the case of tilting or blurring and occlusion of the license plate, the binarization will be affected, then the error will occur in the segmentation and resulting in the failure of the correct recognition.
CONCLUSIONS
In this paper, Faster R-CNN was used to recognize the number on the license plate for distinguishing the traffic violation of license plate tail number restriction. The experiment results show that the method of this paper is able to make full use of the Faster R-CNN target detection. In different conditions, such as different inclination, illumination, and degree of fuzzy, this method is feasible and can accurately identify the number of plates and mark the location of the numbers in the license plates. But due to the limitations of experimental data, there are still some errors in bad image conditions. We believe that add more data to train the Faster R-CNN network, the result will get better. The method is simple, and has a good application prospect in the license plate violation test.
