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Abstract. We study expansions of the Weak Monadic Second Order theory of (N, <) by
cardinality relations, which are predicates R(X1, . . . , Xn) whose truth value depends only
on the cardinality of the sets X1, . . . , Xn.
We first provide a (definable) criterion for definability of a cardinality relation in (N, <),
and use it to prove that for every cardinality relation R which is not definable in (N, <),
there exists a unary cardinality relation that is definable in (N, <,R) and not in (N, <).
These results resemble Muchnik and Michaux-Villemaire theorems for Presburger Arith-
metic. We prove then that + and × are definable in (N, <,R) for every cardinality relation
R which is not definable in (N, <). This implies undecidability of the WMSO theory of
(N, <,R).
We also consider the related satisfiability problem for the class of finite orderings,
namely the question whether an MSO sentence in the language {<,R} admits a finite
model M where < is interpreted as a linear ordering, and R as the restriction of some
(fixed) cardinality relation to the domain of M . We prove that this problem is undecid-
able for every cardinality relation R which is not definable in (N, <).
Introduction
The Bu¨chi-Elgot-Trakhtenbrot Theorem [5, 9, 26] states the equivalence between rational
languages and relations definable in the Weak Monadic Second Order theory of the struc-
ture (N, <) (for short: WMSO(N, <)), and yields decidability of this theory. As an easy
consequence, the satisfiability problem for Monadic Second-Order (for short: MSO) logic
over the class of finite orderings is also decidable. These results initiated the development
of many logical formalisms for the specification and automatic verification of systems (see
e.g. [13]).
A natural issue is to add expressiveness to WMSO(N, <) while keeping good properties
such as robustness and decidability. Bu¨chi proved that MSO(N, <) is also decidable [6].
Since then, there have been many works on (un)decidable extensions of WMSO(N, <) and
MSO(N, <). Let us state some classical examples. It is known that WMSO(N,+), and
even WMSO(N, <, x 7→ 2x), are undecidable [23]. Elgot and Rabin study in [10] the MSO
theory of structures of the form (N, <, P ), where P is some unary predicate. They give
a sufficient condition on P which ensures decidability of the MSO theory of (N, <, P ). In
2012 ACM CCS: [Theory of computation]: Logic.
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particular the condition holds when P denotes the set of factorials, or the set of powers of
any fixed integer. The frontier between decidability and undecidability of related theories
was explored in numerous later papers (see for instance [20]).
Another approach is to extend WMSO(N, <) with predicates which express cardinality
relations between finite sets. One can consider for instance the equi-cardinality relation
|X| = |Y |, which we denote by EqCard(X,Y ). On the one hand, Feferman and Vaught
proved [11, Theorem 8.2] that WMSO(N, EqCard) (without <) is decidable, by reduction to
Presburger Arithmetic; the interested reader can find applications of this result to constraint
databases [22] and verification [16]. On the other hand it is easy to show that + and ×
are definable in WMSO(N, <,EqCard), from which we get undecidability of the theory
(see Proposition 3.1). Klaedtke and Ruess [15] extend the undecidability result to the
case where EqCard is replaced by any predicate R(X1, . . . ,Xr, Y1, . . . , Ys) which holds iff
|X1| + · · · + |Xr| < |Y1| + · · · + |Ys|. They also introduce the notion of Parikh automaton,
which allows them to obtain decidability results for some syntactical fragment of the logic.
The above results suggest that one cannot add very expressive cardinality relations
to WMSO(N, <) while keeping decidability of the theory. Bruno Courcelle suggested to
consider the case of predicates RA(X) which hold iff |X| belongs to some (fixed) recursive
set A ⊆ N. The study is interesting only if A is not ultimately periodic, since otherwise
RA is already definable in (N, <). For which such sets A can we obtain decidability of
WMSO(N, <,RA), and decidability of the related satisfiability problem ? In [8, Section 7.5]
it was shown that if A is the union of powers of 2 and powers of 3 then the satisfiability
problem for the corresponding logic over the class of finite orderings is undecidable. The
proof goes by interpreting grids. It follows that WMSO(N, <,RA) is undecidable. The
general case was left open.
In this paper we show that these undecidability results hold for every set A ⊆ N
which is not ultimately periodic. We prove actually that they hold for any non-trivial
expansion of WMSO(N, <) by a predicate R(X1, . . . ,Xn) whose truth value depends only
on the cardinality of the sets X1, . . . ,Xn. We call such predicates cardinality relations. The
predicates RA, EqCard, as well as Klaedtke-Ruess’ predicates which we discussed above,
are examples of cardinality relations.
In Section 2 we provide a characterization of cardinality relations which are definable
in WMSO(N, <). Then we prove in Section 3 that for every n-ary cardinality relation R
which is not definable in WMSO(N, <), there exists a unary cardinality relation R′ that is
definable in WMSO(N, <,R) and not in WMSO(N, <). We also prove that + and × are
definable in WMSO(N, <,R′) for every unary cardinality relation R′ which is not definable
in WMSO(N, <). As a corollary we obtain undecidability of WMSO(N, <,R) for every
cardinality relation which is not definable in WMSO(N, <).
In Section 4 we turn to the finite-model-theoretic version of the problem, i.e. we consider
the same logical formalism but we interpret MSO formulas over structures of the form
(D,<D, RD) where (D,<D) is a finite initial segment of (N, <) and RD is the restriction of
some fixed cardinality relation R to D. We prove that for every n-ary cardinality relation
R, if R is not definable in WMSO(N, <) then the satisfiability problem for MSO logic
over the signature {<,R} is undecidable. This solves in particular Courcelle’s question for
predicates RA. The proof essentially consists in defining arithmetic on (arbitrarily great)
initial segments of the domain. We also study some particular cases of cardinality relations
R for which we can define + and ×.
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The results and techniques of the present paper (mainly Sections 2 and 3) are very close
in spirit to a series of definability and decidability results [19, 17, 2] related to Presburger
Arithmetic, i.e. the FO theory of (N,+). We will discuss these connections at the end of
Sections 2 and 3.
We also note that the study of logics which allow to express cardinality properties by
means of special cardinality quantifiers is a classical topic in model theory (see [14, 8]). For
recent results related to MSO logic, we refer e.g. to [1], and also [7] which proves decidability
of some extension of MSO.
We assume that the reader has some familiarity with MSO logic and automata theory.
In particular, when proving that some property is definable by an MSO formula, we will
often describe the construction of the formula but omit its full formal definition.
1. Preliminaries
We denote by F the set of finite subsets of N. Given X ∈ F , |X| will denote the cardinality
of X.
For every r ∈ N, we denote by Nn≥r the set of n-tuples (x1, . . . , xn) ∈ N
n such that
xi ≥ r for every i, and define N
n
<r as N
n \ Nn≥r.
We say that X ⊆ N is ultimately periodic if there exist integer M and p with p ≥ 1
such that for every integer x ≥M we have (x ∈ X iff x+ p ∈ X).
Given j, k ∈ N, we denote by [j, k] (respectively (j, k)) the interval [min (j, k),max (j, k)]
(resp. (min (j, k),max (j, k)) ). We also use notations such as [j, k) and (j, k] which are
defined in a similar way.
Let S be a set, n ≥ 1, and let R ⊆ Sn be an n-ary relation over S. Given i ∈ [1, n] and
C ∈ S, we denote by Ri,C the (n−1)-ary relation over S obtained from R by fixing the i-th
component to C, i.e.
Ri,C = {(x1, . . . , xi−1, xi+1, . . . , xn) | (x1, . . . , xi−1, C, xi+1, . . . , xn) ∈ R}.
The relations Ri,C will be called sections of R.
1.1. Logic. Let us briefly recall useful elements of monadic second-order logic. For more
details see e.g. [12, 24]. Monadic second-order logic is an extension of first-order logic that
allows to quantify over elements as well as subsets of the domain of the structure. Given a
signature L, one can define monadic second-order formulas over L (which we call L-formulas)
as well-formed formulas that can use first-order variable symbols x, y, . . . interpreted as
elements of the domain of the structure, monadic second-order variable symbols X,Y, . . .
interpreted as subsets of the domain, symbols from L, and a new binary predicate x ∈ X
interpreted as membership relation. A sentence is a formula without free variable.
When the context is clear, we often identify logical symbols with their interpretation.
Otherwise the interpretation of a symbol R in a structure M will be denoted by RM.
Given a signature L and an L-structureM with domain D, we say that a relation R ⊆
Dm × (2D)n is MSO-definable in M if there exists a L-formula ϕ(x1, . . . , xm,X1, . . . ,Xn)
which holds in M if and only if (x1, . . . , xm,X1, . . . ,Xn) is interpreted by an (m+n)-tuple
of R. Given a structure M we denote by MSO(M) (respectively FO(M)) the monadic
second-order (respectively first-order) theory of M.
Weak Monadic Second Order Logic (for short: WMSO) is obtained by restricting the
interpretation of second order monadic variables to finite subsets of the domain of the
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structure. The notions of WMSO-definability and WMSO theory are defined similarly as
above. In Section 4 we will deal only with interpretations of formulas over finite structures;
obviously in this context the distinction between WMSO and MSO is meaningless.
From now on, definable will mean WMSO-definable.
Given two signatures L and L′ such that L ( L′, an L-structureM and an L′-structure
M′ over the same domain, we say that M′ is an expansion of M if every symbol of L has
the same interpretation in M and M′. Moreover we say that M′ is a non-trivial expansion
of M if there exists some symbol of L′ whose interpretation in M′ is not definable in M.
1.2. Logic and finite automata. In this section we recall classical results on WMSO logic
and finite automata, and fix some notations. Bu¨chi, Elgot and Trakhtenbrot independently
proved that relations definable in WMSO(N, <) correspond to rational languages. This
correspondance relies on the encoding of (tuples of) elements of F . We define the function
c : F → {0, 1}∗ which maps every set X ∈ F to the finite word c(X) over the alphabet
{0, 1} defined by
• c(∅) = ε
• if X 6= ∅ then c(X) is a word of length l = 1+max(X) such that for every i ∈ [0, l), the
i-the letter of c(X) equals 1 iff i ∈ X.
For instance if X = {0, 3, 4} then c(X) = 10011.
We also need to deal with n-tuples of elements of F for every fixed n ≥ 1. We encode
every n-tuple X = (X1, . . . ,Xn) ∈ F
n by adding a sufficient number of zeros to the words
c(X1) . . . , c(Xn) in such a way that they have the same length, and then “stack up” these
n words, from which we obtain a word over the alphabet Σn = {0, 1}
n of n-tuples of
elements of {0, 1}. Formally we extend the definition of c to a function c : Fn → Σ∗n
which maps every n-tuple X = (X1, . . . ,Xn) ∈ F
n to the word c(X) ∈ Σ∗n with length
l = 1 + max(X1 ∪ · · · ∪ Xn) such that for every i ∈ [0, l) and every j ∈ [1, n], the j-th
component of the i-th letter of c(X) equals 1 iff i ∈ Xj .
For instance if n = 2, X1 = {0, 3, 4} and X2 = {0, 1, 3} then c(X1) = 10011, c(X2) =
1101, and c(X1,X2) =
(
1
1
)(
0
1
)(
0
0
)(
1
1
)(
1
0
)
.
Theorem 1.1 (Bu¨chi-Elgot-Trakhtenbrot Theorem [5, 9, 26]).
(1) Let n ≥ 1 and R ⊆ Fn. The relation R is definable in (N, <) iff the language LR ⊆ Σ
∗
n
defined by
LR = {c(X) | X ∈ R}
is rational.
(2) WMSO(N, <) is decidable.
Examples 1.2. • The relation R1(X) which holds iff X = [0, q) for some integer q ≥ 1 is
definable in (N, <). Indeed LR1 corresponds to the rational expression 11
∗.
• The relation R2(X) which holds iff |X| is even, is definable in (N, <). Indeed LR2 is
the set of words over {0, 1} which have an even number of 1′s and do not end with a 0,
which is a rational language. More generally it is easy to check that for every ultimately
periodic set A, the relation RA(X) which holds iff |X| ∈ A is definable in (N, <).
• The relation R3(X1,X2) which holds iff |X1| and |X2| have the same parity, is also
definable in (N, <). Indeed LR3 is the set of words w over the alphabet Σ2 which do not
end with
(0
0
)
, and such that the number of
(1
0
)
’s and the number of
(0
1
)
’s in w have the
same parity. This is a rational language.
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• The relation EqCard(X1,X2) which holds iff |X1| = |X2|, is not definable in (N, <). The
language LEqCard is the set of words w over Σ2 which have the same number of
(1
0
)
and(
0
1
)
, and do not end with
(
0
0
)
. This language is not rational.
In the sequel we will consider definability in expansions of (N, <). The following auxiliary
relations and functions will be useful. The proof is easy and left out.
Proposition 1.3. The following functions and relations are definable in (N, <):
• the union (resp. intersection) of finite sets;
• the relation Interval(x, y,X) which holds if X = [x, y];
• the relation Consec(x, y, Z) which holds if x and y are consecutive elements of Z;
• For every k ∈ N, the predicate CARDk(X) which holds iff |X| = k;
• For every k ∈ N, the predicate CARDLESSk(X) which holds iff |X| < k.
2. WMSO-definability of cardinality relations in (N, <)
In this section we introduce cardinality relations and provide a characterization of cardinality
relations which are definable in (N, <).
Definition 2.1. Let n ≥ 1, and let R ⊆ Fn. We say that R is a cardinality relation if
for all sets X1, . . . ,Xn, Y1, . . . , Yn ∈ F , if |Yi| = |Xi| for every i ∈ [1, n], then we have
(X1, . . . ,Xn) ∈ R iff (Y1, . . . , Yn) ∈ R.
For instance the relation R1 of Example 1.2 is not a cardinality relation, while R2, R3
and EqCard are.
We can associate to every n-ary cardinality relation R the relation I(R) ⊆ Nn defined
by
I(R) = {(|X1|, . . . , |Xn|) | (X1, . . . ,Xn) ∈ R}.
Conversely, given S ⊆ Nn we denote by C(S) the unique cardinality relation R ⊆ Fn such
that I(R) = S.
Given n ≥ 1 and S ⊆ Nn, we say that S is Card-definable in a structureM with domain
N if C(S) is definable inM. Given k, l ≥ 1 and f : Nk → Nl, we say that f is Card-definable
in M if the graph of f is Card-definable in M.
Our characterization of cardinality relations R which are definable in (N, <) relies on
periodicity conditions on I(R). We need the following definition.
Definition 2.2. Let n ≥ 1, S ⊆ Nn, and µ = (m, p1, . . . , pn) be an element of N
n+1 such
that pi ≥ 1 for every i ∈ [1, n].
We say that S is µ-strongly ultimately periodic (for short: µ-STRUP) if for every n-
tuple (x1, . . . , xn) ∈ N
n and every j ∈ [1, n], if xi ≥ m for every i ∈ [1, n] then we have
(x1, . . . , xn) ∈ S iff (x1, . . . , xj−1, xj + pj , xj+1, . . . , xn) ∈ S.
We say that S is strongly ultimately periodic (for short: STRUP) if there exists µ such
that S is µ-STRUP.
Remark 2.3. Observe that for n = 1, S is STRUP iff S is ultimately periodic.
Examples 2.4.
• We consider the relations R2, R3 and EqCard of Examples 1.2. The relations I(R2) =
{2x | x ≥ 0} and I(R3) = {(x, y) | x ≡ y (mod 2)} are STRUP, while the relation
I(EqCard) = {(x, x) | x ≥ 0} is not STRUP.
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• Consider the relation R4(X,Y ) which holds iff (|X| is prime and |Y | ≤ 3). Then the
relation I(R4) is µ-STRUP with µ = (4, 1, 1).
The following theorem provides a characterization of cardinality relations which are defin-
able in (N, <).
Theorem 2.5. Let n ≥ 1, and let R ⊆ Fn be a cardinality relation. The following properties
are equivalent:
(1) R is definable in (N, <);
(2) I(R) is a finite union of sets of the form E1 × · · · ×En, where each Ei is an ultimately
periodic subset of N (i.e., I(R) is a recognizable subset of Nn);
(3) The two following properties hold:
(a) every section of I(R) is Card-definable in (N, <);
(b) I(R) is STRUP.
Observe that item (3)(a) could have been replaced by the property that every section of R
is definable in (N, <). This comes from the fact that R being a cardinality relation, every
section [I(R)]i,C of I(R) equals I(Ri,X) for any X such that |X| = C.
Examples 2.6. • The relations R2 and R3 from Examples 1.2 satisfy items 3(a) and 3(b).
• The relation EqCard satisfies item 3(a) but not 3(b).
• The relation R4 from Example 2.4 satisfies 3(b), but not 3(a) since the section [I(R4)]2,0
is the set of primes, which is not ultimately periodic.
Proof. The fact that (2) implies (1) is a straightforward consequence of the fact that every
ultimately periodic subset E of N is Card-definable in (N, <) (see Example 1.2).
The proof that (2) implies (3) is easy and left out.
Let us prove that (1) implies (2). For every (x1, . . . , xn) ∈ N
n, we have (x1, . . . , xn) ∈
I(R) iff the n-tuple
X = ([0, x1), [x1, x1 + x2), . . . , [
∑
1≤i<n xi,
∑
1≤i≤n xi))
belongs to R, which is in turn equivalent to c(X) ∈ LR. Now we have c(X) = a
x1
1 . . . a
xn
n
where for every i ∈ [1, n], ai denotes the symbol (b1, . . . , bn) ∈ Σn such that bi = 1, and
bj = 0 for every j 6= i. Hence we proved that (x1, . . . , xn) ∈ I(R) iff a
x1
1 . . . a
xn
n belongs to
LR, or equivalently to L
′
R = LR ∩ a
∗
1 . . . a
∗
n. Now LR is rational by Theorem 1.1, thus L
′
R is
a rational subset of a∗1 . . . a
∗
n, and it is easy to check that every rational subset of a
∗
1 . . . a
∗
n is
a finite union of sets of the form aE11 . . . a
En
n where every Ei is an ultimately periodic subset
of N. This yields (2).
Finally we prove that (3) implies (1). By (3)(b), the set I(R) is µ-STRUP for some
µ = (m, p1, . . . , pn). We have to prove that R is definable in (N, <), i.e. that I(R) is
Card-definable in (N, <). It suffices to prove that both sets A− = I(R) ∩ Nn<m and A
+ =
I(R) ∩ Nn≥m are Card-definable in (N, <).
By definition, we have (x1, . . . , xn) ∈ A
− iff there exists i ∈ [1, n] and C < m such
that xi = C and (x1, . . . , xi−1, xi+1, . . . , xn) ∈ [I(R)]i,C . By (3)(a) each section [I(R)]i,C is
Card-definable in (N, <), thus the same holds for A−.
Consider now the set A+. Let
T = {(j1, . . . , jn) | 0 ≤ ji < pi for every i, and (m+ j1, . . . ,m+ jn) ∈ I(R)}.
By definition of µ and T we have
A+ =
⋃
(j1,...,jn)∈T
{(m+ j1 + k1p1, . . . ,m+ jn + knpn) | k1, . . . , kn ≥ 0}
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and one can check that each set which appears in the union above is Card-definable in
(N, <) (using again the fact that every ultimately periodic subset E of N is Card-definable
in (N, <)), thus the same holds for A+.
The above theorem provides a criterion for definability of a cardinality relation R in
(N, <). Actually this criterion is expressible with the signature {<,R}, i.e. we can find a
sentence (independent of R) which holds in (N, <,R) iff R is definable in (N, <). In order
to state this property precisely, we need to distinguish (momentarily) between a relational
symbol R and its interpretation RM in some structure M.
Proposition 2.7. Let {Rn(X1, . . . ,Xn) | n ≥ 1} denote a set of relational symbols. For
every n ≥ 1 there exists a {<,Rn}-sentence ψn such that for every {<,Rn}-structure M =
(N, <,RMn ) where R
M
n is a cardinality relation, we have M |= ψn iff R
M
n is definable in
(N, <).
Proof. We rely on item (3) of Theorem 2.5. For every n ≥ 1 we define the sentence ψn as
ψan ∧ψ
b
n where ψ
a
n and ψ
b
n express conditions 3(a) and 3(b), respectively. The proof goes by
induction over n.
We start with the sentence ψbn, which can actually be constructed for each n without
relying on the induction hypothesis.
Indeed consider the {<,Rn}-formula
FSTRUPn(Y, P1, . . . , Pn):
(
∧
1≤i≤n
Y ∩ Pi = ∅ ∧
∧
1≤i≤n
Pi 6= ∅∧
∀X1 . . . ∀Xn((
∧
1≤i≤n
(Xi ∩ Pi = ∅ ∧ Y ⊆ Xi))→
∧
1≤j≤n
(Rn(X1, . . . ,Xn)↔ Rn(X1, . . . ,Xj−1,Xj ∪ Pj ,Xj+1, . . . ,Xn))).
This formula expresses, on the one hand, that all sets Pi are nonempty and disjoint from
Y , and on the other hand that I(RMn ) is µ-STRUP with µ = (|Y |, |P1|, . . . , |Pn|).
Then it is clear that I(RMn ) is STRUP (i.e. satisfies (3)(b)) iff the sentence
ψbn : ∃Y ∃P1 . . . ∃Pn FSTRUP (Y, P1, . . . , Pn)
holds in M.
We now turn to the construction of ψn by induction over n. We only have to construct
the sentence ψan. The case n = 1 is straightforward since in this case property (3)(a) is
always true (a section of a unary relation is always Card-definable in (N, <)). Now assume
that n ≥ 2 and the claim holds for every n′ < n, and consider an n-ary relational symbol
Rn(X1, . . . ,Xn). Condition (3)(a) can be expressed by saying that each section of R
M
n is
definable in (N, <). This can be done by a slight modification of the sentence ψn−1, which
existence is ensured by our induction hypothesis. More precisely we define ψan as∧
1≤i≤n
∀Zi φi,n−1(Zi)
where for every i, the formula φi,n−1(Zi) is constructed from ψn−1 by replacing in ψn−1 every
occurrence of formulas of the form Rn−1(T1, . . . , Tn−1) (where each Tj denotes a monadic
second-order variable) by Rn(T1, . . . , Ti−1, Zi, Ti, . . . , Tn−1).
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Remark 2.8. Theorem 2.5 and Proposition 2.7 can be seen as variations on Muchnik’s
results [19] on expansions of Presburger Arithmetic. Indeed Theorem 2.5 resembles Theorem
1 of [19], which states that a relation R ⊆ Nn is FO definable in (N,+) iff all sections of R
are FO definable in (N,+), and moreover R satisfies some additional periodicity conditions.
And Proposition 2.7 is the counterpart of Theorem 2 of [19], which states that the previous
criterion for FO definability of a relation R in (N,+) is expressible with the signature
{+, R}.
3. Expansions of WMSO(N, <) by cardinality relations
In this section we prove that + and × are definable in any (non-trivial) expansion of (N, <)
by a cardinality relation, and obtain undecidability of the theory as a corollary.
A natural example of a cardinality relation is the equi-cardinality relation EqCard(X,Y ).
As noted in Examples 1.2, this relation is not definable in (N, <). The following result can
be obtained as a straightforward consequence of results of [23], but we give a short self-
contained proof (which will be useful in Section 4).
Proposition 3.1. The functions + and × are definable in (N, <,EqCard). Therefore
WMSO(N, <,EqCard) is undecidable.
Proof. We first define + using the fact that z = x+y iff we have (x ≤ z and |(x, z]| = |[0, y)|),
which we can express in (N, <,EqCard). Then we can define × as follows: for all integers
x, y, z ≥ 1, we express that z = xy by saying that the set of multiples of y less than or equal
to z contains z and has cardinality x + 1. In other words, we have z = xy if and only if
there exists a finite set A such that
• A ⊆ [0, z]
• A contains both 0 and z
• |A| = |[0, x]|
• for every pair a1, a2 of consecutive elements of A, we have |[a1, a2)| = |[0, y)|.
These properties can be defined easily in (N, <,EqCard). Then undecidability follows from
the undecidability of FO(N,+,×).
Now we consider the case of unary cardinality relations. By Theorem 2.5, we know
that if R is a unary cardinality relation, then R is definable in (N, <) iff I(R) is ultimately
periodic.
Proposition 3.2. Let R ⊆ F be a unary cardinality relation that is not definable in (N, <).
The functions + and × are definable in (N, <,R). Thus WMSO(N, <,R) is undecidable.
Proof. By Proposition 3.1 it suffices to prove that the relation EqCard is definable in
(N, <,R). Given x, y ∈ N, we claim that x = y iff the following property, which we denote
by P (x, y), holds:
∀z(z + x ∈ I(R)↔ z + y ∈ I(R)).
Obviously if x = y then P (x, y) holds. Now if x 6= y, say x < y (without loss of generality),
then P (x, y) cannot hold, otherwise I(R) would be ultimately periodic with period p = y−x,
i.e. would be STRUP, which by Theorem 2.5 contradicts our hypothesis that R is not
definable in (N, <).
Then we can define the relation EqCard in (N, <,R) by the formula F (X,Y ):
∀Z(Z ∩ (X ∪ Y ) = ∅→ (R(X ∪ Z)↔ R(Y ∪ Z))). (3.1)
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Indeed it is easy to check that F (X,Y ) holds iff P (|X|, |Y |) holds .
The proof above shows that if R is a unary cardinality relation which is not definable
in (N, <), then one can define EqCard in (N, <,R). Conversely the following holds.
Proposition 3.3. There exists a unary cardinality relation R that is definable in (N, <
,EqCard) and not definable in (N, <).
Proof. We can choose e.g. R(X) as the relation which holds iff |X| is a square. The set I(R)
is not ultimately periodic thus by Theorem 2.5, R is not definable in (N, <). Moreover R(X)
is definable in (N, <,EqCard) by a formula which expresses that either X = ∅, or there
exists a set Y such that EqCard(X,Y ) holds, and Y = [0, x) where x is a square. The latter
property is definable in (N,×), hence by Proposition 3.1 it is definable in (N, <,EqCard).
We consider now expansions of (N, <) by cardinality relations of any arity. Given n ≥ 1
and any cardinality relation R ⊆ Fn which is not definable in (N, <), we shall prove that
+ and × are definable in (N, <,R) by proving that there exists some unary cardinality
relation R′ that is definable in (N, <,R) and not in (N, <), from which the result will follow
by Proposition 3.2.
Theorem 3.4. Let n ≥ 1, and let R ⊆ Fn be a cardinality relation. If R is not definable in
(N, <) then there exists some unary cardinality relation R′ ⊆ F that is definable in (N, <,R)
and not definable in (N, <).
An equivalent formulation is: a cardinality relation R is definable in (N, <) iff every
unary cardinality relation definable in (N, <,R) is definable in (N, <).
Proof. The proof proceeds by induction over n. The case n = 1 is trivial. Assume now that
n ≥ 1 and that the claim is true for every n′ ≤ n. Let R ⊆ Fn+1 be a cardinality relation
which is not definable in (N, <). By Theorem 2.5, either some section of R is not definable
in (N, <), or I(R) is not STRUP.
If there exists some section Ri,C of R which is not definable in (N, <), then the result
follows from the application of the induction hypothesis to the n-ary cardinality relation
R˜(X1, . . . ,Xi−1,Xi+1, . . . ,Xn+1):
∃Xi(CARDC(Xi) ∧R(X1, . . . ,Xn+1))
that is definable in (N, <,R) and not in (N, <).
Assume now that I(R) is not STRUP. Then we can define the relation EqCard in
(N, <,R) by the formula FF (X,Y ) defined as:
∀Z1 . . . ∀Zn(
n∧
i=1
(Zi ∩ (X ∪ Y ) = ∅→ (3.2)
(R(Z1, . . . , Zi−1, Zi ∪X,Zi+1, . . . , Zn)↔ R(Z1, . . . , Zi−1, Zi ∪ Y,Zi+1, . . . , Zn))).
This formula generalizes the formula F (X,Y ) defined in the proof of Proposition 3.2. It
is clear that if |X| = |Y | then FF (X,Y ) holds. Conversely if FF (X,Y ) holds for some
X,Y ∈ F then |X| = |Y |, since otherwise I(R) would be µ-STRUP with
µ = (min(|X|, |Y |), ||X| − |Y ||, . . . , ||X| − |Y ||)
and this contradicts our hypothesis.
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Remark 3.5. With a careful examination of the above proof and using Proposition 2.7, it
is possible to extract an uniform definition of R′ from R, that is, for every n ≥ 1 and every
n-ary relational symbol R(X1, . . . ,Xn) one can find a {<,R}-formula S(X) such that if R
is not definable in (N, <) then the same holds for S.
We can state the main theorem of our section.
Theorem 3.6. Let n ≥ 1, and let R ⊆ Fn be a cardinality relation which is not definable
in (N, <). The functions + and × are definable in (N, <,R). Thus WMSO(N, <,R) is
undecidable.
Proof. By Theorem 3.4 there exists a unary cardinality relation that is definable in (N, <,R)
but not in (N, <). The result follows from Proposition 3.2.
Remark 3.7. Theorem 3.4 resembles Michaux-Villemaire theorem for Presburger Arith-
metic [17], which states that a relation R ⊆ Nk is FO definable in (N,+) iff every unary
relation R′ ⊆ N which is FO definable in (N,+, R) is FO definable in (N,+).
Michaux-Villemaire result was used in [2] to prove undecidability results for a class of
expansions of Presburger Arithmetic. Theorem 3.6 can be seen as a variant of this work.
Our results deal with WMSO logic while [2, 17] consider FO logic. We can actually re-
formulate our results in FO logic. Let us explain the main ideas. Given k ≥ 2, the so-called
Bu¨chi-Bruye`re Arithmetic (of base 2) (see [4]) is the structure (N,+, V2) where V2(x) is the
greatest power of 2 which divides x (with V2(0) = 0). There exists a strong connection
between WMSO(N, <) and FO(N,+, V2) (see [27] and [3, Section 2.6]). Indeed consider the
function cod : F → N which maps every X ∈ F to the integer cod(X) =
∑
i∈X 2
i. The
function cod extends naturally to a function cod : Fn → Nn for every n ≥ 1. One can
prove that a relation R ⊆ Fn is (WMSO) definable in (N, <) iff cod(R) is FO-definable in
(N,+, V2). This allows to transfer (un)decidability results between theories WMSO(N, <,R)
and theories FO(N,+, Vk, cod(R)). In particular Theorem 3.6 yields the following result
(which we state without proof).
Proposition 3.8. For every n ≥ 1 and every cardinality relation R ⊆ Fn such that cod(R)
is not FO-definable in (N,+, V2), the function × is FO-definable in (N,+, V2, cod(R)). It
follows that FO(N,+, V2, cod(R)) is undecidable.
For instance, the Proposition above applies to the structure (N,+, V2, EqNonZeroBits),
where EqNonZeroBits(x, y) holds iff the binary representations of x and y have the same
number of non-zero bits; indeed we have EqNonZeroBits = cod(EqCard).
4. The satisfiability problem for finite orderings
4.1. Introduction. In this section we consider the satisfiability problem for MSO logic in
the signature {<,R} over the class of finite orderings, where R is interpreted as a cardinality
relation.
It should be noted that the question initially raised by Bruno Courcelle deals with
satisfiability over the class of labelled graphs, which contains the class of finite orderings.
Our undecidability results extend easily to the class of labelled graphs.
Let us fix some notations and definitions. From now on, we interpret formulas in finite
structures, thus there is no need to distinguish between MSO and WMSO. Given relations
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R1, . . . , Rk over F of any arity, we interpret {<,R1, . . . , Rk}-formulas in structures of the
form
Mq = ([0, q), <
Mq , R
Mq
1 , . . . , R
Mq
k )
where q ≥ 1, and <Mq , R
Mq
1 , . . . , R
Mq
k correspond to the restriction of <,R1, . . . , Rk (re-
spectively) to the interval [0, q). We shall simply write Mq = ([0, q), <,R1, . . . , Rk).
Given q ≥ 1 and a {<,R1, . . . , Rk}-formula ϕ(X1, . . . ,Xn), we denote by V alq(ϕ) the
relation defined by ϕ in Mq. If V alq(ϕ) is a cardinality relation (more precisely, the
restriction of a cardinality relation to subsets of [0, q)), then we denote by Iq(ϕ) the relation
I(V alq(ϕ)).
Besides the notion of definability of a relation in a fixed structureMq, we also consider
a notion of definability over the class of structuresMq: given an n-ary relation X over F , we
will say that X is {<,R1, . . . , Rk}-finite-definable if there exists a {<,R1, . . . , Rk}-formula
ϕ(X1, . . . ,Xk) such that V alq(ϕ) = X ∩ [0, q)
n for every q ≥ 1. The previous definitions
extend naturally to predicates with first-order free variables.
Given a signature L, the satisfiability problem for MSOL over finite orderings is the
(decision) problem of whether a given L-sentence holds in at least one structure Mq.
We first state some well-known (un)decidability results for the satisfiability problem.
The following is an easy consequence of decidability of WMSO(N, <) (Theorem 1.1 item
(2)) and the fact that the property “X is a proper initial segment of N” is definable in
(N, <).
Proposition 4.1. The satisfiability problem for MSO{<} over finite orderings is decidable.
On the other hand, if we consider the signature {+,×} where the interpretation of +
(respectively ×) is the restriction of the graph of addition (resp. multiplication) to the
domain of the structure, then we have the following.
Proposition 4.2. [25] The satisfiability problem for MSO{+,×} over finite orderings is
undecidable.
4.2. Cardinality relations and finite structures. In the sequel we deal with signatures
of the form {<,R} where R denotes a cardinality relation. A first natural question is
whether Theorem 2.5, which provides a characterization of cardinality relations which are
definable in (N, <), still hold in the context of finite orderings. The answer is positive.
Proposition 4.3. For every integer n ≥ 1 and every cardinality relation R ⊆ Fn, the
relation R is {<}-finite-definable iff R is definable in (N, <).
Proof. (sketch) The ”only if” direction is an easy consequence of the fact that “X is a
proper initial segment of (N, <)” is definable in (N, <). For the converse we can use item
(2) of Theorem 2.5, and the fact that the unary relation “|X| ∈ E” is {<}-finite-definable
for every ultimately periodic set E.
Now let us consider the satisfiability problem for MSOL when L = {<,R} where R is
a cardinality relation. The following is a version of Proposition 3.1 for finite orderings.
Proposition 4.4. The graphs of + and × are {<,EqCard}-finite-definable. Therefore the
satisfiability problem for MSO{<,EqCard} over finite orderings is undecidable.
Proof. The defining formulas given for + and × in the proof of Proposition 3.1 still hold in
the finite case. Undecidability follows from Proposition 4.2.
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Let us point out some difficulties which arise when one tries to adapt proofs of Propo-
sition 3.2 and Theorem 3.4 in the context of finite orderings. Consider first the case of
unary cardinality relations. In the proof of Proposition 3.2 we show that for every cardi-
nality relation R(X) which is not definable in (N, <), the relation EqCard is definable in
WMSO(N, <,R) by the formula F (X,Y ):
∀Z(Z ∩ (X ∪ Y ) = ∅→ (R(X ∪ Z)↔ R(Y ∪ Z))).
This does not hold anymore for finite models, since now the sets Z are limited to subsets of
the (finite) domain, thus it can happen that two subsets X,Y of the domain with different
cardinality cannot be distinguished with such small sets Z. The issue is similar for the
formula (3.2) used in the proof of Theorem 3.4.
We shall prove undecidability of the satisfiability problem for MSO{<,R} over finite or-
derings by defining a sufficiently big fragment of the EqCard relation and then use Propo-
sition 4.4.
4.3. Definability of fragments of the equi-cardinality relation. We consider formulas
which capture (arbitrarily great) fragments of EqCard.
Definition 4.5. Let n ≥ 1, R ⊆ Fn be a cardinality relation, and L = {<,R}. Given a
L-formula ϕ(X,Y ), we say that ϕ defines a quasi-equicardinality relation if the following
properties hold:
(1) V alq(ϕ) is a cardinality relation for every q ≥ 0
(2) Iq(ϕ) ⊆ Iq(EqCard) for every q ≥ 0
(3) For every k ≥ 1 there exists Q ≥ 1 such that for every q ≥ Q we have
Iq(ϕ) ∩ ([0, k) × [0, k)) = Iq(EqCard) ∩ ([0, k) × [0, k))
(i.e. for q great enough, the interpretations of ϕ and EqCard inMq coincide for subsets
of size less than k).
Proposition 4.6. Let n ≥ 1 and let R ⊆ Fn be a cardinality relation which is not definable
in (N, <). There exists a {<,R}-formula ϕ which defines a quasi-equicardinality relation.
Proof. We first prove the claim for every cardinality relation R ⊆ Fn such that I(R) is not
STRUP.
We re-use the formula FF (X,Y ) which was introduced in the proof of Theorem 3.4,
and which was defined as
∀Z1 . . . ∀Zn(
n∧
i=1
(Zi ∩ (X ∪ Y ) = ∅→ (4.1)
(R(Z1, . . . , Zi−1, Zi ∪X,Zi+1, . . . , Zn)↔ R(Z1, . . . , Zi−1, Zi ∪ Y,Zi+1, . . . , Zn))).
We claim that the {<,R}-formula ϕ(X,Y ) :
FF (X,Y ) ∧ ¬∃X ′(X ′ ( X ∧ FF (X ′, Y )) ∧ ¬∃Y ′(Y ′ ( Y ∧ FF (X,Y ′))
defines a quasi-equicardinality relation.
The fact that ϕ defines a cardinality relation for every q ≥ 0 follows easily from the
fact that this is true for FF (X,Y ).
Let us now prove that Iq(ϕ) ⊆ Iq(EqCard) for every q ≥ 0. Assume that ϕ(X,Y )
holds for some sets X,Y ⊆ [0, q). If |X| 6= |Y |, say |X| < |Y | without loss of generality,
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then if we choose Y ′ ( Y such that |Y ′| = |X| then FF (X,Y ′) holds. This implies that
∃Y ′(Y ′ ( Y ∧ FF (X,Y ′)) holds, which contradicts the fact that ϕ(X,Y ) holds.
It remains to prove that ϕ satisfies item (3) of Definition 4.5. Let k ≥ 1. By our
assumption I(R) is not STRUP, thus for every p ≥ 1, if we set µ = (0, p, p, . . . , p) andm = k
in Definition 2.2, then we know that there exists some n-tuple xp = (xp,1, . . . , xp,n) ∈ N
n
and some jp ∈ [1, n] such that xp,i ≥ k for every i, and exactly one element among xp and
(xp,1, . . . , xp,jp−1, xp,jp + p, xp,jp+1, . . . , xp,n) belongs to I(R).
We set Q = 2k +max{xp,i |1 ≤ p ≤ k, i ∈ [1, n]}.
Assume that q ≥ Q, and let X,Y ⊆ [0, q) be such that |X| = |Y | ≤ k. We have
to show that ϕ(X,Y ) holds in Mq. It is clear that FF (X,Y ) holds. Let us prove that
∃X ′(X ′ ( X ∧ FF (X ′, Y )) does not hold (the proof that ∃Y ′(Y ′ ( Y ∧ FF (X,Y ′)) does
not hold is similar). Indeed assume that there exists a strict subset X ′ of X such that
FF (X ′, Y ) holds. Let p = |Y | − |X ′|. We claim that there exist sets Z1, . . . , Zn ⊆ [0, q)
such that
• |Zi| = xp,i for every i 6= jp;
• Zjp is disjoint from X
′ ∪ Y and satisfies |Zjp | = xp,jp − |X
′|.
Indeed, for every i 6= jp the existence of Zi follows from the fact that xp,i ≤ Q ≤ q. In order
to prove that Zjp exists it suffices to prove that
|[0, q) \ (X ′ ∪ Y )| ≥ xp,jp − |X
′| ≥ 0.
On the one hand we have
xp,jp − |X
′| ≥ xp,jp − |X| ≥ xp,jp − k ≥ 0
and on the other hand we have
|[0, q) \ (X ′ ∪ Y )| ≥ q − 2k ≥ Q− 2k ≥ xp,jp ≥ xp,jp − |X
′|.
Now we have |X ′∪Zjp| = xp,jp and |Y ∪Zjp| = |Y |+|Zjp | = xp,jp+p. By definition of xp,
exactly one element among (xp,1, . . . , xp,n) and (xp,1, . . . , xp,jp−1, xp,jp + p, xp,jp+1, . . . , xp,n)
belongs to I(R), that is, exactly one element among (Z1, . . . , Zjp−1, Zjp ∪X
′, Zjp+1, . . . , Zn)
and (Z1, . . . , Zjp−1, Zjp ∪ Y,Zjp+1, . . . , Zn) belongs to R, hence the formula
R(Z1, . . . , Zjp−1, Zjp ∪ Y,Zjp+1, . . . , Zn)↔ R(Z1, . . . , Zjp−1, Zjp ∪ Y,Zjp+1, . . . , Zn)
does not hold, which contradicts our assumption that FF (X ′, Y ) holds.
We proved the claim for every cardinality relation R ⊆ Fn such that I(R) is not
STRUP. Now we can prove the claim for every cardinality relation R ⊆ Fn by induction
over n. The case n = 1 follows from the above result since if R is not definable in (N, <)
then I(R) is not STRUP. For the induction step we use Theorem 3.4: either some section
of I(R) is not definable in (N, <), or I(R) is not STRUP. For the latter case we use again
the above result, and for the former case the result follows from the induction hypothesis
and the fact that every section of I(R) is Card-definable in (N, <,R).
4.4. Undecidability of the satisfiability problem. We can state the main result of
Section 4.
Theorem 4.7. Let n ≥ 1, and let R ⊆ Fn be a cardinality relation which is not definable
in (N, <). The satisfiability problem for MSO{<,R} over finite orderings is undecidable.
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Proof. We proceed by reduction from the satisfiability problem for MSO{<,EqCard}, which
is undecidable by Proposition 4.4. Let R ⊆ Fn be a cardinality relation which is not
definable in (N, <). By Proposition 4.6 there exists a quasi-equicardinality relation ϕ which
is {<,R}-definable. Consider the {<,R}-formula GoodInitSeg(X) defined as
∃z∀x(x ∈ X ↔ x ≤ z) ∧ ∀Y ⊆ X ϕ(Y, Y ).
This formula expresses in every structure Mq that X, on the one hand, is a nonempty
initial segment of [0, q), and on the other hand that (y, y) ∈ Iq(ϕ) for every y ≤ |X|. The
latter property, combined with the fact that Iq(ϕ) ⊆ Iq(EqCard), ensures that
Iq(ϕ) ∩ (X ×X) = Iq(EqCard) ∩ (X ×X),
i.e. that ϕ coincides with EqCard for all subsets of X.
Now let θ be the function which maps every {<,EqCard}-sentence G to the {<,R}-
sentence θ(G) defined as:
∃X (GoodInitSeg(X) ∧G∗)
where G∗ is obtained from G by relativizing all quantifiers to X and by replacing every
occurrence of the predicate EqCard by ϕ.
Let us prove that G is satisfiable iff θ(G) is. Assume first that there exists k ≥ 1 such
that G holds in Mk. The formula ϕ defines a quasi-equicardinality relation, thus there
exists q ≥ k such that in Mq, the interpretation of ϕ coincides with EqCard on the initial
segment X = [0, k). This implies that θ(G) holds inMq, thus θ(G) is satisfiable. Conversely
if θ(G) holds in some structureMq, for some initial segment X of size k ≤ q, then it follows
from the very construction of θ(G) that G holds in Mk, thus G is satisfiable.
The proof of Theorem 4.7 relies on the possibility to find in Mq an (arbitrarily great)
initial segment of [0, q) where EqCard is definable, whence where + and × are definable
(by Proposition 4.4). This raises the question whether + and × are {<,R}-finite-definable.
The answer seems to depend on the choice of R, but we were not able to prove a general
result. However, we exhibit below two examples of unary relations R for which the answer
is positive, namely when I(R) stands for the set of powers of 2, and for the set of prime
numbers. The study of these examples was suggested by Bruno Courcelle. For each of
them, the strong arithmetical properties of I(R) allow to “control” the initial segment on
which EqCard is definable, which enables to prove definability of + and × in a direct way.
Proposition 4.8. Let R(X) be interpreted as “|X| is a power of 2”. The relation EqCard,
as well as the graphs of + and ×, are {<,R}-finite-definable.
Proof. By Proposition 4.4 it suffices to prove that EqCard is {<,R}-definable. Without
loss of generality we can limit ourselves to structures with size q ≥ 4.
We shall re-use some {<,R}-formulas introduced earlier. Recall that F (X,Y ) is the
formula
∀Z(Z ∩ (X ∪ Y ) = ∅→ (R(X ∪ Z)↔ R(Y ∪ Z))).
and that the {<,R}-formula ϕ(X,Y ) :
F (X,Y ) ∧ ¬∃X ′(X ′ ( X ∧ F (X ′, Y )) ∧ ¬∃Y ′(Y ′ ( Y ∧ F (X,Y ′))
defines a quasi-equicardinality relation by Proposition 4.6 (case n = 1).
Let q ≥ 4, and let p be such that 2p+2 ≤ q < 2p+3. We shall prove first that in Mq, the
relation ϕ(X,Y ) coincides with EqCard for subsets with size at most 2p. It is sufficient to
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prove that ϕ(X,Y ) does not hold if |X| < |Y | ≤ 2p. Let Z ⊆ [0, q) be disjoint from X ∪ Y
and such that |Z| = 2p+1 − |Y |. Such a set exists since
|[0, q) \ (X ∪ Y )| ≥ q − (|X| + |Y |) ≥ q − 2p+1 ≥ 2p+1.
On the one hand, we have |Y ∪ Z| = 2p+1 thus R(Y ∪ Z) holds. On the other hand,
|X ∪ Z| = |X|+ 2p+1 − |Y | = 2p+1 + (|X| − |Y |)
which implies
2p < |X ∪ Z| < 2p+1
thus R(X ∪ Z) does not hold. It follows that F (X,Y ) does not hold, as well as ϕ(X,Y ).
Now every subset of [0, q) can be written as the disjoint union of 23 subsets of size
at most 2p. This enables to define EqCard(X,Y ), by a formula which expresses that X
and Y can be written as X = ∪˙1≤i≤8Xi and Y = ∪˙1≤i≤8Yi where ϕ(Xi, Yi) holds for every
i ∈ [1, 8].
Let us consider the second example.
Proposition 4.9. Let R(X) be interpreted as “|X| is a prime number”. The relation
EqCard, as well as the graphs of + and ×, are {<,R}-finite-definable.
Proof. By Proposition 4.4 it suffices to prove that EqCard is {<,R}-definable. Without
loss of generality we can limit ourselves to structures with size q ≥ 6.
We consider again the formula ϕ(X,Y ) used in the previous proof. Let q ≥ 6. We first
prove that in Mq, the interpretation of ϕ(X,Y ) and EqCard(X,Y ) coincide for subsets
X,Y such that |X| and |Y | are primes greater than 3 and less than or equal to q3 .
It suffices to prove that for all subsets X,Y of [0, q) such that |X| = p1 and |Y | = p2
where p1, p2 are two primes such that 3 < p1 < p2 ≤
q
3 , the relation ϕ(X,Y ) does not hold.
Let Z be disjoint from X ∪ Y and such that |Z| = p2 − p1. Such a set exists since
|[0, q) \ (X ∪ Y )| ≥ q3 by our assumption. On the one hand, we have |X ∪ Z| = p2, thus
R(X ∪ Z) holds. On the other hand we have |Y ∪ Z| = p1 + 2(p2 − p1). Now there is
at least a multiple of 3 among the three integers p1, p1 + (p2 − p1) and p1 + 2(p2 − p1),
and this cannot be the two first ones since they are primes greater than 3. It follows that
p1 + 2(p2 − p1) is a multiple of 3, thus is not prime since it is greater than 3. Therefore
R(Y ∪ Z) does not hold. Hence F (X,Y ) does not hold, as well as ϕ(X,Y ).
By [21] every integer k ≥ 2 can be written as a sum of at most 7 primes. Thus we
can define the restriction of EqCard to subsets of size less than or equal to q3 by a formula
H(X,Y ) which expresses that, either |X| = |Y | = v with v ≤ 1, or there exists j ∈ [1, 7]
such that X and Y can be written as X = ∪˙1≤i≤jXi and Y = ∪˙1≤i≤jYi where the formula
R(Xi) ∧R(Yi) ∧ (ϕ(Xi, Yi) ∨
∨
2≤k≤3
(Cardk(Xi) ∧ Cardk(Yi)))
holds for every for every i ∈ [1, j].
Now we have q ≥ 6 thus 4⌊ q3⌋ ≥ q, hence each subset of [0, q) can be written as the
disjoint union of 4 subsets of size less than or equal to q3 . This allows to define EqCard(X,Y )
by a formula which expresses that X and Y can be written as X = ∪˙1≤i≤4Xi and Y =
∪˙1≤i≤4Yi where H(Xi, Yi) holds for every i ∈ [1, 4].
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5. Open problems
As discussed in Remark 3.7, one can deduce from Theorem 3.6 that for every cardinality re-
lation R such that cod(R) is not FO-definable in (N,+, V2), the function × is FO-definable in
(N,+, V2, cod(R)), which yields undecidability of the theory. We noticed that this holds for
instance for the structure (N,+, V2, EqNonZeroBits) where EqNonZeroBits(x, y) holds if
x and y have the same number of non-zero bits. In this particular case, and more generally
when R is unary, we can actually prove that (N,+, cod(R)) already suffices to FO-define ×
and get undecidability. We do not know whether this still holds for any cardinality relation
R. More generally it would be interesting to study the expressive power of fragments of FO
arithmetic which include predicates like EqNonZeroBits.
Another series of questions is related to our Michaux-Villemaire-like Theorem 3.4. The
result is stated for cardinality relations. Does it hold for any predicate R ? More generally,
which structures enjoy a similar property, and can we characterize them in model-theoretic
terms ? If we consider FO logic, besides (N,+), one can show easily that the property
holds e.g. for (N,+,×) and (N,+, x 7→ 2x), while it does not hold for FO(N, x 7→ x + 1)
(see [3, Section 2.6]). Recently Arthur Milchior [18] proved a variant of Michaux-Villemaire
theorem for FO(N, <, {x ≡ y (mod k)}k≥2) and use this to specify the decidability frontier
for satisfiability of FO logics over words which lay between FO{<} and FO{+}.
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