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1 Wozu thermoelektrischer Transport durch
Nanostrukturen?
Mit fortschreitender Miniaturisierung thermoelektrischer, optischer und elektronischer Bau-
teile ist ein grundlegendes Verständnis von Transportprozessen in Systemen auf der Nanome-
terskala nicht mehr nur von rein theoretischem Interesse, sondern von direkter Relevanz für
technologische Anwendungen. Aus theoretischer Sicht stellen besonders quantenmechanische
Systeme im Nichtgleichgewicht mit wechselwirkenden Fermionen eine große Herausforde-
rung dar, weswegen in den letzten Jahren in diesem Themengebiet viel geforscht wurde [1].
Typischerweise betrachtet man hierfür eine Nanostruktur, welche an Zuleitungen gekoppelt
ist, um so mit einer Spannung und einem Temperaturgradienten sowohl einen Ladungs-, als
auch einen Energiestrom durch die Nanostruktur zu erzeugen. Während für isolierte Systeme
mit wechselwirkenden Fermionen (System im Gleichgewicht) bereits sehr gute numerische
und analytische Methoden existieren, um den Grundzustand, aber auch die Zustände bei
endlichen Temperaturen bestimmen zu können, erweist es sich als sehr schwer, Ströme durch
einfache Nanostrukturen exakt zu berechnen, wenn sich das System im Nichtgleichgewicht




Abbildung 1.1: Nanostruktur, bestehend aus drei Gitterplätzen (schwarze Kreise),
welche an die Zuleitungen L und R gekoppelt ist. Die Zuleitungen besitzen die Tempe-
raturen Tj und die chemischen Potentiale µj mit j = L,R, wobei die Spannung durch
eV = µL − µR definiert ist.
Systeme betrachtet, bei denen sich lediglich ein Gitterplatz zwischen den Zuleitungen befin-
det, wie das spinlose IRLM (interacting resonant level model) [3] oder das SIAM (single-impurity
Anderson model) [4]. Um die Ströme durch diese Systeme bestimmen zu können, gibt es sowohl
numerische, als auch analytische Methoden wie beispielsweise die td-DMRG (time-dependent
density matrix renormalization group) [5–7], Green’sche Funktionen im Nichtgleichgewicht [8, 9],
1
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die TEBD Methode (time-evolving block decimation) [10, 11], die iterierte Summation von Pfadin-
tegralen [12], die NRGMethode (numerical renormalization group) [13,14] und die zeitabhängige
Dichtefunktionaltheorie [15–18]. Auch wenn lediglich sehr kleine Nanostrukturen mit wech-
selwirkenden Fermionen zwischen den Zuleitungen betrachtet werden, ist die numerische
Berechnung der Ströme durch die Nanostruktur mit den oben genannten Methoden sehr
aufwendig.
In der ersten Hälfte dieser Arbeit befassen wir uns mit wechselwirkungsfreien, aber auch
wechselwirkenden Elektronensystemen, bei denen wir sowohl den Ladungs-, als auch den
Energiestrom durch die zentrale Nanostruktur berechnen. Im zweiten Kapitel betrachten wir
zunächst wechselwirkungsfreie Systeme mit der Struktur aus Abb. 1.1. Um die Ströme durch
die zentrale Struktur (Streuregion) zu berechnen, verwenden wir die Zeitentwicklung des
quantenmechanischen Dichteoperators und als Alternative hierzu den Landauer-Büttiker-
Formalismus, welche identische Ergebnisse liefern.
Im dritten Kapitel betrachten wir Systeme mit der gleichen Struktur wie bei den wechselwir-
kungsfreien Systemen, wobei in der Streuregion die Elektronen nun miteinander wechselwir-
ken. Die Wechselwirkung der Elektronen behandeln wir mit der Hartree-Fock-Nährerung,
was eine zeitsparende Alternative zu den oben genannten Methoden darstellt, um die Effekte
der Wechselwirkung auf die Ströme abschätzen zu können.
Mit den Methoden und den Erkenntnissen, welche wir bei der Betrachtung des thermoelek-
trischen Transports durch Nanostrukturen im zweiten und dritten Kapitel gewonnen haben,
können die Leistung und der Wirkungsgrad von Nanowärmemaschinen berechnet werden.
Das Ziel dieser Wärmemaschinen ist, durch eine geeignete Konfiguration der Maschine mög-
lichst effizient ausWärme elektrischen Strom zu erzeugen [19–21]. Generell hängt die Funktion
solcher Wärmemaschinen von der Kombination aus Ladungs- und Wärmetransport durch
Nanostrukturen ab, wobei diese Nanostrukturen an makroskopische Zuleitungen gekoppelt
sind. In den letzten Jahren wurden viele Entwürfe einer möglichenWärmemaschine diskutiert,
wobei die meisten Vorschläge aus Systemen von Quantenpunkten1 als Streuregion zwischen
den Zuleitungen bestehen [23–33].
Um die Funktionsweise einer Wärmemaschine besser verstehen zu können, diskutieren wir im
vierten Kapitel zunächst den Seebeck-Effekt. Zudem stellen wir mit Hilfe von linearen Trans-
portkoeffizienten einfache Zusammenhänge zwischen den Ladungs- und Wärmeströmen und
Größen wie dem elektrischen und thermischen Leitwert her.
Im fünften Kapitel gehen wir speziell auf die Wärmemaschine aus Abb. 1.2 ein, welche von
Jordan et al. [21] vorgeschlagen wurde. Die Wärmemaschine besteht aus den beiden Zulei-
1 Ein Quantenpunkt (engl. quantum dot) ist eine Struktur, typischerweise bestehend aus Halbleitermaterialien,
welche die Bewegungsfreiheit der Elektronen in alle Richtungen einschränkt. Somit besitzen die Elektronen in
Quantenpunkten diskrete Energieniveaus [22].
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Abbildung 1.2:Nanowärmemaschinemit drei Zuleitungen, welche von Jordan et al. [21]
vorgestellt wurde. Die blauen Zuleitungen besitzen die tiefere Temperatur TK , das rote
Reservoir besitzt die höhere Temperatur TH . Die Zuleitungen sind mit dem Reservoir
über einzelne Quantenpukte (schwarze Kreise) verbunden. Zudem sind die Richtungen
der Ladungsströme I und der Wärmeströme JW durch die Pfeile dargestellt.
tungen L und R mit der tieferen Temperatur TK und dem Reservoir Z mit der höheren
Temperatur TH . Die Zuleitungen und das Reservoir sind jeweils über einen einzelnen Quan-
tenpunkt (schwarze Kreise) miteinander verbunden. Durch ein asymmetrisches Potential
an diesen Quantenpunkten, wird ein Ladungsstrom I von R nach Z und Z nach L erzeugt.
Zudem fließt jeweils ein Wärmestrom JW vom heißeren Reservoir in die kälteren Zuleitun-
gen.
In der Publikation [21] wurde die inkohärente Wärmemaschine betrachtet, bei der die bei-
den Quantenpunkte räumlich sehr weit voneinander entfernt sind und dadurch der direkte
Ladungsstrom von L nach R unterdrückt wird. Da sich aber die Frage aufdrängt, ob sich
die inkohärente Wärmemaschine überhaupt technisch umsetzen lässt, werden wir uns im
fünften Kapitel mit der kohärenten Wärmemaschine auseinandersetzen, bei der der Ladungs-
strom von L nach R nicht unterdrückt wird. Hier werden wir feststellen, dass die kohärente
und inkohärente Wärmemaschinen nahezu die gleichen Leistungen und Wirkungsgrade
erzielen.
Abschließend befassen wir uns mit der Frage, ob sich die Leistung und der Wirkungsgrad
der Wärmemaschine steigern lassen, indem man die einzelnen Quantenpunkte zwischen den
Zuleitungen und dem Reservoir durch spezielle Strukturen mit gekoppelten Quantenpunkten
ersetzt. Interessanterweise reichen bereits Strukturen aus sehr wenigen Quantenpunkten, um




Wir betrachten in dieser Arbeit den thermoelektrischen Transport durch Modelle mit mindes-
tens zwei Zuleitungen (Leads), die durch einen zentralen Bereich (Streuregion) miteinander
verbunden sind und jeweils verschiedene chemische Potentiale und Temperaturen haben kön-
nen. Es werden also Systeme behandelt, die sich im Nichtgleichgewicht befinden. In diesem
Kapitel befassen wir uns zunächst mit eindimensionalen und wechselwirkungsfreien Elek-
tronensystemen in einer Dimension (s. Abb. 2.1). Um in diesen Systemen die Ladungs- bzw.
Energieströme bestimmen zu können, werden wir den Hamiltonoperator im Tight-Binding-
Modell als Grundlage verwenden. Dazu werden wir zwei verschiedene Methoden näher
betrachten: Als erstes werden wir eine Zeitentwicklung des großkanonischen Dichteoperators
des Systems durchführen, um so die Stromdichten in Abhängigkeit von der Zeit bestimmen zu
können, was uns dann die stationären Ströme liefert. Zum anderen benutzenwir den Landauer-
Büttiker-Formalismus um die Ladungs- und Energieströme zu erhalten. Mit dem Formalismus
kann zudem veranschaulicht werden, wie die Energiebänder der Zuleitungen und die Trans-
mission durch den zentralen Bereich die Ströme durch die Streuregion beeinflussen. Im letzten
Abschnitt dieses Kapitels vergleichen wir die beiden Methoden und werden herausfinden,
dass die Werte der stationären Ströme nahezu identisch sind1.
2.1 Hamiltonoperator im Tight-Binding-Modell
In dieser Arbeit werden wir die Systeme mit einem Hamiltonoperator im Tight-Binding-
Modell mit und ohne Wechselwirkung beschreiben. Zunächst stellt sich aber die folgende
Frage:
2.1.1 Warum Tight-Binding?
Wolfgang Nolting leitet sein Buch Grundkurs für Theoretische Physik 7 mit dem Absatz
ein: „Die physikalische Welt besteht aus wechselwirkenden Viel-Teilchen-Systemen. Deren exakte
Beschreibung erfordert die Lösung von entsprechenden Viel-Teilchen-Schrödinger-Gleichungen, was
1 Die Ergebnisse in diesem Kapitel beruhen zum Teil auf den Referenzen [34] und [45].
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allerdings in der Regel unmöglich ist. Die Aufgabe der Theoretischen Physik besteht deshalb darin,
Konzepte zu entwickeln, mit deren Hilfe ein Viel-Teilchen-Problem physikalisch vernünftig approximativ
gelöst werden kann. “ [35].
In der Festkörperphysik betrachten wir also makroskopische Systeme, die im Allgemeinen
aus sehr vielen Teilchen (≈ 1024) bestehen. Besitzen diese Systeme eine periodische Struktur,
spricht man von Kristallen, welche sich im Allgemeinen aus Gitterionen und Valenzelek-
tronen zusammensetzen. Die Gitterionen bestehen aus positiv geladenen Atomkernen, an
denen die negativ geladenen Rumpfelektronen gebunden sind. Die Valenzelektronen sind
die Teilchen, die bei einem Festkörper mit Leitungscharakteristik für den Teilchenstrom ver-
antwortlich sind. Diese Valenzelektronen gehören im Allgemeinen verschiedenen Orbitalen
an, was in einem Festkörper mit einem periodischen Gitter bedeutet, dass es mehrere Ener-
giebänder2 gibt. Dazu kommen noch Wechselwirkungen zwischen Ionen und Ionen, Ionen
und Elektronen und natürlich Elektronen mit anderen Elektronen. Wenn man sich noch
vor Augen führt, dass ein typischer makroskopischer Festkörper ≈ 1024 Atome besitzt, ist
die genaue Berechnung solcher Systeme selbst mit den leistungsstärksten Computern nicht
möglich.
Eine Methode, alle Energiebänder der Valenzelektronen eines Kristalls zu betrachten, die
Elektron-Elektron-Wechselwirkung zu berechnen und die energetisch günstigste Position der
Gitterionen zu finden, bietet die Dichtefunktionaltheorie (DFT), welche aber nur numerisch
durchgeführt werden kann. Betrachtet man mit der DFT allerdings den thermoelektrischen
Transport durch eineNanostruktur, ist die Berechnung sehr zeitintensiv.
Möchte man den thermoelektrischen Transport analytisch berechnen, ist man auf Näherungen
angewiesen. Eine mögliche Herangehensweise ist, dass nur ein Energieband betrachtet wird,
nämlich jenes, was am nächsten zur Fermi-Kante3 ist. Zwei weitere Näherungen, die wir
zunächst benutzen werden, ist zum einen die Vernachlässigung der Wechselwirkung der
Elektronen mit den Ionen und auch anderen Elektronen, zum anderen nehmen wir an, dass
das Kristallgitter unbeweglich ist. Mit diesen Näherungen kommt hierfür das Tight-Binding-
Modell in Frage.
Beim Tight-Binding-Modell hat die Aufenthaltswahrscheinlichkeit eines Elektrons ein Maxi-
mum auf einem Gitterplatz des Systems. Das hat zur Folge, dass die Bewegung der Elektronen
von einem Gitterplatz zum nächsten eingeschränkt wird. Mit dem Tight-Binding-Modell
kann so ein einzelnes Energieband eines Kristalls, aber auch Systeme aus (durch Tunneln)
gekoppelten Quantendots beschrieben werden, weswegen wir uns in dieser Arbeit auf dieses
Modell beschränken.
2 Die Energieniveaus der Elektronen eines unendlich großen idealen Kristalls (periodisch wiederholendes Gitter)
können durch kontinuierliche Funktionen (Energiebänder) beschrieben werden.
3 Die Fermi-Kante ist das höchste Energieniveau, welches ein Elektron in einem System im Grundzustand
erreichen kann.
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Bei der ersten Summewirdmit 〈ij〉 nur über alle nächstenNachbarn j einesGitterplatzes i sum-
miert (eswird nicht zusätzlich über alle Nachbarn des Gitterplatzes j summiert). Hierbei ist der
Hoppingparameter tij eine Wahrscheinlichkeitsamplitude für das Wechseln eines Elektrons
von Platz j nach i. Der zweite Term beschreibt ein Potential (Gatespannung) εi, welches jeweils
auf jedem Gitterplatz angelegt werden kann. Des Weiteren sind ĉ†i,σ (ĉj,σ) die Erzeugungs-
(Vernichtungs-)operatoren, welche ein Teilchen auf Platz i (j) erzeugen (vernichten), und der
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0 i 6= j
. (2.3)
Der Index σ =↑, ↓ in Gl. (2.1) beschreibt den Spin der Elektronen. Da wir aber zunächst keine
Spinwechselwirkungen oder externe magnetische Felder betrachten, bedeutet der Index ledig-
lich, dass zwei Elektronen mit unterschiedlichem Spin auf einem Gitterplatz sein können, was
das Pauli-Prinzip andernfalls verbieten würde. Damit gilt für die Stromdichten, dass diese
verdoppelt werden. Weil also der Spinindex im Tight-Binding-Modell (Gl. (2.1)) im thermo-
elektrischen Transport nur einen Faktor 2 ausmacht, werden wir zunächst spinlose Elektronen
betrachten, und somit die Summation über σ weglassen.
Im nächsten Abschnitt werdenwir unsmit einer eindimensionalen Kette ein konkretes Beispiel
für ein Tight-Binding-Modell näher ansehen.
2.1.2 Die eindimensionale Kette
Der Einfachheit halber betrachten wir zunächst den Hamiltonoperator für ein eindimen-
sionales, nichtwechselwirkendes Elektronensystem in der Tight-Binding-Näherung (siehe
Abb. 2.1). Die zwei Zuleitungen mit den Hoppingparametern tL und tR, bei denen ein zu-
sätzliches Potential εL und εR angelegt werden kann, werden mit den Parametern t′L und t′R
mit der Streuregion verbunden, bei der die Hoppingparameter tj und die Gatespannungen
εj unabhängig voneinander gewählt werden können. Des Weiteren besitzt die Streuregion
7
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NS Gitterplätze, die linke Zuleitung soll NL Plätze haben und endet bei Gitterplatz a und
das rechte Lead beginnt bei Platz b und besitzt insgesamt NR Plätze. Demzufolge hat das
System Nges = NL +NS +NR Gitterplätze. Damit erhalten wir die Hamiltonoperatoren für










































wobei ĤL und ĤR die linke bzw. rechte Zuleitung, ĤS die Streuregion und ĤLS (ĤSR) die
Ankopplung der Leads an die Streuregion beschreiben. Damit ist der gesamte Hamiltonopera-
tor
Ĥges = ĤL + ĤLS + ĤS + ĤSR + ĤR. (2.9)
In Abschitt 2.1.1 haben wir bereits erläutert, dass beim Tight-Binding-Modell in einer Dimen-
sion lediglich ein Energieband der Elektronen betrachtet wird. Um die Energiebänder der
Leads aus Gl. (2.4) und (2.5) zu berechnen, wird üblicherweise eine Fourier-Transformation
des Hamiltonoperators durchgeführt, da das Tight-Binding-Modell mit gleichen Hopping-






a a+ 1 b− 1 b
L R
Abbildung 2.1: Eindimensionales Modell in der Tight-Binding-Näherung mit zwei
Zuleitungen und einer Streuregion mit NS Gitterplätzen, welche mit den Hopping-
parametern t′L und t′R verbunden sind. In den Zuleitungen gibt es jeweils nur ein
Hoppingparameter tL bzw. tR, in der Streuregion können die Hoppingparameter will-
kürlich gewählt werden.
Fourier-Transformation ersetzen wir die Erzeugungs- bzw. Vernichtungsoperatoren in den















wobei hier über die Wellenzahlen k summiert wird und a die Gitterkonstante ist. Damit




[−2tL,R cos (kL,Ra) + εL,R] ĉ†kL,R ĉkL,R (2.12)
und die Eigenenergien
EkL,R = −2tL,R cos (kL,Ra) + εL,R. (2.13)











welche wir im späteren Verlauf der Arbeit noch benötigen werden. Den Gitterabstand a setzen
wir in dieser Arbeit auf „1“.
Das Energieband (Dispersionsrelation) eines Systems mit gleichen Hoppingparametern tL,R
ist also die Kosinusfunktion, die um den Wert εL,R verschoben ist. Die Wellenzahl k kann nun
an beliebige Randbedingungen angepasst werden. Wählen wir beispielsweise t′L = t′R = 0
besteht unser System (Abb 2.1) aus drei isolierten Bereichen (Zuleitungen und Streuregion).
So können wir eine Zuleitung als unendlich tiefen Potentialtopf sehen, was als feste Randbe-
dingung bezeichnet wird. Die Wellenzahl ist in diesem Fall gegeben als kL,R = nπ/(NL,R + 1),
wobei n = 1, . . . , NL,R. Nehmen wir die Leads als sehr groß an, betrachten wir mit festen
Randbedingungen also ein Energieband als halbe Kosinusfunktion mit 0 < kL,R < π, wobei
die Energieniveaus der Elektronen nicht entartet sind.
Die Zuleitungen besitzen nur ein Energieband, weil wir die Hoppingparameter und Gate-
spannungen an jeder Stelle gleich gewählt haben. Betrachtet man aber beispielsweise ein Lead
mit zwei verschiedenen Hoppingparametern, die sich periodisch abwechseln, erhält man
zwei Energiebänder mit einer Energielücke dazwischen [37]. Am Ende dieser Arbeit werden
wir kurz auf zwei- und dreidimensionale Systeme eingehen, bei denen wir auch mehrere
Energiebänder in den Zuleitungen betrachten.
Im nächsten Abschnitt werden wir uns mit den Ladungs- und Energiestromdichten auseinan-




Um den thermoelektrischen Transport durch die Streuregion in Abb. 2.1 beschreiben zu
können, betrachten wir in diesem Abschnitt die Ladungs- und Energiestromdichten (jC und
jE) und damit die zugehörigen Ladungs- und Energieströme (I und JE) genauer. Im ersten
Abschnitt betrachten wir zunächst die Ladungsstromdichte und werden herausfinden, dass
wir dadurch nicht nur den Ladungsstrom bestimmen können, sondern auch die Transmission
durch eine Streuregion definieren können. Im zweitenAbschnitt findenwir einenAusdruck für
die Energiestromdichte und damit auch für den Energiestrom.
2.2.1 Ladungsstromdichte und Transmission
Die Ladungsstromdichte am Gitterplatz l kann in dreidimensionalen Systemen im Allgemei-
nen mit der Kontinuitätsgleichung
d
dt
〈n̂l〉+∇jCl = 0. (2.15)
ausgedrückt werden. Die Divergenz der Ladungsstromdichte ist in einer Dimension die Ab-
leitung in x-Richtung und lässt sich wegen der Diskretheit des Tight-Binding-Modells als
djCl /dx = (j
C
l − jCl−1)/a schreiben. Den Gitterabstand a haben wir zwar in dieser Arbeit auf
„1“ gesetzt, man erkennt aber mit dieser Schreibweise, dass es sich im kontinuierlichen Fall
(a→ 0) um die Ableitung der Stromdichte nach dem Ort handelt. An der eindimensionalen
Ableitung kann man auch leicht erkennen, dass die zeitliche Ableitung des Erwartungswerts
des Besetzungszahloperators zwei Ladungsstromdichten zur Folge hat: zwischen den Git-
terplätzen l − 1 und l die Dichte jCl−1 und zwischen den Gitterplätzen l und l + 1 die Dichte
jCl .













berechnen, wobei hier Ô ein beliebiger Operator, und [Ĥ, Ô]− = ĤÔ − ÔĤ der Kommuta-
tor ist.4 In Gl. (2.16) ersetzen wir nun den Operator Ô durch den Besetzungszahloperator
n̂l an Platz l und verwenden den Hamiltonoperator Ĥges aus (2.9). Zudem verschwindet
der zweite Term der rechten Seite, da der Besetzungszahloperator nicht von der Zeit ab-
hängt.
4 Wir benötigen das Theorem in dieser Arbeit noch öfter, deswegen wird es hier einmal allgemein angegeben.
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Insgesamt erhalten wir für die Kontinuitätsgleichung aus (2.15)
i
~
〈[n̂l, Ĥges]−〉 = jCl − jCl−1. (2.17)
Hier könnenwir leicht erkennen, dass der Kommutator auf der linken Seite nur Terme der Form
[ĉ†αĉβ, ĉ
†
γ ĉδ]− enthält. VerwendetmandieVertauschungsrelationen für Fermionen aus (2.2), kön-
nen wir den Kommutator im Allgemeinen wie folgt auswerten:
[ĉ†αĉβ, ĉ
†











αĉδ − δα,δ ĉ
†















wobei hier δα,β das Kronecker-Delta aus (2.3) ist. Aus dem allgemeinen Kommutator kannman
herauslesen, dass zwei Besetzungszahloperatoren (α = β und γ = δ) miteinander vertauschen,
also [n̂α, n̂γ ]− = 0 gilt.Wertet man nun denKommutator [n̂l, Ĥges]−mitHilfe vonGl. (2.18) aus,





〈ĉ†l+1ĉl 〉 − h.c.
)
. (2.19)
Beim positiven Term des Stroms wird zuerst ein Teilchen auf Platz l+ 1 erzeugt und auf Platz l
vernichtet, weshalb die positive Stromrichtung der Teilchenstromdichte von links nach rechts
gegeben ist. Weil aber die Elektronen negativ geladen sind, geht die Ladungsstromdichte
mit der Elementarladung e < 0 in die umgekehrte Richtung. Es muss also immer beachtet
werden, ob von der Teilchen- oder der Ladungsstromdichte gesprochen wird. Aus Gl. (2.19)
kann man auch leicht die Einheit „Ladung pro Zeit“ der Stromdichte herauslesen, da die
Erwartungswerte von Erzeugungs- und Vernichtungsoperatoren dimensionslos sind, der
Hoppingparameter tl die Einheit „Energie“ besitzt und ~ durch „Energie mal Zeit“ gegeben
ist.
Bei späteren numerischen Berechnungen werden wir ausschließlich den Ladungsstrom I
betrachten, welcher in drei Dimensionen gegeben ist als das Integral der Ladungsstromdichte




In einerDimension sind also die Stromdichten gleich den Strömen.Weilwir in dieserArbeit nur
Systeme betrachten, die eindimensional sind oder auf eindimensionale Systeme transformiert
werden können, wird dies für die ganze Arbeit gelten.
Die Strömewerdenwir zwischen den Leads und der Streuregion berechnen. Betrachtetman da-
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Später werden wir die Ladungsströme auf die Zeit auftragen und feststellen, dass die Ströme





damit ein genauerer Wert abgelesen werden kann.
Die Ladungsstromdichten geben nicht nur den Strom durch eine Streuregion an, man kannmit
ihnen auch die Transmission durch die zentrale Region bestimmen. Die Transmission eines Teil-







Zu beachten ist, dass jCL die auf die Streuregion zulaufende Ladungsstromdichte in der
linken Zuleitung und jCR die von der Streuregion weglaufende Stromdichte im rechten Lead
ist.





Wir betrachten zunächst auf einem Gitterplatz l die Energiestromdichte und werden dann
diese Ergebnisse benutzen, um die Stromdichte durch eine Streuregion berechnen zu können.
Die Energiestromdichte am Platz l wird, analog zur Ladungsstromdichte, durch die zeitliche




〈ĥl〉+∇jEl = 0, (2.24)












ĉ†l ĉl−1 + h.c.
)
(2.25)
gegeben ist.5 Die Ableitung nach der Zeit des Erwartungswerts der Energie kann durch das






〈[ĥl, Ĥges]−〉 = ∇jEl . (2.26)
Der zweite Term des Ehrenfest-Theorems fällt weg, da ĥl nicht von der Zeit abhängt und man
























〈ĉ†l ĉl−2〉 − h.c.
), (2.27)
wobei hier bereits die Terme der Form 〈ĉ†l+1ĉl 〉 in die Ladungsstromdichten jCl und jCl−1 aus
Gl. (2.19) zusammengefasst wurden. Zudem fällt auf, dass im Gegensatz zur Ladungsstrom-
dichte auch Terme mit Hopping zu übernächsten Nachbarn existieren. Deswegen ist es bei
der Energiestromdichte nicht so einfach, die Divergenz∇jEl aus der Kontinuitätsgleichung
auszuwerten, da zu den Termen aus Gl (2.27) eigentlich noch ein Term von Gitterplatz l − 1
auf Platz l + 1 hinzukommt, wenn man die gesamte Energiedichte zwischen Platz l und l + 1
berechnen möchte.





gegeben sindund auch hier für eindimensionale Systeme JE = jE gilt.




Die Energergieströme werden wir zwischen den Zuleitungen und der Streuregion berechnen.
Betrachtetman dafür das System ausAbb. 2.1, besteht der Energiestromvom linken Lead in das
Streuzentrum demnach aus drei Termen. Einmal von Platz a zu a+ 1, zudem zwei Terme mit
dem übernächsten Nachbar-Hopping, von a−1 zu a+1 und a zu a+2. Insgesamt erhalten wir








t′Lt1(〈ĉ†a+2ĉa〉 − h.c.) + tLt′L(〈ĉ†a+1ĉa−1〉 − h.c.)
]
, (2.29)























Zudem ist der Energiestrom JE positv in der Richtung von links nach rechts.
Im nächsten Abschnitt diskutieren wir, wie die Erwartungswerte der Form 〈ĉ†αĉβ〉 konkret
berechnet werden können, um den Ladungs- und Energiestrom nummerisch zu bestim-
men.
14
2.3 Zeitentwicklung des Dichteoperators
2.3 Zeitentwicklung des Dichteoperators
Wir haben nun Ausdrücke gefunden, wie wir den Ladungs- und Energiestrom in eindimen-
sionalen und wechselwirkungsfreien Elektronensystemen (s. Abb. 2.1) berechnen können, die
Erwartungswerte der Form 〈ĉ†αĉβ〉 enthalten. In diesem Abschnitt erläutern wir, wie diese
numerisch bestimmt werden können. Deshalb werden wir uns zunächst den großkanonischen
Dichteoperator für das System aus Abb. 2.1 ansehen und anschließend eine Zeitentwicklung
durchführen.Weil der Dichteoperator für ein System vonNges Fermionen aber imAllgemeinen
in einem Hilbertraum der Größe 2Nges × 2Nges operiert, möchten wir für den Erwartungswert
eine Herleitung präsentieren, bei der nur noch Matrizen der Größe Nges ×Nges verwendet
werden.
2.3.1 Der großkanonische Dichteoperator
Generell können Erwartungswerte von Operatoren über die Spur des (im Allgemeinen zeitab-






bestimmt werden. Der Dichteoperator wird verwendet, um zu einem bestimmten Zeitpunkt
eine Besetzung des Systems vorzugeben. Anschließend kann der Dichteoperator zeitlich
entwickelt werden, um dann Erwartungswerte von Observablen bestimmen zu können. So
können Informationen bestimmt werden, wie sich das System mit der Zeit verhält. Weil wir
unsere Zuleitungen als sehr große Teilchen- und Wärmebäder sehen, benutzen wir zum
Zeitpunkt t = 0 die großkanonischen Dichteoperatoren der drei separaten Systeme ĤL, ĤS
und ĤR aus Gl. (2.4)-(2.6) und erhalten6







und der Summe der Besetzungszahloperatoren N̂j =
∑Nj
k=1 n̂k in den Bereichen j = L, S,R.
Hierbei muss beachtet werden, dass N̂j ein Operator und Nj die Anzahl der Gitterplätze
des jeweiligen Bereichs darstellen. Beim Dichteoperator haben wir nun in jedem Bereich des
6 An diesem Punkt sollte noch erwähnt werden, dass die Operatoren Ĥj die gleiche Dimension des Operators
Ĥges aus Gl. (2.9) haben, da die Multiplikation der Exponentialfunktionen sonst keinen Sinn ergibt.
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Systems die Möglichkeit eine inverse Temperatur βj = 1/kBTj und ein chemisches Poten-
tial µj einzustellen, wobei das chemische Potential wie folgt mit der Spannung zusammen-
hängt
µL = µS +
eV
2




Das chemische Potential µS gibt die Fermi-Kante des Systems an, was wir meist auf µS = 0
setzen werden.
Zum Zeitpunkt t = 0 können beim Dichteoperator die Zuleitungen und die Streuregion
verschiedene Temperaturen und chemische Potentiale haben, aber jeder Bereich befindet sich
separat imGleichgewicht, da diese noch getrennt voneinander sind. Als nächsten Schritt führen
wir eine Zeitentwicklung des Dichteoperators ρ(0) durch
ρ̂(t) = e−iĤgestρ̂(0)eiĤgest = Z−1e−iĤgestÛ(0)eiĤgest = Z−1Û(t), (2.36)
wobei nun der Hamiltonoperator Ĥges verwendet wurde, da die Zuleitungen mit der Streuregi-
on für Zeiten t > 0 verbunden sind. Zu beachten ist hier, dass t die Zeit darstellt und tj für die
Hoppingparameter im Tight-Binding-Modell stehen. Des Weiteren wurden in Gl. (2.36) der
Einfachheit halber die Exponentialfunktionen des Dichteoperators ρ̂(0) durch Û(0) und die
zeitabhängigen Exponentialfunktionen und Û(0) wiederum durch Û(t) zusammengefasst, wo-
bei die Zustandsumme dann Z = Sp[Û(0)] ist. Weil die Spur invariant unter zyklischen Vertau-











geschriebenwerden.DieseUmformungvon ρ̂(t)wird imAbschnitt 2.3.2 benötigt.
Weil der Dichteoperator im Allgemeinen in einem Hilbertraum der Dimension 2Nges × 2Nges
operiert, leitenwir im nächstenAbschnitt einenAusdruck für den Erwartungswert her, welcher
nur noch Matrizen der Größe Nges ×Nges verwendet.
2.3.2 Der Erwartungswert 〈ĉ†i ĉj〉
Kommen wir nun zurück zum Erwartungswert des Operators Ô aus Gl. (2.32), der nun
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besitzt. Hier ist oij das dem Operator zugehörige Matrixelement. Weil der Operator Û(t) die
Struktur
Û(t) = e−ÂeB̂eÂ (2.40)
hat, ist es von Vorteil, den Operator Ô auch als Exponentialfunktion schreiben zu können,
damit wir im weiteren Rechenverlauf eine Vereinfachung der Gleichung durchführen können.
Die Operatoren Â und B̂ haben die gleiche Form wie Ô in Gl. (2.39). Um den Operator Ô als
Exponentialfunktion schreiben zu können, benutzen wir die Ableitung nach einer beliebigen








Weil sowohl die Spur als auch die Ableitung lineare Operationen sind und Û(t) nicht von λ
























Im zweiten Schritt haben wir lediglich die Ableitung umgeschrieben, weswegen wir nun einen
natürlichen Logarithmus in derGleichung stehen haben.Dieswar auchderGrund,weshalbwir
in Gl. (2.37) den Nenner von Sp [Û(0)] auf Sp [Û(t)] umformten.
Bisher haben wir den Ausdruck für den Erwartungswert 〈Ô〉 lediglich umgeformt. Um nun
nicht mehr im Vielteilchen-Hilbertraum der Dimension 2Nges × 2Nges , sondern mit den zugehö-
rigen Matrizen der GrößeNges×Nges rechnen zu können, verwenden wir folgenden Ausdruck










Zu beachten ist, dass auf der linken Seite Operatoren mit der aus Gl. (2.39) bekannten Form ste-
hen und auf der rechten Seite deren zugehörigeMatrizen. Die Herleitung des Ausdrucks findet
man im Anhang der Publikation [39]. In Gl. (2.43) stehen lediglich zwei Operatoren der Form
eX̂ . Mit Hilfe der Herleitung erkennt man jedoch, dass dies für eine beliebige Anzahl an Expo-
nentialoperatoren gilt, solange diese diagonalisierbar sind.
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Mit der, aus der linearen Algebra bekannten Beziehung7 ln (detM) = Sp (lnM) können wir

















wobei hier beim ersten Schritt bereits die Spur mit der Ableitung vertauscht wurde. Des
Weiteren wurde im zweiten Schritt die Ableitung berechnet und λ = 0 gesetzt. Benutzt







Um nun die Ladungs- und Energieströme bestimmen zu können, berechnen wir den Erwar-
tungswert 〈ĉ†i ĉj〉, dessen zugehöriges Matrixelement in der Dirac-Notation mit |i〉〈j| gegeben
ist. Wir schreiben die Spur als Summe aus und erhalten














Der Erwartungswert 〈ĉ†i ĉj〉wird in der Literatur auch als Green’sche Funktion für Einteilchen-
systeme (Single particle Green’s function) bezeichnet [40].
Mit der Green’schen Funktion 〈ĉ†i ĉj〉 können wir nun die Ladungs- und Energieströme von
Systemen im Tight-Binding-Modell numerisch bestimmen, was wir im nächsten Abschnitt
diskutieren werden.
7 Bedingung für den Ausdruck ist, dass die MatrixM diagonalisierbar sein muss, was allerdings im Beweis für
Gl. (2.43) bereits vorausgesetzt wurde.
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2.3.3 Numerische Ergebnisse der Zeitentwicklung
In diesen Abschnitt betrachten wir einige Beispiele für das System aus Abb. 2.1 und berechnen
hierfür denLadungs- undEnergiestrom I und JE durchdie Streuregion.
Einheiten Typische Werte
Energie (εj , eV , kBT ) t0 ∼ 1 eV
Zeit t τ = ~
t0
∼ 10−15 s









Tabelle 2.1:Hier sind die jeweiligen Messgrößen in Abhängigkeit vom Hoppingpara-
meter t0 angegeben, welche in den nachfolgenden Abbildungen verwendet werden.
Zusätzlich sind typische Werte der Messgrößen angegeben, wenn man von einem
Energieband der Größe ∼ 1eV ausgeht.
Weil bereits bei solch einem kleinen System viele Parameter variiert werden können, legen
wir nun einige davon fest. Die Hoppingparameter in den Zuleitungen sollen mit t0 = tL = tR
die Gleichen sein, zudem nehmen wir kein Potential in den Leads an (εL = εR = 0), was
dann bedeutet, dass die Energiebänder in den Zuleitungen identisch sind. Welche Effekte mit
verschiedenen Energiebändern auftreten, lässt sich leicht mit der Landauer-Büttiker-Formel
erklären und wird daher im Abschnitt 2.4 diskutiert. Die Länge der Zuleitungen setzen wir
mit jeweils 100 Gitterplätzen fest und die Streuregion besteht der Einfachheit halber aus
zwei Gitterplätzen, da wir beim Energiestrom auch die Terme mit übernächsten Nachbar
Hopping betrachten möchten. Bei nur einem Gitterplatz im zentralen Bereich würden Teile
des Energiestroms die Streuregion einfach „überspringen“. Damit setzt sich unser System
mit den Leads aus Nges = 202 Gitterplätzen zusammen. Des Weiteren benutzen wir für den
zentralen Bereich den Hoppingparameter tS = tj und das Potential εS = εj . Als Anbindung
zu den Leads verwenden wir die Parameter t′ = t′L = t′R.
Weil wir ein mikroskopisches System betrachten, ist es unübersichtlich, beispielsweise die
Ladungsströme in Einheiten von Ampere [A] anzugeben. Deshalb schreiben wir in allen
Grafiken die Energien wie Gatespannung εj , Temperatur kBTj = 1/βj oder die Spannung
eV in Einheiten des Hoppingparameters t0 der Zuleitungen. In Tabelle 2.1 kann man sehen,
wie sich dies auf die Zeit und die Ströme auswirkt. Zu beachten ist hier, dass in der Literatur















Abbildung 2.2: Einige Perioden des Ladungsstroms I/I0 aufgetragen auf die Zeit t/τ
für ein ungestörtes Systemmit t′ = t0 und εS = 0, für tiefe Temperaturen βL,R = 150/t0
und einer Spannung von eV = t0.
späteren Kapiteln auch Ergebnisse mit anderen Arbeiten vergleichen, benutzen wir hier die
gleiche Notation.
Als Erstes werden wir das Verhalten des Ladungsstroms über längere Zeiten genauer ansehen.
Dazu betrachten wir ein ungestörtes System mit t′ = t0 und εS = 0 bei einer Spannung
eV = t0 und einer inversen Temperatur von βL,R = 150/t0. Weil wir wissen, dass das Energie-
band der Zuleitungen eine Größe von 4t0 besitzt, können wir daher von tiefen Temperaturen
sprechen.
In Abb. 2.2 können wir den Ladungsstrom, aufgetragen gegen die Zeit für mehrere Perioden
sehen. Man erkennt, dass der Strom circa alle 100 Zeitschritte die Richtung ändert, also
im System hin- und herfließt. Die Plateaus des Stroms werden mit höheren Zeiten immer
ungenauer, was auf Interferenzeffekte zurückzuführen ist. Deswegen werden wir in dieser
Arbeit jeweils nur das erste Plateau der Ströme betrachten, um den stationären Strom durch
die Streuregion bestimmen zu können.
Nun stellt sich die Frage, warum eine Periode des Ladungsstroms 100 Zeitschritte benötigt.
Man kann dies mit der Gruppengeschwindigkeit der Elektronen in einem Lead aus Gl. (2.14)
begründen. Betrachtet man klassisch, dass ein Elektron in der linken Zuleitung auf Platz a
des Systems aus 2.1 sitzt, kann es sich entweder nach rechts in die Streuregion oder nach links
bewegen. Falls es sich nach links bewegt, durchquert es zweimal das linke Lead8, bevor es die
Streuregion erreichen kann. Für ein Elektron mit der Wellenzahl kLa = 0.5π (an der Fermi-
Kante des Systems) bedeutet das für die Geschwindigkeit vkL = 2t0a/~, was ausgedrückt für
8 Das Elektron wird am Ende des Leads reflektiert, deshalb legt es den Weg von 2NL Gitterplätzen zurück
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Abbildung 2.3: Stationäre Ströme eines ungestörten Sytems mit t′ = t0, eV = t0, εS = 0
und βL,R = 5/t0 für verschiedene Längen der Leads NL,R.
Im Abschnitt 2.3.1 hatten wir für den großkanonischen Dichteoperator lediglich vorausgesetzt,
dass die Zuleitungen hinreichend groß sein sollen, damit die Spannung und der Tempera-
turunterschied der Leads nicht vom chemischen Potential und Temperatur der Streuregion
beeinflusst werden. Aber was ist nun „hinreichend groß“? In Grafik 2.3 sind die Ladungs-
ströme für verschiedene Größen der Leads abgebildet. Wie man erkennen kann, ändern
sich hauptsächlich die Längen der stationären Bereiche, da diese von NL,R abhängig sind.
Sonst erreichen die Ströme den gleichen Plateauwert, wobei man mit längeren Leads auch
genauere Werte für den stationären Strom bestimmen kann. Mit Zuleitungen der Länge
NL,R = 10 lässt sich nur ein grober Wert für das stationäre Plateau abschätzen. Das Verhalten
der Ladungsströme nach der Zeit wurde unter anderem von Branschädel et al. [41] bereits
untersucht.
In Grafik 2.3 wurden die gleichen Parameter wie für den Strom aus Abb. 2.2 benutzt, mit
Ausnahme von einer kleineren inversen Temperatur βL,R = 5/t0. Der Grund hierfür ist, dass
die Länge der Leads nicht nur die Dauer der stationären Ströme beeinflusst, es treten zudem
bei tiefen Temperaturen quantenmechanische Effekte9 auf, wenn die Leads zu kurz gewählt
werden. Diese Effekte können in einem I(V )-Diagramm dargestellt werden, indem man den
stationären Strom numerisch für verschiedene Spannungen eV berechnet und dann wiederum
9 Weil die Fermi-Kante bei tiefen Temperaturen sehr scharf ist, kann diese von den diskreten Energieniveaus




gegen die Spannung aufträgt. Wie man in Abb. 2.4 erkennen kann, bildet der Ladungsstrom
nach der Spannung für kurze Leads (NL,R = 20) und tiefe Temperaturen (βL,R = 150/t0)
Stufen aus, die bei längeren Leads (NL,R = 200) nicht vorkommen. Hier wurde die Spannung
in einem Bereich |eV | < 5t0 variiert. Die sonstigen Parameter wurden wie in Abb. 2.2 gewählt.












Abbildung 2.4: I(V )-Diagramm bei tiefen Temperaturen βL,R = 150/t0 für verschiede-
ne Längen der Leads. Die anderen Parameter sind mit t′ = t0 und εS = 0 gegeben.
Es muss also bei der Anzahl der Gitterplätze in den Leads darauf geachtet werden, wie
genau der stationäre Strom bestimmt werden soll (umso mehr Gitterplätze, desto genauer
die Werte). Zudem muss bei tiefen Temperaturen die Anzahl der Plätze erhöht werden, um
quantenmechanische Effekte (Stufen im I(V )-Diagramm) zu vermeiden, welche die Ergebnisse
verfälschen können.
Alles, was bisher für den Ladungsstrom diskutiert wurde, gilt auch für den Energiestrom, den
wir ausführlich bei den thermoelektrischen Effekten und der Wärmemaschine in den Kapiteln
4 und 5 diskutieren werden.
In Abb. 2.5 ist ein Beispiel für einen Ladungs- und Energiestrom für eine Streuregion mit
zwei Gitterplätzen gegeben. Hier wurde das Potential εS = 0.8t0 und die Hoppingparameter
t′ = 0.4t0 und tS = t0 verwendet. Zudem wurde die Spannung eV = t0 angelegt und
es wurden verschiedene inverse Temperaturen für die Leads mit βL = 10/t0 und βR =
30/t0 gewählt. Man kann deutlich die stationäre Phase der Ströme erkennen, welche wir
beispielsweise für die I(V )-Diagramme verwenden. Hier muss allerdings beachtet werden,



























Abbildung 2.5: Beispiel eines Ladungs- und Energiestroms, als Funktion der Zeit mit
zwei Gitterplätzen in der Streuregion. Als Parameter wurden die Hoppingparameter
t′ = 0.4t0 und tS = t0, und die Gatespannung εS = 0.8t0 verwendet. Zudemwurde eine
Spannung eV = t0 zwischen den Leads angelegt und die inversen Temperateraturen
βL = 10/t0 und βR = 30/t0 benutzt.
Umdie Richtigkeit der in diesemAbschnitt berechneten Ströme überprüfen zu können,werden
wir uns im nächsten Abschnitt mit dem Landauer-Büttiker-Formalismus eine andere Methode
ansehen,mit der die stationären Strömedirekt bestimmtwerden können.
2.4 Landauer-Büttiker-Formalismus
Der Landauer-Büttiker-Formalismus ist ein alternativer Weg den stationären Ladungs- und
Energiestrom durch die Streuregion eines Systems zu bestimmen, ohne explizit die Zeit-
entwicklung zu verwenden. Um den Formalismus besser verstehen zu können, werden wir
im ersten Abschnitt eine phänomenologische Herleitung präsentieren und herausfinden,
dass die Ströme im Landauer-Büttiker-Formalismus von den Energiebändern der Leads und
der Transmission der Streuregion abhängen. In den letzten beiden Abschnitten werden wir
den Einfluss der Leads und der Streuregion auf die Ströme diskutieren, was im Landauer-
Büttiker-Formalismus viel transparenter erläutert werden kann, als bei der Zeitentwicklung
des Dichteoperators.
2.4.1 Phänomenologische Herleitung
Um eine phänomenologische Herleitung des Landauer-Büttiker-Formalismusses durchführen
zu können, betrachtenwir zunächst die isolierten Leads bei einer inversen Temperatur βL,R und
einem chemischen Potential µL,R. Die energetischeWahrscheinlichkeitsverteilung der wechsel-









in den Zuleitungen definiert. Die Fermi-Verteilung ist bei einer Termperatur T = 0 eine
Stufenfunktion, die an der Fermi-Kante (EkL,R = µL,R) vomWert 1 auf 0 springt. Bei steigenden
Temperaturen „weicht“ die Kante immer mehr auf.
Betrachtet man das System aus Abb. 2.1, kann ein Elektron mit einer bestimmten Energie Ek
nur von der Zuleitung L in die ZuleitungR tunneln, falls in L die Fermi-Verteilung fL(Ek) 6= 0
und in R die Fermi-Verteilung fR(Ek) 6= 1 ist. Dies bedeutet, dass in der Zuleitung L eine
endliche Wahrscheinlichkeit existiert, dass sich ein Elektron dort aufhält und es eine endliche
Wahrscheinlichkeit für einen freien Platz im Lead R gibt. Zudem muss für ein Elektron der
Energie Ek die Transmissionswahrscheinlichkeit T (Ek) > 0 sein, um durch die Streuregion
tunneln zu können. Natürlich gilt für das Tunneln eines Elektrons von Lead R nach L das
Gleiche.













Die Gruppengeschwindigkeiten in den Leads haben durch die verschiedenen Vorzeichen des
Summationsindexes k auch verschiedene Vorzeichen. Es ist hier gewollt, dass nur Elektronen
betrachtet werden, die sich entweder vom linken Lead oder vom rechten auf die Streuregion
zubewegen. In dieser einfachen Herleitung nehmen wir an, dass die Parameter in den Zulei-
tungen gleich sind (t0 = tL,R und ε0 = εL,R), wobei die Gruppengeschwindigkeiten in den
Leads dann den gleichen Betrag haben (vk = |vkL | = |vkR |). Nimmt man zudem an, dass die
Leads gleich lang sind mit NLead = NL = NR und die Transmission T (Ek) von beiden Seiten






vkT (Ek)(fL(Ek)− fR(Ek)). (2.51)
Nun führen wir den sogenannten thermodynamischen Grenzfall durch, indem wir die Zulei-
tungen in eine Richtung als unendlich lang annehmen (NLead →∞) und Gl. (2.51) mit dem
Faktor dkNLead/2π multiplizieren. Die Energieniveaus der Elektronen, die wir bis jetzt diskret
behandelt hatten, sind damit kontinuierlich und wir integrieren bei der Landauer-Büttiker-
Formel über alle Wellenzahlen k. Zudem ersetzen wir die Gruppengeschwindigkeit durch





dE T (E)(fL(E)− fR(E)) (2.52)
für den Ladungsstrom. In der kontinuierlichen Landauer-Büttiker-Formel in einer Dimension
spielt die Zustandsdichte der Elektronen keine Rolle mehr, weswegen die Wellenzahl als Index
der Energie weggelassen wird.
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Analog zumLadungsstromkannder Energie-, aber auchderWärmestromdurch eine Landauer-





dE ET (E)(fL(E)− fR(E)), (2.53)





dE (E − µS)T (E)(fL(E)− fR(E)). (2.54)
BeimWärmestrom kann man immer die Aussage treffen, dass dieser von der heißen Zuleitung
zur kalten fließt. Beim Energiestrom ist dies nicht zwangsläufig der Fall. DenWärmestromwer-
den wir für die Berechnung des Wirkungsgrads einer Wärmemaschine in Kapitel 5 benötigen,
weswegen wir diesen hier schon einmal vorstellen.
Da für den Ladungsstrom nur eine phänomenologische Herleitung benutzt wurde, sind einige
Schritte vereinfacht worden, beispielsweise, dass die Gruppengeschwindigkeiten (also dieWel-
lenzahlen kL,R) in den Leads gleich sein müssen. Im Allgemeinen gilt der Landauer-Büttiker-
Formalismus auch für Leads mit unterschiedlichen kL,R, wie man der allgemeinen Herleitung
des Formalismusses imBuch vonM.DiVentra [44] entnehmenkann.
Integriert wird bei der Landauer-Büttiker-Formel im Allgemeinen über alle Energien −∞ <
E <∞. Dies kann aber wegen der Energiebänder der Leads durch endliche Grenzen verein-
fachtwerden, waswir imAbschnitt 2.4.3 diskutierenwerden. Im nächstenAbschnitt betrachten




2.4.2 Transmission einer eindimensionalen Streuregion
Der Landauer-Büttiker-Formalismus erlaubt uns nun, den Ladungs- und Energiestrom ei-
nes Systems zu berechnen, solange wir die Transmission durch eine Streuregion und die
Energiebänder der Zuleitungen kennen. Wie man die Energiebänder einer eindimensionalen
















Abbildung 2.6: Ein eindimensionales System mit zwei Zuleitungen und deren zugehö-
rigen Eigenzuständen ψ(j)L,R. Zudem die Streuregion mit den Zuständen ψj .
Nun werden wir die Transmission für ein System wie in Abb. 2.1 berechnen, indem wir die
Schrödinger-Gleichung
Ĥges|ψ〉 = E|ψ〉 (2.55)
als Streuproblem lösen, wobei der Hamiltonoperator aus Gl. (2.9) verwendet wird. Um die
Schrödinger-Gleichung lösen zu können, benötigen wir die Eigenzustände des Systems. Dazu
teilen wir die Zuleitungen und die Streuregion in drei Bereiche auf und betrachten die fol-
genden Eigenzustände in der Ortsbasis, ψ(j)L,R = 〈j|ψL,R〉 in den Zuleitungen und ψj = 〈j|ψ〉
im zentralen Bereich (s. Abb. 2.6), genauer. Weil wir in den Zuleitungen jeweils die glei-
chen Hoppingparameter tL,R und Potentiale εL,R verwenden, können wir die Eigenzustände
in den Leads als ebene Wellen ψ(j)L,R = Aexp (ikL,Rj) annehmen. Dies kann leicht nachge-
wiesen werden, indem wir in die diskrete Schrödinger-Gleichung den Exponentialansatz
einsetzen
E〈j|ψL,R〉 = 〈j|HL,R|ψL,R〉
EAeikL,Rj = −tL,RAeikL,R(j−1) + εL,RAeikL,Rj − tL,RAeikL,R(j+1)
E = −2tL,R cos (kL,R) + εL,R
, (2.56)
wobei HL,R die zugehörige Matrix zum Hamiltonoperator ĤL,R aus Gl. (2.4) und (2.5) und A
die Amplitude der ebenen Welle ist. Damit wissen wir, dass ein Ansatz mit ebenen Wellen
zumindest den Hamiltonoperator in den Leads diagonalisiert.
Wir berechnen also die Transmission mit einer ebenen Welle, welche mit einer Amplitude
A von der linken Zuleitung zur Streuregion einfällt und dort mit einer Amplitude B re-










AeikLj +Be−ikLj j ≤ 0
C ′eikR(NS+j) j > 0
, (2.57)
wobei hier der Koordinatenursprung in Abb. 2.6 auf den letzten Gitterplatz des linken Leads
gelegt wurde.
Weil wir die Eigenfunktionen der Leads nun kennen, erhalten wir mit der Schrödinger-
Gleichung aus Gl. (2.55) folgende Gleichungen
−tL [A exp(−ikL) +B exp(ikL)]− t′Lψ1 = (E − εL) (A+B)
−t′L(A+B)− t1ψ2 = (E − ε1)ψ1
...
−tNS−1ψNS−1 − t′RC ′ exp[ikR(NS + 1)] = (E − εNS )ψNS
−t′RψNS − tRC ′ exp[ikR(NS + 2)] = (E − εR)C ′ exp[ikR(NS + 1)]
. (2.58)
Um die nachfolgenden Rechnungen der Transmission zu vereinfachen, definieren wir die
Amplitude C ′ mit
C = C ′eikR(NS+1). (2.59)
Da wir mit C nur die Transmission mit T (E) ∼ |C|2 bestimmen werden, fällt die Phase







AeikLj +Be−ikLj j ≤ 0
CeikRj j ≥ 0
, (2.60)
gegeben.
Setzen wir nun die einfallende Amplitude A = 1, haben wir NS + 2 Gleichungen und gleich
viele unbekannte Parameter. Deswegen können wir die Gleichungen aus (2.58) in ein lineares




t′L (E − ε1) t1
. . . . . . . . .

























Mit dem Ausdruck für die Transmission aus Gl. (2.23), den wir mit Hilfe der Ladungsstrom-










Die Amplitude C müsste eigentlich noch durch die Amplitude A dividiert werden, die wir
aber auf „1“ gesetzt haben.
Analog zur Transmission kann die Reflexion auch durch
R(E) = |B|2 (2.63)
ausgedrückt werden. Der Term mit den Gruppengeschwindigkeiten fällt bei der Reflexion
heraus, da sich die Wellenzahlen für die reflektierte Welle nie ändern. Weil in unserem abge-
schlossenen System Teilchenerhaltung gilt, kann die Reflexion auch durchR(E) = 1− T (E)
bestimmt werden.
Betrachtet man die Zuleitungen mit den gleichen Hoppingparametern t0 = tL,R und keinem
Potential εL,R = 0, ist die einfachste Variante des Systems aus 2.6 mit einem Gitterplatz in










t20(E − εS)2 − E(E − εS)(t′2L + t′2R) + (t′2L + t′2R)2
, (2.64)
wobei hier εS das Potential am zentralen Gitterplatz darstellt. Aus dem analytischen Ausdruck
für die Transmission eines Gitterplatzes kann man bereits einige interessante Eigenschaften
herauslesen. Setzt man beispielsweise die Hoppingparameter auf den gleichen Wert t′L,R = t0
und verwendet kein Potential (εS = 0), so ist die Transmission T (E) = 1 für die Energien im
gesamten Bandbereich (−2t0 < E < 2t0) der Leads.






















Abbildung 2.7: Transmissionen einer Streuregion mit einem Gitterplatz ohne Gatepo-
tential εS = 0. Verwendet wurden im linken Bild die Hoppingparameter t′L,R = 0.5t0
und im rechten Bild t′L,R = 0.05t0. Man beachte die verschiedenen Energiebereiche der
Transmissionen.
In Abb. 2.7 ist die Transmission für verschiedene Hoppingparameter t′L,R abgebildet. Im linken
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Bild ist der Hoppingparameter mit t′L,R = 0.5t0 verglichenmit der Größe des Energiebands der
Leads groß gewählt. Die Transmission sieht wie eine Lorentz-Verteilung aus, die zumRand hin
aber schnell abfällt. Vergleicht man die Transmission mit einem kleineren Hoppingparameter
t′L,R = 0.05t0 im rechten Bild, kann man definitiv von einer Lorentz-Verteilung sprechen.
In diesem Fall sind wir im sogenannten Wide-Band Limes, bei dem t0  t′L,R gilt. Hier
ist der Transport auf den linearen Bereich des Energiebands der Zuleitungen beschränkt
und wir können für die Wellenzahlen k ≈ π/2 annehmen. Damit fallen alle Terme in der
Transmission aus Gl. (2.64) heraus, bei denen die Energie ohne das Potential vorkommt und
wir erhalten





wobei wir hier t′ = t′L,R gewählt und die Hoppingparameter mit γ = 2t′2/t0 zusammenge-
fasst haben. Die Transmission für einen Gitterplatz ist also imWide-Band Limes durch die
Lorentz-Funktion gegeben, bei der das Maximum durch das Potential εS verschoben werden
kann.
Analytische Ausdrücke für die Transmission werden im Allgemeinen für eine höhere Anzahl
von Gitterplätzen in der Streuregion schnell sehr unübersichtlich und werden deshalb nur
numerisch berechnet. Es gibt allerdings einige Ausnahmen, die wir im Kapitel 5 diskutieren
werden.
Wir haben nun in diesemAbschnitt eine allgemeine Berechnungsmethode für die Transmission
durch eine Streuregion von Systemen wie in Abb. 2.1 gefunden und somit alle Fälle abgedeckt,
wie der zentrale Bereich die Ströme beeinflussen kann. Im nächsten Abschnitt diskutieren wir
mit Hilfe der thermischen Besetzungszahlen eines Systems, welchen Einfluss die Leads auf
den Stromfluss haben können.
2.4.3 Einfluss der Leads auf die Ströme
Die Zuleitungen sind in unseren Systemen Wärme- und Teilchenbäder, welche, verglichen
mit der Streuregion, sehr groß sind. Um zu verstehen, wie sich Temperatur(-differenz) und
Spannung der Leads auf den Ladungsstrom auswirken, benutzen wir die thermischen Beset-
zungszahlen eines Systems wie in Abb. 2.8.
Bei den Diagrammen sind die energetischen Besetzungen der Elektronen in den Leads durch
verschiedene Grautöne gekennzeichnet (dunkelgrau für voll besetzte, weiß für unbesetzte
Energieniveaus), welche durch die Fermi-Funktionen aus Gl. (2.49) gegeben sind. Der Einfach-
heit halber betrachten wir zunächst Leads mit gleichen Hoppingparametern t0 = tL,R und
keinem Potential εL,R = 0. Zudem soll die Fermi-Kante bei µS = 0 liegen. Als Transmission be-















Abbildung 2.8: Thermische Besetzungszahlen eines Systems mit gleichen Energiebän-
dern in den Zuleitungen. Bei der linken Abbildung wurde eine Spannung zwischen den
Leads angelegt und bei der rechten eine Temperaturdifferenz. Durch die Streuregion
kann über ein Energieniveau getunnelt werden, welches durch eine Gatespannung εS
verschoben werden kann.
an die Zuleitungen gekoppelt ist (t′ → 0), sodass T (E) sehr scharf um E = εS zentriert ist
(siehe Abb. 2.7).
In der linken Abbildung betrachten wir eine Spannung eV zwischen den Leads. Die Tempera-
tur des Systems liegt bei T = 0K, daher sind die Fermi-Funktionen Stufenfunktionen mit einer
scharfen Kante. Mit dieser Konfiguration gibt es nur besetzte Zustände bis zur Energie der
chemischen Potentiale µL,R und unbesetzte Zustände für Energien darüber. Ein Ladungsstrom
kann zustande kommen, falls µR ≤ εS ≤ µL, wobei dieser dann von rechts nach links fließt.10
Das ist auch der einzige Fall, denn falls wir εS < µR wählen, kann ein Elektron vom linken
Lead nicht in das rechte tunneln, da alle Energieniveaus besetzt sind, und wählen wir εS > µL
gibt es keine besetzten Zustände mehr.
Im rechten Bild aus Abb. 2.8 betrachten wir das System ohne Spannung, dafür aber mit einer
Temperaturdifferenz zwischen den Zuleitungen, wobei hier TL > TR gilt. Die „Aufweichung“
der Fermi-Kante bei endlichen Temperaturen wird hier durch den hellgrauen Bereich dar-
gestellt. Weil bei der heißeren linken Zuleitung die Fermi-Kante stärker verbreitert ist als
bei der rechten, ist für ein Gatepotential εS > 0 die Zustandsdichte im linken Lead größer,
weswegen der Ladungsstrom von rechts nach links fließt. Wählt man εS < 0, so ist dies genau
umgekehrt und der Ladungsstrom fließt von links nach rechts. Auch wenn in der Abbildung
der hellgraue Bereich scharfe Kanten hat, ist dies für Besetzungen aus den Fermi-Funktionen
nicht gegeben. Diese gehen bei endlichen Temperaturen sehr schnell gegen die Werte „1“
und „0“, erreichen diese aber nur im Unendlichen. Deshalb erhält man für eine Differenz von
10 Das Elektron bewegt sich wegen der Dichteunterschiede der Leads eigentlich von der linken Zuleitung in
die Rechte, was dann als Teilchenstrom bezeichnet wird. Wegen der negativen Elementarladung e fließt der
Ladungsstrom in die umgekehrte Richtung.
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endlichen Temperaturen in den Zuleitungen im ganzen Energiebereich −2t0 < E < 2t0 Werte










Abbildung 2.9: Thermische Besetzungszahlen eines Systems mit verschiedenen Ener-
giebändern in den Zuleitungen bei einer Temperatur T = 0K und einer Spannung
eV .
Wie wirken sich nun verschiedene Energiebänder in den Zuleitungen auf die Ströme aus? In
Abb. 2.9 betrachten wir das linke Lead mit einem Hoppingparameter tL und keinem Potential
εL. Die rechte Zuleitung mit dem Hoppingparameter tR ist zusätzlich durch eine Gatespan-
nung εR verschoben. Bei dieser Konfiguration wurde wieder zwischen den Zuleitungen eine
Spannung bei einer Temperatur von T = 0 angelegt. Weil tL > tR gilt, ist auch das linke Ener-
gieband breiter als das rechte. Ein Ladungsstrom kann nur in dem Energiebereich auftreten,
bei dem die Energiebänder beider Zuleitungen sich überlappen. In diesem Bereich gelten wie-
der alle Regeln, welche wir bereits bei der linken Abbildung (2.8) besprochen hatten. Berechnet
man die Ströme mit der Landauer-Büttiker-Formel, muss also bei verschiedenen Energiebän-
dern darauf geachtet werden, die Integrationsgrenzen nicht außerhalb des Überlapps der
Energiebänder zu definieren.
Im letzten Abschnitt dieses Kapitels vergleichen wir die numerischen Ergebnisse der Ladungs-
und Energieströme aus dem Landauer-Büttiker-Formalismus mit den stationären Strömen
der Zeitenwicklung des Dichteoperators.
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2.5 Landauer-Büttiker-Formalismus vs. Zeitentwicklung des
Dichteoperators
In diesem Kapitel haben wir mit dem Landauer-Büttiker-Formalismus und der Zeitentwick-
lung des großkanonischen Dichteoperators zwei Methoden diskutiert, mit denen wir den
thermoelektrischen Transport eines Systems wie in Abb. 2.6 berechnen können. Dazu haben
wir für beide Methoden Ausdrücke für den Ladungs- und Energiestrom11 präsentiert, welche
wir nun vergleichen werden.

























Abbildung 2.10: Vergleich des Landauer-Büttiker-Formalismusses mit der Zeitentwick-
lung des Dichteoperators in einem I(V )-Diagramm für einen Ladungs- und Energie-
strom. Die Streuregion besteht aus zwei Gitterplätzen mit dem Potential εS = 0.4t0
und dem Hoppingparameter tS = t0. Zudem wurden t′ = 0.5t0 und die inversen
Temperaturen βL,R = 30/t0 benutzt.
In Abb. 2.10 vergleichen wir den Landauer-Büttiker-Formalismus mit der Zeitentwicklung des
Dichteoperators mit Hilfe des I(V )-Diagramms eines Ladungs- und Energiestroms. Hierfür
betrachten wir eine Streuregion mit zwei Gitterplätzen, dem Potential εS = 0.4t0 und dem
Hoppingparameter tS = t0. Die übrigen Parameter die verwendet wurden, sind t′ = 0.5t0,
ε0 = 0 und die inverse Temperatur βL,R = 30/t0.
Man kann erkennen, dass die Ergebnisse beider Methoden sehr gut übereinstimmen. Die
relative Abweichung der Ströme beläuft sich auf maximal ∼ 10−3, wobei der größte Feh-
ler bei der Berechnung des stationären Stroms aus der Zeitentwicklung des Dichteopera-
tors auftritt. Um den Fehler zu minimieren, müssten die Leads verlängert werden, damit
die Fluktuationen im stationären Bereich noch kleiner werden und ein besserer Mittelwert
erzeugt werden kann. Da aber die Ergebnisse in den Graphen nicht sichtbar voneinander
abweichen, genügt es für die Zeitentwicklung Zuleitungsgrößen von ∼ 100 Plätzen zu ver-
wenden.
11 Bei der Zeitentwicklung des Dichteoperators verwenden wir Gl. (2.22) zur Berechnung des Ladungsstroms
und Gl. (2.31) zur Berechnung des Energiestroms. Zudem kann der Ladungs- und Energiestrom durch eine
Streuregion mit dem Landauer-Büttiker-Formalismus (s. Gl (2.52) und (2.53)) berechnet werden.
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Sowohl beim Ladungs- als auch beim Energiestrom fällt auf, dass diese ab einer Spannung von
ca. eV ∼ |4t0| konstant bleiben. Dies liegt daran, dass die Energiebänder der Leads die Größe
4t0 besitzen, weswegen wir in dem Bereich sehr große Spannungen betrachten. Man kann hier
also davon ausgehen, dass eine Zuleitung voll besetzt und die andere komplett leer ist und sich
deshalb bei höherer Spannung bei den Strömennichtsmehr ändert.
In diesem Kapitel wurden nun die Grundlagen vorgestellt, wie Ladungs- und Energieströ-
me durch einfache Streuregionen berechnet werden können. Dazu verwendeten wir einer-
seits die Zeitentwicklung eines quantenmechanischen Dichteoperators, andererseits den
Landauer-Büttiker-Formalismus. Im nächsten Kapitel werden wir uns mit der Wechselwir-
kung der Elektronen in solch einem System auseinandersetzten. Dabei werden wir zunächst
die Hartree-Fock-Näherung verwenden. Diese Ergebnisse werden wir dann mit exakten Wer-




3 Wechselwirkung zwischen Elektronen im
Tight-Binding-Modell
In diesem Kapitel werden wir uns mit der Wechselwirkung der Elektronen im eindimensio-
nalen Tight-Binding-Modell aus Kapitel 2 befassen. Weil die exakte Lösung im Allgemeinen
selbst bei kleinen Systemen nur mit sehr großem numerischen Aufwand bestimmt werden
kann oder dies mit heutigen Methoden und Computern gar nicht möglich ist, beschränkt
man sich bei der Behandlung der Wechselwirkung meist auf Näherungen. Wir werden da-
zu die Hartree-Fock-Näherung benutzen, welche eine Molekularfeldtheorie darstellt. Hier
wird die Wechselwirkung der Elektronen durch ein zusätzliches Potential der Gitterplätze
(Hartree-Anteil) und modifizierte Hoppingparameter (Fock-Anteil) angenähert. Um bestim-
men zu können, wie gut die Näherung ist, verwenden wir die exakte Berechnung der zeit-
abhängigen Ströme durch die wechselwirkende Region mit Hilfe der Hubbard-Stratonovich-
Transformation. Zudem werden wir die Hartree-Fock-Näherung mit exakten Ergebnissen aus
der Literatur, beispielsweise für das „interacting resonant level model“ (IRLM) in Abschnitt 3.4,
vergleichen1.
3.1 Der Hamiltonoperator mit Wechselwirkung und die
Hartree-Fock-Näherung
Im Gegensatz zum Hamiltonoperator im Kapitel 2 werden noch Terme mit der Wechselwir-
kung der Elektronen hinzugefügt, was wir in diesem Abschnitt diskutieren werden. Weil
der Hamiltonoperator für wechselwirkende Systeme mehr Terme enthält, muss zudem über-
prüft werden, ob die bisher verwendeten Ausdrücke für den Ladungs- und Energiestrom in
Systemen mit Wechselwirkung noch gültig sind.
Der Einfachheit halber bleiben die Zuleitungen unseres Systems weiterhin wechselwirkungs-
frei. Wir beschränken also die Wechselwirkung der Elektronen lediglich auf die Streuregion.
Wie in Abb. 3.1 zu erkennen ist, betrachten wir verschiedene Arten der Wechselwirkung
zwischen Elektronen in der Streuregion. Zum einen die Wechselwirkung von Elektronen
1 In diesem Kapitel werden haupsächlich die Ergebnisse der Publikation [45] vorgestellt.
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zwischen benachbarten Plätzen in der Streuregion US , zum anderen zwischen Streuregion
und Zuleitungen U ′.





Abbildung 3.1: Abbildung zweier Zuleitungen, verbunden mit einer Streuregion mit
NS Gitterplätzen. In der Streuregion wechselwirken Elektronen zwischen zwei Git-
terplätzen mit US oder Elektronen mit verschiedenem Spin wechselwirken mit UG
auf einem Gitterplatz. U ′ ist die Wechselwirkung der Elektronen zwischen Lead und
Streuregion.
Der besseren Übersicht halber betrachten wir zunächst weiterhin spinlose Elektronen, so-
dass die Wechselwirkung von Elektronen mit verschiedenen Spins auf einem Gitterplatz
UG nicht beachtet wird. Die Wechselwirkung UG werden wir in Abschnitt 3.5 diskutieren,
wobei diese aber nahezu analog zur Wechselwirkung zwischen zwei Elektronen auf benach-
barten Gitterplätzen behandelt werden kann, was wir nun im Folgenden vorstellen wer-
den.




















und für dieVerbindungen zwischendenZuleitungenundder Streuregionmit






















gegeben. Der Wechselwirkungsterm beinhaltet hier die Teilchen-Loch-Symmetrie, was heißt,
dass die mittlere Besetzungszahl ohne zusätzliches chemisches Potential µS bei 〈n̂α〉 = 1/2
liegt.
Der Hamiltonoperator des gesamten Systems ist dann
Ĥges,U = ĤL + ĤLS,U + ĤS,U + ĤSR,U + ĤR, (3.4)
wobei ĤL und ĤR die wechselwirkungsfreien Hamiltonoperatoren aus den Gl. (2.4) und (2.5)
sind.
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Bisher hatten wir bei den verwendeten Methoden bilineare Operatoren der Form ĉ†αĉβ be-
handelt. Im Wechselwirkungsterm tauchen nun aber Operatoren der Form n̂αn̂β auf. Mit
diesen Operatoren im Hamiltonoperator lässt sich die Transmission nicht wie in Abschnitt
2.4.2 über das Streuproblem lösen, da in der Streuregion alle Teilchen miteinander wechsel-
wirken können und wir lediglich die Ein-Teilchen-Schrödinger-Gleichung gelöst hatten. Des
Weiteren können wir auch bei der Zeitentwicklung des Dichteoperators die Rechnung nicht
auf Matrizen der Größe Nges ×Nges reduzieren (s. Abschnitt 2.3), da dies nur mit bilinearen
Operatoren gültig ist.
Um die Wechselwirkung mit diesen Methoden dennoch behandeln zu können, verwenden
wir die Hartree-Fock-Näherung. Beim Hartree-Term schreiben wir die Besetzungszahlope-
ratoren in der Form n̂α = 〈n̂α〉+ (n̂α − 〈n̂α〉) und erhalten damit für den Wechselwirkungs-
term
n̂αn̂β = 〈n̂α〉n̂β + 〈n̂β〉n̂α − 〈n̂α〉〈n̂β〉+ (n̂α − 〈n̂α〉)(n̂β − 〈n̂β〉). (3.5)
Der letzte Term ist quadratisch in der Abweichung vomMittelwert δn̂α = n̂α − 〈n̂α〉 und wird
beiHartree-Fock vernachlässigt. Insgesamt erhältmandann für dieHartree-Fock-Näherung
n̂αn̂β → 〈n̂α〉n̂β + 〈n̂β〉n̂α − 〈n̂α〉〈n̂β〉 − 〈ĉ†αĉβ〉ĉ
†
β ĉα




Bei der Hartree-Fock-Näherung, welche eineMolekularfeldtheorie darstellt, werden also durch
die Wechselwirkung der Elektronen sowohl die Potentiale (Hartree-Term), als auch die Hop-
pingparameter (Fock-Term in der zweiten Zeile von Gl. (3.6)) modifiziert. Der wechselwirkende
Hamiltonoperator in der Hartree-Fock-Näherung ist für eine allgemeine lineare Kette mit der

























gegeben. Die Terme, bei denen zwei Erwartungswerte multipliziert werden, wurden hier
weggelassen, da wir nur den thermoelektrischen Transport eines Systems beschreiben wollen
und bei der Berechnung der Stromdichten diese Terme herausfallen, was wir in Abschnitt 3.2.1
behandeln werden.
Der gesamte Hamiltonoperator in der Hartree-Fock-Näherung für das System aus Abbil-
dung 3.1 ist dann mit
Ĥges,HF = ĤL + ĤLS,HF + ĤS,HF + ĤSR,HF + ĤR (3.8)
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ĤSR,HF = −(t′R + U ′〈ĉ†b−1ĉb〉)ĉ
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gilt. Da die Hamiltonoperatoren mit Wechselwirkung mehr Terme beinhalten, kann man
davon ausgehen, dass die Ausdrücke für den Ladungs- und Energiestrom aus Abschnitt 2.2
ihre Gültigkeit für wechselwirkende Systeme verlieren. Im nächsten Abschnitt werden wir
daher die Ströme genauer betrachten und damit den thermoelektrischen Transport aus der
Zeitentwicklung des wechselwirkenden Dichteoperators bestimmen. DesWeiterenwerdenwir
die Ladungsströme durch das Zweiplatzmodell mit der Hubbard-Stratonovich-Transformation
exakt berechnen und mit den Ladungsströmen aus der Hartree-Fock-Näherung verglei-
chen.
3.2 Zeitentwicklung der Dichtematrix mit Wechselwirkung
In diesem Abschnitt betrachten wir die Zeitenwicklung des Dichteoperators mit Wechselwir-
kung. Dazu benutzen wir zunächst die Hartree-Fock-Näherung, da hier die Wechselwirkungs-
terme auf bilineare Terme (Ein-Teilchen-Zustände) wie im Abschnitt 2.3.2 beschränkt werden.
Da aber beim wechselwirkenden Hamiltonoperator Terme hinzukommen, muss überprüft
werden, ob die Ausdrücke für die Ströme aus Abschnitt 2.2 noch gültig sind. Anschließend
vergleichenwir die Ergebnisse der Hartree-Fock-Näherungmit den exakten Resultaten, welche
unter Verwendung der Hubbard-Stratonovich-Transformation berechnet werden, wobei wir
uns auf zwei wechselwirkende Gitterplätze in der Streuregion (Zweiplatzmodell) beschrän-
ken.
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3.2.1 Hartree-Fock-Näherung und der thermoelektrische Transport
Wie wir bereits im letzten Abschnitt erwähnt hatten, bietet sich die Hartree-Fock-Näherung
für die Behandlung der Wechselwirkung der Elektronen in der Streuregion an, da die Terme
der Form n̂ln̂l+1 in bilineare Terme entkoppelt werden und wir die Ladungs- und Energie-
ströme mit den Methoden aus dem Kapitel 2 bestimmen können. Da wir die Erwartungs-
werte 〈ĉ†αĉβ〉 aus der Hartree-Fock-Näherung nicht direkt berechnen können, werden wir
als „Startwert“ die Erwartungswerte des wechselwirkungsfreien Systems verwenden und
dann selbstkonsistent die Werte für das System mit Wechselwirkung bestimmen. Dazu teilen
wir die Zeitentwicklung des Dichteoperators in M Zeitschritte ∆t mit t = M∆t auf und
erhalten
ρ̂HF(t) = e




ges,HF∆t . . . eiĤ
(M)
ges,HF∆t, (3.12)
wobei ρ̂(0)derwechselwirkungsfreieDichteoperator ausGl. (2.33) zur Zeit t = 0 ist.
Damit wir den Ladungs- und Energiestrom für wechselwirkende Systeme bestimmen können,
benutzen wir die Kontinuitätsgleichungen aus Abschnitt 2.2 und werten diese wieder mit
dem Ehrenfest-Theorem aus. Es treten nun im Allgemeinen Terme der Form [n̂αn̂β, n̂γn̂δ]−
und später bei der Berechnung der Energiestromdichte [ĉ†αĉβ, n̂γn̂δ]− im Kommutator auf, die
mit der allgemeinen Kommutatorrelation
[Â, B̂Ĉ]− = B̂[Â, Ĉ]− + [Â, B̂]−Ĉ (3.13)
umgeformt werden können. So erhalten wir mit Gl. (2.18)
[ĉ†αĉβ, n̂γn̂δ]− = δβγ ĉ
†
αĉβn̂δ − δαγ ĉ†αĉβn̂δ + δβδn̂γ ĉ†αĉβ − δαδn̂γ ĉ†αĉβ. (3.14)
Mit Hilfe von Gl. (3.13) und der Tatsache, dass zwei Besetzungszahloperatoren vertauschen,
fallen Terme der Form [n̂α, n̂βn̂γ ]− = 0 weg.
Die Ladungsstromdichte - genauer gesagt, deren Erwartungswert - lässt sich am Platz l nun
wie in Abschnitt 2.2.1 mit
i
~
〈[n̂l, Ĥges,U ]−〉 = jCl − jCl−1 (3.15)
berechnen. Da die Besetzungszahloperatoren aber miteinander vertauschen, erhalten wir
für die Ladungsstromdichte mit Wechselwirkung zwischen Platz l und l + 1 die gleichen




(〈ĉ†l+1ĉl 〉 − h.c.). (3.16)
Diskussionsbedarf besteht nun, ob wir das gleiche Ergebnis für die Ladungsstromdichte erhal-
ten, wenn wir zuerst die Hartree-Fock-Näherung für den Hamiltonoperator durchführen und
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〈[n̂l, Ĥges]−〉+ Ul(〈ĉ†l+1ĉl 〉〈ĉ
†













wobei der erste Term die wechselwirkungsfreie Lösung darstellt. Wie man erkennen kann,
fallen auch hier die wechselwirkenden Terme weg. Die Ausdrücke der Ladungsströme des
Systems aus Abb. 3.1 sind für wechselwirkende Systeme also die gleichen wie im wechsel-
wirkungsfreien Fall. Die Erwartungswerte der Form 〈ĉ†l+1ĉl 〉, die bei den Ausdrücken der
Ladungsströme auftreten unterscheiden sich natürlich, abhängig von welchem System wir
ausgehen. In dieser Arbeit betrachten wir wechselwirkungsfreie Systeme, wechselwirken-
de Systeme und Systeme bei denen die Wechselwirkung mit der Hartree-Fock-Näherung
behandelt werden2.
Nun berechnen wir den Energiestrom für ein wechselwirkendes System. Dazu schreiben wir































wobei ĥl der wechselwirkungsfreie Operator aus Gl. (2.25) ist. Die Energieänderung eines
Gitterplatzes l lässt sich wieder über den Kommutator von ĥl,U und Ĥges,U mit Gl. (3.14)
berechnen und man erhält
i
~


















































Zum Ausdruck der wechselwirkungsfreien Energiestromdichte 〈[ĥl, Ĥges]−〉 kommen also
noch Terme hinzu, die von der Wechselwirkung abhängen. Im Gegensatz zu den bilinearen
Termen bei der Ladungsstromdichte erhalten wir hier Erwartungswerte der Form 〈ĉ†αĉβ ĉ
†
γ ĉδ〉,
2 In dieser Arbeit kann immer aus dem Kontext entnommen werden, wie die jeweiligen Erwartungswerte
bestimmt wurden.
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welche wir mit den Methoden aus Kapitel 2 nicht auswerten können. Deshalb berechnen
wir in dieser Arbeit nur Energieströme durch Systeme, bei denen die Wechselwirkung der
Elektronen mit der Hartree-Fock-Näherung behandelt wurde. So können wir das Wick’sche
Theorem [47]
〈ĉ†αĉβ ĉ†γ ĉδ〉 = 〈ĉ†αĉβ〉〈ĉ†γ ĉδ〉 − 〈ĉ†αĉδ〉〈ĉ†γ ĉβ〉 (3.21)
verwenden und erhalten wieder Erwartungswerte mit bilinearen Termen. Der besseren Über-
sichtlichkeit halber und weil die Energiestromdichte symmetrisch ist, geben wir hier nur die
Terme mit Wechselwirkung an, welche die Gitterplätze ≥ l betreffen. Dies wird mit einem „+“
Index gekennzeichnet und wir erhalten
i
~

































Diese Gleichung beinhaltet alle Informationen um den Energiestrom, beispielsweise zwischen
Platz l und l+ 1, bestimmen zu können. Die Ausdrücke der Energieströme werden in Gl. (3.23)





Abbildung 3.2: Zweiplatzmodell, bei dem Elektronen zwischen den beiden Plätzen in
der Streuregion mit US wechselwirken können.
Zunächst drängt sich hier allerdings die Frage auf, ob wir das gleiche Ergebnis erhalten, wenn
wir die Energiestromdichte, ausgehend vom Hamiltonoperator in der Hartree-Fock-Näherung
Ĥges,HF, berechnen. Dazu muss der Kommutator i〈[ĥl,HF, Ĥges,HF]−〉+/~ ausgewertet werden,
wobei ĥl,HF der lokale Hamiltonoperator des l-ten Gitterplatzes in der Hartree-Fock-Näherung
ist. Das Ergebnis ist das gleiche wie in Gl. (3.22). Weil jetzt aber ĥl,HF wegen der Erwartungs-
werte zeitabhängig ist, darf der Term 〈∂ĥl,HF/∂t〉 aus dem Ehrenfest-Theorem (2.16) nicht
länger vernachlässigt werden. Um Abschätzen zu können welche Rolle der Term 〈∂ĥl,HF/∂t〉
bei der Energiestromdichte spielt, betrachten wir die Erwartungswerte 〈n̂l〉 in der Streure-
gion genauer. Dazu berechnen wir numerisch 〈n̂a+1〉 und 〈n̂a+2〉 des Systems aus Abb. 3.2
mit zwei Gitterplätzen in der Streuregion (Zweiplatzmodell), bei denen Elektronen mit US
wechselwirken können. Des Weiteren soll die Verbindung zwischen den Zuleitungen und
dem zentralen Bereich t′ = 0.5t0 betragen und kein Potential εL,R = 0 = εS verwendet werden.
In Abb. 3.3 sind nun die Erwartungswerte 〈n̂a+1〉 und 〈n̂a+2〉 auf die Zeit mit der Wechselwir-
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t/τ
〈n̂a+1〉, US = 0
〈n̂a+1〉, US = t0
〈n̂a+2〉, US = 0
〈n̂a+2〉, US = t0
Abbildung 3.3: Erwartungswerte 〈n̂a+1〉 und 〈n̂a+2〉 des Zweiplatzmodells aus Abb. 3.2,
aufgetragen nach der Zeit mit unterschiedlichen Wechselwirkungen US = 0 und US =
t0. Zusätzlich wurden die Parameter t′ = 0.5t0 und εL,R = 0 = εS bei einer inversen
Temperatur βL,R = 8/t0 und einer Spannung eV = t0 verwendet.
kung US = 0 und US = t0 aufgetragen. Man kann erkennen, dass die Werte in der stationären
Phase beim System mit Wechselwirkung ungefähr gleich schnell einen konstanten Wert er-
reichen wie im wechselwirkungsfreien Fall. Da wir aber nur die stationäre Phase der Ströme
benötigen, und diese sehr glatt sind, kann der Term 〈∂ĥl,HF/∂t〉 vernachlässigt werden3. Also
spielt es auch bei der Energiestromdichte keine Rolle, ob die Hartree-Fock-Näherung am
Hamiltonoperator durchgeführt wird oder erst nachträglich bei der Energiestromdichte und
somit ist Gl. (3.22) für beide Fälle gültig.
Damit ist der Energiestrom4 mit der Hartree-Fock-Näherung von der linken Zuleitung in die





















t1(〈ĉ†aĉa+2〉〈ĉ†a+1ĉa〉 − h.c.) + tL(〈ĉ†a+1ĉa〉〈ĉ†a−1ĉa+1〉 − h.c.)
]. (3.23)
3 Die Erwartungswerte der Form 〈ĉ†αĉβ〉mit α 6= β erreichen genauso schnell einen konstantenWert wie 〈n̂α〉. Da
diese allerdings im Allgemeinen komplexe Zahlen sind, muss separat der imaginäre und reelle Teil betrachtet
werden.
4 Wie bereits im zweiten Kapitel diskutiert wurde, ist in eindimensionalen Systemen die Energiestromdichte
gleich dem Energiestrom (gilt natürlich auch für den Ladungsstrom).
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Im nächsten Schritt betrachten wir die Auswirkungen der Wechselwirkung auf den Ladungs-
strom in der Hartree-Fock-Näherung genauer. Dazu verwenden wir das Zweiplatzmodell
aus Abb. 3.2 mit den Hoppingparametern t′ = 0.5t0 und keinem Potential εL,R = εS = 0 mit
βL,R = 8/t0. Das I(V )-Diagramm ist für verschiedene Werte von US in Abb. 3.4 zu sehen.
Man kann deutlich erkennen, dass im Bereich bis ca. eV ∼ 2t0 die Ströme mit steigender
abstoßender Wechselwirkung (positives US) abnehmen, und bei attraktiver Wechselwirkung
(negatives US) zunehmen. Für sehr große Spannungen nehmen alle Ströme näherungsweise

















Abbildung 3.4: I(V )-Diagramm des Zweiplatzmodells aus Abb. 3.2 für verschiedene
Wechselwirkungen US . Zudem wurden die Parameter t′ = 0.5t0 und εL,R = εS = 0 bei
einer inversen Temperatur von βL,R = 8/t0 verwendet.
Im nächsten Abschnitt befassen wir uns näher mit der Hubbard-Stratonovich-Transformation,
mit der die Ladungsströme durch das Zweiplatzmodell exakt berechnet werden können.
Damit werden wir herausfinden, dass die Hartree-Fock-Näherung die Wechselwirkung bis zu
einer Spannung von ca. eV ∼ 2t0 sehr gut beschreibt, allerdings die von US unabhängigen
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Werte aller Ströme bei großen Spannungen Artefakte der Hartree-Fock-Näherung darstel-
len.
3.2.2 Hubbard-Stratonovich-Transformation
Umdie Ladungsströmedurch die Streuregion des Zweiplatzmodells ausAbbildung 3.2mitHil-
fe der Hubbard-Stratonovich-Transformation berechnen zu können, teilen wir als ersten Schritt
den Hamiltonoperator Ĥges,U aus Gl. (3.4) in einen wechselwirkungsfreien Operator T̂ und
einen Operator V̂ mit Wechselwirkung folgendermaßen auf:
Ĥges,U = ĤL + ĤLS + ĤSR + ĤR + t0(ĉ
†











= T̂ + V̂
, (3.26)
wobei ĤL und ĤR die Hamiltonoperatoren der Zuleitungen (Gl. (2.4) und (2.5)) mit den
Parameteren tL,R = t0 und εL,R = 0 darstellen. Zudem sind ĤLS und ĤSR die Ankopp-
lungsterme der Zuleitungen an die Streuregion aus Gl. (2.7) und (2.8) mit den Parametern
t′L,R = t
′.
Bei der Hubbard-Stratonovich-Transformation werden wir, wie in Abschitt 2.3, die Zeitent-
wicklung des Dichteoperators verwenden. Wir beginnen also wieder mit dem zeitabhängigen
Dichteoperator aus Gl. (2.36)
ρ̂(t) = e−iĤges,U tρ̂(0)eiĤges,U t (3.27)
und nehmen an, dass das System zumZeitpunkt t < 0 wechselwirkungsfrei ist, sodass wir ρ̂(0)
aus Gl. (2.33) verwenden können. Um den wechselwirkenden HamiltonoperatorHges,U behan-














wobei t = M∆t. Da T̂ und V̂ im Allgemeinen nicht vertauschen, ist die Aufspaltung der
zeitabhängigen Exponentialfunktionen nur im Grenzfall M → ∞ exakt. Mit der symme-
trischen Schreibweise in Gl. (3.28) wird der Fehler bei endlichen Werten von M um eine
Größenordnung in ∆t geringer als bei einer asymmetrischen Schreibweise und liegt dann bei
O(∆t3) [49].
Bisher wurden lediglich die Exponentialfunktionen in eine andere Form gebracht. Nun
führen wir an der Exponentialfunktion mit dem Operator V̂ die Hubbard-Stratonovich-
Transformation durch, um nur bilineare Terme der Form ĉ†αĉβ zu erhalten. So können wir
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anschließend die Ergebnisse der Zeitenwicklung des Dichteoperators wie im Abschnitt 2.3












)2 − n̂α − n̂β
]
, (3.29)





















wobei σ eine Ising-Variable darstellt. Der komplexe Parameter α muss im Folgenden ange-
passt werden, damit Gl. (3.31) erfüllt ist. Da die Besetzungszahlen nur die Werte n = 0, 1
annehmen können, gehen wir nun die resultierenden vier Möglichkeiten separat durch.
Für die Fälle na+1 = na+2 = 0 und na+1 = na+2 = 1 ist die Gl. (3.31) erfüllt. Betrach-



























Bei der Summe inGl. (3.34)wird über sämtlicheKombinationen vonσm summiert.









5 Bei Fermionen gilt n̂2α = n̂α.
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Da nun der Operator V̂ in der zeitabhängigen Dichtematrix ρ̂(t) in bilineare Terme aufge-




ioij ĉj ähnlich wie in Ab-
schnitt 2.3.2 berechnetwerden,wobeiwirwieder von demAusdruck 〈Ô〉 = Sp [ρ̂(t)Ô]/Sp [ρ̂(t)]
ausgehen. Da die Spur eine lineare Operation ist, können wir die Summen über die Ising-







Û(σM ) . . . Û(σ1)ρ̂(0)Û








Û(σM ) . . . Û(σ1)ρ̂(0)Û
















wobei sich hier dieVorfaktoren e±iUSt/4/2M weghebenundderOperator Â(σm, σ′m)durch
Â(σm, σ
′
m) = Û(σM ) . . . Û(σ1)ρ̂(0)Û
†(σ′1) . . . Û
†(σ′M ) (3.38)











































wobei A(σm, σ′m) und O die zugehörigen Matrizen zu den Operatoren Â(σm, σ′m) und Ô sind.























Da wir für die Stromdichten die Green’sche Funktion für Einteilchensysteme bestimmen





{σ′m}(δij − [(1+A(σm, σ
′
m))









Weil wir aber in diesem Formalismus über alle möglichen Kombinationen der Ising-Variablen
σm und σ′m summieren, bestehen Zähler und Nenner in Gl. (3.42) aus 4M Termen. Dies ist aber,
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selbst für sehr leistungsstarke Computer, nur bis zu Werten vonM ∼ 10 möglich. Folglich
sind wir in der Zeitentwicklung des Dichteoperators auf einen endlichen Bereich t . 10∆t
beschränkt, wobei ∆t wiederum klein genug gewählt werden muss, um die Näherung in
Gl. (3.28) zu rechtfertigen. Die Hubbard-Stratonovich-Transformation liefert uns also die
exakten Ladungsströme durch das Zweiplatzmodell, ist aber mit sehr hohem Rechenaufwand
verbunden.
3.2.3 Hartree-Fock vs. Hubbard-Stratonovich
In diesemAbschnitt vergleichenwir die Ladungsströmedurch das Zweiplatzmodell, berechnet
mit der Hartee-Fock-Näherung und der Hubbard-Stratonovich-Transformation. Dazu betrach-
tenwir zunächst in Abb. 3.5 die Ladungsströme als Funktion der Zeit. Hier wurden die Parame-
ter t′ = 0.5t0 und εS = 0 bei einer inversen Temperatur βL,R = 8/t0 für verschiedene Spannun-
































Abbildung 3.5: Ladungsströme als Funktion der Zeit durch das Zweiplatzmodell aus
Abb. 3.2 für verschiedene Wechselwirkungen US . Wir vergleichen hier die Hartree-
Fock-Näherung (Linien) mit der Hubbard-Stratonovich-Transformation (Symbole) mit
den Parametern t′ = 0.5t0, βL,R = 8/t0 und der Spannung eV = t0 (linker Graph)
und eV = 4t0 (rechter Graph). Zudem wurden hier bei beiden Methoden NL,R = 20
Gitterplätze für die Zuleitungen gewählt.
Man kann inAbb. 3.5 sehen, dass bei einer Spannung eV = t0 (linkeAbbildung) für abstoßende
(positive) Wechselwirkungen die Hartee-Fock-Näherung (Linien) sehr gut mit den Ergebnis-
sen aus der Hubbard-Stratonovich-Transformation (Symbole) übereinstimmen. Bei hohen
Spannungen haben wir bereits herausgefunden, dass die mit der Hartree-Fock-Näherung
berechneten Ladungsströme fast nicht von der Stärke der Wechselwirkung US abhängen.
Betrachten wir die rechte Abbildung in 3.5 bei einer Spannung von eV = 4t0 können wir
erkennen, dass dieses Phänomen von der Hubbard-Stratonovich-Transformation nicht bestä-
tigt wird und es deswegen ein Artefakt der Hartree-Fock-Näherung darstellt. Beachtlich ist
jedoch, dass beim nicht-trivialen Einschwingvorgang der Ladungsstöme6 bei beiden Graphen
6 Zeitlicher Bereich, bis nahezu das Plateau des Ladungsstroms erreicht ist.
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Abbildung 3.6: Mit der Hartree-Fock-Näherung berechnetes I(V )-Diagramm (Lini-
en) aus Abb. 3.4, verglichen mit den Ergebnissen aus der Hubbard-Stratonovich-
Transformation (Symbole).
in Abb. 3.5 die Hartree-Fock-Näherung und die Hubbard-Stratonovich-Transformation nahezu
die gleichen Ergebnisse liefern.
In Abb. 3.6 wurden die stationären Ströme der Hubbard-Stratonovich-Transformation für
verschiedene Spannungen und Wechselwirkungen abgeschätzt und werden hier mit den
Ergebnissen aus der Hartree-Fock-Näherung aus Abb. 3.4 verglichen. Man kann also fest-
halten, dass beim Zweiplatzmodell die Hartree-Fock-Näherung bei kleinen Spannungen die
Wechselwirkung tendenziell richtig wiedergibt, bei großen Spannungen allerdings Artefakte
auftreten.
3.3 Der Landauer-Büttiker-Formalismus in Hartree-Fock-Näherung
In diesem Abschnitt berechnen wir die Transmission eines wechselwirkenden Systems mit
der Hartree-Fock-Näherung und nutzen dann den Landauer-Büttiker-Formalismus, um die
Ladungs- und Energieströme zu bestimmen. Wie bei der Zeitentwicklung des Dichteoperators
muss bei der Hartree-Fock-Näherung die Green’sche Funktion für Einteilchensysteme 〈ĉ†αĉβ〉
selbstkonsistent bestimmt werden. Da beim Landauer-Büttiker-Formalismus direkt die statio-
nären Ströme (ohne Zeitabhängigkeit) berechnet werden, ist das Ziel des nächsten Abschnitts,
die Green’sche Funktion selbstkonsistent zu berechnen, ohne explizit eine Zeitentwicklung
durchführen zu müssen.
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3.3.1 Selbstkonsistente Green’sche Funktion
Um die Transmission des wechselwirkenden Systems aus Abb. 3.7 in der Hartree-Fock-
Näherung selbstkonsistent zu bestimmen, gehen wir zunächst vom wechselwirkungsfreien
System (U ′ = US = 0) aus und berechnen die Transmission wie in Abschnitt 2.4.2. Beim
Lösen des Gleichungssystems aus (2.61) können wir neben den Koeffizienten B und C auch
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Abbildung 3.7: System mit der Wechselwirkung U ′ zwischen den Elektronen auf den
Gitterplätzen der Zuleitungen und dem zentralen Bereich und die Wechselwirkung US
der Elektronen zwischen benachbarten Gitterplätzen in der Streuregion.
sen, dass die Eigenzustände in den Zuleitungen ebene Wellen sind, sind die Zustände des








−ikj j ≤ 0
ψj 0 < j ≤ NS
CLe
ikj j > NS
. (3.43)
Die Amplitude der einfallenden Welle wird hier wieder auf AL = 1 gesetzt und der Index
L steht für die von links einlaufende ebene Welle. Die Streuzustände aus Gl. (3.43) werden








Hier wirdmit α = L über die Eigenzustände 〈j|ΨL(k)〉 summiert, die mit der Fermi-Verteilung
fL(Ek) multipliziert werden. Zudem werden hier die Eigenzustände 〈j|ΨR(k)〉 benötigt, wel-







−ikj j > NS
ψj NS ≥ j > 0
CRe
ikj j ≤ 0
(3.45)
beschreibt und mit fR(Ek) multipliziert wird. Die Fermi-Verteilungen sind durch die Tempe-
raturen und chemischen Potentiale der Zuleitungen mit fL,R = (exp(βL,R(Ek − µL,R)) + 1)−1
gegeben.
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In Abb. 3.8 ist ein Programmablaufplan abgebildet, welcher zeigt, wie die Transmission der
Streuregion aus Abb. 3.7 mit Wechselwirkung (Hartree-Fock-Näherung) und die zugehörigen
Ströme bestimmt werden. Dafür werden zunächst die Erwartungswerte 〈ĉ†αĉβ〉 (Gl. (3.44)) und
die Transmission T0(E) des wechselwirkungsfreien Systems bestimmt. Als nächsten Schritt
werden die Green’schen Funktionen in den Hamiltonoperator Ĥges,HF eingesetzt und damit
die „neuen“ Green’schen Funktionen und die Transmission T (E) der Streuregion berechnet.
Nun wird abgefragt, ob sich die Transmissionen T0(E) und T (E) für jede Energie E höchstens
um den Wert ε unterscheiden. Falls dies nicht zutrifft, ist T (E) die „neue“ Transmission T0(E)
und das Programm springt wieder an den Punkt, an dem die Green’schen Funktionen in den
Hamiltonoperator eingesetzt werden. Ist die Bedingung |T (E)−T0(E)| < ε erfüllt, werden die


















Abbildung 3.8: Programmablaufplan zur Berechnung der Ströme und Transmissionen
des Systems aus Abb. 3.7 mit Wechselwirkung in der Hartree-Fock-Näherung.
Da wir das System mit der Hartree-Fock-Näherung durch Einteilchenzustände beschreiben,
könnenwirweiterhin zur Berechnung der Ladungs-, Energie- undWärmeströme die Landauer-
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Büttiker-Formeln aus Gl. (2.52)-(2.54) verwenden [8].
Im nächsten Abschnitt vergleichen wir die Ströme in der Hartree-Fock-Näherung, welche mit
der Zeitentwicklung der Dichtematrix und der Landauer-Büttiker-Formel berechnet wurden
und werden wieder eine sehr gute Übereinstimmung feststellen. Zudem betrachten wir die
Transmissonen des Zweiplatzmodells genauer, um die Charakteristik der Ströme im I(V )-
Diagramm aus Abb. 3.4 besser zu verstehen.
3.3.2 Landauer-Büttiker-Formalismus und das Zweiplatzmodell
In wechselwirkungsfreien Systemen haben wir für die stationären Ströme bei der Zeitent-
wicklung des Dichteoperators und beim Landauer-Büttiker-Formalismus nahezu die gleichen






























Abbildung 3.9: Vergleich des Ladungs- und Energiestroms, berechnet mit der Zeitent-
wicklung des Dichteoperators und der Landauer-Büttiker-Formel, für das Zweiplatz-
modell mit den Wechselwirkungen US = 1.4t0 und U ′ = 0.8t0. Des Weiteren wurden
die Parameter t′ = 0.6t0, tS = 0.8t0 und εS = −0.4t0 bei einer Spannung eV = t0 und
inversen Temperaturen βL = 20/t0 und βR = 1/t0 gewählt.
wir in Abb. 3.9 den Ladungs- und Energiestrom der Zeitentwicklung des Dichteoperators
mit den Strömen der Landauer-Büttiker-Formel für das Zweiplatzmodell mit den Wechsel-
wirkungen7 U ′ = 0.8t0 und US = 1.4t0 und einer Länge der Streuregion von NS = 5. Hier
wurden die Parameter willkürlich mit t′ = 0.6t0, tS = 0.8t0 und εS = −0.4t0 bei einer Span-
nung von eV = t0 und inversen Temperaturen βL = 20/t0 und βR = 1/t0 festgelegt. Bei der
Zeitentwicklung des Dichteoperators wurden die Ströme mit einer Größe der Zuleitungen
von NL,R = 100 verwendet. Trotz der vielen verschiedenen Parameter, welche zu massiven
Änderungen der Ströme führen, stimmen die stationären Ströme sehr gut überein. Der Feh-
ler beläuft sich hier, wie bereits beim wechselwirkungsfreien System, auf maximal ∼ 10−3.
7 Wir hatten das Zweiplatzmodell aus Abb. 3.2 ohne die Wechselwirkung der Elektronen zwischen den Zulei-
tungen und der Streuregion U ′ und für den Hoppingparameter tS = t0 definiert, führen diese hier aber ein,
damit gezeigt werden kann, dass die Ströme für sämtliche Fälle übereinstimmen.
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Abbildung 3.10: I(V )-Diagramm aus Abb. 3.6, berechnet mit der Zeitentwicklung des
Dichteoperators und der Landauer-Büttiker-Formel mit US = t0.
Es ist daher auch nicht verwunderlich, dass wir beim I(V )-Diagramm des Zweiplatzmodells
mit den Parametern aus Abb. 3.6 die gleichen Werte erhalten, egal ob diese mit der Zeitent-
wicklung des Dichteoperators oder der Landauer-Büttiker-Formel berechnet wurden, was
man in Abb. 3.10 sehen kann. Hier ist der Strom auf die Spannung mit der Wechselwirkung
US = t0 aufgetragen. Dennoch können die Werte leicht variieren, wenn man den Sprung
im I(V )-Diagramm bei großen Wechselwirkungen (US ≥ 1.5t0) und kleinen Temperaturen
(βL,R = 50/t0) in Abb. 3.11 näher betrachet. Die selbstkonsistent berechnete Green’sche Funk-
tion aus Gl. (3.44), welche benötigt wird, um die Ströme mit der Landauer-Büttiker-Formel
für ein I(V )-Diagramm bestimmen zu können, kann auf verschiedene Wege berechnet wer-
den.
Man kann für jeden Wert der Spannung vom wechselwirkungsfreien System ausgehen und
dann die Wechselwirkung selbstkonsistent in der Hartree-Fock-Näherung berechnen (grüne
Linie in Abb. 3.11), man kann aber auch nur bei einer Spannung eV = 0 vom wechselwir-
kungsfreien System ausgehen und für jeden weiteren Wert für die Spannung die Green’sche
Funktion des vorher berechneten Werts der Spannung verwenden und anschließend die neue
Green’sche Funktion selbstkonsistent bestimmen (blaue Linie). Dies funktioniert natürlich
auch, wenn man vom größten Wert der Spannung beginnt und dann Werte mit kleinerer
Spannung berechnet (schwarze Linie). Die letzten zwei Methoden können als System mit
adiabatisch ansteigender und sinkender Spannung bezeichnet werden, was in der Abbildung
mit den Pfeilen angedeutet wird.
Normalerweise spielt es keine Rolle, welche Methode man verwendet, da man die gleichen
Werte für die Ströme erhält. Im I(V )-Diagramm (s. Abb. 3.11) erkennt man jedoch, dass der
Strom mit der adiabatisch sinkenden Spannung und der Strom, bei dem jeder Wert der Span-
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Abbildung 3.11: I(V )-Diagramm des Zweiplatzmodells im Bereich des Sprungs bei
US = 1.5t0 und β = 50/t0. Die Ladungsströme wurden mit der Zeitentwicklung des
Dichteoperators (rot) und mit dem Landauer-Büttiker-Formalsimus (selbstkonsistente
Green’sche Funktionen) bestimmt. Zur Berechnung der Green’schen Funktionen ging
man hier einerseits für jeden Wert der Spannung vom wechselwirkungsfreien System
aus (grün). Andererseits auch für adiabatisch ansteigende (blau) und sinkende (schwarz)
Werte der Spannung, was durch die Pfeile angedeutet wird.
nung ausgehend vom wechselwirkungsfreien System berechnet wurde jeweils den Sprung
bei eV ≈ 2.77t0 haben. Hingegen liegt der Sprung beim Strom mit adiabatisch steigender
Spannung bei eV ≈ 3.03t0. Die Existenz von multiplen Lösungen im I(V )-Diagramm in der
Hartree-Fock-Näherung wurde bereits in der Publikation [51] diskutiert. In Abb. 3.11 ist noch
der Strom abgebildet, welcher mit der Zeitentwicklung des Dichteoperators berechnet wurde
(rote Linie).




















Abbildung 3.12: Stationäre Ströme der Zeitentwicklung des Dichteoperators, aufgetra-
gen auf die Zeit für verschiedene Spannungen. Hier wird der Sprung (im Bereich von
eV = 2.97t0 bis eV = 3.0t0) des Zweiplatzmodells mit US = 1.5t0 aus Abb. 3.11 näher
betrachtet.
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Es ist jedoch schwer den stationären Strom in der Umgebung des Sprungs zu bestimmen, da
es auch einen Sprung im Graphen des Stroms gibt, welcher gegen die Zeit aufgetragen ist. In
Abb. 3.12 wurde der stationäre Strom für verschiedene Spannungen im Bereich eV = 2.9t0 bis
eV = 3.1t0 geplottet. Man kann erkennen, dass der Sprung sich im Bereich von eV = 2.97t0
































Abbildung 3.13: Transmissionen des Zweiplatzmodells für verschiedene Wechselwir-
kungen US bei einer Spannung eV = 0 (links) und eV = 4t0 (rechts) und der inversen
Temperatur βL,R = 8/t0. Zudem wurden die Parameter t′ = 0.5t0, tS = t0 und εS = 0
verwendet.
Als letztes betrachten wir in diesem Abschnitt die Transmissionen des Zweiplatzmodells (s.
Abb. 3.6) mit verschiedenen Wechselwirkungen US . Die Transmissionen sind in Abb. 3.13
mit den Spannungen eV = 0 (links) und eV = 4t0 (rechts) gegeben. Man erkennt, dass die
Transmissionen stark von der Spannung abhängen, bei hohen Spannungen für verschiede-
ne Werte von US aber nahezu identisch sind. Dies erklärt auch, warum die Ladungsströme
im I(V )-Diagramm für hohe Spannungen von der Wechselwirkung US nahezu unabhängig
sind. Betrachtet man hingegen die Transmissionen für kleine Spannungen, unterscheiden
sich diese für unterschiedliche Werte von US sehr deutlich. Für abstoßende Wechselwir-
kungen (positives US) liegen die Maxima der Transmission weiter auseinander als beim
wechselwirkungsfreien System, bei einer attraktiven Wechselwirkung (negatives US) ist dies
umgekehrt. Damit ist auch geklärt, warum die Ströme, im Gegensatz zum wechselwirkungs-
freien System, für positives US bei kleinen Spannungen kleiner und bei negativen US größer
werden8.
Im nächsten Abschnitt betrachten wir das interacting resonant level model (IRLM). Hier werden
wir die Ladungsströme, bei denen dieWechselwirkungmit der Hartree-Fock-Näherung behan-
deltwurdemit exakt berechneten Ladungsströmen vergleichen.
8 Die Breite der Differenz der Fermi-Verteilungen liegt in der Größenordnung ∼ eV . Weil fL(E)− fR(E) in den
Landauer-Büttiker-Formeln mit den Transmissionen multipliziert wird, ist es für die Stärke des Ladungsstroms
entscheidend, wie groß die Fläche der Transmission in diesem Bereich ist.
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3.4 Hartree-Fock-Näherung im IRLM
Das IRLM ist ein System mit einem Gitterplatz in der Streuregion, wobei die Elektronen
zwischen dem Gitterplatz und den Zuleitungen mit U ′ wechselwirken (s. Abb. 3.14). Hierbei
ist der Fall U ′ = 2t0 sehr interessant, weil dieser analytisch gelöst werden kann [3]. So kann
t′t0 a
t0t′
U ′ U ′
L R
Abbildung 3.14: Aufbau des IRLM, mit einem Gitterplatz in der Streuregion und der
Wechselwirkung U ′ des zentralen Bereichs mit den Zuleitungen.



























angegebenwerden [52].Hier ist 3 F2 eine hypergeometrische Funktion und eVC/t0 = r(t′/t0)4/3





















Abbildung 3.15: I(V )-Diagramm des IRLM mit U ′ = 2t0 und verschiedenen Hopping-
parametern t′ = 0.5t0 (rot) und t′ = 0.3t0 (blau), bei dem die exakte Lösung (Linien)
mit der Hartree-Fock-Näherung (Symbole) verglichen wird. Im kleinen Graphen ist die
Abweichung des linearen Stroms der Hartree-Fock-Näherung mit ∆ = 1− IRK/V auf
einer doppelt logarithmischen Skala abgebildet, wobei hier die Symbole die Hartree-
Fock-Näherung und die Linie ∆ ∼ V 2 darstellen.
mit der exakten Lösung des IRLM für eine Wechselwirkung U ′ = 2t0 abgebildet (Linien) und
wird mit der Hartree-Fock-Näherung (Symbole) verglichen. Hier wurden die Hoppingpara-
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meter t′ = 0.5t0 und t′ = 0.3t0 bei einer inversen Temperatur von βL,R = 50/t0 verwendet9.
Berechnet wurden die Ströme mit dem Landauer-Büttiker-Formalismus in der Hartree-Fock-
Näherung.
Man kann erkennen, dass für kleine Spannungen die Ströme der exakten Methode und der
Näherung sehr gut übereinstimmen. Das Maximum der Ströme wird von der Hartree-Fock-
Näherung überschätzt und es entsteht nach dem linearen Anstieg ein Sprung. Bei hohen
Spannungen gibt die Hartree-Fock-Näherung die ungefähren Werte der exakten Lösung
wieder. Jedoch sinkt die exakte Lösung bei noch höheren Spannungen weiter ab, wohinge-












U ′ = 0
U ′ = 0.5t0
U ′ = t0
U ′ = 1.5t0
Abbildung 3.16:Mit der Hartree-Fock-Näherung berechnete Transmissionen des IRLM
mit verschiedenen U ′ bei einer Spannung eV = 0 und einer inversen Temperatur
βL,R = 50/t0. Zudem wurde der Hoppingparameter t′ = 0.15t0 gewählt.
Wir betrachten nun den linearen Anstieg bei kleinen Spannungen genauer. Dazu entwickeln
wir 3 F2 in Gl. (3.46) mit einer Taylor-Reihe um kleine Werte von x = (V/VC)6 und erhalten
für die ersten zwei Terme [53]




und damit den Strom










wobei wir hier die Von-Klitzing-Konstante RK = h/e2 eingeführt haben. Hier kann man den
linearen Anstieg bei kleinen Spannungen, aber auch eine Abweichung ∆ = 1 − IRK/V ∼
9 Hier wurden tiefe Temperaturen gewählt, da Gl. (3.46) für T = 0 gilt.
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(V/VC)
6 in nächster Ordnung der Spannung erkennen. Wenn die Hartree-Fock-Näherung
den Strom exakt wiedergibt, müsste auch hier eine Abweichung von ∆ ∼ (V/VC)6 zu sehen
sein.
Dazu trägt man nun ∆ auf die Spannung in einem doppelt logarithmischen Diagramm auf
und liest die Potenz des Stroms durch die Steigung ab. Dies ist in Abb. 3.15 im kleinen Graphen
geplottet und man kann erkennen, dass ∆ ∼ V 2 gilt. Also gibt die Hartree-Fock-Näherung
den linearen Anstieg des Stroms nur bedingt wieder. Jedoch kann man aus den Publikationen
[54, 55] entnehmen, dass das Verhalten ∆ ∼ V 2 auch beim IRLM für Wechselwirkungen
U ′ 6= 2t0 vorkommt.













Abbildung 3.17: Die Breite γ/γ0 der Lorentz-Verteilung aus Abb. 3.16, verglichen mit
der exakten Lösung aus der Publikation [56], aufgetragen aufU ′. Hierbei ist γ0 = 2t′2/t0
die Breite der Lorentz-Verteilung des IRLM bei U ′ = 0.
In Abb. 3.16 kann man die Transmissionen, berechnet mit der Hartree-Fock-Näherung, für
verschiedene Werte von U ′ bei einer Spannung von eV = 0 und einer inversen Temperatur
βL,R = 50/t0 vergleichen, wobei hier der Hoppingparameter t′ = 0.15t0 gewählt wurde. Man
kann erkennen, dass die Kurven bei steigenden Wechselwirkungen breiter werden. Die Breite
γ der Kurven kann bestimmt werden, indem bei kleinen Werten um E = 0 die Funktionen
der Transmissionen durch die Lorentz-Verteilung





gefittet wird. Im IRLM bei U ′ = 0 haben wir in Kapitel 2 bereits herausgefunden, dass
γ0 = 2t
′2/t0 für t0  t′ gilt (Gl. (2.65)). Nun vergleichenwir inAbb. 3.17 die Breiten der Lorentz-
Verteilungen γ/γ0 aus Abb. 3.16 mit der exakten Breite, berechnet von Braun et al. [56]. Man
kann erkennen, dass bei kleinen Wechselwirkungen U ′ die Werte noch gut übereinstimmen,
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bei größeren Werten von U ′ die Hartree-Fock-Näherung die Breite der Lorentz-Verteilungen
aber überschätzt.
3.5 Wechselwirkung zwischen Elektronen auf einem Gitterplatz
Im diesem Abschnitt betrachten wir nun die Wechselwirkung UG zwischen zwei Elektronen
mit verschiedenem Spin auf einem Gitterplatz in der Hartree-Fock-Näherung. Der zugehörige
Hamiltonoperator10 des Systems ist dann
Ĥges,UG = ĤL,s + ĤLS,s + ĤS,s + ĤSR,s + ĤR,s, (3.50)
















ĉ†j,σ ĉj+1,σ + h.c.
)
(3.52)
gegeben sind. Zudem sind die Ankopplungen der Zuleitungen an den zentralen Gitter-
platz




ĉ†a,σ ĉa+1,σ + ĉ
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b−1,σ ĉb,σ + h.c.
)
(3.53)
und der Hamiltonoperator des Gitterplatzes hat die Form











Hier wird über die beiden Spinrichtungen σ =↑, ↓ summiert. Zusätzlich nehmen wir für die
Zuleitungen εL,R = 0 und tL,R = t0 an. In einem wechselwirkungsfreien System bewirken
die Spins, dass die Ströme durch die Streuregion doppelt so groß sind, da wir keine externen
Felder oder Gitterstrukturen betrachten, welche eine Spinrichtung bevorzugen würden. So
kann man im wechselwirkungsfreien Fall einfach von zwei separaten Spinkanälen sprechen,
welche identisch aufgebaut sind.
Da die Zuleitungen nach wie vor wechselwirkungsfrei sind, interagieren die Elektronen mit
verschiedenem Spin lediglich auf dem Gitterplatz im zentralen Bereich, weshalb wir das
System auch wie in Abb. 3.18 betrachten können. Hier sind die Zuleitungen durch zwei
10 Der Index sweist nun auf die Spinabhängigkeit der Hamiltonoperatoren hin.
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Abbildung 3.18: Schematische Darstellung eines eindimensionalen Systems mit einem
Gitterplatz in der Streuregion, auf dem Elektronen mit verschiedenem Spin mit UG
wechselwirken können. Die verschiedenen Spinkanäle wurden in dieser Skizze separat
gezeichnet, die übereinanderliegenden Gitterplätze besitzen allerdings die gleichen
Ortskoordinaten.
verschiedene Kanäle (Spinrichtung nach oben und nach unten) abgebildet, wobei die überein-
ander liegenden Gitterplätze die gleichen Ortskoordinaten besitzen und auf dem zentralen
Gitterplatz Elektronen mit verschiedenem Spinmit UG wechselwirken können. Nähert man
nun den wechselwirkenden Term mit der Hartree-Fock-Näherung, kann man erkennen, dass
der Fock-Term (Hopping-Term) nicht vorkommt, da sonst beispielsweise Elektronen mit Spin















Weil die beiden Spinkanäle identisch aufgebaut sind, muss für den Erwartungswert des zentra-
len Gitterplatzes 〈n̂a+1,↓〉 = 〈n̂a+1,↑〉 gelten. So können wir bei der Berechnung des Ladungs-
und Energiestroms durch die Streuregion das System mit spinlosen Elektronen annehmen
und den zentralen Gitterplatz formal mit sich selbst wechselwirken lassen. Die Ströme werden
anschließend mit einem Faktor zwei multipliziert.
Die Hartree-Fock-Näherung darf allerdings nur bei kleinen Werten der Wechselwirkung UG
(im Vergleich zur Energiebandbreite der Zuleitungen) angewendet werden. Im Grenzfall
zur Behandlung von starken Wechselwirkungen können Coulomb-Blockade-Effekte erwartet
werden. Bei dieser wird die Wechselwirkung der Elektronen mit verschiedenem Spin auf
einem Quantenpunkt als ein System mit zwei verschiedenen Energieniveaus beschrieben [57].
Das in diesem Abschnitt betrachtete System wird auch als single-impurity Anderson model
(SIAM) bezeichnet. Hier können die Ladungsströme durch die Streuregion auch numerisch
ohne Näherung bestimmt werden, was aber mit sehr großen Rechenzeiten verbunden ist [10].
Auch der Kondo-Effekt, bei dem der Widerstand bei sinkenden Temperaturen ansteigt, kann
mit dem SIAM beobachtet werden [57,58].
In diesem Kapitel haben wir uns ausfürlich mit der Hartree-Fock-Näherung in einem eindi-
mensionalen Tight-Binding-Modell im Nichtgleichgewicht bezüglich der Spannung und der
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Temperatur auseinandergesetzt. Durch Vergleiche mit exakten Lösungen von wechselwirken-
den Systemen habenwir herausgefunden, dass die Hartree-Fock-Näherung in vielen Bereichen
die Ladungsströme durch die Streuregion qualitativ korrekt wiedergibt. Zudem bietet die
Hartree-Fock-Näherung eine zeitsparende Möglichkeit, um das Verhalten von Ladungsströ-
men in wechselwirkenden Systemen abschätzen zu können, da die exakte numerische Lösung
solcher Systeme mit sehr großen Rechenzeiten verbunden ist. Allerdings fanden wir heraus,
dass bei großen Spannungen oder großen Werten von U ′ oder US die Ladungsströme, welche
mit der Hartree-Fock-Näherung berechnet wurden, nicht mehr mit den exakt berechneten
Ladungsströmen übereinstimmen.
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Transportkoeffizienten
Bisher wurden die Grundlagen von eindimensionalen Tight-Binding-Modellen diskutiert
und wie die Wechselwirkung zwischen Elektronen in der Streuregion behandelt werden
kann. Diese Grundlagen werden wir für den Rest der Arbeit verwenden, um die Nanowär-
memaschine beschreiben zu können. Die Nanowärmemaschine funktioniert auf der Basis
des Seebeck-Effekts, bei dem aus einer Temperaturdifferenz zwischen den Zuleitungen eine
Spannung erzeugt wird. In diesem Kapitel werden wir uns daher näher mit der Funktions-
weise von Thermoelementen befassen und uns mit dem Seebeck-Effekt auseinandersetzen.
Der umgekehrte Effekt, auf den wir auch kurz eingehen werden, ist der Peltier-Effekt, bei
dem beim Anlegen einer Spannung ein Bereich eines Thermoelements abgekühlt wird. Des
Weiteren werden wir die Landauer-Büttiker-Formeln für den Ladungs- und den Wärme-
strom linearisieren, um mit den daraus resultierenden Transportkoeffizienten Größen wie
den thermischen und elektrischen Leitwert oder den Seebeck-Koeffizienten bestimmen zu
können1.
4.1 Peltier- und Seebeck-Effekt
Thermoelemente werden verwendet, um entweder einen Ladungsstrom aus einer Temperatur-
differenz zu erzeugen, oder umgekehrt, einen Bereich mit Hilfe einer angelegten Spannung zu
kühlen. Dazu werden, anders als bei elektrischen Generatoren und Kompressionskältemaschi-
nen2, keinemechanisch bewegbarenTeile oder Flüssigkeiten benötigt.
In Abbildung 4.1 ist der schematische Aufbau eines Seebeck-Elements dargestellt, bei dem
zwei verschiedene leitfähige Materialien verbunden werden. Legt man an den Verbindungen
1 Die Grundlagen zu den Thermoelementen und den linearen Transportkoeffizienten in diesem Kapitel wurden
hauptsächlich in den Arbeiten [62, 65] recherchiert, die Ergebnisse am Ende des Kapitels beruhen zum Teil auf
der Referenz [34].
2 Wird in handelsüblichen Kühlschränken verwendet.
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Abbildung 4.1: Schematischer Aufbau eines Seebeck-Elements, bei dem die Verbindun-
gen der Materialien A und B mit verschiedenen Temperaturen einen Spannungsunter-
schied der oberen beiden Punkte zur Folge hat.
der Materialien A und B verschiedene Temperaturen an, so kann an den oberen Knoten eine




(SA(T )− SB(T ))dT (4.1)
berechnen [59], wobei SA(T ) und SB(T ) die materialspezifischen Seebeck-Koeffizienten vonA
undB darstellen, welche im Allgemeinen temperaturabhängig sind. Für kleine Temperaturun-
terschiede undkonstante Seebeck-Koeffizienten lässt sich die Formel zu
V = (SA − SB)(TH − TK) (4.2)
vereinfachen. Hier kann man leicht erkennen, dass die Spannung höher wird, je größer die
Differenz zwischen den Seebeck-Koeffizienten ist.
Wenn beim Seebeck-Element eine Spannung an den oberen Knoten angelegt wird, wird dies
als Peltier-Element bezeichnet (Abb. 4.2). Um den Schaltkreis mit den Materialien A und B bei
konstanter Temperatur halten zu können, muss an einer Verbindungsstelle der Materialien
Wärme hinzu und an der anderenVerbindungWärme abgeführtwerden,was in derAbbildung
mit den Pfeilen (Wärmeströme) verdeutlicht werden soll.
Fließt ein Ladungsstrom I durch die Verbindungsstelle von Material A nach B kann der
resultierende Wärmestrom mit
JW = (ΠA −ΠB)I (4.3)
angegeben werden [60], wobei ΠA und ΠB die Peltier-Koeffizienten darstellen. Auch diese sind
Materialkonstanten, die imAllgemeinen temperaturabhängig sind.
Auch wenn sowohl der Seebeck-, als auch der Peltier-Effekt bereits in der ersten Hälfte
des 19. Jahrhunderts entdeckt wurden, konnten sich die Thermoelemente - bis auf weni-






Abbildung 4.2: Aufbau eines Peltier-Elements. Wird bei den oberen Knoten eine Span-
nung angelegt, muss bei einer Verbindungsstelle der Materialien A und B Wärme
hinzu, bei der anderen Wärme abgeführt werden, um den Schaltkreis bei konstanter
Temperatur halten zu können.
von 3-8% dieser Elemente geschuldet [59]. Bei diesen Werten wurden bereits Halbmetalle
wie Bleitellurid (PbTe) und Bismuttellurid (Bi2Te3) für die Materialien A und B verwen-
det [61], da diese den Wirkungsgrad im Vergleich zu Metallen erheblich verbessern kön-
nen.
In dieser Arbeit werden wir uns, besonders in Kapitel 5, auf den Seebeck-Effekt beschränken.
Größen wie der Seebeck-Koeffizient, aber auch der thermische oder elektrische Leitwert,
lassen sich leicht durch Transportkoeffizienten darstellen, wenn man Systeme bei kleinen
Temperaturdifferenzen und kleinen Spannungen betrachtet. Diese Transportkoeffizienten
lassen sich aus den linearisierten Landauer-Büttiker-Formeln bestimmen, was wir im nächsten
Abschnitt diskutieren werden.
4.2 Lineare Transportkoeffizienten
Wir betrachten zunächst ein Gesamtsystem, welches in zwei Systeme L und R unterteilt ist
(s. Abb. 4.3). Die Systeme L und R sollen schwach gekoppelt sein und die Entropien SL und
SR besitzen, welche im Allgemeinen von den extensiven Größen XL und XR abhängen. Xi
steht für Größen wie die innere Energie Ei, die Teilchenzahl Ni oder das Volumen Vi, wobei
i = L,R. Da das gesamte System abgeschlossen ist, bleibt die extensive Größe des gesamten
Systems Xges = XL +XR konstant.
Die Entropien der Untersysteme und die zugehörigen extensiven Größen können nun ver-






= FXL − FXR (4.4)
zu berechnen, welche sich aus den generalisierten KräftenFXL undFXR zusammensetzt.Wenn
die Affinität verschwindet (FX = 0), befindet sich das gesamte System im Gleichgewicht.
Ist jedoch FX 6= 0, so findet ein irreversibler Prozess zwischen den Systemen L und R statt,
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Abbildung 4.3: System, bestehend aus zwei Untersystemen, mit den Entropien SL
und SR. Die Entropien hängen von den extensiven Größen Ei (innere Energie) und Ni
(Teilchenzahl) mit i = L,R ab.
bis sich das gesamte System wieder im Gleichgewicht befindet. Während des Prozesses
können die Ströme JX zwischen den Systemen L und R gemessen werden, welche durch die
extensiven Größen Xi verursacht werden. Die Ströme sind also durch die zeitliche Änderung







Hier ist der Strom von links nach rechts wieder die positive Stromrichtung. Die zeitliche


















berechnet werden, wobei hier über die extensiven Größen X = E,N, . . . summiert wird.
Verwendenwir die Definitionen der Ströme und derAffinität aus Gl. (4.4) und (4.5), vereinfacht





Bisher haben wir die extensiven Größen allgemein gehalten. Wie bereits in Abb. 4.3 zu sehen
ist, werden wir diese im weiteren Verlauf auf die inneren Energien Ei und die Teilchenzahlen
Ni der Untersysteme beschränken. Die zugehörigen Ströme sind dann der Teilchenstrom IN
und der Energiestrom JE .
Aus der Bedingung, dass die gesamten extensiven Größen, also die Energie Eges = EL + ER
und die Teilchenzahl Nges = NL +NR konstant sind, folgt unmittelbar, dass für die totalen
Differentiale dEL = −dER und dNL = −dNR gilt. Mit diesen Bedingungen lassen sich























wobei bei der partiellen Ableitung in Gl. (4.8) die Teilchenzahl NL und in Gl. (4.9) die Energie
EL konstant gehalten wird. Des Weiteren ist µL hier wieder das chemische Potential und die
generalisierten Kräfte für das Untersystem R sind durch FUR = −FUR und FNR = −FNR


































Für kleine Temperaturdifferenzen ∆T = TL−TR und kleine Spannungen eV = ∆µ = µL−µR
lässt sich der Zusammenhang zwischen den Strömen und den Affinitäten durch ein lineares

























Hier sind die Onsager-Relationen mit L′12 = L′21 erfüllt [62]. Als nächsten Schritt drücken wir







−L′11 µSL′11 − L′12








wobei hier Terme höherer Ordnung wie (∆T )2 und (∆µ)2 vernachlässigt wurden, da wir
kleine Temperaturdifferenzen und Spannungen annehmen. An dieser Stelle sollte noch er-
wähnt werden, dass die positive Stromrichtung wieder von links nach rechts geht und da-
mit die Transportkoeffizienten L′ij < 0 sind. Des Weiteren ist µS das chemische Potential
der Streuregion, welches wir bereits in Abschnitt 2.3.1 mit µS = (µL + µR)/2 definiert hat-
ten.
Da wir bisher immer den Ladungsstrom (statt des Teilchenstroms) behandelt haben, schrei-
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ben wir auch hier den Teilchenstrom mit I = eIN um, wobei wieder die negative Elemen-
tarladung e < 0 verwendet wird. Des Weiteren sind die Onsager-Relationen in Gl. (4.16)
lediglich für µS = 0 erfüllt, weswegen L′12 = L′21 im Allgemeinen nicht mehr gilt. Deshalb








−e2L′11 e(µSL′11 − L′12)
e(µSL
′








wobei hier die Onsager-Relationen wieder erfüllt sind.
















wobei L12 = L21 und Lij > 0 gilt. Mit den Koeffizienten Lij können nun wichtige thermoelek-







































= T · konst. (4.20)
für T → 0 nachzuweisen.
3 Der elektrische Leitwert G ist der Kehrwert des ohmschen Widerstandes und hängt mit der elektrischen
Leitfähigkeit σ wie folgt zusammen: G = σA/l, wobei A die Querschnittsfläche und l die Länge des Leiters
darstellen [64]. Analog hängen auch der thermische Leitwert und die thermische Leitfähigkeit zusammen.
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4.3 Sommerfeld-Entwicklung der Landauer-Büttiker-Formeln
Die Transportkoeffizienten Lij können aus den linearisierten Landauer-Büttiker-Formeln abge-











dE (E − µS)T (E)(fL(E)− fR(E)) (4.22)
die Sommerfeld-Entwicklung [60] durchführen werden. Wie im letzten Abschnitt ist die Linea-
risierung der Ströme nur bei kleinen Spannungen eV = µL−µR und kleinen Temperaturdiffe-










umdie TemperaturT unddas chemische PotentialµS wie folgt entwickeltwerden:

















wobei x = (E−µS)/kBT und f(x) = (exp(x) + 1)−1 ist. Die Differenz der Fermi-Verteilungen
ist dann gegeben durch












In Abb. 4.4 ist die Ableitung der Fermi-Verteilung df0(x)/dx in Abhängigkeit der Energie
abgebildet. Die Energie ist hier in Einheiten der Temperatur mit E/kBT gegeben und es
wurde für das chemische Potential µS = −kBT gewählt. Man erkennt, dass das Maximum
der Funktion bei µS liegt und zudem die Breite der Funktion in etwa ∼ kBT beträgt. Für
kleine Temperaturen wird die Ableitung der Fermi-Verteilung f0(x) also sehr scharf um µS
verteilt. Deshalb entwickeln wir die Transmissionmit Hilfe der Taylor-Reihe um das chemische
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Abbildung 4.4: Ableitung der Fermi-Verteilung f0(x), aufgetragen auf die Energie
E/kBT mit µS = −kBT .










(E − µS)n. (4.27)
Der besseren Übersicht halber schreiben wir die n-te Ableitung der Transmission an der Stelle
µS ab jetzt in der Form T (n)(µS).
Für kleine Temperaturdifferenzen und Spannungen kann der Ladungsstrom (Landauer-









































ausgedrückt werden, wobei hier zweimal mit E′ = E − µS und x = E′/kBT substituiert
wurde.
Bisher haben wir bei den Landauer-Büttiker-Formeln über alle Energien des Energiebands
EL,R = −2t0 cos k der Zuleitungen mit −2t0 < EL,R < 2t0 integriert. Da wir das System bei
kleinen Temperaturen betrachten, gilt t0  kBT . Wie wir in Abb. 4.4 bereits festgestellt hatten,














































Mitte des 19. Jahrhunderts betrachteten Gustav Wiedemann und Rudolph Franz verschie-
dene Metalle bei kleinen Temperaturen. Dabei fanden sie heraus, dass der Quotient aus
dem thermischen Leitwert und dem elektrischen Leitwert bei gleichen Temperaturen für















Das Wiedemann-Franz-Gesetz kann aus den Landauer-Büttiker-Formeln (Ladungs- und Wär-
mestrom) hergeleitetwerden,waswir nun imFolgenden nachweisenwerden.
Das Ziel ist, die linearen Transportkoeffizienten Lij aus Abschnitt 4.2 zu verwenden, um den
elektrischen und thermischen Leitwert (s. Gl. (4.17) und (4.18)) zu berechnen. Die Transport-
koeffizienten lassen sich leicht aus den Landauer-Büttiker-Formeln ablesen, da wir bereits
in Gl. (4.28) und Gl. (4.29) die ∆µ und ∆T abhängigen Terme voneinander getrennt hat-
ten.











T (µS)∆µ+ kBTT (1)(µS)x2kB∆T
]
, (4.32)
wobei hier, wegen der Annahme T → 0, lediglich die ersten beiden Entwicklungsterme der
Transmission verwendet wurden. Da die Ableitung der Fermi-Verteilung f0(x) eine symmetri-
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für ungerade n heraus. In Gl. (4.32) müssen zwei Integrale ausgewertet werden. Zum einen














welches trivial zu lösen ist, da über die gleiche Variable integriert und differenziert wird. Zum











































Aus den Ausdrücken für den Ladungs- und den Wärmestrom können die linearen Transport-


































abgelesen werden, wobei hier die Onsager-Relationen L12 = L21 bestätigt werden. Nun berech-
nenwir denQuotienten des thermischen und des elektrischen LeitwertsmitHilfe der Gleichun-









T = L0T. (4.39)
Der Term L12L21/TL11 aus dem Ausdruck des thermischen Leitwerts wurde hier vernachläs-
sigt, da dieser mit der Ordung O(T 3) in der Temperatur geht.
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4.5 Numerisch berechnete Lorenz-Zahlen
Die Gültigkeit des Wiedemann-Franz-Gesetzes haben wir nun analytisch mit den Landauer-
Büttiker-Formeln für kleine Spannungen und Temperaturdifferenzen im letzten Abschnitt für
T → 0 gezeigt. In diesem Abschnitt betrachten wir nun das Verhalten der Lorenz-Zahl für
kleine, aber endliche Temperaturen. Da hierfür allerdings Terme in höherer Ordnung von T




Abbildung 4.5: Zweiplatzmodell, bei dem Elektronen zwischen den beiden Plätzen in
der Streuregion mit US wechselwirken können und zusätzlich ein Potential εS angelegt
werden kann.
betrachtet werden müssen, können die Transportkoeffizienten nicht mehr im Allgemeinen
berechnet werden, da diese von den Ableitungen der Transmissionsfunktion der jeweiligen
Streuregion abhängen (s. Gl. (4.28) und Gl. (4.29)). Deshalb betrachten wir in diesem Ab-
schnitt das Zweiplatzmodell (s. Abb. 4.5) und legen separat eine kleine Temperaturdifferenz
kB∆T = 0.001t0 und eine kleine Spannung eV = 0.001t0 an. So können wir auf numerische


















Die Lorenz-Zahl kann dann mit L = L22/(T 2L11) berechnet werden, welche in Abb. 4.6 für
einen Temperaturbereich von 0.004t0 < kBT < 0.03t0 abgebildet ist. Hier wurde das wech-
selwirkungsfreie System (US = 0) mit denHoppingparametern t′ = 0.5t0 und tS = t0 und dem
chemischenPotentialµS = 0 für verschiedene Potentiale εS betrachtet.
Man kann erkennen, dass alle Graphen zumWert 1 hin konvergieren, dies aber unterschiedlich
schnell tun. Umso größer das Potential, desto schneller „entfernt“ sich der Graph von der
gepunkteten Line, welche der analytisch berechneten Lorenz-Zahl L0 entspricht. Dieses Ver-
halten lässt sich anhand der Transmissionen des Zweiplatzmodells für verschiedeneWerte des
Potentials erklären, welche in Abb. 4.7 zu sehen sind. Da wir die Transmission T (E) und auch
die Fermi-Verteilungen fL,R(E) um das chemische Potential µS = 0 entwickelt hatten, spielen
nur die Werte dicht um E = 0 der Transmission eine Rolle. Betrachtet man beispielsweise die
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Abbildung 4.6:Numerisch berechnete Temperaturabhängigkeit der Lorenz-Zahl L =
L22/(T
2L11) des wechselwirkungsfreien Zweiplatzmodells für verschiedene Werte des
Potentials εS . Hier wurden die Parameter t′ = 0.5t0, tS = t0, µS = 0, ∆µ = 0.001t0 und
















Abbildung 4.7: Transmissionen des wechselwirkungsfreien Zweiplatzmodells für ver-
schiedene Potentiale εS in der Streuregion und t′ = 0.5t0.
erste Ableitung der Transmission am Punkt E = 0, so ist diese T (1)(µS = 0) = 0 für das Poten-
tial εS = 0. Umso größer das Potential im Bereich 0 < εS < 0.6t0 wird, desto größer wird auch
die erste Ableitung der Transmission und desto größer wird der Term L12L21/TL11 aus dem
Ausdruck des thermischen Leitwerts, welchen wir für die Lorenz-Zahl vernachlässigt hatten,
da dieser mit der Ordung O(T 3) in der Temperatur geht.





















Abbildung 4.8: Vergleich der Lorenz-Zahlen L = (L11L22 − L12L21)/(T 2L11) (gestri-
chelte Linien) mit der Lorenz-Zahl L = L22/(T 2L11) aus Abb. 4.6 (durchgezogene
Linien) für die Potentiale εS = 0 und εS = 0.6t0. Es wurden die gleichen Parameter wie
in Abb. 4.6 verwendet.
welcher von der ersten Ableitung der Transmission abhängig ist (gestrichelte Linien), mit der
Lorenz-Zahl ohne diesenTermausAbb. 4.6 (durchgängige Linien) verglichen.
Da die erste Ableitung der Transmission T (1)(µS = 0) = 0 für εS = 0 verschwindet, erhalten
wir die gleichen Ergebnisse der beiden Lorenz-Zahlenmit εS = 0. Vergleicht man hingegen die
Lorenz-Zahlen mit dem Potential εS = 0.6t0, liegt die Lorenz-Zahl mit dem Term L12L21/TL11
näher amWert 1, da hier die erste Ableitung der Transmission beachtet wird und T (1)(µS) 6= 0
ist.
Als nächstes betrachten wir das Zweiplatzmodell aus Abb. 4.5 mit verschiedenen Wechsel-
wirkungen US der Elektronen in der Streuregion, aber ohne das Potenial εS . Alle anderen
Parameter sind wie in Abb. 4.6 gewählt. Die Wechselwirkung wurde hier im Rahmen der
Hartree-Fock-Näherung behandelt.
Man erkennt in Abb. 4.9, dass auch hier das Wiedemann-Franz-Gesetz seine Gültigkeit behält
und dass die Lorenz-Zahlen mit steigender Wechselwirkung für größere T näher am Wert
1 bleiben als im wechselwirkungsfreien Fall. Dieses Verhalten lässt sich wieder durch die
zugehörigen Transmissionen des Systems erklären, welche in Abb. 4.10 zu sehen sind. Da
alle Transmissionen bei E = 0 ein Minimum besitzen und deshalb die ersten Ableitungen
der Transmissionen T (1)(E = 0) = 0 sind, spielt es hier keine Rolle, ob der Term L12L21/TL11
beachtet wird oder nicht. Betrachtet man allerdings höhere Terme der Taylor-Entwicklung der
Transmission um den PunktE = µS = 0, wie der Termmit der zweiten Ableitung T (2)(E = 0),
so stellt man fest, dass die Krümmung der Transmissionen bei steigender Wechselwirkung US
abnimmt. Dies erklärt die „besseren“ Lorenz-Zahlen bei steigender Wechselwirkung US . Der
Unterschied zwischen den Lorenz-Zahlen ist hier nicht so groß wie bei den Lorenz-Zahlen
73














Abbildung 4.9: Die Lorenz-Zahl des wechselwirkenden Zweiplatzmodells in der
Hartree-Fock-Näherung für verschiedene Werte von US und εS = 0. Alle anderen
Parameter wurden wie in Abb. 4.6 gewählt.
mit verschiedenen Potentialen εS aus Abb. 4.6, da die Terme mit der zweiten Ableitung der
















Abbildung 4.10: Transmissionen des wechselwirkenden Zweiplatzmodells mit ver-
schiedenen Wechselwirkungen US . Für die Temperatur wurde kBT = 0.02t0 gewählt,
alle anderen Parameter sind die gleichen wie in Abb. 4.6.
Das Wiedemann-Franz-Gesetz gilt also auch bei den betrachteten wechselwirkenden Syste-
men in der Hartree-Fock-Näherung. Dies ist auch wenig verwunderlich, da bei der Hartree-
Fock-Näherung freie Teilchen betrachtet werden, bei denen lediglich die Potentiale und Hop-
pingparameter der Streuregion modifiziert werden. Unter diesen Voraussetzungen ist die
Herleitung für die Lorenz-Zahl aus dem letzten Abschnitt natürlich auch für solche Systeme
gültig.
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Im Allgemeinen gilt dasWiedemann-Franz-Gesetz aber nicht für wechselwirkende Elektronen.
In der Publikation von Raimondi et al. [67] wurden wechselwirkende Elektronen in unge-
ordneten Metallen betrachtet, bei denen das Wiedemann-Franz-Gesetz aus Gl. (4.39) nicht
bestätigt werden konnte.
4.6 Thermoelektrische Gütezahl und Wärmemaschinen
Wir haben uns nun als Beispiel für dieNützlichkeit der linearen Transportkoeffizientenmit dem
Wiedemann-Franz-Gesetz auseinandergesetzt, bei dem wir den elektrischen und thermischen






mit dem Seebeck-Koeffizienten S ausdrücken. Um die Effizienz vonWärmemaschinen abschät-




1 + ZT − 1√
1 + ZT + 1
(4.46)
zusammenhängt [69], wobei ηC = 1 − TK/TH der Carnot-Wirkungsgrad mit der kalten
Temperatur TK und der heißen Temperatur TH darstellt. Umso höher der Wert der Gütezahl
ZT liegt, desto besser sind die thermoelektrischen Eigenschaften eines Materials. Typische
Werte von Materialien mit sehr guten thermoelektrischen Eigenschaften liegen heutzutage bei
ZT ≈ 1. Daman diesenWert aber steigernmöchte, um effizientere thermoelektrische Elemente
herstellen zu können, wurde und wird in diesem Bereich viel geforscht. So publizierten
beispielsweise Hicks und Dresselhaus [70], dass ZT größere Werte erreicht, umso kleiner die
Dimension des Systems ist. Deshalb wird auch bei Wärmeelementen häufig mit Nanodrähten
gearbeitet. Eine weitere wichtige Publikation wurde von Mahan und Sofo veröffentlicht [71],
in denen sie herausfanden, dass die besten Energiefilter für Elektronen auch die Materialien
mit den besten thermoelektrischen Eigenschaften darstellen.
Was bedeutet das nun,wennwir eine quantenmechanischeWärmemaschine (imTight-Binding-
Modell) konstruieren möchten?
In wechselwirkungsfreien Systemen, sowie in Systemen bei denen die Wechselwirkung der
Elektronen mit der Hartree-Fock-Näherung behandelt wurde, gelten für die Ströme die
Landauer-Büttiker-Formeln. Diese hängen aber lediglich von der Transmission der Streu-
region und der Differenz der Fermi-Verteilungen ab, welche wiederum von der Temperatur
und dem chemischen Potential der Zuleitungen abhängen. Besitzen die Zuleitungen ver-
schiedene Temperaturen TL,R = T ± ∆T/2, so erhalten wir für die Differenz der Fermi-
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Abbildung 4.11: Differenz der Fermi-Verteilungen fL(E) − fR(E) mit ∆T/T = 1.
Zudem wurde hier die Stufenfunktion als Transmission Tmax(E) eingezeichnet, welche











wobei die chemischen Potentiale der Zuleitungen der Einfachheit halber mit µL,R = 0 wegge-
lassen wurden. In Abb. 4.11 ist die Differenz der Fermi-Verteilungen mit ∆T/T = 1 abgebildet
und man erkennt, dass die Funktion bei E = 0 einen Vorzeichenwechsel besitzt. Da wir beim
Berechnen des Ladungsstroms mit der Landauer-Büttiker-Formel über alle Energien integrie-
ren, erhalten wir mit der Stufenfunktion als Transmission
Tmax(E) =
{
1 E > 0
0 E < 0
(4.48)
den maximalen Strom4 (s. Abb. 4.11). So wird über den kompletten positiven Anteil von
fL(E)− fR(E) integriert.
Wir suchen also für die Streuregion unseres Systems eine Transmission, welche nur Elektronen
in einem bestimmten Energiebereich von einer Zuleitung in die andere tunneln lässt. Man
spricht hier von einem Energiefilter für Elektronen. Dies wurde bereits unter anderem von
Whitney [72] und Hershfield et al. [73] für eindimensionale Tight-Binding-Systeme untersucht.
Wir werden im nächsten Kapitel Transmissionsfunktionen von speziell gewählten Strukturen
mit gekoppelten Quantenpunkten in der Streuregion berechnen welche der rechteckigen
Funktion aus Abb. 4.11 möglichst nahe kommen sollen.
4 Dies gilt natürlich auch wenn der Bereich der Transmission Tmax(−E) über alle negativen Werte von fL(E)−
fR(E) reicht.
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Nanowärmemaschine
In diesem Kapitel betrachten wir die Nanowärmemaschine genauer, bei der aus einer Tempe-
raturdifferenz ein Ladungsstrom erzeugt wird. Im Kapitel 4 haben wir bereits diskutiert, dass
thermoelektrische Elemente effizienter sind, wenn eine rechteckige Transmissionen vorliegt,
um so den maximalen Ladungsstrom durch die Streuregion aus der Temperaturdifferenz
in den Zuleitungen zu erzeugen. Deshalb werden wir uns in diesem Kapitel unter anderem
mit der Frage beschäftigen, wie man im Rahmen des Tight-Binding-Modells eine Transmis-
sionsfunktion implementieren kann, die dem idealen rechteckigen Verlauf möglichst nahe
kommt1.
5.1 Die Quantenpunkt-Nanowärmemaschine mit drei Zuleitungen
Im Jahr 2013 wurde von Jordan et al. [21] die in Abb. 5.1 gezeigte Nanowärmemaschine
vorgeschlagen, welche durch quantenmechanische Effekte aus der Temperaturdifferenz ∆T =
TH − TK , mit TH > TK , einen Ladungsstrom I von der rechten zur linken Zuleitung (über
das zentrale Reservoir) erzeugt. Die linke und die rechte Zuleitung sind jeweils durch einen
Quantenpunkt mit dem zentralen Reservoir verbunden. Falls die Zuleitungen mit den tiefen
Temperaturen nicht zusätzlich durch einen Verbraucher verbunden sind, baut sich mit der
Zeit die Spannung V zwischen L und R auf, welche auch in Abb. 5.1 zu sehen ist. Da wir in
den Zuleitungen verschiedene Temperaturen haben, wird zusätzlich der Wärmestrom JW
zwischen dem zentralen Reservoir und den Zuleitungen mit den tiefen Temperaturen erzeugt.
Damit die Wärmemaschine für lange Zeiten konstante Ströme liefert, muss das chemische
Potential des zentralenReservoirs konstant sein. Umdiese Bedingung zu gewährleisten,wählen
wir die chemischen Potentiale mit








1 In diesem Kapitel präsentieren wir zum Teil die Ergebnisse aus der Publikation [74].
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symmetrisch um das chemische Potential des zentralen Reservoirs µZ , wobei wir im weiteren
VerlaufµZ = 0wählen. Zudembetrachtenwir die Temperaturen








symmetrisch um die mittlere Temperatur T .
V






Abbildung 5.1: Wärmemaschine mit drei Zuleitungen, vorgeschlagen von Jordan et
al. [21]. Die beiden unteren Zuleitungen besitzen die tiefere Temperatur TK , das zen-
trale Reservoir die Temperatur TH . Die Leads sind jeweils mit einem Quantenpunkt
verbunden und mit der richtigen Konfiguration der Quantenpunke werden aufgrund
der Temperaturdifferenz Ladungsströme I von R nach Z und Z nach L erzeugt.
Verbindet man die Zuleitungen L und R zusätzlich mit einem Verbraucher (mit demWider-
stand R), so fließt der Ladungsstrom I = V/R durch das gesamte System. Der Widerstand
bestimmt dabei die Spannung V und damit die chemischen Potentiale µL und µR der Zuleitun-
gen. Um herauszufinden, wie effizient die Wärmemaschine arbeitet, werden wir im weiteren
Verlauf die Spannung berechnen, welche die Leistung
Pmax = [I(V )V ]max (5.5)





gegeben. Wie üblich setzt sich der Wirkungsgrad aus der Leistung, welche die Wärmema-
78
5.1 Die Quantenpunkt-Nanowärmemaschine mit drei Zuleitungen
schine abgibt, dividiert durch die Wärme (2JW ), welche dafür verwendet wird, zusam-






vergleichen, welcher einen perfekten Kreisprozess beschreibt und daher der höchste zu errei-
chendeWirkungsgradmit denTemperaturenTK undTH darstellt [75].
Wie ist nun die Funktionsweise der Nanowärmemaschine?
Die energetische Besetzung der Elektronen in den wechselwirkungsfreien Zuleitungen ist,
wie wir bereits wissen, durch die Fermi-Verteilung gegeben. Bei der Temperatur T = 0 ist
die Fermi-Verteilung eine Stufenfunktion, wobei alle Zustände unter der Fermi-Kante besetzt
und alle Zustände über der Fermi-Kante unbesetzt sind. Bei einer endlichen Temperatur








Abbildung 5.2: Prinzipielle Funktionsweise einer Nanowärmemaschine, bei der die Zu-
leitungen jeweils durch einzelne Quantenpunkte verbunden sind. Der hellere Farbton
soll die Aufweichung der Fermi-Kante µZ darstellen, welcher bei tieferen Temperaturen
weniger ausgeprägt ist, als bei höheren Temperaturen. Wir betrachten hier die Trans-
missionen der Quantenpunkte als sehr scharf um ein Energieniveau verteilt (schwarze
Balken). Das Maximum der Transmissionen ist zusätzlich durch das Potential ±∆ε/2
symmetrisch um die Fermi-Kante verschoben.
Die, durch die Fermi-Verteilung bestimmten Besetzungszahlen der Elektronen in den Zuleitun-
gen sind in Abb. 5.2 schematisch abgebildet. Hier kann man erkennen, dass die Fermi-Kante
bei der tiefen Temperatur TK weniger aufgeweicht ist als die Fermi-Kante bei der hohen
Temperatur TH . Um nun einen Teilchenstrom von L nach Z und von Z nach R zu erzeu-
gen, nutzen wir die unterschiedliche Besetzung der Zustände der Elektronen in den Zulei-
tungen aus. Zudem betrachten wir die Transmission der Quantenpunkte als sehr scharf
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um ein Energieniveau verteilt, was durch die schwarzen Balken in Abb. 5.2 angedeutet
wird.
„Verschiebt“ man das Maximum der Transmission zwischen der linken Zuleitung und des
zentralen Reservoirs mit einem negativen Potential −εS unter die Fermi-Kante µZ = 0, so
ist die Wahrscheinlichkeit eines besetzen Zustandes (im Energiebereich um das Maximum
der Transmission) in der linken Zuleitung höher als in der zentralen. Damit erhalten wir
einen Teilchenstrom von L nach Z. Verschiebt man das Energieniveau zwischen Z und Rmit
einem positiven Potential εS über die Fermi-Kante, fließt hier ein Teilchenstrom von Z nach
R.
Durch die symmetrische Wahl der Potentiale mit ±εS relativ zur Fermi-Kante stellen wir
sicher, dass das chemische Potential des zentralen Reservoirs beim Wert µZ = 0 konstant
bleibt. So gilt für die Differenz der Potentiale ∆ε = 2εS . Mit der Wahl der Hoppingparameter
t0 und dem Potential ε0 = 0 in allen Zuleitungen legen wir zudem fest, dass die Energiebän-
der von L, Z und R mit E = −2t0 cos k gleich sind. Im weiteren Verlauf betrachten wir
wieder die Ladungsströme, welche in die entgegengesetzte Richtung zum Teilchenstrom
fließen.
Mit diesen Annahmen ist der Ladungsstrom IZ→L, welcher von Z nach L fließt und der Strom
IR→Z , welcher vonR nachZ fließtwegender Teilchen-Loch-Symmetriemit
I = IZ→L = IR→Z (5.8)
identisch. Analog gilt für den Wärmestrom
JW = JWZ→R = J
W
Z→L, (5.9)
wobei hier beachtet werden muss, dass beide Wärmeströme aus dem zentralen Reservoir in
die Zuleitungen L und R fließen.
Eine wesentliche Vereinfachung aller folgenden Rechnungen besteht darin, dass wir die Wech-
selwirkung der Elektronen untereinander vernachlässigen. In Ref. [76] wurde die Wechselwir-
kung im Rahmen einer Hartree-Näherung behandelt, wobei die Parameter so gewählt wurden,
dass die Besetzung der Elektronen auf den Quantenpunkten im Nichtgleichgewichtszustand
sich gegenüber dem stromlosen Zustand nicht verändert. Es stellte sich jedoch heraus, dass
sowohl die maximale Leistung, als auch der zugehörige Wirkungsgrad der Wärmemaschine
im Rahmen dieser Näherung unverändert bleiben.
In den folgenden Abschnitten werden wir uns weiter mit den Wärmemaschinen auseinan-
dersetzen, bei denen die Zuleitungen jeweils durch einen Quantenpunkt verbunden sind.
Zunächst werden wir die inkohärente Wärmemaschine betrachten, bei der die Verbindungen
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zwischen L nach Z und R nach Z räumlich sehr weit voneinander getrennt sind und dadurch
die direkte Transmission von L nach R unterdrückt wird. Der andere Grenzfall, welchen wir
diskutieren werden, ist die kohärente Wärmemaschine, bei der die Transmission von L nach
R nicht unterdrückt wird.
5.1.1 Die inkohärente Wärmemaschine
Bei der inkohärenten Wärmemaschine sind die Verbindungen von L nach Z und R nach Z
durch dieQuantenpunkte räumlich sehrweit voneinander entfernt,wie inAbb. 5.3 zu erkennen





Abbildung 5.3: Inkohärente Wärmemaschine mit den drei Zuleitungen L, Z und R im
Tight-Binding-Modell.
beiden Streuregionen getrennt voneinander berechnet werden können, da wir von sehr langen
Zuleitungen ausgehen. Der Grund hierfür ist, dass die Dauer des zeitunabhängigen Stroms
(stationäre Phase des Stroms) τS linear mit der Länge der Zuleitungen und des Reservoirs
N mit τS ∼ Nτ geht, was wir bereits im Kapitel 2 diskutiert hatten. Bildlich betrachtet
benötigt ein Elektron, welches zuerst in das zentrale Reservoir tunnelt, also mehr Zeit um das
gesamte zentrale Reservoir zu durchqueren, als die stationäre Phase des Stroms überhaupt
besteht.
Da wegen der Teilchen-Loch-Symmetrie in der inkohärenten Wärmemaschine sowohl die
Ladungsströme als auch die Wärmeströme durch die beiden Streuregionen gleich sind, be-
rechnen wir im Folgenden lediglich die Ströme zwischen L und Z. Zudem werden wir die
Transmissionen der Wärmemaschinen in dieser Arbeit im Grenzfall t0  t′ mit der Wel-
lenzahl kL,R ≈ π/2 betrachten, was einer konstanten Zustandsdichte entspricht2. Die Trans-
mission im Grenzfall t0  t′ mit einem Quantenpunkt in der Streuregion haben wir be-
reits in Abschnitt 2.4.2 berechnet und wissen, dass es sich um die Lorentz-Verteilung mit








gegeben, welche dasMaximum bei−εS und die Breite γ besitzt.
2 Betrachtet man nicht diesen Grenzfall, so hängt die Transmission stark von der Zustandsdichte der Zuleitungen
ab. Dadurch wird die Form der Transmissionfunktion verändert, wenn das Potential εS verändert wird.
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Im Folgenden werden wir nun die Leistung und den Wirkungsgrad der Wärmemaschine









































Abbildung 5.4:Maximale Leistung und Wirkungsgrad der inkohärenten Wärmema-
schine, aufgetragen gegen die Potentialdifferenz ∆εS . Es wurden verschiedene Werte
von γ = 2t′2/t0 bei einer Temperaturdifferenz ∆T/T = 1 betrachtet.
male Leistung Pmax und der zugehörige Wirkungsgrad η/ηC auf das Potential ∆ε aufgetragen.
Es wurde eine relativ große Temperaturdifferenz mit ∆T/T = (TH − TK)/T = 1 gewählt. Wir
befinden uns also, im Gegensatz zu den Betrachtungen im letzten Kapitel, im nichtlinearen
Bereich. Die Ströme können natürlich auch hier mit dem Landauer-Büttiker-Formalismus
berechnet wurden.
Sowohl die Leistung, als auch der Wirkungsgrad sind in Abb. 5.4 für verschiedene Werte
von γ abgebildet und man kann erkennen, dass die Leistung ein Maximum als Funktion der
Potentialdifferenz ∆ε besitzt. Die Leistung erreicht den höchsten Wert für γ ≈ kBT . Auch der
Wirkungsgrad besitzt jeweils ein Maximum als Funktion der Potentialdifferenz, allerdings
erhalten wir die höchsten Wirkungsgrade, je kleiner γ ist.
Das Dilemma der Wärmemaschine, bei der die Zuleitungen jeweils mit einzelnen Quanten-
punkten verbunden sind, ist also, dass bei der höchsten Leistung nicht der höchste Wirkungs-
grad erreicht werden kann. In Abschnitt 5.2 werden wir jedoch feststellen, dass dies durch
optimierte Transmissionen umgangen werden kann.
EinweitererNachteil der inkohärentenWärmemaschine ist die technischeUmsetzung. Deshalb
werden wir im nächsten Abschnitt diskutieren, wie die Nanowärmemaschine aufgebaut sein
sollte, um diese im Experiment realisieren zu können.
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5.1.2 Technische Umsetzung der Nanowärmemaschine
Sothmann et al. [77] schlugen die technische Realisierung der inkohärenten Wärmemaschine
im Stil eines „Schweizer-Käse-Sandwiches“ vor, wie in Abb. 5.5 zu sehen ist. Hier sind die
blauen Schichten die Zuleitungen mit der tieferen Temperatur TK und die rote Schicht besitzt
die höhere Temperatur TH . Die gelben Kugeln stellen die Quantenpunkte dar, durch die die
Elektronen in eine andere Zuleitung tunneln können. Das technische Problem dieser Umset-
zung besteht darin, die mittlere Schicht zu erhitzen, ohne dass der Großteil der zugeführten
Wärme direkt in die kälteren Schichten, beispielsweise über einen Phononenstrom, entweicht.
Abbildung 5.5:Grafik aus der Publikation von Sothmann et al. [77], welche vorschlugen,
die inkohärente Wärmemaschine mit jeweils einzelnen Quantenpunkten zwischen den
Zuleitungen durch ein „Schweizer-Käse-Sandwich“ technisch umzusetzen. Hier sind
die blauen Schichtenmit den tieferen Temperaturen TK und die rote Schichtmit höheren
Temperaturen TH abgebildet. Die gelben Kugeln stellen hier die Quantenpunkte dar.
Technisch bereits umgesetzt ist die Wärmemaschine aus Abb. 5.6 (Abbildung von Thier-
schmann et al. [78]). Im linken Bild kann man den schematischen Aufbau dieser Wärmema-
schine erkennen, im rechten Bild die experimentelle Umsetzung. Die blauen Objekte in der
linken Abbildung stellen wieder die Zuleitungen mit der tiefen Temperatur dar, das rote
Objekt das Reservoir mit der hohen Temperatur. Die gelben Kreise sind Quantenpunkte,
welche nicht direkt verbunden sind, so dass die Elektronen nicht von einem Quantenpunkt
zum anderen tunneln können. Die Elektronen können also über den unteren Quantenpunkt
lediglich zwischen der linken und der rechten Zuleitung wechseln, vom heißen Lead aus
können Elektronen auf den oberen Quantenpunkt tunneln. Der entscheidende Unterschied zu
der von Jordan et al. (und von uns im Folgenden) betrachteten Wärmemaschine funktioniert
diese Wärmemaschine nur mit Hilfe der Coulombwechselwirkung zwischen den Elektronen
auf den Quantenpunkten.
Das Prinzip der Wärmemaschine wird in Abb. 5.7 besser erläutert (Abbildung aus der Pu-
blikation von Thierschmann et al. [78]). In 5.7 werden die beiden Quntenpunkte als Zwei-
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Abbildung 5.6: Abbildung aus der Publikation von Thierschmann et al. [78]. Im linken
Bild ist der schematische Aufbau der Wärmemaschine, mit den blauen Zuleitungen
(tiefe Temperaturen) und der roten Zuleitung (hohe Temperatur) zu sehen. Elektronen
wechselwirken über die Coulombwechselwirkung zwischen den Quantenpunkten
(gelbe Kreise), können aber nicht von einem Quantenpunkt zum anderen tunneln. Die
roten Pfeile sollen verdeutlichen, wo sich die Elektronen bewegen können. Die rechte
Abbildung gibt den experimentellen Aufbau der Wärmemaschine wieder, wobei auch
hier die blauen Bereiche die kalten Zuleitungen darstellen und der rote Bereich das
heiße Reservoir ist. In der Vergößerung kann man auch die Quantenpunkte erkennen
welche durch gelbe Quadrate markiert sind.
Abbildung 5.7: Grafik aus der Publikation von Thierschmann et al. [78] mit der Funk-
tionsweise der Wärmemaschine aus Abb. 5.6. In den vier Bildern ist ein Zyklus der
Wärmemaschine zu erkennen. In jedem der Bilder ist in der oberen Hälfte links die
heißere Zuleitung mit den zwei Energieniveaus des oberen Quantenpunktes (gestri-
chelte und durchgezogene Linien) zu sehen. In der unteren Hälfte der Bilder sind
die kalten Zuleitungen (links und rechts) mit den zwei Energieniveaus des unteren
Quantenpunktes abgebildet. Die grünen Kreise stellen die Elektronen dar.
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Energieniveausysteme dargestellt. Befindet sich nur ein Elektron in einem der beiden Quan-
tenpunkte, besetzt es das niedrige Energieniveau. Sind hingegen beide Quantenpunkte besetzt,
befinden sich beide Elektronen auf dem hohen Energieniveau. Dies wird in Abb. 5.7 jeweils
mit der durchgezogenen und der punktierten Linie verdeutlicht. In jedem der vier Bilder ist
oben links die heiße Zuleitung zu erkennen und die beiden Linien daneben stellen die beiden
Energieniveaus des oberen Quantenpunkts dar. Unten sind die kalten Zuleitungen abgebildet,
mit den beiden Energieniveaus des anderen Quantenpunktes.
Im Anfangszustand sind beide Quantenpunkte unbesetzt (Bild links oben in Abb. 5.7). Tunnelt
ein Elektron nun von der linken Zuleitung aus auf den Quantenpunkt, besetzt es das untere
Energieniveau. Wenn ein Elektron von der heißen Zuleitung auf den anderen Quantenpunkt
tunnelt, besetzt es das obere Energieniveau. Zudem wird das Elektron im unteren Quanten-
punkt wegen der Coulombwechselwirkung auf das höhere Energieniveau angehoben. Nun
kann das Elektron vom unteren Quantenpunkt in die rechte Zuleitung tunneln, was zur Folge
hat, dass das Elektron im oberen Quantenpunkt auf das niedrige Energieniveau abgesenkt
wird. Tunnelt das Elektron nun wieder in die heiße Zuleitung zurück, so befinden wir uns
wieder im Anfangszustand.
Dies ist lediglich eine grobe Beschreibung der Funktion dieser Wärmemaschine und soll nur
einen Eindruck davon geben, was im Moment technisch realisierbar ist. Genauer kann man
das Prinzip der Wärmemaschine beispielsweise in den Publikationen [78] und [79] nachlesen.
Allerdings kann die Wärmemaschine nicht die Leistungen erzielen wie die von Jordan et al.
vorgeschlagene inkohärente Wärmemaschine [77], welche wir im letzten Abschnitt vorge-
stellt hatten. Deshalb wäre eine technische Umsetztung der inkohärenten Wärmemaschine
erstrebenswert. Da es vermutlich technisch leichter realisierbar ist, wenn die Quantenpunkte
räumlich eng beieinanderliegen, betrachten wir im nächsten Abschnitt die kohärente Wär-
memaschine, welche ähnliche Leistungen und Wirkungsgrade erzielt wie die inkohärente
Wärmemaschine.
5.1.3 Die kohärente Wärmemaschine
In diesemAbschnitt beschäftigenwir uns nähermit der kohärentenWärmemaschine, welche in
Abb. 5.8 zu sehen ist. Da hier - im Gegensatz zu dem im vorigen Abschnitt behandelten System
- kohärentes Tunneln zwischen der linken und der rechten Zuleitung möglich ist, lässt sich das
System nicht mehr in Untersysteme aufteilen. Um dennoch die Ströme durch die Streuregion
bestimmen zu können, muss hier das Streuproblem für ein System mit drei Zuleitungen





















Abbildung 5.8:Modell der kohärenten Wärmemaschine, bei der die Streuregion mit
den drei Zuleitungen L, Z und R verbunden ist. Im Gegensatz zur inkohärenten Wär-
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, (5.13)


















− εSn̂a+1 + εSn̂a+2
(5.14)
setzt sich aus den beiden Quantenpunkten zusammen, wobei wir die Potentiale, analog
zur inkohärenten Wärmemaschine, mit εSL = −εS und εSR = εS wählen. Damit ist der
Hamiltonoperator des gesamten Systems
Hges = ĤL + ĤS + ĤZ + ĤR. (5.15)
Analog zum System mit zwei Zuleitungen gehen wir von einer ebenen Welle aus, welche von








Aeikj +Be−ikj j ≤ a
Ceikj a+ 3 ≤ j < b
Deikj b ≤ j
, (5.16)
wobei die einfallende Amplitude wieder A = 1 ist. Da die Energiebänder der Zuleitungen
identisch sind, ist auch dieWellenzahl k in allen Zuleitungen gleich. Damit erhaltenwirmit der
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0 0 −t′ −(E − εS) −t′























und berechnen damit die Transmission von L nach Z mit TL→Z(E) = |C|2 und die Transmissi-
on von L nach Rmit TL→R(E) = |D|2. Des Weiteren sind ψSL und ψSR die Wellenfunktionen
des linken und des rechten Quantenpunkts. Das Gleichungssystem aus Gl. (5.17) lässt sich
zwar analytisch lösen, man erhält für die Transmissionen jedoch einen unübersichtlichen
Ausdruck. Da wir die Wärmemaschinen im Grenzfall t0  t′ betrachten, vereinfacht sich das
Gleichungssystem mit k ≈ π/2 folgendermaßen:


−it0 −t′ 0 0 0
−t′ −(E + εS) −t′ 0 0
0 −t′ −it0 −t′ 0
0 0 −t′ −(E − εS) −t′























Damit erhält man für die Transmission von L nach R
TL→R(E) =
γ4/4
(E2 − ε2S − 3γ2/4)2 + 4γ2E2
(5.19)
und für die Transmission von L nach Z
TL→Z(E) =
γ2[(E − εS)2 + γ2/4]
(E2 − ε2S − 3γ2/4)2 + 4γ2E2
. (5.20)
Die Transmission von R nach Z kann berechnet werden, indem man von einer ebenen Welle
ausgeht, welche von der rechten Zuleitung aus auf die Streuregion zuläuft. So erhält man,





(E2 − ε2S − 3γ2/4)2 + 4γ2E2
. (5.21)
bestimmt wird. Man kann an den analytischen Ausdrücken der Transmissionen TL→Z(E)
und TR→Z(E) erkennen, dass diese sich lediglich durch das Vorzeichen vor dem Potential
εS im Zähler unterscheiden. Dies hat zur Folge, dass für die Funktionen der Transmissionen
TL→Z(−E) = TR→Z(E) gilt.
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Nun vergleichenwir die Leistung und denWirkungsgrad der kohärentenWärmemaschinemit
der Leistung und dem Wirkungsgrad der inkohärenten Wärmemaschine. Da µR > µL gilt, ist
die direkte Transmission von L nach R bei der kohärenten Wärmemaschine hinderlich, da der
Ladungsstrom IL→R entgegengesetzt zum Ladungsstrom IL→Z (und IR→Z) fließt, welcher von
der Temperaturdifferenz erzeugt wird. Deshalb ist die kohärente Wärmemaschine effizienter,
umso kleiner TL→R(E) ist.
In Abb. 5.9 sind die drei Transmissionen der kohärenten Wärmemaschine (Gl. (5.19) bis (5.21))























Abbildung 5.9: Transmissionen der kohärenten Wärmemaschine aus den Gl. (5.19)
bis (5.21), aufgetragen auf die Energie mit der Potentialdifferenz ∆ε = 2γ (links) und
∆ε = 10γ (rechts).
εS = γ gewählt. Hier erkennt man die Symmetrie der Transmissionen von L nach Z und R
nach Z, was wir bereits analytisch festgestellt hatten. Des Weiteren erreichen die Maxima von
TL→Z(E) und TR→Z(E) nicht denWert 1, fallen an einer Seite aber schneller ab als die Lorentz-
Verteilung. Die Transmission von L nach R ist mit dem Potential εS = γ bereits sehr klein, was
für die Effektivität der kohärenten Wärmemaschine positiv ist.
Im rechten Bild von Abb. 5.9 sind die Transmissionen aus den Gl. (5.19) bis (5.21) mit dem
Potential εS = 5γ abgebildet. Hier verschwindet die Transmission von L nach R fast völlig
für alle Energien. Die Transmissionen TL→Z(E) und TR→Z(E) hingegegen haben jeweils ein
Maximummit T (E) = 1 und besitzen zudem die Form einer Lorentz-Verteilung. Also können
wir davon ausgehen, dass die Leistung und derWirkungsgrad der inkohärenten und der kohä-
renten Wärmemaschine bei großen Werten von ∆ε gleich sind.
Mit den Transmissionen aus den Gleichungen (5.19) bis (5.21) können nun alle Ladungsströme
zwischen den Zuleitungen der kohärenten Wärmemaschine mit dem Landauer-Büttiker-
Formalismus berechnet werden. Der gesamte Ladungsstrom, welcher in die linke Zuleitung
hinein-, bzw. herausfließt, setzt sich mit
IL = IL→Z + IL→R (5.22)
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zusammen. Wegen der Symmetrie der Potentiale mit ±εS der kohärenten Wärmemaschine ist
der Ladungsstrom IL und IR mit
IL→Z + IL→R = IR→Z + IL→R = I (5.23)
gleich. Es gilt also IL→Z = IR→Z , was wir bereits in Gl. (5.8) festgestellt hatten. Für die Be-








dE TL→α(E)[fL(E)− fα(E)]. (5.24)
Da der Wärmestrom immer von der heißen Zuleitung zur kalten fließt, kann dieser analog
zur inkohärenten Wärmemaschine behandelt werden, da wegen der gleichen Temperatur von
L und R zwischen der linken und rechten Zuleitung kein Wärmestrom fließt. Zudem gilt






dE TL→Z(E)[fZ(E)− fL(E)] (5.25)
berechnen.
Mit den Strömen I und J werden sowohl die maximale Leistung Pmax aus Gl. (5.5) als auch





































Abbildung 5.10: Im linken Bild wird die Leistung der inkohärenten Wärmemaschine
mit der Leistung der kohärenten Wärmemaschine verglichen. In der rechten Abbildung
ist der Vergleich der Wirkungsgrade beider Wärmemaschinen zu sehen. Es wurden die
Parameter γ = kBT und ∆T/T = 1 verwendet.
In Abb. 5.10 werden im linken Bild die maximalen Leistungen der kohärenten und der inkohä-
rentenWärmemaschine verglichen, im rechten Bild ist der Vergleich derWirkungsgrade beider
Wärmemaschinen abgebildet. Wie bereits vermutet, nähern sich die Kurven sowohl bei der
Leistung als auch beim Wirkungsgrad für große Werte der Potentialdifferenz ab ∆ε ≈ 12kBT
einander an. Für kleinere Werte der Potentialdifferenz erzielt die kohärente Wärmemaschine
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sowohl bei der Leistung als auch beim Wirkungsgrad höhere Werte, obwohl hier die direkte
Transmission von L nach R nicht vernachlässigbar ist. Dies liegt daran, dass die Transmissio-
nen von L nach Z und R nach Z auf einer Seite steiler abfallen. In Abschnitt 4.6 haben wir
bereits diskutiert, dass die Differenz der Fermi-Verteilungen in der Landauer-Büttiker-Formel
bei einer Temperaturdifferenz einen Vorzeichenwechsel hat und deshalb die Wärmemaschine
am effizientesten ist, wenn am Vorzeichenwechsel die Transmission möglichst schnell gegen
den Wert 1 geht.
Wir haben in diesemAbschnitt also feststellen können, dass die inkohärente und die kohärente
Wärmemaschinen nahezu die gleichen Leistungen und Wirkungsgrade liefern, die kohärente
Wärmemaschine sogar die höheren Werte erzielen kann.
5.2 Die maximale Leistung der inkohärenten Wärmemaschine
Es hat sich also herausgestellt, dass eineWärmemaschine, bei der die Zuleitungen jeweils durch
einzelne Quantenpunkte verbunden sind, gute Werte für die Leistung und den Wirkungsgrad
erzielen kann. Allerdings ist die Lorentz-Verteilung, welche die Transmission eines einzelnen
Quantenpunkts im Grenzfall t0  t′ darstellt, nicht am effektivsten für die Wärmemaschine.
Wie wir bereits in Abschnitt 4.6 festgestellt hatten, besitzt die Differenz der Fermi-Verteilung
fL(E) − fZ(E) einen Vorzeichenwechsel. Am effizientesten ist die Wärmemaschine also,
wenn beim Integral aus der Landauer-Büttiker-Formel für den Ladungsstrom nur über den
positiven oder den negativen Bereich der Differenz der Fermi-Verteilungen integriert wird.
















Abbildung 5.11: Im linken Bild ist der Vergleich der Transmission eines Quanten-
punktes (Lorentz-Verteilung) mit γ = kBT , mit einer typischen Differenz der Fermi-
Verteilungen der inkohärenten Wärmemaschine abgebildet. Im rechten Bild hingegen
die, für die inkohärente Wärmemaschine effektivere Transmission Topt(E) (Stufenfunk-
tion mit dem Sprung an der Nullstelle von fL(E)− fZ(E)).
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In Abb. 5.11 (linkes Bild) ist die Differenz der Fermi-Verteilungen fL(E)− fR(E) der inkohä-
rentenWärmemaschine amMaximum von Pmax aus Abb. 5.10 abgebildet. Dazu ist noch die zu-
gehörige Transmission mit γ = kBT zu sehen. Man kann erkennen, dass die Lorentz-Funktion
zu langsam abfällt und so im Integral für den Ladungsstrom über Werte mit verschiedenen
Vorzeichen integriert wird, was den Ladungsstrom verkleinert.
Eine perfekte Transmissionwäre also eine Stufenfunktion der Form
Topt(E) =
{
1 E ≤ b
0 E > b
, (5.26)
wobei b die Nullstelle der Differenz der Fermi-Verteilungen darstellt. Eine solche Transmission
ist im rechten Bild von Abb. 5.11 abgebildet.
Robert Whitney hat in seiner Publikation [80] als erster veröffentlicht, dass die maximale
Leistung der inkohärentenWärmemaschine mit der Transmission Topt(E) analytisch bestimmt
werden kann, was wir nun im Folgenden nachvollziehen werden. Da die Ladungsströme von
L nach Z und Z nach R gleich sind, betrachten wir den Quantenpunkt zwischen der linken
und der zentralen Zuleitung. Mit der Transmission Topt(E) vereinfacht sich die Landauer-






dE [fL(E)− fZ(E)]. (5.27)
Um das Integral zu lösen, betrachten wir zunächst das unbestimmte Integral über fL(E).
Dieses lässt sich mit der Substitution u = exp [βL(E − µL)] + 1 und der anschließenden























[ln |u− 1| − ln |u|]
. (5.28)











Das Integral über die Fermi-Verteilung fZ(E) kann analog zu
∫
dE fL(E) gelöst werden. Damit
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Als nächsten Schritt muss der Punkt b bestimmt werden. Dazu berechnen wir die Null-











gegeben, wobei das chemische Potential der zentralen Zuleitung µZ = 0 ist, da die Spannung












= fZ(b) ≡ f(b). (5.34)











wobei hier für das chemische Potential µL = −eV/2 eingesetzt wurde. Die Leistung der
Wärmemaschine ist dann



































Das Maximum befindet sich an der Nullstelle der Funktion aus (5.37), welche wir folgender-
maßen vereinfachen
(B0 + 1) ln(B0 + 1) +B0 lnB0 = 0, (5.38)
wobei B0 = exp(−eV/2kB∆T ). Gl. (5.38) lässt sich nicht analytisch nach B0 auflösen. Deshalb
werten wir die Gleichung numerisch aus und erhalten B0 ≈ 0.3184. Damit ist die maximale
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lnB0 ln(B0 + 1)




Um auch den zur Leistung Pmax zugehörigen Wirkungsgrad η der Wärmemaschine zu berech-







dE E [fZ(E)− fL(E)] (5.40)
berechnet werden. Dazu betrachten wir das unbestimmte Integral über die Fermi-Verteilung
















































Mit der unteren Grenze des Integrals (E → −∞) verschwindet der Wärmestrom und wir




























lnB0 ln(B0 + 1)−1
]−1
. (5.45)
Mit∆T/T = 1undB0 ≈ 0.3184 erhaltenwir für denWirkungsgrad
η/ηC ≈ 0.445. (5.46)
Wir haben nun analytisch berechnet, dass die maximal erreichbare Leistung der inkohärenten
Wärmemaschine bei Pmax ≈ 1.265(kBT )2/h liegt. Bei dieser Leistung besitzt die Wärmema-
schine den Wirkungsgrad η/ηC ≈ 0.445.
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Im nächsten Abschnitt werden wir möglichst rechteckige Transmissionen mit speziell präpa-
rierten Streuregionen konstruieren, welche aber immer eine endliche Breite besitzen werden.
Um sowohl die Leistungen als auch die Wirkungsgrade der Wärmemaschinen mit verschiede-
nen Transmissionen besser vergleichen zu können, berechnen wir im Folgenden numerisch
die Leistung und den Wirkungsgrad der inkohärente Wärmemaschine mit einer rechtecki-




0 |E + εS | > −w/2
1 |E + εS | ≤ w/2
. (5.47)



































Abbildung 5.12: Maximale Leistung (links) und Wirkungsgrad (rechts) der inkohären-
ten Wärmemaschine mit der Transmission Tw(E) bei ∆T/T = 1.
In Abb. 5.12 ist die Leistung und der Wirkungsgrad der inkohärentenWärmemaschine mit der
rechteckigen Transmission Tw(E) mit w = 6kBT und w = 10kBT bei ∆T/T = 1 abgebildet.
Das Maximum der Leistung mit der Transmission T10(E) liegt hier bei Pmax ≈ 1.263(kBT )2/h,
was dem optimalen Wert aus Gl. (5.39) bereits sehr nahe kommt. Bei der Transmission T6(E)
liegt das Maximum der Leistung Pmax ≈ 1.226(kBT )2/h, was 3.2% unter dem idealen Wert
liegt. Betrachtet man den Wirkungsgrad am Punkt ∆εmax, an dem die Leistung das Maximum
besitzt, so ist der Wirkungsgrad der Wärmemaschine mit der Transmission T6(E) mit η/ηC ≈
0.467 und bei der Wärmemaschine mit der Transmission T10(E) mit η/ηC ≈ 0.447 gegeben.
Die Werte des Wirkungsgrads bei steigender Breite w der Transmission nähern sich also von
oben an den Wert aus Gl. (5.46) an.
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5.3 Optimierte Transmissionen im Tight-Binding-Modell
Damit die Nanowärmemaschine effizient arbeitet, benötigen wir also möglichst rechtecki-
ge Transmissionen zwischen den Zuleitungen. In diesem Abschnitt konstruieren wir mit
Hilfe von Quantenpunkten im Tight-Binding-Modell analytisch solche rechteckigen Trans-
missionen. Da wir bereits im Abschnitt 5.1.3 herausgefunden haben, dass die inkohärente
und die kohärente Wärmemaschinen nahezu die gleichen Leistungen und Wirkungsgrade
erzielen, werden wir uns der Einfachheit halber auf die inkohärente Wärmemaschine be-
schränken und deshalb die Ströme und Transmissionen zwischen den Zuleitungen L und Z
berechnen.
5.3.1 Die homogene Kette
In diesemAbschnittwerdenwir die homogeneKette vonGitterplätzen (s. Abb. 5.13) betrachten,
bei der alle Hoppingparameter in der Streuregion mit tS gleich gewählt sind. Zudem liegt an
jedemGitterplatz das Potential εS an. Die Transmission der homogenenKette vonGitterplätzen
t0 t′ tS t0t′tS−1 0 1
εS εS εS εS
NS NS+2
L Z
Abbildung 5.13: Homogene Kette von Gitterplätzen als Streuregion zwischen den
Zuleitungen L und Z der inkohärenten Wärmemaschine.
als Streuregion kann im Tight-Binding-Modell analytisch berechnet werden, was bereits
Mardaani et al. in der Publikation [82] veröffentlicht hatten.
Um die Transmission zu berechnen, lösen wir wieder die Schrödinger-Gleichung Ĥges|ψ〉 =
E|ψ〉mit einem ebenen Wellenansatz, wobei Ĥges der Hamiltonoperator aus Gl. (2.9) mit den
Parametern t′L = t′R = t′, tL = tR = t0, εL = εR = 0, εj = εS und tj = tS ist. Wir gehen wieder
davon aus, dass eine ebene Welle von der linken Zuleitung aus auf die Streuregion zuläuft.





Aeikj +Be−ikj j ≤ 0
C ′eikj NS < j
, (5.48)
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gegeben, wobei 0 < j ≤ NS ist. Die Dispersionsrelation der Zuleitungen ist wieder E =
−2t0 cos k.
Da die Streuregion eine homogene Kette mit dem Hoppingparameter tS und dem Potential
εS darstellt, kann auch hier eine Dispersionsrelation mit E − εS = −2tS cos q angegeben
werden. Damit ist k die Wellenzahl in den Zuleitungen und q die Wellenzahl in der Streuregi-
on.
Aus der Schrödinger-Gleichung erhaltenwir danndasGleichungssystem
−t0(eik +Be−ik)− t′ψ1 = E(1 +B)
−t′(1 +B)− tSψ2 = (E − εS)ψ1
−tSψNS−1 − t′C = (E − εS)ψNS
−t′ψNS − t0Ceik = EC
, (5.50)
wobeiC = C ′ exp[ik(NS +1)]. In diesem Gleichungssystem haben wir sechs unbekannte Varia-
blen, aber nur vier Gleichungen. Allerdings hängen die Wellenfunktionen in der Streuregion










eiq(NS−1) − e−iq(NS−1) (5.52)




sin [(NS − 1)q]
ψNS +
sin [(NS − 2)q]




sin [(NS − 1)q]
ψ1 +
sin [(NS − 2)q]
sin [(NS − 1)q]
ψNS , (5.54)





−ik −t′ 0 0
−t′ tS sinNSqsin [(NS−1)q] −tS
sin q
sin [(NS−1)q] 0

























C lässt sich analytisch aus diesem Gleichungssystem bestimmen und wir erhalten mit α =
t′2/t0tS die Transmission der homogenen Kette mit
T (E) = |C|2 =
∣∣∣∣
2α sin k sin q
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1 + cot2 q sin2NSq
. (5.57)
Der besseren Übersicht3 halber betrachten wir nun die homogene Kette mit dem Potential
εS = 0. Die Transmissionen aus Gl. (5.56) und Gl. (5.57) mit dem Potential εS = 0 sind lediglich
im Energiebereich |E| < 2tS oder dem Fall t0 ≤ tS definiert.











Abbildung 5.14: Transmission T (E) der homogenen Kette von Gitterplätzen im Grenz-
fall t0  tS und α = 1 mit NS = 15. Zusätzlich ist die untere Grenze der Transmission
Tmin(E) und die gemittelte Transmission T̄ (E) für große NS abgebildet.
Gilt aber für die Hoppingparameter t0 > tS , so müssen wir die Funktion der Transmission für
den Energiebereich 2tS < |E| < 2t0 genauer betrachten. In diesem Energiebereich haben die
Wellenfunktionen in der Streuregion die Form
ψj =
{
A′eqj +B′e−qj −2t0 < E < −2tS
(−1)j(A′eqj +B′e−qj) 2tS < E < 2t0
, (5.58)
wobei die Dispersionsrelation dann mit |E| = 2tS cosh q gegeben ist. Löst man mit diesem
Ansatz die Schrödinger-Gleichung, erhält man im Energiebereich 2tS < |E| < 2t0 für die all-
gemeine Transmission der homogenen Kette von Gitterplätzen
T (E) =
∣∣∣∣
2α sin k sinh q




3 Die folgenden Überlegungen und Rechnungen sind auch für endliche Werte von εS definiert. Hierfür muss
lediglich die Energie E → E − εS in der Wellenzahl q verändert werden.
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1 E < 0
−1 E > 0
. (5.60)
Die Transmission im Grenzfall t0  tS und α = 1 ist im Energiebereich 2tS < |E| < 2t0
dann
T (E) = 1
1 + coth2 q sinh2NSq
. (5.61)
Im Folgenden werden wir uns näher mit der Transmission im Grenzfall t0  tS und α = 1
befassen (s. Gl. (5.57) und Gl. (5.61)), welche in Abb. 5.14 zu sehen ist. Für die Abbildung
wurden NS = 15 Gitterplätze in der Streuregion verwendet.
Für die Energien |E| > 2tS geht die Transmission mit T (E) ∼ (E/2tS)−2NS gegen den Wert 0.
Dies kann man erkennen, indem man die Wellenzahl q = arcosh (−E/2ts) in den Ausdruck




T (E) = (E/2tS)
2 − 1
(E/2tS)2 − 1 + (E/4tS)2
[







DesWeiteren geht die Transmission ander Stelle |E| = 2tS für großeWerte vonNS mit




gegen denWert 0. Dies kann leicht nachvollzogen werden, indem wir die Funktionen sin2NSq
und 1/ cot2 q = tan2 q ausGl. (5.57) um q = arccos (−1) = π entwickeln unddamit










Im Energiebereich |E| < 2tS besitzt die Transmissionsfunktion Maxima und Minima. Die
Maxima liegen an den Nullstellen der Funktion cot2 q sin2NSq, wobei die Funktion cot2 q eine
Nullstelle bei E = 0 besitzt und die Funktion sin2NSq ihre Nullstellen bei Eν = −2tS cos qν
hat, wobei qν = νπ/NS und 1 ≤ ν < NS − 1. Die Minima der Transmission erhalten




1 + cot2 q
)−1






was auch in 5.14 abgebildet ist. Damit hat die Transmissionsfunktion bei einer ungeraden
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Anzahl vonGitterplätzen in der StreuregionNS MaximaundNS−1Minima, bei geradenNS be-
sitzt die TransmissionsfunktionNS−1MaximaundNS−2Minima.
Für große Werte von NS oszilliert die Transmission also sehr stark. So kann für NS →∞ bei


















Das Integral lässt sich durch die Substitution u = tanφ lösen. Die mittlere Transmission
T̄ (E) ist ebenfalls in Abb. 5.14 zu sehen und kann als Näherung zur Berechnung der Strö-












Abbildung 5.15: Transmission T (E) der homogenen Kette von Gitterplätzen im Grenz-
fall t0  tS und α = 1 bei NS = 4.
Die Transmissionsfunktion einer homogenen Kette von Gitterplätzen besitzt also im Grenzfall
t0  tS und α = 1 für NS > 3 eine annähernd rechteckige From, welche an den Rändern
(|E| > 2tS) schnell verschwindet. In Abb. 5.15 kann man erkennen, dass für NS = 4 die
Transmissionsfunktion mit dem Wert T (E) ≈ 0.8 sehr hochliegende Minima besitzt und
daher der rechteckigen Form näher kommt als beispielsweise die Funktion der Transmission
mit NS = 15 aus Abb. 5.14. Wenn wir in Abschnitt 5.4 die Transmission für die inkohärente
Wärmemaschine verwenden werden, wird sich herausstellen, dass für NS = 4 die homogene
Kette im Grenzfall t0  tS und α = 1 am effektivsten arbeitet. Man kann aber bereits jetzt
deutlich erkennen, dass die homogene Kette als Verbindung zwischen den Zuleitungen für
die Wärmemaschine besser geeignet ist, als der einzelne Quantenpunkt. Transmissionen
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mit ähnlicher Struktur wie in Abb. 5.15 konnten auch in Streuproblemen mit periodischem
Kastenpotential gefunden werden [83].
5.3.2 Der homogene Ring
Als zweites Beispiel für eine optimierte Transmission betrachtenwir die homogeneneRingstruk-
tur als Streuregion zwischen den Zuleitungen, welche in Abb. 5.16 zu sehen ist. Auf dem
Ring sind alle Hoppingparameter mit tS und alle Potentiale mit εS gleich gewählt. Zu-
dem sind die Zuleitungen symmetrisch durch den Hoppingparameter t′ mit dem Ring
verbunden, was heißt, dass die obere Kette und die untere Kette des Rings gleich lang
sind.
Die Transmission des homogenen Rings kann, analog zur homogenen Kette von Gitterplätzen,
analytisch berechnet werden. Dazu betrachten wir die Schrödinger-Gleichung Ĥges|ψ〉 = E|ψ〉,
wobei Ĥges der Hamiltonoperator des Systems aus Abb. 5.16 ist. Wir gehen wieder von einer
ebenenWelle aus, welche mit der AmplitudeA = 1 von der linken Zuleitung aus auf die Streu-





eikj +Be−ikj j ≤ 0
C ′eikj j > 2NS
(5.67)








wobei 0 ≤ j ≤ NS ist. Die Dispersionsrelation ist in der Streuregion durch Eo,u = −2tS cos qo,u
gegeben.





− t′ψ0 = E(1 +B)




′C = (E − εS)ψNS
−t′ψNS − t0Ceik = EC
, (5.70)
wobei hier ψ0 = ψo0 = ψu0 und ψNS = ψoNS = ψ
u
NS
ist. Da die Wellenfunktionen für die
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für alle j gelten, da die Potentiale εS , die Hoppingparameter tS und die Länge der Ketten gleich
sind. Um die Anzahl der unbekannten Variablen im Gleichungssystem zu reduzieren, drücken
wir dieAmplitudenderWellenfunktionen in der Streuregiondurch
A′ =
ψNS − ψ0e−iqNS




eiqNS − e−iqNS (5.73)














Abbildung 5.16: Homogener Ring als Streuregion zwischen den Zuleitungen L und Z.
Zudem sind hier die Wellenfunktionen der oberen Kette ψoj und der unteren Kette ψuj
abgebildet.
Damit erhalten wir für die Wellenfunktionen ψ1 und ψNS−1
ψ1 =










sin [(NS − 1)q]
sinNSq
ψNS . (5.75)
Unter Verwendung der Wellenfunktionen ψ1 und ψNS−1 vereinfacht sich das Gleichungssys-




−ik −t′ 0 0





























Mit diesem Gleichungssystem kann die Amplitude C analytisch bestimmt werden und wir er-
haltenmit demParameterα = t′2/t0tS die Transmission des homogenenRings
T (E) = |C|2 =
∣∣∣∣∣
4α sin k sin q sinNSq




welche imEnergiebereich |E| < 2tS oder imAllgemeinen für t0 < tS definiert ist.
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Betrachtet man den homogenen Ring mit den Hoppingparametern t0 > tS , muss die Trans-




A′eqj +B′e−qj −2t0 < E < −2tS
(−1)j(A′eqj +B′e−qj) 2tS < E < 2t0
(5.78)
in der Streuregion und lösen damit die Schrödingergleichung. Damit erhählt man im Energie-
bereich 2tS < |E| < 2t0 die Transmission
T (E) =
∣∣∣∣∣
4α sin k sinh q sinhNSq




Analog zur Transmission der homogenen Kette, erhalten wir im Grenzfall t0  tS und mit
der Wahl des Parameters α = 2 das einfache Resultat
T (E) = 4
4 + (cot q cos q sinNSq)2
, (5.80)
welches im Energiebereich |E| < 2tS definiert ist. Für Energien im Bereich 2tS < |E| < 2t0
erhalten wir für die Transmission
T (E) = 4
4 + (coth q cosh q sinhNSq)2
. (5.81)











Abbildung 5.17: Transmission T (E) des homogenen Rings im Grenzfall t0  tS und
α = 2 bei NS = 15. Des Weiteren ist die untere Grenze der Transmission Tmin(E) und
die gemittelte Transmission T̄ (E) für NS  1 abgebildet.
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Die Transmission im Grenzfall t0  tS und α = 2 ist in Abb. 5.17 mit NS = 15 zu se-
hen. Diese wird maximal, wenn die Funktion cot q cos q sinNSq verschwindet. Dazu berech-
nen wir die Nullstellen dieser Funktion, welche bei E = 0 und bei Eν = −2tS cos qν lie-
gen, wobei qν = νπ/NS mit 1 ≤ ν < NS ist. Die Minima der Transmission erhalten wir,




4 + cot2 q cos2 q
=
4(1− cos2 q)




welche in Abb. 5.17 zu sehen ist.
Für große Werte vonNS lässt sich, analog zur Transmission der homogenen Kette, die mittlere
Transmission T̄ (E) berechnen, indemwir über eine halbe Periode der Funktion sinNSq = sinφ

















Analog zuGl. (5.66) lässt sich das Integralmit der Substitutionu = tanφ lösen.
Entwickeltmannundie Transmission T̄ (E)umdie StelleE = 0, erhältman









Da die Transmission der linearen Kette mit T̄ (E) = 1− (E/2tS)2 geht, kann man hier bereits
erkennen, dass die Transmission des Rings für die Wärmemaschine besser geeignet ist, da
diese für kleine Energien mit T̄ (E) ≈ 1 − (E/2tS)4 langsamer abfällt, zudem bei Energien
|E| ∼ 2tS schneller gegen den Wert 0 geht.
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5.3.3 Die inhomogene Kette
Als letztes Beispiel für eine möglichst rechteckige Transmission, betrachten wir in diesem Ab-
schnitt die inhomogene Kette (s. Abb. 5.18). Bei der inhomogenen Kette hat sich herausgestellt,
dass bei einer speziellen Wahl der Hoppingparameter tj in der Streuregion Transmissionen
existieren, welche keine Oszillationen besitzen und im GrenzfallNS →∞ rechteckig sind [84].
t0 t
′ t1 t2 t0t′tNS−1
1 NS
L Z
Abbildung 5.18: Inhomogene Kette als Streuregion zwischen den Zuleitungen L und
Z.
Um diese Transmissionen zu berechnen, verwenden wir zunächst das Gleichungssystem aus




































wobei t′ = t′L = t′R, εS = εj und t0 = tL = tR. Wir betrachten das Gleichungssystem der besse-
ren Übersichtlichkeit halber mit εS = 0. Berechnet man die Amplitude C aus dem Gleichungs-










wobei D(E) die Determinante der Matrix aus Gl. (5.85) ist. Da in der Diagonale der Matrix
aus Gl. (5.85) NS-mal die Energie E steht, ist das Betragsquadrat der Determinante |D(E)|2
im Allgemeinen ein Polynom der Ordnung 2NS . Des Weiteren definieren wir im Folgenden
tj > 0 und tj = ajtS mit tS = t′2/t0. Damit hat die Transmission der inhomogenen Kette im
Grenzfall t0  tS die folgende Form
T (E) = 1
c0 + c1(E/γ)2 + · · ·+ cNS−1(E/γ)2NS−2 + (E/γ)2NS
, (5.87)
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mit a0 = 1. Im FallNS = 1 erhalten wir dann γ = 2t′2/t0 und damit die Lorentz-Verteilung für
die Transmission eines einzelnenGitterplatzes,waswir inGl. (2.65) berechnet hatten.
Wir beschäftigen uns nunmit der Frage, warum im Polynom des Nenners in Gl. (5.87) lediglich











welche durch die Rekursionsformel [85]
fn = αnfn−1 − β2n−1fn−2 (5.90)
berechnet werden kann, wobei f0 = 1 und f−1 = 0 ist. Man kann hier erkennen, dass die
in den Nebendiagonalen stehenden Parameter βn immer quadriert werden. Es spielt also
für die Transmissionsfunktion keine Rolle, welches Vorzeichen für die Hoppingparameter
tn in Gl. (5.85) gewählt wird. So können wir auch das Vorzeichen aller Hoppingparameter
umdrehen, sodass wir dann die Determinante −D(−E) erhalten. Da wir bei der Berechnung
der Transmissionsfunktion |D(E)|2 betrachten, muss damit T (E) = T (−E) gelten. Die Trans-
missionfunktion ist also im Allgemeinen achsensymmetrisch und daher dürfen im Polynom
von |D(E)|2 keine ungeraden Potenzen der Energie auftreten.
Für E = 0 verschwinden alle Terme der Transmission bis auf c0. In diesem Fall kann die Deter-

















Die maximale Transmission (T (0) = 1) bei E = 0 erhält man damit bei pg = pu, wobei dann
c0 = 1 ist. Damit eine möglichst rechteckige Transmission konstruiert werden kann, wählt
man die Parameter aj derart, dass die Oszillationen gänzlich unterdrückt werden. Dies ist
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7 0.597408 0.296896 0.234432
8 0.593 0.287 0.216 0.199
9 0.589 0.281 0.205 0.179
10 0.587 0.276 0.197 0.167 0.158
11 0.585 0.273 0.192 0.158 0.145
12 0.584 0.270 0.188 0.152 0.136 0.132
13 0.583 0.268 0.185 0.148 0.130 0.122
Tabelle 5.1: Parameter aj , bei denen die Transmissionfunktion der inhomogenen Kette
durch Gl. (5.93) beschrieben werden kann. Die Parameter wurden fürNS ≤ 7 analytisch
berechnet und für 7 < NS ≤ 13 numerisch mit Hilfe des Newton’schen Verfahrens
bestimmt.
nur möglich, wenn c1 = c2 = · · · = cNS−1 = 0 gilt und somit die Transmissionsfunktion
durch
T (E) = 1
1 + (E/γ)2NS
. (5.93)
gegeben ist. Da aber die Parameter cj im Allgemeinen Polynome 2NS-ten Grades in aj sind,
muss ein nichtlineares Gleichungssystem in 2NS-ter Ordnung gelöst werden. Daher können
die Parameter aj nur bisNS ≤ 7 analytisch bestimmtwerden. Für größereWerte vonNS wurde
das Newton’sche Verfahren zur Lösung des nichtlinearen Gleichungssystems verwendet [86].
Im Anhang A.1 werden als Beispiel die Parameter a1 und a2 der inhomogenen Kette mit vier
Gitterplätzen berechnet.
In Tabelle 5.1 sind die Parameter aj für NS ≤ 13 gegeben. Die Parameter aj sind in allen
berechneten Fällen reell und mit aj = aNS−j symmetrisch, weswegen in Tabelle 5.1 le-
diglich die Parameter aj der linken Hälfte der inhomogenen Kette (s. Abb. 5.18) gegeben
sind.
Wir wissen also nun, dass die Transmission der inhomogenen Kette mit den speziellen Pa-
rametern aj im Fall NS = 1 die Lorentz-Verteilung aus Gl. (2.65) ergibt und im Grenzfall
NS →∞ die Transmissionsfunktion ein perfektes Rechteck bildet. Bisher ist es allerdings nicht
gelungen, das nichtlineare Gleichungssystem für NS > 13 zu lösen, oder gar eine allgemeine
Lösung für beliebige NS zu finden.
In Abb. 5.19 ist die Transmission mit den speziellen Parametern aj bei NS = 5 und NS = 10
zu sehen. Wie wir bereits erwartet hatten, ist die Transmission für größere NS fast rechteckig,
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Abbildung 5.19: Transmission T (E) der inhomogenen Kette im Grenzfall t0  tS und
t′2 = t0tS mit den speziellen Parametern aj aus Tabelle 5.1.
wird aber bei steigendenNS auch schmaler. Man kann dem allerdings entgegenwirken, indem
tS größer gewählt wird.
5.4 Die Wärmemaschine mit optimierten Transmissionen
Wir haben im letzten Abschnitt drei Arten von Transmissionsfunktionen diskutiert, welche
sowohl die Leistung, als auch denWirkungsgrad der Nanowärmemaschine steigern sollten. In
Abb. 5.20 vergleichen wir nun die maximale Leistung und den zugehörigenWirkungsgrad der
inkohärentenWärmemaschinemit verschiedenen Streuregionen.
Die gestrichelten Kurven sind die bereits diskutierten Ergebnisse der inkohärenten Wärme-
maschine. Zum einen die Wärmemaschine mit den einzelnen Quantenpunkten zwischen den
Zuleitungen mit γ = kBT (grün) aus Abb. 5.4, zum anderen die „perfekte“ Streuregion mit der
rechteckigenTransmission Tw(E)mitw = 6kBT (rot) ausAbb. 5.12.
Die durchgezogenen Linien geben die Leistung und den Wirkungsgrad der inkohärenten
Wärmemaschine mit den optimierten Streuregionen aus dem letzten Abschnitt wieder. Dazu
wurde bei der homogenen Kette (rot) und dem homogene Ring (blau) der Hoppingparameter
tS = 1.5kBT gewählt und bei der inhomogenen Kette (grün) der Parameter γ = 3kBT verwen-
det. Damit haben alle Transmissionsfunktionen, welche wir vergleichen, die gleiche Breite4
von 6kBT . Bei den optimierten Transmissionen wurden in Abb. 5.20 die Werte NS = 5 ((a)
und (b)) und NS = 10 ((c) und (d)) verwendet.
4 Ausgenommen die Wärmemaschine mit den einzelnen Quantenpunkten zwischen den Zuleitungen. Hier
wurde mit γ = kBT der Wert verwendet, welcher die höchste Leistung liefert.
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Abbildung 5.20:Maximale Leistung und Wirkungsgrad bei maximaler Leistung der
inkohärenten Wärmemaschine für verschiedene Transmissionen. Hier wurden für die
Streuregion die Parameter γ = kBT (einzelne Quantenpunkte), tS = 1.5kBT (homo-
gener Ring und homogene Kette), γ = 3kBT (inhomogene Kette) und w = 6kBT
(rechteckige Transmission) bei der Temperaturdifferenz ∆T/T = 1 verwendet. Zudem
wurde NS = 5 in (a) und (b) und NS = 10 in (c) und (d) gewählt.
Man kann erkennen, dass die Wärmemaschinen mit den optimierten Transmissionsfunktio-
nen also mindestens die doppelte Leistung (Maximum von Pmax) erreichen, verglichen mit
der Wärmemaschine mit den einzelnen Quantenpunkten. Die Wärmemaschinen mit dem
homogenen Ring und der inhomogenen Kette als Streuregion mitNS = 10 kommen sogar sehr
nah an die ideale Leistung (Wärmemaschine mit der rechteckigen Transmission T (E)) heran.
Auch der Wirkungsgrad beim Maximum der Leistungskurven ist bei den Wärmemaschinen
mit den optimierten Transmissionsfunktionen, verglichen mit der Wärmemaschine mit den
einzelnen Quantenpunkten, nahezu doppelt so groß.
Vergleicht man die Leistungen und die Wirkungsgrade der Wärmemaschinen mit den op-
timierten Transmissionsfunktionen bei verschiedenen Werten von NS , stellt man fest, dass
die maximale Leistung und der Wirkungsgrad der Wärmemaschinen mit der homogenen
Kette und dem homogenen Ring als Streuregion für N & 4 nahezu konstant bleiben. Die
Wärmemaschine mit der inhomogenen Kette hingegen wird erst für größere Werte von NS
effizienter. Dies liegt daran, dass die Transmissionsfunktionen der homogenen Kette und des
homogenen Rings bereits bei Werten von NS ≈ 4 an den Rändern sehr schnell abfallen, was
bei der inhomogenen Kette erst bei größeren NS zutrifft.
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5.4 Die Wärmemaschine mit optimierten Transmissionen
Wir wissen nun, dass die Wärmemaschine mit der inhomogenen Kette als Streuregion am
besten arbeitet, wenn NS  1 und tS möglichst groß gewählt wird, da in diesem Grenzfall
die Transmissionsfunktion die Stufenfunktion darstellt, welche wir bereits in Abschnitt 5.2
diskutiert hatten. Des Weiteren haben wir bereits in Abschnitt 5.1.1 festgestellt, dass die
Wärmemaschine mit den einzelnen Quantenpunkten zwischen den Zuleitungen mit γ ≈ kBT















































Abbildung 5.21: Das Maximum der Leistung Pmax bezüglich der Potentialdifferenz
∆ε der inkohärenten Wärmemaschine mit der homogenen Kette (links) und dem ho-
mogenen Ring (rechts) als Streuregion, aufgetragen auf verschiedene Werte von NS .
Hier wurden zudem die Parameter ∆T/T = 1 und tS = 1.5kBT verwendet. Die Lini-
en sind die maximalen Leistungen der Wärmemaschine, berechnet mit den mittleren
Transmissionen T̄ (E) aus Gl. (5.66) und Gl. (5.83).
Was sind aber die besten Parameter für die homogene Kette und den homogenen Ring?
Die Transmissionsfunktionen nehmen imGrenzfallNS  1 beide ovale Formen an (s. Gl. (5.66)
und Gl. (5.83)). Deshalb ist hier tS →∞ nicht die optimale Wahl, da bei der Berechnung des
Ladungsstroms (Integral in der Landauer-Büttiker-Formel) das Maximum der Differenz der
Fermi-Verteilungen nicht mehr optimal ausgenutzt wird. Der optimale Wert des Hoppingpa-
rameters tS für die Wärmemaschine sollte also endlich sein.
In Abb. 5.21 betrachten wir zunächst die homogene Kette (links) und den homogenen Ring
(rechts) als Streuregion zwischen den Zuleitungen der inkohärenten Wärmemaschine mit ver-
schiedenenWerten vonNS . Hier ist jeder Punkt dasMaximumder LeistungskurvePmax(∆εmax)
bezüglich ∆ε, wobei hier wieder die Temperaturdifferenz ∆T/T = 1 und der Hoppinparame-
ter tS = 1.5kBT verwendet wurden. Zudem betrachten wir das System im Grenzfall t0  tS
mit α = 1 (homogene Kette) und α = 2 (homogener Ring).
Die Linien stellen die Mittelwerte der Transmissionen T̄ (E) aus Gl. (5.66) und Gl. (5.83)
mit NS  1 und tS = 1.5kBT dar. Bei der Wärmemaschine mit dem homogenen Ring als
Streuregion nähern sich dieWerte der Leistung bei steigendenNS an die Leistung dermittleren
Transmission T̄ (E) von unten her an. AbNS ≥ 6 sind dieWerte der Leistung nahezu identisch.
109






























Abbildung 5.22: Die Leistung der inkohärenten Wärmemaschine mit der homogenen
Kette als Streuregion, aufgetragen auf tS und ∆εmit NS = 4 und ∆T/T = 1.
Bei der Wärmemaschine mit der homogenen Kette als Streuregion erhalten wir mit NS = 4
ein Maximum in der Leistung und bei höheren Werten von NS nähern sich die Werte der
Leistung von oben an die Leistung mit der mittleren Transmission T̄ (E) an. Die höchste
Leistung für die inkohährente Wärmemaschine erhält man also mit der inhomogenen Kette
als Streuregion mit NS = 4 und bei dem homogenen Ring als Streuregion bei möglichst
hohen Werten von NS , wobei ab NS = 6 sich die maximale Leistung nur noch minimal
verändert.
InAbb. 5.22 betrachtenwir die Leistung der inkohärentenWärmemaschinemit der homogenen
Kette als Streuregion mit NS = 4 und ∆T/T = 1 für verschiedene Werte von tS und ∆ε. Wie
wir bereits vermutet hatten, erhalten wir die maximale Leistung dieser Wärmemaschine mit
einem endlichen Wert von tS . Die maximale Leistung der inkohärenten Wärmemaschine mit
der homogenen Kette als Streuregion ist dann Pmax ≈ 1.06(kBT )2/h mit den Parametern
tS ≈ 1.81kBT und ∆ε ≈ 9.73kBT . Der zur Leistung zugehörige Wirkungsgrad liegt bei
η/ηC ≈ 0.44.
In Abb. 5.23 betrachten wir die inkohärente Wärmemaschine mit dem homogenen Ring als
Streuregion mit NS = 10 und ∆T/T = 1 für verschiedene Werte von ∆ε und tS . Analog
zur homogenen Kette erhalten wir auch hier die maximale Leistung bei einem endlichen
Wert des Hoppingparameters tS . Diese liegt bei Pmax ≈ 1.19(kBT )2/h mit den Parame-
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Abbildung 5.23:Homogener Ring als Streuregion der inkohärenten Wärmemaschine
mit NS = 10 und ∆T/T = 1, aufgetragen auf tS und ∆ε.
tern tS ≈ 1.93kBT und ∆ε ≈ 10.74kBT . Der zugehörige Wirkungsgrad liegt bei η/ηC ≈
0.45.
Im nächsten Abschnitt betrachten wir die inkohärente Wärmemaschine mit einer zwei- und
dreidimensionalen Streuregion.
5.5 Die Wärmemaschine mit zwei- und dreidimensionalen
Streuregionen
Zunächst gehen wir auf die inkohärenteWärmemaschine mit einer dreidimensionalen Streure-
gion ein. Diese soll eine primitiv kubische Struktur besitzen. Der Aufbau der Wärmemaschine
besteht also aus vielen übereinanderliegenden Schichten des in Abb. 5.24 gezeigten zweidi-
mensionalen Systems. Die direkt übereinanderliegenden Gitterplätze in z-Richtung sind dann
mit den Hoppingparametern tz0 in den Zuleitungen und tzS in der Streuregion verbunden.
Da wir in diesemModell annehmen, dass die Anzahl der Gitterplätze in y-Richtung (und auch
in z-Richtung) in denZuleitungen und in der StreuregionmitNy (undNz) gleich sind, kannmit
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Abbildung 5.24: Inkohärente Nanowärmemaschine mit einer zweidimensionalen Streu-
region und den Zuleitungen L und Z.
Hilfe einer Basistransformation das System inNy×Nz eindimensionaleUntersysteme unterteilt







α sin kx sin qx
sin[(Nx + 1)qx]e−ikx − 2α sinNxqx + α2 sin[(Nx − 1)qx]eikx
∣∣∣∣ , (5.94)
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gungen), mit i = 0, S und j = y, z, wobei nj = 1, 2, . . . Nj ist. Die Herleitung der Transmission
aus Gl. (5.94) ist im Anhang A.2 zu finden. Die Transmission des zweidimensionalen Systems
aus Abb. 5.24 erhält man, indem man Nz = 1 wählt. Damit wird lediglich über ny summiert
und die Energien in z-Richtung sind Ez0 = 0.
Da die oben betrachteten zwei- und dreidimensionalen Systeme in eindimensionale Unter-
systeme aufgeteilt wurden, kann der Ladungs- und der Wärmestrom jedes Untersystems
mit dem Landauer-Büttiker-Formalismus aus Abschnitt 2.4 berechnet werden. Die gesam-
ten Ströme erhalten wir, indem die jeweiligen Ströme der Untersysteme aufaddiert werden.
In Abb. 5.25 sind die Transmissionen für das ein-, zwei- und dreidimensionale System im
Grenzfall tx0  txS zu sehen. Hier wurden die Parameter für die drei Systeme mit α = 1
und NxS = 4 gewählt. Des Weiteren wurden für das zweidimensionale System die Parameter
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Abbildung 5.25: Transmission der ein-, zwei- und dreidimensionalen inkohärenten
Wärmemaschine im Grenzfall tx0  txS . Für die drei Systeme wurden die Parameter







S und N = Ny = 100 verwendet und für das dreidimensionale System
wurden zusätzlich die Parameter tz0 = 0.5tx0 , tzS = 0.5txS und N = NyNz = 100 mit
Ny = Nz = 10 gewählt.






0 verwendet und für das dreidimensionale System wurden
zusätzlich die Parameter Ny = Nz = 10, tzS = 0.5txS und tz0 = 0.5tx0 gewählt. Damit die
Transmissionen in den verschiedenen Dimensionen vergleichbar sind, betrachten wir bei dem
zweidimensionalen System denQuotient T (E)/N mitN = Ny und bei den dreidimensionalen
Systemen den Quotient T (E)/N mit N = NyNz .
Man kann in Abb. 5.25 erkennen, dass die Transmissionsfunktionen der zwei- und dreidimen-
sionalen Systeme nicht mehr an die annähernd rechteckige Form der Transmissionsfunktion
des eindimensionalen Systems herankommen und eher eine dreieckige Form besitzen. Zu-
dem kann man erkennen, dass die Transmission des zweidimensionalen Systems die bessere
Filterfunktion (also besser geeignet für die Wärmemaschine) besitzt als die Transmission des
dreidimensionalen Systems. Trotzdem fällt die Transmissionsfunktion des dreidimensionalen
Systems schneller ab als die Lorentz-Verteilung und sollte deshalb eine höhere Leistung erzie-
len als die inkohärente Wärmemaschine mit den einzelnen Quantenpunkten als Verbindung
zwischen den Zuleitungen.
In Abb. 5.26 sind die maximalen Leistungen und deren zugehörigen Wirkungsgrade der
inkohärenten Wärmemaschinen mit Streuregionen in verschiedenen Dimensionen zu sehen.
Für das ein-, zwei- und dreidimensionale System wurden die gleichen Parameter wie für die
Transmissionen aus Abb. 5.25 bei der Temperaturdifferenz ∆T/T = 1 verwendet. Zudem ist
die maximale Leistung und der zugehörige Wirkungsgrad der inkohärenten Wärmemaschine
mit den einzelnen Quantenpunkten als Verbindungen zwischen den Zuleitungen mit γ = kBT
113







































Abbildung 5.26:Maximale Leistung und der zugehörige Wirkungsgrad der inkohären-
ten Wärmemaschine für die ein-, zwei- und dreidimensionale inkohärente Wärmema-
schine. Es wurden die gleichen Parameter wie bei den Transmissionen aus Abb. 5.25 mit
der Temperaturdifferenz ∆T/T = 1 verwendet. Zusätzlich ist die maximale Leitung
und der zugehörige Wirkungsgrad der Wärmemaschine mit den einzelnen Quanten-
punkten zwischen den Zuleitungen mit γ = kBT abgebildet.
abgebildet (gestrichelte Linien).
Man kann erkennen, dass die Maxima der normierten Leistungen der zwei- und dreidimen-
sionalen Wärmemaschine niedriger liegen als beim eindimensionalen System. Dennoch liegen
sowohl die Maxima der Leistungen, als auch die Werte der zugehörigen Wirkungsgrade der
zwei- und dreidimensionalen Wärmemaschine deutlich höher als bei der Wärmemaschine mit
den einzelnenQuantenpunkten zwischen denZuleitungen,waswir bereits bei der Betrachtung
der Transmissionsfunktionen (s. Abb. 5.25) vermutet hatten.
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6 Was wurde gemacht und wie geht’s weiter?
In dieser Arbeit wurde der thermoelektrische Transport durch Nanostrukturen behandelt.
Dazu betrachteten wir Systeme, die aus zwei oder drei Zuleitungen bestehen, welche durch
eine Streuregion verbunden sind. Die Zuleitungen werden als Teilchen- und Wärmebäder
betrachtet, um so Temperaturdifferenzen und Spannungen zwischen diesen Zuleitungen
anlegen zu können, welche dann einen Ladungs-, Energie- und Wärmestrom durch die Streu-
region zur Folge haben. Ziel dieser Arbeit war es, diese Ströme durch wechselwirkende und
wechselwirkungsfreie Streuregionen zu berechnen und mit Hilfe dieser Ergebnisse zu un-
tersuchen, ob und wie sich Nanowärmemaschinen hinsichtlich ihrer Effizienz optimieren
lassen.
Was wurde gemacht?
Die Arbeit ist in drei Hauptgebiete unterteilt, auf die wir im Folgenden nocheinmal kurz
eingehen.
Das Tight-Binding-Model
Als erstes betrachteten wir wechselwirkungsfreie Systeme im Tight-Binding-Modell. Hier
gingen wir auf zwei verschiedene Methoden ein, um die Ströme durch eine Streuregion
zu berechnen. Zunächst verwendeten wir die Zeitentwicklung des quantenmechanischen
Dichteoperators und betrachteten die Ströme als Funktion der Zeit. Die Ströme bilden hier
Plateaus aus, wobei wir diese zeitlich konstanten Werte als stationäre Ströme bezeichnet
hatten. Als zweite Methode verwendeten wir zur Berechnung der stationären Ströme den
Landauer-Büttiker-Formalismus, welcher von den Fermi-Verteilungen der Zuleitungen und
der Transmission der Streuregion abhängt. Vergleicht man die stationären Ströme beider
Methoden, fanden wir heraus, dass diese identisch sind.
Die Wechselwirkung zwischen Elektronen
Als nächstes betrachteten wir die Wechselwirkung der Elektronen in der Streuregion. Hier
verwendeten wir die Hartree-Fock-Näherung, um die Wechselwirkung mit den Methoden
aus Kapitel 2 behandeln zu können. Die mit der Hartree-Fock-Näherung berechneten Strö-
me verglichen wir mit exakt berechneten Strömen, die wir für kleine Systeme mit Hilfe der
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6 Was wurde gemacht und wie geht’s weiter?
Hubbard-Stratonovich-Transformation berechneten oder aus der Literatur (z.B. [52, 56]) er-
hielten. Da die Ströme durch wechselwirkende Streuregionen nur in wenigen Spezialfällen
analytisch exakt berechnet und in den meisten Fällen nur mit sehr zeitintensiven numerischen
Berechnungen behandet werden können, bietet die Hartree-Fock-Näherung eine zeitsparende
Alternative, um qualitativ die Auswirkungen der Wechselwirkung der Elektronen auf den
thermoelektrischen Transport beobachten zu können. Nur bei starken Wechselwirkungen und
großen Spannungen wichen die Ströme, welche mit der Hartree-Fock-Näherung berechnet
wurden (teils stark) von den exakt berechneten Strömen ab.
Die Nanowärmemaschine
Im letzten Teil der Arbeit befassten wir uns mit der Funktionsweise einer von Jordan et al. [21]
vorgeschlagenen Nanowärmemaschine, welche aus zwei Zuleitungen mit tieferer Temperatur
und einem Reservoir mit höherer Temperatur besteht (s. Abb. 5.1). Die Zuleitungen sind
jeweils mit einem einzelnen Quantenpunkt mit dem Reservoir verbunden. Diese Wärme-
maschine liefert bereits eine hohe Leistung bei einem hohen Wirkungsgrad, verglichen mit
Nanowärmemaschinen mit einem anderen Aufbau (s. Abschnitt 5.1.2). Trotzdem konnten
wir die Wärmemaschine mit speziellen Streuregionen weiter optimieren. Dazu betrachteten
wir die homogene Kette und die inhomogene Kette mit speziell gewählten Hoppingparame-
tern und auch den homogenen Ring als Streuregion. Bei den drei betrachteten Strukturen
konnten wir jeweils die Transmissionsfunktion analytisch berechnen. Wärmemaschinen mit
diesen speziellen Streuregionen liefern in etwa die doppelte Leistung und erzielen auch
einen doppelt so hohen Wirkungsgrad bei maximaler Leistung wie die Wärmemaschine
aus [21].
Wie geht’s weiter?
Bei derNanowärmemaschine hattenwir in der Arbeit erwähnt, dass diese sehr gute Leistungen
und Wirkungsgrade erzielen kann. Bei maximaler Leistung der Wärmemaschine erhielten
wir einen Wirkungsgrad, welcher bei 45% des maximal erreichbaren Wirkungsgrads (Carnot-
Wirkungsgrad) liegt.
Wie könnenwir aber die LeistungderWärmemaschine beurteilen?
Die Leistung der Nanowärmemaschine
Dazu schätzen wir ab, wie viel Watt eine einzelne Nanowärmemaschine mit einer eindimensio-
nalen Streuregion liefern kann undwie vieleWärmemaschinen parallel geschaltet werdenmüs-
sen, damit eine 100 WGlühbirne zumLeuchten gebrachtwerden kann.
Die Leistung der optimierten Nanowärmemaschine aus Abschnitt 5.4 hatte das Maximum bei
ungefähr Pmax ≈ (kBT )2/h. Wir nehmen nun für die tiefe Temperatur TK = 300 K (ungefähr
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Raumtemperatur) und für die hohe Temperatur TH = 900 K an. Damit erhalten wir mit der
mittleren Temperatur T = 600 K die Temperaturdifferenz ∆T/T = 1, welche wir auch in
der Arbeit betrachtet hatten. Mit den Konstanten kB ≈ 1.4 · 10−23 J/K und h ≈ 6.6 · 10−34 Js
erhalten wir dann
Pmax ≈ 10−7 W (6.1)
für die Leistung. Wir benötigen also eine Milliarde parallel geschalteter Wärmemaschinen,
um eine 100 W Glühbirne zum Leuchten zu bringen.
Um dies technisch realisieren zu können, betrachteten wir in Abschnitt 5.5 inkohärenteWärme-
maschinen mit einer zwei- oder dreidimeinsionalen Streuregion. Hier fanden wir heraus, dass
die zwei- und dreidimensionalen Systeme Leistungen und Wirkungsgrade erzielen, welche
nicht wesentlich kleiner sind als die Leistung und der Wirkungsgrad der Wärmemaschine mit
der homogenen Kette als Streuregion.
Die Idee, viele Wärmemaschinen parallel zu schalten, um so mehr Leistung zu erhalten, ist
nicht neu. Bereits in der Publikation von Sothmann et al. [77] wurde das „Schweizer-Käse-
Sandwich“ (s. Abb. 5.5) vorgeschlagen, bei dem viele inkohärente Wärmemaschinen mit
einzelnen Quantenpunkten als Streuregion parallel geschaltet werden. Wir hatten in dieser
Arbeit aber bereits diskutiert, dass die technische Realisierung der inkohärenten Wärmema-
schine schwer ist, da die beiden Streuregionen räumlich sehr weit voneinander entfernt liegen
müssen. Dadurch erhalten wir ein Schichtsystem bei dem das mittlere Reservoir erhitzt und
die äußeren Zuleitungen abgekühlt werden. Bei solch einem System stellt sich jedoch die








Abbildung 6.1: Aufbau der kohärenten Wärmemaschine mit zweidimensionalen Streu-
regionen, wobei der graue Bereich hier eine isolierende Schicht darstellt. Die blauen
Bereiche sind die Zuleitungen mit den tiefen Temperaturen, der rote Bereich ist das
Reservoir mit der hohen Temperatur. Die schwarzen Kreise sind die Quantenpunkte,
welche die beiden Streuregionen zwischen den Zuleitungen bilden.
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Ein Vorschlag, wie eine zweidimensionale Wärmemaschine umgesetzt werden könnte, ist die
kohärenteWärmemaschine, welche in Abb. 6.1 zu sehen ist. Die blauen Bereiche stellen hier die
Zuleitungenmit den tieferen Temperaturen dar, der rote Bereich ist das Reservoirmit der hohen
Temperatur. Zudem ist der graue Balken eine isolierende Schicht. Die schwarzen Kreise sind
die Quantenpunkte, welche die beiden Streuregionen bilden.
Die Transmissionsfunktion der kohärenten Wärmemaschine lässt sich berechnen, indem wir
die Basistransformation verwenden, welche wir bereits bei der Berechnung der Transmission
der inkohärenten Wärmemaschine in Anhang A.2 benutzt hatten. Das System aus Abb. 6.1
lässt sich dann durch viele Untersysteme beschrieben, welche die Struktur der kohärenten
Wärmemaschine aus Abb. 5.8 besitzen. Der Vorteil der kohärenten Wärmemaschine liegt
darin, dass die ganze linke Seite abgekühlt und die ganze rechte Seite erhitzt wird und es
kein Schichtsystem wie bei der inkohärenten Wärmemaschine ist, bei dem die mittlere Schicht
erhitzt werden muss.
Die kohärente Wärmemaschine ist in Abb. 6.1 als zweidimensionales System abgebildet. Wenn
allerdings viele dieser zweidimensionalen Systeme übereinander geschichtet werden, erhält
man eine dreidimensionale Wärmemaschine.
Erste Berechnungen weisen darauf hin, dass die inkohärente und kohärente Wärmemaschi-
ne (s. Abb. 5.24 und Abb. 6.1) nahezu die gleichen Leistungen und Wirkungsgrade liefern.
Dieses Phänomen konnten wir bereits in Abschnitt 5.1.3 für Wärmemaschinen mit einzelnen
Quantenpunkten zwischen den Zuleitungen bestätigen.
Fazit
Nanowärmemaschinen mit speziell konfigurierten Systemen aus Quantenpunkten als Streure-
gion liefern sehr gute Leistungen und auch sehr hoheWerte für denWirkungsgrad. Dies gilt so-
gar fürWärmemaschinenmit zwei- unddreidimensionalen Streuregionen.
Wiebekommtman aber nun theoretischdie 100WGlühbirne zumLeuchten?
Um eine 100 W Glühbirne zum Leuchten zu bringen, verwenden wir die kohärente Wär-
memaschine mit den dreidimensionalen Streuregionen, da diese den Vorteil hat, dass viele
Wärmemaschinen auf kleinem Raum parallel geschaltet werden können, aber sich die Leistung
und der zugehörige Wirkungsgrad im Gegensatz zur Wärmemaschine mit der homogenen
Kette als Streuregion nicht stark verringert (s. Abb. 5.26).
WelcheAusmaßehat die StreuregionderWärmemaschine?
Damit die kohärente Wärmemaschine 100 W liefern kann, ist die Anzahl der Quantenpunkte
in der Streuregion in y- und z-Richtung mit Ny = Nz ≈ 40 000 gegeben. Gehen wir davon
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aus, dass ein Quantenpunkt eine Fläche von 1µm× 1µm besitzt [87], hat eine Streuregion die
Fläche (y- und z-Richtung) von ca. 4cm× 4cm.
Bei diesen Überlegungen ist natürlich zu bedenken, dass es sich hierbei um rein theoretische
Abschätzungen handelt, ohne auf die Schwierigkeiten einzugehen, die bei der konkreten




A.1 Berechnung der Koeffizienten aj der inhomogenen Kette
In diesem Abschnitt berechnen wir die optimierten Hoppingparameter der inhomogenen
Kette mit vier Gitterplätzen (s. Abb. A.1). Wir gehen von einer symmetrischen Lösung mit
t0 t′ a1tS t0t′a3tSa2tS
−1 0 1 4 5
L Z
Abbildung A.1: Inhomogene Kette mit vier Gitterplätzen, angebunden an zwei Zulei-
tungen.
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wobei tj = ajtS mit j = 1, 2 ist. Die Transmissionsfunktion wird mit T (E) = |C|2 berechnet.










Als nächstes berechnen wir das Betragsquadrat und erhalten für den Zähler der Transmissi-
onsfunktion
T1(E) = 4a41a22 (A.3)
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Anhang
und für den Nenner
T2(E) = E8/t8S − 2(2a21 + a22 − 1)E6/t6S + (1 + 6a41 − 4a22 + a42 − 4a21 + 4a21a22)E4/t4S
−2(2a61 + a22 − 2a21a22 − a42 − a41 + a41a22)E2/t2S + (a41 + a22)2
, (A.4)
wobei T (E) = T1(E)/T2(E).






















2 − 2a21a22 − a42 − a41 + a41a22 = 0 (A.7)
1 + 6a41 − 4a22 + a42 − 4a21 + 4a21a22 = 0 (A.8)
2a21 + a
2
2 − 1 = 0. (A.9)
DasGleichungssystem lässt sich lösen, indemwir zunächst Gl. (A.6) nach a2 auflösen. Damit ist













a1 und a2 ausGl. (A.11)werden zurKontrolle in dieGl. (A.7) und (A.8) eingesetzt.
Betrachtet man das Gleichungssystem aus Gl. (A.6) bis Gl. (A.9) kann man erkennen, dass
die Gleichungssysteme bei steigender Anzahl von Gitterplätzen schnell sehr unübersicht-
lich werden, weswegen die analytische Bestimmung der Parameter aj lediglich bis NS = 7
Gitterplatze möglich ist.
Wir konnten bisher numerisch nachweisen, dass für eine inhomogene Kette bis zu NS = 13
Gitterplätzen reelle und positive aj existieren, welche die Transmissionsfunktion aus Gl. (5.93)
zur Folge haben. Diese reellen und positiven Parameter aj sind eindeutig und symmetrisch
(z.B. im Fall NS = 4 gilt a1 = a3).
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A.2 Transmission eines dreidimensionalen Systems
A.2 Transmission eines dreidimensionalen Systems
In diesem Abschnitt berechnen wir die Transmission duch eine primitiv kubische Streuregion.
In Abb. A.2 ist das System in zwei Dimensionen abgebildet. Das dreidimensionale System
erhält man, indemman viele dieser zweidimensionalen Systeme übereinander schichtet. Dabei














Abbildung A.2: Zweidimensionales System mit zwei Zuleitungen. Die Anzahl der
GitterplätzeNy in y-Richtung ist sowohl in den Zuleitungen als auch in der Streuregion
gleich gewählt.



















ĉ†lx,ly ,lz+1ĉlx,ly ,lz + h.c.
)]
, (A.12)





























































ĉ†a+1,ly ,lz ĉa,ly ,lz + ĉ
†
b,ly ,lz
ĉb−1,ly ,lz + h.c.
)
(A.15)
zusammen. Hier sindNx,Ny undNz die Anzahl der Gitterplätze in der x-, y- und z-Richtung.
Damit die Energiebänder in den Zuleitungen die gleichen sind, haben die ZuleitungenL undZ
die gleicheAnzahl anGitterplätzen inx-Richtung (es gilt a = Nx−b−1).
Der gesamte Hamiltonoperator ist dann
Ĥges = ĤL + ĤZ + ĤS + ĤLS,SZ . (A.16)
Die Eigenenergien der isolierten Zuleitungen sind
E = −2tx0 cos kx − 2ty0 cos ky − 2tz0 cos kz (A.17)
und der isolierten Streuregion
E = −2txS cos qx − 2tyS cos qy − 2tzS cos qz. (A.18)
Da das System in y- und z-Richtung mit festen Randbedingungen beschrieben werden kann,
erhalten wir mit den Wellenzahlen
ky = qy =
nyπ
Ny+1
ny = 1, 2, . . . Ny
kz = qz =
nzπ
Nz+1
nz = 1, 2, . . . Nz
(A.19)
die Eigenenergien
E = −2tx0 cos kx + Ey0 + Ez0 (A.20)
und
E − εS = −2txS cos qx + EyS + EzS , (A.21)




Nj−1 mit i = 0, S und j = y, z gegeben ist.
Mit einer Basistransformation lässt sich der Hamiltonoperator Ĥges in y- und z-Richtung
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wobei die Sinusfunktionen die Eigenfunktionen der linearen Kette mit festen Randbedingun-
gen darstellen.
Damit erhaltenwirNy×Nz entkoppelte eindimensionale Untersysteme. DerHamiltonoperator







ĉ†lx+1,ny ,nz ĉlx,ny ,nz + h.c.
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ĉ†lx,ny ,nz ĉlx,ny ,nz , (A.25)
















ĉ†lx,ny ,nz ĉlx,ny ,nz
(A.26)





ĉ†a+1,ny ,nz ĉa,ny ,nz + ĉ
†
b,ny ,nz

















Da der Operator Ĥny ,nzges die gleiche Form besitzt wie der Hamiltonoperator der homogenen
Kette aus Abschnitt 5.3.1, kann die Transmission durch die Streuregion des Untersystems wie
folgt angegeben werden:
T ny ,nz(E) =
∣∣∣∣
α sin kx sin qx
sin[(Nx + 1)qx]e−ikx − 2α sinNxqx + α2 sin[(Nx − 1)qx]eikx
∣∣∣∣ , (A.29)












S − EzS − εS
2txS
) (A.30)






T ny ,nz(E). (A.31)
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