This paper introduces a series of novel hierarchical implicit derivative matching methods to restore the accuracy of high-order finite-difference time-domain (FDTD) schemes of computational electromagnetics (CEM) with material interfaces in one (1D) and two spatial dimensions (2D). By making use of fictitious points, systematic approaches are proposed to locally enforce the physical jump conditions at material interfaces in a preprocessing stage, to arbitrarily high orders of accuracy in principle. While often limited by numerical instability, orders up to 16 and 12 are achieved, respectively, in 1D and 2D. Detailed stability analyses are presented for the present approach to examine the upper limit in constructing embedded FDTD methods. As natural generalizations of the high-order FDTD schemes, the proposed derivative matching methods automatically reduce to the standard FDTD schemes when the material interfaces are absent. An interesting feature of the present approach is that it encompasses a variety of schemes of different orders in a single code. Another feature of the present approach is that it can be robustly implemented with other high accuracy time-domain approaches, such as the multiresolution time-domain method and the local spectral time-domain method, to cope with material interfaces. Numerical experiments on both 1D and 2D problems are carried out to test the convergence, examine the stability, access the efficiency, and explore the limitation of the proposed methods. It is found that operating at their best capacity, the proposed high-order schemes could be over 2000 times more efficient than their fourth-order versions in 2D. In conclusion, the present work indicates that the proposed hierarchical derivative matching methods might lead to practical high-order schemes for numerical solution of time-domain Maxwell's equations with material interfaces.
Introduction
Recently, scientific and technological advancements in nano/micro devices, optical devices, microwave circuits, antennas, aircraft radar signature, and telecommunication chips, call for innovative computational methods for solving Maxwell's equations which govern the propagation and scattering of electromagnetic waves. The finite-difference time-domain (FDTD) method [1, 2] has been a main workhorse of computational electromagnetics (CEM) in the time domain over the past few decades, due to its simplicity, lack of dissipative error, and having very low cost per grid node. However, the FDTD method suffers from relatively large dispersive error [3] , (first order) staircased representation for complex geometries and boundaries, and reduction of accuracy to the first order at material interfaces [4] . Consequently, the FDTD is efficient only for regular geometries of small or moderate size, without dielectric interfaces. For broadband applications and problems including material interface, wave scattering and penetration over large and complex domains, the grid size required by using the FDTD method could become prohibitively expensive for modern computers. Much progress has been made in the past two decades in improving the FDTD method, including plentiful methods for removing the staircased approximation for boundaries and geometries [5] [6] [7] [8] [9] , and numerous high-order FDTD methods [3, [10] [11] [12] [13] [14] [15] [16] . Here, by high order we refer to orders being higher than three, which are essential for modern problems of moderately high frequency (short) waves and/or large domain in nature. However, at present, there is still a pressing need for a generalized FDTD method which is simple, robust, and high order for large scale computations involving complex geometries, boundary conditions, and material interfaces. In particular, very few high-order schemes are available for handling material interfaces.
Apart from the FDTD-based high-order methods, several other time-domain methods that are able to produce extremely small dispersive errors have also been proposed in the literature. Based on orthonormal wavelet expansions, a multiresolution time-domain (MRTD) method has been introduced for numerical analysis of microwave structures [17, 18] . By using the perfectly matched layer (PML) [19] technique to bypass the limitation of the Fourier pseudospectral method on periodic boundary conditions, a Fourier pseudospectral time-domain (PSTD) method was successfully developed to solve wave propagation and radiation problems [20, 21] . Recently, a wavelet collocation scheme, based on the mathematical framework of the discrete singular convolution (DSC) algorithm [22] for spatial derivative approximation has been proposed for scattering and guided wave problems described by Maxwell's equations on uniform grids [23] and on staggered grids [24] [25] [26] [27] . This wavelet collocation scheme, entitled local spectral time-domain (LSTD) method, is capable of handling many boundary conditions commonly occurred in CEM. To achieve a satisfied accuracy, the required grid points per wavelength (PPW) of these three time-domain methods could be very low. Especially, the PSTD and LSTD can deliver extremely high accuracy by using a coarse grid of about two PPW, i.e., the Nyquist sampling rate limitation [20, 24, 25] .
In general, the high-order FDTD schemes and the three other high accuracy time-domain methods all retain much of the simplicity of the original Yee algorithm [1] . Similar to the FDTD method, these timedomain approaches are also usually applied to a simple Cartesian grid or a single structured grid. However, it is well known that numerical schemes based on a single structured grid would be restricted to be used only for geometrically simple domains. Depending on the problems of interest, the FDTD methods can be directly extended to an orthogonal curvilinear grid by means of a body-conforming domain transformation to handle wave scattering and propagation in moderately complex geometries. The use of the fundamental FDTD scheme on nonorthogonal and unstructured grids has been extensively studied [2] . However, these efforts of constructing FDTD type of approaches based on complex grids might not be as efficient as expected. To handle truly complex geometries of practical interest, some sort of multidomain grid schemes, or unstructured grid schemes should be considered. Numerous finite volume time-domain methods [28] [29] [30] and finite element time-domain methods [31] [32] [33] [34] have been put forward to systematically handle geometrically complex problems in CEM, since the most flexible grid, the unstructured grid, is best adapted to the finite volume and finite-element approaches. Many vector elements, such as Nedelec elements [31] , Whitney forms [35, 36] , and curl/div conforming vector elements [37] are constructed to provide a discrete analog to the continuous vector algebra and to enforce only minimal continuity across element boundaries. Recently, a promising high-order nodal method on fully unstructured grids has been developed by means of a discontinuous Galerkin formulation and a penalty method for boundary conditions [38] . As alternatives, various domain decomposition approaches have been proposed. Since the spectral methods which can delivery strikingly high accuracy are unfortunately quite inflexible to handle complex geometries, recently, the development of the domain decomposition pseudospectral or spectral methods has attracted much attentions [39] [40] [41] [42] [43] [44] . A block pseudospectral (BPS) method was successfully developed for one-(1D) and two-dimensional (2D) electromagnetic problems by using overlapping or composite grids to achieve a highly accurate coupling of subdomains [39, 40] . Remarkably, innovative ways to appropriately enforce the physical jump conditions at material interfaces are presented by using fictitious points (FPs) [39, 40] . Based on a characteristic formulation of jump conditions, another interesting scheme for modeling material interfaces has been presented in a high-accuracy FDTD approach [44] . Often realized on subdomain grid systems, this high-accuracy approach numerically yields substantial error reductions to a typical fourthorder FDTD method [44] . At present, multidomain methods [41] [42] [43] [44] are some of the best available approaches for handling complex geometries in CEM. The offset of a multidomain formulation is the requirement of correct connections between subdomains, which could be constricting and sometimes may be difficult to fulfill. Interpolation schemes are usually required. Also, properties such as conservation and monotonicity may have to be ensured across blocks. Moreover, the use of multidomain framework and unstructured grids inevitably introduces a need of automated grid generation and a severe restriction on stability. Even though considerable progress has been made in grid generation, the formation of a good quality block structured grid system or an unstructured grid system in geometrically complex domain remains a nontrivial and time-consuming task.
For moderately complex geometries, it is unnecessary to resort to unstructured grids and/or domain decompositions. Embedding interface FDTD methods [4, [45] [46] [47] which make use of simple Cartesian grids, have been introduced to deal with moderately complex geometries. To overcome the staircasing problems and to impose the physically correct jump conditions, which are often encountered in the modeling of complex geometries, appropriate local modifications of the differentiation scheme close to boundaries and interfaces in a preprocessing stage are essential. While maintaining the simplicity and computational efficiency of the Yee scheme [1, 2] , these modified FDTD methods fully restore secondorder accuracy, even in case of curved boundaries and interfaces, by using a simple Cartesian grid [4, 45, 46] . However, the extension of these embedding FDTD methods to higher-order accuracy remains a challenge [4] .
Recently, some important contributions to the field have been made by Yefet and Turkel [48] , Yefet and Petropoulos [49] , Xie et al. [50, 51] , and Hesthaven [4] who generalize the embedding schemes to fully fourth-order FDTD methods on a simple structured grid with material interfaces. It is well known that the suitable and high-order interface schemes are crucial to high-order time-domain methods [4] . The development of such interface schemes can be considerably more complex than the derivation of high-order differential stencils. Therefore, the significant accomplishment of these fourth-order schemes [48] [49] [50] [51] is that the physical jump conditions at material interfaces are correctly enforced up to high-order, so that fourthorder convergence is uniformly assured over the entire domain. Subtle interfaces techniques with one-sided difference approximations and extrapolations are employed in these methods. Similar to the embedding methods [4, 45, 46] , the modeling of interfaces results in a local modification of the differential scheme in a preprocessing stage [4, [48] [49] [50] [51] .
The studies of fourth-order embedding FDTD schemes [4, [48] [49] [50] [51] open up the opportunity for developing other more general and robust high-order interface schemes. There are still many important questions remaining unanswered. One interesting instance as noted in [4] is that whether it is possible to extend the interface schemes [4, [48] [49] [50] [51] beyond the fourth-order accuracy, which is of greatly significance for large domain and high frequency wave computations. Since the local modifications of the differential schemes in [4, [48] [49] [50] [51] are explicitly implemented, the generalization to higher-order along this line may be theoretically admissible, however, would be quite empirical as well as mathematically complicated [4] .
It is therefore of great interest to develop a systematic approach to correctly enforce the physical jump conditions at material interfaces to a variety of orders. To this end, we present herein a series of novel hierarchical implicit derivative matching methods for interface modeling, which can greatly exceed fourthorder accuracy. Our schemes make use of FPs, a technique extensively used in our previous work [22] [23] [24] [25] [26] [52] [53] [54] [55] to locally modify the differential stencils near the interfaces, which is an idea first proposed by Driscoll and Fornberg [39, 40] in their BPS methods. However, only one single structured grid is assumed in the present work, similar to other high-order embedding FDTD methods [4, [48] [49] [50] [51] . Moreover, local modifications of the differential stencils at beginning, the so-called preprocessing stage, rather than subdomain coupling at each time step, are carried out in the present study. The stability issue of the proposed methods is examined. To enhance the stability and robustness of interface schemes, a novel hierarchical derivative matching method is proposed. Extensive numerical studies in both 1D and 2D are considered. We note that in 2D, our best high-order schemes can be over 2000 times more efficient than our fourth-order schemes.
The rest of this paper is organized as follows. Section 2 is devoted to a brief description of Maxwell's equations. Model equations in both 1D and 2D are considered. Commonly used boundary conditions in CEM are briefly introduced. Various issues associated with 1D modeling are dealt with in Section 3. The formalism of derivative matching (DM) is discussed in detail. Two new schemes, an implicit derivative matching method (IDM) and a hierarchical derivative matching method (HDM), are proposed. Comprehensive stability analysis is conducted. Numerical tests are carried out to validate the proposed methods. Section 4 presents the generalization of the proposed derivative matching methods to 2D electromagnetic problems. The difficulties of derivative matching approach in 2D are discussed. Two new schemes, a quasi-fourth-order 2D scheme and a 2D hierarchical derivative matching method are constructed. Stability issues and numerical tests in 2D schemes are examined. Finally, conclusions are presented in Section 5.
Governing equations
By assuming the absence of charge density and current source, the time-dependent Maxwell's equations for electromagnetic fields in free space read
where D and B are, respectively, the electric and magnetic flux densities, while E and H are, respectively, the electric and magnetic field intensities. In addition, the following linear isotropic constitutive relations are satisfied:
where the electric permittivity and the magnetic permeability l of material are piecewise constants. A nondimensional form of the equations is considered, i.e., ¼ l ¼ 1 in free space.
Both 1D and 2D electromagnetic problems are considered in the present study. In 2D, Maxwell's equations can be decomposed into two independent sets of equations, the transverse magnetic (TM) modes and the transverse electric (TE) modes. In this paper, we concern ourselves with the TM case for 2D studies
The TM system (2) can be further simplified to 1D, resulting in an x-directed, z-polarized transverse electromagnetic (TEM) mode
As simple instances of Maxwell's equations, the TM mode (2) and TEM mode (3) still preserve the essential features of Maxwell's equations, e.g., the two-way wave propagation and the loss of smoothness across material interfaces. Thus, these two equations are ideally suitable for benchmarking novel numerical approaches. Meanwhile, we note that the numerical modeling of the TE polarization might be more complex than that of the TM polarization, especially when surface waves at interfaces are studied.
In order to obtain a complete description of an electromagnetic problem, besides the various forms of Maxwell's equations, we also need certain boundary conditions, which relate field components on either side of a boundary or interface. At an interface between two media, say medium 1 and medium 2, the boundary conditions can be expressed mathematically as:
for electric fields and magnetic fields, respectively. Heren is the unit vector normal to the interface, pointing from medium 2 into medium 1. A special case with one of the media, say medium 2, being a perfect electric conductor (PEC), is practically important. Since a perfect conductor cannot sustain a field inside, PEC boundary conditions now reduce tô
Another important type of boundary conditions for numerical simulation of Maxwell's equations is the absorbing boundary condition. Such conditions must be specified in practical computations at the outer boundary in order to obtain a unique solution for open or unbounded electromagnetic problems. Since the high-order time-domain methods considered in this paper are basically the extensions of the Yee algorithm, the widely used absorbing conditions, such as far-field radiation condition [56] , PML boundary condition [19] , and Lorentz material model absorber layers [57, 58] , could be used in these extended schemes for the simulation of radiation out of a domain, if required.
One-dimensional studies
We first consider in this section the method of implicit derivative matching in 1D cases. Some stability issues are considered. A novel hierarchical implicit derivative matching is discussed in detail. Several numerical experiments of time-domain electromagnetic problems are carried out.
Method of derivative matching with fictitious points
For convenience, we consider the vector form of the 1D Maxwell's equation (3) in present study,
We suppose the domain under study consisting of two dielectric media, with the interface at x ¼ n. Consequently, the coefficient matrix A attains different values in media 1 and 2, i.e., 
This condition is referred to as (zeroth-order) physical jump condition. Since the fields are continuous, their time derivatives are also continuous. Thus, by using the Maxwell's equation (7), we also have that 
These jump conditions are physically exact and relate the electromagnetic fields and their derivatives as taken from the two sides of the interface. Driscoll and Fornberg [39, 40] developed their BPS method by matching the interface with the derivative condition (10) and fictitious grid values. This novel technique for coupling subdomains is referred to as the method of derivative matching (DM) [39, 40] . The use of FPs significantly enhances the flexibility of the DM modeling. Similar fictitious domain approaches have also been studied in different occasions [59, 60, 52, 53] . In the present study, it is of great interest to generalize the idea of the DM to single structured grid and to the framework of FDTD methods. In fact, it is clear that the DM modeling near interfaces is much in the spirit of those in the embedding FDTD methods and their extensions [4, [45] [46] [48] [49] [50] [51] . The embedding FDTD schemes are usually constructed based on the zeroth-order jump conditions, while the BPS method repeatedly utilizes these conditions. The distinct difference between the BPS method [39, 40] and the embedding FDTD schemes [4, [45] [46] [48] [49] [50] [51] is that jump conditions are enforced via solving fictitious values at each time step in the former, while in the latter, this is achieved by locally altering the finite-difference (FD) weights in a preprocessing stage. It is noted that it might be more efficient if the DM of the BPS method could be carried out once for all at the beginning of the computation. Meanwhile, this is computationally admissible, since the algebraic systems at different time steps attain the identical organization, albeit have different values.
In order to study such an implicit DM modeling, we first establish some notations. Referring to Fig. 1 , we denote function values under consideration (either E z or H y ) at original and fictitious points as g i and f i (for i ¼ 1; 2; . . . ; 2m), respectively. The FP f i is located at the same position as g i . The total number of FPs is 2m. For simplicity, a uniform grid is assumed in the present study. It is noted that interface x ¼ n may not need to be laid on the grid in the present modeling. In the BPS method [39, 40] , the values of f i are solved based on the values of g i at each time step. However, in the present paper, a preprocessing scheme is sought. To this end, we assume the following representation:
where r i;j are representation coefficients. With this representation, it is not necessary to solve f i at each time step. One needs only to determine r i;j , i; j ¼ 1; 2; . . . ; 2m, once. We consider the matrix form of representation (11) To form the desired algebraic equations, we rewrite Eq. (14) as
These equations are independent of field values. Algebraic equations for other jump conditions can be similarly derived. Unlike the BPS method [39, 40] , the function values on FPs, i.e., ff i g 2m i¼1 , are never evaluated in the present study. In contrary, by means of representation coefficients r i;j , we locally modify the differential stencil near the material interface at the beginning of the computation, as in the embedding FDTD schemes [4, 45, 46, [48] [49] [50] [51] . Thus, the present numerical modeling can be regarded as an implicit version of DM. One possible advantage of the implicit derivative matching (IDM) is that it might be more efficient for numerical simulation of long time wave propagation. It is noted that although the IDM is formulated on a uniform grid, it actually works on more general grid settings. For example, either staggered or nonstaggered grid systems can be employed together with a time-domain solver. As well, the IDM can be easily adopted in a block structured grid like the original DM method [39] . Moreover, a nonuniform grid could be applied near the interface to enhance adaptivity with appropriate Lagrange coefficients of differentiation. In fact, the IDM can even be extended to based on unstructured grids. Furthermore, this kind of representation could also be utilized in an implicit timestepping scheme or a resolution of boundary value problems or eigenvalue problems, due to its implicit nature.
The major difference between the proposed scheme and the embedding FDTD schemes [4, 45, 46, [48] [49] [50] [51] is that the present local modification of differential stencil is modeled in a systematic way, such that it can be made up to arbitrarily high-order in principle, while the previous schemes were manually constructed one by one. Thus, the IDM yields an excellent way to generalize the embedding FDTD scheme to high orders. Furthermore, it could be applied together with various different high-order timedomain methods, such as high-order FDTD methods [3, [10] [11] [12] [13] [14] [15] [16] , the MRTD method [17, 18] , and the LSTD method [24] [25] [26] . In these applications, the number of FPs (m) could be simply specified according to the length of stencil involved in these time-domain methods, and significant improvement of accuracy is expected. It is noted that, however, the IDM cannot be directly incorporated into a global formulation, e.g., the PSTD method [20, 21] , especially when at least two interfaces are present. One possible drawback of the proposed scheme is that the size of algebraic system to be solved for the interface is much larger than that in the BPS method [39] . This might imply a substantial memory requirement and requires longer CPU time in computation.
Numerical tests of the IDM method
We consider two model problems in this subsection to investigate the numerical performance of the IDM method. Both problems under consideration are for TEM waves, governed by the 1D Maxwell's equation (7), but with possibly different jump conditions. These two model problems have the same electromagnetic structure as following. The electromagnetic fields are defined on a standard interval x 2 ½À1; 1, with PEC walls located at both ends. The interior of the resonator is assumed to be nonmagnetic with l ¼ 1 and filled with two dielectric media with 1 and 2 . The material interface is at n ¼ 0.
In the present study, a uniform staggered grid system is used for E z and H y , with either an E node or an H node on the boundaries x ¼ AE1. ð1; À27; 27; À1Þ [2, 4, [49] [50] [51] . The weights for higher-order stencils can be computed as discussed in [61] . Throughout the study, we always maintain the translation invariance property of the differential stencil, i.e., only one basic approximation kernel (w j ) is required for the entire computational domain ½À1; 1. Obviously, this property has distinct computational efficiency. To keep this property near boundary and/or interface, it is clearly necessary to create a fictitious domain outside the boundary or interface and correspondingly generate fictitious values. At material interface, this is equivalent to carry out the IDM with m ¼ M to locally modify the basic differential stencil. An LU decomposition is utilized to solve the algebraic system of the IDM modeling. At the PEC walls, it can be derived from Eq. (6) that the fields satisfy extra conditions at two ends [39, 45] 
Since we have a grid node on the boundary, following the BPS method [39] , the symmetric or anti-symmetric properties of electric and magnetic fields are directly exploited in numerical boundary modeling. This results in the so-called anti-symmetric and symmetric boundary extensions, respectively, for E z and H y [24] [25] [26] . The similar boundary modeling is referred to as the image principle in the MRTD method [17, 18] . In case that there is no grid point on the boundary as considered in [45] , an IDM for imposing boundary conditions can be similarly formulated, as suggested in [39] . After completing the spatial discretization, the resulting semidiscrete form of Maxwell's equation (7) at time t ¼ t n can be expressed as
where Q n ¼ ðE z ðx 1 ; t n Þ; . . . ; E z ðx N ; t n Þ; H y ðx 1=2þ1 ; t n Þ; . . . ; H y ðx 1=2þN ; t n ÞÞ T with N being the total number of grid points for either E z or H y . Here, the matrix S represents the complete spatial approximation to the righthand side of Eq. (7) . In the present study, the classical fourth-order Runge-Kutta (RK4) method is employed for the temporal integration, i.e.,
Throughout the paper, the time step Dt is chosen to be sufficiently small so that the error of time discretization is negligible comparing to that of spatial discretization. We first consider a 1D model problem with the usual jump conditions discussed above. The exact solution of this model problem can be given as [45] An example plot of fields in Eqs. (24) and (25) at t ¼ 0 with 1 ¼ 1, 2 ¼ 2:25, and x % 5:07218116182516 is given in Fig. 2 . It is noted that the exact solution loses its regularity at the material interface, although it is continuous. The numerical results of this 1D problem with x % 5:07218116182516 by using the high-order FDTD approximation with the IDM scheme for several different M values are listed in Table 1 . For a comparison, results obtained by solely employing the standard FDTD method are also given in Table 1 . It is clear from the table that the standard FDTD results are all essentially first-order accurate, no matter how large M is. In other words, the full accuracy of high-order FDTD approximations is deteriorated due to the discontinuous nature of the media. However, it is obvious from Table 1 that after the IDM is applied, the full accuracy of the FDTD approximations is recovered. The numerical results clearly display the theoretical rate of convergence, i.e., ð2MÞth-order for the FDTD scheme with a given M, except when the precision limit is reached, see also Fig. 3 . Consequently, extremely high accuracy can be achieved in our numerical simulations for this 1D electromagnetic problem with inhomogeneous media. Finally, by using M ¼ 8, we have already attained the highest possible accuracy on the coarsest grid with N ¼ 50, so that the numerical result of M ¼ 8 seems not converging any further when the grid is refined in Fig. 3 . In fact, the spatial discretization error herein should be restricted by either the temporal discretization error or the machine limit.
In order to examine the full order of accuracy for M ¼ 8, we consider the same problem with a large x % 36:48810769772309. The numerical results are given in Table 2 . It is obvious that for this highly undersampling case, all schemes produce large errors due to the numerical dispersion. When the grid resolution is refined, the designed theoretical order of convergence of each scheme can be reached. In particular, we achieve 16th order of accuracy by using M ¼ 8 for this high-frequency problem with inhomogeneous media.
It is interesting to compare the performance of present method at different orders, which are obtained by simply changing the parameter m (and M) in the present approach. As shown in Table 1 , with about 3.6 Table 1 The L 2 errors in E z and H y at t ¼ p by using N grid points for each field intensity for the 1D model problem with x % 5:07218116182516 The number of FPs in the IDM is always set to m ¼ M, and sufficiently small time increment is used in all cases (Dt ¼ p Â 10 À4 ). Here 1:56ðÀ1Þ denotes 1.56 Â 10 À1 . times more CPU time, our 16th order scheme can be over 10 7 times more accurate than our 4th order scheme, on the grid of N ¼ 50. For 1D computation, when mesh size is double for the fourth-order scheme, its accuracy is 16 times better, while its CPU time is two times larger. Consequently, our 16th order scheme could be about 32 times more efficient than the fourth-order one under this circumstance. The similar pattern could also be observed in the high-frequency setting when N ¼ 200 (Table 2) . It is also important to note that how sensitive a computational scheme is to the change in frequency parameter. Had the frequency parameter x been set at a 20 times higher in Table 2 , it could have been only the highest order scheme that delivers anything meaningful at the present grid spacing. These findings reveal the benefit of using a higherorder scheme whenever it is possible. We then consider a quasi-1D model problem studied in [45] with 1 ¼ 1 and 2 ¼ 2:25. This quasi-1D problem is degenerated from a 2D problem in which the material interface is at some angle with respect to the Cartesian grid. The important feature of this quasi-1D problem is that the individual electromagnetic field component may become discontinuous at the material interface [45] . Such a phenomenon usually appears only in higher dimensional cases. Following [45] , we denote h as the angle between the unit vector normal to the interface,n, and the x-axis. Now, the E z field is discontinuous across the interface, satisfying the relation [45] 
In other words, the zeroth-order jump condition for the quasi-1D model problem changes to Eq. (26) . Consequently, the general pth-order jump condition becomes
. . . The exact solution of this model problem is also given by Eqs. (24) and (25) [45] . While x is found as the solution to equation
An example plot of the solution at t ¼ 0 with x % 5:05589071456588 is shown in Fig. 4 . A small jump in the field E z is clearly displayed in the figure, as suggested in Eq. (26) . It is well known that the approximation of discontinuous variables is numerically challenging. For this difficulty problem, it has been found in [45] that the Yee scheme exhibits local divergence and losses of global convergence, due to its incapability of correctly modeling the discontinuous field components. The numerical results of the quasi-1D model problem with x % 5:05589071456588 are listed in Table 3 . It can be observed from Table 3 that the standard FDTD approximation for this problem is globally nonconvergent, no matter how large M is (see also Fig. 5 ). The loss of global convergence is due to the lack of properly enforced jump conditions on the field components [45] . On the other hand, it can be seen clearly Table 3 The L 2 errors in E z and H y at t ¼ p for the quasi-1D model problem with x % 5:05589071456588 by using Dt ¼ p Â 10 from Table 3 and Fig. 5 that the numerical results of the FDTD approach with the IDM for the quasi-1D problem are as good as those for the 1D model problem given in Table 1 and Fig. 3 . Both expected convergence rates and extremely high accuracy are restored after using the IDM method to correctly model the discontinuous jump conditions. Since, in Table 3 , the numerical accuracy of M ¼ 8 is also limited by the machine precision, we similarly consider a high-frequency wave study for the present quasi-1D model problem. By setting x % 36:47181725046381, the numerical results are listed in Table 4 . Similar findings as in Table 2 are obtained. Moreover, a comparison between different orders in this case indicates the same pattern: the 16th order scheme can be over 10 7 times more accurate and about 35 times more efficient than the fourth-order scheme.
Although the IDM scheme performs very well together with the FDTD methods for small M, it is found in our numerical experiments that the IDM scheme suffers from certain problems when M becomes larger, see Table 5 . Quite large m ¼ M values are considered in Table 5 for the FDTD schemes Table 4 The L 2 errors in E z and H y at t ¼ p for the quasi-1D model problem with high frequency parameter setting (x % 36:47181725046381) The FDTD method with the IDM modeling (m ¼ M) is used, and Dt ¼ p=5 Â 10 À4 . Here, x % 5:07218116182516 and x % 5:05589071456588 for the 1D and quasi-1D model problem, respectively. The FDTD methods are employed in both the IDM and HDM with N ¼ 100, Dt ¼ p Â 10 À4 , and m ¼ M. CPU time in hours is reported.
together with the IDM. It can be observed from Table 5 that the results of both 1D and quasi-1D problems are quite similar. In particular, when M ¼ 16, the L 2 errors in E z and H y are still very low. However, when M ¼ 32, the accuracy level quickly goes down. This is actually due to the Lagrange weights used in the IDM increase exponentially for high-order derivative approximations. It is well known that under such an occasion, the resolution of representation coefficients in the IDM becomes an unstable procedure as m goes to infinity. On the other hand, for a finite but quite large m, like 32, the calculation of exponentially increased coefficients usually introduces huge round-off errors in numerical computations, although the FD weights are properly scaled as suggested in [39] in our computation. By noted this point, it is recommended in [39] that the number of FPs m should be quite small. However, for some special applications involving high-frequency waves, it might be desired to generate as many as hundreds of grid stencils in practice. The extension of the IDM method to these applications is clearly questionable. Meanwhile, the CPU time of the IDM with large m could be quite large, e.g., it could be a few hours for m ¼ 32 as shown in Table 5 .
Stability analysis
It is of great interest to explore the use of the IDM method together with other high-order time-domain approaches, due to its excellent performance with the FDTD scheme. Computationally, we just need to simply change the basic differential stencil used in the approximations (18) and (19) . However, it is found that for the simple 1D model problem, when an MRTD kernel, which is constructed based on the BattleLemarie scaling function [17, 18] , is used, the entire procedure could be unconditionally unstable, while the MRTD method is free of this instability issue without adopting the IDM. This means that the use of the IDM method may introduce certain instability problems. Therefore, the stability issue of the IDM method demands careful studies. The lack of necessary analysis of stability for the DM methods has also been noted by Hesthaven [4] .
For simplicity, the stability issues are dealt with in this section primarily for the 1D model problems. The results can be similarly extended to other 1D problems. We first consider the stability of the present discretization procedure without using the IDM method. It is well known that the general stability condition for solving Maxwell's equations can be given as [4] 
The value of the constant C 0 is determined by both the spatial and temporal discretizations. We can further separate these two sources, by considering a more detailed condition [49] Dt 6 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
where the constant C is related to the time-stepping scheme, while q 1 is induced by the spatial approximation. In particular, q 1 is the limit value of the spectral radius, q S , of the spatial discretization matrix S given in (22) ffiffiffi d p [49] . Here two subscripts are added to q 1 , in order to identify different spatial discretization schemes. The constants containing in q 1 are clearly determined by the differential kernel being used. Following the stability analysis considered in the MRTD method [18] , it can be easily verified that we actually have
The analyses of the FDTD methods in [49] are in consistent with Eq. (28), i.e., when M ¼ 1,
. By using the MRTD method, P M j¼ÀM;j6 ¼0 jw j j converges to a limit, which is reported to be about 2=0:6371 ¼ 3:1392, after M P 16 [18] ; see Fig. 6 . The stability analysis of the DSC spatial discretization can be similarly analyzed for the LSTD method [24] [25] [26] . In Fig. 6 , we also plot the stability factor of the LSTD method. It is clear that the factor of the LSTD converges faster than that of the MRTD. The limit value of the LSTD is found to be p, which is the same as that of the Fourier pseudospectral method [60] . It is well known that the Battle-Lemarie scaling function has closed form expression only in the spectral domain. For time-domain computations, the MRTD kernel is constructed via a truncation to an accuracy level of 0.1% [17, 18] . We thus believe that if a more accurate truncation is considered in the MRTD method, its stability factor should be closer to p.
We then consider the stability factor C for time-stepping schemes. It is known that we have C ¼ 2 for usual staggered Leapfrog time integration [49] . We are interesting to find such a C for the RK4 time integration. To this end, we rewrite Eq. (23) into the form
It is clear that this procedure is stable provided that
for any j ¼ 1; . . . ; 2N and all Dx. Moreover, since the differential matrix of central approximations to linear hyperbolic systems is antisymmetric, eigenvalues k S j of the differential matrix S would be purely imaginary numbers [60] . The similar observation has been reported in [49] that the real parts of all eigenvalues of S are of Oð10 À16 Þ for all Dx. Consequently, it can be easily derived from (30) that when k S j lie on the imaginary axis, the stability factor of RK4 is C ¼ 2 ffiffi ffi 2 p [45] . This is in consistent with the fact that the stability region of RK4 extends from the origin a distance of 2 ffiffi ffi 2 p up and down the imaginary axis [60] . Therefore, when the IDM is not carried out, the entire discretization procedure (29) is stable when
In our numerical experiments, the stability constraint (31) has been found to be in excellent agreement with numerical results.
Following the same procedure, we then consider the possible influence of the IDM method to the stability of the entire discretization. For the FDTD approximations, the stability conditions, after the IDM is carried out, are found to be almost the same as those without the IDM modeling, as shown in Fig. 7. In particular, for all tested M values (1, 2, 4, 8, 12, and 16) and all tested Dx, the real parts of the eigenvalues of the spatial discretization matrix S are all smaller than 1.0 Â 10 À16 . After applying the IDM method, the spectral radius of S, i.e., q S , is usually a little bit smaller than that of the standard FDTD; see Fig. 7 . However, such differences are of extremely small magnitude so that they essentially do not alter the numerical stability constraint. Moreover, when Dx approaches to zero, such differences quickly vanish, and both spectral radii converge to the same q 1 . Therefore, the stability condition (31) holds for the FDTD approximation with the IDM modeling, which has also been verified numerically.
The situation is different for the MRTD method [17, 18] . Without the IDM, the MRTD method is conditionally stable with the stability constraint being Eq. (31). However, when the IDM is conducted, the MRTD approximation is found to be unconditionally unstable by employing a commonly used half stencil length M, i.e., 8 6 M 6 16. By taking a more detailed investigation, it is found that many eigenvalues of the spatial discretization matrix S have non-zero real parts now. Furthermore, although the maximum value of imaginary parts of k S j is still very close to P M j¼ÀM;j6 ¼0 jw j j, the spectral radius of S, q S , now is solely fixed by the real parts of k S j . In particular, the dominant eigenvalue of S takes the form AEq S þ 0i, with q S ) P M j¼ÀM;j6 ¼0 jw j j. It is clear from Fig. 8 that q S becomes a very large number after the IDM is carried out, and it also converges to certain limit as Dx ! 0. It is noted that the stability factor C ¼ 2 ffiffi ffi 2 p for the RK4 temporal integration is derived under the assumption that the real parts of k S j are all zero. Thus, for the MRTD with the IDM, the stability factor C is no longer 2 ffiffi ffi 2 p . For the specific form of the dominant eigenvalue, q S þ 0i, to satisfy the requirement (30) for all j ¼ 1; . . . ; 2N and all Dx, it is equivalent to force We further analyze the stability of the LSTD method [24] [25] [26] with the IDM. In the DSC spatial approximation of the LSTD method, apart from the different half computational bandwidth M can be freely chosen, there is a parameter r in the DSC algorithm which can be adjusted to deliver higher accuracy for the same M [22] . In practice, one can select the desired DSC parameters M and r according to the nature of the problem under consideration by means of the discrete Fourier analysis [24, 54] . In the present study, it is found that by using a quite small r, the stability constraint of the LSTD method could be the same after the IDM is carried out. In Fig. 9 , we consider the DSC approximation with M ¼ 16. When r ¼ 2:1, similar to the FDTD method, the stability condition of the LSTD method essentially remains unchanged after considering the IDM modeling. When we consider a larger r ¼ 2:2, the spectral radius q S with the IDM attains a larger value than that without the IDM. Nevertheless, all eigenvalues of S still have only imaginary parts, so that the stability condition (31) still holds with C ¼ 2 ffiffi ffi 2 p for the LSTD method with the IDM, except now the analytical value of q 1 is unknown. As can be seen from Fig. 9(b) , q 1 becomes larger in the present case. Thus, the stability constraint of the LSTD method becomes more severe after using the IDM. When an even larger r, e.g., r P 2:3 for M ¼ 16, is used, the LSTD method becomes unconditionally unstable. The similar difficult of the MRTD method is observed again herein. In particular, the dominant eigenvalue of S also takes the form AEq S þ 0i, with q S > P M j¼ÀM;j6 ¼0 jw j j, so that C 6 ¼ 2 ffiffi ffi 2 p but C ¼ 0. These stability analyses are in excellent agreement with our numerical experiments. Although a small r could always be used in the LSTD method to avoid the stability problem in electromagnetic applications, these r values are actually smaller than the usual optimal r values of the DSC approximation for a fixed M [24, 54] . Thus, the high accuracy and applicability of the IDM method with LSTD are reduced. In summary, the use of the IDM method may introduce additional problems on stability for high-order time-domain Maxwell solvers. The exception of the FDTD method in the present investigation may be due to the fact that the FD weights are harmoniously used in both the IDM modeling and the FDTD approximation. Essentially the instability associated with other high-order time-domain schemes is believed to be linked with the fact that the amplitudes of the Lagrange FD weights used in the IDM increase exponentially as the differentiation order increases. However, the detailed insight of the mechanism of the instability observed in the MRTD and LSTD approaches is still unavailable. The stability issue of the IDM method calls for further studies.
It is noted that the stability analyses in the present study could be also useful to the explicit DM considered in the BPS method [39, 40] . The interface modeling in the BPS method is carried out in a postprocessing manner, so that the stability of the explicit DM could not be analyzed in a systematic way, as in the present study. Alternatively, by means of the IDM modeling, the present results on stability can be easily extended to the BPS method. In particular, it is expected that the stability constraint in the BPS method would be more severe, because the global discretizations in the BPS method [39, 40] are essentially one-sided approximations. Only global FD weights are employed in the BPS method [39, 40] . Based on the present analysis, it is also supposed that the problems of instability may occur if other popular basis functions, such as Chebyshev and Legendre polynomials, are utilized. Moreover, the nonuniform grid in these spectral methods introduces additional stability problems.
Hierarchical derivative matching
It is found in our stability analysis that the direct application of the IDM method might introduce stability problems for the MRTD and LSTD approaches. Moreover, we have shown that the IDM modeling with a large number of FPs suffers from the loss of precision, and could be time-consuming. Furthermore, the difficult of handling mixed derivatives is encountered when the present IDM scheme is generalized to higher dimensions, an issue for which is fully accounted in Section 4. Thus, the IDM method is not robust enough for general electromagnetic computations. Therefore, it is of interest to seek after alternative ways. For this purpose, a hierarchical derivative matching (HDM) method is developed in the present study.
The essential motivation of the HDM method is to bypass the large size algebraic system introduced in high-order jump conditions in the IDM method. Nevertheless, the main philosophy of the IDM method is still inherited in the HDM method. In fact, an IDM with a small number of FPs is carried out in the first stage of the HDM method. The basic consideration of the HDM method is that we disassociate the matrix size involved in the IDM method and the total number of FPs. The latter is usually determined by the applications, such as the stencil length 2M being used in a specific time-domain solver. To achieve more general applicability, we always maintain the translation invariance property of the basic differential stencil, so that the total number of FPs, 2m, is still be equal to 2M. In the HDM method, we introduce a new integer parameter l, which is usually small and satisfies 1 6 l 6 m, and require the dimensional size involved in the IDM method at the first stage to be 2l, see Fig. 10 . In other words, we first establish the representation coefficients via solving an algebraic system of the IDM method for 2l nearest neighboring FPs, i.e., f mÀlþ1 ; . . . ; f mþl in Fig. 10 . We then seek for a different procedure to generate the representation coefficients for the rest 2m À 2l FPs, f 1 ; . . . ; f mÀl and f mþlþ1 ; . . . ; f 2m . It is obviously crucial that the high accuracy of the IDM method should not be destroyed in the present HDM modeling.
In the HDM method, the determination of representation coefficients for the rest 2m À 2l FPs is carried out in a recursive manner. In each recursive step, we determine only one FP at each side of the material interface. For example, we first consider the determination for f mÀl and f mþlþ1 , then for f mÀlÀ1 and f mþlþ2 , and so on. Totally m À l recursive steps are taken in this dynamic procedure. At each recursive step, the FPs with known representation coefficients are referred to as master FPs, while the two new FPs are called subordinate FPs. A pseudoprocedure of the HDM modeling is given as follows: Use known values and low-order jump conditions to determine unknowns END DO The remaining issue of the HDM method is how to determine the representation coefficients of two subordinate FPs. Without loss of generality, we take a simple case with m ¼ l þ 1 as example. Suppose that the coefficients r i;j for i; j ¼ 2; . . . ; 2m À 1 in Eq. (11) are known from the previous IDM or HDM modeling. We need to determine the rest coefficients in matrix R ¼ ðr i;j Þ, for i; j ¼ 1; . . . ; 2m. We first set r i;1 ¼ r i;2m ¼ 0, for i ¼ 2; . . . ; 2m À 1. In other words, the 2l master FPs f 2 ; . . . ; f 2mÀ1 are represented by the interior 2l grid points g 2 ; . . . ; g 2mÀ1 only. By doing this, the accuracy of the representation coefficients for the master FPs remains the same and no additional complexity involves.
We then consider using all grid points g 1 ; . . . ; g 2m to represent two subordinate FPs f 1 and f 2m . Since we have only two unknown FPs now, we can only consider two low-order jump conditions, such as zero-and first-order ones. Take H y as an example, these two jump conditions are given as
The FD approximations to Eqs. (32) on both fictitious and grid points are
Similarly, we symbolically substitute f i ¼ R i G and g i ¼ I i G into Eqs. (33) and (34) to attain 
Unlike the previous case, now R i of 2l master FPs f 2 ; . . . ; f 2mÀ1 are known. Thus, there are only two unknowns in Eqs. (35) and (36): R 1 and R 2m . Therefore, without resorting to a numerical algebraic solver, R 
For cases with m > l þ 1, we can generate coefficients R i of two subordinate FPs each time, and repeat this procedure as often as needed by means of an index replacement. It is interesting to investigate the accuracy level of the HDM method. In the first stage of the HDM method, the accuracy of the IDM modeling is clearly determined by the parameter l, i.e., it is of ð2lÞth-order. In the following HDM recursion, at the first step, the accuracy of the FD approximations considered in Eqs. (33) and (34) is of ð2l þ 2Þth-order for the two new subordinate FPs. Moreover, since the representation coefficients for the interior 2l master FPs are unchangingly shifted. The representation accuracy of these 2l master FPs is maintained as ð2lÞth-order, so that the final accuracy of entire HDM modeling remains as ð2lÞth-order. The same conclusion can be drawn for the rest recursive steps. Therefore, the numerical accuracy of the HDM method is solely determined by the parameter l. In other words, the HDM method is capable of maintaining the high accuracy of the IDM method when introducing more FPs.
Apart from the formal order of accuracy, the numerical computations are usually subject to many other error sources, such as the round-off error due to the finite precision limit. It has been found that when m is large, the IDM method may lose the precision, owing to the round-off error. However, for the HDM method, the FD approximations to very high-order derivatives are avoided so that the problem of roundoff error accumulations is well under controlled. Consequently, the HDM method is well suited for applying to problems requiring a large m. Meanwhile, since the resolution of a big algebraic system is not required in the HDM method, the HDM method usually is much faster than the IDM method to generate a large number FPs. For example, a few hours are required for the IDM method when m ¼ 32, while for the HDM method by using m ¼ 32 and l ¼ 8, 1 or 2 min CPU time would be enough. Therefore, the HDM method is an efficient means for enforcing jump conditions to high-order accuracy.
As the stability of IDM method was one of concerns for the motivation of the HDM method, we examine the stability of the HDM and see whether there is any improvement in the stability. Similar to the IDM method, the HDM method is found to be free of additional stability problem when applying to the high-order FDTD methods. It is of great interest to investigate the stability of the MRTD and LSTD approaches when the HDM modeling is considered. It is found from our analysis that the MRTD method with the HDM could be conditionally stable when l is small, see Fig. 11 . In particular, after the HDM modeling, the MRTD method can still have the same stability condition when l 6 3, for 8 6 M 6 16. However, when l P 4, the scheme becomes unconditionally unstable again.
Similarly, the LSTD method becomes more stable with the HDM than with the IDM. In Fig. 12 , the spectral radius for the LSTD with M ¼ 16 and different r values is shown. For each parameter r, the maximum l of the HDM method which produces stable approximation is considered. Recall that in Fig. 9 , when a larger r is used for a fixed M, the chance of the LSTD method with the IDM to be unstable could be larger. The similar finding is still valid for the LSTD method with the HDM, if we consider r being increased with fixed M and l. On the other hand, similar to the MRTD method with the HDM, it is found in our studies that the possibility of the LSTD method with the HDM to be stable is increased if a smaller l is used for given M and r. Therefore, for a fixed M, when r increases, in order to maintain the stability of the entire approximation, a smaller l has to be employed, as can be seen clearly from Fig. 12 . It should be emphasized that for M ¼ m ¼ 16, the parameter r could be even larger than 2.8, if a smaller l is used. In fact, the range 2:3 6 r 6 2:8 is sufficiently large for the purpose of selecting optimal r values of the DSC algorithm with M ¼ 16 for scientific computing [24, 54] . Similar findings also hold for different M values. It is also noted that the situation in which the approximation is still conditionally stable, but with a more severe constraint, does not appear in the LSTD method with the HDM. In general, one can draw the conclusion that the time-domain solvers of Maxwell's equations with the HDM method are usually more stable than those with the IDM method.
The studies on the accuracy and stability of the HDM method also reveal rules of selecting the parameter l in the HDM modeling. The general guideline is that, when a higher accuracy is expected, a larger l should be chosen, while when a more stable scheme is required, a smaller l could be a better choice. In real world applications, one should properly choose l in the HDM modeling according to the nature of the problem under consideration, and the time-domain solver being employed.
In comparing with the IDM, the HDM method is more efficient and stable, thus more robust for applications in CEM. Nevertheless, due to a small l is typically employed, the order of accuracy of the HDM method is usually lower than that of the IDM method. A recursive procedure is introduced in the HDM method to increase the applicability of the IDM method. Alternatively, we note that using different iteration schemes characterized by the matrix sizes is another possible way to resolve function values at subordinate FPs. As well, an iteration procedure might even improve the accuracy of the HDM method. However, this has not been tested yet.
In summary, both the IDM and HDM modelings have their own merits and limitations. Nevertheless, the IDM method can be regarded as a special case of the HDM method with m ¼ l. In fact, by selecting the parameter l, one can freely choose between two modelings without any need to change one's computer code, while the selection of accuracy and stability should be guided by the nature of the problem under study. Thus, without loss of the generality, we could refer to both HDM and IDM modelings as the HDM method.
Further numerical tests
We explore the numerical performance of the HDM method for CEM in this subsection. Two model problems studied in Section 3.2 are investigated by using the HDM method with a large number of FPs. The results of the HDM method for cases with large m ¼ M are given in the HDM method performs very well for cases with a large number of FPs, in terms of both efficiency and accuracy, for both the 1D and quasi-1D model problems, as expected. Our stability analyses demonstrate that the MRTD with the IDM is always an unstable procedure, while the MRTD with the HDM could be a stable scheme. Thus, by using the HDM modeling, the MRTD method could be applicable to inhomogeneous electromagnetic computations to achieve high accuracy. We thus consider two model problems by using both the MRTD and LSTD methods together with the HDM, see Table 6 . For the 1D model problem, it can be seen from the table that after using the HDM method, the MRTD results generally become more accurate. Significant improvement in accuracy is also observed for the LSTD method. Furthermore, for both cases with and without the HDM method, the LSTD results are much more accurate than those of the MRTD. This finding is consistent with outcomes presented in [26] .
For the quasi-1D model problem, however, it is found that the stability condition of both time-domain approaches is generally more severe than that for the 1D model problem. This is probably owing to the discontinuous nature of the solution. By using the MRTD method with the HDM, the entire approximation is stable only when l ¼ 1. Consequently, the accuracy of the MRTD method with the HDM is quite low. Hence, a fine grid resolution with N ¼ 200 is employed in the MRTD method for the quasi-1D model problem in Table 6 . It can be seen from Table 6 that by using M ¼ 16, the MRTD results become much better when the HDM modeling is carried out. However, the MRTD results with M ¼ 8 are all quite inaccurate no matter whether the HDM is applied or not. For the same quasi-1D model problem, by using the LSTD method with the HDM, extremely accurate results can be obtained again with N ¼ 100. In fact, the results of the LSTD method with the HDM for the quasi-1D model problem are quite close to those for the 1D model problem, albeit now the scheme has a slightly more severe stability constraint. In general, the numerical studies considered in Table 6 well demonstrate the robustness of the HDM method for electromagnetic applications.
Before considering the extension of higher dimensions, it is commented that there is a family of DM schemes that can be developed to generalize the FDTD for handling material interfaces. Essentially, this family of schemes makes use of different numbers of FPs to achieve a given order of accuracy, and for a given number of FPs, complements by appropriate one-sided FD approximation of derivatives near the interface. Therefore, the first scheme of the family uses only the zeroth order DM condition, fully one-sided approximations and no FP, whereas the last scheme is the present HDM method which uses the largest number of FPs as well as largest number of DM conditions and no one-sided approximation. It is expected Table 6 The L 2 errors at t ¼ p by using both the MRTD and LSTD approaches together with the HDM method Here, x % 5:07218116182516 and x % 5:05589071456588 for the 1D and quasi-1D model problem, respectively. For the LSTD method, conventionally used parameter values of r are employed. Here Dt ¼ p Â 10 À4 and m ¼ M. A fine resolution N ¼ 200 is employed in the MRTD method for the quasi-1D model problem. In other cases, a normal resolution N ¼ 100 is used. that the numerical stability and robustness of this family of schemes vary from scheme to scheme. The flexibility of being implemented in 3D modeling is another criterion for accessing these schemes. Obviously, it is both interesting and important to systematically investigate this family of methods in the future.
Beyond one-dimension
We explore the use of the HDM modeling for 2D electromagnetic applications in this section. First, the complexity and difficulty of DM modeling in 2D are analyzed in detail. The use of central FD approximations for 2D DM is explored and a simple quasi-fourth-order scheme is then introduced. A general 2D HDM method is presented. For simplicity, the basic time-domain solver is fixed to be the standard FDTD method in this section, although the proposed DM methods may also be applied to other high accuracy time-domain approaches. The idea underlying the present 2D studies in this section could be similarly extended to a general 3D scenario.
2D considerations
In this section, we consider the 2D TM equation (2) for ðH x ; H y ; E z Þ in the vector form 
It is supposed that the media are non-magnetic with l ¼ 1 and are homogeneous in the y-direction. Similar to the 1D cases, the electric permittivity is a piecewise constant with two values 1 and 2 in the x-direction. Again, we assume that the interface is at x ¼ n. The case that there are multiple interfaces can be similarly treated. The notations for A 1 , A 2 , B 1 and B 2 can be similarly defined. Following the convention of CEM, a 2D staggered grid is used for the fields E z , H x and H y [24] [25] [26] . We first establish physical jump conditions at x ¼ n. It is worthwhile to note that we have three conditions for three field components in each order of jump conditions. Among them, only two conditions are employed in the DM modeling, because such a modeling is carried out for E z and H y only. For the field component H x , since derivative of H x with respect to x is not required to be evaluated in the resolution of the TM equation (2), it is not necessary to conduct a DM modeling for H x .
The zeroth-order jump condition states that the fields are continuous across the interface
Similar to the 1D case, the first-order time derivative of q is also continuous across the interface. Thus, we have the first-order jump condition
More insights can be gained if we rewrite condition (40) 
Since the media are homogeneous in the y-direction, the derivatives of fields with respect to y are continuous throughout the domain. Therefore, condition (41) is trivially valid. The condition (42) is also trivial, since it is the same as its counterpart in the 1D case. However, the third condition (43) is genuinely nontrivial, because of the term ðo=oyÞH x . This condition is identical to the corresponding 1D jump condition only when ðo=oyÞH x ¼ 0, which, however, is not true for general 2D applications. Therefore, one has to consider the derivative approximation in the y-direction along the interface x ¼ n in the 2D DM modeling. This is dramatically different from the 1D studies and introduces considerable difficulties, even though ðo=oyÞH x is continuous along x-direction at x ¼ n.
Similarly, the second-order and the third-order jump conditions can be given as
In the explicit form, we have 
It is noted that in order to numerically deal with these conditions, cross derivatives, such as ðo 2 =oxoyÞH y , are required to be discretized. To approximate a cross derivative by using x and y differential kernels with length being, respectively, 2M x and 2M y , a total number of 4M x M y grid points is involved. Obviously, the computational cost is then extremely expensive, especially when M x and M y are quite large. In viewing this, in the 2D BPS method [40] , only one FP at each side of the interface was considered for each field component. Consequently, only the zeroth and first-order jump conditions were used so that the approximation of cross derivatives involved in second or higher-order jump conditions is simply avoided. In the present study, we tentatively explore the discretization of the cross derivatives in low-order jump conditions in the next subsection, before a different consideration is taken.
A quasi-fourth-order scheme
In the embedded FDTD methods [4, 45, 46, [48] [49] [50] [51] , one-sided approximations and extrapolations are typically employed to uniformly achieve up to fourth-order of accuracy. It is well known that compared to one-sided derivative approximations, the central approximations are usually more accurate as well as more stable. In the 1D case, we have demonstrated that by using central approximations in the HDM/IDM modeling, one can easily generate embedding FDTD methods systematically to high-order accuracy. It is thus of great interest to explore if we can achieve higher-order accuracy by considering only central approximations for the 2D DM modeling in this subsection. In particular, we consider the use of up to thirdorder jump conditions to construct a fourth-order DM scheme in 2D.
We first consider the DM modeling for E z . Similar to the 1D case, we do not require that the interface be laid on the grid nodes. For a fourth-order scheme, two FPs at each side of the interface are needed. The x derivatives involved in up to third-order jump conditions can be similarly dealt with. However, two terms involving y derivatives are also presented in these jump conditions, i.e., o 2 E z =oy 2 and o 3 E z =oxoy 2 , which demand additional attention. It can be derived that these two derivatives are continuous across the interface x ¼ n. For simplicity, we consider the discretization of o 2 E z =oy 2 here. The modeling of o 3 E z =oxoy 2 can be similarly carried out.
At the interface x ¼ n, we have,
Thus, Eq. (48) can be rewritten as
Since the second term on the right-hand side of Eq. (52) is not defined by one-sided limitation, the simplest way to discretize this term is to consider it in numerical approximation of the TM equations, rather than in the DM modeling. In other words, in the DM modeling we regard the whole term ðo 2 =oy 2 ÞE z ðn; tÞ as one independent variable. The representation of f i by g i is then modified by adding a new term in the summation
oy 2 E z ðn; tÞ for i ¼ 1; 2; 3; 4;
where r i;j are representation coefficients. The extra coefficients r i;5 can be similarly determined as r i;j in the DM modeling. It is noted that this DM procedure is computationally efficient, since it is equivalent to increase one more grid point and maintain the same number of FPs in comparing with the 1D DM modeling. Furthermore, this procedure is numerically attainable. However, this procedure calls for the need of evaluation of o 2 E z ðn; tÞ=oy 2 at each time step in the time-domain computation. In general cases that the interface x ¼ n is not on the E z nodes, an interpolation along the x-direction across the interface has to be resorted to estimate o 2 E z =oy 2 . Unfortunately, such an approximation is at most second-order accurate for the given set of stencils, just like the direct discretization of Maxwell's equations. Therefore, in order to achieve higher-order accuracy by using a Cartesian grid, this simple procedure is not applicable. Alternatively, we consider the discretization of the y derivatives, o 2 E z =oy 2 and o 3 E z =oxoy 2 , in the DM modeling.
To discretize two derivatives, o 2 E z =oy 2 and o 3 E z =oxoy 2 , by using central FD approximations up to the fourth-order of accuracy, at least 20 grid points are required for computing E z , see Fig. 13 . In our 1D DM method, each FP is assumed to be on the same position as one corresponding grid node. However, it is impossible to do so in the 2D DM modeling. The calculation of 20 FPs is obviously quite expensive. Furthermore, there are only four jump conditions, so that the algebraic equations for the rest 16 unknowns are absent unless one-sided approximations are used, which is explored in the next subsection. Note that making use of higher-order DM condition places a requirement for an even larger computational support, i.e., more FPs, in order to maintain the accuracy. Hence, there is always an inconsistency between the order of accuracy and the number of FPs in 2D central approximations. Therefore, in the present 2D study, we make use of only four FPs, together with 20 grid points, see Fig. 13 . As a consequence, we have to choose Eq. (52) rather than Eq. (48) to be discretized. In Eq. (52), the y derivative o 2 E z =oy 2 is not defined by onesided limitation, so that it is natural to discretize this term by the original grid points only. On the other hand, if we consider Eq. (48), we must use both FPs and the original grid points to approximate o 2 =oy 2 E z ðn À ; tÞ and o 2 =oy 2 E z ðn þ ; tÞ. For the same reason, since the differentiation over y in o 3 E z =oxoy 2 is continuous across the interface, we also rewrite the jump condition for it in the form of Eq. (52), and discretize the new condition. In summary, only four FPs are utilized to approximate all terms that involve purely x derivatives in the jump conditions, as in the 1D DM modeling, while 20 original grid points are used for approximations of the rest terms involving y derivatives. As a result, an 80 Â 80 algebraic system is constructed, whose solutions are desired representation coefficients.
The DM modeling for H y can be similarly carried out. The number of FPs is still 4, however, at least 36 grid points are required now since we also need to discretize derivatives of H x on staggered nodes. Similarly, four FPs are employed in the approximation of x derivatives in the jump conditions. Jump conditions involving y derivatives and derivatives for H x are rewritten in the form of Eq. (52). We then discretize these derivatives by using the original grid nodes only. The size of the resulting algebraic system is 144 Â 144. However, it is noted that now some derivatives, such as o 3 H x =ox 2 oy, are actually discontinuous at the interface, so that certain reductions of accuracy are encountered in the approximation of these terms by using the original grid points. We numerically investigate this issue later. Surely, as an academic exercise on data structure and coding, the treatment of mixed derivatives can still be improved in many different ways. However, as complicated as it is, it is somewhat impractical to further pursue these alternatives.
By combining the DM modelings for both E z and H y , and by considering a standard fourth-order FDTD scheme, a new high-order central FDTD scheme is obtained for Maxwell's Eq. (2) . Although the development of this scheme is aimed to fourth-order of accuracy, certain reductions in accuracy are introduced in the DM modeling for H y . Therefore, this scheme is referred to as a quasi-fourth-order DM (Q4DM) method. Compared to the fourth-order embedding schemes [4, [48] [49] [50] [51] , the proposed Q4DM scheme might be technically more complicated and numerically less accurate. However, the proposed method has promising to be applied to more complex geometries, since it is designed on a simple Cartesian grid and does not require the interface to be on the grid.
The present study provide us a deep appreciation of difficulties and remaining problems in the 2D DM modeling. In addition, the 2D DM modeling is also found to be quite complex from the viewpoint of programming. In the 1D case, the high-order jump conditions can be easily generated. Moreover, these conditions only involve derivatives with respect to x. Thus, it is quite easy to write a code to construct these jump conditions. However, in the 2D case, various different cross derivatives appear each time when we consider a new jump condition. Computationally, these cross derivatives are better to be represented via a symbolic language, such as MAPLE. If the construction of these jump conditions are handled by a FORTRAN code, well-designed data structure is indispensable, which is quite difficult for programming and would be extremely time-consuming. This difficulty restricts the use of high-order jump conditions in the 2D DM modeling.
Similar to 1D studies, it is also interesting to examine if the present Q4DM scheme can be extended to high-order systematically. However, besides the associated complexity, such a generalization by considering high-order jump conditions might not be able to achieve high-order of convergence eventually, simply because the more and more cross derivatives being discretized on the original grid are actually discontinuous. Therefore, we do not consider the generalization of this Q4DM scheme to higher order along this line. Alternatively, in order to achieve high-order of accuracy, one-sided approximation is considered in the 2D DM modeling in the next subsection, similar to the embedding FDTD schemes [4, 45, 46, [48] [49] [50] [51] and the 2D BPS method [40] .
2D HDM method
A 2D HDM method based on the use of one-sided FD approximations is investigated in this subsection. Due to the complexity of using high-order jump conditions, only low-order jump conditions are considered for simplicity. The resulting HDM method could be very similar to the counterpart of the explicit DM method consider in [40] , i.e., only two FPs and two jump conditions are considered for each field component. However, in order to maintain the general applicability of adopting the scheme in various timedomain methods and the simplicity of using structured grid, a uniform staggered grid system, with the FPs located at the same positions as the corresponding grid nodes, is still employed in the present 2D DM method. Obviously, certain instability issues would correspondingly arise. We also explore this issue later.
We first select low-order jump conditions. For H y , the zeroth and first-order jump conditions, Eqs. (39) and (43) , are considered. For E z , to avoid trivial conditions, we choose first and second-order jump conditions, Eqs. (42) and (48) . These four jump conditions are employed throughout the 2D HDM modeling.
Two y-direction derivatives involve in these four conditions, i.e., ðo=oyÞH x ðnÞ and ðo 2 =oy 2 ÞE z ðnÞ. Note that these two terms are continuous at the interface x ¼ n. Thus, we rewrite the jump conditions (43) and (48) 
For simplicity, in approximating the two y derivatives in the present 2D HDM method, we assume the interface x ¼ n laid on some E z nodes. It is noted that, in a 2D staggered grid system [24] [25] [26] , if the interface x ¼ n is on some E z nodes, it is also on some H x nodes. Therefore, by using a body-conformed structured grid with some E z (H x ) nodes on the interface, the evaluation of two y derivatives ðo=oyÞH x ðnÞ and ðo 2 =oy 2 ÞE z ðnÞ at each time step could be quite straightforward and extremely accurate. However, we also note that the present HDM scheme is then not suitable for general Cartesian grids, but is just applicable to body-conformed structured grids, similar to the fourth-order embedding FDTD schemes [48] [49] [50] [51] .
In numerical computation, we regard two derivatives ðo=oyÞH x ðnÞ and ðo 2 =oy 2 ÞfsE z ðnÞ as independent variables, and simply calculate their representation coefficients in the DM modeling. For instance, we consider the IDM modeling for E z here. Apart from two FPs, we need 2l grid points to form the one-sided approximation, see Fig. 14 . We denote the y derivative term ðo 2 =oy 2 ÞE z ðnÞ as g e . Visually, g e can be just thought as an extra grid point, as shown in Fig. 14 . Then, the jump conditions Eqs. (42) and (54) 
where one-sided FD weights w ðkÞ j;i for i ¼ 1; . . . ; l þ 1, j ¼ 1; 2, and k ¼ 1; 2 can be generated by using the fast algorithm presented in [61] . Here the subscript j represents the first or second order derivative approximation, and i is for grid index. The superscripts (1) and (2) are followed from the permittivities 1 and 2 . The representation coefficients for two FPs can be simply solved from Eqs. (55) and (56) . The similar IDM modeling can also be carried out for H y . The IDM modeling of E z and H y constitutes the first stage of the proposed 2D HDM method, see also Fig. 14. Similar to the 1D HDM method, in stage two, the representation coefficients of total 2m FPs are calculated via a hierarchical procedure, and usually we have m ¼ M x . The procedure is recursive, with only two new representation coefficients being sought at each step. The one-sided FD approximations used in each step can be similarly formulated as in Eqs. (55) and (56) . Again, these FD approximations are of higher order accuracy than those in stage one. It is noted that during the hierarchical procedure, the number of grid points is kept the same as in stage one, i.e., 2l, see Fig. 14 . Thus, l > m is admissible in the 2D HDM method. This is different from the 1D HDM method. The 2D HDM modeling stops if l P m. If M x ¼ m > l, one additional stage, the stage 3 of the HDM method, is invoked, in which both numbers of FPs and grid points are increased and central FD approximations are employed, see Fig. 14. In such a case, we have l ¼ m as in the 1D HDM method. It is obvious that the computation in the present HDM is in much spirit of that in the 1D HDM method. Thus, it is also quite simple as well as efficient. However, it is well known that one-sided approximation becomes unstable very soon when l is large. It is thus interesting to carry out a stability analysis of the present 2D HDM modeling. We first consider the stability issue of the FDTD methods without the HDM method. Similar to 1D studies, we represent the complete spatial approximation to the right-hand side of Eq. (37) by a matrix S, then the semidiscrete form of Maxwell's Eq. (37) can be given as
where we assume D ¼ Dx ¼ Dy for simplicity. The vector Q contains all unknowns in E z , H x , and H y , and its size is determined by the size of computational domain N x Â N y . Similarly, the full discretization form combining both the RK4 temporal integration and the spatial approximation in Eq. (57) can be rewritten as
The time-domain computation is stable if the spectral radius of S 0 satisfying q S 2D FDTD method without the HDM is still that for 1D, i.e., Eq. (31). This has also been numerically verified.
We then consider the stability condition of the FDTD method with the 2D HDM modeling. The plots of q S with m ¼ l ¼ 2 and m ¼ l ¼ 4 are also shown in Fig. 15 . It can be observed that when l ¼ 2, q S also converges to q 1 as D ! 0. But when l ¼ 4, it converges to a value which is slightly larger than q 1 . In fact, when l is increased further, the q S can be much larger than q 1 , see Fig. 16 . A fixed grid resolution with D ¼ 0:025 is used for all cases in Fig. 16 . It is found in our analysis that when l 6 8, the FDTD approximations can be conditionally stable. For these stable schemes, the stability constraint usually becomes more severe when l is increased, and we have roughly, 
In other words, the stability condition by using the 2D HDM with l 6 8 can be simply estimated by calculating corresponding q S . This finding holds not only for M x ¼ 1; 2, and 4 but also for a larger M x .
However, when l > 8, the FDTD approximation with the 2D HDM could be unconditionally unstable, even though no abrupt changes appear in q S curves in Fig. 16 . Instead, there are some significant changes in eigenvalues of S, i.e., k S j . By considering a resolution with D ¼ 0:05, we have examined the real parts of k S j for different l. When l 6 8, except at most a few k S j , most of eigenvalues have zero real parts. Moreover, the real parts of those exceptional k S j are of small magnitudes. However, when l > 8, the real parts of at least half eigenvalues are not zero, but of magnitude ranging from Oð10 À13 Þ to Oð10 À15 Þ. Furthermore, quite a few eigenvalues even have real parts which are significantly larger (or smaller) than zero. Consequently, the corresponding spectral radius of S 0 , q S 0 , is always larger than unit no matter how small Dt is. Thus, the numerical approximation becomes unconditionally unstable, as confirmed in our numerical experiments. The same results are also valid for a larger M x . Therefore, l ¼ 8 might be the highest value which still produces a stable discretization for the 2D HDM method. We thus choose up to l ¼ 8 in our following numerical studies for achieving the best accuracy. It is believed that the present stability analysis has significantly enhanced our understanding of the potential and limitation in constructing high order embedded FDTD methods.
The advantages of the HDM method, compared to the Q4DM scheme, are its simplicity in programming and capability to achieve high-order accuracy. However, the requirement of a body fitting structured grid system may weaken its applicability to general electromagnetic problems. Furthermore, since the one-sided approximation becomes unstable as l is quite large, it is impossible to systematically generate arbitrarily high-order schemes within the framework of the proposed HDM method, at least in principle. Finally, it is noted that in 1D cases, the HDM method can be regarded as a supplement to the IDM method in some sense. However, in 2D cases, the hierarchical method plays a fundamental role for generating high-order embedding methods in the DM modeling. For 3D real applications, the HDM method is expected to be more promising.
Numerical studies
We numerically investigate the performance of proposed two schemes for 2D electromagnetic applications in this subsection. The standard high-order FDTD methods are employed for basic spatial discretization, although other highly accurate time-domain approaches, like the MRTD and LSTD methods, may also be employed. The time stepping method is still the RK4 scheme. Similar to 1D studies, boundary extensions are used to impose the PEC conditions.
The first problem being considered has a PEC-bounded domain X ¼ fðx; yÞ j 0 6 x 6 5=4; 0 6 y 6 1g. The permittivity is defined by ¼ 2 if 0 6 x 6 & where a
Þ, cosð 5a 2 4
Þ ¼ 0. As in [49] , the first set of parameters to be tested is chosen as 1 
p. We first examine the convergence rates of two x derivative approximations in the Q4DM method. The errors of spatial discretizations of oE z =ox and oH y =ox are computed by using the proposed Q4DM scheme with exact field values of E z and H y at a fixed time, say t ¼ 0:1. The numerically tested convergence rates in the approximation of oE z =ox and oH y =ox are listed in Table 7 . Here, a quite long differential stencil in y direction with M y ¼ 8 is used such that the spatial discretization errors are introduced mainly by the approximation of x derivatives. It is clear from Table 7 that the approximation of oE z =ox is around fourthorder. However, the order of accuracy is only around 2.5 for the approximations to oH y =ox. This confirms our previous discussions that the approximation of cross derivatives which are discontinuous at the interface x ¼ n by using solely the original grid nodes introduces certain reductions in accuracy. Fortunately, such reductions are not too grave, so that the overall convergence rates of the interested field components E z ; H x and H y are still quite close to fourth-order, see Table 8 . Thus, numerical results of the Q4DM method in Table 8 justify its quasi-fourth-order accuracy. Meanwhile, it is noted that the Q4DM method performs well for both cases where the interface is either on some E z nodes (i.e., cases whose N x take odd integers) or not (i.e., cases whose N x take even integers).
We next study the same 2D problem by considering the 2D HDM method. Following the above discussions, a maximum value of parameter l is chosen, i.e., l ¼ 8. The numerical results for different M x ¼ m are given in Table 9 . It is clear that for M x ¼ 1, 2, and 4, the numerically tested convergence rates are almost identical to the theoretical ones, see also Fig. 17 . For M x ¼ 6 and M x ¼ 8, it is found that both numerical accuracy and numerically tested rates for these two cases are exactly identical, except when the limit of Here M x ¼ 2, and a longer differential kernel is used in y direction with M y ¼ 8. Two types of grid resolutions, i.e., E z nodes being coincided with the interface x ¼ n (N x take odd integers) or not (N x take even integers), are considered. The rest parameter setting is the same as that in Table 7. double precision is reached. This suggests that the accuracy of both schemes is limited by that of the 2D HDM with l ¼ 8. The theoretical order of accuracy of M x ¼ 6 and M x ¼ 8 should be, respectively, 12 and 16, which, however, are higher than the numerical convergence rate of the HDM method. Therefore, the numerically tested order of accuracy for both schemes is about from 10.2 to 10.8 for the present problem. Since a maximum l ¼ 8 is employed in the 2D HDM, the order of 10.8 might be the highest that the present HDM scheme can possibly achieve for this problem. Similar to the 1D case, we note that in Table 9 when ðN x ; N y Þ ¼ ð201; 161Þ, our 12th order HDM (M x ¼ 6) could be about 10 7 times more accurate than our fourth order one. It is interested herein to compare the efficiency of these two schemes. For simplicity, we focus only on the L 2 errors of E z , since those of H x and H y follow the same pattern. In Table 9 , by using Dt ¼ 2:5 Â 10 À4 and ðN x ; N y Þ ¼ ð201; 161Þ, the error of the 4th and 12th order schemes is 8:93ðÀ8Þ and 1:33ðÀ14Þ, respectively, while the CPU time is 6.7 and 8.5 min, respectively. The CPU time is recorded on the same Sun workstation (Blade 2000) and two schemes are generated by the same code. In an ideal case, it takes slightly more than 5 mesh refinements in order for the 4th order scheme to reduce the error from 8:93ðÀ8Þ to 1:33ðÀ14Þ, and finally mesh size ðN x ; N y Þ should be about ð10231; 8185Þ, see Table 10 . Basically, for refinement 1-5, when the mesh size is doubled, the error will be divided by 16 (4th order scheme, 2 4 ¼ 16) and CPU time will be multiplied by 4 (2D computation, 2 2 ¼ 4). The last refinement is targeted to an error of 1:30ðÀ14Þ, and thus the CPU time is estimated to be 17416.4, which is about 2048 times of the CPU time used by the 12th order scheme, 8.5 min. Therefore, an efficiency gain factor about 2048 could be achieved by using the 12th order HDM instead of the 4th order one for this particular problem.
In the following, we will show based on numerical experiments that this efficiency estimate is very conservative. Conducted on the same machine, numerically tested accuracy and CPU time are reported in Table 10 . It is seen from Table 10 that, for refinements 1-4 the estimated errors are in excellent agreement with the experimental ones. Moreover, the general pattern of the experimental CPU time also follows our estimation. Although the experimental CPU time is slightly larger than the estimated one, it increases by a factor slightly larger than 4, when the mesh is doubled in each dimension. The same CPU pattern has been observed when different workstations (Sun Blade 1000) are used.
Furthermore, the estimated CPU time should be even larger, if the stability constraint is taken into account. In the previous estimation, a fixed Dt ¼ 2:5 Â 10 À4 is assumed, while Dt should satisfy the stability condition (58) . In the present case, ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi minflg p ¼ 1, and q S can be observed from Fig. 16 to be around 4 for M x ¼ 2 and l ¼ 8. Thus, we have approximately Dt < 0:7Dx, which has been numerically validated. Then, it can be easily shown that one has to reduce the Dt to about 1:3 Â 10 À4 for the refinement 5, i.e., ðN x ; N y Þ ¼ ð6401; 5121Þ, otherwise the scheme will be unstable. Similarly, the time step for refinement 6 has to be reduced to about Dt ¼ 8:5 Â 10 À5 as the scheme is limited by the stability. As a consequence, about 2.94 times of the originally estimated CPU time are required for our 4th order scheme to reach the accuracy attained by the 12th order scheme. Therefore, the efficiency gain factor of the 12th order scheme over the 4th order scheme could be about 6024, if the stability constraint is taken into account. The numerical demonstration of refinements 5 and 6 in Table 10 has not be carried out because their memory requirement is larger than 2 Gbytes, which is beyond the limit of our workstation. However, it is straightforward to verify our estimation when a better computer is available.
A comparison of the performance between the Q4DM and the 4th order 2D HDM is in order, as the accuracy of the former is questionable due to its approximation nature. This can be done by comparing Tables 8 and 9 . It turns out that in fact, the accuracy of the Q4DM is very close to that of the 2D HDM at the corresponding approximation order. This might be due to the central schemes used in Q4DM which are in general more accurate than one-sided approximations. Therefore, we believe that Q4DM is also a successful scheme whose accuracy is compatible with other 4th order schemes in the literature [4, [48] [49] [50] [51] .
It is interesting to consider a high frequency wave study for the present problem to further explore the numerical performance of the 2D HDM method. The parameters of the problem are chosen as 1 
The numerical results are given in Table 11 . For the short wave problem, we also find that the 2D HDM method with M x ¼ 6 and M x ¼ 8 has an identical convergent rate, which is around 9.7.
We further examine the numerical performance of two proposed schemes by considering another 2D electromagnetic problem. In this problem, a lossless dielectric with a relative permittivity of 2 is enclosed by air in x direction, and the media are nonmagnetic and homogeneous along y direction. The computational domain X ¼ fðx; yÞjjxj 6 1; jyj 6 1g is enveloped by PEC walls. The permittivity is given as ¼ 2 if Þ sinðx 1 ðx À 1ÞÞ sinðx y yÞ cosðxtÞ; 1 2 < x 6 1jyj 6 1; In the first test case, we choose x y ¼ 2p to satisfy the PEC conditions on y ¼ AE1. Correspondingly, x % 9:07716175885174. An example plot of analytical solutions is shown in Fig. 18 .
Numerical results of two proposed schemes for this case are listed in Table 12 . Again, the HDM schemes with both M x ¼ 6 and M x ¼ 8 yield almost the same accuracy and convergence rate. It is also noted that now the HDM method with l ¼ 8 produces a higher order accuracy than in the previous example, i.e., about 12th-order. It is also clear that in Table 12 , the HDM method is much more accurate than the Q4DM scheme.
We then study two proposed schemes for a high frequency setting. By using x y ¼ 5p, we have x % 16:81412105455500. The numerical results of this case are given in Table 13 . Essentially, the results of both schemes are similar to those in Table 12 . CPU time of two methods is also given in Tables 12 and 13 . The CPU time is smaller than the HDM method. However, if the same accuracy level is required to be achieved, the 2D HDM is significantly more cost-efficient than the Q4DM. On the other hand, it is noted that, although the Q4DM method is slightly less accurate, it possesses better applicability for general 2D electromagnetic structures. This suggests that there exists a tradeoff between the robustness and accuracy (thus cost-efficiency) for selecting these 2D time-domain approaches. The 2D HDM method can be applied to quite general electromagnetic problems, and it can always achieve very high accuracy, as shown in Tables 12 and 13. Therefore, the HDM method well balances the tradeoff between robustness and accuracy, and is a better time domain approach in terms of both properties.
Conclusion
In the present work, the well-known difficulty [4] of constructing Maxwell's equation solvers that are of higher order than previous fourth-order embedding finite difference time-domain (FDTD) methods [4, [48] [49] [50] [51] at material interfaces has been overcome. A systematic procedure via a series of novel hierarchical derivative matching (HDM) is proposed to construct numerical schemes that greatly exceed the convergence rate of the previous fourth-order methods. Our studies start from onedimensional (1D) electromagnetic applications. The fundamentals of the derivative matching (DM) are discussed in detail. An implicit derivative matching (IDM) method is proposed as a general high accuracy time-domain approach, based on a simple structured or Cartesian grid. To address the potential stability problems arising in numerical studies, comprehensive stability analyses are considered for time-domain computations and the IDM modeling. A novel HDM is then proposed to achieve better stability and robustness. Numerical tests are carried out to validate new formulations and schemes. Extensions of the DM to two-dimensional (2D) electromagnetic problems are studied in detail. Two new schemes, a quasi-fourth-order derivative matching (Q4DM) scheme and a 2D HDM method are presented. The rationale, stability, merits, and disadvantages of each method are analyzed in detail. Such analysis has significantly extended our understanding of availability and limitation of high order embedded FDTD methods. Similar to the previous fourth-order embedding FDTD methods, a single staggered, structured grid is typically employed for the present 2D HDM method. However, since the central finite difference scheme is utilized in the whole domain, the proposed schemes reduce to the standard high-order FDTD methods without material interfaces. Several inhomogeneous interface problems are considered to demonstrate the numerical performances of the two 2D schemes. It is well known that the direct time-domain electromagnetic computation in inhomogeneous media exhibits only first order of accuracy, even though a high-order spatial discretization scheme is used [4] . To restore the high accuracy of a high-order spatial approximation scheme, subtle numerical modelings near material interfaces are indispensable for addressing the loss of regularity of field components across the interfaces [4] . In computational electromagnetics (CEM), several interesting interface schemes have been manually constructed [4, 39, 40, 45, 46, [48] [49] [50] [51] . However, the extension of these promising schemes to arbitrarily high order would be quite empirical and mathematically complicated [4] if is not impossible. Motivated by a novel explicit DM method presented in [39, 40] , an IDM method is introduced in the present study. By correctly enforcing the physical jump condition at material interfaces, the IDM method can be applied to general time-domain approaches, such as the multiresolution timedomain method and the local spectral time domain method to restore high-order accuracy. The modeling of the IDM results in local modifications of the differential stencils near the interfaces, similar to the embedding FDTD schemes [4, 45, 46, [48] [49] [50] [51] . Therefore, the IDM method yields an excellent way to systematically generalize the embedding FDTD scheme to higher orders. Compared with the explicit DM method in [39, 40] , the IDM method could be more efficient for long time wave simulations, and can be applied to more general electromagnetic applications, e.g., it can be used in an implicit timestepping scheme or numerical solution of frequency-domain CEM problems. Furthermore, the analysis of stability issues of the IDM method can be easier than that of the explicit DM, due to the implicit nature of the IDM. A comprehensive stability analysis of the IDM method is carried out in the present work. However, a direct IDM modeling is found to be quite difficult in 2D studies, due to the presence of mixed derivatives. As a result, only a Q4DM scheme is constructed in 2D by using the IDM approach.
A novel HDM method is also introduced in the present paper. In 1D cases, the HDM method can be viewed as a good supplement to the IDM method in some sense. In particular, the HDM method is computationally more efficient and robust than the IDM method for problems requiring a large number of fictitious points. Thus, it is well suited for large scale electromagnetic problems. The HDM method is also found to be more stable than the IDM method so that it can be easily applied to various high accuracy time-domain Maxwell solvers. The importance of the HDM method becomes more significant in 2D simulations. The 2D HDM is constructed by using high order one-sided approximations and the first two sets of DM conditions. In 2D cases, the hierarchical modeling is found to be the best approach for the purpose of designing ultra high order DM schemes for general time-domain Maxwell's solver. By employing one-sided approximations, the proposed 2D HDM method can achieve up to 12th order of accuracy in numerical computations and is based on a simple structured grid. In terms of accuracy, costefficiency, stability and applicability, the HDM method is the best DM method for generating ultra high order 2D embedding FDTD methods. For 3D real applications, the use of HDM method is expected to be more promising.
The main purpose of this paper is to introduce the hierarchical DM methods for the purpose of achieving high-order accuracy in numerical solution of time-domain Maxwell's equations with material interfaces in the framework of FDTD. Many important issues have not been touched, although possible extensions of the present work are briefly discussed all over the text. A number of promising generalizations of the present work, including 2D TE solvers, 3D solvers, frequency domain solvers, complex-domain solvers, and curved boundary and interface solvers, are under our consideration.
