Autosampler Setup. A WPS-3000 HPLC autosampler (Dionex Corp., California, USA), fitted with a 10 µl PTFE injection loop, was programmed with a customized injection program to load 1 µl samples from 96-or 384-well plates into a continuous stream of buffer: (i) the injection valve was switched to the "Load" position; (ii) 8 µl of the sample was slowly aspirated into the injection loop (140 nl/s); (iii) the injection valve was switched to the "Inject" position for 18 seconds, yielding an injection volume of 1 µl (at 200 µl/hour); (iv) the injection valve was returned to the "Load" position and the sample needle was washed with 500 µl of 10% (v/v) dimethyl sulphoxide (DMSO).
Characterization of Taylor-Aris Dispersion. Phosphate-buffered saline (PBS; Sigma-Aldrich Co., Missouri, USA) was the running buffer. 1 µl of each of six different fluorophores at 50 µM concentration were injected into the buffer stream by the autosampler. Each pulse of dye passed through the capillary where it dispersed into a smoother profile due to Taylor-Aris dispersion. On-chip, the time profile of each pulse was recorded as it was segmented into droplets. A small concentration of fluorescein, 50 nM, was present in the PBS to allow the discrimination of all droplets, including those that were "outside" the injections.
The dispersion profiles of the following fluorescent dyes were measured: ATTO 488, DY-682 (Dyomics GmbH, Jena, Germany), sodium fluorescein, and fluorescein isothiocyanate-dextran with the following molecular weights: 4 kDa (FD4), 10 kDa (FD10), and 20 kDa (FD20). These profiles were then fitted with the model for Taylor-Aris dispersion.
Determining the Degree of Cross-Contamination Between Injections.
Crosscontamination between injections in the complete microfluidic screening system was measured using a set of fluorophores. The running buffer was PBS. 100 µM solutions of four green fluorescent dyes in PBS were injected: ATTO 488, BODIPY FL (Invitrogen Corp., California, USA), DyLight 488 (Pierce Biotechnology, Inc., Illinois, USA), and sodium fluorescein. These injections were alternated with injections of PBS alone. On-chip, the flow from the autosampler was combined with two streams of DY-682 in PBS, each flowing at a rate of 100 µl/hour. The final concentration of DY-682 in the droplets was 2 µM. The optical setup was positioned just before the delay line and individual droplets were discriminated by NIR fluorescence. The degree of cross-contamination between injections was determined by measuring the green fluorescence of droplets generated from the PBS injections following each injection of green fluorescent dye.
Determining the Kinetic Profiles of Enzymatic Reactions On-Chip.
To determine the correct incubation time for measuring β-galactosidase activity under initial rate conditions on-chip, a solution of E. coli Grade VIII β-galactosidase and bovine serum albumin (BSA) in PBS was pumped in at rate of 100 µl/hour. The second aqueous input was a solution of the fluorogenic β-galactosidase substrate fuorescein di-β-Dgalactopyranoside (FDG; Invitrogen Corp., California, USA) and a small amount of sodium fluorescein in PBS, pumped in at 100 µl/hour. The final aqueous input was PBS flowing at a rate of 200 µl/hour. The combined aqueous flow was segmented into droplets by the oil/surfactant solution flowing at a rate of 400 µl/hour. Final concentrations in the droplets were: 5 U/ml β-galactosidase, 60 µM FDG (equal to the K M ), 50 nM sodium fluorescein and 1 g/l BSA. Approximately 24,000 droplets were analyzed by the optical setup at each measurement point of the delay line. The mean green fluorescence at each point was then plotted against incubation time to build a kinetic profile for β-galactosidase activity on-chip and determine the initial linear region.
The kinetic profile for protein tyrosine phosphatase 1B (PTP1B) activity was constructed in a similar manner. 50 mM HEPES pH 7.2 was used in place of PBS. The final concentrations in the droplets were: 134 nM PTP1B (the enzyme; EMD Biosciences, Inc., California, USA), 17 µM fluorescein diphosphate (FDP; the substrate), 1 mM dithiothreitol (DTT), 1 mM ethylenediaminetetraacetic acid (EDTA), and 1 g/l BSA (all except the enzyme from Sigma-Aldrich Co.).
Offline Treatment of Data and Curve-Fitting. A Python script was used to construct high-resolution dose-response curves from the droplet data. This process is shown in Fig. S9 and is summarized below. First, the droplets in the front edge of each dispersed pulse are grouped by injection; these droplets are referred to as the injection's "dose-response droplets". 1 second's worth of droplets directly preceding each dispersed pulse were also stored (~800 droplets). The mean green fluorescence of these droplets provided the "control" value (0% inhibition) for the injection and this value was used with the pseudo blank value (corresponding to 100% inhibition) to calculate the percentage inhibition in the subsequent dose-response droplets. As high DY-682 concentrations were observed to quench green fluorescence to some extent, the NIR fluorescence signal for each droplet was used to correct the green fluorescence signal. The corrected green signal was then used to calculate the proportion of inhibition (I) in each droplet using the following equation:
where M is corrected measured fluorescence, B is the pseudo blank value, and C is the control value. In parallel, the NIR fluorescence signal for each droplet was used to calculate the concentration of co-injected compound. This was achieved in the following way: (i) the fitted curve of NIR fluorescence against time for DY-682 was plotted for the first half of the dispersed pulse using equation (9); (ii) the time value (t) for the crossing point of the curve at a C value equal to the droplet's NIR fluorescence was identified; (iii) compound concentration at time t was calculated using equation (9) with the same parameters as in the first step, except D, which was predicted from the molecular weight of the compound (MW) using the following relationship ( Fig. S6 ):
The data from each droplet were then sorted into 28 bins spaced equally over a logarithmic scale from 0.1 to 50 µM. Some droplets fell outside this range and were ignored, leaving ~11,000 "dose-response" droplets per injection. For each bin, the mean percentage inhibition value was found by averaging the values for the droplets within it. These mean values were then plotted against compound concentration for each well of the 96-well plate. A script written in the statistical programming language R was used to fit these points with the 4-parameter Hill function:
where y is proportion of inhibition, y min is the lower asymptote of the curve (minimum inhibition), y max is the upper asymptote (maximum inhibition), x is the concentration of compound, and H is the Hill slope. The IC 50 is the remaining fitted parameter and, as such, is easily extracted.
Calculation of Z-Factors. The Z-factors for the β-galactosidase and PTP1B assays in microfluidic droplets were calculated using the equation of Zhang et al. (6) . (4) where Z i is the Z-factor for injection i, µ s and σ s are the mean and standard deviations of the "samples", and µ c and σ c are the respective values for the "controls". The controls were the fluorescence values for the "control" droplets in the injection (0% inhibition), while the sample values were for the droplets containing 50 µM of a known inhibitor: PETG for β-galactosidase (97.5% inhibition at 50 µM) and sodium suramin for PTP1B (90.3% inhibition at 50 µM).
Microplate Dose-Response Assays. For β-galactosidase, a set of dilutions of the inhibitor PETG were prepared by 3-fold serial dilution. Aliquots of these inhibitor solutions were incubated with β-galactosidase and the substrate FDG in the wells of a black, opaque 384-well plate (Corning, Inc., New York, USA). The final concentrations of the components in each 40 µl reaction were: 5.73 nM to 50 µM PETG, 60 µM FDG, 5 U/ml β-galactosidase and 1 g/l BSA. A SpectraMax M5 microplate reader (Molecular Devices, Inc., California, USA) was used to monitor the reactions at 25°C with an excitation wavelength of 490 nm, an emission wavelength of 514 nm (automatic cut-off), and a 15 second period between measurements. The initial rate of each reaction was determined and the percentage inhibition of β-galactosidase activity was calculated by scaling this initial rate between a blank (no enzyme; equivalent to 100% inhibition) and a positive control (no inhibitor; equivalent to 0% inhibition) in the same manner as equation (1). When required, the 4-parameter Hill function, equation (3) , was fitted to a plot of percentage inhibition against logged inhibitor concentration to determine the IC 50 of PETG. For PTP1B, the same approach was used with the following alterations: the final enzyme concentration was 134 nM PTP1B (EMD Biosciences, Inc., California, USA), the final substrate concentration was 17 µM FDP and the buffer was 50 mM HEPES pH 7.2 with 1 mM DTT, 1 mM EDTA, and 1 g/l BSA. Dose-response profiles were collected for the following compounds: the known inhibitor sodium suramin, the novel inhibitor sodium cefsulodin, and the novel weak inhibitor methimazole.
Model of Taylor-Aris Dispersion
Introduction to Taylor-Aris Dispersion. In a series of three papers published in 1953 and 1954, Sir Geoffrey Taylor solved the problem addressed earlier by Albert Griffiths (7) of how a soluble compound is carried in a flow and how its concentration in the stream at a given position and time is a function of its initial distribution. Taylor solved the problem in the case of laminar flow (8) and showed that the concentration profile is controlled by the interplay of flow velocity and solute diffusion. From this he derived a method to measure the diffusion coefficient of a compound from its distribution in the flow (9) . He also studied dispersion under turbulent conditions (10), but we will focus on laminar flow (Fig. S2) . Two years later, this series of papers was complemented by a paper by Rutherford Aris (11) , which provided a generalization of Taylor's description. So-called Taylor-Aris dispersion in a capillary can be used to measure diffusion coefficients (12) and below we describe the theoretical framework of this phenomenon. Taylor If the solute is localized at a well-defined z position in the tube at an initial time, the solute in the middle of the tube will move faster than the solute on the edge. In the absence of diffusion, this would stretch the distribution of the solute along z. In the absence of flow, but taking diffusion into account (D being the diffusion coefficient of the solute), an initially heterogeneous distribution of solute in a liquid will tend to diffuse over the whole tube volume to homogenize the concentration at equilibrium. Formally, the concentration c of solute is a function of r, z and t. Taylor considered the averaged concentration C of solute in a slice z and showed that when the time-scale τ D of diffusion over a distance R (τ D ~ R 2 /D) is shorter than the time to move a volume of fluid over a distance of one radius (the advection time-scale τ A ~ R/U ), i.e. when UR/D >> 1, then C follows a diffusion-like equation in the frame of reference of the center of mass of the solute z′ = z − Ut: (5) with D eff = R 2 U 2 /48D, the effective diffusion coefficient. It should be noted that the effective diffusion coefficient is inversely proportional to the diffusion coefficient, which is counterintuitive: molecular diffusion decreases the effect of flow dispersion. In Taylor dispersion, convection and diffusion interplay: diffusion redistributes the solute in the radial direction while convection promotes the dispersion along the tube axis (Fig. S2) . In his second paper on the subject (9), Taylor described his argument in a more detailed way and showed that such a diffusion equation was valid, provided that a second condition was fulfilled: L/U >> R 2 U/D where L is the length of tube in which significant changes in concentration occur (here, the tube length at which the concentration is measured). Finally, Aris (11) showed that equation (5) Solutions for the diffusion equation are known. In order to solve equation (6) for all z and t values for any initial condition, we use the Green function of the system, which is the response to a Dirac initial condition C(z,0) = δ(z):
Theoretical Framework for
The profile C(z,t) generated from an initial distribution of concentration of dye in the tubing C(z,0) is then the product of the convolution
. When a plug of dye of volume V is injected in the capillary, the initital condition C(z,0) corresponds to a square function of length L p = V/πR 2 and amplitude C 0 . In this case, C(z,t) is analytically expressed as: (8) where erf is the Gauss error function. When the concentration is measured at a fixed point z = L m as a function of time, the fluorescence signal is then simply proportional to the value at the measurement point C(L m ,t):
Fig. S3 shows the evolution of an example profile at different measurement points, corresponding to different times.
Characterization of Taylor-Aris Dispersion.
In order to verify that our system behaves as predicted by the Taylor-Aris model, we used the autosampler to make 1 µl injections of the NIR fluorescent dye DY-682 that passed through a capillary with an internal diameter of 75 µm and a length of 50 cm (Table S1 ). The fluorescence profile was measured in droplets in the microfluidic channel immediately after production and we neglected the effect of the flow in the microfluidic device on the dispersion due to the very short residence time (~100 ms). Each droplet measured at a time t (the time elapsed since the start of the injection) corresponds to the measurement of the profile at time t. The time trace was plotted and an adjustment of the profile by equation (9) was performed for 3 runs (Fig. S4) .
In order to compare the experimental profile with the theoretical profile we chose to normalize each of them by their integral so that the integral over time of the normalized signal is 1. The fitted values are in excellent agreement with the expected values for all injections (Table S1 ), which underlines the reproducibility of the Taylor-Aris dispersion for the generation of dilution series.
The maximum concentration of DY-682 is within a few percent of the injected concentration: as can be seen in the simulation in Fig. S3 , with the conditions used for chemical library screening (L = 50 cm) the concentration of DY-682 reaches 99.6% of the injected concentration. This closely matches the maximum concentration of DY-682 determined experimentally (96% of the injected concentration).
We also measured the dispersion of other dyes (green fluorescent dyes) with a range of molecular weights (Table S1 ) and similar behavior was observed ( Fig. S5) : the fitted values are in good agreement with the experimental conditions and the D values calculated from the dispersion match published values. This observation confirms the reproducibility of the system and the dependence of the profiles on molecular diffusion: the diffusion constant, D, scales with the molecular weight following a power-law with a scaling exponent (k) of -0.461 (Fig. S6) . Elsewhere, it has been shown that the diffusion coefficient obtained by measuring Taylor-Aris dispersion method can differ by 60% from the expected values (13) . A more accurate determination of the diffusion coefficient is possible by taking into account the transient flow during the injection of the compounds (13), but this is beyond the scope of the present manuscript.
The maximum concentration attained varies depending on the exact value of the diffusion coefficient, D, but the variation is only small. Assuming the relationship shown in Fig. S6 holds, the maximum concentration achieved during screening of the chemical library (Table S3) should vary between 98.1% (heaviest library member; 1,882 Da) and 100% (lightest library member; 113 Da).
Simulation of the dispersion of DY-682 (853 Da) and the lightest (113 Da) and heaviest (1,882 Da) molecules in the library show that they diverge at high and low concentrations (Fig. S7) . Consequently, if DY-682 is co-injected with each compound, NIR fluorescence cannot be used to directly infer the concentration of the compound. Rather, dispersion profiles for DY-682 and the compound must be calculated and superimposed, allowing the compound concentration associated with a particular NIR fluorescence to be found. Ideally, the dispersion profile of the compound would be found experimentally, but this would be very time-consuming. A simpler strategy, and the method used here, is to calculate the dispersion profile using a D value predicted from the molecular weight of the compound using the relationship shown in Fig. S6 . Fig. S1 . Optical setup for observing the microfluidic device and measuring the green and NIR fluorescence of droplets. (Table S1) . (9) (black lines) was fitted to the profiles using three fit parameters: injection volume (V; ~1 µl), flow rate (Q; ~200 µl/hr), and diffusion coefficient (D). Two parameters were fixed: the length (L; 50 cm) and radius (R; 37.5 µm) of the capillary. The results of the fits are shown in Table S1 . (Table S1 ). There are two or three replicates for each fluorophore. The black line corresponds to a non-linear fit of the data with the power law y = ax k , where a and k are fitted parameters. Error bars corresponding to ±1 standard deviation are, in all cases, very small and are hidden by the symbols. The red circles represent negative controls where enzyme was not added to the droplets. Each point is the average of ~24,000 droplets and the error bars correspond to ±1 standard deviation. These plots were used to determine suitable incubation times for initial reaction rates to be measured by single-point analysis: the reactions needed to be in the linear phase, but with at least a 10-fold increase in fluorescence from time = 0. The values chosen were 30 seconds for β-galactosidase and 210 seconds for PTP1B.
Supplementary Figures

Fig. S9
. Processing and correction of data for high-resolution dose-response curves. Data for inhibition of β-galactosidase from a single injection of 120 µM PETG are used (same data as in Fig. 2A and B) . (A) Initially, the green PMT signal is plotted versus the NIR signal for each droplet, but this represents only indirect information regarding enzyme inhibition and compound concentration. (B) The first step in the data processing is the conversion of green PMT signal to enzyme inhibition (%) using the injection's control value and the pseudo blank value (corresponding to 100% inhibition) acquired before screening commenced. This step also corrects the green PMT signal for a quenching effect observed at high concentrations of the NIR dye. (C) Next, compound concentration is estimated for each droplet assuming identical dispersion of the compound and the co-injected NIR dye. The 4-parameter Hill equation can be fitted to this data, but the Hill slope is likely to be inaccurate and IC 50 values will be inaccurate at low values (nanomolar) due to the differing dispersion profiles of the compound and the NIR dye. (D) By predicting the dispersion profile for each compound from its molecular weight, the data can be corrected for differences in dispersion, rendering more accurate values for the IC 50 and Hill slope. All precisions are the 95% confidence interval. Error bars correspond to ±1 standard deviation (see Fig. 2 ). (Table 4) , while the two most potent activators (or autofluorescing compounds) are highlighted in green. Injections that failed are blank white squares. Fig. S12 . Microplate-measured dose-response profiles for three compounds that inhibit PTP1B. (A) the control inhibitor sodium suramin; (B) the novel inhibitor sodium cefsulodine; and (C) the novel weak inhibitor methimazole. The black line in C is the fitted 4-parameter Hill function. In the remaining plots the black lines are merely an aid to the eye. The IC 50 and "Slope at IC 50 " values in A were the x value of the crossing point of the line at y = 50% and its gradient at that point, respectively. All points in this figure are the averages of three replicates with error bars corresponding to ±1 standard deviation. All precisions are the 95% confidence interval.
Supplementary Tables
Fluorophore Rep.
Known parameters Fitted parameters MW (Da) Table S1 . Results of fitting the dispersion profiles of six different fluorophores with the Taylor-Aris dispersion model. At least two replicates ("Rep.") were performed for each fluorophore. The length (L) of the dispersion capillary was 50 cm and its internal radius (R) was 37.5 µm. Each profile was fitted with equation (9) by non-linear curvefitting using three parameters: flow rate (Q; ~200 µl/hr), the volume of the injection (V; ~1 µl), and the diffusion coefficient (D). B, the fluorescence background, is determined manually and added to equation (9) Table S2 . Measuring the IC 50 of PETG for β-galactosidase in microplate and in the microfluidic system. The microfluidic data refers to the "medium" injections in Fig. 3 . For each set of samples the mean fitted values for the parameters in the 4-parameter Hill function are shown, along with their mean 95% confidence intervals, as generated during the fitting process. The CV for each parameter over n samples is also shown. Table S5 . Projected data quality for higher throughputs versus microplate. This data is based upon the "medium" injections (120 µM PETG) in Fig. 3 . "Duration (s)" refers to the duration of the upward slope of the dispersed compound pulse and "Points" is the number of droplets in this period falling in the 0.1 to 50 µM concentration range. "Reagents consumed per data point (µl)" is calculated from the fitting data duration and the combined enzyme, inhibitor and substrate flow rates (400 µl/hour). "Reagents consumed per curve (µl)" is calculated from the injection period and the same total flow rate. The microplate data was a single 8-point curve from Fig.  2C (one of the ten replicate curves). For this row, "Reagents consumed per data point (µl)" is the total volume per well and "Reagents consumed per curve (µl)" is the total volume in the 8 wells. Rows marked "*" correspond to projections based on random sampling of full dose-response curves. Throughput for the microplate row (marked " †") was calculated from a data point throughput of 1 per second (17) . The 4-parameter Hill function was fitted in all cases.
