The reference instruments to measure the surface UV irradiance are based on a double monochromator system. The spectral irradiance yielded by these instruments is influenced by temporal instabilities and nonlinearities in the signal, the cosine error as well as uncertainties introduced in the needed prior calibrations. In this paper, we have carried out an uncertainty analysis of the spectral irradiances measured by using a mobile spectroradiometer that complies with the requirements of the Network for the Detection of Atmospheric Composition Change (NDACC). The spectral measurements were performed on 9th June 2005 (cloudless sky conditions) at the Izaña Observatory (28.3
Introduction
The ultraviolet (UV) solar spectrum is divided into three regions. The so-called UV-C region (solar radiation of less than 280 nm wavelength) is strongly absorbed by the atmosphere such that it is undetectable on-ground; hence, the surface UV irradiance consists of UV-A (315-400 nm) and UV-B (280-315 nm). Increases in surface UV-B irradiance resulting from the well-known decline in ozone column lead to adverse effects on the biosphere including terrestrial and aquatic ecosystems as well as public health; several plants react to increased UV radiation with reduced growth or diminished photosynthetic activity [1, 2] . Although some of the adverse effects of the UV-B irradiance may be strictly proportional to cumulative UV-B dose, others may relate to the frequency of extreme UV-B events [3] . Therefore, an improved understanding of the global UV climate, including variability and trends in on-ground UV irradiance, has become of great interest.
The variability and trend analyses necessarily require on-ground UV irradiance measurements. The spectrally resolved irradiance can be efficiently measured by using spectroradiometer systems that comply with certain standards for different scientific applications. The Network for the Detection of Atmospheric Composition Change (NDACC) (former Network for the Detection of Stratospheric Change (NDSC)) has defined a set of specifications for spectroradiometers in order to be accepted within its network [4, 5] . The World Meteorological Organisation (WMO) has defined another set of specifications, which is not as strict but is satisfactory for a large number of scientific applications, such as the determination of erythemally weighted UV doses and UV indices.
The performance of a spectroradiometer depends on its accuracy and its uncertainty. The former is established by the intercomparison and the latter by assessing the combined influence of the involved uncertainty sources. The accuracy of the NDACC instruments has been validated by the systematic comparison of spectral UV measurements (under cloudless sky conditions) with spectral UV calculations [6] [7] [8] [9] and by intercomparison campaigns that involved several instruments [10, 11] . However, the problem of the uncertainty evaluation of irradiances obtained by the NDACC instruments has not been comprehensibly addressed because of the difficulties involved in the uncertainty propagation.
The irradiance evaluation from the experimental data rendered by NDACC spectroradiometers requires using information obtained during some prior adjustments (such as the absolute calibration and the wavelength alignment). This means that eventual errors in the prior calibrations also affect the irradiance measurements. These error sources can lead to nonlinear effects on the irradiances which cannot be fully described by applying the conventional law of propagation of uncertainties (LPU) [12, 13] .
Although efforts have been reported on the uncertainty estimation of the spectral irradiances measured by spectroradiometers [5, [14] [15] [16] , they were mainly focused on the evaluation of the uncertainty due to assumed uncorrelated error sources. The uncertainty propagation techniques applied in these works were unable to fully account for the nonlinear effects on the irradiance values.
In this paper, we have carried out an uncertainty analysis of the spectral irradiances measured by using the spectroradiometer system of the Leibniz Universität Hannover (Institut für Meterologie und Klimatologie, IMUK), a NDACC-certified mobile instrument, in what follows referred to as IMUK spectroradiometer.
The spectral measurements were performed during 'Izaña 2005', an international intercomparison campaign organized in the framework of the project Quality Assurance of Spectral Ultraviolet Measurements in Europe (QASUME).
We considered in the uncertainty evaluation the effects of temporal instabilities and nonlinearities in the signal as well as limitations in the cosine response of the entrance optics. Moreover, the effects of the errors originated in the prior adjustments (absolute calibration and wavelength alignment) were also explicitly considered. Because the influences of these error sources on the spectral irradiance are essentially nonlinear, we applied a Monte Carlo based uncertainty propagation technique [17] [18] [19] . This allowed us to express the uncertainty of the output quantity (the spectral irradiance) in terms of the uncertainties of the input quantities (all the experimental data obtained during the field measurements and the calibrations). The uncertainty evaluation was based on simulating both the field measurements and the associated prior adjustments a large number of times. Then, the standard deviation of the irradiance values, obtained by the large number of irradiance evaluations, was numerically computed and taken to be equal to the standard uncertainty of the irradiance.
Uncertainty propagation
The uncertainty associated with the result of a measurement is a parameter that characterizes the dispersion of values that can reasonably be attributed to the measurand. Operationally, the dispersion of values of some quantity Y is described by a probability density function (PDF), f (y). The domain of the PDF consists of all possible values of Y, and its range is in the interval (0, 1). If the PDF is available, the estimate of Y is obtained by evaluating the expected value and its standard uncertainty is taken as being equal to the standard deviation [12] .
Although obtaining the most appropriate PDF for a particular application is not straightforward, if the measurand Y is related to a set of other n quantities X = (X 1 , . . . , X n )
T through a measurement model Y = M (X), linear or weakly nonlinear, the standard uncertainty of Y can be expressed in terms of the standard uncertainties of the input quantities (X 1 , . . . , X n ) by using the so-called law of propagation of uncertainties (LPU) [12, 13] . Instead of the LPU, a Monte Carlo based technique [17] [18] [19] can be applied to linear as well as to nonlinear models.
A Monte Carlo based technique of uncertainty propagation requires first assigning probability density functions (PDFs) to each input quantity X j in the set (X 1 , . . . , X n ). Next, a computer algorithm is set up to generate an input vector x 1 = (x 1,1 , . . . , x 1,n )
T ; each element x 1,j in this vector is a value generated according to the specific PDF assigned to the corresponding quantity X j . By applying the generated vector x 1 to the model Y = M (X), the corresponding output value y 1 can be computed. If the simulating process is repeated N times (N 1), the outcome is a series of indications (y 1 , . . . , y N ) whose frequency distribution allows us to identify the PDF f (y). Then, irrespective of the form of this PDF, the estimate y e and its associated standard uncertainty u(y e ) can be calculated as
and
By definition, if the quantity Y can be adequately described by a normal PDF, the expanded uncertainty U(y e ) can be calculated from the standard uncertainty u(y e ) by applying a coverage factor equal to 2 [13] . Note that, although the domain of a normal PDF is (−∞, +∞), the uncertainties can be used to define a bound within which the irradiance is expected to lie with a certain probability. In the case of normal frequency distributions, if the half-width of the bound is taken to be 2u(y e ), the true value of the measurand should be in this interval with a probability of about 95%. The input quantities (X 1 , . . . , X n ) in model Y = M (X) are normally primaries. This means that their corresponding PDFs should be determined from the information obtained normally through measurements. For example, if X j is a nonvarying stable quantity, its PDF can be inferred by measuring directly and repeatedly under repeatability conditions the value of X j with an instrument that shows negligible drift during the observation period. If these conditions cannot be achieved, a situation of information shortage arises and information other than experimental data should be considered to assign the PDF to X j and to evaluate its uncertainty.
In a context of information shortage, there is an internationally accepted criterion for assigning a PDF to the value of a primary quantity; this is referred to as principle of maximum entropy (PME) [12, 20] and it consists of selecting the one that is most probable, among all possible PDFs that comply with the restrictions imposed by the available information. For example, if the estimate x j and the standard uncertainty u(x j ) of a quantity X j are available, the recommended PDF for X j is Gaussian centered at x j and standard deviation equal to u(x j ). Instead, if only an error bound e j can be associated with the single measured value x j of the quantity X j , the recommended PDF for X j is rectangular over the interval (x j − e j , x j + e j ); then, according to [12, 20] , the standard uncertainty associated with the measurement of
Note that although the PME provides an objective criterion for assigning 'the type' of PDF, it continues being unknown if the existing measurement of X j does not carry any information about its associated error bound e j . In that case, as shown in [21] , the value of e j is taken to be equal to the maximum error, which can reasonably be attributed to the measured value x j . As indicated in [21] , this approach allows including in the uncertainty evaluation procedure some error sources that otherwise could be difficult to consider explicitly in the context of information shortage.
Spectroradiometer system
The spectrally resolved irradiance can be efficiently measured by using a double monochromator-based spectroradiometer system. The double monochromator model TMc300, manufactured by Bentham Instruments Ltd, is used in the spectroradiometer system of the Leibniz Universität Hannover (Institut für Meterologie und Klimatologie, IMUK).
The IMUK spectroradiometer consists of two identical single Czerney-Turner monochromators. The path of the radiation is controlled by mirrors and the radiation is divided by holographic gratings (2400 lines mm −1 ). Stray light is suppressed by baffles. In order to minimize the effects of changes in the environmental temperature, the instrument is operated within a weather-proof box, whose temperature is maintained at (20 ± 0.5)
• C. The input optics and the entrance of the double monochromator are connected by using an optical fiber.
The instrument employs a photomultiplier (PMT) as detector in the range 290-600 nm; the output signal of the PMT is sequentially amplified and digitized. Afterwards, the results of a scan are rendered as a two-dimensional set of I points (λ i , s i ), where i = 1, 2, . . . , I; the value of I depends on the spectral resolution of the spectroradiometer.
The values of λ i and s i can be affected by several error sources such as those due to the wavelength misalignment and the nonlinear detector response; the correction of these errors leads to a new set of I points (λ i , S i ). The indicated values of λ i and s i are related to the corrected values λ i and S i through two correcting polynomials obtained by carrying out the wavelength calibration (see sections 4.1) and a linearitychecking test (see sections 4.2).
The irradiance values E i can then be computed from the corrected signal S i as
where r i is the spectral responsivity of the spectroradiometer (evaluated at the wavelength λ i ), which is determined through the absolute calibration procedure (see section 4.3); equation (4) can also be modified in order to account for the influence of errors in the cosine response and misalignments in the entrance optics (see section 4.4). Finally, the spectral irradiance E(λ) can be assessed by interpolating the set of points (λ i , E i ).
Note that the entrance of a monochromator has a finite width. As a consequence, even if it is set to a wavelength λ o , radiation of different wavelengths can reach the detector. The transmittance of the monochromator as a function of wavelength is called the slit function. The scale parameter of the slit function is referred to as the bandwidth of the monochromator and it is taken to be equal to the full width of the function at a half of its maximum (FWHM) [22] . Since most Fraunhofer lines of the solar spectrum are narrower than 0.01 nm, the measuring instrument renders a version of the actual spectral irradiance already convolved with the slit function of the monochromator. However, note that the limited spectral resolution cannot be considered an error source but a characteristic of the measuring equipment. This instrumental feature affects the measurements and their corresponding uncertainties such that they must be referred to the bandwidth of the used instrument. The bandwidth of the IMUK spectroradiometer is about 0.5 nm.
Relevant error sources

Wavelength misalignments
Before field measurements, wavelength misalignments can be corrected by conducting a wavelength calibration. This involves comparing the wavelengths indicated by the instrument and those corresponding to spectral lines of a low pressure mercury-argon Hg(Ar) pencil lamp, which emits spectral lines at constant wavelengths.
The wavelength calibration allows correcting the indicated values of the wavelength, by using a least-squares adjustment. It concerns passing a curve through a twodimensional set of L points (λ l , λ l ), where l = 1, 2, . . . , L, formed with the elements of the vectors λ = (λ 1 , . . . , λ L )
T obtained during the wavelength calibration; λ l is the known wavelength of each spectral line considered in the calibration and λ l is the wavelength indicated by the instrument for the corresponding line.
If g(λ) is a vector of M independent known functions of λ, fitting implies obtaining the estimates of the M elements of the vector U = (U 1 , . . . , U M )
T in the polynomial
If M = 4, a 3rd degree polynomial fit is conducted. In this case, the functions of λ that form the vector g(λ) can be
If we do not observe any wavelength shift during the calibration, it is straightforward that U = (0, 1, 0, 0) T and equation (5) reduces to λ = λ. However, even in this situation, we should consider the uncertainties associated with the experimental data: the values of λ l are known with an error bound equal to 1 × 10 −4 nm [23] ; instead, the uncertainty in the values of λ l depends on our capacity to determine the wavelength position of a spectral line. In order to determine this position, the World Meteorological Organization (WMO) recommends using the center of gravity method [24] .
The least-squares curve adjustment under uncertainty has been explained elsewhere [25] and it can be used to determine the adjustment coefficients (U 1 , . . . , U M ) and their corresponding uncertainties from the data obtained during the wavelength calibration.
Although equation (5) allows us to overcome some of the eventual wavelength shifts, the high environmental temperatures registered during a summer campaign can lead to additional systematic shifts that cannot be counteracted by the weather-proof box; a post-measurement quality control, performed by comparing the measured spectra and the Fraunhofer lines of the Sun [26] , has allowed us to detect systematic shifts of about ±0.05 nm during our field measurements. The effect of these shifts on the indicated values of the wavelength λ i can be characterized by including a single additive factor z in equation (5):
Ideally the factor z should allow us to counteract the effect of the wavelength shifts, but its accurate determination is difficult. Therefore, if the spectroradiometer is operated in a weather-proof box, the value of z can be considered to be zero. Although in that case the estimates of λ i are not affected by z, the uncertainty of z is not zero, and therefore, it does affect the uncertainty of λ i .
Errors in the signal
The output signal values corresponding to X considered wavelengths are rendered as a set of data s = (s 1 , . . . , s X ) T . Each element s x , where x = 1, 2, . . . , X, of this vector is affected by several error sources, such as radiometric instabilities, electronic noise, stray light, electronic offset as well as nonlinearities in the detector response.
The stray light is the radiation outside the range of the slit function that is nevertheless detected; it depends on the quality and cleanness of the optical setup. The stray light effect can lead to approximately constant signal values greater than zero; this is an error because the irradiance should be zero at short wavelengths owing to the ozone. Although a similar effect is caused by the electronic offset, the latter remains even if the entrance of the monochromator is covered. In order to counteract its influence, the offset is normally determined by covering the optic entrance and performing a spectral scan; then it is subtracted from the signal values indicated during the subsequent solar measurements. However, small changes in the electronic offset with time cannot be discarded. The effect of these changes can be relevant at relatively low signals, namely, measurement of the solar spectrum at short wavelengths.
Even in a context of offset absence, because of both electronic noise and radiometric instabilities, several signal measurements of a stable light source can be different. If the set of measurements is consecutive, the dispersion in the set of measurements is mostly attributed to the effect of noise; the standard deviation of the signal values obtained by consecutively measuring a stable light source determines the detection limit of the spectroradiometer. On the other hand, if the compared measurements are taken at different calibrations, the dispersion can be mostly due to radiometric instabilities. Although the effect of both the noise and the radiometric instabilities cannot be separately distinguished, our approach was to label as 'noise' the randomly distributed additive values that affect each signal value at each wavelength; instead, we considered to be 'instabilities', the systematic variations observed in the set of signal values between scans.
The combined effect of temporal changes in the offset, stray light, noise and radiometric instabilities on each indicated signal value s x can be characterized by using a set of additive and multiplicative factors, such that
where
T and w = (w 1 , . . . , w X ) T are vectors of the Xlength. The multiplicative factor v characterizes the effect on the indicated signal values s x , due to the radiometric instabilities; the set of additive factors u x stands for the influence of the electronic noise and the additive factors in vector w characterize the effect of both temporal changes in the offset and stray light. In the case of NDACC-certified mobile instrument, such as the IMUK spectroradiometer, the effect of stray light is minor and therefore its influence can be neglected. Therefore, in this case, all the elements of vector w can be taken as being equal to a single additive factor w that stands for the eventual small temporal changes in the electronic offset.
Ideally, the factors (u 1 , . . . , u X , v, w) should allow us to counteract the combined effect of temporal offset variations, electronic noise and radiometric instabilities, but the determination of (u 1 , . . . , u X , v, w) is difficult. Therefore, if the stability is reasonably good, the estimate of the factor v is normally taken to be 1; similarly, if the offset is regularly counteracted, the estimate of w is considered to be 0; and if the influence of the noise is small, the estimates of the elements (u 1 , . . . , u X ) are also taken to be 0. Then, equation (8) reduces simply to S = s. This means that in general the offset, the noise and the instability do not affect the estimates of the signal, but it is apparent from equation (8) that the uncertainties of (u 1 , . . . , u X , v, w) do affect the uncertainty of the field measurements. Moreover, note that equation (8) applies to any sets of signal values obtained during both the field measurements and the prior adjustments of the instrument (absolute calibration and linearity-checking test); of course, the factors (u 1 , . . . , u X , v, w) can be different in each measurement.
The signal should be proportional to the incident flux; however, nonlinearities in the detector response are not uncommon [27] . Because of the great differences between the irradiances measured from the Sun and from the calibrating lamps, it is very important to check the linearity in the detector response. The presence of eventual nonlinearities can be tested by measuring a stable light source at different known distances, scaling the irradiance values by applying the wellknown inverse square law.
Under the influence of nonlinearities, the signal can be corrected by using a least-squares surface adjustment. Surface adjustment concerns passing a surface through a three-
with the elements of the vectors
If a linearitychecking test is conducted by altering the distance to the light source, S k is the value obtained by applying equation (8) to the indicated signal values s k rendered by the instrument at the wavelength λ k ; instead, S k is the value of the signal at a known distance from the light source, determined by applying the inverse square law. If f(S, λ) is a vector of J independent known functions of S and λ, fitting implies obtaining the estimates of the J elements of the vector
Note that if J = 6, a 5th degree polynomial fit is conducted. In this case, the functions of S and λ that form the vector f(S, λ) can be selected from the possible combinations between polynomials up to fifth order. Note that the analytical shape of the surface is not theoretically predefined. Therefore, in order to select the J functions and/or the surface form, the Birge ratio criterion can be used to check the consistency of the adjustment [28] . Although this criterion is only convenient, not mandatory, it can be used to verify the quality of the adjustment.
If the linearity in the detector response is good, equation (9) reduces simply to S = S, where (J − 1) coefficients in vector V are zero and one of these coefficients is equal to one. However, even in this case, we should consider the uncertainty in the experimental data. As pointed out above, the values of S k (see equation (8)) are mostly affected by the combined influence of the noise and additional temporal instabilities; instead, the values of S k are affected by eventual errors in the determination of the distance d k between the entrance optics and the light source; according to the inverse square law, the estimates of S k can be obtained by
where S 1 is the signal when the distance between the entrance optics and the light source is d 1 .
The least-squares surface adjustment under uncertainty has been explained elsewhere [18, 29] and it can be used to determine the adjustment coefficients (V 1 , . . . , V J ) and their corresponding uncertainties from the data obtained during a linearity-checking test.
Afterwards, equation (9) can be used to overcome the nonlinearity problems; equations (8) and (9) allow obtaining the corrected signal values S from the indicated signal values s. Both equations apply to any signal obtained during both the field measurements and the absolute calibration.
Errors in the absolute calibration
The spectral responsivity r i allows calculating the irradiance values E i from the corrected signal values S i through equation (4) . The responsivity is determined by carrying out an absolute calibration [30] . This involves relating the signal values indicated by the instrument to known irradiance values obtained from the certificate of a tungsten halogen lamp used as calibration source.
The calibration certificates render normally a set of R irradiance values (E 1 , . . . , E R ) associated with given wavelengths (λ 1 , . . . , λ R ). In order to be able to compare these data with the signal values obtained by scanning the lamp, each value λ r in the set (λ 1 , . . . , λ R ) should be used to calculate the corresponding wavelength λ r by applying the inverse of equation (5) . Then, the primary spectral irradiance E c (λ) is established by interpolating the set of R points (λ r , E r ). Although the interpolation can be performed by adjusting a least-squares version of Planck's radiation law (see [31, 32] ), the application of cubic splines also renders good results [14] . The errors associated with the values of λ r are presumably small and therefore they can be generally ignored. However, the irradiance values E r of the calibrating lamp have an uncertainty that cannot be neglected. Although this uncertainty is usually indicated in the calibration certificate, several other factors can affect the performance of a lamp, such as the aging and the current (see [33] ). Comparisons performed between different standard lamps allowed estimating 3.5% as the expanded uncertainty (coverage factor equal to 2) of the lamp irradiance in the UV [14, 34] .
The primary spectral irradiance E c (λ) can be related to the signal values obtained by scanning the calibrating lamp; as indicated above, the measurements are rendered by the spectroradiometer as a set of I values (s 1,c , . . . , s I,c ) (the subscript c refers to the calibrating lamp); each value s i,c in this set is associated with an indicated wavelength λ i . The signal values s i,c can also be affected by several errors that can be corrected by sequentially applying equations (8) and (9) . The corrected signal values S i,c can then be used to evaluate the responsivity as
Afterwards, the spectral responsivity r i allows evaluating the solar irradiance by applying equation (4).
Cosine error
Although the irradiance can be evaluated from the data rendered by a spectroradiometer by applying equation (4), sometimes differences between the measured irradiance and that reaching the diffuser appear. If these differences increase with the solar zenith angle, they can be due to misalignments in the diffuser (leveling problems) or to errors in the cosine response of the utilized diffuser. These problems can be overcome by modifying the measurement model (equation (4)):
where B is a multiplicative factor utilized to counteract both the effect of the cosine error and misalignments in the entrance optics. By definition, this factor stands for the ratio between the measured irradiance and that reaching the diffuser. If the radiance distribution L(λ, θ, ϑ) (where θ and ϑ are the zenith and azimuth angles, respectively) upon the diffuser is available, the factor B can be evaluated as
where b is referred to as the cosine error [35] ; it can be experimentally determined by carrying out a cosine error test which involves measuring the signal s(θ) at different angles θ between an incident beam impinging from a lamp and the normal to the entrance optics. Ideally, the signal measured by the spectroradiometer at an angle θ should be proportional to the cosine of the angle θ :
where s(0) is the signal at an angle θ = 0. The deviation from this ideal response is quantified as
The cosine error b can be characterized by using the deviation angle θ . This deviation can be caused by misalignments in the entrance optics or by a limited cosine response of the diffuser; despite the causes, under the influence of this deviation, equation (14) becomes
If it is due to a limited cosine response, the deviation θ is not constant; it can change with ϑ (the azimuth angle) and λ, but especially with the zenith angle θ ; for UV diffusers, b is typically smaller than 1 for θ < 50
• (due to reflection losses), increases between about θ = 50
• and θ = 80 • (due to the effect of the dome-shaped diffuser piece used in modern collectors) and it can also decrease thereafter (due to the use of a shadow ring). Accordingly, the deviation that leads to the cosine error can be parameterized as θ = θ max cos θ 2 (where θ max is referred to as the maximum deviation angle) such that equation (16) can be rewritten as
Combining equations (15) and (17), b can be expressed as
In the absence of a cosine error, θ max = 0 and according to equation (18), b = 1. Even if the cosine error b of the utilized diffuser is completely determined by a rigorous cosine error test, the evaluation of the multiplicative factor B requires knowing the radiance distribution L(λ, θ, ϑ) (see equation (13) 
The value of b in equation (19) must be evaluated at the Sun position (θ sun , ϑ sun ).
On the other hand, if the sky radiance is assumed to be isotropic (in this case, L depends neither on θ nor on ϑ), equation (13) reduces to
In equations (19) and (20) , b can be either calculated from the data obtained during the cosine error test (see equation (15) (4) and (12):
where q is the ratio between direct and global irradiance at the moment of the measurement; both the direct and global irradiance can be measured in situ by using broadband instruments. Although the correction approach based on the application of B D and B d appears to be rough, a similar approach has been used to notably improve the accuracy of measurements obtained under the influence of significant cosine errors (see [35] ). However, the correction of the relatively small deviations (b < ±5% for θ < 60) in the response of diffusers is difficult and it can even be unwise; the involved uncertainties in the determination of B D and B d may lead to induce greater biases rather than to compensate the cosine error. As a result, if the cosine response of the diffuser is reasonably close to the ideal response, θ max can be taken to be 0 such that factors B D and B d become equal to 1 and equation (21) reduces to equation (4) . Although in that case the estimate of θ max does not affect the irradiance estimates, the uncertainty of θ max does have an effect on the irradiance uncertainty.
Campaign measurements
We report on some spectral irradiance measurements performed at Izaña Observatory (Tenerife, Spain) by using the spectroradiometer system of the Leibniz Universität Hannover (Institut für Meterologie und Klimatologie, IMUK). The measurements were performed during 'Izaña 2005', an international intercomparison campaign organized in the framework of the QASUME project.
Prior adjustments
The measurement of the solar spectral irradiance requires first carrying out a wavelength calibration, a linearity-checking test and an absolute calibration. This means that the correcting polynomials (5) and (9) as well as the spectral responsivity (see equation (11)) should be explicitly determined before the solar measurements.
The values of the wavelength indicated by the display device of the spectroradiometer can be slightly shifted. This misalignment was corrected by carrying out a wavelength calibration. This procedure, described in section 4.1, involved comparing the known wavelength λ l of each spectral line of a scanned lamp with the wavelength λ l indicated by the instrument. The wavelength calibration rendered a twodimensional set of L points (λ l , λ l ) that allowed us to determine a correcting polynomial (equation (5)) by performing a leastsquares adjustment (we used g(λ) = (1, λ, λ 2 , λ 3 ) T in the conducted 3rd degree polynomial fit). Figure 1 shows the points (λ l , λ l ) obtained during the wavelength calibration of the IMUK spectroradiometer. It can be observed that because the detected shifts were small, the correcting polynomial was very close to the ideal response: λ = λ. The values of the signal indicated by the instrument are affected by the combined influence of noise and instabilities as well as by eventual nonlinearities in the detector response. The linearity was tested by applying the procedure described in section 4.2; at different distances d k between the entrance optics and the light source, the signal s k corresponding to different wavelengths λ k was measured and compared with the signal S k determined by applying the well-known inverse square law (see equation (10)). Each value of s k led to a value S k by applying equation (8); attending to the scarcity of information, the factors (u 1 , . . . , u X , v, w) in the latter equation were taken to be (u 1 = 0, . . . , u X = 0, v = 1, w = 0). A least-squares adjustment of the three-dimensional set of K points (S k , λ k , S k ) was performed (we used f(S, λ)
T in the conducted fit). The adjustment yielded a correcting polynomial (see equation (9) ) that in turn rendered a corrected signal value S. obtained from the inverse square law. This expression allowed us to appreciate the lack of substantial nonlinearities in the instrument response, and therefore the correcting polynomial was very close to the ideal response: S = S. In order to evaluate the irradiance from the corrected signal values, the spectral responsivity should be determined through the absolute calibration described in section 4.3. This involved relating known irradiance values of a standard lamp to the signal values obtained by scanning this lamp. Figure 3(a) shows the R points (λ r , E r ) obtained from the calibration certificate of the lamp used during the calibration of the IMUK spectroradiometer. Figure 3(b) shows the I points (λ i, , s i,c ) obtained by scanning the lamp. Attending to eventual wavelength misalignments in our instrument, each value λ r was used to calculate the corresponding wavelength λ r by using the polynomial (equation (5)) established through the wavelength calibration. In this way, a new set of R points (λ r , E r ) was built up. The latter allowed us to establish the primary spectral irradiance E c (λ) by applying cubic splines. (9)) established through the linearity-checking test. Finally, the corrected signal values of S i,c were used to evaluate the responsivity by applying equation (11) .
The cosine response of the entrance optics used in the IMUK spectroradiometer was tested in our laboratory by determining the cosine error b (see equation (15)); we measured at different angles θ between an incident beam impinging from a lamp and the normal to the entrance optics (see figure 4) . Although the response of the entrance optics depends on θ (the zenith angle), ϑ (the azimuth angle) and the wavelength λ, the variations observed in b with the values of ϑ and λ (for θ < 60
• ) were relatively small. Along with the result of a cosine error test, figure 4 shows a curve computed by using equation (18) , considering that the maximum deviation θ max was equal to 1.5
• . It can be observed that, up to about 80
• , the values of b calculated by using equation (18) match reasonably well those obtained by carrying out a cosine error test at λ = 320 nm.
Irradiance measurements
Since the instrument was set to scan the solar spectrum at 0.5 nm intervals in the range 290-400 nm, each scan rendered a two-dimensional set of I = 221 points (λ i , s i ).
Each value λ i was used to calculate the corresponding wavelength λ i by using equation (7) . The M elements of the vector U = (U 1 , . .
. , U M )
T in this equation were established from the data shown in figure 1 obtained through the wavelength calibration. Moreover, although the polynomial (7) allowed us to consider the eventual systematic wavelength shifts due to high environmental temperatures at the moment of the measurements by using the factor z, because the accurate determination of z was not possible, we took its estimate to be zero.
The values of s i led to the values S i by applying equation (8) ; the factors (u 1 , . . . , u I , v, w) in this equation Figure 4 . Each dot stands for the cosine error b measured at an angle θ between an incident beam and the normal to the entrance optics. The curve was computed by using equation (18) , considering that the maximum deviation θ max was equal to 1.5
• .
were taken to be (u 1 = 0, . . . , u I = 0, v = 1, w = 0). Next, the eventual nonlinearities in the values of S i were corrected by applying the correcting polynomial (see equation (9)). The J elements of the vector V = (V 1 , . . . , V J ) T in equation (9) were established from the data shown in figure 2 obtained through the linearity-checking test. Moreover, the responsivity r i was calculated by using equation (11), from the data shown in figure 3 obtained through the absolute calibration. Finally, the corrected signal values of S i were used to evaluate the irradiance values E i by applying equation (21); note that this equation required setting the factors B D and B d used to stand for the influence of the cosine error during the field measurements. These factors are determined by the deviation angle θ max (see equations (18) , (19) and (20)) and by the radiance distribution L upon the diffuser (see equation (13)). Since the latter was not available, the reasonably good cosine response of our entrance optics (b < 5% for θ < 60
• , see figure 4 ) allowed us to take the estimate of θ max as being equal to zero and then the estimates of the factors B D and B d were considered to be equal to 1. Finally, the spectral irradiance E(λ) was assessed by interpolating the set of points (λ i , E i ); the interpolation was carried out by using cubic splines. Figure 5 shows the irradiance measurements performed on 9th June 2005 (cloudless sky conditions) at Izaña Observatory (Tenerife, Spain) by using the IMUK spectroradiometer. Spectral scans were carried out at 30 min intervals.
Uncertainty evaluation
We evaluate the uncertainty associated with the irradiance values reported in section 5.
We applied the Monte Carlo based uncertainty propagation technique described in section 2.
Measurement model
From sections 4 and 5, it can be inferred that the assessment of the solar spectral irradiance E(λ) requires the following experimental information: the set of L points (λ l , λ l ) measured during the wavelength calibration, the set of K points (s k , λ k , d k ) measured during the linearity-checking test, the set of I points (λ i , s i,c ) obtained by scanning the lamp utilized during the absolute calibration, the set of R points (λ r , E r ) rendered by calibration certificate of the lamp and the set of I points (λ i , S i ) obtained by scanning the solar radiation.
The procedure that allows us to evaluate E(λ) from experimental data indicated above can then be compactly represented as
T and E r = (E 1 , . . . , E R ) T . Equation (22) stands for a measurement model that allows us to express the standard uncertainty of the output quantity, E(λ), in terms of the standard uncertainties of the (2L + 3K + 2R + 3I) input quantities (λ l , λ l , λ k , λ r , λ i , s k , s i,c , s i , d k , E r ) . This can be carried out by using a Monte Carlo based computer simulation (see section 2).
It should be noted that in order to evaluate E(λ) additional information is also needed: the ratio q between direct irradiance and global irradiance at the moment of the measurement, the estimates of the deviation angle θ max that leads to the cosine error and determines the correcting factors B D and B d , the estimate of the factor z used to characterize the wavelength shifts induced by the high environmental temperatures during the field measurements (this additive factor affects the values of the elements of vector λ i as shown in equation (7)) and the estimates of the factors v, w and u used to characterize the influence on the signal induced by instabilities, temporal variation in the offset, and noise, respectively (see equation (8)). Although these factors were not explicitly included in equation (22) , as shown below, we did consider the effect of their uncertainties on the uncertainty of the spectral irradiance E(λ).
Input PDFs
A Monte Carlo based technique of uncertainty propagation requires assigning probability density functions (PDFs) to each input quantity in the measurement model defined above. Table 1 shows the type of PDFs assigned to the involved quantities.
Each element λ l of vector λ l stands for the wavelength of a spectral line considered in the wavelength calibration; because these wavelengths are known with a very small error bound (1×10 −4 nm) [23] , their corresponding uncertainties can be ignored and then each wavelength value in vectors λ l can be described by a Dirac delta function centered at the known value of the spectral line. Instead, the values of λ l of vector λ l are affected by our capacity to determine the wavelength position of a spectral line; although we determined the values of λ l by using the center of gravity method [24] , we estimated a maximum reasonable error in the λ l assessment equal to λ max = 0.05 nm. According to the principle of maximum entropy (PME) [12, 20] , this error bound allowed -checking test (k = 1, 2, . . . , K) where
Spectral irradiance of the standard lamp used during the Gaussian centered at E r and standard deviation (0.02E r ) absolute calibration (r = 1, 2, . . . , R) θ max Deviation utilized to characterize the cosine error influence Fisher-Tippett distribution; the location parameter was taken to be equal to the deviation θ max that led to the measured cosine error of the utilized diffuser; the scale parameter was selected such that the expected value of the deviation described by the PDF was zero us to assign to each value of λ l a rectangular PDF over the interval
The signal values are rendered digitized and without ambiguities by the IMUK spectroradiometer; since the digitization effect (see [37] ) is presumed to be negligible compared to the other uncertainty sources explicitly considered in our analysis, we considered that each signal value in vectors s k , s i,c and s i as being described by a Dirac delta function centered at the indicated value of the signal. However, as pointed out in section 4.2, these signal values are also affected by the influences of instabilities, temporal variations in the offset and noise. We characterized these influences by using the multiplicative factor v and the additive factors u and w (see equation (8)). Note that the factors u and w are vectors, whose length X depends on the length of the vectors to be modified (s k , s i,c or s i ); moreover, all the elements of vector w are simply equal to w.
The effect of radiometric instabilities was assessed by repeatedly measuring the irradiance of a standard lamp; the standard deviation of the nearly Gaussian dispersion observed in the data was about 1% such that the factor v was considered to be described by a normal PDF centered at 1 and standard deviation 0.01. Moreover, each element of the vector u, utilized to characterize the influence of the noise on each value of the signal, was also described by using a normal PDF whose expected value was 0 and whose standard deviation was taken to be equal to the detection limit of the spectroradiometer; in our case the latter was 2×10 −13 A. Furthermore, because the offset was regularly measured, its non-detected maximum reasonable variation w max was relatively small; we took w max = 3 × 10 −12 A, and therefore the factor w was described by using a rectangular PDF over the interval (−w max , +w max ).
The wavelength values are rendered by the instrument without ambiguities such that we considered that each wavelength λ k in the vector λ k obtained during the linearitychecking test can be described by a Dirac delta function centered at the indicated value of λ k . The same criterion applies to each value λ i in the vector λ i obtained during the field measurements and to each wavelength λ r in the vector λ r obtained from the calibration certificate of the standard lamp used during the absolute calibration. However, as pointed out in section 4.1, high environmental temperatures registered during our measurements led to additional systematic shifts in the values of λ i ; a post-measurement quality control, performed by comparing the measured spectra and the Fraunhofer lines of the Sun [26] , allowed us to detect systematic shifts of about ±0.05 nm in the indicated values λ i . We characterized these wavelength shifts by using the additive factor z (see equation (7)). According to the available information, we described this factor by using a rectangular PDF over the interval (−0.05, 0.05) nm.
We estimated a maximum reasonable error equal to d max = 0.3 mm in the determination of each distance d k in the vector d k . These values stand for the distance measured between the entrance optics and the light source during the linearity-checking test. According to [30, 32] , this error bound allowed us to assign to each distance value a rectangular PDF over the interval
Note that the linearity of the instrument was tested by measuring the signal from a lamp at eight different distances; this means that several values of d k in the vector d k are the same (see figure 2) , and therefore at the end, only eight different PDFs were assigned to the 8 fully independent values of the distance in the vector d k .
According to the calibration certificate, the standard uncertainties associated with the irradiance values E r of the calibrating lamp are 1.5%. However, attending to eventual errors due to the aging and variations in the current (see [14, 33] ), we took the relative standard uncertainties associated with the irradiance values of the lamp as being equal to 2%. Therefore, each value E r in the vector E r was described by using a normal PDF centered at the available value of E r and standard deviation (0.02E r ).
We describe the maximum deviation θ max which leads to the cosine error b by using the Fisher-Tippett distribution (also called extreme value distribution) [36] . The location parameter (which stands for the 'most probable value') of the assigned PDF was taken to be equal to the deviation θ max that led to the measured cosine error. For example, at λ = 320 nm, the location parameter of the PDF was taken to be equal to 1.5
• (see figure 4) . Because of the relatively good cosine response of the utilized entrance optics (see figure 4) , the estimate of θ max was taken to be zero in section 5.2. Accordingly, the scale parameter was selected such that the expected value of the assigned PDF was zero. Moreover, although errors in evaluating the ratio q (between direct and global irradiances) can affect the outcomes of equation (21), the influence of these errors was presumed to be smaller than those due to the uncertainties associated with the factors B D and B d . Therefore, we ignored the uncertainty of q.
Irradiance uncertainty
By using the PDFs assigned in section 6.2, values of each input quantity were generated. The generated elements of vectors λ l and λ l were used to build up a set of L points (λ l , λ l ) which allowed us to determine a 3rd degree polynomial λ = f (λ) (see equation (5), we used g(λ) = (1, λ, λ 2 , λ 3 ) T in the calculated fit).
The elements of vector s k were modified by using the K generated values of the factor u and generated single values of v and w, such that, according to equation (8) , K values S k were calculated. Moreover, the generated values of vector d k were used to calculate a set of K values of S k by applying equation (10) . The calculated values of S k and S k as well as the generated elements of vector λ k allowed us to build up a set of K points to (S k , λ k , S k ), which we used to determine a 5th degree correcting polynomial S = f (λ, S) (see equation (9), we used f(S, λ)
T in the conducted fit). The generated elements of vector λ r were used to calculate a set of values λ r by applying the previously determined 3rd degree correcting polynomial. These values and the generated elements of vector E r allowed us to build up a set of R points (λ r , E r ) which we used to determine the primary spectral irradiance E c (λ) by applying cubic splines.
The generated elements of vector s i,c were modified by using I new generated values of u and new single generated values of v and w such that, according to equation (8), I values S i,c were calculated. The S i,c values were utilized to calculate a set of I values of S i,c by applying the previously determined 5th degree correcting polynomial. These values as well as the primary spectral irradiance E c (λ) were used to evaluate the responsivity values r i by applying equation (11) .
The correcting factors B D and B d were calculated by applying equations (18) and (20), by using the single generated value of the deviation θ max .
The generated elements of vector s i were modified by using I new generated values of u and new generated single values of v and w such that, according to equation (8) , I values S i were calculated. These values were used to calculate a set of I values of S i by applying the previously determined 5th degree correcting polynomial. These values and the calculated values of r i as well as the correcting factors B D and B d , allowed us to calculate the irradiance values E i by applying equation (21) . The generated elements of vector λ i were used to calculate a set of I values λ i by applying the previously determined 3rd degree correcting polynomial and the single generated value of the factor z (see equation (7)). These values and the calculated values of E i allowed us to build up a set of I points (λ i , E i ) which we utilized to assess the spectral irradiance E(λ) by applying cubic splines.
Since both the simulating process described above and the corresponding assessment of E(λ) were repeated N = 500 times, we were able to form the sequences (E(λ) 1 , . . . , E(λ) N ) with the outcomes. Each simulation required generating single values of the input quantities  (λ l , λ l , λ k , λ r , λ i , s k , s i,c , s i , d Moreover, note that each spectrum in the sequence (E(λ) 1 , . . . , E(λ) N ) stands for the spectral irradiance in the range 290-400 nm. Figure 6 shows the nearly Gaussian dispersion of the N values of the irradiance obtained by evaluating each spectrum in the series (E(λ) 1 , . . . , E(λ) N ) at two specific wavelengths of the spectrum. Although the instrument yields a single irradiance value at each wavelength, because of the involved uncertainty sources, the dispersions shown in figure 6 stand for the histogram of global irradiance that could be rendered by the measuring instrument at λ = 300 nm, and at λ = 400 nm, respectively. Therefore, the standard deviations of these set of data can be used to assess the irradiance uncertainty. The standard uncertainties u (E) of the irradiances at these wavelengths were taken to be equal to the standard deviations of the data shown in figure 6 ; the standard deviations were calculated by applying equation (2) . In the same way, we evaluated the standard uncertainties at each wavelength λ in the range 290-400 nm. Figure 7 shows the spectrally resolved standard uncertainties u(E) of the global irradiance in the range 290-400 nm. Important variations with the wavelength can be observed in the irradiance uncertainties. In the UV-B part of the spectrum, where lower irradiances existed, lower uncertainty values were computed; the uncertainty augmented as the wavelength increased. Figure 8 shows the relative expanded uncertainty of the global irradiance, U(E)/E. The plot was built up by using the data shown in figures 5 and 7. The expanded uncertainty U(E) was calculated from the standard uncertainty u(E) by applying a coverage factor equal to 2, such that we took U(E) = 2u(E). Note that the uncertainty values can be used to define a bound within which the irradiance is expected to lie with a certain probability. Because of the nearly Gaussian frequency distributions shown in figure 6 , if the half-width of the bound is taken to be 2u(E), the irradiance should be in this interval with a probability of about 95%.
Note that the measurements reported in figure 5 were obtained during a campaign. At solar zenith angles smaller than 45
• (where the influence of the cosine error was small), the measurements of the other five teams that participated in the campaign were within the bound given by our expanded uncertainties; the measurements of only three of the other five teams that participated in the campaign were within the bound defined by our standard uncertainties; these define an interval within which the irradiance is expected to lie with a probability equal to 68%. • ). Curves B and C show the main contributions to the overall uncertainties in curve A. The uncertainties in curve B were calculated considering only the uncertainty associated with the spectrum E c of the calibrating lamp; instead, the uncertainties in curve C were calculated considering the uncertainties of the spectral responsivity r (which includes the uncertainty of the spectrum E c and that corresponding to the signal values obtained by scanning the calibrating lamp).
Main influences
We found that the high-frequency spectral variations in the relative uncertainty (see figure 8) were due to the effect of the wavelength shifts mostly linked with changes in the temperature of the instrument. These changes were induced by the high environmental temperature registered during the field measurements. Although the wavelength shifts caused high relative uncertainties at specific wavelengths, the average uncertainty was not significantly affected.
Because of the cloudless sky conditions at the moment of the measurements, the contribution to the uncertainty of the cosine error should enlarge with the zenith angle (in our case, at least for angles smaller than 60
• ). However, it can be observed in figure 8 that the effect on the relative uncertainty due to this enhanced contribution was relatively small. This can be explained considering the relatively good cosine response of the utilized diffuser and the reduction of relative importance of the direct irradiance with the solar zenith angle. Moreover, note that under cloudy conditions the ratio q between direct and global irradiances becomes zero and, according to equation (21) , only the uncertainty in the correcting factor B d affects the values of the irradiance. This factor stands for the influence of the cosine error on the diffuse sky irradiance and according to equation (20) , it does not depend on the solar zenith angle. This means that under cloudy conditions, a significant increment in the irradiance uncertainty with the solar zenith angle is not expected.
Although at wavelengths longer than 315 nm the contributions to the uncertainty of both the electronic noise and the temporal offset variations were small, the increment in the relative uncertainty observed in the UV-B part of the spectrum can be attributed to the additive variations in the measured signals due to these error sources.
Curve A in figure 9 depicts the relative expanded uncertainties of the irradiance values rendered by the IMUK spectroradiometer at 10:30 h (θ = 35
• ). Curves B and C show the main contributions to the overall uncertainties in curve A. Curve B was calculated considering in the uncertainty propagation only the uncertainty associated with the spectrum E c of the calibrating lamp; instead, curve C was calculated considering in the uncertainty propagation the uncertainty of the spectral responsivity r (which already includes the uncertainty of the spectrum E c and that corresponding to the signal values S c obtained by scanning the calibrating lamp). From figure 9 , we conclude that the uncertainties involved in the absolute calibration procedure were the main contributor to the irradiance uncertainty. At solar zenith angles smaller than 30
• , where the influence of the cosine error was small, the uncertainty attributed only to the spectrum of the calibrating lamp accounted for about 60% of the uncertainty in the irradiance at 300 nm wavelength.
Summary and conclusions
We have carried out an uncertainty analysis of the spectral irradiances measured by using a mobile spectroradiometer that complies with the requirements of NDACC. The spectral measurements were performed during 'Izaña 2005', an international intercomparison campaign organized in the framework of the QASUME project.
We considered in the uncertainty evaluation the effects of temporal instabilities and nonlinearities in the signal as well as eventual errors in the cosine response of the diffuser. Moreover, the effect of the errors originated in the prior adjustments (such as the absolute calibration and the wavelength calibration) needed to carry out the irradiance measurements was also explicitly considered in the uncertainty propagation. In order to express the uncertainty of the output quantity (the spectral irradiance) in terms of the uncertainties of the input quantities (all the experimental data obtained during the field measurements and the prior adjustments), we used a Monte Carlo based uncertainty propagation technique.
The uncertainty propagation technique was based on simulating both the irradiance measurements and the associated prior adjustments a large number of times. This simulation required first assigning probability density functions (PDFs) to the input quantities needed to evaluate the irradiance; these PDFs were scaled by using the available information on the involved quantities. Next, the spectral irradiance E was calculated a large number of times by using sets of data generated according to the assigned PDFs. Then, the standard deviation of the values of E, obtained by the large number of irradiance evaluations, was numerically computed and taken to be equal to the corresponding standard uncertainty u(E).
We found important wavelength-dependent variations in the relative uncertainty, u(E)/E. Despite the variations in u(E)/E due to wavelength shifts induced by the high environmental temperature registered during the field measurements, the relative uncertainty was approximately constant in the UV-A part of the spectrum; however, an increment in u(E)/E was observed at wavelengths shorter than 315 nm; this can be attributed to the additive errors affecting the measured signal, linked with both electronic noise and eventual temporal offset variations. At solar zenith angles smaller than 30
• , the uncertainty attributed only to the spectrum of the calibrating lamp accounted for about 60% of the uncertainty in the irradiance at 300 nm wavelength.
The relative standard uncertainty (u(E)/E) of the UV-B irradiance at 300 nm wavelength and at a zenith angle equal to 30
• was about 4.5%; this value agrees with the expected relative change in the irradiance due to a change in the ozone column equal to 1%, under the conditions observed at the time of our measurements. However, it should be noted that the standard uncertainty defines a bound within which the irradiance is expected to lie with a certain probability; because we found that the irradiances measured by the considered spectroradiometer can be described by using a normal frequency distribution, if the half-width of the bound is taken to be equal to the standard uncertainty, the irradiance should be in this interval with a probability of only about 68%. The relative expanded uncertainty of the irradiance, U(E)/E, was calculated from the standard uncertainty u(E) by applying a coverage factor equal to 2, such that we took U(E) = 2u(E). This coverage factor defines a bound within which the irradiance is expected to lie with a probability equal to about 95%. At solar zenith angles smaller than 30
• , the relative expanded uncertainty at 300 nm wavelength was about 9%; it diminished with the wavelength such that the expanded uncertainty in the UV-A part of the spectrum was about 7%.
Although only a double monochromator was used in this work, the methodology applied to evaluate the uncertainty is general and it agrees with recommendations of the ISO Guide to the Expression of Uncertainty in Measurement. Moreover, because the double monochromator systems of the NDACC network fulfil the same specifications and the rendered experimental data undergo the same quality control, the uncertainties associated with their outcomes should be similar to those reported above.
