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To every symmetric Markov process there correspond two random fields over the 
state space: a Gaussian (L‘free”) field 4, and the occupation field TX which 
describes the amount of time spent by a particle at each state. For the Brownian 
motion in d > 2 dimensions both fields are generalized. Using a relation between TX 
and the field 5, = :&:/2 established in a previous publication, polynomials of the 
fields T and ( are investigated. In particular, polynomials of T characterize self- 
intersections of the process. 
1. INTRODUCTION 
1.1. A typical example of a symmetric Markov process is the Brownian 
motion in Rd with killing rate k. This is a Markov process with the tran- 
sition function 
where m is the Lebesgue measure and the transition density pl(x, y) is defined 
by the formulae 
p,(x, y) = t-d/2e-k’p Y--x c ) Jr’ 
p(z) = (2~)~~‘~ e-1z12’2. 
(1.2) 
A path in Ft d is a mapping w from an open interval (a, [) to Rd (a is the 
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birth-time and 4 is the death-time of w). There exists a measure P on the 
space W of all continuous paths such that 
P(a < f,, w(tJ E B, ,..., w(t,> E B,, I,, < 0 
= 
J i 
. . . +qP+&1, dz,) . ..P.,,-r, ,(Z”-1. dz,) (1.3) 
Bl B” 
for all t, < ..a < fn and all Bore1 sets B, ,..., B,. (a = --co, i= fco P-a.s. if 
k = 0, and -co < a < [ < +a~ P-a.s. if k > 0.) 
Along with P we introduce; for every x, y, a measure P.,y, concentrated on 
paths with a = 0, w(O+) = x, w(&) = y, such that 
P,,a(a. < f,, @I) E B, ,... , w(f,) E B,, f, < 0 (1.4) 
= 
J J 
. . . P,,(X> 4)Pt2-,,(Z1 9 dz2) ... PI,-,,- ,(Z”- I * dz,)g(z,,Y) 
81 B” 
for all 0 < t, < t, ..a ( t, and all Bore1 sets B, ,..., B,. Here 
g(x, y) = jm P,(x, Y) dt (1.5) 
0 
is the so-called Green’s function. Heuristically, P,, = g(x, y) X the 
probability law of the path conditioned to be born at time 0 at point x and to 
die at point y. To every pair of measures p, v there corresponds a measure 
P,,, = Px,iW) 4&). I (1.6) 
As usual, we put X,(W) = w(t). 
1.2. In the case d = 1, there exists, for every z, a random measure A; on 
R (local time at z) concentrated on (a, C) such that 
I P&, xu) du + AS) in L2(P) as s 10 (1.7) I 
for every finite open interval I. Since ps(z, .) tends to the delta function 6; as 
s 1 0, it is natural to write 
The occupation field is defined by the formula 
T, = A,(O, +a) = jm 8,(X,) du. 
0 
(1.9) 
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For d > 2, T is a generalized random field. We denote by Mk the set of all 
o-finite measures 1 such that 
I Wx) g(x, y)” W) < ~0. (1.10) 
If 1 E M,, then there exists a random measure A, such that, for every finite 
open interval Z, 
(1.11) 
where 
P;(X) = j P,(x, Y> WY). (1.12) 
(The integrand in formulae (1.8) and (1.11) is not defined for t & (a, C) and 
we put it equal to 0.) We can get (1.11) by formally intergrating (1.8) with 
respect o 1, and we use the symbolism 
T,(Z) = j du j Wz) W,). I 
The occupation field is defined by the formula 
TA = 
I I 
O” du L(dz) S,(X,). 
0 
(1.13) 
We put 
1 m TLL = PAZ, A) du. 
(1.14) 
0 
It turns out (see Sect. 5) that 
Tt,, = 1 P,(z, dx) Tx. (1.15) 
Formula (1.11) means that, in a certain sense, the generalized field T is the 
limit of T,,, as t 1 0. 
1.3. The powers of the occupation field are defined by a limit procedure 
starting from 
(1.16) 
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To define the coeffkients B,,, we introduce the functions 
c, = 1, 
c,j(t3 ‘1 = j P,(z9 dxl) 
(1.17) 
’ * * Pf(zY dxj) dxl 3 xZ) ’ ’ . g(xj- I 9 xj)l j = 2, 3,..., 
and we consider the generating function 
g(u) = F c.uj - .I (1.18) 
.j= I
and its inverse 8. We define B,, as the coeffkients in the expansion 
a 
V(U)1 _ \‘ 
e -Y B,,(t, z) u”u’. (1.19) 
n,r=O 
Formula (1.16) can be rewritten in the form 
\“- ;T;,; AUn=e . Y(U)7‘,,, 
- n! fl=O 
(1.20) 
For d = 1, T, is well defined for every z and we put 
iT”: 
A = Q,( T;), 
n! 
where 
Q,(v) = 2 Pi,rvr, /I,, = lim B,,(t, z). 
r=0 (10 
By passing to the limit in (1.19). we get 
F /lnrunvr = x Q,(v) U” = exp{uv/l + uh}, 
n.r=O 
(1.21) 
where h = g(z, z)(k/2) I’*. By comparing this expression with the generating 
function of the Laguerre polynomials Lz, we arrive at the formula Q,(v) = 
(4)” Li-“(v/h). (Usually, the Laguerre polynomials are considered only 
for a > -1.) 
Passage to the limit in the case d = 2 is more sophisticated. We say that a 
measure II is admissible if A(dz) =f(z) m(dz) and j fk dm < co for all 
k = 1, 2,... . 
THEOREM 1.1. Suppose that d < 2 and k > 0. There exists a random 
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field iT”in indexed by admissible measures I such that, for all ,u, v E N = 
M, (-JM,, 
iTniA = l$ j I(dz) iT;,,i in L*(P,,). (1.22) 
The identity 
T:,, =jOm du, --jOm dun P,(G KJ -.a P,(G Tin> (1.23) 
suggests the symbolism 
Heuristically, :T:i describes the “size” of the random set {(u, ,..., u,): w(u,) = 
. . . = w(u,) = z}. In other words, it characterizes the space location of self- 
intersections of order n. 
1.4. To prove Theorem 1.1 we use a relation between the occupation 
field and the free field. 
For d = 1, the free field can be defined as a Gaussian field 4, such that 
(4,) = 0 and (dXdy) = g(x, y). (The random variables 4, are defined on a 
probability space (Q, ST, L7) which is totally unrelated to W and ( ) means 
the integral with respect o LT).’ 
If d > 1, then g(x, x) = co ; however, 
g&v y> = jm P,(x, Y> dt, s > 0, (1.25) 
s 
is finite for all x, y (if k > 0). There exists a Gaussian system QS,Xs > 0, 
x E Rd such that ($,,,) = 0, (#,,,$,,,) = gS+$(x, y). The function dS,Jw) can 
be chosen to be measurable in x, w. The free field is a generalized field which 
is, in a sense, the limit of 4,,, as s 1 0. More precisely, for every A E M, , 
there exists an L2(17)-limit’ 
(1.26) 
’ Actually, g&v) = (c/2) e-c’y-r’, where c= &% and 4, is a stationary Omstein- 
Uhlenbeck process. 
* Integrals in formulae (1.26) and (1.28) are a certain type of improper integral described in 
Subsection 2.2. 
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Wick’s powers :Y”: of a Gaussian random variable Y with mean 0 are 
defined by the generating function 
O” u” 
C - :Yn: = exp(uY- z4*(Y2)/2). 
n=O n! 
(1.27) 
In particular, :p: = 1, :Y’: = Y, :Y*: = Y2 -(Y’). If A E M,,, then there 
exists an L’(n)-limit 
(1.28) 
It is common to write j :$l: A(dz) for :$n:A. The most important for us is the 
field 
The class M, contains all admissible measures if d < 3. If d > 3, then it 
contains only the null measure and the field 4 is trivial. 
1.5. The functions LjA and :P~:~ are defined up to n-equivalence. So are 
the functions 
Y=f(<*,,..., rA,,...)> (1.29) 
where f is a Bore1 function on R O3 and II, ,..., 1, ,..., E N. It has been proved 
in ] 1, see Theorem 6.11 that, if f is bounded, then for all ,u, v E N. 
where 
Y* =f(L, + T,,,..., t, + &...) 
(for all versions of T,,). 
We extend (1.30) to all positive f by a monotone passage to the limit and 
then to all Bore1 f such that either 27,” ] Yl < co or P,,,(] Y*]) < co, by 
linearity. 
We say that two functions F,, F, on fi x W are equivalent and we write 
F,=F2 if F,=F, nXP,,-- almost everywhere for all ,u, v E N. It follows 
from (1.30) that Y* is defined up to equivalence. (In particular, T, is defined 
up to P,“-equivalence for all ~1, v E N.) 
We denote by 3 the a-algebra in Q generated by the functions &, A E N 
and all sets of n-measure 0. Every .q-measurable function Y is 
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&equivalent to a function of the form (1.29). Hence we have a map Y+ Y* 
from the space of classes of n-equivalent K-measurable functions on Jz to 
the space of classes of equivalent-functions on R x W. 
We note that if 
then 
Y = h(Y, )..., Y, )...) n--as., 
Y* rz h(Y,* )...) Y,* )... ). 
In particular, if 
Y= lim Y, l7--a.s. 
then 
Y* z5 lim Y,* 
1.6. We write Y=Lim Y, if ((Y,- Y)p)+O for everyp> 1. 
(1.31) 
(1.32) 
(1.33) 
(1.34) 
The proof of Theorem 1.1 is based on the identity (1.30) and the following 
result. 
THEOREM 1.2. Suppose d < 2 and k > 0. Then ~cp”:~ is defined for all n 
and all admissible measures 1. For every t > 0, there exist: 
(i) a 9 x <-measurable function T,,,(w) such that 
L = j PAZ, dx) L &-a.s. for each z E E; (1.35) 
(ii) 59-measurable functions b,,(t, z), 0 < r < n such that, for all 
admissible measures A, 
:qP’:J2” = Li? j it;,,: A(dz), (1.36) 
where 
it:,,i = i b,,.(t, z) t:,,. (1.37) 
We put 
(1.38) 
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To describe 6,,, we introduce the functions 
and the generating function 
P(u) = \’ I,$ 
.,?2 
The functions b,,(t, z) are defined by the formula 
(1.40) 
In the case d = 1, <, = ($f - h)/2 is defined for every z and we put 
it:. = R,(L), (1.42) 
where 
R,(u) = f Y,,$, 
r:O 
Y,, = II’g b’& z). 
We get from (1.41) that 
(l-th~)-“~eXp 1 :Iyf u(= ,f ytir$v’=?_‘R,(~)s. (1.43) 
n,r=o 
Hence R,(v) =. (A)” n! -4”~~““((v/h) + (l/2)), where Y’L‘ ‘I*) are the 
Laguerre polynomials corresponding to the r-distribution with parameter 4. 
It is easy to check that i7’zi = (it::*). We show in Section 5 that there is 
an analogous relation between iT”iA and iPi, in the case u’= 2. 
1.7. Using the identity (1.30) we deduce from Theorem 1.2 the following 
result which contains Theorem 1.1 as a particular case. 
THEOREM 1.3. Under the conditions of Theorem 1.1, there exists, for 
every i, j > 0, a field it’: :T< indexed by admissible measures 1 such that, for 
all p, v EN, 
(.:r’; :Tji& = lji j- A(dz) I,$,: iT$ in L2(17 x P,J. (1.44) 
28 E. B. DYNKIN 
For every polynomial 
we write 
f(u, u) = c Cijdd, 
If f (u) is a polynomial, then 
(if(r>i,)* = 3x + T)i, * 
We write, symbolically, 
(1.45) 
(1.46) 
(ir’: :T’i), = 
I 
:(f: :T;: I(dz). 
1.8. Theorems 1.1, 1.2, and 1.3 will be proved for right Markov 
processes in a measurable state space (E, 9) with a symmetric transition 
density (see [ 1, Sect. 41) which has the property: there exist positive 
constants, c, ck, 6,, 6 such that: 
1.8(A) For all t > 0, x E E, 
1 --p,(x, E) < ct’. 
1.8(B) For every k = 1, 2 ,..., 
I dxT dk m(dy) < ck for all x. 
1.8(C) For every k, 
I pl(z, dx) p&Z, &) g(x, Y>” < ck 1 log t 1 sk 
for all z and all sufficiently small t > 0. 
1.8(D) For all x and all sufficiently small t, 
s P,(x, 49(g(x9 4 - g(y, 4)’ W4 < da 
In addition, we assume that: 
1.8(E) There exists a separable topology in the state space E such 
that g,(x, y) is continuous in x, y for every s > 0 and 9 is the Bore1 
u-algebra. 
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In the Appendix we check that conditions 1.8(A) through 1.8(E) are 
fulfilled for the Brownian motion in F?” for d < 2 and k > 0. They are 
satisfied also for a wide class of transient symmetric diffusions on two- 
dimensional manifolds. 
1.9. This paper is a continuation of the article 111 to which we refer for 
the history of the subject. 
2. PRELIMINARIES 
2.1. Let 4 be a family of finite measures on a measurable space (E, .5’). 
We denote by .F’ the completion of .g with respect o a measure P and by 
.# / the intersection of .P‘ over all ,U E 4. We say that a set B c E is 
H-negligible if B E d x and if p(B) = 0 for all p E M. If the set (f# g} is 
Y-negligible, then we say that f and g are .,/-equivalent and we write f = g 
H--a.s. 
We do not distinguish .,&equivalent functions. We denote by L’(H) the 
set of all ,&“-measurable functionsf such that ilfil, = (I)“’ < cc for all 
,U E 4. We introduce a topology into the linear space L2( H) using the 
family of norms I/f&,, ,U ~5.4. It follows from ([2, Theorem 31) that, if 
f, -f, + 0 in L*( 4) as m, n + co, then there exists f E L2( 4) such that 
f,-f in L2( ST). 
2.2. We denote by L(l) the set of all .$X-measurable functions such 
that llfllu.k = Cu(llfllk)>"k < co for all k > 1. By the Schwartz inequality, 
IIssll,,k G Ilf Ilu,Zk II glIu.2, (2.1) 
and therefore Z(X) is an algebra. Of course, L(N) c L*(, X). 
A real-valued function U, defined for sufficiently small positive t is called a 
logarithmic germ if there exist constants c and 6 > 0 such that 
for all sufficiently small t > 0. It is called an infinitesimal germ if there exist 
c and 6 > 0 such that 
I u, I < cts (2.3) 
for all sufficiently small t > 0. 
An L(H)-valued function f, is called a logarithmic germ in L(d) or a 
logarithmic L(l)-germ if Ilf,ll,,k is a logarithmic germ for all p E, M and all 
k = 1, 2,... . We say that f, is an infinitesimal L(M)-germ if, in addition, 
Ilf,ll,J is an infinitesimal germ. 
It follows from (2.1) that the set of all logarithmic L(,H)-germs is an 
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algebra. We claim that the set of all infinitesimal L(A)-germs is its ideal. 
Indeed, by the Schwartz inequality, 
P<.c s:> < Ilf,ll, llf,dIl*. (2.4) 
2.3. Let 4 be a family of finite measures on (Ei, B,), i = 1,2. We 
denote by 4 x Jz the set of all product measures ,u, X ,u2, ,~i E 4, 
,uz E Jz. The spaces L*(d) and L2(d2) are naturally imbedded into 
L*(& x A*). On the other hand, to every fE L’(d X A2) there 
corresponds a family of functionsfx,(x2) =f(x, , x2) which belong to L2(M2) 
for Ai--almost all xi E E,. We note that 
If&2>l pu,(dxJ < a~ (2.5 > 
for p,-almost all x2 and that, for every ,~i E 4, the integral 
fu,(x,> = jL,(dr,(dx,) (2.6) 
defines an element of L2(A2). Moreover 
Ilf,,ll,, G4w’* Ilfll,,,,,~ (2.7) 
Suppose that fCn) + f in L2(MI x A*). It follows from (2.7) that f!,!‘,’ --t f,, 
in L*(uR;) for every pi Ed. 
Let A be a set of germs in di such that a,(,??,) is logarithmic for each 
a E A. We denote by .F?,(& x -R2) the set of germs f, in L(4 X-/F;) such 
that 
I, = I Ifi(xi 9 ~211~ GW ~2W2) 
and k = 1, 2,... . Obviously is logarithmic for any a E A, p2 E M2, 
FA(& x J2) is an algebra. Let 
Jk = 
N 
f,@, 9 XdftF, 3 x2) c1kW 
We note that Jk < J:‘*J$-, for 0 < 1 < 2k and 
k 
a,Wd GW. 
Jk < z2k~2(El)k-1 at@,)- (2.8) 
Hence if f E FA(& x d2) and if J, is an infinitesimal germ, then Jk is 
infinitesimal for all k = 1, 2,... . We denote by Fz(d X -R;) the set of all 
germs which satisfy these conditions. 
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We write f, - 0 if ft,=, = If,< xi, x2) a,(dx,) is an infinitesimal germ in 
L(.k?) for every a E A. We note that 
for k = 2, 3,..., (2.9) 
and therefore f, - 0 for every fE .Yi(& x EM*). Writing f, - g, means that 
s, - g, - 0. 
2.4. We call S a subspace of L*(M) if S is closed in L*((H) and 
invariant under addition and multiplication by real numbers. 
Let S be a subspace of L2(J2). We denote by L*(K) @ S the minimal 
subspace of L ‘( 4 x .Hz) which contains all functions 
f(Xl’X2) =“fl(x,uxx*)~ f, EL2(.4;), .f* E s. (2.10) 
Iffhas the form (2.10), then, for every ,~i E ./R;,f,, =,~,(f,)f* belongs to S. 
HencefU,ESforallfEL2(~)@SandaIl,u,E.~. 
2.5. Two elements f,g of L’(A?) are orthogonal if ,u(fg) = 0 for all 
p E .H. A function f’is the (orthogonal) projection off on a subspace S if 
f”E S and if f -f’is orthogonal to S. If the projection exists, it is determined 
uniquely up to .M-equivalence. 
Ifyis the projection off on L*(J) @ S then, for every ,u~ E -4, &I is the 
projection off,, on S, in other words, we have the following commutative 
diagram 
PI 
I 
@I 
I (2.11) 
projection 
LZ(~Ayz) - S 
The existence of the projection can be proved in one important particular 
case. 
LEMMA 2.1. Let A be defined on (E, , B,) and let ,u be defined on 
(E,, B2). Let S be a subspace of L’(u). Then, for every f E L’(-M X ,u), the 
projection off on L ‘(4) @ S exists and it is given by the formula 
f’= C g&t) hn(xA (2.12) 
where h, is the orthonormal basis in S and 
g,(x,) = I f (x1 9 x,) h,(xz) /@x,). 
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Proof: We have c gi <f(x,, x2)* ,u(dx2) and therefore (,D, X p)(gf hi) < 
011 x P)(f2) < co for all P, E A? Elements g, h, form an orthogonal system 
in L ‘(4 x p). Hence the series (2.12) converges in L*(J X P). Obviously 
the sum is the projection off on L*(A) X S. 
2.6. The concluding part of this section is devoted to functions from a 
measurable space (E, 9) to a Hilbert space L*(n), where n is a probability 
measure on a measurable space (n,F). We note that L*(n) is separable if 
f is countably generated (that is if it is generated by a countable family of 
sets and the sets of &measure 0). 
We put (F) = D(F) and I(FI( = (Fy. 
LEMMA 2.2. Let an element U, of L*(n) be given for every x E E and 
let the function (UX ZJ,) be 9 x g-measurable. If L*(IZ) is separable, then 
there exists an 9 x R”-measurable function V,(w) such that V, = U, 
Zl-a-s. for every x E E. 
Proof: The function f=(x) = I( U, - ZJI is S-measurable for Z = U,, 
y E E. Therefore it is 9-measurable for all Z E L*(Z7). Let Z, ,..., Z “,..., be a 
countable everywhere dense subset of L*(n). For every E > 0 and every n, 
the set {x: (I U, - Z,I( < E) = B,,, belongs to 9. We put n(x, E) = 
min{n: x E B,,,} and we note that VC,X(w) = Zncx,ej(~) is 9 Xx- 
measurable and that 11 V,,, - U,(l < E for all x. Using Chebyshev’s inequality 
and the Borel-Cantelli lemma, we prove that 
lim V2-n,, = U, l7-a.s. for every x E E 
(cf. proof of Lemma 1.1 in [ 11). The function lim supndm V2-“,, = V, is an 
9 x X-measurable version of U,. 
2.7. Let 1 be a u-finite measure on (E, 9) and let X,(w) be a 9 X jT- 
measurable function. If, for some B E 9, 
(2.13) 
then the Lebesgue integral 
‘B@) = I, x,(w) W) 
exists for almost all o, and Y, belongs to the minimal subspace of L*(ZZ) 
which contains all X,, z E B. If IlX,II < co for A-almost all z, then there 
exists a sequence B, T E such that each B, satisfies (2.13). We write Y = 
jE X,A(dz) if II YB. - YII --t 0 for every such a sequence. 
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3. RANDOM FIELDS SUBORDINATE TO THE FREE FIELD 
3.1. In [ 1 ], we have defined a Gaussian algebra G(x), x = (xi ,..., x”) as 
an algebra of polynomials of xi, i = l,..., n and (xixi) = (xjxi), i, j = I,..., n 
with two operations F -+ (F) and F + :F:. For 
F = (11 (xi,xj)) 11 :I-1 Xk,,:r 
I n D 
we have 
tF) = ([I (xi,xj,)) rT L CG,~X~J I n (a.b).(c,d) 
(3.1) 
where the sum is taken over all pairings ((a, b), (c, d)) of the pairs (a, p) 
subject to the condition a # c. (Formula (3.2) is convenient o describe in 
terms of Feynman’s diagrams.) An example: in the algebra G(x,y), x = 
(x , ,..., xJ, Y = (Y,, . . . . y,), we have 
( :x, .** x PI’ I . :y .-y,:>=y (XlYk,P. GLY,“), (3.3) 
where (k, ,..., k,) runs over all permutations of l,..., n. 
In the present paper we deal only with the monomials (3.1) subject o the 
conditions i, # j, and k,, # k,, for a # c. We denote by G*(x) the minimal 
algebra and by CT(x) the minimal cone which contains such monomials. By 
(3.2), if FE GT, then (F) is a linear combination with positive coefficients 
of the monomials 
y (xixj)mgj. (3.4) 
i#j 
If X, )...) X, are random variables with a joint normal probability 
distribution, with mean 0, then to every element F of G(x) there corresponds 
a random variable F(X, ,..., X,) which we get by substituting Xi for xi and by 
interpreting (XiXj) as the covariance of Xi and Xj. For an arbitrary 
FE G(x), (F)(X, ,..., X,) is equal to the expectation of F(X, ,..., X,,). We 
write (F), for (F)(X, ,..., X,) if (X,X,) = g(x,, xi). 
The image of :xf: is Wick’s power 5X:: defined by (1.27). 
3.2. Let p,(x, y) be a symmetric transition density in a measure space 
(E, 9, m) subject to conditions 1.8A through 1.8E. We consider the 
Gaussian family os,x described in Subsection 1.4 and we denote by & the 
n-completion of the u-algebra generated by this family in the space R. We 
note that I(‘P,,~ - qps,xII -+ 0 as r 1 s. Together with the condition 1.8E this fact 
implies that tFQ is countably generated. 
The following theorem has been proved in [ 11: 
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THEOREM 3.1. Let FE G:(x) and let 
Ff%,,) =m%,x, Y...T Po,,X,>~ 
vJx(‘),*.., x(P)) =(F(x”‘) * * *F(x’“‘)), . 
If I is a o-finite measure on (E”, ~8”) and if 
then the integral 
J U&T, Y) A@) Wy) <~0, (3.5) 
@s,n = W/G,,) Wx) J (3.6) 
(in the sense of Subsection 2.6) exists and it defines an element of L(n). 
Moreover there exists a limit 
and 
PA, . . . cDA,) = J ~Jx”),..., x@‘) I2,(dx”‘) . . - A,(dx’p’) (3.8) 
for all measures I, ,..., A, subject to condition (3.5). 
To mention explicitly the element F of G$, we write 
@p, = J F(cp,) Wx) = WP), . 
The free field and its powers correspond to F(x) = :x”: and formula (1.28) is 
a particular case of (3.7). We put F(p), = F,(p), - F&Y)~ if F = F, - F,, 
f-1, F, E G:(x). 
3.3. We denote by A the set of all admissible measures A on (E, 9) in 
the sense of Subsection 1.3 and by A the set of all A-germs a,(dz) = 
al(z) m(dz) such that m(af) is a logarithmic germ for all k = 1, 2,... . We 
consider sets Y:(A x II) c &(A X IZ) c L(A x IT) defined in Subsection 2.3. 
We introduce the following measures on (E”, 9”) 
P:(z, dx) = pt(z, h,) . . - pt(z, Q%), 
I:(dx) =&(A, dx) = I A(dz)p:(z, dx). 
(3.9) 
The rest of Section 3 is devoted to proving the following theorems: 
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THEOREM 3.2. Let F E G*(x), x = (x, ,..., xJ. For every suflciently 
small t, the measures p:(z, .) and 2: =py(A, .), A E A satisfy condition (3.5): 
there exists a .D x Fo-measurable function !Dt(z, w) such that, for every z. 
We have 
Qt(z, W) = ,f F(q,)p:(z, dx) 17-a.s. (3.10) 
@A; = 
!^ 
@[(z, w) A(dz). (3.11) 
THEOREM 3.3. Formula (3.10) defines an element of Z,(A X I7). If 
belongs to ?‘:(A x I7) if 
F(x) = :xi, .a. xi,: - :x,~, +.. x,;,:, (3.12) 
where k is an arbitrary positive integer and i, ,..., i,, j, ,..., j, take values in 
the set ( I, 2 ,..., n ). 
3.4. We need the following lemma. 
LEMMA 3.1. Let A(dz) =p(z) m(dz) and let l(pllk = (m@“))‘lk. There 
exist constants c and 6 > 0 (depending on k but independent of p) such that: 
3.4(A) For all t, 
( it dx)p,(A dy)g(x,y)k < c 11~11, ll~llz. 
3.4(B) For all sufficiently small t, 
f P:(& dx, dy)g(x,y)k <c ll~ll, Ilog ti”. 
3.4(C) For all x and all suflciently small t, 
J p,(x, dy)(g(x> z) - g(y, z))’ P,(A dz) < c ML t”. 
Proof: The integral in 3.4A is equal to i ~~(2, dy) h(y), where 
h(y) = f m(dx)p,(x, dz) p(z) g(xT ylk 
< u m(dx)p,(x, z  P(Z)’ ) I’* (1 m(dx)p,(x, dz) g(x, y)21) I’* 
< IIPII~ (1 m(dx)g(x,~~2k)1’z~ 
36 E. B. DYNKIN 
and 3.4A follows from 1.8B. The estimate 3.4B follows from 1.8C. Let 
By Holder’s inequality, the integral in 3.4C is not larger than I~“I~‘“I:‘“, 
where 
II= I Y,@JG dz, du)(g(x, z> - 0, z)>‘, 
12 = I y,W, dz, du)(g(x, z) - g(y, z>14, 
1, = I y,(dy, dz, du)p(u)4. 
By 1.8D, 
1, < 1 P,(x, &)(g(x, z) - 0, 0’ Wz) G cd’, 
By 1.8B, 
12 < I P,(x, dy) m(dz)(g(x, z) - g(y, 4)” & ~2. 
Since I, < m(p4), this proves 3.4C. 
3.5. Proof of Theorem 3.2. It follows from (3.4) that v2(x,y) belongs to 
the algebra Q(x, JJ) generated by the functions g(x,, xj), g(yi, yj), i #j and 
g(xi, yJ. By Holder’s inequality, to prove that a measure 1 satisfies the 
condition (3.5), it is sufftcient o check that, for every k, 
I &Xi, Xl)” A(dX) < 0~ for all i fj, (3.13) 
I g(Xi, Yj)” J(dX) A(&) < CJJ for all i, j. (3.14) 
This follows from 1.8B,C for pT(z, .) and from 3.4A,B for A:. The same 
arguments how that, for every I E /i, 
I &‘(A dx, &I 2)2(x, Y> < 00. (3.15) 
Since the Hilbert space L’(n) is separable and since, by 1.8E, g(x,y) is 
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b x S-measurable, there exists, by Lemma 2.3, a .W x .SQmeasurable 
function Qi subject to condition (3.10). 
We note that 
By (3.8) and (3.15), the right side is finite. Using Fubini’s theorem, we get 
that, for every ,u which satisfies the condition (3.5), 
@t(z) W) = j 0% @,(z))Wz) 
i 
= J P(dX)P,(Z, 4Y) U,(X,Y) 4dz) 
which proves (3.11). 
3.6. Proof of Theorem 3.3. For every integer k, Qk has again the form 
(3.10) (with n replaced by nk). Therefore, to prove the first statement of 
Theorem 3.3, we need only to check that, for every @ of the form (3.10) and 
for every (x E A, 
I (@t(z)) a@) 
is a logarithmic germ. By (3.8), 
(@t(z)) = j PXZ> WW)), 
and, by (3.4) and Hiilder’s inequality, it is sufficient to prove that 
I 
P:(zY dx) g(xi 9 xj)" a,(dz) 
is logarithmic for any i #j, k = 1,2,... . This follows from 3.4B. 
To prove the second statement of Theorem 3.3, we show that 
J2 = I C@,(z) @M>’ aAdz) a@? 
(3.16) 
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is infinitesimal for every a EA. By (3.10) and (3.8), 
It follows from (3.2) that, for F given by (3.12), vz(x,y) = (F(X) F(y)), is 
the sum of terms 
4;jcG Y>(&% Yr) - !a YJ>Y 
where qij belong to the algebra Q(x,JJ) defined in the proof of Theorem 3.2. 
Using 3.4A,B and Holder’s inequality, we show that 
is logarithmic for every q E Q(x,JJ). On the other hand, 
jp;(a,, dx)&Ya,, dY)(g(xivYl) -g(xj9Yl))2 G jPttaty &) q(Yh 
(3.17) 
where 
Using the inequality (a + b)2 < 2a2 + 2b2, we get 
40) < 4 j a,W)& ~x)(g(z, Y) - &Y))’ 
and (3.17) is infinitesimal by 3.4C. So is (3.16). 
3.7. We denote by H(x) the set of all functions h(x) such that $(a,, h’) 
is a logarithmic germ for every a E A and every r = 1,2,... . By Holder’s 
inequality, H(x) is an algebra and, by 3.4B, it contains all functions g(x,, Xi), 
i#j. 
All the statements of Theorems 3.2 and 3.3 remain true if we replace 
measures p:(z, dx) with p:(z, du) h(x). In particular, 
uI,(z, WI= j WP,) @)P:(G dx) (3.18) 
is an element of FA(li x n) and !P( belongs to 5?71jl(A x n) if F is given by 
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(3.12). (The only change needed in proofs is the replacement of v,(x, y) by 
h(x) 49 v&4 and (f’), by WP’),.) 
4. POWERS OF THE FIELD r 
4.1. We note that, by 1.8A, 
P&3 -q - 1. (4.1) 
LEMMA 4.1. Let h E H(x), x = (x, ,..., xn) and let i, ,..., i, take values in 
the set {l,..., n}. Put 
a,,(& z) = 1 p:(z, dx) h(x). (4.2) 
We have 
and 
J ‘P:(z, dx) W):(o,,, e.. vxik: - a,(t, z) II:,, (4.3) 
:p;,;: =J’p:(z, dx):p,, ..a pXn: - q;.;. 
Proof: We have 
(4.4) 
“i ( p:+ ’ z, dx, dy) h(x):q&: = a,,(& z) f p,(z, dy):p,k,,:. 
By passing to the limit as s 1 0 and by applying Theorem 3.1, we get 
J p:’ ‘(z, dx, dy) h(x):q$ = a,,(& z) qf., , (4.5) 
Analogously, for FE G:(x), 
J P: + ‘(z, dx, dy) 4x1 Wd = ,( P:(z, dx) h(x) F(yl,) PAZ, El. (4.6) 
By Subsection 3.7, .Yi(A X I7) contains the germ 
Q~(z, w) = j~;+~(z, dx, dy) h(x):@,,, ..a DXik: -I&‘+ ‘(z, dx, dy) h(x):@;: 
(4.7) 
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and (4.3) follows from Subsection 2.3, (4.9, (4.6), and (4.1). To get the 
second part of (4.4), we put h = 1 in (4.3) and we use (4.1) once more. 
To finish the proof, we note that $t,z = lp,(z, dx) (p, belongs to the 
minimal subspace of L’(lI) which contains (P~,~, s > 0, y E E, and that 
and we have 
v:,,: = I$I jp:(z, dx):rps,x, *. *a)s x,: 
= p;(z, dx):rp,, .a. (Do,:. I 
4.2. We consider graphs r which consist of a finite number of vertices 
and a finite number of bonds: each bond connects two different vertices. We 
denote by r(n) the set of all graphs with vertices 1, 2,..., n such that each 
vertex has multiplicity 0, 1, or 2, i.e., it belongs to 0, 1, or 2 bonds. For 
every TE r(n), we denote by Jk the set of vertices of multiplicity k. Each 
connected component of r is either an m-chain 
or an m-loop 
. . 1,--12--~~~ -im+,, m>O 
r -l 
i, -ii,- . . . -i,, m>2 
(in both cases m is the number of bonds, O-chains are isolated points). 
We denote the number of m-chains by c, and the number of m-loops by I, 
and we call the collection ci, c, ,..., I,, 1, ,..., the characteristic of ZY The total 
number of chains is equal to r = n -Cm>, mc, - Crna2 ml,,,. By 
permutations of the labels l,..., it, we get from a graph r all the graphs with 
the same characteristics. We denote by S the set of permutations which do 
not change r (i.e., which map every bond into another bond). If 1 S 1 is the 
order of S, then the number of different graphs with the same characteristic 
as r is equal to n!/\ S(. 
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To evaluate 1 SI, we consider the subgroup H of S which preserves each 
connected component of lY Its order is equal to 
2c-[2 n (2m)‘m. 
VI>2 
The cosets S/H are in a 1-l correspondence with the transformations in the 
space of the connected components which map m-chains to m-chains and 
m-loops to m-loops. The number of such transformations is equal to 
n mZO c,! nma2 I,!. Hence 
ISI = 2c-Il 11 m>O c,! 11 (2m)‘m I,!. 
PI>2 
(4.7a) 
4.3. The following identity has been proved in [ 1. see (2.16) I: 
f1 (+2)= 1 2-‘2 rI (x,x,) : 11 (xf/2) I-1 xi:, (4.8) 
i-l rer(fl) bonds icJli icJ, 
where the first product is taken over all bonds of f. Since 
it follows from Theorem 3.1 that 
and, by (4.8), 
where 
V,(x) = n g(x,, XJ. 
bonds 
(4.10) 
We note that 
fr(t, z) = jp;(z. dx) V,(x) = n cg-’ n (2mL,)‘m, (4.11) 
m>l m>2 
where the functions C, are defined by (1.17) and the functions L, by (1.39). 
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We conclude from (4.9) and (4.3) that 
where 
(4.12) 
r runs over all graphs in r(n) with r chains. Obviously,fr(t, z) depends only 
on the characteristic of r. By (4.7a) and (4.1 l), 
(4.14) 
where the sum is taken over all collections of nonnegative integers co, ci , 
c, ,..., I,, 1, ,..., such that 
1 cm--l=r, 1 me,-,+ C ml,=n. 
ma1 m>l m>2 
It follows from (4.14), that 
e P(U) + UQ(U) _ - ngo$vvF 
We note that (a,,) is a triangular matrix with diagonal entries equal to 1. 
Such a matrix is invertible and the entries of the inverse matrix (b,,) can be 
obtained from an,. by addition, subtraction, and multiplication. 
Formula (4.15) is equivalent o (1.41). To prove this, we rewrite (4.15) as 
the system of equations 
~~“r;=p)!y, r = 0, l,..., 
and we rewrite (1.41) as the system 
It is easy to see that (4.16) and (4.17) are equivalent. 
Suppose that fE q(A), i.e., J” lf,(z)l” a,(dz) is logarithmic for every a E A 
and every k= 1, 2,... . Then a’,(dz) =ft(z) a,(dz) belongs to A for every Q E A 
and therefore, it is legitimate to multiply any equivalence relation by J By 
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Subsection 3.7, the algebra FA(A) contains all functions a,, of the form (4.2) 
and, therefore, it contains the coefficients a,, in (4.12) as well as the entries 
b,, of the inverse matrix. 
It follows from (4.4), (4.12), and (1.37) that 
(4.18) 
By (4.18) and (1.28), 
.I . g A(dz) = lI’I$J it;,,: L(dz) in L’(n). (4.19) 
4.4. We denote by rP the subspace of the Hilbert space L*(n) generated 
by :on . . . (p*\,:, A, ,..., 1, E M, (T, consists of constants). It is well known 
that Li(Z7) is the orthogonal sum of f,, p = 0, 1, 2,... . We put 
k=O 
IfXET,, YET,, then XYErGpiq. It follows form (1.28) that :c$‘:.~ ET,. 
In particular, <t,z E T’, . Hence r:,, and :Cy.,: belong to rdzn. 
By Nelson’s hypercontractivity estimate, 
(I Yl”> < (k - P2 II Yllk (4.20) 
for all k > 1, YE Tga (see references in Sect. 1 of El]). 
Hence (4.19) implies (1.36). 
4.5. We consider formal series 
where @i,yj are random variables, and we write F(u) - 0 if @I:; - 0 for 
n=0,1,2 ).... If 
then we put 
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In this notation, formula (4.12) can be rewritten as 
&4,z - :eipw)+ WOI,,,: .* (4.21) 
Since (q:,,) = 0 for n > 1, we have from (4.1) that (<y,,) - (I,,~ and therefore 
(&J) N @‘U’. (4.22) 
5. POLYNOMIALS OF (AND T 
5.1. We assume that there exists a right process X,(w) with the transition 
density p,(x, y) (see the definition in Sect. 4 of [ 1 I). 
First, we prove formula (1.15). If A(&) =pl(z, dx), then, by (1.11) and 
(1.1% 
To prove (1.15), it is sufficient to show that 
A,(o, v> = J”P,(z, -q> du (5.2) 
0 
for all v < co. We fix o and we denote the right side in (5.2) by Y,. Because 
of (5.1), formula (5.2) will be proved if we show that 
y,=I;lft! yt+s in L*(P). (5.3) 
It follows from (1.3) that, for u1 < u,, 
pp,,(z, X, )P~JZJ,J = JP,,(G x) WWP,~-.,~W~ WY)P~~(Z,Y) 
= t,+t*+u2-&z) P
and therefore 
PYt,Yt*=2 Udul 
J I 
f,+t*+u, 
P&9 z) du2 
0 11+t2 
1 2~~~~,l::+“‘p,*(z,z)du, as t,,t2 1 t. 
Since g,(z, z) < co for t > 0, this implies (5.3). 
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5.2. We denote by .,N the set of all measures Ppv, p, v E iV. All these 
measures are defined on the minimal a-algebra Xw which contains all the 
sets (a = 0, X,(W) E B}, t > 0, B E 9. We consider the mapping Y-1 Y* 
described in Subsection 1.5 and we note that, by (1.30) and the Schwartz 
inequality, 
p,“w*Y) = p,“w”>*) = ~~,(a,. y”> 
< (~~~y(Y’“)“*~ 
(5.4) 
We denote by L,(n) the set of all elements of L(n) which are 
q-measurable. By (5.4) Y* E L(fl X. F”) for all YE L,(ZZ) and 
Y*=limY,*inL(17X.~‘) if Y= Lim Y,. (5.5) 
The algebra L(/i x n) contains all functions &(z, w) = <l,Z(o). We denote 
by L&4 X n) the minimal subalgebra which contains & and L(4). If 
@ E L&4 X Z7), then, for every z E E, the function @I belongs to L,(Z7), and 
the formula 
@*(z, w, w) = @pI*(w, w) 
defines a i9 x .;“; x .F$measurable function. We claim that, for every 
LEA, 
(@*>A = (@A)*. (5.6) 
This is an immediate implication of 
LEMMA 5.1. Let A be a finite measure on (E, ,ti). Let Y;(w) be a 
9 x .3-measurable function such that 
and let 
Y, = Y,A(dz). 
i 
If UZ(w, CO) is an $9 X ,9$ x jT,-measurable function and if UZ = Y,* for each 
z, then 
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Proof. We put 
II Yll’ = (I w9 II UII” = P,“(I VI> 
and we note that 
II Yll’ < WY2 II YIL 
II ~zll” G <(P:w2 II Yzll. 
The functions ]( Y,]]’ and I( V,]]” are 9-measurable and finite A-a.e. Hence 
(see, e.g., [4, p. 1311) for every E > 0, there exists a partition of E into 
disjoint sets A, ,..., A “,..., such that 
II yz - Yxll’ < E9 II uz - ~xll” < E for all 2, x E A,, n = 1,2 ,.., . (5.7) 
We choose a point z, E A,, and we put 
Z = c Yz,W,), v = c Uz,&G ” n 
By (1.32), Z* z V. Using (5.7) and Fubini’s theorem, we get ]I Y - Zll’ < 
EL(E), I]] U,A(dz) - VI]” < d(E). Now we consider a sequence of partitions 
and we get two sequences Z, and V, such that Zz zz Vk, lim Z, = Y Z7-a.s., 
lim V, = ( U,l(dz) Pwu X fl-a.s. Lemma 5.1 follows from (1.34). 
5.3. According to the definition in Subsection 2.3, gA(A x ll x JV) 
means the set of all germs !Pt(z, w, w) in L(/1 x n x M) such that, for every 
a E A, P E d’-, and k = 1, 2 ,..., 
is a logarithmic germ. The algebra yA(/i x IZ x M) contains all elements of 
the form (3.10) and (4.2). Indeed, elements (3.10) and, in particular, q:,,(o) 
belong to PA(/i x n) by Theorem 3.3, and elements a,,(& z) belong to gA(A). 
Let us show that yA(A x ZZ x JV’J contains the germs T,,z(w). We have 
Since (Cf.,) > 0, we have ((<y,,)*) > T:,, and, by (1.30) and (5.4), 
P,“T,Z Q p,“((c,d*) Q Ilbo,rp”ll(~:,~Y*. 
Hence ] PM0 T:,,a,(dz) is logarithmic for each a E A. 
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We observe that the algebra <yA(A x 17 x J’) contains the functions 
unr(t, z) and b,,(t, z) as well as the elements it:: and ir:t defined by formulae 
(1.37) and (1.16). 
LEMMA 5.2. Let @jr E F’j (A x II), V, E .yA(,4 x v). Then Y, = @, V, 
belongs ro ,Fi (A x II x H). 
ProoJ: For every P E .H 
P(Y,(z) ‘y,(f)> = (@I(Z) @l(3) PVt(z) V,(4. 
Hence, for every a E A, 
G 1 (@AZ> @L-9)’ a,(dZ) a,(d4 J W,(z) V,(f))’ a,(dz) a,(diF). 
The first factor is infinitesimal, and the second factor is logarithmic. 
5.4. If Y, E ,%;(A x n x CN), then writing Y, - 0 means that Y:,,, is an 
infinitesimal germ in L(fl x .h^) for each a E A (again this is a particular 
case of a general concept introduced in Subsection 2.3). 
LEMMA 5.3. It is legitimate to multiply the equivalence relations (4.1) 
(4.3), (4.12) and (4.18) by any germ V, E .<gA(/i x . + ‘). 
Proof: This is obvious in the case of (4.1). Let Qr be defined by (4.7). 
Then @, V, belongs to .?‘:(A x 17 x A‘) by Lemma 5.2, and therefore 
@[I’, - 0. This justifies the multiplication of (4.3) by Vt. Formula (4.4) 
follows from (4.1) and (4.3) and the proof of (4.12) and (4.18) uses only the 
equivalence relation (4.4) and certain equations. We denote by (Y} the 
projection of YE L*(,4 x ZZ x M) on the subspace L*(A) @r, @ L’(-it ‘) 
(such a projection exists by Lemma 2.1). By Subsection 2.5, { YA}, = (( Y},),% 
for all ,? E A. Therefore P( { YA},,)i < PY: for every P E ZZ X -Y”, and 
{ul,l, -0 if Y! - 0. (5.8) 
Suppose that Yt is a germ in gA(A x n) with values in L&4 x n). Then, 
by (5.7), (5.4) and the Schwartz inequality, 
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Hence 
Yll*-0 if !Pt- 0. (5.9) 
5.5. THEOREM 5.1. If p is odd, then {i<;i*},=O. Zf p= 2i and 
n=i+j, then 
{y;i*}, i<fi iT:'i 
I 
N--, 
n. i! j! 
(5.10) 
Proof. For the sake of brevity, we omit the subscript t in our 
computations. By (4.12) 
We note that 
for p = 2r, = 0 otherwise. (5.12) 
It follows from Lemma 5.3, (5.11), (5.8), and (5.12) that 
{r’Tj}, - 0 for p odd, 
and, taking into account (4.18), that 
{ <‘Tj} 2iN =irv "Tj/2' w airi<': l+. 
By (4.16) 
f ai,ai/i! = e’P’u’@(u)‘/l!. 
i=l 
By virtue of (5.14) and (5.15), 
On the other hand, by (5.11) and (4.18) 
(5.11) 
(5.13) 
(5.14) 
(5.15) 
(5.16) 
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Hence, by (5.9), 
(< + 7-y = (y”)* - i a,,~~‘I” 
r=O 
and, by (5.8), 
In combination with (5.15), this implies 
By comparing (5.16) and (5.17), we get 
or, by substituting G(U) for U, 
u’ (pi * }2, - - pU’y. 
I! 
(5.18) 
(5.17) 
It follows from (1.20) that 
e CJ(u)T = : UT: .e . 
and we can rewrite (5.18) in the form 
(5.19) 
u’ { ie . J2, - - it’: ieuTi Ill:* 
I! 
(5.20) 
which is equivalent o (5.10). 
5.6. Proof of Theorem 1.3. By (1.36) and (1.38), for every A E-4, 
icyin = Li? :I$:, . 
BY (2.1 l), (5.6), and (5.5), this implies 
(Ki*r,), -+ w?,J*1, in L2(D X M). (5.21) 
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Formula (1.44) follows from (5.21) and (5.10). Moreover we have 
(ir’i iTii)A = (i +j)! i!j! {(ir*+ji,)* j2ia (5.22) 
We conclude from (5.22) and (1.45) that 
(ir”g* = i {(g”:,)*},, = 2 ( ‘I ) (it’: T”-‘gn 
I=0 I=0 
= i(r + T)“in 
which implies (1.46). 
APPENDIX 
THEOREM. The Brownian density (1.2) satisfies conditions 1.8A through 
1.8E ifd<2, k>O. 
Proof It is easy to see that, if this statement is true for a density p,(x, y), 
it is true also for the density fir@, y) = Idp,&, Ay), where 1 > 0. Therefore 
without any loss of generality we can assume that k = f. If d = 1, then 
g(x,y) = je-‘y-X’ and the theorem is trivial. For d = 2, g(x, y) = 
7c- ‘K(Ix - y 0, where K(r) is the positive solution of the Bessel equation 
r*K”(r) + rK’(r) - r’K(r) = 0 
which has the following asymptotic: 
( ) 
112 
K(r) N c e-’ as r+ 00, 
K(r) - In f 
i 1 
as r-b 0. 
Besides K, = -K’ is positive monotone decreasing and 
K,(r) w r-l 
(see [3, Sects. 3.71 and 7.231). 
as r-+00, 
as r-0 
PoLYNoMlALs OFTHE OCCUPATION FIELD AND RELATED RANDOM FIELDS 51 
Condition 1.8A holds with 6 = 1. Changing variables by the formula 
y -x = z, we get that 
I g(x, y)& m(dy) = const s K(~zI)~ m(dz) 
= const [K(r)‘% dr < co 
I > 1, we get Hence 1.8B is satisfied. Since g(x, y) < const for all 1.x -y 
J pI(z, dx)p,(z, dy) g(x, y)” < const for all t. IX--Y1 >I
On the other hand, for all sufficiently small t, 
I P~(z, dx) pt(z, dy) dx, Y)” l.Y-Yl < 1 
< const 
1^ ~,(z,x)~,(z,~)IlnIx-~l~~~(dx)~(d~). Ix-Y1 < 1 
Changing variables by the formula x’= (x - z) t- I’*, y’= (y - z) t-l’*, we 
see that this expression does not exceed 
const 
1 
p(z?)p(yy Iln IT-y’/ + In tit” m(dx’) m(dy’). 
Since 
~&MY) Ilog Ix -.4ik m(dx) m(h) < ‘n for all k, 
we get 1.8C. 
The integral in 1.8D is equal to 
We have IK(r,) - K(rJ < I rl - r,l K,(r,) for I, < r,. Let r, be the smallest 
and r2 be the largest of two quantities Iz -xl, Iz - x - y 4 1. We note that 
Ir, - r2j < $y, hence W-J - V21Z < fiyK,(r,) K(r,) and the 
expression (1) does not exceed 
const dij~(u) WY) m(dz) IYI K,(r,)V,). (2) 
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To prove 1.8D, it is suficient to show that the integrals of the form (2) with 
T,=[z-XI and with rl= (z - x --y \/I 1 are finite. Changing variables by 
the formula Z= z -x in the first case and by the formula ,F = z - x -y fi 
in the second case, we arrive at the same expression 
which is finite. 
Condition 1.8E holds in the topology of R2. 
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