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ABSTRACT 
A compar1son of the accuracy of several tech-
n1ques recently developed for solv1ng st1ff d1fferen-
t1a1 equat10ns lS presented. The techn1ques exam1ned 
1nc1ude two general-purpose codes EPISODE and LSODE 
developed for an arb1trary system of ord1nary d1ffer-
ent1al equat1ons, and three spec1allzed codes CHEMEQ, 
CREKID and GCKP84 developed spec1f1ca11y to solve 
chemlcal k1netlc rate equatlons. The accuracy com-
par1sons are made by app1Y1ng these Solut10n proce-
dures to two pract1cal combust10n klnetlcs problems. 
Both problems descr1be ad1abat1c, homogeneous, gas-
~ phase chem1ca1 react10ns at constant pressure, and 
M 1nc1ude all three combust10n reg1mes: lnduct10n, heat 
~ release and equ111brat10n. The compar1sons show that 
~ LSODE lS the most eff1c1ent code - 1n the sense that 
1t requ1res the least computat10na1 work to atta1n a 
spec1f1ed accuracy level - currently ava11ab1e for 
chem1ca1 k1net1c rate equat10ns. An 1mportant f1nd1ng 
lS that an 1terat1ve Solut10n of the a1gebra1c enthal-
py conservat1on equat10n for the temperature can be 
more accurate and eff1c1ent than comput1ng the tem-
perature by 1ntegrat1ng 1tS t1me der1vat1ve. 
NOMENCLATURE 
ATOL absolute error tolerance for speC1es mole 
numbers 
CPU total computer t1me requ1red on IBM 370/3033 
computer, sec 
constant-pressure mo1a1-spec1f1c heat of 
spec1es 1, J/kmo1 K 
Erms mean 1ntegrated global root-mean-square 
error (Eq. (7)) 
*NRC-NASA Research Assoc1ate; on leave from the 
Un1verS1ty of M1ch1gan, Dept. of Mechan1ca1 
Eng1neer1ng and Appl1ed Mechan1cs, Ann Arbor, 
M1ch1gan 48109. 
EPS for all methods, except EPISODE, local relat1ve 
error tolerance; for EPISODE: local re1at1ve 
error tolerance for spec1es w1th 1n1t1a11y non-
zero mole numbers and for the temperature, and 
local absolute error tolerance for spec1es w1th 
1n1t1a11y zero mole numbers. 
ERMAX relatlve error tolerance for Newton-Raphson 
1terat1on for temperature 
e1 error 1n 1th spec1es mole fract1on, (Eq. (4)) 
root-mean-square error 1n speC1es mole 
fract10ns and temperature (eq. (6)) 
error 1n temperature (Eq. (5)) 
net rate of format1on of spec1es 1 (Eq. (1)), 
kmo1e l/kg m1xture sec 
HO 1n1t1a1 step length to be attempted by 1ntegra-
tor, sec 
h1 mo1a1-spec1f1c enthalpy of spec1es 1, J/kmo1 
NS 
n1 
T 
TST 
t 
Y1 
mass-spec1f1c enthalpy of m1xture, J/kq 
total number of dlstlnct chemlcal specles 1n 
mlXture 
mole number of spec1es 1, kmole J/kg m1xture 
temperature, K 
standard solut1on for temperature, K 
t1me, sec 
mole fract10n of speC1es 
Y1,ST standard solutlOn for the mole/fractlOn of 
spec1es 
INTRODUCTION 
Many pract1cal chem1cal react10n flow problems 
requ1re the Slmultaneous Solut10n of systems of cou-
pled f1rst-order ord1nary d1fferent1al equat10ns 
(ode's). These ode's descr1be the t1me rate of change 
of spec1es concentrat10n and temperature. For spec1es 
1 (1 = 1,NS) the govern1ng ode can be wr1tten as 
dn
1 ~ = f 1 (nk,T); 1,k = 1, NS 
n1 (t=O) glven ( 1) 
T(t=O) g1ven 
where, n1 lS the mole number of spec1es 1 (kmole l/kg m1xture); t lS the t1me (s), T lS the tempera-
ture (K); f1 lS the net rate of format1on of spe-
c1es 1 (kmole l/kg m1xture/sec) due to all forward 
and reverse react10ns 1n wh1ch spec1es 1 part1c1-
pates; and NS lS the total number of d1st1nct chem-
1cal spec1es 1n the gas m1xture. 
The 1n1t1al value problem lS to solve the system 
of Eqs. (1) for the chem1cal compos1t10n (l.e., n1' 
1 = 1, NS) and temperature at the end of a spec1f1ed 
t1me 1nterval, glven the 1n1t1al cond1t10ns and the 
react10n mechan1sm. Class1cal methods such as the 
popular expl1c1t Runge-Kutta method requ1re proh1b1-
t1ve amounts of cnmputer t1me to solve large sets of 
chem1cal k1net1c rate equat10ns (1-4). Th1S lS due 
to the extremely small steplengths that class1cal 
methods have to use to sat1sfy stab111ty requ1rements. 
Stable d1fferent1al equat10ns that 1mpose severe step-
length 11m1tat10ns on numer1cal 1ntegrat10n rout1nes 
are class1f1ed as st1ff d1fferent1al equat10ns (e.g., 
i,.£)· 
Several Solut10n techn1ques have been proposed 
and developed for st1ff systems of ode's. In Part I 
of th1S effort and other recent publ1cat10ns (1-4), 
the computat1onal work requ1red by several recently 
developed rout1nes 1n solv1ng chem1cal k1net1c rate 
equat10ns has been exam1ned 1n deta11. In the present 
paper we compare the1r accuracy. The techn1ques ex-
am1ned 1n these stud1es 1nclude the general-purpose 
packages EPISODE and LSODE (7-9), developed as mult1-
purpose st1ff d1fferent1al equat10n solvers, and the 
spec1al1zed methods CHEMEQ (10), CREKID (11,12) and 
GCKP84 (13,14), all of wh1chlnave been developed spe-
c1f1callY-for chem1cal k1net1cs appl1cat10ns. These 
Solut10n procedures are summar1zed 1n Table I and 
d1scussed 1n more deta11 1n Ref. (~). 
All of the above numer1cal methods are step-by-
step methods (l.e., they compute approx1mat10ns to the 
exact Solut10ns of the ode's at d1screte p01nts 1n 
t1me). They 11m1t the est1mated local truncat10n er-
ror (l.e., est1mates of the error 1ncurred over one 
t1me step) to be less than a user-suppl1ed local error 
tolerance. However, the quant1ty that lS of 1nterest 
to the user lS the global (l.e., actual) error 1n-
curred by a techn1que 1n solv1ng the problem. In the 
present paper, Wh1Ch lS based on a recent cr1t1cal 
analys1s of the accuracy of the above techn1ques (15), 
we prov1de an est1mate of the mean global error and! 
exam1ne 1tS var1at10n w1th the user-suppl1ed local 
error tolerance (EPS) for two pract1cal combust10n 
k1net1cs problems. We also study the computat1onal 
cost (expressed as the computer t1me requ1red) asso-
c1ated w1th atta1n1ng des1red accuracy levels. 
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The mot1vat10n for th1S work lS the 1ncreas1ng 
1nterest 1n both mult1d1mens10nal model1ng of chem1-
cally react1ng flows and 1n develop1ng deta11ed reac-
t10n mechan1sms for the combust10n of fuels and 
pollutant format10n and destruct10n. Computat10nal 
speed lS of pr1mary concern 1n the former appl1cat10n 
and moderate accuracy lS adequate (10-12). However, 
for develop1ng and val1dat1ng reactlOniTIechan1sms 
accuracy lS of cr1t1cal 1mportance. 
EVALUATION OF TEMPERATURE 
The rout1nes GCKP84 and CREKID have been devel-
oped spec1f1cally for non1sothermal combust10n rate 
equat10ns and therefore lnclude calculat10n procedures 
for the temperature. For the other technlques, how-
ever, the temperature had to be solved for along wlth 
the compos1t10n. Th1S was done uSlng one of two d1f-
ferent methods (A and B) descr1bed below. 
In the present work, as 1n Part I, attentlon lS 
restrlcted to adlabatlc, homogeneous, gas-phase chem-
lcal react10ns at constant pressure. For such reac-
tlons, the follow1ng enthalpy conservatlon equat10n 
NS 
L: n h = h = constant 
1 =1 1 1 0 
(2) 
lS an algebra1c constra1nt on the speC1es rate equa-
tlons. In Eq. (2), h] lS the molal-spec1flc en-
thalpy of spec1es 1 \J/kmol 1) and ho lS the 
mass-speclflc enthalpy of the gas mlxture (J/kg). In 
method A the temperature was calculated from the solu-
tlon for the speCles mole numbers, n} (1 = 1, NS) 
uS1ng the 1n1t1al m1xture mass-speclf1c enthalpy, 
Eq. (2) and a Newton-Raphson 1teratlon techn1que w1th 
a user-suppl1ed local relat1ve error tolerance, ERMAX. 
The temperature was therefore not an expl1c1t depend-
ent var1able and the 1ntegrator tracked only the solu-
t10n for speC1es mole numbers. 
In method B the temperature was evaluated by 
solv1ng 1tS t1me-der1vat1ve obta1ned by d1fferent1at-
1ng Eq. (2) w1th respect to t1me, t 
dT df= NS 
L: n1 cp 1 1=1 ' 
(3) 
where cp 1 lS the constant-pressure molal spec1f1c-~eat of spec1es 1 (J/kmol K). In th1S 
method the temperature was an expl1c1t dependent var1-
able and the 1ntegrator tracked the Solut10ns for both 
the speC1es mole numbers and the temperature. 
TEST PROBLEMS 
The accuracy of the techn1ques summar1zed 1n 
Table I was exam1ned by appl1cat10n to two pract1cal 
combust10n k1net1cs problems. Both problems descr1be 
ad1abatlc, homogeneous, constant-pressure, trans1ent, 
batch chem1cal react10n and 1nclude all three combus-
t10n reg1mes: 1nduct10n, heat release and 
equ 111 brat lOn. 
Test problem 1 descr1bes the 19n1tlon and subse-
quent combust10n of a m1xture of 33 percent carbon 
monox1de and 67 percent hydrogen w1th 100 percent 
theoretIcal aIr at 10 atm and 1000 K InItIal tempera-
ture. It 1nvolves 12 react10ns among 11 specIes. 
Test problem 2, 1nvolv1ng 30 react10ns and 15 speC1es, 
descrIbes the IgnItIon and subsequent combustIon of a 
stolchlometr1c hydrogen-aIr mIxture at 2 atm and 
1500 K InItIal temperature. The reactIon mechan1sms 
and rate constants for the two problems are g1ven 1n 
Ref. (~). 
FIgures 1 and 2 present the var1atlon of the 
specIes mole fractIons and temperature wIth tIme for 
test problems 1 and 2, respectIvely. Both problems 
were Integrated up to tIme t = 1 ms to obta1n near-
equIlIbratIon of all chemIcal specIes and temperature. 
COMPUTATIONAL PROCEDURE 
The aIm of the present work was to compare the 
accuracy of currently avaIlable technIques In solvIng 
chemIcal kInetIc rate equatIons. In the absence of 
exact solutIons to the test problems, the only way to 
assess the accuracy of a technIque IS by comparIng 
solutIons generated wIth a partIcular value for the 
local error tolerance (EPS) w1th those generated w1th 
a reduced EPS, uSIng eIther the same technIque or a 
d1fferent one. To prevent any bIas 1n favor of one 
technIque, global errors for each technIque were estI-
mated by comparIng ItS solutIons wIth those generated 
by Itself uSIng a reduced EPS. For each technIque and 
test problem, the solut10n used as a basIs of compar-
1son was the most accurate generated and 1S referred 
to as 1tS standard solutIon. For example, for CREK1D 
stand~rd solutIons were generated wIth CREK1D and EPS 
= 10-. These standard solutIons were compared wIth 
runs uSIng CREK1D and EPS = 10-2, 10-3, and 10-4 
to assess the global errors Incurred by the latter. 
A tYPIcal computatIonal run consIsted of InItIal-
IZIng the tIme (t, set equal to zero), the specIes 
mole numbers and the temperature. The 1ntegrator was 
called w1th values for the necessary Input parameters 
1nclud1ng the local error tolerance (EPS) and the t1me 
at whIch the IntegratIon was to be termInated (= 1 ms 
for both problems). The values used for the other 
Input parameters, obtaIned In a prevIous study (3) by 
a tr1al-and-error procedure, resulted In the least CPU 
tIme for each technIque and value of EPS. After each 
step successfully executed by the code, values for the 
tIme reached by the Integrator and the specIes mole 
fractIons and temperature computed at that tIme were 
saved. The values saved for the t1me served as 1nput 
data for the output statIons at wh1ch the standard 
solut10n was to be generated. The global errors 1n 
the solutIons for the specIes mole fractIons and tem-
perature were estImated by comparIsons wIth the stan-
dard solutIon values for these quant1tles as follows. 
(4) 
eT(t) = T T(U) - 1 
ST 
( 5) 
In Eqs. (4) and (5) e1(t) ai1d er(t) are, re-
spectIvely, the global errors at tIme t, In the mole 
fractIon, Vl(t), of specIes I and the temperature, 
T(t), V1 sri t) and TST(t) are, respectIVely, the 
standard'solut10n values for the mole fractIon of spe-
C1es I and the temperature at t1me, t. The global 
errors 1n specIes mole fract10ns and temperature and 
the correspond1ng tImes were saved for later analysIs. 
In thIs way t1me hlstor1es of the errors In specIes 
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mole fractIons and temperature were generated. De-
ta11ed plots of el(t) and eT(t) are presented 
1 n Ref. (li). 
Standard Solut10ns. For cons1stency, standard 
solutsons were generated w1th the same value of EPS 
(=10- ) for all methods, except EPISODE. In con-
trast to the other routInes for whIch EPS IS the local 
relat1ve error tolerance, 1t 1S a m1xed error toler-
ance for EPISODE - relatIve for specIes wIth InItIally 
nonzero mole numbers (I.e., reactants) and for the 
temperature; and absolute for specIes wIth lnlt1al1y 
zero mole numbers (I.e., all IntermedIate spec1es and 
products) (15). EPISODE IS therefore InferIor to the 
other codes-= I.e., for a gIven value of EPS, 1t pro-
duces less accurate solutIons (3,15). WIth EPISODE, 
we ha~e therefore used the smalTest value of EPS 
(=10- ) that the sIngle-precIsIon versIon allowed. 
All the technIques examIned here requIred the 
specIfIcatIon of several Input parameters, In addItIon 
to the local error tolerance, EPS. In generatIng 
standard solutIons for each technIque, the values used 
for the 1nput parameters were those that resulted 1n 
the most accurate solutIon - see Ref. (15) for de-
taIls. For GCKP84, however, S1nce detaTTs of the In-
tegratIon technIque are not yet known, default values 
were used for all parameters except the InItIal step-
length (HO) to be attempted by the ode solver. In our 
prevIous work (1-3) WIth GCKP84, a default value of 
HO = 10-6 s haa oeen used. However, Blttker and 
ScullIn (14) have sInce then set the default value for 
HO a6 5x1Q-8 sec. We have, nevertheless, used HO 
= 10- sec because It produced more accurate results. 
RESULTS AND DISCUSSION 
The procedure out11ned 1n the sectIon Computa-
tIonal Procedure was used to examIne the global errors 
1ncurred by all techn1ques 1n solv1ng the two problems 
descrIbed In the sectIon Test Problems. All results 
presented here1n were obtaIned on the NASA LewIs 
Research Center's IBM 370/3033 computer USIng slngle-
precIsIon accuracy, except GCKP84 wh1ch was 1n 
double-precIsIon. 
WIth LSODE, EPISODE and CHEMEQ, both temperature 
methods A and B were attempted. The follOWIng namIng 
conventIon was used. TechnIques uSIng temperature 
method A were gIven the suffIX A (LSODE-A, EPISODE-A 
and CHEMEQ-A) and those uS1ng temperature method B 
were gIven the suffIX B (LSODE-B, EPISODEB and 
CHEMEQ-B). For consIstency between the two methods, 
ERMAX (the maxImum local relatIve error allowed In the 
temperature In method A) was set equal to EPS wh1ch IS 
approxImately the maxImum local relatIve error allowed 
In the temperature 1n method B. 
To faCIlItate accuracy comparIsons, at each value 
of the tIme where global errors had been evaluated 
(and saved), the root-mean-square (rms) error, erms (t) 
was computed uSIng 
(6) 
To prevent the posslb11lty of requ1rlng accuracy 
from specIes WIth Immeasurably small concentratIons, 
the summatIon 1n Eq. (6) does not 1nc1ude speC1es 
whose standard solutIon mole fractlons were less than 
0.1 ppm - for such specles, el(t) was set equal to 
zero. 
The maXlmum percent root mean square error In-
curred by all technlques are glven 1n Tables II and 
III, respectlvely, for test problems 1 and 2. Also 
glven In these tables are the values used for the 1n-
put parameters requlred by each method. These values, 
taken from Radhakr1shnan (3), resulted 1n the least 
CPU t1me (CPU In Tables II-and III) to solve the prob-
lem w1th the glven value of EPS. In these tables, HO 
lS the user-suppl1ed value for the 1nlt1al steplength 
to be attempted by the 1ntegrator, and ATOL lS the 
absolute error tolerance for all speC1es mole numbers 
- a value of zero was used for the absolute error 
tolerance for the temperature (requ1red by LSODE-B). 
For test problem 1, the run w1th GCKP84 and EPS 
= 10-2 dlsplayed serlOUS lnstablllt6 and so was ter-mlnated. For values of EPS > 5x10- , EPISODE-A and 
-B predlcted llttle or no change from the lnlt1al com-
pos1t10n or temperature after an elapsed tlme of 1 ms. 
Slm1lar remarks apply to test ~roblem 2 and the runs 
w1th EPISODE-A and EPS > jx10- and those w1th 
EPISODE-B and EPS > 5x10-. Altho~gh the runs w1th 
EPISODE-B and EPS ~ 10-3 and 5x10- were successfully 
completed 1n that correct Solut1ons were returned at 
t = 1 ms, they were s1gn1f1cantly 1naccurate durlng 4 
heat release. For example, the run w1th EPS = 5x10-
predlcted l1ttle or no change from the 1n1t1al cond1-
t10ns unt1l t = 40 ~s when heat release was pred1cted 
to start. In contrast, for the standard Solutlon heat 
release 1S almost over by th1S tlme (Flg. 2). 
Tables II and III show large var1atlons In the 
maX1mum root mean square error 1ncurred by the d1f-
ferent techn1ques. GCKP84 and EPISODE exper1enced the 
greatest d1ff1culty 1n track1ng the1r standard solu-
t10ns and maX1mum root mean square errors of over 100 
percent were obta1ned w1th these codes. In contrast, 
the maXlmum errors 1ncurred by CHEMEQ, CREK1D and 
LSODE were slgn1f1cantly smaller. Compar1sons of the 
runs w1th the largest values of EPS show that LSODE 
was the most accurate code for test problem I, and 
CREK1D for test problem 2. 
The accuracy obta1ned w1th LSODE was strongly 
lnfluenced by the value selected for ATOL (the abso-
lute error tolerance for the spec1es mole numbers). 
For problem 2 LSODE-A showed l1ttle sens1t1v1ty to 
changes 1n EPS, because all runs used the same ATOL 
(Table III). In contrast, the runs wlth LSODE-B 
showed decreased errors w1th reduct10ns In EPS because 
of the use of smaller values of ATOL. Note the Slg-
n1flcant reduct10n 1n the maX1mum root mea~ square 12 error obta1ned by decreaslng ATOL from 10- to 10-
for LSODE-B and EPS = 10-4 (Table III). Th1S de-
crease In the maX1mum error w1th a reduct10n 1n ATOL 
lS further 1llustrated for problem 2 by the res~lts 
presented In Table IV for LSODE-B and EPS = 10- • 
These results show that great care must be exerc1sed 
1n spec1fY1ng values for ATOL. A poor guess for ATOL 
can result 1n s1gnlf1cantly 1naccurate Solutlons. The 
CPU t1me requ1red by LSODE was also affected by ATOL. 
In general, a tr1al-and-error procedure was necessary 
to obtaln the opt1mum value for ATOL - def1ned as that 
value Wh1Ch results In the least CPU tlme wh1le sat1s-
fY1ng prescr1bed accuracy requ1rements. Th1S tr1al-
and-error search - WhlCh can be t1me consumlng, 
especlally for large systems of ode's - for the Opt1-
mum value for ATOL 1S the maln d1ff1culty assoc1ated 
w1th uS1ng LSODE for solvlng chem1cal k1net1c rate 
equatlons. The use of extremely low values for ATOL 
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to ensure accuracy can result 1n excess1vely large CPU 
tlmes. For example, f~r test problem ~lthe run uSlng 
LSODE-B w1th EPS = 10- and ATOL = 10- requ1red 
about 3.4 f5c CPU t1me; 1n contrast, the run w1th 
ATOL = 10- requ1red almost 20 sec although the 
Solut1on was not s1gn1f1cantly d1fferent. In addl-
t1on, as d1scussed 1n Part I (4), the Solut1on can be 
adversely affected by a poor cno1ce for the output 
stat10ns at Wh1Ch the Solut1on 1S des1red. 
Tables II and III show also that the use of tem-
perature method A does not result In s1gnlf1cantly 
larger errors than those 1ncurred by temperature meth-
od B. On the contrary, method A can be more accurate 
than method B - th1S d1fference 1n accuracy 1S most 
marked for CHEMEQ. 
To provlde a more comprehens1ve measure of the 
accuracy than the maX1mum root mean square error, we 
have adopted the follow1ng procedure. For each run a 
mean 1ntegrated root mean square error, Erms , was 
calculated as follows: 
1 ftend E - -- erms(t) dt 
rms - tend 0 
where tend 1S the end of the prescr1bed t1me 
1nterval. 
(7) 
Equat10n (7) prov1des a slngle quantlty that lS 
a measure of the average error 1ncurred 1n solv1ng the 
complete problem. The 1ntegral was evaluated numer1-
cally uS1ng S1mpson's rule mod1f1ed for unequal step 
s lZes. 
F1gures 3 and 4 present the var1atlon of E ms 
wlth the user-supplled local error tolerance, EPS. In 
addlt1on, Table IV glves values of Erms lnc~rred by 
the dlfferent runs wlth LSODE-B and EPS = 10- for test 
problem 2. These results lllustrate the lncreaslng 
accuracy obtalned wlth reductlons 1n ATOL and the Slg-
nlflcant errors that can be lncurred by a poor guess 
for ATOL. Flgures 3 and 4 show that all methods used 
In the present study are tolerance-effectlve (l.e., 
decreas1ng EPS results 1n reduced error). For both 
problems temperature method A lS as accurate as meth-
od B - In many cases, 1t lS s1 gnlf4cantl y more accu-rate. For problem 2 and EPS = 10- , LSODE-B lS more 
accurate than LSODE-A because of the smaller ATOL 
used. 
F1gures 3 and 4 lllustrate the slgnlflcant d1S-
crepanCles between the values speclfled for EPS and 
the errors actually obta1ned. For example, for prob-
lem 1 a value of EPS = 10-Z (1 percent) has resulted 
In an average error of almost 50 percent error for 
CHEMEQ-B. These plots show that for a glven value of 
EPS, LSODE lS the most accurate code currently avall-
able for solv1ng chem1cal k1net1c rate equat10ns. 
However, GCKP84, CREKID and CHEMEQ-A compare very 
favorably w1th LSODE for small values of EPS. EPISODE 
1S slgn1f1cantly less accurate than the other codes 
because the error control used In lt lS lnapproprlate 
for chem1cal k1netlcs appllcatlons (l). 
Flgures 5 and 6 present the var1atlon of the com-
putatlonal work (expressed as the CPU tlme 1n seconds 
requlred on the NASA Lew1s Research Center's IBM 3701 
3033 computer) wlth the mean lntegrated error for test 
problems 1 and 2, respect1vely. For both problems the 
CPU tlmes requlred by temperature method A are less 
than, or compare favorably w1th, those requ1red by 
method B to attaln the same accuracy levels. ThlS 
d1fference lS most pronounced for CHEMEQ and EPISODE. 
Note that for EPISODE-B the computat10nal work 1n-
creases w1th 1ncreas1ng error. 
F1gures 5 and 6 111ustrate the large d1fferences 
1n the computat1onal work requ1red by the d1fferent 
techn1ques to atta1n comparable accuracy levels. For 
problem 1 and a one-half percent mean global error, 
the CPU tlme varles from about 0.37 sec for LSODE-A 
to over 40 sec for CHEMEQ-A. For problem 2 th1S d1f-
ference 1S even greater. For both test problems LSODE 
1S the most eff1c1ent code 1n the sense that 1t re-
qU1res the least CPU t1me to attaln a spec1f1ed accu-
racy 1 eve 1. 
For test problem 2 EPISODE-A compares very favor-
ably w1th LSODE (F1g. 6). However, the Solutlon gen-
erated by EPISODE was found to strongly depend on the 
value selected by the user for the 1nlt1al steplenqth 
(HO) to be attempted by the lntegrator. A poor guess 
for HO can result 1n 1naccurate and unstable solu-
tlons (1-4). It can also result 1n exceSS1ve CPU 
t1mes, -For example, the run uS1ng EPISODE-A w1th EPS 
= 10-Q and HO = 10-8 sec requ1red almost 129 sec 
for problem 2; 1n contrast, the run w1th HO = 10-7 
sec requ1red only about 0.6 sec. 
To atta1n the same accuracy level, CREKID 
requlres more CPU t1me than LSODE for both test prob-
lems. CREKID lS, however, attractlve for the follow-
lng reason. It 1S 1ntended pr1marlly for perform1ng 
mult1dlmens10nal calculat10ns of chem1cally react1ng 
flows by coupl1ng 1t w1th a hydrodynamlc equat10n 
solver. Currently avallable hydrodynam1c codes are 
at best accurate to W1th1n a few percent, so genera-
t10n of h1ghly accurate chem1cal k1net1c Solut10ns lS 
wasteful (10). For problem 1 CREK1D requ1res approx-
1mately O.3:sec to produce a Solut10n w1th a mean 
global error of about 5 percent, Wh1Ch lS suff1c1ently 
accurate for multlpo1nt calculat10ns of react1ng 
flows. Th1S CPU t1me compares favorably wlth the 
0.37 sec requ1red by LSODE-A. 
CONCLUSIONS 
A compar1son of the accuracy of several recently 
developed numerlcal techn1ques (GCKP84, CREKID, LSODE, 
EPISODE, and CHEMEQ) 1n solv1ng chem1cal k1net1c rate 
equat10ns has been made. ThlS study has shown that 
LSODE lS the most eff1c1ent code - In the sense that 
1t requ1res the ledst CPU tlme to atta1n a spec1f1c 
accuracy level - currently ava1lable for solv1ng chem-
lcal k1netlc rate equat10ns. The maJor d1ff1culty 
assoc1ated wlth ltS use lS the trlal-and-error proce-
dure necessary to obta1n optlmum values for the abso-
lute error tolerances for the varlables. A poor guess 
for the absolute error tolerance can result 1n exces-
Slve CPU t1mes or 1n ser10usly 1naccurate Solut10ns. 
Wnen accuracy lS not of pr1mary concern, as 1n multl-
d1mens10nal chemlcally react1ng flow calculatlons, 
CREKID 1S an attract1ve alternat1ve to LSOOE. 
An lmportant conclus10n 1S that the use of an 
algebra1c enthalpy conservatlon equat10n for calculat-
1ng the temperature can be more accurate and eff1clent 
than evaluatlng the temperature by 1ntegratlng 1tS 
t1me-der1vat1ve. 
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TABLE I - SUMMARY OF SOLUTION PROCEDURES EXAMINED 
Method Descrl pt 1 on 
GCKP84 Detalls not yet avallable 
CREKID Varlable-step, predlctor-corrector method based on an exponentlally 
fltted trapezoldal rule, lncludes fllterlng of lll-posed lnltlal 
condltlons and automatlc selectlon of functlonal lteratlon or Newton 
lteratlon 
LSODE Varlable-step, varlable-order backward dlfferentlatlon method wlth a 
EPISODE generallzed Newton lteratlona 
CHEMEQ Var1able-step, second-order pred1ctor-corrector method w1th an 
asymptot1c 1ntegrat1on formula for st1ff equat10ns 
aOther opt1ons are 1ncluded 1n these packages but th1S opt1on was found to be 
the fastest for both problems, and lS the only one cons1dered 1n th1S work. 
TABLE II - MAXIMUM PERCENT RMS ERRORS AND MINIMUM 
CPU TIMES REQUIRED FOR TEST PROBLEM 1 
Method EPS ATOL HO, Max rms CPU, 
sec error, sec 
percent 
GCKP84 \0-2 ----- blO-6 467 9 ( a) 
5xl0-3 ----- blO-6 467 9 86 
10-3 ----- blO-6 258 6 .98 
10-4 ----- blO-6 115 0 1.13 
CREKID 10-2 ----- ----- 30 79 27 
10-3 ----- ----- 7.218 .33 
10-4 
----- ----- 2 311 67 
LSOOE-A 10-2 10-12 ----- 10.52 .37 
10-3 10-11 ----- 8 596 .46 
10-4 1O-11 ----- 4.786 .63 
LSODE-B 10-2 10-12 ----- 10.57 40 
W- 3 10-11 ----- 8 167 .44 
10-4 1O-11 ----- 6 366 59 
EPISOOE-A 5xl0-6 ----- 10-7 825.7 .034 
EPISOOE-B 5xl0-6 ----- 10-7 825.9 .035 
CHEMEQ-A 10-2 ----- ----- 34.47 15.1 
10-3 ----- ----- 6.580 28.4 
10-4 ----- ----- .868 39 8 
CHEMEQ-B 10-2 ----- ----- 57.61 15.5 
10-3 ----- ----- 19.48 22 7 
10-4 ----- ----- 2.219 36 5 
aTerm1nated at t = 3 7xl0-5 sec because of problems 
wlth serlous lnstablllty. 
bOefault value 
TABLE III. - MAXIMUM PERCENT RMS ERRORS AND MINIMUM 
CPU TIMES REQUIRED FOR TEST PROBLEM 2 
Method EPS ATOL HO, Max rms 
sec error, 
percent 
GCI(P84 10-2 ----- alO-6 227.2 
10-3 ----- alO-6 98.65 
10-4 
-----
alO-6 21. 76 
CREKID 10-2 ----- ----- 3.959 
10-3 ----- ----- 2.148 
10-4 ----- ----- 0.612 
LSODE-A 10-2 10-8 ----- 29.38 
10-3 10-8 ----- 27.37 
W- 4 10-8 ----- 29.44 
LSODE-B 10-2 10-8 ----- 30 53 
W-3 10-9 
----- 3.484 
10-4 10-8 ----- 1 528x103 
W-4 10-12 ----- 8.641 
EPISODE-A 5x1r4 ----- 10-7 
10-7 
290 4 
10- ----- 121 8 
10-5 ----- 10-6 54 08 
EPISODE-B 5x1r4 ----- 10-10 280.1 
10- ----- 10-11 131 6 
10-5 ----- 10-9 ' 78.31 
CHEMEQ-A 10-2 ----- ----- 26.97 
10-3 ----- ----- 2.133 
10-4 ----- ----- .207 
CHEMEQ-B 10-2 ---- ----- 23 80 
10-3 ----- ----- 4.631 
10-4 ----- ----- 2.341 
aDefau 1t value 
TABLE IV. - EFFECTS OF ABSOLUTE ERROR 
TOLERANCE FOR SPECIES MOLE NUM-
BERS (ATOL) ON MAXIMUM PERCENT 
ROOT MEAN SQUARE ERROR, 
MEAN INTEGRATED ROOT 
MEAN SQUARE (Erms ) 
AND CPU TIME 
[All results obtalned wlth LSODE-B 
and EPS=10-5 for problem 2.] 
ATOL Max rms Erms CPU, 
error, (sec) 
(percent) 
10-8 1 112x104 2.792x10-1 4 17 
10-9 2 022x103 4.011xlO-2 3 24 
10-10 20.25 9.421xlO-4 2.52 
CPU, 
sec 
1.85 
1.91 
2.44 
1 18 
1.07 
2.32 
.54 
.78 
.94 
.52 
.94 
1.49 
1.45 
065 
.59 
.78 
2.38 
91 
.88 
37 7 
47.3 
76.1 
36.3 
43.0 
87.6 
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FIgure 1. - Variation of temperature and species 
mole fractions wIth time for test problem 1. 
Solution generated usmg LSODE-B wIth EPS = 
10-5. 
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Figure 2. - Variation of temperature and species 
mole fractions with time for test problem 2. 
Solution generated using LSODE-B with EPS = 
10-5. 
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Figure 3. - Va nation of the mean Integrated global error (Erms) 
with the local error tolerance (EPS) for test problem 1. 
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