This paper evaluates the use of the nonparametric kernel method for testing specification of diffusion models as originally considered in Aït-Sahalia (1996) .
1. Introduction. Let X 1 , · · · X n+1 be n + 1 equally spaced (with spacing Δ in time) observations of a diffusion process
where μ(·) and σ 2 (·) > 0 are, respectively, the drift and diffusion functions, and B t is the standard Brownian motion. Suppose a parametric specification of model (1.1) is
where θ is a parameter within a parameter space Θ ⊂ R d for a positive integer d. The focus of this paper is testing the validity of the parametric specification (1.2) based on the discretely observed data {X t } n+1 t=1 . In a pioneer work that represents a major break-through in financial econometrics, Aït-Sahalia (1996) proposes using the nonparametric kernel method to test the parametric specification (1.2). The test statistic is a L 2 -distance between the kernel stationary density estimator and the stationary density implied by model (1.2). The test is based on the asymptotic normal distribution of the test statistic.
In a comprehensive investigation, Pritsker (1998) evaluates Aït-Sahalia's test and finds a large discrepancy between the simulated and nominal sizes of the test under a set of Vasicek (1977) diffusion models with various degrees of dependence. He observes that both the form of the density estimator and its asymptotic distribution are the same for both independent and dependent observations, which is due to the socalled 'pre-whitening' by a smoothing bandwidth in nonparametric curve estimation.
Hence, the asymptotic nature of the Aït-Sahalia's test prevents capturing dependence existed in the process. Pritsker shows that to attain the same level of accuracy for the kernel estimator with 22 years of independent data would require 2755 years of dependent data under the Vasicek model. In a separate study, Chapman and Pearson (2000) reveal that the finding of non-linear drift in Stanton (1997) is largely due to the boundary and truncation bias associated with the kernel regression estimator.
These findings have illustrated the challenge when applying the kernel estimator for inference of diffusion processes, and have inevitably projected rather negatively on the ability of the kernel method to model data dependence induced by a diffusion process in general and testing of the diffusion process in particular.
We think other aspects contribute to the performance of Aït-Sahalia' test in addition to its asymptotic nature observed by Pritsker. One is that the test targeted at the stationary density. It can take long time for a process to settle on the stationary distribution which is specially the case for the Vasicek models with weak mean-reversion considered in Pritsker's simulation. As pointed out in Aït-Sahalia (1996) , a test on the stationary density is not conclusive as two different processes may share the same stationary density. As diffusion processes are Markovian, testing should be aimed at the transitional density. The second aspect is that the kernel estimator introduces a bias which needs to be considered. Aït-Sahalia proposed undersmoothing to prevent the bias from getting into the limiting distribution. However, it may not be easy to check on the effect of a particular bandwidth used on the bias. Another aspect is that parameter estimates under the hypothesized process are needed in the formulation of a test statistic. However, the maximum likelihood estimators for the drift parameters are subject to large bias when the process is weak mean-reverting. This is a well-known problem in diffusion process estimation (Yu and Phillips, 2001 ) and further reduces the performance of Aït-Sahalia's test.
We implement a set of measures in developing a new test based on the kernel method. First of all, the proposed test is targeted at the transitional density to have a conclusive test and to fully capture the dynamics. The second measure is to properly smooth the model implied transitional density so as to cancel out the bias induced by the kernel estimation, which avoids undersmoothing and simplifies the theoretical analysis. In order to put the difference between the kernel estimator and the smoothed model-implied transitional density in the context of its variation, the test statistic is formulated via the empirical likelihood of Owen (1988 Owen ( , 1990 . Furthermore, to make the test robust against bandwidth choice, we formulate the test statistic based a set of bandwidths. Finally, a parametric bootstrap procedure is used to profile the distribution of the test statistic and to obtain the critical value of the test.
A continuous-time diffusion process and a time series model share some important features althought one is a continuous time model and the other is a discrete model. Time series and diffusion processes can be both Markovian and weakly dependent satisfying certain mixing conditions. Kernel-based tests have been shown to be able to effectively test for discrete time series models as demonstrated in Robinson (1989) , Hjellvik and Tjøstheim (1995) , Fan and Li (1996) , Hjellvik and Yao and Tjøstheim (1998) , Kreiss, Neumann and Yao (1998) , Li (1999) , Aït-Sahalia, Bickel and Stoker (2001) , Gozalo and Linton (2001) . See the books by Hart (1997) and Fan and Yao (2003) for extended lists of references. For estimation of diffusion models, in addition to Aït-Sahalia (1996) and Stanton (1997) , Jiang and Knight (1997) proposed a semiparametric kernel estimator for the drift. Fan, Jiang, Zhang and Zhou (2003) examined effects of high order stochastic expansions. Bandi and Phillips (2003) consider a two-stage kernel estimation procedure for the drift and diffusion functions without the strictly stationary assumption. For testing of diffusion processes, Hong and Li (2005) developed a test via a conditional probability integral transformation.
Although the kernel estimator is employed, the transformation leads to asymptotically independent uniform random variables under the correct model. Hence, the issue on the ability of the kernel method to model dependence induced by diffusion models is avoided. Fan and Zhang (2003) apply the generalized likelihood ratio test for the drift and diffusion functions. See review articles by Cai and Hong (2003) and Fan (2005) for more detailed accounts.
The paper is structured as follows. Section 2 outlines the hypotheses and the kernel estimation of the transitional densities. The proposed EL test is given in Section 3.
Section 4 reports main results of the test. Section 5 considers computational issues.
Results from simulation studies are reported in Section 6. A Federal fund rate data is analyzed in Section 7. All the proofs are given in the appendix.
The hypotheses and kernel estimators.
Let π(x) be the stationary density and p(y|x; Δ) be the transitional density of X t+1 = y given X t = x under model (1.1) respectively; and π θ (x) and p θ (y|x, Δ) be their parametric counterparts under model (1.2). To simplify notation, we suppress Δ in the notation of the transitional densities.
Let X be the state space of the process.
Although π θ (x) has a close form expression via Kolmogorov forward equation
where ξ(θ) is a normalizing constant, p θ (y|x) implicitly defined by the Kolmogorov backward-equation may not admit a close form expression. However, this problem is overcome by Edgeworth type approximations developed by Aït-Sahalia (1999 , 2002 for general diffusion processes. As the transitional density fully describes the dynamics of a diffusion process, the hypotheses we would like to test are
where S is a compact set within X 2 and can be chosen upon given observations as demonstrated in simulation and case studies in Sections 6 and 7. As we choose S within the support of the density, the boundary bias associated with the kernel estimators (Müller, 1991; Fan and Gijbles, 1996; and Müller and Stadtmüller, 1999) is avoided.
Let K(·) be a kernel function which is a symmetric probability density function, h is a smoothing bandwidth such that h → 0 and nh 2 → ∞ as n → ∞, and
is the kernel estimator of the stationary density used in Aït-Sahalia(1996) . The local polynomial estimator introduced by Fan, Yao and Tong (1996) can be also employed without altering the main results of the paper. It is known (Hydman and Yao, 2002) that
where σ 2 K = u 2 K(u)du and R(K) = K 2 (u)du. Letθ be a √ n-consistent estimator of θ under model (1.2) for instance the maximum likelihood estimator under H 0 , and
be the local linear weight with s rh (x) = n s=1 K h (x − X s )(x − X s ) l for r = 0, 1 and 2. In order to cancel the bias inp(y|x), we smooth pθ(y|x) as
.
(2.6)
Here we apply the kernel smoothing twice: first for each X t using the local linear weight to smooth pθ(X s |X t ) and then employing the standard kernel weight to smooth the resulting function with respect to X t . This is motivated by Härdle and Mammen (1993) . It can be shown following the standard derivations as those demonstrated in Fan and Gijbels (1996) that, under H 0
Hence the bias ofp(y|x) cancels that ofpθ(y|x) in the leading order whileas smoothing the parametric density does not effect the asymptotic variance.
Formulation of a test statistic.
The test statistic is formulated by the empirical likelihood (EL) (Owen, 1988 (Owen, , 1990 . Despite its being intrinsically nonparametric, EL posesses two key properties of a parametric likelihood: the Wilks' theorem and Bartlett correction. Qin and Lawless (1994) established EL for parameters defined by generalized estimating equations which is the broadest framework for EL formulation, which was extended by Kitamura (1997) to dependent observations. Chen and Cui (2004) show that the EL admits Bartlett correction under this general
framework. An extension of Qin and Lawless's framework is given in Hjort, McKeague and Van Keilegom (2005) to include nuisance parameters/functions. Fan and Zhang (2004) propose a sieve EL test for varying-coefficient regression model that extends the test of Fan, Zhang and Zhang (2001) . Tripathi and Kitamura (2003) propose an EL test for conditional moment restrictions. See also Li and Van Keilegom (2002) and Li (2003) for EL goodness-of-fit tests for survival data.
Let us now formulate the EL for the transitional density at a fixed (x, y). For t = 1, · · · , n, let q t (x, y) be non-negative weights allocated to (X t , X t+1 ). The EL evaluated atpθ(y|x) is
By introducing a Lagrange multiplier λ(x, y), the optimal weights as solutions to (3.1) and (3.2) are
The overall maximum EL is achieved at q t (x, y) = n −1 which maximize (3.1) without the constraint (3.2). Hence, the log-EL ratio is
It may be shown by similar derivations to those given in Chen, Härdle and Li (2003) that 
uniformly for (x, y) ∈ S, where V (y|x) = R 2 (K)p(y|x)π −1 (x). Hence, the EL ratio is a studentized local goodness-of-fit measure betweenp(y|x) andpθ(y|x) as Var{p(y|x)} = V (y|x) nh 2 . Integrating the EL ratio with a weight function ω(·, ·) supported on S, the global goodness-of-fit measure based on a single bandwidth is
To make the test less dependent on a single h, we extend N(h) over a bandwidth set H = {h k } J k=1 where h k+1 /h k = a for some a ∈ (0, 1), whose choice can be guided by the cross-validation method of Fan and Yim (2005) . This formulation is motivated by Horowitz and Spokoiny (2001) who considered achieving the optimal convergence rate of the local alternative hypothesis in testing regression models. A similar approach was applied in Fan (1996) using wavelets.
The final test statistic that bases on the bandwidth set H is
The standardization reflects that Var [N(h)] = O(2h 2 ) as elaborated in the appendix.
Main
Results. This section establish both asymptotic distribution and asymptotic consistency for L n . In order to state the main results, we need to introduce the following conditions. Assumption 1. (i) Assume that the process {X t } is strictly stationary and αmixing with the mixing coefficient
is a bounded symmetric probability density supported on [−1, 1] and has bounded second derivative; and let σ 2
, c min and c max are constants satisfying 0 < c min , c max < ∞, and J is an integer not depending on n.
(iv) ω(x, y) is a bounded probability density supported on S.
Assumption 2. (i) Each of the diffusion processes given in (1.1) and (1.2) admits a unique weak solution such that the boundaries of X is not attainable in finite time. In addition, each of the processes possesses a transitional density with p(y|x) = p(y|x, Δ) for model (1.1) and p θ (y|x) = p θ (y|x, Δ) for model (1.2), respectively.
(ii) Let p s 1 ,s 2 ,···,s l (·) be the joint probability density of (X 1+s 1 , . . . , X 1+s l ) (1 ≤ l ≤ 6). Assume that each p s 1 ,τ 2 ,···,s l (x) is three times differentiable in x ∈ X l for 1 ≤ l ≤ 6. 
for all x ∈ S x which is the projection of S on X for some c i > 0 i = 1, 2.
(iii) there is a finite C > 0 such that for every ε > 0
Assumption 4. (i) Let H 0 be true. There exists a θ 0 ∈ Θ such that E ||θ − θ 0 || 2 ≤ C 1L n −1 for all sufficiently large n and a suitable constant C 1L > 0.
all sufficiently large n and a suitable constant C 1L > 0.
Assumption 1(i) imposes the strict stationarity and the α-mixing condition on Assumption 4(i) requires the usual rate of convergence forθ to θ 0 . Such a rate is achievable whenθ is the maximum likelihood estimator. The θ * in Assumption 4(ii)
can be regarded as a projection of the parameter estimatorθ under H 1 onto the null parameter space.
We now state the following asymptotic normality; its proof is given in Appendix A.
Theorem 1. Under Assumptions 1-4 and H
Theorem 1 brings a little surprise in that the mean of Z is non-zero. This is because, although the variance ofp θ (x, y) is at a smaller order than that ofp(x, y), it contributes to the second order mean of N(h) which emerges after the standardization.
However, this will not affect the test as shown in Theorem 2.
We are reluctant to formulate a test based on Theorem 1 as such a test would be slow converging too. Instead we propose the following parametric bootstrap procedure to approximate l α , the 1−α quantile of L n where α ∈ (0, 1) is the nominal significance level:
Step 1: Generate an initial value X * 0 from the estimated stationary density πθ(·).
Then simulate a sample path {X * t } n+1 t=1 at the same frequency Δ according to
Step 2: Letθ * be the estimate of θ based on {X * t } n+1 t=1 . Compute the test statistic L n based on the resampled path and denote it by L * n .
Step 3: For a large positive integer B, repeat Steps 1 and 2 B times and obtain
The next theorem shows that the proposed EL test based on the bootstrap calibration has correct size asymptotically and is consistent. The proof is given in Appendix A.
Theorem 2. Under Assumptions 1-4, then lim n→∞ P (L n ≥ l * α ) = α under H 0 ; and lim n→∞ P (L n ≥ l * α ) = 1 under H 1 .
Computation.
The computation of the test statistic L n involves first computing the EL ratio {pθ(y|x)} over a grid of (x, y)-points within the set S ⊂ X 2 .
Then, N(h) in (3.8) is computed by its Riemann sum over a set of grid points in S upon given the weight function ω(·, ·). The EL test statistic L n is obtained by taking the maximum of N(h) over h ∈ H n . The critical value l α is approximated via the bootstrap procedure.
Despite being computationally intensive in each of these steps, implementing the proposed test for a single data set is not a problem with a standard computing capacity these days. However, when carrying out simulations, we would like to speed up the computation as a large number of replications are required.
In the simulation, we use the least squares empirical likelihood (LSEL) to replace the full EL when formulating N(h). The LSEL is easier to compute as there are closed-form solutions for the weights q t (x, y) and hence avoids expensive nonlinear optimization. The log LSEL ratio evaluated atpθ(y|x) is
According to Brown and Chen (1998) , the LSEL weights are given by
It can be shown from Brown and Chen (1998) that N ls (h) and N(h) are equivalent to the first order. Therefore, those first-order results in Theorems 1 and 2 continue to hold for the LSEL.
6. Simulation studies. We report results of simulation studies which designed to evaluate the empirical performance of the proposed EL test. To gain information on its relative performance, Hong and Li's test is performed over the same simulation.
Throughout the paper, the biweight kernel K(u) = 15 16 (1 − u 2 ) 2 I(|u| ≤ 1) was used in all the kernel estimation. In simulation, we set Δ = 1 12 implying monthly observations which coincides with that of the Federal fund rate data to be analyzed.
We chose n = 125, 250 or 500 respectively corresponding roughly 10 to 40 years of data. The number of simulations was 500 and the number of bootstrap resampled paths was B = 250.
Size Evaluation.
Two simulation studies were carried out to evaluate the size of the proposed test.
The first one includes three Vasicek models from Pritsker's study, whereas in the second study three Cox, Ingersoll and Ross (CIR) (1985) models are considered. We want to see if the severe size distortion observed by Pritsker (1998) is present for our proposal.
Vasicek Models
We first consider, like Pritsker (1998) , testing the Vasicek model
The vector of parameters θ = (α, κ, σ 2 ) takes three sets of values which correspond to Model -2, Model 0 and Model 2 of Pritsker (1998) . The baseline Model 0 assigns κ 0 = 0.85837, α 0 = 0.089102 and σ 2 0 = 0.0021854 which matches estimates by Aït-Sahalia (1996) for an interest rate data. Model -2 is obtained by quadrupling k 0 and σ 2 0 and Model 2 by halving k 0 and σ 2 0 twice while keeping α 0 unchanged. These three models were part of the five models used in Pritsker (1998) . Note that the three models have the same marginal distribution N(α 0 , V E ), where V E = σ 2 2κ = 0.01226 is the same. Despite the stationary distribution being the same, the models offer different levels of dependence as quantified by the mean-reverting parameter κ. From Models -2 to 2, the process becomes more dependent as κ gets smaller. This is carefully designed by Pritsker to allow the effects of dependence to be investigated without changing the marginal density.
The region S was chosen based on the underlying transitional density so that the region attained more than 90% of the probability. In particular, for Models -2, 0 and 
Both the cross-validation (CV) (Silverman 1986) and the reference to a bivariate normal distribution (the Scott Rule, Scott 1992) methods were used to guide the selection of the bandwidth set H whose values are reported in Table 1 . Table 1 also contains the average bandwidths obtained by the two methods. We observed that, for each given n, regardless of which method was used, the chosen bandwidth became smaller as the model was shifted from Model -2 to Model 2. This indicated that both methods took into account the changing level of dependence induced by these models. The maximum likelihood estimator was used to estimate θ in each simulation and each resample in the bootstrap. Table 2 summarizes the quality of the parameter estimation.
The average sizes of the proposed test at the nominal size of 5% are reported in Table 3 . It shows that the sizes of the proposed test were quite close to the nominal level for Vasicek Model -2 and Model 0 consistently for the three sample sizes considered. For Model 2, which has the weakest mean-reversion, there was some size distortion when n = 125. However, it was significantly alleviated when n was increased. The message conveyed by Table 3 is that we need not have a large number of years of data in order to achieve a reasonable size for the test. Table 3 also reports the single-bandwidth based test based on N(h) and the asymptotic normality as conveyed by Theorem 1 with J = 1. Like Pritsker's study, this asymptotic test has severe size distortion too and highlights the need for implementing the bootstrap procedure.
The size distortion for Model 2 at n = 125 was partly due to the poor quality of parameter estimates. It is well known that the estimation of κ is subject to severe bias when the mean-reversion is weak. This is indeed confirmed in Table 2 . The deterioration in the quality of the estimates, especially for κ when the dependence became stronger, is alarming. The relative bias of the κ-estimates was more than 200% for Model 2 at n = 125. It is nice to see that the proposed test did a very good job in producing a size of 12.6% under the severe circumstances. This indicates that the proposed test is robust against poor parameter estimates.
We also carried out simulation for the test of Hong and Li (2005) . The Scott rule adopted by Hong and Li was used to get an initial bandwidth (h scott ). We then chose 4 equally spaced bandwidths below and above the average h scott . The nominal 5% test at each bandwidth was carried out with the lag values 1 and 4. We only report the results for lage value 1 in Table 4 as those for the other case were the same.
For sample size not larger than 500, the sizes of the test did not settle well at the nominal level as reflected by the sizes being quite high for smaller bandwidths and then dropped quite quickly for larger bandwidths. The performance may be due to a combination of (i) the varying quality in parameter estimation as reported in Table   2 may affect the nature of the transformed series and (ii) the slow convergence to normality of the test statistic.
CIR Models
We then conduct simulation on three CIR models to see if the pattern of results observed for the Vasicek models holds for the CIR models. The CIR models are
where the parameters were: κ = 0.89218, α = 0.09045 and σ 2 = 0.032742 in the first model (CIR 0); κ = 0.44609, α = 0.09045 and σ 2 = 0.16371 in model CIR 1 and κ = 0.22305, α = 0.09045 and σ 2 = 0.08186 in model CIR 2. CIR 0 was the model used in Prisker (1998) for power evaluation, which we used for power study as well.
The three models mirror the Vasicek models 0, 1 and 2 of Pritsker (1998 Table 7 . The performance was similar to that of the Vasicek models.
Power evaluation
To gain information on the power of the proposed test, we carried out simulation that tested for the Vasicek model while the real process was the CIR 0 as in Pritsker's power evaluation of Aït-Sahalia's test: well as the bandwidth sets used in the simulation. We find the tests had quite good power. As expected, the power increased as n increased. One striking feature was that the power of the test tends to be larger than the maximum of the single bandwidth based tests. This indicates that it possess attractive power properties. 
They are respectively the Ornstein-Uhlenbeck process (7.1) proposed by Vasicek (1977) , the CIR model (7.2), the inverse of the CIR process (7.3), the constant elasticity of volatility (CEV) model (7.4) and the nonlinear drift model (7.5) of Aït-Sahalia (1996) .
The data are displayed in Figure 1 , which indicates a strong dependence as they scattered around a narrow band around the 45-degree line. There was an increased volatility when the rate was larger than 12%. The model-implied transitional densities are displayed in Figure 2 using the MLEs given in Aït-Sahalia (1999) , which were used in the formulation of the proposed test statistic. Figure 2 shows that the densities implied by the Inverse CIR, the CEV and the nonlinear drift models were similar to each other, and were quite different from those of the Vasicek and CIR models.
The bandwidths prescribed by the Scott rule and the CV for the kernel estimation were respectively h ref = 0.007616 and h cv = 0.00129. Plotting the density surfaces indicated that a reasonable range for h was from 0.007 to 0.02, which offered a range of smoothness from slightly undersmoothing to slightly oversmoothing. This led to a bandwidth set consisting of 7 bandwidths with h min = 0.007, h max = 0.020 and a = 0.8434.
Kernel transitional density estimates and the smoothed model-implied transitional densities for the five models are plotted in Figure 3 for h = 0.007. By comparing Figure 2 with Figure 3 , we notice the effect of kernel smoothing on these modelimplied densities.
In formulating the final test statistic L n , we chose
where ω 1 is a uniform weight over a region by rotating [0.005, 0.4] × [−0.03, 0.03] 45 degree anticlock-wise. The region contains all the data pairs (X t , X t+1 ). As seen from (7.6), N(h) is asymptotically equivalent to the statistic defined in (3.8) with
ω(x, y) = p(x, y)ω 1 (x, y), and has the same flavor with the test statistic of Aït-Sahalia (1996) .
The p-values of the proposed tests as well as the tests based on single bandwidth for each of the five diffusion models are reported in Table 8 , which were obtained based on 500 bootstrap resamples. It shows little empirical support for the Vasicek model and quite weak support for the CIR. What is surprising is that there was quite some empirical support for the inverse CIR, the CEV and the nonlinear drift models.
In particular, for CEV and the nonlinear drift models, the p-values of the single bandwidth based tests were all quite supportive even for small bandwidths. Indeed, by looking at Figure 3 , we see quite noticeable agreement between the nonparametric kernel density estimates and the smoothed densities implied by the CEV and nonlinear drift models.
Conclusion.
The proposed test differs from the test of Hong and Li (2005) in three aspects. The proposed test is based on a direct comparison between the kernel estimate and the smoothed model-implied transitional density, whereas Hong and Li's test is an indirect comparison via data transformation. An advantage of the direct approach is its robustness against poor quality parameter estimation which is often the case for weak mean-reverting diffusion models. This is because both the shape and the orientation of the transitional density are much less affected by the poor quality parameter estimation. The second aspect is that Hong and Li's test is based on asymptotic normality and can be under the influence of slow convergence discussed earlier although the transformed series is asymptotically independent. The last aspect is that our proposed test is based on a set of bandwidths, which makes the test robust against the choice of bandwidths.
The conclusion we draw from our studies is that the kernel method works effectively for testing of diffusion models and is capable of modeling dependence induced by a diffusion model. It is clear from the studies of Pritsker (1998) and this paper that a proper implementation is vitally important. After all, the kernel method is just an instrument for constructing nonparametric curve estimates. For a complex task of testing a diffusion model, it will not work automatically by itself and requires other procedures to make it work. However, what is working is the idea of comparing the kernel estimate of a characteristic curve and the corresponding model-implied curve of a diffusion model. This is the main idea of Aït-Sahalia (1996) . The role of the kernel method is in translating the idea into some raw discrepancy measure. where γ 1 ∈ (0, 1/4) as assumed in Assumption 1.
Before introducing the next lemma, we present some expansions for the EL test statistic
be kernel smooths of the parametric and real underlying joint densities p θ (x, y) and p (x, y) respectively. Due to the relationship between transitional and joint densities, from (3.8)
Here and throughout the proofs,õ(δ n ) andÕ(δ n ) denote stochastic quantities which are respectively o(δ n ) and O(δ n ) uniformly over S for a non-negative sequence {δ n }.
Using Assumptions 3.3 and 3.4, we have N lθ (h) = N lθ * (h) +Õ p (n −1/2 ) where θ * = θ 0 under H 0 and θ 1 under H 1 . Thus,
We start with some lemmas onp(x, y),p(x, y) andp θ (x, y). Let K (2) be the convolution of K, MK (2) (t) = uK(u)K(t + u)du and p 3 (x, y, z) be the joint density of (X t , X t+1 , X t+2 ).
Lemma A.2. Under Assumptions 1-4, we have,
Cov{p(s 1 , t 1 ),p(s 1 , t 1 )} = n −1 Cov{Z 1 (s 1 , t 1 ), Z 1 (s 2 , t 2 )} (A.2)
Apply Davydov inequality for α-mixing sequences via the same route of Fan and Gijbles (1996, P.251 ) that Q n =õ{(nh) −1 ). This together with (A.2) -(A.3) lead prove the lemma.
That α-mixing leads to Q n =õ{(nh) −1 ), the pre-whitening effect of smoothing bandwidth, is a fact that we will use repeatedly without further mentioning. Then
, from the bias of the local linear regression (Fan and Gijbels, 1996) and kernel density estimators, and that the transitional density has uniformly bounded thrid derivatives in Assumption 3,
Then employing the same kind of derivation on E{p(x, y)}, we readily establish (A.4).
For the purpose of deriving (A.6), we note the following expansion forp(x, y) based on the notion of equivalent kernel for local linear estimator (Fan and Gijbels, 1996) :
Then derivations similar to those used in Lemma A.2 readily establish (A.6).
Lemma A.4. Under Assumptions 1-4, we have
Cov{p(s 1 , t 1 ),p(s 2 , t 2 )} = p(s 1 , t 1 )
which then leads to the statement of the lemma. .
This completes the proof.
Lemma A.6. Suppose that Assumptions 1-4 hold. If H 1 is true, then
uniformly over the bandwidth set H.
Proof:
Under H 1 , θ * = θ 1 . Standard derivation as those in Lemma A.3 show that
This and the fact thatp(x, y) −p(x, y) =Õ{(nh 2 ) −1/2 log(n) + h 3 } =Õ{(nh 2 ) −1/2 log(n)} lead to (A.8). And (A.9) can be argued similarly using (A.10).
Let us now study the leading term N 1 (h). From (A.1) and by hiding the variables of integrations,
We are to show in the following lemmas that N 11 (h) dominates N 1 (h) and N 1j (h) for j ≥ 2 are all negligible except N 12 (h) which contributes to the mean of N 1 (h) in the second order.
Lemma A.7. Under Assumptions 1-4, then uniformly with respect to H
Proof: From Lemma A.1 and note that MK (2) (0) = 0
which leads to (A.12). To derive (A.13), let
It may be shown from the fact that K is bounded and other regularity condition assumed that E{|Ẑ n (s 1 , t 1 )| 2+ |Ẑ n (s 2 , t 2 )| 2+ } ≤ M for some positive and M . And hence {Ẑ n (s, t)} n≥1 and {Ẑ 2 n (s 1 , t 1 )Ẑ 2 n (s 1 , t 1 )} n≥1 are uniformly integrable respectively. Also, Ẑ n (s 1 , t 1 ),Ẑ n (s 2 , t 2 ) T d → (Z(s 1 , t 1 ), Z(s 2 , t 2 )) T which is a bivariate normal random variable with mean zero and a covariance matrix Proof: From (A.6) and the fact that K (2) (0) = R(K),
LetZ n (s, t) = (nh) 1/2p (s,t)−Ep(s,t) R 1/2 (K)p(x,t) . Using the same approach that derives (A.16) and from Lemma A.2 
As E{p−p}(s 1 , t 1 )E{p−p}(s 2 , t 2 ) = O(h 6 ) and the integral over the covariance produces ω(x, y)dxdy = − 4h 2 R 2 (K) K (2) (u)du π(y)ω(y, y)dy{1 +õ(1)}.
using Assumption 1(iv). It may be shown using the same method that derives (A.20) that ω(x, y) dxdy. In view of Lemmas A.5, A.7 and A.8, we have under H 0 , uniformly with respect to H,
Lemma A.9. Under Assumptions 1-4 and H 0 , as n → ∞,
Proof: According to the Cramér-Wold device, in order to prove Lemma A.9, it suffices
for an arbitrary vector of constants c = (c 1 , · · ·, c k ) τ . Without loss of generality, we will consider only the proof for the case of k = 2. To apply Lemma A.1 of Gao and King (2003) , we introduce the following notation. For i = 1, 2, define
It is noted that for any given s, t ≥ 1 and fixed x and y,
Since the asymptotic variance c τ Σ J c is a non-random quadratic form depending neither on h nor on n, in order to apply their Lemma A.1, it suffices to verify max{M n , N n }h −2 1 → 0 as n → ∞,
where the maximization over P in the equation for M n4 is taken over the four probability measures P (ξ 1 , ξ i , ξ j , ξ k ), P (ξ 1 )P (ξ i , ξ j , ξ k ), P (ξ 1 )P (ξ i 1 )P (ξ i 2 , ξ i 3 ), andP (ξ 1 )P (ξ i )P (ξ j )P (ξ k ), where (i 1 , i 2 , i 3 ) is the permutation of (i, j, k) in ascending order;
Due to the fact that φ st is only a linear combination of φ 1 (X s , X t ) and φ 2 (X s , X t ), in order to verify the above conditions, it suffices to verify that each φ i (X s , X t ) satisfies the conditions. In the following, we will only deal with the case of i = 1, as the other case follows similarly.
Without any confusion, we replace h 1 by h for simplicity. To verify the M n part of (A.24), we verify only
Let q(x, y) = ω(x, y)p −1 (x, y) and
in which K (2) (x) = K(y)K(x + y)dy.
For any given 1 < ζ < 2 and n sufficiently large, we may show that x, y, u, v, z, w) 
where p (x, y, u, v, z, w) denotes the joint density of (X i , X i+1 , X j , X j+1 , X k , X k+1 ) and C 1 is a constant. Thus, as n → ∞
Hence, (A.27) shows that (A.25) holds for the first part of M n1 . The proof for the second part of M n1 follows similarly. As for (A.26), we have that as n → ∞ x, y, z, u, v, w) 
where C 2 is a constant. This implies that as n → ∞ 
. By the mapping theorem, under H 0 ,
Hence the theorm is established. .
Let l 0α be the upper-α quantile of max 1≤ik Z i . As the distribution of N J (β1 k , Σ J ) is free of n, so is that of max 1≤ik Z i . And hence l 0α is a fixed quantity with respect to n.
The following lemmas are required for the proof of Theorem 2.
Lemma A.10. Under Assumptions 1-4 and H 1 , for any fixed real value x, as n → ∞,
We now turns to the bootstrap EL test statistic N * (h), which is a version of N (h) based on {X * t } n+1 t=1 generated according to the parametric transitional density pθ. Letp(x, y) and p * θ (x, y) are the bootstrap versions ofp(x, y) andp(x, y) respectively, andθ * be the maximum likelihood estimate based the bootstrap sample. Then, the following analogue expansion to
where N * j (h) for j = 1, 2 and 3 are the bootstrap version of N j (h) resepctively. As the bootstrap resample is generated according to pθ, the same arguments which lead to Lemma 5 mean that N * 2 (h) = N * 3 (h) = 0. Thus, N * (h) = N * 1 (h) +õ p (1) where
y)dxdy
And similar lemmas to Lemmas A.7 and A.8 can be established to study N * 1j (h) which are the boostrap version of N * 1j (h) respectively.
pθ (x,y) πθ (y) ω(x, y) dxdy.
Lemma A.11. Under Assumptions 1-4, as n → ∞,
Proof: The proof follows that of Theorem 1 with the real underlying transitional density pθ to replace p in the proof of Theorem 1.
Let l * α be the upper-α conditional quantile of L * n = max h∈H L * (h) given {X t } n+1 t=1 .
Proof of Theorem 2: (i) LetẐ = (Ẑ 1 , . . .,Ẑ k ) T such that its conditional distribution
and l * 0α be the upper-α conditional quantile of max 1≤i≤kẐi . Asθ = θ + O p (n −1/2 ) as assumed in Assumption 5 (i),β = β + O p (n −1/2 ). This means that max 1≤i≤kẐi = max 1≤i≤k Z i + o p (1). Therefore, l * 0α = l 0α + o p (1). From Lemma A.11, we have via the mapping theorem again,
which completes the part (i) of Theorem 2. The part (ii) of Theorem 2 is a direct consequence of Lemma A.9 and (A.31). 
