An application of dynamic programming to assign pressing tanks at
  wineries by Palmowski, Zbigniew & Sidorowicz, Aleksandra
NOTE ON DYNAMIC PROGRAMMING OPTIMIZATION
FOR ASSIGNING PRESSING TANKS
AT WINERIES
ZBIGNIEW PALMOWSKI AND ALEKSANDRA SIDOROWICZ
Abstract. In this paper, we apply dynamic programming optimization to determine an optimal strategy
for assigning grapes to pressing tanks in one of the largest Portuguese wineries. So far proposed solutions
to the analogous problems have been obtained with the use of linear programming. However, such an
approach lacks robustness and may result in severe losses in the case of a sudden situation change, what
frequently happens upon weather dependent wine manufactures. Therefore, we endow our model with
stochasticity, which makes it less vulnerable to changes. The analysis is based on real data, demonstrating
that the proposed algorithm is highly efficient and after calibration can be used to support decisions at
the winery. The proposed solution could also be applied to numerous other factories relying on outside
supplies for their production.
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1. Introduction
In this paper, we propose to apply dynamic programming optimization to determine an optimal sched-
uling policy for a grape reception process, where our optimization criterion is based on maximizing profit
within a fixed time horizon. The analyzed problem affects a great magnitude of companies relying on
outside supplies for their production, and is very common, as supply chains are becoming increasingly
larger and outsourcing is still very popular among general business strategies (see, for example, [7]). The
optimization problem becomes even more complicated when deliveries differ among one another, and the
company can control neither the delivery size nor its time. Moreover, the irregularity in delivery times
escalates the entire production process to a very intricate problem. Addressing this issue requires the
creation of new data methodology. Proposed by us dynamic programming optimization adapts decisions
to the current situation and is hence better suited to the considered problem than a static (in time)
optimal strategy.
Our analysis is carried out on the grape reception process in one of the largest Portuguese companies
producing Vinho Verde wine. Prior to reaching the shopping shelves, Vinho Verde must undergo a complex
process from grapes to a bottle of wine. The first stage is harvesting. Determining the harvest date is
strongly reliant on fruit’s maturity, checked either by an empirical method or by laboratory test based
on the concentration of sugars and total acidity. Harvesting can be carried out manually, with the use
of shears, or mechanically, with the use of grape harvester. Moreover, in transporting the grapes from a
vineyard to the winery, certain regulations must be adhered to. Firstly, pressing must occur as quickly as
possible, because the sweetness, acidity, and alcohol levels change rapidly over time. Secondly, the grapes
should be prevented from deteriorating by avoiding long-time sunlight exposure and direct rainfall. A
truck entering the winery must be registered in the system, and described by the variety of grapes it
transports, weight of the grapes, and arrival time. Then, it queues and awaits its turn for processing in
one of the machines. When it is selected, the truck empties the grapes into a silo, where all pests are
removed and the grapes proceed to the pressing stage following cleaning. The further production steps
are as follows: maceration (where a freshly pressed fruit juice known as must is produced), alcoholic
fermentation of the must, malolactic fermentation (in which tart-tasting malic acid, naturally present in
the grape must, is converted by the bacteria into a softer-tasting lactic acid), laboratory analysis, and
bottling the ready-to-drink wine.
As it transpired, the most challenging optimization problem for the company concerned distributing
grape deliveries among pressing tanks in such a manner so as to obtain the highest possible income from
wine produced. The main difficulty is that, in general, we cannot control the times of deliveries arriving
mostly from outside suppliers. Company’s specific problem is even more complicated, as they receive four
different grape types that must be processed separately and the price of wine generated from each of them
differs as well.
We furthermore demonstrate that the press assignment process can be placed into a Markov control
process framework; hence, we can apply the seminal Bellman equation. This equation allows us to produce
an optimal strategy by dividing our problem into easier, overlapping optimization sub-problems(see, for
example, Cormen et al. [4, p. 359]). To our knowledge, such a specific problem was not extensively
described in the literature before. Thus far, linear programming occupied a prominent position among
solutions of grape-oriented scheduling problems; see [8, 13]. The scheduling mainly concerns harvesting
[1, 3, 5] and managing fermentation tanks [6, 9, 10]. It can be easily observed that, in our non-deterministic
case, a linear approach is relevantly less robust than stochastic method, which can be scaled and used as
a solution to the above mentioned equivalent problems for fermentation tank scheduling. We also provide
an extensive numerical analysis, which illustrates efficiency of the constructed algorithm.
The remainder of this paper is organized as follows. In Section 2, we introduce the Markov decision
process and the Bellman equation corresponding to the considered problem. In Section 3, we adapt the
Markov decision process to the winery problem. Section 4 deals with the model calibration according to
the available data. Section 5 provides a description of the optimal algorithm and the numerical analysis.
Finally, Section 6 concludes the paper.
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2. Markov decision process
In order to define the Markov decision process properly, at first we introduce the time t, within which
optimization is performed. In general, time in the Markov decision process can be either discrete or
continuous and according to the time horizon we can additionally distinguish the finite and infinite time.
The article presents a solution formulated by the discrete Markov decision process with finite horizon,
thus we will proceed defining this version. For other definitions of Markov decision process one can check
[12]. The time t is defined on a discrete and finite set {0, . . . , T}. The state of the stochastic system Xt
to be controlled at time t is a function
Xt = f(t,Xt−1, Yt, Zt)
of the time t, previous in-time state Xt−1 of the system, control Yt from a certain set of allowed controls
defined by Γ(t,Xt−1), and new information Zt arriving at time t. We assume that Zt is a random
variable independent of Z1, Z2, . . . , Zt−1, with a known probability distribution. That is, based on past
information, the controller selects a control Yt, following which a piece of new and random information
Zt arrives. The new state of the system at time t is determined by the function f (known as a transition
function) of the above-mentioned arguments. During each iteration t, the controller also receives a payoff
g(t,Xt−1, Yt) generated from the previous state Xt−1 according to the current control Yt. Our goal is to
obtain the highest possible expected sum of payoffs g throughout the entire set of time intervals, which is
known as an optimal value function V ∗. The value function V itself returns the expected sum of payoffs
g received by applying a certain strategy. Of course, the optimal value function V ∗ is produced by an
optimal strategy for the selection of controls Y ∗1 , Y ∗2 , . . . , Y ∗T , which are denoted in this paper by Y
∗
1...T .
Please note that the lower case symbols x, y, z represent realizations of the equivalent upper case random
variables. Formally,
(1) V ∗(t, x) := sup
Yt...T
VYt...T (t, x),
where Yt...T = (Yt, . . . , YT ) and
VYt...T (t, x) := E
[
T∑
s=t
g(s,Xs−1, Ys)
∣∣∣∣∣Xt−1 = x
]
.
Introducing notation E [·|Xt−1 = x] := Et−1x [·]
(2) VYt...T (t, x) := E
t−1
x
[
T∑
s=t
g(s,Xs−1, Ys)
]
.
It should be noted that the stochastic dynamical system X exhibits the Markov property. Hence, the
process of assigning decisions at time t should depend only on the prior state Xt−1, and not on the entire
state history. By means of linearity of the conditional expected value and its tower property, it follows
that
VYt...T (t, x) = E
t−1
x [g (t,Xt−1, Yt)] + Et−1x
[
T∑
s=t+1
g (s,Xs−1, Ys)
]
= Et−1x [g (t,Xt−1, Yt)] + Et−1x
[
E
[
T∑
s=t+1
g (s,Xs−1, Ys)
∣∣∣∣∣Xt
]]
(3)
= Et−1x [g (t,Xt−1, Yt)] + Et−1x
[
VYt+1...T (t+ 1, Xt)
]
= Et−1x
[
g (t,Xt−1, Yt) + VYt+1...T (t+ 1, Xt)
]
.
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Identity (3) and Equations (1)-(2) lead to the seminal Bellman equation
(4) V ∗(t, x) = sup
Yt
Et−1x [g (t,Xt−1, Yt) + V ∗ (t+ 1, Xt)] ,
with the obvious boundary condition at the terminal time T
(5) V ∗(T, x) = sup
YT
ET−1x [g (T,XT−1, YT )] .
From the above, it is possible to compute the optimal value function V ∗(1, x0) by means of backwards
induction. The starting point is provided by Equation (5), which returns V ∗(T, x) for all possible x values;
then, using Equation (4) repeatedly, we can obtain V ∗(T − 1, x), V ∗(T − 2, x), . . . , V ∗(2, x), V ∗(1, x0) one
by one. It is important to mention at this point that only one component of the strategy is optimized
every time, not the entire strategy at one time.
3. Model adaptation
We now place the winery optimization problem into the Markov decision process framework described
below. That is, we describe all the model’s components based on a real scenario. At first, recall that T
is a selected time horizon until which the optimization is performed and that time t is discrete.
State of stochastic dynamical system X. Each Xt = {X1t , . . . , XKt }, (t = 0, . . . , T ), represents the
states of K pressing tanks at time t. In order to simplify the notation, we firstly assume that K = 1. Then,
Xt provides an information regarding a single press. In this case, Xt is described by a five-element vector
Xt = [v(Xt), l(Xt), s(Xt), C, TP ]. The first three elements are: grapes variety inside the press v(Xt), load
of the grapes l(Xt), and the information on press’ processing start time s(Xt). Each of them is dependent
on time t, what is underlined by the specific notation. The remaining two elements are press’ capacity
C and total processing time TP , both invariant over time. It should be noted that v(Xt) = l(Xt) = 0
indicates empty press and s(Xt) = 0 has to be interpreted as a situation when the press does not operate
at time t and one can fill the press further.
Set of controls Y. The main goal of this study is to construct an optimal decision process. In fact,
the controls Yt are interpreted as the decisions that we are about to optimize over. Namely, Yt assigns
an adequate truck to the analyzed press at time t; i.e. it picks a truck which should be unloaded at
this point. The adequate truck is selected from a queue, filtered by the allowable set of truck types at
time t, Γ(t,Xt−1), corresponding to the available controls. Each selected truck Yt = [v(Yt), l(Yt), a(Yt)] is
represented by a vector with three elements: variety v(Yt), load l(Yt), arrival time a(Yt), analogous to the
notation presented in the state of stochastic dynamical system Xt.
As mentioned in Section 1, the quality of grapes lowers with time, which is a reason for the wineries
to keep track of grapes’ arrival time a(Yt). When the waiting time t − a(Yt) exceeds acceptable limit,
winery can either blend the grapes with a lower-quality variety or discard the delivery, loosing the whole
related income. Decision depends on the exceeded amount of time. Mathematically, it translates into two
possibilities, Yt changes the variety v(Yt) or it gets removed from the queue and in consequence also from
the available controls Γ(t,Xt−1).
Since wineries process a finite set of varieties and loads could be discretized to a discrete finite set,
it is possible to create another discrete finite set of all possible truck types consisting of N possibilities;
that is, [v, l] ∈ {[v1, l1], . . . , [vN , lN ]}, where [vi, li] is a vector with variety and load of the ith type,
respectively. In order to underline the truck dependence on the ith type, we will use a shortened notation
[v(Yt), l(Yt)] = [vi, li] = yi.
Set of new information Z. At each time t, we can observe new trucks arriving at the winery, which
is in turn represented by Zt. Each element Zt = {Z1t , . . . , ZNt } is a set consisting of N i.i.d. random
variables with a generic Zit (i = 1, . . . , N). All Z
i
t values take the form of Bernoulli random variables;
Zit = B
i
t, where B
i
t ∼ Bern(pit).
We assume that each Bit takes values in the set {0, 1}, with the success probability equal to pit;
P(Bit = 1) = pit.
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The value Bit = 1 indicates that at least one truck of a certain ith type will arrive at the given time t.
Otherwise, when Bit = 0, and consequently Z
i
t = 0, no trucks of the ith type will arrive at time t.
Transition function f. Recall that the system state at time t is expressed by
Xt = f(t,Xt−1 = x, Yt = y, Zt = {z1, . . . , zN}),
where f is a transition function and lower case symbols x, y, z denote realizations of the adherent upper
case random variables. The winery scenario with K = 1 press is specified as follows[
v(Xt), l(Xt), s(Xt), C, TP
]
= Xt = f
(
t, x, y, {z1, . . . , zN}
)
=
N+1∑
i=1
1{
y=yi
}1{(
v(x)=vi or v(x)=0
)
and
(
C−l(x)≥li
)} ·[
vi · 1{vi 6=0} + v(x) · 1{vi=0},
l(x) + li,
t · 1{l(x)+li=C and s(x)=0} + s(x) · 1{t−s(x)<TP and s(x)6=0},
C,
TP
]
.
The function is constructed from a sum over N + 1 possible options, referring to N different truck types
plus one symbolic truck O; whenever selected, one does not assign any truck to the analyzed press.
Firstly, we have two indicators 1{y=yi} which extracts [vi, li] components from selected control y, and
1{(
v(x)=vi or v(x)=0
)
and
(
C−l(x)≥li
)} which checks whether chosen truck’s variety matches variety inside
the press or if the press is empty, under the assumption that selected truck’s load does not exceed the
press’ spare space. Only in such a case one can assign truck y to the press. Next, we define all components
of Xt. The press changes variety to vi if vi is not equal 0. If we assign the O truck, the variety must
remain as it was, since O truck does not change the state. The load is simply modified by adding selected
truck load li to the previous press load l(x). If we fill the press (l(x) + li = C), which has not yet started
processing grapes (s(x) = 0), the processing start time s(Xt) takes the value t. In the case where the
press started processing (s(x) 6= 0) and will not finish until t, (t− s(x) < TP ), we preserve the previous
starting time s(Xt) = s(x); otherwise we set it to 0. Constant over-time factors C, TP remain the same.
Payoff g. The optimized decision process can be called an optimal if it maximizes total profit gained
from the wine production. Total profit consists of sum of payoffs g, calculated at each time point. In our
model, every time the press begins a cycle, the manufacturer receives a payoff, defined as
g(t,Xt−1, Yt) =
{
Price(v(Xt)) · C, s(Xt) = t,
0, otherwise.
The payoff is generated from the state Xt−1, affected by decision Yt, together returning a new state
Xt, according to the afore mentioned transition function. Price(·) function defines an income received
by the winery from manufacturing one unit of a certain variety. In the case where the number of presses
is strictly larger than 1; that is, K > 1, we sum the payoff functions over all machines and optimize our
decisions based on the sum of payoffs.
Value function V. All the above reinterpreted elements of the Markov decision process allow us to
define the objective; finding the truck-assigning strategy Y ∗1...T which returns the highest expected income
from the produced wine
VY ∗1...T (1, x0) = V
∗(1, x0) = sup
Y1...T
VY1...T (1, x0).
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4. Model calibration
In the previous sections we introduced a theoretical model and provided a general interpretation of it,
when applied to the grape reception process. However, the presented model is not straight applicable. It
requires further calibration to the real case winery on the basis of production process knowledge, provided
by the winery representatives, and the data. In general, we know that the manufacture owns 6 presses
{X1, . . . , X6} of two different types. Recall from the previous Section 3 that each press is described by
the five-element vector with variety, load, processing start time, total processing time and capacity. Type
of press directly affects total processing time TP and capacity C. We distinguish the following two press
types
• Type I : C = 25[t], TP = 2[h],
• Type II : C = 50[t], TP = 4[h].
Out of 6 presses, 4 were of Type I, and the remaining 2 were of Type II.
The presses were used for manufacturing grapes of 4 different varieties, which could not be blended
together. From each variety company produced wine with a different price. The information about price
was not disclosed, though. We decided to represent the varieties by numbers from 1 to 4, which we
straightforwardly assumed to be also the profit from manufacturing 1 tonne of grapes from the adherent
variety; i.e. the profit from manufacturing 1 tonne of variety 1 is 1, the profit from manufacturing 1 tonne
of variety 2 is 2, etc.
As already mentioned in Sections 1 and 3, the grapes deteriorate with time. The winery distinguishes
2 phases of deterioration. First phase begins after 2h of waiting in the queue, quality of grapes drops
then to the level of the cheapest variety and can be therefore blended only with these grapes. The second
phase begins after 4h of waiting in the queue. Then quality drops to the level which is unacceptable for
the production and the delivery has to be utilized.
Further calibration such as approximating deliveries distribution required historical queue data. The
data provided by the winery was rather non-standard and consisted of 2 datasets. The first dataset
contained total weight of grapes which came to the manufacture on a given date, grouped by their
variety. The second dataset contained information about load of grapes in each truck and its arrival time,
unfortunately without variety. On the basis of the second dataset we were able to discretize the time. The
dataset was aggregated to the form presented in Table 1, containing hours of the first and last delivery
for each day, as well as the average time between deliveries. Taking into account that deliveries arrived
from 8 : 30 to about 00 : 30, we divided one day into 34 half-hour intervals from 8 : 30 to 01 : 30, with an
additional one hour for managing deliveries from the last lot. Such a split forces the system to deal with
approximately 4 trucks per interval. Recalling that the maximum number of available machines is 6, the
proposed split is highly reasonable.
Day of week First delivery Last delivery Average time between deliveries [min]
Mon. 08:46 00:42 7.41
Tue. 08:38 00:17 6.84
Wed. 08:37 23:05 7.23
Thu. 08:45 23:00 7.77
Fri. 08:27 23:55 10.09
Sat. 08:42 23:56 5.78
Table 1. Daily data of time between deliveries
Due to execution time optimization reasons, we decided to discretize loads of deliveries as well. On
the basis of the second dataset, we created delivery loads frequency plots for each day, presented in
Figure 1. One can notice that loads ranges mostly up to 25[t] per delivery. We discretized the loads
to the 5[t] intervals, obtaining a set {5, 10, 15, 20, 25} of all possibilities. The discretization assigned 5[t]
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for load within (0, 5][t] interval, 10[t] for load within (5, 10][t] interval, etc. Recall from Section 3 that
discrete set of loads and discrete set of varieties together create a discrete set of all possible truck types
{[vi, li] : i = 1, . . . , N}, with N = 20 possibilities in this case, resulting from 4 possibilities of variety and
5 possibilities of load.
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Figure 1. Daily frequency plots of delivery loads in tonnes [t]
To conclude all the information presented so far, we can define the following domains;
• time t ∈ {0, 1, . . . , 33},
• variety vi ∈ {1, 2, 3, 4}, where i = 1, . . . , 20,
• load li ∈ {5, 10, 15, 20, 25} in tonnes [t], where i = 1, . . . , 20,
• capacity C ∈ {25, 50} in tonnes [t],
• total processing time TP ∈ {4, 8} in time intervals t.
The other time-related variables arrival time and processing start time are defined in the same way
as time. The above domains give us complete definition of two components from the model; state of
stochastic dynamical system X and set of controls Y .
The next component Γ, set of available decisions, can be described at most comprehensibly by decision
tree presented in Figure 2. In the case of press being blocked, filling it with any delivery is impossible,
in which case decision tree returns the symbolic truck type O. If press is not working, decision tree asks
the next question regarding filling. When press is empty, decision tree returns all possible truck types;
otherwise, it returns only trucks that have the same variety as the filling, and their loads do not exceed
press’ spare space. As presses are of two types, Γ is also defined twice, for Type I and Type II press,
respectively.
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Figure 2. Decision tree for Γ(t,X)
Recall from Section 3 that set of new information Zt is a set consisting of N = 20 Bernoulli random
variables, each indicating presence of certain truck type among deliveries from time interval t. We assume
at the moment that: during one interval manufacture obtains at most one truck; variety of delivered
grapes is independent of their load; probability of receiving each truck type is constant over time. In
such a defined setting, it is possible to approximate probability of variety presence on the basis of variety
frequencies from the first dataset, probability of discretized load presence from the second dataset and
use independence property to produce probability of certain truck type by the marginal probabilities
multiplication. The exemplary data from one day are presented in Figure 3.
(6) P
(
Zit = 1
)
= P(yi) = P ([vi, li]) = P(vi) · P(li) = pi, where i = 1, . . . , N.
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Figure 3. Tuesday frequency plot of deliveries with marginal probabilities for variety and load
As can be already seen on frequency plots in Figure 3 and Figure 4, the assumption of at most one truck
arrival during each half-hour interval does not reflect the reality. Zt distribution must be complemented
with the information about number of deliveries in each interval. At the first sight distribution seem to
be rather random but one can notice a specific gap-structure visible in every day (around 10 AM, 12 AM,
8 PM). To check if it is a repetitive structure we generated stripe plots (see Figure 5), where each stripe
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Figure 4. Daily frequency plots of deliveries
marks an event of delivery arrival on the continuous time scale. We added to that a line with an average
number of deliveries in 30-minute time interval, marked with red data points, placed in the middle of the
represented interval.
Figure 5 illustrates a specific, repetitive structure of deliveries in time. This suggests that the character
of data may not be completely random. The most common approach for modeling arrivals is the doubly
stochastic Poisson process and that is why we decided to apply this process, with different λ parameter
for each time interval t. This parameter was approximated by the mean number of deliveries in each time
interval, across the days; represented by red dots in Figure 5. We represent the delivery counting process
in interval by variable Dt, which in the first setting of assumptions was at most equal to 1. When Dt
comes from the Poisson distribution Dt ∼ Poiss(λt), then
(7) P(Dt = k) =
λkt e
−λt
k!
, where k = 0, 1, . . .
Putting together (6), (7) and ex series expansion gives the probability of i-th truck type presence among
deliveries in interval t
P
(
Zit = 1
)
=
∞∑
k=0
P(Dt = k) · P
(
Zit = 1|Dt = k
)
=
∞∑
k=0
λkt e
−λt
k!
·
(
1− (1− pi)k
)
= 1− e−λtpi .
When we look at the interpretation of the above probability, we can observe that the bigger λt or pi is,
the more possible it is for Zit to equal 1.
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Figure 5. Daily stripe plots of deliveries
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Figure 6. Daily frequency plots of simulated deliveries arranged with Tuesday data
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Figure 6 presents frequency plots of the original Tuesday queue and simulated queues, on the basis of
doubly stochastic Poisson process.
Recall that presses can be of two types. This implies that the value function V , reliant on the press’
state, should be constructed twice, for each version. The difference is generated by Γ function which
filters controls Y for the value function; i.e. Type II press can take more controls, since its capacity is
bigger (50[t]) than the capacity of Type I press (25[t]).
5. Optimal algorithm
Optimization is performed on the sum of value function V from presses X1, . . . , X6, over permutations
of deliveries possible to assign to each press, according to Γ function. This approach is motivated by the
fact that one queue is common for all machines, and each delivery can be assigned only once. Determining
the solution requires first knowing each press state Xkt (k = 1, . . . , 6) and state of the truck queue, formed
by all trucks that have arrived up to time interval t and have not been used until t. The algorithm produces
a table containing the optimal value functions V ∗(T, x), for every possible state x at the terminal interval,
which in our case is T = 33. Then using the Bellman equation (4), presented in Section 2, and Z
distribution, we calculate V ∗ for T − 1, T − 2, . . . , 1. This is carried out in the following manner, knowing
the system state at time t − 1, Xt−1 = xt−1(coded as a set of vectors), and the value function V ∗(t, x)
at that moment for every possible state x in two versions for Type I and Type II presses, we calculate
the gains for all permitted associations among the available trucks and presses. Finally, we select the
maximizing configuration and pick the trucks in the chronological order according to their arrival time.
For this selection, we update the system state Xt. Worth to notice is that for superfluous states, further-
in-time optimal value function V ∗(x, t), (t ∈ {T − 1, T}) is set to 0, which derives straightly from the fact
that P(Zit = 1) = 0; for each i = 1, . . . , 20 and t = T − 1, T ; since deliveries arrive to the manufacture
from t = 0 to t = T − 2 = 31. The optimal value in such cases would be based only on the ‘right-now’
evaluation.
In order to assess the optimal algorithm, we have to compare the results with the method currently
used in the manufacture. The winery performs delivery assigning process manually, without any software
support. Presses’ manager assigns each delivery to the press according to his expert knowledge and an
approximated deliveries schedule. To reflect this process, we created a graphical user interface, where user
undertakes the decisions so as the presses’ manager in the winery. The application was created with the
use of R package and an additional internal ’Shiny’ package to construct an appropriate interface, and
hence simplify the manual selection, and in consequence comparison of the manual method and dynamical
programming algorithm(see Figure 7). The program can be found under the link [14].
The decisions had to adhere to certain rules, which were common for both algorithm and manual
method.
(1) Delivery can be assigned only in accordance with Γ function for each press.
(2) It is possible to split deliveries (i.e. take only 5[t] from a 20[t] delivery) and combine deliveries(i.e.
assign 5[t] from one truck and 5[t] from another truck to one press).
(3) There is a threshold of distributing at most 75[t] of grapes in one time interval. This limitation
comes from the workflow capacity of winery (unloading deliveries and preprocessing grapes before
pressing).
(4) Delivery changes its variety to 1 after spending more than 4 intervals in queue and after 8 intervals
it gets removed from the queue.
Testing was performed for 3 variants of arrival intensity(real case, peaked, uniform) and 3 variants of
variety distribution(real case, uniform, reverse real case), in total giving 9 simulations for both methods
on the same queue. Figure 8 presents Poisson λ parameters for each type of intensity and Table 2 contains
probabilities of each variety presence. As one can notice, the variety probabilities reflect Tuesday data,
already presented in Figure 3. The results of simulations can be found in Appendices Section A. The
optimal algorithm execution time was approximately 10min for the whole day strategy. The first run
generated results which were on average 0.12% better than the manual decisions with the best results for
real scenario of intensity and variety distribution. We noticed although that the optimal algorithm had
higher ‘left in queue’ and ‘degradation’ cost than the manual method. We decided then to incorporate total
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Figure 7. Interface snapshot with error handling
cost into optimal value function V ∗, by subtracting deterioration expenses resulting from each decision.
The expenses consisted of variety degradation cost;
Expdeg(Qdeg) =
Mdeg∑
i=1
(
v(Qdegi)− 1
) · l(Qdegi),
and rejection cost;
Exprej(Qrej) =
Mrej∑
i=1
l(Qreji),
where Qdeg and Qrej represent sets of trucks classified for degradation or rejection, respectively, and Mdeg,
Mrej represent the number of such trucks, each represented so as control Y . After this modification,
we obtained on average 3, 25% better results of optimal algorithm, compared to the manual assigning
method.
Variety
Name 1 2 3 4
real case 0.06 0.00 0.20 0.74
uniform 0.21 0.35 0.27 0.17
reverse real case 0.74 0.20 0.00 0.06
Table 2. Scheduling results in two manners
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6. Conclusion
Within this paper we presented an optimal algorithm (with respect to gain) for real-time decision
process of assigning trucks to the pressing tanks in a certain wine factory. From our initial research
it turned out that the topic of real-time scheduling in wine industry is not so deeply explored. So far
the most popular strategy for solving wine-connected scheduling problems was linear programming (see
[8, 13]). However, our problem has rather stochastic nature and it does not fall straightforward into linear
programming solution scheme. The disadvantage of linear programming is its lack of robustness, which
is a serious deficiency to our problem. That is why we proposed a new model which incorporates above
mentioned stochasticity. We also created an algorithm based on dynamic programming and the Bellman
equation. To our knowledge, this is a first attempt to apply dynamic programming for solving problems
coming from wine industry.
Tests on real data demonstrated that on average it generates higher payoff than the manual assigning
method, especially in the scenario closest to the reality. However, the model strongly relates on deliveries
probability distribution, which could be better calibrated if we had additional presses and truck traffic.
The model can receive a serious consideration as a support software for pressing tanks managers in
wineries. It can be a base solution method for further software development. This algorithm may be
useful for scheduling grape deliveries as well as for other problems of a similar type, where one must
assign a certain task to one of the machines.
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B. Symbol list
Sign Description Page
t Discrete unit of time, defined on the set {0, . . . , T}. 3
Xt
State of the stochastic system at time t, i.e. description of the
press at time t.
3
v(Xt) Variety in the press at time t. 4
l(Xt) Load in the press at time t. 4
s(Xt) Processing start time of the press, checked at time t. 4
C Capacity of the press. 4
TP Total processing time of the press. 4
Yt
Control at time t, i.e. decision which truck should be assigned
to the press.
3
v(Yt) Variety of grapes in the chosen truck Yt. 4
l(Yt) Load of grapes in the chosen truck Yt. 4
a(Yt) Arrival time of the chosen truck Yt. 4
yi
The ith type of truck with the corresponding variety and load
(vi, li), i = 1, . . . , N .
4
Γ(t,Xt−1)
Set of allowed controls on the state Xt−1 at time t, i.e. set of
allowed truck types yi for the press at time t.
3
Zt
New information arriving at time t, i.e. new trucks arriving at
the winery.
3
Zit
Information about ith truck type presence among deliveries at
time t.
4
Bit
Binary random variable indicating if the ith truck type will
arrive to the winery at time t.
4
f(t,Xt−1, Yt, Zt)
Transition function from the state Xt−1 to the state Xt,
according to decision Yt and new information Zt.
3
g(t,Xt−1, Yt)
Payoff at time t generated from the previous state Xt−1,
according to the current decision Yt.
3
VYt...T (t, x)
Value function generated by Yt...T , i.e. expected sum of payoffs
from time t and state x, up to the time horizon T .
3
V ∗(t, x) Optimal value function generated by Y
∗
t...T , i.e. highest
possible expected sum of payoffs.
3
Y ∗t...T Optimal strategy for the selection of controls. 3
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