Non-inferiority of one treatment to another is a common issue in medical research. In this paper, a new test using an approximate p-value based on Bayesian estimation is proposed. Our test is based on only one point of the twodimension nuisance parameter space for accuracy improvement and computational purposes. The sizes and powers of our test are considered. Simulation results suggest that our test can control the type I error rates with reasonable powers while the asymptotic normal test cannot for most cases. In comparison to Sidik's exact test, our test is much easier to implement.
INTRODUCTION
Tests for non-inferiority of one treatment to another have been a subject of interest in biostatistical research. Lu and Bean (1995) [1] first proposed test statistics and sample size formulae based on the McNemar test for comparison of non-inferiority of sensitivities. Nam (1997) [2] and Tango (1998) [3] introduced the asymptotic normal test. Hsueh et al (2001) [4] proposed two exact unconditional tests for noninferiority based on the standard p-value [5] . Sidik (2003) [6] also proposed two exact unconditional tests of noninferiority based on both standard [5] and confidence interval p-values [7] for a 2 × 2 matched-pairs sample. Lloyd (2008) [8] suggested a more powerful exact test, but the test is rather complex in computation. In this paper, we carry on the idea of Storer and Kim (1990) [9] and Seung-Ho (2000) [10] to estimate the unknown nuisance parameters to improve the accuracy [11] , but we will use Bayesian estimation instead because, combining prior knowledge, Bayesian estimator may perform better when sample sizes are small.
Supposing there are n patients, we consider n pairs of matched samples, (X 1j , X 0j ) for j = 1, 2, . . . , n, where the X 1j and X 0j are binary responses (1 for a positive and 0 for a negative treatment result) of the new and standard treatments for the jth pair. The four resulting types of matched observations and probabilities can be displayed as follows: * Corresponding author.
New Treatment
Standard Treatment
The random cell counts {x ij , i; j = 0; 1} follow a multinomial distribution with {p ij , i; j = 0; 1} as distribution parameters. Under this model structure, the positive (or response) rate of the new treatment is p 1 = p 11 + p 10 , and the positive rate of the standard is p 0 = p 11 + p 01 .
We say that the new treatment is non-inferior to the standard if p 0 − p 1 ≤ δ 1 , and inferior to the standard if p 0 − p 1 ≥ δ 0 , where δ 0 (> 0) and δ 1 (< δ 0 ) are the specific threshold values of inferiority and non-inferiority. To test non-inferiority of the new treatment to the standard, we need to construct the statistical framework as follows:
The objective of our study is to present a new test for noninferiority based on restricted Bayesian estimation using an approximate p-value, which is easy to implement, and less conservative and more powerful than the exact test of Sidik [6] . The remainder of the paper is structured as follows. Section 2 briefly reviews the asymptotic normal test of Nam [2] and Tango [3] and the exact unconditional test of Sidik [6] , and then presents our new test of this study. In section 3, we carry out simulation studies to compare our test with the asymptotic normal test [2, 3] and the exact test of Sidik [6] . In Section 4, an example is presented for illustration. Conclusions of the results of this paper are presented in the last section. Nam [2] and Tango [3] In a large sample, we can use Z to test the hypothesis (1), but the asymptotic test may not work well when sample sizes are small or moderately large. Sidik [6] defined an exact unconditional p-value of Z for testing (1) based on a standard p-value as follows:
TESTING STATISTICS
However, this test P Z is complex to compute because it needs to search the supremum over the interval [0,
2 ] of a nuisance parameter p 10 (It's so called in the sense that p-value of Z cannot be determined with its value unknown). Also, according to our simulation studies, this test P Z is somewhat conservative when the sample size is small or even moderately large. This should not be surprising. In fact, Sidik provides the computations of exact size and power based on the multinomial distribution and thus the sizes may not be exactly equal to (therefore less than) the specified alpha because of the discrete nature of data.
In this paper, we propose a new test using an approximate p-value based on Bayesian estimation. The procedure has mainly two steps:
(1) Get a Bayesian estimator of p 10 ; (2) Compute an approximate p-value of the test Z based on the Bayesian estimator of p 10 .
First, we assume p 10 to be uniformly distributed in the interval [0,
1−δ0
2 ] from Bayes' principle (in estimating a parameter, one should initially assume that each possible value has equal probability). So the prior probability density function of p 10 is:
Therefore, the posterior probability density function of p 10 is:
Now we define a new approximate p-value of Z for testing (1) using the restricted Bayesian estimationθ B of p 10 under the constraint p 01 − p 10 = δ 0 as follows:
Here
We will reject the null hypothesis and conclude that the new treatment is non-inferior to the standard treatment if the proposed approximate p-value of Z is smaller than the chosen significance level α.
SIMULATION STUDIES
In the first simulation, to investigate the significance level of 5%, we repeated the experiment 10,000 times which provided a 95% confidence interval of type I error rate as (4.57%, 5.43%) for a 5% error rate. Figure 1 summarized the results of the comparisons of type I error rates of the asymptotic test Z [2, 3], Sidik's P Z [6] and our new test P BZ. As is shown in Figure 1 and In the second simulation experiment, we studied the powers of Z, P Z and P BZ. As is shown in Figure 2 and Table 2 , the powers of P Z and P BZ seemed the same when the sample size was as small as 15 or 20, but when the sample size was average or moderately large, such as n = 30 or 50, our test P BZ was more powerful than Sidik's P Z test.
In the third simulation experiment, we evaluated the MSEs ofθ B andp 10 . As is shown in Figure 3 , the MSE (i.e. Mean Square Error) ofθ B seemed smaller than that of p 10 in mass. 
AN EXAMPLE
Consider the same example data of comparing two diagnostic procedures MRI and CTAP for liver lesions used by Hsueh et al. [4] and Sidik [6] . Let δ 0 = 0.05, then the asymptotic test statistic Z is −1.1291 with p-value 0.1294. Sidik [6] gave the p-value of P Z, P Z = 0.1441. Now, we give the p-value of P BZ, P BZ = 0.1415. If δ 0 = 0.10 is used, then Z = −1.8359 with p-value 0.0332, P Z = 0.0444 and P BZ = 0.0335.
CONCLUSIONS
In this paper, we propose a new non-inferiority test using an approximate p-value based on a restricted Bayesian estimation for a 2 × 2 matched-pairs sample. Our new test is based on only one point of the two-dimension nuisance parameter space and Bayesian estimation in order to improve both statistical accuracy and computation time.
The sizes and powers of the existing asymptotic test Z, Sidik's P Z test and our test P BZ were discussed. According to our simulation studies, we found that the MSE of our restricted Bayesian estimation was smaller in mass. We also found that our test P BZ and Sidik's P Z test seemed the same when the sample size was small, such as n = 15 or 20. But Sidik's P Z test seemed conservative for data with average or even moderately large sample size, while our test P BZ performed better.
The asymptotic normal test Z [2, 3] can not control the type I error rates well when sample sizes are small or moderately large. Sidik's P Z test [6] and Chris J. Lloyd's exact test [8] are complex in computation, while our test P BZ is much easier to compute and it costs less time to implement. Because the P Z test searches the supremum over the boundary of H 0 , its average time will be as about hundredfold as that of our approach.
APPENDIX A. APPENDIX SECTION
Now give the proof of (6).
According to (3) , (4) and (5), we havẽ
Then we let t = Therefore, (6) is proved.
