On the Optimality of Affine Policies for Budgeted Uncertainty Sets by Housni, Omar El & Goyal, Vineet
ar
X
iv
:1
80
7.
00
16
3v
2 
 [m
ath
.O
C]
  2
 Ju
n 2
01
9
On the Optimality of Affine Policies for Budgeted
Uncertainty Sets
Omar El Housni
Dept of Industrial Engineering and Operations Research, Columbia University, New York NY 10027, oe2148@columbia.edu,
http://www.columbia.edu/ oe2148/
Vineet Goyal
Dept of Industrial Engineering and Operations Research, Columbia University, New York NY 10027, vg2277@columbia.edu,
http://www.columbia.edu/ vg2277/
In this paper, we study the performance of affine policies for two-stage adjustable robust optimization
problem with fixed recourse and uncertain right hand side belonging to a budgeted uncertainty set. This is an
important class of uncertainty sets widely used in practice where we can specify a budget on the adversarial
deviations of the uncertain parameters from the nominal values to adjust the level of conservatism. The two-
stage adjustable robust optimization problem is hard to approximate within a factor better than Ω( logn
log logn
)
even for budget of uncertainty sets where n is the number of decision variables. Affine policies, where
the second-stage decisions are constrained to be an affine function of the uncertain parameters, provide a
tractable approximation for the problem and have been observed to exhibit good empirical performance. We
show that affine policies give an O( logn
log logn
)-approximation for the two-stage adjustable robust problem with
fixed non-negative recourse for budgeted uncertainty sets. This matches the hardness of approximation and
therefore, surprisingly affine policies provide an optimal approximation for the problem (up to a constant
factor). We also show strong theoretical performance bounds for affine policy for significantly more general
class of intersection of budgeted sets including disjoint constrained budgeted sets, permutation invariant
sets and general intersection of budgeted sets. Our analysis relies on showing the existence of a near-optimal
feasible affine policy that satisfies certain nice structural properties. Based on these structural properties,
we also present an alternate algorithm to compute near-optimal affine solution that is significantly faster
than computing the optimal affine policy by solving a large linear program.
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1. Introduction. In this paper, we consider the following two-stage adjustable robust linear
optimization problem with uncertain right hand side:
zAR(U) =min
x
cTx+max
h∈U
min
y(h)
d
T
y(h)
Ax+By(h) ≥ h, ∀h∈ U
x∈X
y(h)∈Rn+, ∀h∈U ,
(1.1)
where A ∈Rm×n,B ∈Rm×n+ ,c ∈Rn+ and d ∈Rn+ . The right-hand-side h is uncertain and belongs
to a compact convex uncertainty set U ⊆Rm+ . The recourse matrix is non-negative and fixed, i.e.,
B belongs to the non-negative orthant and does not depend on the uncertain parameter h. The
goal in this problem is to select the first-stage decision x∈X , where X is a polyhedral set and the
second-stage recourse decision, y(h), as a function of the uncertain right hand side realization, h
such that the worst-case cost over all realizations of h∈ U is minimized. We assume that U ⊆ [0,1]m
and ∀i∈ [m],ei ∈U . This assumption is without loss of generality since we can scale the constraint
matrices A and B to satisfy the assumption without changing the optimal.
This model has been widely considered in the literature (see for example Bertsimas and de Ruiter
[7], Bertsimas and Goyal [9], Dhamdhere et al. [17], El Housni and Goyal [18], Gupta et al. [21],
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Xu and Burer [27], Zhen et al. [28].) It captures many important applications including set cover,
capacity planning and network design problems under uncertain demand. Here, the right hand side
h models the uncertain demand and the covering constraints capture the requirement of satisfying
the uncertain demand. However, the adjustable robust optimization problem (1.1) is intractable
in general. In fact, Feige et al. [19] show that the two-stage adjustable problem (1.1) can not be
approximated within a ratio better than Ω( logn
log logn
) under a reasonable complexity assumption,
namely, 3SAT can not be solved in time 2O(
√
n) on instances of size n.
In view of the intractability, several approximation policies (or decision rules) have been consid-
ered in the literature for (1.1) including static, piecewise static, affine and piecewise affine policies.
In a static policy, we compute a single optimal solution (x,y) that is feasible for all realizations
of the uncertain right hand side. Bertsimas et al. [10] relate the performance of static solution
to the symmetry of the uncertainty set and show that it provides a good approximation to the
adjustable problem if the uncertainty set verifies some symmetry properties. However, static policy
is too conservative in general and the performance of static solutions can be arbitrarily large for a
general convex uncertainty set.
Ben-Tal et al. [4] introduce affine policy approximation for (1.1), where they restrict the second-
stage decision, y(h) to being an affine function of the uncertain right-hand-side h, i.e., y(h) =
Ph+q for some decision variables P ∈Rn×m and q ∈Rn. Affine policy can be computed efficiently
for a large class of uncertainty sets and therefore, provide a tractable approximation for the two-
stage problem. Furthermore, the empirical performance of affine policies has been observed to be
near-optimal for a large class of instances even though theoretically, optimality of affine policies
is known in only a few settings. Bertsimas et al. [11] and Iancu et al. [24] show that affine policy
is optimal for multi-stage adjustable problems with a single uncertain parameter at each stage.
Bertsimas and Goyal [9] show that affine policy is optimal for the two-stage adjustable problem
(1.1) if the uncertainty set U is a simplex. However, in the particular case where we assume only
non-negativity constraints on the first stage decision variable, i.e. x≥ 0, they show that the worst-
case performance of an optimal affine solution is Θ(
√
m) times the optimal cost of (1.1) [9]. Note
that the gap could be even larger for general polyhedral constraints that involves only x i.e., x∈X .
Therefore, there is a significant gap between the worst-case performance of affine policies and the
observed empirical performance.
More general decision rules have been considered in the literature for two-stage problems;
piecewise affine policies (Ben-Tal et al. [3]), binary decision rules (Bertsimas and Georghiou [8]),
adjustable solutions via iterative splitting of uncertainty sets (Postek and Den Hertog [25]), k-
adaptibility (Hanasusanto et al. [23]), extended affine decision rules (Chen et al. [15]), etc. While
these decision rules can improve in some instances over affine policies, they become computationally
very challenging especially for large size instances. For a more extensive review of the literature,
we refer the reader to Bertsimas et al. [6] and Ben-Tal et al. [2].
In this paper, we study the performance of affine policies for the two-stage adjustable prob-
lem (1.1). One of our important goals in this work is to address the stark contrast between
the observed near-optimal empirical performance and the worst-case approximation bound of
Θ(
√
m) [9]. Towards this, we consider the class of budget of uncertainty sets and intersection of
budget of uncertainty sets that was introduced in Bertsimas and Sim [12]. This is widely used
class of uncertainty sets in practice where the decision maker can specify a budget on the sum of
adversarial deviations of the uncertain parameter from the nominal values. In particular, a budget
of uncertainty set can be formulated as follows:
U =
{
h∈ [0,1]m
∣∣∣∣
m∑
i=1
wihi ≤ 1
}
, (1.2)
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where wi ∈ [0,1] for all i ∈ [m]. It is known that the two-stage adjustable problem (1.1) is hard to
approximate under this class of uncertainty set. In particular, Feige et al. [19] show that the two-
stage adjustable problem (1.1) where U is the budget of uncertainty set (1.2) is hard to approximate
within a factor Ω( logn
log logn
) even when all wi are equal, A,B are 0-1 matrices and X = Rn+. The
analysis in Bertsimas and Goyal [9] shows that affine policy gives O(
√
m)-approximation to the
adjustable problem (1.1) under this class of uncertainty sets and X =Rn+. Bertsimas and Bidkhori
[5] provide a geometric bound O(k
2+mk
k2+m
) in the special case of (1.2) where all wi = 1/k and X =Rn+.
This bound is also O(
√
m) in the worst-case for k =
√
m.
The above two-stage adjustable robust problem (1.1) has also been considered in the context of
combinatorial optimization problems such as network design under demand uncertainty where the
constraint matrices,A,B ∈ {0,1}m×n and the first-stage and second-stage decisions are constrained
to be binary (see for instance, Dhamdhere et al. [17], Feige et al. [19], Gupta et al. [21] and [22]).
Feige et al. [19] and Gupta et al. [21] give an O(logn)-approximation for (1.1) for the special case
when A = B ∈ {0,1}m×n, first and second-stage costs are proportional, i.e., d = λ · c for some
constant λ≥ 1 and a budget of uncertainty set with wi = 1/k. Gupta et al. [22] also consider more
general uncertainty set, namely, intersection of p-system and q-knapsack1 and give O(pq logn)-
approximation for the two-stage problem. However, we would like to note that the focus of this
stream of work is to design approximation algorithms for combinatorial optimization problems
where the decisions are constrained to be binary. Moreover, the algorithms are not restricted to
and do not necessarily give decision rules or functional policy approximations for the two-stage
problem.
In contrast, the focus of our work is to analyze the performance of affine policies for the two-
stage adjustable robust problem (1.1) that are widely used in practice and exhibit strong empirical
performance.
1.1. Our contributions. Our main contributions are the following.
(a) Optimal Approximation for Budget of Uncertainty Sets. We show that affine pol-
icy gives an optimal approximation for the two-stage adjustable robust problem for budgeted
uncertainty sets. In particular, affine policy gives an O( logn
log logn
)-approximation to the two-stage
adjustable problem (1.1) where U is a budget of uncertainty set (1.2). This performance bound
matches the hardness of approximation [19]; thereby, showing that surprisingly affine policies
give an optimal approximation (up to some constant factor) for (1.1) for budget of uncertainty
sets. In other words, there is no polynomial time algorithm with worst-case approximation guar-
antee better than affine policies by more than some constant factor. This bound significantly
improves over the previous known bound of O(
√
m) [9, 5] for budget of uncertainty sets. More-
over, our result holds for general polyhedral constraints on the first stage variable x ∈ X . In
particular, we can model for example upper bounds on x, this is in contrast with the previous
bounds in the literature that have been shown only in the special case of X =Rn+.
Our analysis relies on constructing a feasible affine solution whose worst-case cost is within
a factor O( logn
log logn
) of the optimal cost. In particular, we partition the components of U into
inexpensive and expensive components based on a threshold and construct an affine solution
that covers only the inexpensive components using a linear solution. The remaining components
are covered using a static solution. We show that for an appropriately chosen threshold that
depends on the optimal cost, such an affine solution gives an O( logn
log logn
)-approximation for the
two-stage problem for the budget of uncertainty set.
Therefore, in addition to establishing the performance bound that matches the hardness of
approximation, our analysis shows there is a near-optimal affine solution whose structure is
1 p-system and q-knapsack are generalizations of matroid constraints. For more details, we refer the reader to [22]
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closely related to threshold policies that are widely used in many applications. This structural
property might be of independent interest and also gives an alternate faster algorithm for
computing near-optimal affine solutions for budget of uncertainty sets as we discuss later.
(b) Intersection of Budgeted Sets. We also consider a more general family of uncertainty sets,
namely the following intersection of budget of uncertainty sets:
U =
{
h∈ [0,1]m
∣∣∣ ∑
i∈Sℓ
wℓihi ≤ 1 ∀ℓ∈ [L]
}
, (1.3)
where wl ∈ [0,1]m, and Sℓ ⊆ [m] for all ℓ ∈ [L]. The set (1.3) is defined by the intersection of
L budget constraints. These are an important generalization of the budget of uncertainty set
(1.2) that are widely used in practice. They capture for instance CLT sets [1] and inclusion-
constrained budgeted sets [20].
(i) We first consider the case when the family of subsets Sℓ for ℓ ∈ [L] are disjoint. We refer
to this class of sets as disjoint constrained budgeted sets. These are essentially Cartesian
product of L budget of uncertainty sets. We show that affine policy is near-optimal and gives
an O
(
log2 n/ log logn
)
-approximation to (1.1) for this class of sets. We would like to note
that the bound is independent of L. Similar to the case of budget of uncertainty sets, our
analysis is based on constructing a near-optimal affine solution by partitioning components
of U into inexpensive and expensive components using appropriate thresholds for each of the
L budgeted sets in the Cartesian product. However, in this case, we are able to relate the
performance of our affine solution to only a lower bound of zAR(U). In particular, we use
an online algorithm for the fractional covering problem to both construct thresholds (and
therefore, a feasible affine solution) as well as the lower bound of the optimal value.
(ii) For general intersection of L budgets. Under the assumption that X is a polyhedral cone
(for example X = Rn+), we show that affine policy gives O (logL logn/ log logn) to (1.1) for
the case where U is permutation invariant. We say that U is permutation invariant if for any
h∈U and any τ permutation of [m], then hτ ∈ U where hτi = hτ(i). This class captures many
important sets such as CLT sets. The performance of affine policy depends on L in this case
but degrades gracefully. For general intersection of budgeted sets and X a polyhedral cone,
we show a worst-case bound of O (L logn/ log logn) on the performance of affine policy for
(1.1). We summarize our results in Table 1.
(c) Faster Algorithm to compute Near-Optimal Affine Solutions. Based on the structural
properties of the near-optimal affine policies constructed for analysis of performance, we present
an alternate algorithm to compute an approximate affine policy for (1.1) for budget of uncer-
tainty sets that is significantly faster than computing optimal affine policy by solving a large
LP. In particular, our construction partitions the components into inexpensive and expensive
based on a threshold depending on the optimal cost and shows the existence of a near-optimal
affine solution that covers a fraction of inexpensive components using a linear solution and the
remaining components using a static solution.
From an algorithmic perspective, while we do not know the optimal cost and therefore, the
threshold, we can still use this structure of a near-optimal affine solution to construct a good
affine solution. In particular, our approximate affine solution can be computed efficiently by
solving a single LP covering problem with O(n +m) second stage variables as opposed to
O(nm) second stage variables in the optimal affine policy. Our algorithm scales very well and is
significantly faster than computing affine policies. For instance, for m= n= 100, it takes several
minutes to compute the optimal affine policy whereas our algorithm computes an approximate
affine policy within a few seconds. The comparison becomes even more stark when we increase
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the problem size. In particular, for m= n= 200, the average time for optimal affine policy is
more than an hour, whereas our algorithm computes an approximate affine policy in under
2 minutes. Moreover, our solution remains within 15% of the optimal affine solution and the
sub-optimality gap does not increase with dimension in our numerical experiments. We would
like to note that since our approximate affine is based on the construction of affine policy in
our analysis, the worst-case approximation bound for the faster algorithm is also O( logn
log logn
).
(d) General case of recourse matrix B. We show that the assumption on the non-negativity
of the recourse matrix B is crucial for obtaining any non-trivial theoretical bounds on the
performance of affine policies. In particular, we give a family of instances of the two-stage
adjustable problem where the recourse matrix B is a network matrix with entries in {−1,0,1}
and show that the gap between optimal affine and adjustable policies can be unbounded even for
the single budget of uncertainty set. The second-stage matrix being a network matrix captures
important applications including lot sizing and facility location.
Uncertainty sets Our Bounds
1. Budget of uncertainty set (1.2) O
(
logn
log logn
)∗
2. Disjoint Intersection of Budgeted sets (4.1) O
(
log2 n
log logn
)
3. Permutation Invariant Intersection of Budgeted sets (1.3) O
(
logL·logn
log logn
)∗∗
4. General Intersection of Budgeted sets (1.3) O
(
L·logn
log logn
)∗∗
Table 1. Our performance bounds for affine policy under different uncertainty sets including budget of uncertainty
set and intersection of budgeted sets. ∗ denotes that this bound mathches the approximation hardness of (1.1). ∗∗
denotes that these bounds hold under the assumption that X is a polyhedral cone.
2. Affine policies: Preliminaries. Affine policies (also known as linear decision rules) are
widely used in the literature of robust optimization. They were introduced by Ben-Tal et al. [4] for
the two-stage adjustable problem (1.1). In an affine solution, we restrict the second stage decision
y(h) to be an affine function of the uncertain parameter h, i.e.,
y(h) =Ph+ q,
and we optimize over the variables P and q. The affine problem is formulated as:
zAff(U) = min
x,P ,q
cTx+max
h∈U
d
T (Ph+ q)
Ax+B (Ph+ q) ≥ h, ∀h∈U
Ph+ q ≥ 0, ∀h∈U
x∈X .
(2.1)
Affine policy has been widely used as an approximation to (1.1) due to its tractability. In fact,
Ben-Tal et al. [4] show that affine problems have an equivalent standard LP formulation when the
uncertainty set is described by a polyhedral set. The size of the LP is polynomial in the size of
the input parameters (i.e., number of variables and constraints in (1.1) and number of constraints
in U). For completeness, we briefly discuss the tractability and compact LP formulation of affine
policies. Consider the following polyhedral uncertainty set
U = {h∈Rm+ |Rh≤ r}, (2.2)
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whereR ∈RL×m and r ∈RL. The affine problem (2.1) can be reformulated as the following epigraph
formulation:
zAff(U) =min cTx+ z
z ≥ dT (Ph+ q) , ∀h∈U
Ax+B (Ph+ q) ≥ h, ∀h∈ U
Ph+ q ≥ 0, ∀h∈U
x∈X , P ∈Rn×m, q ∈Rn, z ∈R.
Note that this formulation can have infinitely many constraints but the separation problem is
tractable. For example, the separation problem for the first set of constraints is: Given z,x,P ,q
decide if
z−dTq ≥max
h≥0
{dTPh |Rh≤ r}. (2.3)
This can be done efficiently by solving the above maximization LP. Moreover, Ben-Tal et al. [4]
show that we can formulate (2.1) as a compact LP using standard techniques from duality. For
instance, consider the first set of constraints (2.3), by taking the dual of the maximization problem,
the constraint becomes
z−dTq ≥min
v≥0
{rTv |RTv ≥P Td}.
We can then drop the min and introduce v as a variable. Hence, we obtain the following linear
constraints:
z−dTq≥ rTv, RTv ≥P Td, v ≥ 0.
We can apply the same techniques for the other constraints. For completeness, we restate the
compact LP formulation of Ben-Tal et al. [4] adapted to our problem in the following lemma. The
proof of the lemma is deferred to Appendix C.
Lemma 2.1. The affine problem (2.1) can be formulated as the following LP
zAff(U) =min cTx+ z
z−dTq ≥ rTv
R
T
v ≥P Td
Ax+Bq ≥V Tr
R
T
V ≥ Im−BP
q ≥UTr
U
T
R+P ≥ 0
x∈X , v ∈RL+, U ∈RL×n+ , V ∈RL×m+
P ∈Rn×m, q ∈Rn, z ∈R.
(2.4)
3. Performance analysis for budget of uncertainty sets. In this section, we consider
the class of budget of uncertainty sets (1.2) given by
U =
{
h∈ [0,1]m
∣∣∣∣
m∑
i=1
wihi ≤ 1
}
.
As we mention earlier, this class is widely used in the literature of robust optimization both in
theory and practice. It provides the flexibility to adjust the level of conservatism in terms of
probabilistic bounds on constraint violations. A special case of this class is when wi are all equal
to 1
k
for some parameter k ∈N. In particular, in this case we have
U =
{
h∈ [0,1]m
∣∣∣∣
m∑
i=1
hi ≤ k
}
. (3.1)
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The parameter k is the budget of uncertainty that controls the conservatism of the uncertainty
model. This special class (3.1) of budgeted sets is also known as the cardinality constrained set or
k-ones polytope.
The two-stage adjustable problem (1.1) is known to be Ω( logn
log logn
)-hard to approximate under
the class of budget of uncertainty sets even in the special case of (3.1) (Feige et al. [19]). We show
that surprisingly the performance bound for affine policy matches this hardness of approximation.
In particular, we show that affine policy gives O( logn
log logn
)-approximation for (1.1) under budget of
uncertainty sets (1.2).
Theorem 3.1. Consider the two-stage adjustable problem (1.1) where U is the budget of uncer-
tainty set (1.2) . Then,
zAff(U) =O
(
logn
log logn
)
· zAR(U).
Our analysis significantly improves over the previous best known bound of O(
√
m) for the perfor-
mance of affine policies for budget of uncertainty sets. Furthermore, since our performance bound
matches the hardness of approximation, affine policy provides an optimal approximation for (1.1)
for budget of uncertainty sets. In particular, there is no polynomial time algorithm whose worst-
case approximation is better than affine policies by more than a constant factor. Note that the
above statements relate to the worst-case performance. For particular instances, it may be possible
to get better solutions than affine policies.
3.1. Construction of our affine solution. Our analysis is based on constructing a good
approximate affine solution that has a worst-case cost being O
(
logn
log logn
)
times the optimal cost
zAR(U). In this section, we present the construction of our affine solution and consequently prove
Theorem 3.1. Let us first introduce the following notations.
Notations. We consider an optimal solution x∗,y∗(h) where h ∈ U , for the adjustable problem
(1.1). Let OPT be the optimal cost for (1.1) and OPT1,OPT2 respectively the first stage cost and
the second stage cost associated with x∗,y∗(h), i.e.
OPT1= c
Tx∗
OPT2=max
h∈U
d
T
y∗(h)
OPT=OPT1+OPT2 = zAR(U).
We would like to remark that this split is not unique since there might be other optimal solutions
for (1.1). For all i∈ [m], we denote
αi = 1− (Ax∗)i
In particular, if αi is negative the first stage solution x
∗ covers the full unit requirement in the i-th
component, if not αi corresponds to the remaining requirement that needs to be covered eventually
by the second-stage solution y∗(·).
We denote z(h), the cost of covering the requirement h in the second-stage, i.e.
z(h) =min
y≥0
{
d
T
y
∣∣∣∣By≥h
}
. (3.2)
We refer to problem (3.2) as the fractional covering problem. For any W ⊆ [m], we denote 1(W)∈
R
m the indicator of W, i.e.
1(W) =
∑
i∈W
ei.
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For simplicity, we use the following notation
z(1(W)) = z(W).
Our construction. For all i ∈ [m], recall z(ei) the optimal cost to cover component ei in the
second stage as defined in (3.2). Let vi be the optimal corresponding solution, i.e.,
vi ∈ argmin
y≥0
{
d
T
y
∣∣∣∣By≥ ei
}
.
We split the components {1,2, . . . ,m} based on a threshold into two sets I and its complement Ic:
I =
{
i∈ [m]
∣∣∣∣ αi > 0 and αiz(ei)wi ≤ β ·OPT
}
Ic= [m] \ I,
where
β =
4 logn
log logn
.
We cover a fraction of I (inexpensive components) using a linear solution and the remaining
fraction of I along with Ic (expensive components) using a static solution.
Linear part. We cover a fraction of the components of I using the following linear solution for
any h∈U ,
yLin(h) =
∑
i∈I
αihivi. (3.3)
Static part. We use a static solution to cover the remaining components ei where i ∈ Ic and
(1−αi)+ei for i∈ I . In particular, we consider the following static problem
(xSta,ySta)∈ argmin
x∈X ,y≥0
{
cTx+dTy
∣∣∣∣Ax+By≥∑
i∈Ic
ei+
∑
i∈I
(1−αi)+ei
}
, (3.4)
and denote
zSta = c
TxSta+d
T
ySta.
Therefore our candidate affine solution is
x=xSta
y(h) = yLin(h)+ySta, ∀h∈U . (3.5)
Feasibility. We first show that our candidate solution (3.5) is feasible for the adjustable problem
(1.1). The proof is a direct consequence of our construction. In particular, we have the following
lemma.
Lemma 3.1. The affine solution in (3.5) is feasible for the adjustable problem (1.1).
Proof. We have,
ByLin(h) =
∑
i∈I
αihiBvi ≥
∑
i∈I
αihiei,
and
AxSta+BySta ≥
∑
i∈Ic
ei+
∑
i∈I
(1−αi)+ei ≥
∑
i∈Ic
hiei+
∑
i∈I
hi(1−αi)+ei
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where the last inequality holds because hi ∈ [0,1] for all i ∈ [m]. Therefore, the solution in (3.5)
verifies
Ax+By(h)≥
∑
i∈Ic
hiei+
∑
i∈I
((1−αi)++αi)hiei ≥ h.
x∈X
y(h)≥ 0, ∀h∈U .

We would like to remark that the construction of the linear ans static parts not only depends on
the uncertainty set U , but also depends on all the parameters of the instance, i.e., A,B,c,d. This
is in contrast to the analysis in [9] where the construction of affine policies depends only on U .
3.2. Performance analysis. We analyze separately the cost of the static and linear parts.
For the linear part, the cost analysis is a direct consequence of our construction. In fact, we leave
only inexpensive scenarios to the linear part, i.e., scenarios αiei such that αiz(ei)/wi is less than
the threshold β ·OPT. We know that for all h∈U , we have∑mi=1wihi≤ 1. Hence, the cost of linear
part is at most β ·OPT. In particular, we have the following lemma.
Lemma 3.2 (Cost of Linear part). The cost of the linear part yLin(h) defined in (3.3) is at
most β ·OPT for any h∈U .
Proof. We have for all h∈U ,
d
T
yLin(h) =
∑
i∈I
αihid
T
vi =
∑
i∈I
αihiz(ei)≤ β ·OPT ·
∑
i∈I
wihi ≤ β ·OPT,
where the first inequality holds because αiz(ei)≤wiβ ·OPT for all i∈ I and the second inequality
follows as
∑
i∈I wihi ≤ 1 for all h∈ U . 
The key part is to analyze the cost of the static part. In fact, we show that the cost of the
static part is also O(β) ·OPT. This relies on a structural result on fractional covering problems.
Intuitively, let us explain the structural result in the special case (3.1) of the budget of uncertainty
set and αi are 0 or 1. We show that if the cost of covering every single component ei, for i∈ J is
expensive, i.e. z(ei)>β ·OPT/k and the cost of covering any k components is inexpensive, i.e. less
than 2OPT. Then, the cost of covering all components of J is not too costly and can not exceed
β ·OPT. The formal general statement is given in the following lemma.
Lemma 3.3 (Structural Result). Consider B ∈Rm×n+ , d∈Rn+ and J ⊆ [m]. Let z(h) be the
cost of covering h as defined in (3.2). Suppose there exists γ > 0 and wi ∈ (0,1], ∀i ∈ J such that
the following two conditions are satisfied:
1. for all i∈ J ,
z(ei)
wi
> 4γ · logn
log logn
,
2. for all W ⊆J , ∑
i∈W
wi ≤ 1 implies z(W)≤ γ.
Then,
z(J )≤ 4γ · logn
log logn
.
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Lemma 3.3 is a generalization of the result in Gupta et al. [21] for the set covering problem
(see Theorem 7.1 in [21]). In particular, our result hold for any constraint matrix B and a bud-
geted set with general wi for i ∈ [m], whereas the Gupta et al. [22], discuss the special case when
B ∈ {0,1}m×n, and a budget of uncertainty set with wi = 1/k. Furthermore, we improve the approx-
imation bound from O(logn) in [21] to O(logn/ log logn). We present the proof of Lemma 3.3 later
in Section 3.3. But let us first use the structural result to show that the cost of the static part is
O(β) ·OPT and consequently prove Theorem 3.1. In particular, we have the following lemma.
Lemma 3.4 (Cost of Static part). The cost zSta of the static part (xSta,ySta) defined in (3.4)
is O(β) ·OPT.
Proof. Consider the following sets
J1=
{
i∈ [m]
∣∣∣∣ αi ≤ 0
}
.
and
J2= Ic \J1 =
{
i ∈ [m]
∣∣∣∣ αi > 0 and αiz(ei)wi >β ·OPT
}
.
For i= 1, . . . ,m, denote BTi the i-th row of B and let B˜
T
i =B
T
i /αi. We have for i∈ [m],
αiz(ei) =min
y≥0
{
d
T
y
∣∣∣∣ B˜y≥ ei
}
.
We apply the structural Lemma 3.3 with the parameters B˜,d,J2 and γ =OPT. Let us verify the
assumptions of Lemma 3.3. For all i∈ J2, we have
αiz(ei)
wi
>β ·OPT=4γ · logn
log logn
.
For any W ⊆ J2 such that
∑
i∈W wi ≤ 1, we have h = 1(W) ∈ U . By feasibility of the optimal
solution, we know that
Ax∗+By∗(h)≥h,
which implies,
By∗(h)≥
∑
i∈W
ei−
m∑
i=1
(1−αi)ei =
∑
i∈W
αiei+
∑
i/∈W
(αi− 1)ei
In particular, we have for all i ∈W, (By∗(h))i ≥ αi. Moreover, B and y∗ are non-negative which
implies that
By∗(h)≥
∑
i∈W
αiei,
and therefore,
B˜y∗(h)≥
∑
i∈W
ei =h.
This means that y∗(h) is a feasible solution for the covering problem (3.2) with constraint matrix
B˜ and requirement h. Therefore,
min
y≥0
{
d
T
y
∣∣∣∣ B˜y≥h
}
≤ dTy∗(h)≤OPT2 ≤OPT= γ.
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This verifies the second assumption of Lemma 3.3. Therefore, from the structural result, we have
min
y≥0
{
d
T
y
∣∣∣∣ B˜y≥∑
i∈J2
ei
}
≤ 4γ logn
log logn
= β ·OPT.
Denote y2 an optimal solution corresponding to the above minimization problem. In particular,
we have dTy2 ≤ β ·OPT and
By2 ≥
∑
i∈J2
αiei.
Furthermore, by feasibility of the optimal solution for (1.1), we have
Ax∗+By∗(0)≥ 0,
and we know that By∗(0)≥ 0. This implies,
By∗(0)≥
m∑
i=1
(αi− 1)+ei.
Putting all together, we have
Ax∗+By∗(0)+By2 ≥
m∑
i=1
(1−αi)ei+
m∑
i=1
(αi− 1)+ei+
∑
i∈J2
αiei
=
m∑
i=1
(1−αi)+ei+
∑
i∈J2
αiei
=
∑
i∈I
(1−αi)+ei+
∑
i∈J1
(1−αi)+ei+
∑
i∈J2
(1−αi)+ei+
∑
i∈J2
αiei
≥
∑
i∈I
(1−αi)+ei+
∑
i∈J1
ei+
∑
i∈J2
ei
=
∑
i∈I
(1−αi)+ei+
∑
i∈Ic
ei
where the last inequality holds because αi ≤ 0 for all i ∈ J1 and (1−αi)+ + αi ≥ 1 for all i ∈ J2.
Moreover, x∗ ∈ X and (y∗(0) + y2) is non-negative. Hence, we have (x∗,y∗(0) + y2) is a feasible
solution for the static problem in (3.4), therefore
zSta ≤ cTx∗+dT y∗(0)+dTy2 ≤OPT+β ·OPT=O(β) ·OPT.

Proof of Theorem 3.1. Lemma 3.1 show that our affine solution (3.5) is feasible for the adjustable
problem (1.1). Lemma 3.2 and 3.4 show that the cost of the affine solution (3.5) is less than
β ·OPT+O(β) ·OPT=O(β) ·OPT which implies that
zAff(U) =O
(
logn
log logn
)
· zAR(U).

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3.3. Proof of the Structural Result. We give a proof by contradiction. The assumptions
in Lemma 3.3 can be interpreted as follows. Let η = 4 logn
log logn
. The first assumption states that the
cost of covering any single component, ei for i∈J is large (at least wiη ·γ). The second assumption
states that the cost of any feasible (integral) scenario, W ⊆ J with ∑i∈W wi ≤ 1 is at most γ.
We need to show that the cost of covering all the components, J is at most η · γ. For the sake
of contradiction, suppose that z(J ) > ηγ. We will construct a feasible scenario, W ⊆ J (where
hi = 1 for all i∈W and
∑
i∈W wi ≤ 1) where the cost, z(W)> γ violating the second assumption in
Lemma 3.3. To construct this scenario, we consider the dual of the primal covering problem z(J ).
The dual is a packing problem where the ratio of the right hand sides and the constraint coefficients
is large (from the first assumption in the lemma). This allows us to construct an approximate
integral dual solution of the problem (using randomized dual rounding) where we lose only a factor
η in the objective value as compared to the optimal (fractional) dual solution. We then use this
approximate integral dual to construct a scenario W with cost greater than γ that gives us the
contradiction. Details of the proof are provided below.
For all k ∈ J , recall vk the optimal solution corresponding to z(ek). We have ‖vk‖0 = 1, i.e.
z(ek) = dℓvkℓ where
ℓ= argmin
j=1,...,n
Bkj 6=0
dj
Bkj
.
In particular, we have for all j ∈ [n] such that Bkj 6= 0,
dj
Bkj
≥ dℓ
Bkℓ
= dℓvkℓ = z(ek)>ηγwk ,
i.e., for all j ∈ [n],
dj ≥ ηγ ·max
k∈J
(wkBkj).
For j ∈ [n], denote
dˆj =
dj
ηγ ·maxk∈J (wkBkj) ,
and for all i∈J , j ∈ [n],
Bˆij =
wiBij
maxk∈J (wkBkj)
.
In particular, we have for all i ∈ J , j ∈ [n], Bˆij ∈ [0,1] and for all j ∈ [n], dˆj > 1. For any W ⊆J ,
consider the following problem
zˆ(W) =min
y≥0
{
dˆ
T
y
∣∣∣∣ Bˆy≥∑
i∈W
wiei
}
. (3.6)
We show that for any W ⊆J , zˆ(W) is just a scaling of z(W). In particular, we have,
Claim 3.1. z(W) = ηγ · zˆ(W).
We present the proof of Claim 3.1 in Appendix A. To show that z(J )≤ ηγ, we show equivalently
that zˆ(J ) ≤ 1. For the sake of contradiction, suppose that zˆ(J ) > 1. Our goal is to construct a
scenario that contradicts condition 2 of the lemma. We use ideas on dual rounding and randomized
solutions from [19] and [21]. In particular, let the dual problem of zˆ(J ) be
∆ˆJ =max
z≥0
{∑
i∈J
wizi
∣∣∣∣ ∑
i∈J
Bˆijzi ≤ dˆj ∀j ∈ [n]
}
. (3.7)
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Denote z∗ the optimal solution for the dual problem (3.7). By strong LP duality, we have
∆ˆJ = zˆ(J ),
and therefore,
∆ˆJ =
∑
i∈J
wiz
∗
i > 1.
We define the following randomized solution for all i ∈J ,
Zi = ⌊z∗i ⌋+ ξi,
where ξi, for i∈ J are independent Bernoulli variables with parameter z∗i −⌊z∗i ⌋, i.e.,
ξi =Ber(z
∗
i −⌊z∗i ⌋).
Claim 3.2. With probability at least 1−O(1/n),(
2Zi
η
, i∈J
)
,
is a feasible solution to the dual problem (3.7).
We show that
(
2Zi
η
, i∈J
)
satisfies the constraints of (3.7) with high probability by using Chernoff
bound concentration inequalities. The proof of Claim 3.2 is presented in Appendix A. Furthermore,
we show that the cost of our randomized solution
(
2Zi
η
, i ∈J
)
is greater than 1
η
with a constant
probability. In particular, we have the following claim.
Claim 3.3. P
(∑
i∈J wiZi >
1
2
)≥ 1− e− 18 .
We use a concentration bound to prove Claim 3.3. The proof is presented in Appendix A. Putting
Claim 3.2 and Claim 3.3 together, we have that(
2Zi
η
, i∈J
)
,
is feasible for (3.7) with high probability and has a cost
∑
i∈J wi
2Zi
η
strictly greater than 1
η
with
a non-zero constant probability. Therefore, there exists a deterministic solution for problem (3.7)
with a cost at least 1
η
. For simplicity of notations, let us assume that
(
2Zi
η
, i∈ J
)
is such a solution.
Let us order wiZi in an increasing order, i.e.,
w(1)Z(1) ≥w(2)Z(2) ≥ . . .≥w(|J |)Z(|J |).
We know that
∑
i∈J wiZi >
1
2
. Denote L the index such that
L−1∑
i=1
w(i)Z(i) ≤ 1
2
and
L∑
i=1
w(i)Z(i) >
1
2
.
Note that Z(i) are integral and Z(L) 6= 0. Hence for all i= 1, . . . ,L, Z(i) ≥ 1. Therefore,
L−1∑
i=1
w(i) ≤
L−1∑
i=1
w(i)Z(i) <
1
2
.
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Note that if L= 1,
∑L
i=1w(i) = w(1) ≤ 1 because all wi are in [0,1]. On the other hand, if L≥ 2,
then
w(L)≤w(L)Z(L)≤w(1)Z(1) ≤
L−1∑
i=1
w(i)Z(i) <
1
2
,
and therefore,
L∑
i=1
w(i) =
L−1∑
i=1
w(i)+w(L)≤ 1
2
+
1
2
= 1.
Therefore, in both cases we have
∑L
i=1w(i) ≤ 1. Denote W ⊆J the set of indices corresponding to
the top L of w(i)Z(i). In particular, we have,∑
i∈W
wi ≤ 1.
Note that
∑
i∈W wiZi >
1
2
, and consequently,
∑
i∈W
wi
2Zi
η
>
1
η
.
Consider the following problem
∆ˆW =max
z≥0
{∑
i∈W
wizi
∣∣∣∣ ∑
i∈W
Bˆijzi ≤ dˆj ∀j ∈ [n]
}
(3.8)
and its dual,
zˆ(W) =min
y≥0
{
dˆ
T
y
∣∣∣∣ Bˆy≥∑
i∈W
wiei
}
. (3.9)
We have shown the existence of a solution ( 2Zi
η
)i∈W to problem (3.8) with a cost strictly greater
than 1
η
. Hence, by LP duality
zˆ(W)> 1
η
.
Note that z(W) = ηγ · zˆ(W). Hence, z(W)> γ which contradicts condition 2 of our lemma.
4. Intersection of Disjoint budget constraints. In this section, we consider more general
uncertainty sets that are defined by intersection of budget constraints that model many practical
settings. We first consider the case where the budget constraints are disjoint. In particular, consider
S1, S2, . . . , SL a partition of {1,2, . . . ,m}, i.e.
L⋃
ℓ=1
Sℓ = [m] and Si ∩Sj = ∅, ∀i 6= j.
We define disjoint constrained budgeted sets as follows
U =
{
h∈ [0,1]m
∣∣∣∣ ∑
i∈Sℓ
wℓihi ≤ 1 ∀ℓ∈ [L]
}
. (4.1)
where Sℓ, ℓ = 1, . . . ,L is a partition of [m]. This is an important class of uncertainty sets that
generalizes the budget of uncertainty set (1.2). These are essentially Cartesian product of L budget
of uncertainty sets. A special case of this class of uncertainty sets where all wℓi are equal has been
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considered for example in Gupta et al. [22] and Feige et al. [19]. Recall for L= 1, namely the budget
of uncertainty set (1.2), affine policy gives the optimal approximation to (1.1) (see Theorem 3.1).
Our result in this section show that the performance of affine policy remains near-optimal for the
more general class (4.1). In particular, we have the following theorem.
Theorem 4.1. Consider the two-stage adjustable problem (1.1) where U is the disjoint con-
strained budgeted set (4.1). Then,
zAff(U) =O
(
log2 n
log logn
)
· zAR(U).
Our analysis relies on constructing a feasible affine solution for (1.1) and relating the worst-case
performance to a lower bound of (1.1). In particular, we consider the online fractional covering
problem and use an online algorithm with O(logn)-competitive ratio to both construct a feasible
affine and also a lower bound for (1.1). The performance bound of our feasible affine is related to the
competitive ratio of the online algorithm. We first introduce some preliminaries before discussing
our construction and analysis.
4.1. Online fractional covering. Recall, for i = 1, . . . ,m, αi = 1 − (Ax∗)i. We consider
B˜ ∈ Rm×n+ where the i-th row B˜
T
i =B
T
i /αi if αi > 0 and B˜
T
i =B
T
i otherwise. Note that B˜ is a
non-negative matrix. We consider the (offline) fractional covering problem
Θ(h) =min
y≥0
{
d
T
y
∣∣ B˜y≥ h} ,
for any requirement h∈ {0,1}m. The online fractional covering problem is an online version of the
covering problem where the requirements are revealed online in a sequential manner. In particular,
at each step we get a new constraint
∑n
j=1 B˜ijyj ≥ 1 for some i and the algorithm needs to augment
the current solution to satisfy the new requirement in each step. This problem has been studied in
the literature. We refer the reader to Buchbinder and Naor [14] for an extensive discussion of the
problem. Buchbinder and Naor [13] give an online algorithm A for the online fractional covering
problem that is O(logn)-competitive (see Theorem 4.1 in [13]). In other words, the cost of the
solution given by A for any set and sequence of requirements is at most O(logn) times the cost of
the optimal solution of the corresponding offline covering problem where all the requirements are
known upfront. In particular, for any sequence of requirements τ , we have
max
τ
A(τ)
Θ(τ)
=O(logn),
where A(τ) is the online covering cost and Θ(τ) is the offline covering cost. Note that the com-
petitive ratio guarantee also holds for the case where in each step, we get a subset of constraints
instead of just a single constraint. We consider the algorithm A of Buchbinder and Naor [13] for
our analysis. Let us introduce some notations that we will use for our construction and analysis.
Notations. Consider a sequence of subsets of constraints given by (S1, . . . , SR) where Sr ⊆ [m] and
Sr ∩Sr′ = ∅ for all r 6= r′. In particular, in step r we get subset Sr of constraints
n∑
j=1
B˜ijyj ≥ 1 ∀i∈ Sr.
For brevity of notations, let
hr = 1(Sr).
In particular, the sequence (h1,h2, . . . ,hR) verifies hr ∈ {0,1}m for all r ∈ [R] and
∑R
r=1hr ≤ e.We
introduce the following definitions.
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1. Online cost. We denote A(h1,h2, . . . ,hr) the (online) cost of covering the sequence
(h1,h2, . . . ,hr) using the online algorithm A.
2. Online augmenting cost.We denoteA(hr+1|h1,h2, . . . ,hr) the extra cost to cover hr+1 using
the online algorithm A when the algorithm have already covered the sequence (h1,h2, . . . ,hr).
By definition, the online augmenting cost is given by
A(hr+1|h1,h2, . . . ,hr) =A(h1,h2, . . . ,hr,hr+1)−A(h1,h2, . . . ,hr). (4.2)
3. Greedy augmenting cost. We denote Aug(hr+1| h1,h2, . . . ,hr) the optimal cost to cover
hr+1 given that the sequence (h1,h2, . . . ,hr) was already covered by the online algorithm A. In
particular, the greedy augmenting cost is given by
Aug(hr+1|h1,h2, . . . ,hr) =min
y≥0
{
d
T
y
∣∣ B˜ (y+yAr )≥hr+1} , (4.3)
where yAr is the online solution corresponding to the cost A(h1,h2, . . . ,hr).
4. Offline cost. Denote Θ(h1,h2, . . . ,hr) the optimal (offline) cost to cover (h1,h2, . . . ,hr) i.e.,
Θ(h1,h2, . . . ,hr) =Θ
(
r∑
i=1
hi
)
=min
y≥0
{
d
T
y
∣∣∣∣ B˜y≥
r∑
i=1
hi
}
.
Since A is O(logn)-competitive. Then for any sequence (h1,h2, . . . ,hr),
A(h1,h2, . . . ,hr) =O(logn) ·Θ
(
r∑
i=1
hi
)
. (4.4)
4.2. Construction of our affine solution. Similar to the proof of Theorem 3.1, we construct
a feasible affine solution where we split the components of [m] into two subsets and cover one using a
linear solution and the remaining components using a static solution. Consider 1,2, . . . ,L the blocks
of components of the the disjoint constrained budgeted set (4.1). For each block of components,
we construct a threshold using the online fractional covering algorithm A. This threshold defines
the expensive components that we cover using a static solution and inexpensive components that
we cover using a linear solution.
Construction of thresholds. Let
T =
{
i∈ [m]
∣∣∣∣ αi ≤ 0
}
,
T c = [m] \ T .
For ℓ= 1, . . . ,L, denote
Sˆℓ= Sℓ ∩T c.
Let us define the following sets for all ℓ∈ [L],
Uℓ =

h∈ {0,1}m
∣∣∣ ∑
i∈Sˆℓ
wℓihi ≤ 1 and hi = 0 ∀i /∈ Sˆℓ

 .
Note that⊕Lℓ=1Uℓ ⊆U . We construct a greedy sequence (a1,a2, . . . ,aL) where each aℓ is chosen from
some set Uℓ such that it maximizes the online augmenting cost (4.2) of the sequence. Algorithm 1
describes the procedure in details. Algorithm 1 constructs the greedy sequence when the covering
constraint matrix is B˜ and therefore, the guarantee of the online algorithm A gives us a bound of
O(logn) between the online cost, A(a) and offline cost, Θ(a) of the covering problem with B˜ for
the greedy sequence, a. The following lemma relates this cost with OPT for (1.1).
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Algorithm 1 Computing a greedy scenario a
1: Initialize L= {1,2, . . . ,L}.
2: for ℓ=1, . . . ,L do
3: (s,b) = argmax
s∈L, b∈Us
A(b | a1,a2, . . . ,aℓ−1)
4: Set aℓ = b, update L=L\ s
5: end for
Lemma 4.1. For all ℓ ∈ [L], denote νℓ the cost of covering the sequence (a1,a2, . . . ,aℓ) using
the online algorithm A, i.e.,
νℓ =A(a1,a2, . . . ,aℓ).
We have
νL =O(logn) ·OPT.
Proof. We suppose wlog that the sequence (a1,a2, . . . ,aL) belongs respectively to U1, U2, . . . ,UL
and let
a=
L∑
ℓ=1
aℓ ∈ U .
Then,
Ax∗+By∗(a)≥ a.
Denote a=
∑
i∈S ei. Hence,
By∗(a)≥
∑
i∈S
ei−
m∑
i=1
(1−αi)ei,
i.e.,
By∗(a)≥
∑
i∈S
αiei−
∑
i/∈S
(1−αi)ei.
Moreover, B and y∗(a) are non-negative. Hence, By∗(a)≥ 0 and therefore,
By∗(a)≥
∑
i∈S
αiei,
which is equivalent to
B˜y∗(a)≥
∑
i∈S
ei = a.
Therefore,
Θ(a) =min
y≥0
{
d
T
y
∣∣∣∣ B˜y≥ a
}
≤ dTy∗(a)≤OPT.
Finally,
νL =O(logn) ·Θ(a) =O(logn) ·OPT,
where the first equality follows from (4.4). 
Now, we are ready to construct our feasible affine solution that has a cost O
(
log2 n
log logn
)
times
zAR(U) using a linear and a static part. Recall for all i∈ [m], z(ei) the cost of covering component ei
in the second stage as defined in (3.2) and vi an optimal corresponding solution. For all ℓ= 1, . . . ,L,
we consider the following sets of components
Iℓ=
{
i∈ Sℓ
∣∣∣∣ αi > 0 and αiz(ei)wℓi ≤ β · (νℓ− νℓ−1)
}
,
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where
β =
8 logn
log logn
,
and
νℓ− νℓ−1=A(aℓ|a1,a2, . . . ,aℓ−1),
as defined in (4.2). Denote
I =
L⋃
ℓ=1
Iℓ.
and Ic its complement, i.e., Ic = [m] \ I.
Linear part. We cover a fraction of the components of I using the following linear solution for
any h∈U ,
yLin(h) =
∑
i∈I
αihivi. (4.5)
Static part. We use a static solution to cover the remaining components ei where i ∈ Ic and
(1−αi)+ei for i∈ I . In particular, similar to (3.4) we consider the following static problem
(xSta,ySta)∈ argmin
x∈X ,y≥0
{
cTx+dTy
∣∣∣∣Ax+By≥∑
i∈Ic
ei+
∑
i∈I
(1−αi)+ei
}
, (4.6)
and denote zSta = c
TxSta+d
T
ySta. Our affine solution is given by
x=xSta
y(h) = yLin(h)+ySta, ∀h∈U . (4.7)
We can show that the affine solution (4.7) is feasible for (1.1). In particular, we have
Lemma 4.2 (Feasibility). The affine solution in (4.7) is feasible for the adjustable problem
(1.1).
The proof is similar to the proof of Lemma 3.1.
4.3. Cost analysis. In the following two lemmas, we analyze the cost of the linear and static
parts in our affine solution (4.7).
Lemma 4.3 (Cost of Linear part). The cost of the linear part yLin(h) defined in (4.7) is
O(β logn) ·OPT for any h∈U .
Proof. We have,
d
T
yLin(h) =
L∑
ℓ=1
∑
i∈Iℓ
αihid
T
vi =
L∑
ℓ=1
∑
i∈Iℓ
αihiz(ei)≤
L∑
ℓ=1
β · (νℓ− νℓ−1)
∑
i∈Iℓ
wℓihi
≤ β
L∑
ℓ=1
(νℓ− νℓ−1)
= β · νL
=O(β logn) ·OPT.
where the first inequality holds because αiz(ei) ≤ βwℓi · (νℓ − νℓ−1) for all i ∈ Iℓ and ℓ ∈ [L], the
second inequality holds because
∑
i∈Iℓ wℓihi ≤ 1 for any h ∈ U and the last equality follows from
Lemma 4.1. 
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Lemma 4.4 (Cost of Static part). The cost of the static part (xSta,ySta) defined in (4.6) is
O(β logn) ·OPT.
Proof. Denote yA the solution provided by the online algorithm A that covers the sequence
(a1,a2, . . . ,aL). Consider
J1=
{
i∈ [m]
∣∣∣∣ (B˜yA)i ≥ 12 and αi > 0
}
.
We have for all i ∈J1, 2ByA ≥ αiei, i.e.,
2ByA ≥
∑
i∈J1
αiei.
and from Lemma 4.1,
2dTyA = 2νL =O(logn) ·OPT.
Now, we focus on the set of the remaining components. Denote
J2= Ic \ {T ∪J1}
and for ℓ= 1, . . . ,L denote
Vℓ =J2 ∩Sℓ.
For each ℓ ∈ [L], we apply the structural result in Lemma 3.3 for the subset Vℓ with parameters
wℓi, γ = 2(νℓ− νℓ−1), cost vector d and constraint matrix B˜. The first condition of Lemma 3.3 is
satisfied because for any i∈ Vℓ,
αiz(ei)
wℓi
=
Θ(ei)
wℓi
>β(νℓ− νℓ−1) = 4γ logn
log logn
.
Consider any W ⊆Vℓ such that
∑
i∈W wℓi ≤ 1. We have 1(W)∈ Uℓ. Moreover, yA covers less than
1
2
1(W). Therefore,
1
2
Θ(W)≤ Aug (1(W)∣∣a1,a2, . . . ,aL) .
Furthermore,
Aug
(
1(W)∣∣a1,a2, . . . ,aL)≤Aug (1(W)∣∣a1,a2, . . . ,aℓ−1)
≤A (1(W)∣∣ a1,a2, . . . ,aℓ−1)
≤A (aℓ∣∣ a1,a2, . . . ,aℓ−1)
= νℓ− νℓ−1,
where the first inequality holds because the cost of covering 1(W) given the online solution
for (a1,a2, . . . ,aL) is smaller than the cost of covering 1(W) given the online solution for
(a1,a2, . . . ,aℓ−1). The second inequality holds because the cost of the online algorithm is less than
the offline cost and the third one follows from Step 3 in the construction of the greedy scenario a
in Algorithm 1. Hence,
Θ(W)≤ 2(νℓ− νℓ−1) = γ.
Therefore, the second condition of Lemma 3.3 is also satisfied and consequently,
Θ(Vℓ)≤ 4γ logn
log logn
= β(νℓ− νℓ−1).
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By taking the sum over all ℓ=1, . . . ,L, we get
L∑
ℓ=1
Θ(Vℓ)≤ βνL =O(β logn) ·OPT.
For ℓ∈ [L], denote yℓ an optimal solution corresponding to Θ(Vℓ). In particular,
L∑
ℓ=1
Byℓ ≥
∑
i∈J2
αiei.
By feasibility of the optimal solution, we have
Ax∗+By∗(0)≥ 0,
i.e.,
By∗(0)≥
m∑
i=1
(αi− 1)ei.
Moreover, since B and y∗(0) are non-negative, we have
By∗(0)≥
m∑
i=1
(αi− 1)+ei.
Therefore, we have the following candidate static solution for (4.6):
xSta =x
∗
ySta = y
∗(0)+ 2yA+
L∑
ℓ=1
yℓ.
Putting it all together,
Ax∗+By∗(0)+ 2ByA+
L∑
ℓ=1
Byℓ ≥
m∑
i=1
(1−αi)ei+
m∑
i=1
(αi− 1)+ei+
∑
i∈J1
αiei+
∑
i∈J2
αiei
=
m∑
i=1
(1−αi)+ei+
∑
i∈J1∪J2
αiei
=
∑
i∈I
(1−αi)+ei+
∑
i∈Ic
(1−αi)+ei+
∑
i∈J1∪J2
αiei
=
∑
i∈I
(1−αi)+ei+
∑
i∈τ
(1−αi)+ei+
∑
i∈J1∪J2
(1−αi)+ei+
∑
i∈J1∪J2
αiei
≥
∑
i∈I
(1−αi)+ei+
∑
i∈τ
ei+
∑
i∈J1∪J2
ei
=
∑
i∈I
(1−αi)+ei+
∑
i∈Ic
ei
where the last inequality holds because αi ≤ 0 for all i ∈ τ and (1−αi)++αi ≥ 1 for all i∈J1∪J2.
Therefore,
zSta ≤ cTx∗+dTy∗(0)+ 2dTyA+
L∑
ℓ=1
z(Vℓ)
≤OPT+O(logn) ·OPT+O(β logn) ·OPT
=O(β logn) ·OPT.

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Proof of Theorem 4.1. Lemma 4.2 show that our affine solution (4.7) is feasible for the adjustable
problem (1.1). Lemma 4.3 and 4.4 show that the cost of the feasible affine solution is less than
O(β logn) ·OPT+O(β logn) ·OPT=O
(
log2 n
log logn
)
·OPT
which implies that,
zAff(U) =O
(
log2 n
log logn
)
· zAR(U).

We would like to note that Gupta et al. [22] give O(logn)-approximation to (1.1) in the special
case A,B ∈ {0,1}m×n, d = λc and wℓi = w are all ℓ, i for some constant w. Therefore, for this
special case the bound of [22] is stronger than our bound in Theorem 4.1. However, their algorithm
does not give a functional policy approximation. Here, our focus is different, namely, to analyze
the performance of affine policies that are widely used in practice and exhibit strong empirical
performance. Our analysis shows that the performance of affine policies for disjoint constrained
budgeted sets is near-optimal and nearly matches the hardness of the problem. Note that our
bound in Theorem 4.1 is not necessarily tight. It is an interesting open question to study if affine
policies also give an optimal approximation for this more general class of budgeted uncertainty
sets.
5. General Intersection of budgeted uncertainty sets. In this section, we consider the
general intersection of budget of uncertainty sets given by (1.3)
U =
{
h∈ [0,1]m
∣∣∣ ∑
i∈Sℓ
wℓihi ≤ 1 ∀ℓ∈ [L]
}
,
wherewℓ ∈ [0,1]m and Sℓ for ℓ∈ [L] is a general family of subsets of [m]. This class is a generalization
of the single budget of uncertainty set (1.2). It captures many important sets including CLT
sets considered in Bertsimas and Bandi [1] and inclusion-constrained budgeted sets considered in
Gounaris et al. [20]. In this section , we study the performance of affine policies for intersection of
budget of uncertainty sets (1.3) and show strong theoretical guarantees. We start by the case when
the set (1.3) verifies some symmetric properties (permutation invariant sets) and then we give our
results for the general form (1.3).
5.1. Permutation Invariant Sets. We consider intersection of budgeted sets that are per-
mutation invariant.
Definition 5.1 (Permutation Invariant Sets). We say that U is a permutation invariant
set if x∈ U implies that for any permutation τ of {1,2, . . . ,m}, xτ ∈ U where xτi = xτ(i).
This class of sets captures many important sets including CLT sets that have been considred in
Bertsimas and Bandi [1]. Note that a CLT set is given by
U =
{
h∈ [0,1]m
∣∣∣ ∑
i∈S
hi ≤ Γ ∀S ⊆ [m], |S|= k
}
, (5.1)
for some k ∈N. The following theorem gives our performance bound for affine policies under the
class of intersection of budgeted sets that are permutation invariant.
Theorem 5.1. Consider the two-stage adjustable problem (1.1) where U is the intersection of
L budget constraints (1.3). Suppose that U is permutation invariant set and X is a polyhedral cone.
Then,
zAff(U) =O
(
logL · logn
log logn
)
· zAR(U).
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Proof. Our proof relies on a geometric property that we show for budgeted uncertainty sets that
are permutation invariant. In particular, we show that for any U permutation invariant, there exists
a (single) budget of uncertainty set V of the form (1.2) such that
1
4 logL
· V ⊆ U ⊆ 2V. (5.2)
Since U is permutation invariant,
γe ∈ argmax
{
eTh
∣∣∣∣ h∈ U
}
,
for some γ ∈ [0,1]. Consider
ξi
i.i.d.∼ Ber(γ) i= 1, . . . ,m,
i.e., ξ1, ξ2, . . . , ξm are i.i.d. Bernoulli random variables of parameter γ. Let
ξ= (ξ1, ξ2, . . . , ξm).
Consider the following budget of uncertainty set
V˜ =
{
h∈ [0,1]m
∣∣∣∣∣
m∑
i=1
hi ≤
m∑
i=1
ξi
}
.
Note that V˜ is random depending on the realization of ξ1, ξ2, . . . , ξm . We show that
P
(
1
4 logL
· V˜ ⊆ U ⊆ 2V˜
)
> ǫ,
for some constant ǫ > 0 which implies the existence of V˜ such that (5.2) is verified. For that purpose,
we show first that the right inclusion holds with a constant probability and then the left one holds
with high probability.
Claim 5.1. P
(
U ⊆ 2V˜
)
≥ 1− e− 18 .
Let us prove the above claim. Note that,
γm=max
h∈U
eTh.
Suppose that,
γm≤ 2eTξ.
Then for all h∈U ,
eTh≤ 2eTξ
i.e., for all h∈U
h∈ 2V˜.
Hence, γm≤ 2eTξ implies that U ⊆ 2V˜. Therefore,
P
(
U ⊆ 2V˜
)
≥ P (2eTξ≥ γm)
= P
(
m∑
i=1
ξi ≥ 1
2
γm
)
.
We know that E (
∑m
i=1 ξi) = γm. Therefore, from the Chernoff inequality in Lemma B.2, we have,
P
(
m∑
i=1
ξi ≥ 1
2
γm
)
≥ 1− exp
(
−γm
8
)
≥ 1− e− 18 .
where the last inequality holds because γm≥ 1 since ei ∈U for all i and U is convex.
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Claim 5.2. P
(
V˜ ⊆ 4 logL · U
)
≥ 1− 1
L
.
Note that ξ is an extreme point of V˜ and that all pareto extreme points of V˜ are just permutation
of ξ. Moreover, we know that U is permutation invariant set, hence if U contains ξ then U contains
all pareto extreme points of U and consequently contains U by down-monotonicity. Therefore,
P
(
V˜ ⊆ 4 logL · U
)
≥ P (ξ ∈ 4 logL · U)
= P
(
νTℓ ξ≤ 4 logL, ∀ℓ∈ [L]
)
= 1−P (∃ℓ∈ [L], νTℓ ξ> 4 logL)
≥ 1−
L∑
ℓ=1
P
(
νTℓ ξ> 4 logL
)
,
where the last inequality follows from a union bound. We have E(νTℓ ξ) = ν
T
ℓ γe≤ 1≤ logL for L≥ 2
because γe is a feasible point in U . Therefore, from Lemma B.1 with δ =3.
P
(
νTℓ ξ> 4 logL
)≤(e3
44
)logL
≤ (e−2)logL = 1
L2
.
We conclude that,
P
(
V˜ ⊆ 4 logL · U
)
≥ 1−
L∑
ℓ=1
1
L2
= 1− 1
L
.
Hence, from Claim 5.1 and Claim 5.2, there exists a budget of uncertainty set V˜ with a non zero
probability that verifies the inclusion in (5.2). Therefore,
zAff(U)≤ 2 · zAff(V˜)
= 2 ·O
(
logn
log logn
)
· zAR(V˜)
≤ 2 ·O
(
logn
log logn
)
· 4 logL · zAR(U) =O
(
logn
log logn
· logL
)
· zAR(U),
where the first inequality holds because U ⊆ 2V˜ and 2 · X ⊆X (X is a polyhedral cone). The first
equality follows from Theorem 3.1 because V˜ is a budget of uncertainty set, and finally the last
inequality holds because V˜ ⊆ 4 logL · U and 4 logL · X ⊆X (X is a polyhedral cone). 
We would like to note that the result of Theorem 5.1 extends as well to the class of intersection
of budgeted sets that are scaled permutation invariant. We say that U is a scaled permutation
invariant set if there exists λ∈Rm+ and V a permutation invariant set such that
U = diag(λ) · V.
In fact, for a given scaled permutation invariant set U , it is possible to scale the two-stage adjustable
problem (1.1) and get a new problem where the uncertainty set is permutation invariant. Indeed,
suppose U = diag(λ) · V where V is a permutation invariant set; by multiplying the constraint
matricesA andB by diag(λ)−1, we get a new problem where the uncertainty set now is permutation
invariant. The performance of affine policy is not affected by this scaling and the bound given by
Theorem 5.1 still hold.
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5.2. General Intersection of Budgets. Consider the general intersection of budgeted sets
(1.3) which is given by
U =
{
h∈ [0,1]m
∣∣∣ ∑
i∈Sℓ
wℓihi ≤ 1 ∀ℓ∈ [L]
}
.
We show that affine policy gives a worst-case bound of O
(
L · logn
log logn
)
where L is the number of
constraints in U . In particular, we have the following theorem.
Theorem 5.2. Consider the two-stage adjustable problem (1.1) where U is the intersection of
L budgeted sets given by (1.3). Suppose that X is a polyhedral cone. Then,
zAff(U) =O
(
L · logn
log logn
)
· zAR(U).
Proof. Denote for all ℓ∈ [L],
wℓ=
∑
i∈Sℓ
wℓiei
and let
w¯=
1
L
L∑
ℓ=1
wℓ.
Consider the following budget of uncertainty set,
V =
{
h∈ [0,1]m
∣∣∣∣∣ w¯Th≤ 1
}
.
We show that U ⊆V ⊆L · U . Suppose h∈ U . Then, for any ℓ∈ [L], we have wTℓ h≤ 1. Therefore,
by summing up all these inequalities and dividing by L, we get w¯Th≤ 1, i.e., h∈ V. Hence U ⊆V.
Conversely, suppose h ∈ V. For any ℓ ∈ [L], we have wTℓ h≤
∑L
ℓ=1w
T
ℓ h ≤ L, hence h ∈ L · U and
consequently V ⊆L · U . Therefore,
zAff(U)≤ zAff(V)
=O
(
logn
log logn
)
· zAR(V)
≤O
(
logn
log logn
)
·L · zAR(U),
where the first inequality holds because U ⊆ V, the second one is a consequence of Theorem 3.1
since V is a budget of uncertainty set of the form (1.2), and finally the last inequality holds because
V ⊆L · U and L · X ⊆X (X is a polyhedral cone).

6. Faster algorithm for near-optimal affine solutions. In this section, we present an
algorithm to compute an approximate affine policy for (1.1) under budget of uncertainty sets, that
is significantly faster than solving the optimization program (2.4) that computes the optimal affine
policy. Our algorithm is based on the analysis of the performance of affine policies that shows the
existence of a good affine solution that satisfies certain nice structural properties. In particular, our
construction of approximate affine solution in Section 3.1 partitions the components into expensive
and inexpensive components based on a threshold. We cover a fraction of the inexpensive compo-
nents using a linear solution and the remaining components using a static solution. In particular, we
show that there exists an affine solution with such a structure and cost at most O (logn/ log logn)
El Housni and Goyal: On the Optimality of Affine Policies for Budgeted Uncertainty Sets
25
times the optimal optimal cost of (1.1) for some partition of components into expensive and inex-
pensive. Based on this structure, we give a faster algorithm to compute an approximate affine
solution for budget of uncertainty sets.
6.1. Our algorithm. Let U be the budget of uncertainty set (1.2) given by
U =
{
h∈ [0,1]m
∣∣∣ m∑
i=1
wihi ≤ 1
}
.
Recall from the proof of Theorem 3.1, we construct our candidate affine solution by partitioning
the components of [m] into two subsets I and its complement Ic. The linear solution (3.3) is given
by
yLin(h) =
∑
i∈I
αihivi
where
I =
{
i∈ [m]
∣∣∣∣ αiz(ei)wi ≤ β ·OPT
}
,
and for all i∈ [m],
αi =1− (Ax∗)i,
vi ∈ argmin
y≥0
{
d
T
y
∣∣∣∣By≥ ei
}
.
Let
Y = [v1 | v2 | . . . |vm].
Based on the structure of the linear part, we propose the following approximate affine solution:
y(h) =Y · diag(α) ·h+ q
where Y is a constant that can be computed efficiently upfront and αi for i∈ [m] are non-negative
variables. This structure captures our candidate solution (3.3). Hence, we reduce the number of
second stage variables from O(nm) in (2.1) to O(n+m). Moreover, the non-negativity constraint
on y(h) reduces to α≥ 0 and q ≥ 0 in this special class of affine solutions. Restricting to the above
class of affine solutions, we have the following optimization problem.
min
x,α,q
cTx+max
h∈U
d
T (Y · diag(α) ·h+ q)
Ax+B (Y · diag(α) ·h+ q) ≥ h, ∀h∈ U
x∈X ,α∈Rm+ ,q ∈Rn+.
(6.1)
Using similar reformulations as in Lemma (2.1), the above problem can be formulated as the
following LP:
min cTx+ z
z−dTq ≥ rTv
R
T
v ≥Y · diag(α)Td
Ax+Bq ≥V Tr
R
T
V ≥ Im−BY · diag(α)
x∈X , v ∈RL+, U ∈RL×n+ , V ∈RL×m+
α∈Rm+ q ∈Rn+, z ∈R.
(6.2)
The above formulation is significantly faster than solving (2.1) as we observe in our numerical
experiments. Algorithm 2 describes the detail of our algorithm.
El Housni and Goyal: On the Optimality of Affine Policies for Budgeted Uncertainty Sets
26
Algorithm 2 Computing Approximate Affine Policy
1: for i= 1, . . . ,m do
2:
vi ∈ argmin
y≥0
{
d
T
y
∣∣∣∣By≥ ei
}
.
3: end for
4:
Y = [v1 | v2 | . . . |vm].
5: Solve the LP :
zAlg =min c
Tx+ z
z−dTq≥ rTv
R
T
v ≥Y · diag(α)Td
Ax+Bq ≥V Tr
R
T
V ≥ Im−BY · diag(α)
x∈X , v ∈RL+, U ∈RL×n+ , V ∈RL×m+
α∈Rm+ q ∈Rn+, z ∈R.
6: return zAlg.
We would like to note that since our approximate affine solution is based on the construction
of affine policy in our analysis, the worst-case approximation bound for our approximate affine
solution is also O( logn
log logn
).
6.2. Numerical experiments. We study the empirical performance of our algorithm for
budget of uncertainty sets both from the perspective of computation time and the quality of the
solution.
Experimental setup. We use the same test instances as in Ben-Tal et al. [3]. In particular, we
choose n=m, c= d = e and A =B where B is randomly generated as B = Im +G, where Im
is the identity matrix and G is a random normalized Gaussian, i.e. Gij = |Yij |/
√
m where Yij are
i.i.d. standard Gaussians. Let consider the following budget of uncertainty sets:
U1 =
{
h∈ [0,1]m
∣∣∣∣∣
m∑
i=1
hi ≤ k
}
(6.3)
U2 =
{
h∈ [0,1]m
∣∣∣∣∣
m∑
i=1
wihi ≤ 1
}
. (6.4)
For our numerical experiments, we choose k= c
√
m with c a random uniform constant between 1
and 2 for the first uncertainty set U1. For the second uncertainty set U2, we choose w a normalized
Gaussian vector, i.e., wi = |Gi|/‖G‖2 where Gi are i.i.d. standard Gaussians. We consider values
of m from m= 10 to m= 200 in increments of 10 and consider 20 instances for each value of m.
We compute the optimal affine solution by solving the LP formulation (2.4). We compute our
approximate affine solution returned by Algorithm 2. We denote zAlg(U) and zAff(U) respectively
the cost of our affine solution returned by Algorithm 2 and the cost of the optimal affine solution.
For each m from m= 10 to m=200, we report the average ratio zAlg(U)/zAff(U), the running time
of Algorithm 2 in seconds (TAlg(s)) and the running time of the optimal affine policy in seconds
(Taff(s)). We present the results of our computational experiments in Table 2. The numerical results
are obtained using Gurobi 7.0.2 on a 16-core server with 2.93GHz processor and 56GB RAM.
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Results.We observe from Table 2 that our algorithm is significantly faster than the optimal affine
policy. In fact, Algorithm 2 scales very well and the average running time is only a few seconds
even for large values of m. On the other hand, computing the optimal affine solution becomes
computationally challenging for large values of m. For example, for m= 100, the average running
time is around 3 minutes for U1 and more than 11 minutes for U2. For m= 200, the average running
time is more than an hour for U1 and more than 3 hours for U2. Furthermore, we observe that the
gap between our affine solution and the optimal one is under 15%. Moreover, this gap does not
increase with the dimension of m, thereby confirming that our affine solution performs well even
for large values of m.
m Taff(s) TAlg(s) zAlg/zAff
10 0.009 0.022 1.146
20 0.137 0.105 1.111
30 0.304 0.300 1.155
40 1.268 0.692 1.126
50 4.007 1.370 1.120
60 9.461 3.089 1.135
70 17.38 3.417 1.147
80 44.75 5.626 1.103
90 80.20 10.18 1.114
100 153.3 13.23 1.149
200 5137 69.33 1.061
(a) Budget of uncertainty (6.3)
m Taff(s) TAlg(s) zAlg/zAff
10 0.011 0.021 1.108
20 0.200 0.110 1.092
30 1.219 0.353 1.103
40 4.887 0.812 1.093
50 17.13 1.388 1.096
60 54.03 2.259 1.086
70 129.7 3.625 1.088
80 248.1 5.069 1.082
90 390.9 6.381 1.080
100 692.9 8.705 1.082
200 ** 68.62 **
(b) Budget of uncertainty (6.4)
Table 2. Comparison on the performance and computation time of the optimal affine policy and our approximate
affine policy. For 20 instances, we compute zAlg(U)/zAff(U) for U the budget of uncertainty sets (6.3) and (6.4). Here,
TAlg(s) denotes the running time for our approximate affine policy and Taff(s) denotes the running time for affine
policy in seconds. ∗∗ denotes the cases when we set a time limit of 3 hours. These results are obtained using Gurobi
7.0.2 on a 16-core server with 2.93GHz processor and 56GB RAM.
7. General case of recourse matrixB. In this section, we consider the two-stage adjustable
problem (1.1) with general recourse matrix B where we relax the non-negativity assumption on
B. In particular, we consider cases where some of the coefficients in B could be negative. We
show that in this case, the gap between the optimal affine policy given by (2.1) and the optimal
adjustable problem (1.1) could be arbitrary large. Therefore, the non-negativity assumption on
the coefficients of B is crucial for affine policies to have a good performance with respect to the
optimal adjustable solution.
7.1. Large Gap Instances. We consider a two-stage lot-sizing problem to construct a fam-
ily of instances of (1.1) with general recourse matrix B such that the gap between the optimal
adjustable solution and optimal affine policies is unbounded.
Two-Stage Robust Lot-Sizing Problem. We are given a set of m nodes with pairwise
distances dij between node i and node j. Each node i ∈ [m] has cost ci per unit inventory at node i
and has a capacity of Ki. Each node i faces an uncertain demand hi that is realized in the second-
stage. In the first-stage, the decision maker needs to decide the inventory levels, xi for each node
i ∈ [m]. We model uncertain demand as an adversarial selection from a pre-specified uncertainty
set U after the adversary observes the first-stage inventory decisions. In the second-stage, the
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decision maker can make recourse transportation decisions after observing the uncertain demand
to satisfy it using the first-stage inventory. The goal is to make the first-stage inventory decisions
such that the sum of first-stage inventory costs and the worst case second-stage transportation
costs is minimized. This problem has been studied extensively in the literature (see for example
Bertsimas and de Ruiter [7]).
We can formulate the above problem in our framework of (1.1) where the recourse matrix B is
a network matrix with entries in {−1,0,1}. The epigraph formulation is the following.
min
x,z
m∑
i=1
cixi+ z
z ≥
m∑
i=1
m∑
j=1
dijyij(h)
xi+
m∑
j=1
yji(h)−
m∑
j=1
yij(h)≥ hi, ∀i∈ [m], ∀h∈ U
0≤ xi ≤Ki, ∀i∈ [m]
y(h)∈Rm2+ , ∀h∈U .
(7.1)
Family of instances. We consider the following family of instances for the robust lot-sizing
problem (7.1). Consider a bipartite network (J1, J2) where |J1| = |J2| = m/2 (m is even). We
consider a budget of uncertainty set to model demand uncertainty. The inventory cost ci, capacity
Ki for all i ∈ [m], distances dij, i, j ∈ [m] and the formulation for the uncertainty set are given as
follows.
ci =
{
0 if i∈ J1
1 if i∈ J2
Ki = 1 ∀i∈ [m]
dij =
{
0 if i∈ J1, j ∈ J2
∞ otherwise.
U =
{
h∈ [0,1]m
∣∣∣∣∣
m∑
i=1
hi ≤m/2
}
.
(7.2)
For the above family of instances (7.2), we show that the gap between optimal affine and adjustable
policies is unbounded. In particular, we have the following lemma.
Lemma 7.1. For the family of instances (7.2), the optimal adjustable solution is zAR(U) = 0 and
the optimal affine solution is zAff(U) =m/2−1. In particular the gap between affine and adjustable
policies is unbounded.
The proof of Lemma 7.1 is presented in Appendix D. Lemma 7.1 shows that the assumption on the
non-negativity of the recourse matrix B is necessary and crucial to obtain the theoretical bounds
in Table 1. Relaxing this assumption can result in an unbounded gap. It is an interesting question
to develop approximation algorithms and policies for two-stage robust problem with provable
theoretical guarantees when the recourse matrix has negative components, or in particular is a
network matrix.
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8. Conclusion. In this paper, we consider a two-stage adjustable robust problem (1.1) under
budget of uncertainty set and show that surprisingly affine policies give an optimal approximation
for problem matching the hardness of approximation. We also present strong theoretical perfor-
mance for more general intersection of budget of uncertainty sets that significantly improve over the
worst case bound of Θ(
√
m). Budgeted uncertainty sets are an important class of uncertainty sets
that are widely used in practice. Therefore, our improved bounds for affine policies for this class of
uncertainty sets also address the stark contrast between the near-optimal empirical performance
and the worst case performance of Θ(
√
m).
Furthermore, our analysis shows that there exists a near-optimal affine solution satisfying a nice
structural property where the scenarios are partitioned into inexpensive and expensive based on a
threshold and the affine solution covers only the inexpensive components (or a fraction of them)
using a linear solution and remaining demand using a static solution. This structure is closely
related to threshold policies that are widely used in many applications, and allows us to design an
alternate algorithm for computing near-optimal affine solutions for budget of uncertainty sets that
is significantly faster than solving a large LP. This structural property might be of independent
interest for other applications and could provide insights to design more general policies that work
well in settings where affine policies could be highly sub-optimal.
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Appendix A: Proof of Claims in Section 3.3
Proof of Claim 3.1.
z(W) =min
y≥0
{
d
T
y
∣∣∣∣By≥∑
i∈W
ei
}
=min
y≥0
{
d
T
y
∣∣∣∣
n∑
j=1
Bijyj ≥ 1, ∀i∈W
}
=min
y≥0
{
d
T
y
∣∣∣∣
n∑
j=1
wiBij
maxk∈W(wkBkj)
·max
k∈W
(wkBkj) · yj ≥wi, ∀i∈W
}
=min
y≥0
{
d
T
y
∣∣∣∣
n∑
j=1
Bˆij ·max
k∈W
(wkBkj) · yj ≥wi, ∀i∈W
}
=min
y≥0
{
n∑
j=1
dj
maxk∈W(wkBkj)
· yj
∣∣∣∣
n∑
j=1
Bˆijyj ≥wi, ∀i∈W
}
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=min
y≥0
{
ηγ
n∑
j=1
dˆjyj
∣∣∣∣
n∑
j=1
Bˆijyj ≥wi, ∀i∈W
}
= ηγ · zˆ(W).

Proof of Claim 3.2. Consider j ∈ [n], by the feasibility of the solution z∗ we have,∑
i∈J
Bˆij · z∗i ≤ dˆj,
and consequently ∑
i∈J
Bˆij
2⌊z∗i ⌋
η
≤
∑
i∈J
Bˆij
2z∗i
η
≤ 2dˆj
η
.
Hence,
P
(∑
i∈J
Bˆij · 2Zi
η
> dˆj
)
= P
(∑
i∈J
Bˆij · 2(⌊z
∗
i ⌋+ ξi)
η
> dˆj
)
≤ P
(∑
i∈J
Bˆij
2ξi
η
> (1− 2
η
)dˆj
)
= P
(∑
i∈J
Bˆijξi > (
η
2
− 1)dˆj
)
.
Now, we apply the Chernoff inequality in Lemma B.1 with δ = η
2
− 2 and Ξ =∑i∈J Bˆijξi. Note
that δ= 2 · logn
log logn
− 2> 0 for sufficiently large n. Moreover, we have for all i∈J , j ∈J , Bˆij ∈ [0,1]
and
E
(∑
i∈J
Bˆijξi
)
=
∑
i∈J
Bˆij(z
∗
i −⌊z∗i ⌋)≤
∑
i∈J
Bˆijz
∗
i ≤ dˆj.
Therefore the Chernoff bound gives,
P
(∑
i∈J
Bˆijξi > (
η
2
− 1)dˆj
)
≤
(
e
η
2−1
( η
2
− 2) η2−2
)dˆj
.
Recall η =4 logn
log logn
. Hence the RHS is equivalent to
(
e
η
2−1
( η
2
− 2) η2−2
)dˆj
=O

 e ηdˆj2
( η
2
)
dˆjη
2

=O(exp(dˆj η
2
(
1− log(η
2
)
)))
=O
(
exp
(
−dˆj η
2
log η
))
=O
(
exp
(
−2dˆj logn
log logn
log
(
4
logn
log logn
)))
=O
(
exp
(
−2dˆj logn
))
=O
(
1
n2dˆj
)
≤ c
n2
,
for some constant c. The last inequality holds because dˆj ≥ 1. Hence,
P
(∑
i∈J
Bˆij · 2Zi
η
> dˆj
)
≤ c
n2
.
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Therefore by a union bound we have,
P
(∑
i∈J
Bˆij
2Zi
η
> dˆj, ∃j ∈ [n]
)
≤
n∑
i=1
P
(∑
i∈J
Bˆij
2Zi
η
> dˆj
)
≤ c
n
.
Therefore,
P
(∑
i∈J
Bˆij
2Zi
η
≤ dˆj, ∀j ∈ [n]
)
≥ 1− c
n
= 1−O( 1
n
).

Proof of Claim 3.3. We have, ∑
i∈J
wiZi = λ+
∑
i∈J
wiξi,
where
λ=
∑
i∈J
wi⌊z∗i ⌋.
We apply the Chernoff inequality in Lemma B.2 with δ = 1
2
and Ξ= λ+
∑
i∈J wiξi. Note that
E(Ξ)=
∑
i∈J
wiz
∗
i > 1.
Hence,
P
(∑
i∈J
wiZi >
1
2
)
= P
(
Ξ>
1
2
)
≥ P
(
Ξ>
E(Ξ)
2
)
≥ 1− e−E(Ξ)8 ≥ 1− e− 18 .

Appendix B: Chernoff bounds
Lemma B.1 (Chernoff Bound 1). Let ξ1, ξ2, . . . , ξr be independent Bernoulli trials. Denote
Ξ=
∑r
i=1αiξi where α1, . . . , αr are reals in [0,1]. Let s > 0 such that E(Ξ)≤ s. Then for any δ > 0,
P(Ξ≥ (1+ δ)s)≤
(
eδ
(1+ δ)1+δ
)s
.
The Chernoff bound in Lemma B.1 is a slight variant of the Raghavan-Spencer inequality (Theorem
1 in [26]). The proof is along the same lines as in [26]. For completeness, we are providing it below.
Proof. From Markov’s inequality we have for all t > 0,
P(Ξ≥ (1+ δ)s) = P(etΞ ≥ et(1+δ)s)≤ E(e
tΞ)
et(1+δ)s
.
Denote pi the parameter of the Bernoulli ξi. By independence, we have
E(etΞ) =
r∏
i=1
E(etαiξi) =
r∏
i=1
(pie
tαi +1− pi)≤
r∏
i=1
exp(pi(e
tαi − 1))
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where the inequality holds because 1 + x≤ ex for all x ∈R. By taking t= ln(1 + δ)> 0, the right
hand side becomes
r∏
i=1
exp(pi((1+ δ)
αi − 1))≤
r∏
i=1
exp(piδαi)
= exp(δ ·E(Ξ))≤ eδs,
where the first inequality holds because (1 + x)α ≤ 1 + αx for any x ≥ 0 and α ∈ [0,1] and the
second one because s≥E(Ξ)=∑ri=1αipi. Hence, we have
E(etΞ)≤ eδs.
On the other hand,
et(1+δ)s = (1+ δ)(1+δ)s.
Therefore,
P(Ξ≥ (1+ δ)s)≤
(
eδs
(1+ δ)(1+δ)s
)
=
(
eδ
(1+ δ)1+δ
)s
.

Lemma B.2 (Chernoff Bound 2). Let ξ1, ξ2, . . . , ξr be independent Bernoulli trials. Denote
Ξ= λ+
r∑
i=1
αiξi
where λ∈R+ and α1, . . . , αr are reals in (0,1]. Denote µ=E(Ξ). Then for any 0< δ < 1,
P(Ξ> (1− δ)µ)> 1− e−δ
2µ
2 .
This is a slight variant of the lower tail Chernoff bound [16]. The proof is along the same lines as
in [16]. For completeness, we are providing it below.
Proof. We show equivalently that
P(Ξ≤ (1− δ)µ)≤ e−δ
2µ
2 .
From Markov’s inequality we have for all t < 0,
P(Ξ≤ (1− δ)µ) = P(etΞ ≥ et(1−δ)µ)≤ E(e
tΞ)
et(1−δ)µ
.
Denote pi the parameter of the Bernoulli ξi. By independence, we have
E(etΞ) = etλ
r∏
i=1
E(etαiξi) = etλ
r∏
i=1
(pie
tαi +1− pi)≤ etλ
r∏
i=1
exp(pi(e
tαi − 1)) ,
where the inequality holds because 1 + x ≤ ex for all x ∈ R. We take t = ln(1− δ) < 0. We have
t≤−δ, hence
etλ≤ e−δλ.
Moreover,
r∏
i=1
exp(pi(e
tαi − 1)) =
r∏
i=1
exp(pi((1− δ)αi − 1))≤
r∏
i=1
exp(−piδαi) ,
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where the inequality holds because (1−x)α≤ 1−αx for any 0<x< 1 and α∈ [0,1]. Therefore,
E(etΞ)≤ e−δλ
r∏
i=1
exp(−piδαi) = e−δµ.
On the other hand,
et(1−δ)µ = (1− δ)(1−δ)µ.
Therefore,
P(Ξ≤ (1− δ)µ)≤
(
e−δµ
(1− δ)(1−δ)µ
)
=
(
e−δ
(1− δ)1−δ
)µ
.
Finally, we have for any 0< δ < 1,
ln(1− δ)≥−δ+ δ
2
2
which implies
(1− δ) · ln(1− δ)≥−δ+ δ
2
2
and consequently (
e−δ
(1− δ)1−δ
)µ
≤ e−δ
2µ
2 .

Appendix C: Proof of Lemma 2.1
The affine problem (2.1) has the following epigraph formulation
zAff(U) =min cTx+ z
z ≥ dT (Ph+ q) , ∀h∈U
Ax+B (Ph+ q) ≥ h, ∀h∈ U
Ph+ q ≥ 0, ∀h∈U
x∈X , P ∈Rn×m, q ∈Rn, z ∈R.
We use standard duality techniques to derive formulation (2.4). The first constraint is equivalent
to
z−dTq ≥ max
Rh≤r
h≥0
d
T
Ph.
By taking the dual of the maximization problem, the constraint is equivalent to
z−dTq ≥ min
RT v≥PT d
v≥0
rTv.
We can then drop the min and introduce v as a variable, hence we obtain the following linear
constraints
z−dTq ≥ rTv
R
T
v ≥P Td
v ∈RL+.
We use the same technique for the second sets of constraints, i.e.,
Ax+Bq ≥ max
Rh≤r
h≥0
h(Im−BP ).
El Housni and Goyal: On the Optimality of Affine Policies for Budgeted Uncertainty Sets
35
By taking the dual of the maximization problem for each row and dropping the min we get the
following compact formulation of these constraints
Ax+Bq ≥V Tr
R
T
V ≥ Im−BP
V ∈RL×m+ .
Similarly, the last constraint
q ≥ max
Rh≤r
h≥0
−Ph,
is equivalent to
q ≥UTr
U
T
R+P ≥ 0
U ∈RL×n+ .
Putting all together, we get the formulation (2.4).
Appendix D: Proof of Lemma 7.1
First let us show that zAR = 0. We consider the following solution for the adjustable problem
xi =
{
1 if i∈ J1
0 if i∈ J2.
Consider a scenario h that is an extreme point of U . In particular, we have hi ∈ {0,1}m for all i and∑m
i=1 hi =m/2. Consider J˜1(h) and J˜2(h) respectively subsets of J1 and J2 in which the demand
is realized. In particular,
J˜1(h) = {i∈ J1 | hi = 1}
J˜2(h) = {i∈ J2 | hi = 1}.
We have,
|J˜1(h)|+ |J˜2(h)|=m/2.
Note that the first stage solution x covers the demand of the nodes in J˜1(h) because xi = 1 for all
i∈ J1. On the other side, we cover demand in J˜2(h) by sending inventory from J1 \ J˜1(h) to J˜2(h)
in the second stage. This is possible because
|J1 \ J˜1(h)|=m/2− |J˜1(h)|= |J˜2(h)|.
The cost of sending inventory from J1 \ J˜1(h) to J˜2(h) is 0 because all directed distances from J1
to J2 are zero. In particular, we consider a matching M from J1 \ J˜1(h) to J˜2(h). We define the
following second stage solution
yij(h) =
{
1 if (i, j)∈M
0 otherwise.
We have x,y(h) is feasible for the adjustable problem and its corresponding cost is 0. Therefore,
zAR(U) = 0.
Now, let us show that zAff(U) =m/2−1. Given the distances in the graph, flow can be sent only
from J1 to J2. In particular, we can rewrite the covering constraints of the problem as follows
∀j ∈ J2 xj +
∑
i∈J1
yij(h)≥ hj (D.1)
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∀i∈ J1 xi−
∑
j∈J2
yij(h)≥ hi. (D.2)
Consider x and y(h) =Ph+q a feasible affine solution. The number of rows of P is the number
of edges in the graph. The number of columns of P is m which is the total number of nodes. In
particular,
∀i∈ J1, ∀j ∈ J2 yij(h) =
m∑
ℓ=1
P(i,j),ℓhℓ+ qij ,
where P(i,j),ℓ denotes the component of P corresponding to edge (i, j) and node ℓ. Nodes of J1
should be covered in the first stage because flow can not be sent to J1 in the second stage. Moreover,
J1 is covered at a zero cost. In particular we have,
xi =1 ∀i∈ J1.
Let fix i∈ J1. Consider h∈U such that hi= 1. From (D.2), we have,
xi ≥
∑
j∈J2
yij(h)+ 1.
Moreover, we know that xi ≤ 1 and yij(h)≥ 0 for all j ∈ J2. This implies that for all j ∈ J2,
yij(h) = 0,
which is equivalent to
P(i,j),i+ qij +
m∑
ℓ=1,ℓ 6=i
P(i,j),ℓhℓ= 0
for any h∈U such that hi = 1. Therefore, for any i∈ J1, for any j ∈ J2,
P(i,j),i+ qij = 0,
and
P(i,j),ℓ =0 ∀ℓ 6= i. (D.3)
Now fix ℓ∈ J1 and j ∈ J2. Consider the following scenario

hℓ= 0
hi =1 ∀i∈ J1 \ {ℓ}
hj = 1
hk = 0 ∀k ∈ J2 \ {j}.
From (D.1), we have for all j ∈ J2,
xj +
∑
i∈J1
yij(h)≥ 1.
Since there is a unit demand at node i∈ J1 for any i 6= ℓ, we can not send inventory from i to any
node in J2. In particular, yij(h) = 0 for any i 6= ℓ. This implies from the last inequality that
xj + yℓj(h)≥ 1,
which is equivalent to
xj +P(ℓ,j),j +
∑
k∈J1,k 6=ℓ
P(ℓ,j),k+ qℓj ≥ 1.
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Putting it together with (D.3), we get for any j ∈ J1 and for any ℓ∈ J2, we have
xj + qℓj ≥ 1.
Therefore, ∑
j∈J2
xj +
∑
j∈J2
qℓj ≥m/2.
Now consider (D.2) for h= 0. We have for ℓ∈ J1,
xℓ−
∑
j∈J2
qℓj ≥ 0.
Moreover since xℓ ≤ 1 , we conclude that, ∑
j∈J2
qℓj ≤ 1.
Therefore, ∑
j∈J2
xj ≥m/2− 1.
Finally,
zAff ≥
m∑
j=1
cjxj =
∑
j∈J2
xj ≥m/2− 1.
Now we consider the following affine solution{
xi = 1 ∀i=1, . . . ,m− 1
xm =0
∀h∈ U ,∀i∈ J1,
{
yij(h) = 0 ∀j ∈ J2 \ {m}
yim(h) =−hi+1.
The above affine solution is feasible for the adjustable problem. In fact, The capacity constraints
are verified on x. The non-negativity constraints are verified on y(h). Demand is covered at each
node by the first stage solution x except a node m. Demand at node m is covered in the second
stage because ∑
i∈J1
yim(h) =
∑
i∈J1
(1−hi) =m/2−
∑
i∈J1
hi≥ hm,
where the inequality follows from the definition of U . The cost of this affine solution is m/2− 1.
Therefore,
zAff(U) =m/2− 1.
