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ON REGULARITY OF ABNORMAL SUBRIEMANNIAN GEODESICS
KANGHAI TAN AND XIAOPING YANG
Abstract. We prove the smoothness of abnormal minimizers of subriemannian manifolds
of step 3 with a nilpotent basis. We prove that rank 2 Carnot groups of step 4 admit no
strictly abnormal minimizers. For any subriemannian manifolds of step≤ 6 we show all
abnormal minimizers have no corner type singularities.
1. Introduction
In this paper we are concerned with the smoothness of abnormal subriemannian geodesics,
which is one of the fundamental problems on subriemannian geometry. We will give sev-
eral regularity results. By developing a reduction argument we will prove all abnormal
minimizers of subriemannian manifolds of step 3 with a nilpotent basis are smooth. By
proving that abnormal minimizers in any rank 2 Carnot group of step 4 are integral curves
of left-invariant vector fields, we clarify that the example by Gole´-Karidi [21] is in fact not
a strictly abnormal geodesic. We also generalize the main result of Leonardi-Monti [27] to
any subriemannian manifolds of step≤ 6.
A subriemannian manifold is a smooth, connected n−dimensional manifold M with a
rank k subbundle or distribution △ ⊂ T M on which a smooth inner product gsr is endowed.
(△, gsr) is called a subriemannian structure on M and △ horizontal bundle. For q ∈ M,
define
∆iq = span{[X1, [X2, [· · · , [Xi−1, Xi] · · · ]]](q) : X j(q) ∈ ∆q, j = 1, · · · , i}.
We say △ is bracket generating at q0 ∈ M if there exists an integer l such that ∆lq0 = Tq0 M.
The least such integer l is called the degree of nonholonomy or the step of ∆ at q0. In this
paper we always assume ∆ satisfies the bracket generating condition at each point of M. We
say that q0 is a regular point if the integers ni(q) = dim∆iq (i = 1, · · · ) remain constant for
q in some neighborhood of q0; otherwise we say q0 is a singular point. We call (n1, · · · , nl)
the growth vector of ∆ at q0. It follows from the Chow-Rashevskii connectivity theorem
that for any given points p, q ∈ M there always exists at least a horizontal curve connecting
p and q, see [20, 33]. Here a horizontal curve is by definition an absolutely continuous
curve γ : [0, 1] → M such that γ˙(t) ∈ ∆γ(t) M whenever γ˙(t) exists. Thus one can define a
natural distance:
dcc(p, q) = inf
∫ 1
0
√
gsr(γ˙, γ˙)dt
where the infimum is taken among all horizontal curves γ such that γ(0) = p and γ(1) = q.
dcc is called the subriemannian or Carnot-Carathe´odory distance of (M,△, gsr). A subrie-
mannian geodesic (or minimizer) is a horizontal curve locally realizing dcc. It is not difficult
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to prove that any two sufficiently close points can be joined by a minimizing geodesic. If
(M, dcc) is complete, there is a minimizing geodesic connecting any two given points. The
topology of (M, dcc) coincides with the original one of M.
There are two types of subriemannian geodesics. Normal geodesics are smooth because
their (Hamiltonian) lifts in the cotangent bundle T⋆M satisfy the subriemannian Hamilton-
ian equation. The case of singular or abnormal geodesics is much more delicate. Singular
geodesics may be normal and those which are not normal for any lifts are called strictly
abnormal geodesics. Since Montgomery [32] (in 1991) discovered a smooth singular mini-
mizer, there are many substantial results on regularity of singular subriemannian geodesics
so far. For rank 2 distributions Liu-Sussmann [28] proved that regular abnormal extremals
are locally length minimizing, see also [13]. It was proved [11] that there are no strictly
singular geodesics in subriemannian manifolds of medium-fat type (including step 2 case).
For a class of regular subriemannian manifolds, Leonardi-Monti [27] showed that length-
minimizing curves have no corner-type singularities which in particular implies that all
singular geodesics in Carnot groups of rank 2 with step≤ 4 are smooth. In [38] we proved
that there are no strictly abnormal minimizers in Carnot groups of step 3. The problem
is still open for general cases. One may see [1, 6, 9, 11, 13, 18, 19, 21, 27, 23, 24, 28,
32, 36, 38, 39] (the list is not complete anyway) and references therein for the state of the
problem of subriemannian geodesics. We refer to [2, 8, 15, 17, 31] as book references on
subriemannian geometry and nonholonomic control.
Our heuristic idea is that if an abnormal geodesic is smooth then it must be an integral
curve of a (smooth) horizontal vector field which we try to roughly locate by a rank or
dimension reduction argument. To this end we need first order necessary conditions (by the
Pontryagin Maximum Principle, PMP for short) and second order conditions (by Agrachev
and his collaborators) for optimality of abnormal curves. The Hamiltonian formulation of
these conditions is very helpful for our purposes. First order conditions by PMP implies that
the Hamiltionian lift Υ of a shortest geodesic γ of (M,∆, gsr) is also a length minimizer of
a subriemannian structure (T⋆M,∆c, g⋆sr) in the cotangent bundle, where ∆c is a distribution
generated by a basis of vertical bundle (V)(T⋆M) and Hamiltonian lifts of all horizontal
vector fields of ∆, and g⋆sr is the pullback of gsr by the canonical projection π : T⋆M → M,
see Definition 2.1 and 2.7. Here the Hamiltonian lift Xc is also called the complete lift
of X ∈ X (M). Note that if ∆ is bracket-generating so is ∆c. Second order conditions
tell us that Υ ∈ (∆2)⊥ := {ω ∈ Λ1(M) : ω(X) = 0,∀X ∈ Γ(∆2)} if γ is a strictly abnormal
geodesic. We will prove that the latter condition, also called Goh condition in the literature,
implies that Υ is actually locally a subriemannian geodesic of a subriemannian structure
(Mc,∆c1, g⋆sr), where Mc is a submanifold of T⋆, ∆c1 is a rank (k − 1) (essentially) subbundle
of ∆c possibly with step more than that of ∆. To guarantee the step of ∆c1 is not more than
that of ∆, we impose a nilpotent condition on ∆, that is, we assume ∆ has a nilpotent local
basis, see Definition 5.5. Under the nilpotent condition, in the step 3 case we can reduce
the regularity of abnormal geodesics to rank 2 case, see Theorem 5.6.
We will pay more attention to some subriemannian structures with step more than 3.
Since Carnot groups are tangent cones at regular points of a subriemannian manifold, the
smoothness of abnormal geodesics in Carnot groups may shed some light on the regularity
of the shortest geodesics in general subriemannian manifolds. As done in [27], by nilpo-
tent approximations if the following “cornered-interval” (precisely its horizontal lift, see
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Subsection 6.2 for detail) in a free Carnot group G of rank 2 with step r ≥ 3
(1.1) γ1(t) =

te2, t ∈ [0,
1
2
]
(t − 1
2
)e1 + 12e2, t ∈ (
1
2
, 1]
is not an abnormal (global) minimizer, then abnormal minimizers in regular subriemannian
manifolds of step r have no corner type singularities. By the exponential mapping we
identify G with its Lie algebra ♭ = V1⊕· · ·V r (satisfying V i = [V1,V i−1] for i = 2, · · · , r and
[V1,V r] = 0). Here V1 = span{e1, e2}. The shortening technique used in [27] is limited to a
class of regular subriemannian manifolds satisfying [∆i,∆ j] ⊂ ∆i+ j−1 for i, j ≥ 2, i + j ≥ 5.
In this paper we employ the system of abnormal equations in Carnot groups to obtain the
non-optimality of the horizontal lift of γ1 in (1.1). More precisely we will prove that the
horizontal lift of γ1 is not an abnormal curve if and only if r ≤ 6, see Theorem 6.3. From
second order conditions for optimality of abnormal curves (see Theorem 4.5), we will
prove that there are no strictly abnormal geodesics on rank 2 Carnot groups with step 4, see
Theorem 6.2.
To include those non-regular subriemannian structures we will need a lifting lemma
or argument which was firstly introduced by Rothschild-Stein [34] in nilpotent analysis
and lately was used to study subriemannian geometry and nonholonomic control by e.g.
Bellaı¨che [14] and Jean [25]. If q0 is a singular point of ∆, one can desingularize it by
locally lifting (M,∆, gsr) to a regular subriemannian manfold which has the maximal growth
vector (among all subriemannian manifolds with the same step and rank), see Lemma 3.4 in
Section 3. It is remarkable that the lifting or projection operator preserves the regularity of
subriemannian geodesics. Several lifts we use here are actually more or less generalizations
of the notion of Riemannian submersions.
In next section after giving some basic concepts on subriemannian geometry from the
Hamiltonian viewpoint, we will concentrate on nilpotent approximations and the lifting
lemma. We will discuss in Section 4 some basic facts on second order necessary condi-
tions for optimality of abnormal curves. In Theorem 4.5 we will derive the Goh condition
and generalized Legendre condition in Carnot groups. Section 5 is devoted to the rank re-
duction argument and proving the smoothness of strictly abnormal geodesics in nilpotent
subriemannian manifolds of step 3. In Section 6 after proving the normalness of abnor-
mal minimizers in rank 2 Carnot groups of step 4, we consider the non-optimality of the
horizontal lift of γ1 in (1.1) in free Carnot groups of rank 2.
Acknowledgments. Part of the work was done when the first author visited Department
of Mathematics, University of Notre Dame. We dedicate this paper to Professor Jianguo
Cao who recently passed away. We thank him for his help and the first author thanks the
staff of the Math Department for their hospitality.
2. Some basic concepts from Hamiltonian viewpoint
The cotangent bundle π : T⋆M → M has a natural symplectic structure with the canon-
ical symplectic form Ω = dα where α is the tautological (or Liouville) 1-form which is
defined as follows:
α(x, λ) = π⋆x λ, ∀λ ∈ T⋆x M, ∀x ∈ M.
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A chart x = (x1, · · · , xn) on M induces a coordinate chart (x1, · · · , xn, λ1, · · · , λn) on T⋆M.
In such coordinates we have the formulas α(x, λ) = Σni=1λidxi and Ω(x, λ) = Σni=1dλiΛdxi
where λ = Σni=1λidxi ∈ T⋆x M.
Given any smooth function h ∈ C∞(T⋆M) on T⋆M, its Hamiltonian vector field −→h is
the vector field V such that Ω(V, T ) = −Th for any T ∈ X (T⋆M). Given X ∈ X (M), let
hX(x, λ) =< λ, X(x) >, λ ∈ T⋆x M. The Hamiltonian lift or complete lift of X is defined as
Xc :=
−→hX. In above coordinate charts,
(2.1) Xc(x, λ) =
n∑
i=1
Xi(x) ∂
∂xi
−
n∑
i, j=1
λ j
∂X j
∂xi
∂
∂λi
,
where X(x) = ∑ni=1 Xi(x) ∂∂xi . A vector field V ∈ X (T⋆M) is called projectable if there
exists X ∈ X (M) such that Xc = V . For any f ∈ C∞(M), X ∈ X (M) we have
(2.2) ( f X)c(x, λ) = f (x)Xc(x, λ) −
n∑
i=1
< λ, X(x) > ∂ f
∂xi
∂
∂λi
.
The vertical lift of a 1-differential form ω(x) = ∑ni=1 ωi(x)dxi ∈ Λ1(M) is defined as
ωv(x, λ) = ∑ni=1 ωi(x) ∂∂λi ∈ V (T⋆M). It is easy to check the following properties (see
e.g. [26, Chapter 5]):
(2.3)
( fω)v = f vωv, [ωv, ψv] = 0,
[Xv, ωv] = (LXω)v,
π⋆(Xc) = X, [Xc, Yc] = [X, Y]c,
where ω, ψ ∈ Λ1(M); f ∈ C∞(M) and f v(Φ) := f (π(Φ)); X, Y ∈ X (M) and LX is the Lie
derivative along X.
Definition 2.1. Let A = {X1, · · · , Xn} be a local frame of T M. Denote by B = {ω1, · · · , ωn}
be its dual coframe of T⋆M. Define Ti = (ωi)v, then T = {T1, · · · , Tn} is a frame of
the vertical bundle V (T⋆M) and {Xc1, · · · , Xcn, T1, · · · , Tn} is a basis for T (T⋆M). One can
introduce another coordinate system on T⋆M adapted to the given moving frames. Let
Xi =
∑n
j=1 X
j
i
∂
∂x j . For Φ = (x, λ) ∈ T⋆M with λ =
∑n
j=1 λ jdx j ∈ T⋆x M. The new coordi-
nate system for λ is the unique n−tuple ξ = (ξ1, · · · , ξn) such that λ = ∑nj=1 ξ jω j(x). Thus
ξs =
∑n
j=1 X
j
sλ j and ∂∂ξs =
∑n
j=1 Bsj
∂
∂λ j
, s = 1, · · · , n,B = (Bsj) is the inverse of the matrix (Xsj ),
that is, ∑nj=1 B ji Xsj = ∑nj=1 BijX js = δsi for i, s = 1, · · · , n. We have
(2.4) ∂
∂ξs
= Ts, s = 1, · · · , n.
In fact, from ωs =
∑n
j=1 Bsjdx j and
∂
∂λi
=
∑n
j=1 Xij
∂
∂ξ j
, it follows Ts = (ωs)v = ∑nj=1 Bsj ∂∂λ j =∑n
i=1(
∑n
j=1 BsjX
j
i ) ∂∂ξi = ∂∂ξs .
Lemma 2.2. Let A ,B,T be as in Definition 2.1. For any s1, s,
[Xcs1 , Ts] =
n∑
s˜=1
〈
ωs, [Xs˜, Xs1]
〉
T s˜.
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Proof. By direct computation, we have
[Xcs1 , Ts] = (LXs1ωs)v =
n∑
j,t=1
(
Xs1 B
s
j + B
s
t
∂Xts1
∂x j
)
∂
∂λ j
=
n∑
s˜=1
n∑
j,t=1
Xts1
−
n∑
i,r=1
BrjB
s
i
∂Xir
∂xt
 X js˜ + Bst X js˜ ∂Xts1∂x j
 ∂∂ξs˜
=
n∑
s˜=1

n∑
j,t=1
Bst X
j
s˜
∂Xts1
∂x j
−
n∑
i,t=1
Bsi X
t
s1
∂Xis˜
∂xt
 ∂∂ξs˜
=
n∑
s˜=1
n∑
i=1
Bsi
n∑
j=1
(
X js˜
∂Xis1
∂x j
− X js1
∂Xir
∂x j
)
∂
∂ξs˜
=
n∑
s˜=1
〈
ωs, [Xs˜, Xs1]
〉 ∂
∂ξs˜
.

There exists a natural Poisson structure on T⋆M: for any f , g ∈ C∞(T⋆M), { f , g} :=
Ω(−→h f ,−→h g). The closedness of Ω guarantees that (C∞(T⋆M), {·, ·}) is a Lie algebra. It is
easily to see XchY = {hX, hY} = h[X,Y],∀X, Y ∈ X (M). The following immediate facts will
be frequently used.
Lemma 2.3. Let ∆ = {X1, · · · , Xk} and ∆i = ∆i−1 + [∆1,∆i−1] (∆1 = ∆). Assume ∆i is a
distribution with a local basis {Y1, · · · , Yni}, i = 1, · · · , r.
(1) (∆i)⊥ = {Φ ∈ T⋆M : hY j(Φ) = 0, j = 1, · · · , ni} is a smooth submanifold of T⋆M.
(2) If Υ : [0, 1] → (∆i)⊥(i ≥ 2) is a Lipschtiz curve with ˙Υ(t) = ∑ks=1 us(t)Xcs (Υ(t)), a.e.
t ∈ [0, 1] for some u ∈ L∞k [0, 1]. Then
(2.5)
0 = ˙Υ(t)hY j(Υ(t)) =
k∑
s=1
us(t)h[Xs,Y j](Υ(t))
=
k∑
s=1
us(t)
〈
λ(t), [Xs(γ(t)), Y j(γ(t))]
〉
=
〈
λ(t), [γ˙(t), Y j(γ(t))]
〉
,
a.e. t ∈ [0, 1] and j = 1, · · · , ni, where Υ = (γ, λ).
(3) Let Φ ∈ ∆i−1. Xci (Φ) ∈ TΦ∆i−1, i = 1, · · · , Xk if and only if Φ ∈ ∆i.
For technical convenience we fix x0 ∈ M, a small neighborhood O of x0 and choose an
orthonormal frame {X1, · · · , Xk} of ∆ in O . We point out that properties of subriemannian
geodesics are independent of the choice of orthonormal frames. An absolutely continuous
curve γ from x0 in O is horizontal if and only if it satisfies the Cauchy problem
(2.6)

γ˙(t) =
k∑
j=1
u j(t)X j(γ(t)) a. e. t ∈ [0, 1]
γ(0) = x0
for a function u = (u1, · · · , uk) ∈ L1([0, 1],Rk). Here u is called the control of γ. We
may assume u ∈ L2([0, 1],Rk) (L2k[0, 1] for short) without restriction. Let Ur = {u ∈
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L2k[0, 1] : ||u|| = r} be the sphere of radius r in L2k[0, 1], where ||u|| is the standard Hilbert
norm of L2k[0, 1]. When r is small enough, solutions of equation (2.6) are defined for all
t ∈ [0, 1]. The end-point mapping E : u → γ(1) is a well defined smooth mapping from
a neighborhood of the origin of L2k[0, 1] into O . The length of γ satisfies the Cauchy-
Schartz inequality ℓ(γ) =
∫ 1
0
(∑k
j=1(u j(t))2
)1/2
dt ≤ ||u|| where the equality holds if and only
if u is normalized, by which we mean ∑kj=1(u j(t))2 ≡ c for a constant c. Note that the
length is independent of the parametrization of the curve. Then dcc(x0, x) = min{||u|| : u ∈
L2k[0, 1], E (u) = x} and the minimum is attained at a normalized control. A normalized
control u is called minimal for the system (2.6) if dcc(x0, E (u)) = ||u||. So a minimal control
corresponds to a shortest geodesic and vice versa. The Pontryagin Maximum Principle (or
the Lagrange Multiplier Principle) gives first order necessary conditions for a control to be
minimal: if u ∈ L2k[0, 1] is minimal then there exist Lagrange multipliers λ1 ∈ T⋆E (u)M\{0},
such that
(2.7) λ1DuE = νu
where ν = 0 or 1, DuE is the Fre´chet differential at u of E and u in the right hand side is
identified as an element in the dual space (L2k[0, 1])⋆. A control u satisfying (2.7) for some
nonzero λ1 is called an extremal control and the associated curve is called an extremal tra-
jectory. We say an extremal control (or the associated trajectory) is regular if u is a regular
point of E ; otherwise they are singular or abnormal. If ν = 1 in (2.7), then the extremal
control u is called normal. Regular extremal controls must be normal. Abnormal extremal
controls which are not normal for any nonzero multipliers are called strictly abnormal.
For t, τ ∈ [0, 1], let Ptτ : γ(τ) → γ(t) be the Lipschitz flow of nonautonomous vector
field ∑ki=1 ui(t)Xi in (2.6). Assume u = (u1, · · · , uk) is a minimal control satisfying (2.7)
for some λ1 ∈ T⋆M\{0}. Let λ(t) = (P1t )⋆λ1, t ∈ [0, 1). From the formula (see [8, 2]) for
v = (v1, · · · , vk) ∈ L2k[0, 1]
(2.8) DuE (v) =
k∑
i=1
∫ 1
0
vi(t)(P1t )⋆(Xi(γ(t)))dt,
one may deduce that ui(t) =< λ(t), Xi(x(t)) >, if ν = 1; or < λ(t), Xi(x(t)) >= 0 if ν = 0, i =
1, · · · , k. The last fact can be formulated as follows (see e.g. [2] for a proof).
Theorem 2.4 (PMP). Let u = (u1, · · · , uk) ∈ L2k[0, 1] be a minimal control ( the associated
trajectory is γ). Then there exists a Lipschitz curve λ(t) ∈ T⋆γ(t)M\{0} such that Υ(t) =
(γ(t), λ(t)) satisfies
(2.9) ˙Υ(t) =
k∑
i=1
ui(t)Xci (Υ(t)), a.e. t ∈ [0, 1]
and exactly one of the following conditions is satisfied:
(1) < λ(t), Xi(γ(t)) >= ui(t), i = 1, · · · , k,∀t ∈ [0, 1];
(2) < λ(t), Xi(γ(t)) >= 0, i = 1, · · · , k,∀t ∈ [0, 1].
Definition 2.5. We call the curveΥ subject to (2.9) andΥ(1) = (γ(1), λ1) is the Hamiltonian
lift of γ satisfying (2.6). Of course, there may exist infinitely many such lifts depending on
λ1 ∈ (Im(DuE ))⊥, but we abuse the name and call any of them as “the” Hamiltonian lift.
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Remark 2.6. The condition (2) in Theorem 2.4 just means that the Hamiltonian lift of
an abnormal geodesic is a Lipschtiz curve in ∆⊥. It is independent of the subriemannian
metric gsr. If u is a normal minimal control, then u satisfies the condition (1) in Theorem
2.4. Putting u into (2.9) we see that the right hand side of (2.9) is just
k∑
i=1
< λ(t), Xi(γ(t)) > Xci (Υ(t)) =
k∑
i=1
hXi(Υ(t))
−→hXi(Υ(t)) =
k∑
i=1
−→hH(Υ(t))
where H = 12
∑k
i=1 h2Xi is the subriemannian Hamiltonian. So the Hamiltonian lifts of normal
geodesics are integral curves of a smooth Hamiltonian vector field.
Definition 2.7. Motivated by Theorem 2.4, we lift the subriemannian structure (M,∆, gsr)
to the cotangent bundle T⋆M. Assume ∆ = {X1, · · · , Xk} be a regular distribution. Let A
be a frame Lie-generated by {X1, · · · , Xk} and T = {T1, · · · , Tn} be as in Definition 2.1.
We construct ∆c := span{Xc1, · · · , Xck , T1, · · · , Tn}. Define an inner product g⋆sr on ∆c by
declaring Xc1, · · · , Xck , T1, · · · , Tn orthonormal. From Lemma 2.8 (T⋆M,∆c, g⋆sr) is a regular
subriemannian structure.
Lemma 2.8. (1) ∆c is independent of the choice of local frames of ∆ and it is a (k + n)
dimensional distribution.
(2) dim
(
(∆c)i\(∆c)i−1
Φ0
)
= dim
(
(∆)i\(∆)i−1x0
)
for any Φ0 ∈ π−1(x0), i ≥ 2. So ∆c is also a
regular distribution.
Proof. (1) Let {Y1, · · · , Yk} be another local frame of ∆ in O ⊂ M. Then there exists
a nonsingular smooth k × k matrix (a ji ) such that Yi =
∑k
j=1 a
j
i X j, i = 1, · · · , k. From
(2.2) we have Yci =
∑k
j=1 a
j
i X
c
j +
∑n
j=1 b
j
i T j, for some b
j
i ∈ C∞(π−1(O)), i = 1, · · · , k.
So span{Yc1 , · · · , Yck , T1, · · · , Tn} ⊂ span{Xc1, · · · , Xck , T1, · · · , Tn}. In the same way we also
have span{Xc1, · · · , Xck , T1, · · · , Tn} ⊂ span{Yc1 , · · · , Yck , T1, · · · , Tn}. So ∆c is well-defined. If∑k
i=1 f iXci +
∑n
j=1 g jT j = 0 for f i, g j ∈ C∞(π−1(O)), then from π⋆T j = 0, π⋆Xci = Xi we have∑k
i=1 f i(x, λ)Xi(x) = 0 for any λ ∈ Tx M and x ∈ O ⊂ M. Thus f i = 0 in π−1(O) which also
implies that g j = 0 in π−1(O). So {Xc1, · · · , Xck , T1, · · · , Tn} is a local frame of ∆c.
(2) Recalling for i ≥ 2, (∆c)i = (∆c)i−1 + [∆c, (∆c)i−1]((∆c)1 = ∆c), from (2.3) we can
give a 1-1 correspondence between frames of (∆c)i\(∆c)i−1
Φ0
and (∆)i\(∆)i−1x0 for any Φ0 ∈
π−1(x0). For I s = (rs1, · · · , rsi )(rsj ∈ {1, 2, · · · , k}, s = 1, · · · ,mi := (ni − ni−1), where ni =
dim((∆c)i
Φ0
)), let XcIs = [Xcrs1 , · · · , [X
c
rsi−1
, · · · , Xc
rsi
] · · · ]. Then {XcI1 , · · · , XcImi } is a basis of
(∆c)i\(∆c)i−1 at Φ0 if and only if {XI1 , · · · , XImi } is a basis of ∆i\∆i−1 at x0, where XIs =
[Xrs1 , · · · , [Xrsi−1, · · · , Xrsi ] · · · ], s = 1, · · · ,mi. 
Proposition 2.9. If γ is a length-minimizer (with the control u satisfying (2.6)) in (M,∆, gsr),
then its Hamiltonian lift Υ is a shortest subriemannian geodesic in (T⋆M,∆c, g⋆sr).
Proof. Assume there exists a horizontal curve Φ : [0, 1] → T⋆M in (T⋆M,∆c, g⋆sr) such
that the length of Φ is less than that of Υ and Φ(0) = Υ(0),Φ(1) = Υ(1). Let
˙Φ(t) =
k∑
i=1
vi(t)Xci (Φ(t)) +
n∑
j=1
c j(t)T (Φ(t))
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for v = (v1, · · · , vk) ∈ L∞k [0, 1], c = (c1, · · · , cn) ∈ L∞n [0, 1]. Denote by δ = π(Φ) the
projection of Φ. Then δ satisfies δ(0) = γ(0), δ(1) = γ(1) and
˙δ(t) =
k∑
i=1
vi(t)Xci (δ(t)).
So ℓ(δ) ≤ ℓ(Φ) < ℓ(Υ) = ℓ(γ) which contradicts with the fact that γ is length-minimizing.

Remark 2.10. (1) Given a local frame {Y1, · · · , Yn} of T M, let Π = span{Yc1 , · · · , Ycn}. Then
from (2.1) and (2.2) we infer thatΠ is not well defined in the senseΠ depends on the choice
of the local frame {Y1, · · · , Yn}. One also may define Π′ = span{Xc : X ∈ X (M)}. Again
from (2.1) and (2.2) we can see Π′ is a singular distribution. In fact, dim(Π′(x,0)) = n but
dim(Π′(x,λ)) = 2n if λ , 0.
(2) For any point Φ ∈ ∆⊥, one can define the lift −→h ∆(Φ) ⊂ TΦT⋆M of ∆: −→h ∆(Φ) =
span{Xc1, · · · , Xck}(Φ). The definition of
−→h ∆(Φ) does not depend on the choice of local
frames of ∆ because by (2.2) ( f 1X1 + · · · + f kXk)c(Φ) = f 1Xc1(Φ) + · · · + f kXck(Φ) for
any Φ ∈ ∆⊥, f i ∈ C∞(M), i = 1, · · · , k. However Xci (Φ) is not in TΦ∆⊥ unless Φ is in (∆2)⊥
by (3) in Lemma 2.3. We will come to this point in Section 4.
(3) There is another equivalent characterization of abnormal extremals. Because TΦ(∆⊥) =
(−→h ∆)∠(Φ) (the symplectic orthogonalization), Υ ∈ ∆⊥ if and only if Υ is a characteristic of
Ω∆⊥ , that is, Ω(V, ˙Υ) = 0 for any V ∈ TΥ∆⊥.
3. Nilpotent approximation and a lifting lemma
3.1. Nilpotent approximations. We adopt the definition of privileged coordinates intro-
duced by Bellaı¨che [14], see also [10, 22]. For the chosen system (X1, · · · , Xk) in O , let
l0 be the step of ∆ at x0 and (n1, · · · , nl0) be the growth vector of ∆ at x0 ∈ O . Define the
weight sequence ω1 ≤ · · · ≤ ωn by setting ω j = s if ns−1 < j ≤ ns. For a smooth function
f on O , we say that X1 f , · · · , Xk f is the nonholonomic partial derivatives of order 1 of f ;
Xi1 Xi2 f , Xi1 Xi2 Xi3 f , · · · is called the nonholonomic derivatives of order 2, 3, · · · , of f . If the
nonholonomic derivatives of order ≤ s − 1 of f vanish at q, we say that f is order ≥ s at q.
A function f is of order s at q if it is of order ≥ s but not of order ≥ s+ 1. We say that local
coordinates (x1, · · · , xn) centered at x0 are privileged coordinates at x0 if the order of xi at
x0 is equal to ωi for i = 1, · · · , n.
There are several ways to construct privileged coordinates. Choose a sequence of vec-
tor fields Y1, · · · , Yn whose values at x0 form a basis of Tx0 M such that Yi = Xi for i =
1, · · · , n1(= k), Yn j+1, · · · , Yn j+1 ∈ ∆ j+1\∆ j for j = 1, · · · , l0 − 1. Then the canonical coordi-
nates of the first type: (x1, · · · , xn) → x0 exp
(∑n
j=1 x jY j
)
gives a privileged coordinate chart
of O (shrinking O if necessary) which maps x0 to 0, see e.g. [2] for a proof.
Fix a system of privileged coordinates x = (x1, · · · , xn) of O with x(x0) = 0. For ǫ > 0
define dilations δǫx = (ǫω1 x1, · · · , ǫωn xn). We say that a polynomial is homogenous of
weighted degree s if it is a linear combination of monomials xα11 · · · xαnn , with ω1α1 + · · · +
ωnαn = s. Its order at 0 is equal to its weighted degree. A smooth function f is of order
s if and only if f (δǫx) = ǫ s f (x) for any x, ǫ > 0. For i = 1, · · · , k, Xi can be rewritten
near 0 as Xi(x) = ∑nj=1( fi j(x1, · · · , x j−1) + gi j) ∂∂x j , where fi j is an homogeneous polynomial
of weighted degree ω j − 1 at 0. We define X̂i as
∑n
j=1 fi j(x1, · · · , x j−1) ∂∂x j . We call X̂i
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as the nilpotent approximation of Xi for i = 1, · · · , k. Note (δǫ)⋆X̂i = ǫX̂i in O . We
use X̂i(δǫ x) = ǫ−1(δǫ)⋆,xX̂i(x) to extend X̂i from O to Rn. Thus {X̂1, · · · , X̂k} is a bracket
generating system in Rn. We call G = (Rn, ∆̂, ĝsr) the tangent space at x0 of (M,∆, gsr),
where ∆̂ = span{X̂1, · · · , X̂k} and ĝsr is the metric such that {X̂1, · · · , X̂k} is an orthonormal
frame.
The tangent space G constructed above depends on the choice of privileged coordinates.
For intrinsic constructions we refer to [29, 7, 2]. When x0 is a regular point,G = (Rn, ∆̂, ĝsr)
is a Carnot group where {X̂1, · · · , X̂k} generating all left-invariant vector fieds, see e.g. [14],
[16, P. 191]. We recall a Carnot group G is a connected, simply connected Lie group with
a graded Lie algebra (called Carnot algebra)
(3.1) ♭ = V1 ⊕ · · · ⊕ V l, with V i = [V1,V i−1], [V1,V l] = 0, i = 2, · · · , l.
The integer l is called the step of G. Let ni =
∑i
j=1 dim V j for i = 1, · · · , l. We call
(n1, · · · , nl) the growth vector of G or ♭. The following lemma can be easily deduced from
the graded structure (3.1), see [38].
Lemma 3.1. IfG = (Rn, ∆̂, ĝsr) is a Carnot group, for the control u = (u1, · · · , uk) ∈ L2k[0, 1]
in the following nilpotent system
(3.2)

˙γ̂(t) =
k∑
j=1
u j(t)X̂ j(γ(t)) a. e. t ∈ [0, 1]
γ̂(0) = 1
we have u j(t) = x˙ j(t), j = 1, · · · , k, a.e. t ∈ [0, 1]. Here γ̂ = (γ1, · · · , γl)(γi ∈ Rmi ,
mi = ni − ni−1,m1 = n1 = k) and γ1 = (x1, · · · , xk).
For an abstract Carnot group G, we sometimes by the exponential mapping exp : ♭ → G
identify G with its Lie algebra ♭ ∼ Rn = Rm1 ⊕ · · · ⊕ Rml on which a group operation is
endowed by the Baker-Campbell-Hausdorff formula. By Lemma 3.1 a horizontal curve
γ = (γ1, · · · , γl) in G is uniquely determined by its projection on the first layer γ1. So given
γ1 ∈ L2k[0, 1] with γ(0) = 0, we call the γ̂ satisfying (3.2) the horizontal lift of γ1.
Nilpotent approximation (∆̂, ĝsr) can be regarded as the limit of the approximating sys-
tem in a privileged coordinate chart at x0 ∈ O : (∆ǫ , gǫsr)(ǫ → 0), where ∆ǫ = span{Xǫ1, · · · , Xǫk},
Xǫj := ǫ(δǫ−1)⋆X j( j = 1, · · · , k) and gǫsr makes {Xǫ1, · · · , Xǫk} orthonormal. In fact, the con-
vergence of limǫ→0 Xǫj = X̂ j is locally uniform, see e.g. [6, 27, 2]. For a horizontal curve in
(O ,∆, gsr), γ : [−12 , 12] → O with γ(0) = x0, define its blow-up at x0 as follows:
γǫ(t) = δǫ−1γ(ǫt)), t ∈ [− 12ǫ ,
1
2ǫ
].
Let u = (u1, · · · , uk) ∈ L2k[−12 , 12] be the control of γ. Then by a direct computation we have
γ˙ǫ(t) =
k∑
i=1
ui(ǫt)Xǫ(γǫ(t)).
That is, γǫ is a horizontal curve of (∆ǫ , gǫsr).
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Theorem 3.2 ([27]). Assume the normalized control u (i.e., γ is parametrized proportion-
ally to arclength) has left and right Lebesgue limits at 0, that is,
(3.3) lim
η→0+
η−1
∫ η
0
u(τ)dτ = û+, lim
η→0−
η−1
∫ η
0
u(τ)dτ = û−
for û+, û− ∈ Rk. Then
(3.4) γ̂(t) =

lim
ǫ→0+
γǫ(t) = û+t, t ∈ (0,∞)
lim
ǫ→0−
γǫ(t) = û−t, t ∈ (∞, 0]
exists and it is a horizontal curve in G = (Rn, ∆̂). Moreover, if γ : [−12 , 12] → O is length-
minimizing in (∆, gsr), γ̂ : [−12 , 12] → Rn is length-minimizing in (∆̂, ĝsr) and thus û+ , −û−.
We call a horizontal curve γ : [−12 , 12 ] → O has a corner at x0 if the limits in (3.3) exists
and û+,−û− are linearly independent.
3.2. A lifting lemma. To include singular subriemannian structures, we need a lifting ar-
gument to desingularize singular points. First we recall that a Carnot group G (or a Carnot
algebra ♭) is called a free Carnot group (or a free Carnot algebra) with bi-dimension (k, l)
if G (or ♭) has the maximal vector growth among all Carnot groups (or all Carnot algebras)
of step l with k generators. We denote by n˜(k, l) the dimension of a free Carnot group with
bi-dimension (k, l).
The k−dimensional distribution ∆˜ of a subriemannian manifold (M˜, ∆˜, g˜c) is said free
up to step l at q ∈ M˜ if ∆˜ has the maximal growth vector and step l at q. This implies
the dimension of M˜ is n˜(k, l) and ∆˜ is free up to l at each point of M˜ (we always assume
the bracket-generating condition of subriemannian manifolds). The following lemma is
obvious.
Lemma 3.3. If ∆˜ is free up to step l at q ∈ M˜ (so free at each point), then the tangent space
G at q of (M,∆, gsr) is a free Carnot group with bi-dimension (k, l).
The following lifting method firstly introduced by Rothschild-Stein [34] is very useful
in nilpotent analysis and nonholonomic control.
Lemma 3.4. Let l0 be the step of ∆ at x0 ∈ M and {X1, · · · , Xk} be an orthonormal frame
of ∆ near x0. Denote by n˜ = n˜(k, l0) be the dimension of the free Carnot algebra of step l0
with k generators and by M˜ be the manifold M × Rn˜−n. Then there exist a neighborhood
O˜ ⊂ M˜ of (x0, 0); a neighborhood O ⊂ M of x0, O × {0} ⊂ U˜; coordinates (y, z) on O˜; and
vector fields on O˜
(3.5) X˜i(y, z) = Xi(y) +
n˜∑
j=n+1
a
j
i (y, z)
∂
∂z j
j = 1, · · · , k
such that:
(1) the system ∆˜ = span{X˜1, · · · , X˜k} is free up to step l0 at each point in O˜;
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(2) if u ∈ L2k[0, 1] is a minimal control of the system (2.6) in O then it is also a minimal
control of the following system in O˜
(3.6)

˙q˜(t) =
k∑
i=1
u j(t)X˜ j(q(t)) a. e. t ∈ [0, 1]
q˜(0) = (x0, 0)
;
(3) if u is an abnormal (a normal) control of the system (2.6), then it is also an abnor-
mal (a normal) control of the system (3.6);
(4) if M is a Carnot group of step l0 and {X1, · · · , Xk} is a system of left-invariant
vector fields generating the Lie algebra of M, then M˜ can be a free Carnot group
with bi-dimension (k, l0) and the vector fields in (3.5) are left-invariant vector fields
generating the Lie algebra of M˜.
Proof. We refer to [14, 25] for a proof of (1) and [16, Chapter 17] for a proof of (4). The
proof of (2) is similar to that of Proposition 2.9, since π⋆(X˜i) = Xi, i = 1, · · · , k where
π : O˜ ∋ (y, z) → y ∈ O is the natural projection. (3) from E (u) = π ◦ E˜ (u) where E , E˜ are
end-point mappings for (2.6), (3.6) respectively. In fact, we have DuE = π⋆DuE˜ and thus
if there exists λ ∈ T⋆
E (u)M\{0} such that λDuE = 0 (or = u) then λ⋆DuE˜ = 0 (or = u), where
λ⋆ = π⋆λ ∈ T⋆
E˜ (u)M˜\{0}. 
By Lemma 3.4 the regularity question of subriemannian geodesics of (M,∆, gsr) near x0
can be reduced to that of (M˜, ∆˜) near (x0, 0) where the tangent space is a free Carnot group
by Lemma 3.3.
Example 3.5 ([32, 3]). Let θ(x) = dx3− 12(x1)2dx2 be the Martinet form in R3. The Martinet
distribution is ∆ = ker θ = span{X1, X2} where
X1(x) = ∂
∂x1
, X2(x) = ∂
∂x2
+
(x1)2
2
∂
∂x3
.
Every point in the plane {x1 = 0} is singular. We study abnormal geodesics starting from 0.
The step of ∆ at singular points is 3 and the growth vector at 0 is (2, 2, 3), since [X1, X2] =
x1 ∂
∂x3
, [[X1, X2], X1] = − ∂∂x3 . It is easy to see x = (x1, x2, x3) is a privileged coordinate at 0.
The nilpotent approximations of X1 and X2 are themselves: X̂1 = X1, X̂2 = X2. Note that
X̂1, X̂2 is nilpotent of step 3 and 1-homogenous with respect to the dilation δǫ(x1, x2, x3) =
(ǫx1, ǫx2, ǫ3x3), we may add two variables (z1, z2), choosing suitable functions to get
̂˜Xi(x, z) = X̂i(x) + a1i (x, z) ∂∂z1 + a2i (x, z) ∂∂z2 , i = 1, 2
which generate all left invariant vector fields of the free Carnot group with bi-dimension
(2, 3), see e.g. [16, P. 669]. Then ̂˜Xi(i = 1, 2) are the desired vector fields in Lemma 3.4
because X̂1 = X1, X̂2 = X2.
Let u(t) = (u1(t), u2(t)) be an abnormal minimal control of the system
(3.7)

x˙(t) =
2∑
i=1
u j(t)X j(x(t)) a. e. t ∈ [0, 1]
x(0) = 0
.
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By Lemma 3.4, u is also an abnormal minimal control of the free Carnot group (denoted
by G(2, 3)) with bi-dimension (2, 3). It is well-known (see e.g. [38, Theorem 5.2] for a
proof) that abnormal minimal controls in G(2, 3) has the form u(t) ≡ (c1, c2) for constants
c1, c2 with (c1)2 + (c2)2 , 0 and all of them are normal. Among all these controls there is a
special one u(t) ≡ (0, c) for a constant c , 0 whose associated curve of the system (3.7) is
the example discovered by Montgomery [32] and it is a strictly abnormal minimizer.
Remark 3.6. The statement (3) of Lemma 3.4 implies that strictly abnormal controls of the
system (3.6) are also strictly abnormal controls of the system (2.6). But from Example 3.5
the converse is not true in general.
4. Second order conditions for strictly abnormal minimizers and their versions on
Carnot groups
4.1. Goh condition on general subriemannian manifolds. Agrachev and his collabo-
rators [4, 8, 9, 12] developed second order necessary conditions for minimality of con-
trols: for any minimal control u of the system (3.6) there exist Lagrange multipiliers λ1 ∈
T⋆
E (u)\{0} such that λ1DuE = νu (ν = 1 or 0) and ind(E ; u, λ1, ν) < 0 where ind(E ; u, λ1, ν) :=
ind+(λ1HessuE ) − dim cokerDuE , λ1HessuE is the intrinsic quadratic form defined by
λ1HessuE (w) = λ1D2uE (w,w) − ν||w||2, w ∈ ker DuE
and
ind+(λ1HessuE ) := sup
{
dim V : V ⊂ ker DuE , λ1HessuE (w) > 0,∀w ∈ V\{0}
}
is the Morse index of the quadratic form λ1HessuE . Note that ind(E ; u, λ1, ν) < 0 im-
plies the finiteness of ind+(λ1HessuE ). Since normal geodesics are always smooth (see
Remark 2.6), in the following we only consider strictly abnormal geodesics. The finiteness
of ind+(λ1HessuE ) for strictly abnormal minimal controls u implies the following important
theorem.
Theorem 4.1 ([9, 8, 2]). Let u = (u1, · · · , uk) be a strictly abnormal minimal control of the
system (2.6) (its associated minimizer is γ). Then there exists λ1 ∈ T⋆
E (u)M\{0} such that
Υ(t) = (γ(t), λ(t)) ∈ ∆⊥
Υ(t), where λ(t) = (P1t )⋆λ1(t ∈ [0, 1]), satisfies (2.9) and
(1)
〈
λ(t), [Xi, X j](γ(t))
〉
= 0, ∀t ∈ [0, 1], i, j = 1, · · · , k;
(2) 〈λ(t), [[γ˙(t), Xv(γ(t))], Xv(γ(t))]〉 ≥ 0, for a.e. t ∈ [0, 1] and any v ∈ Rk. Xv(γ(t)) :=∑k
i=1 v
iXi(γ(t)) for v = (v1, · · · , vk).
Definition 4.2. The condition (1) in Theorem 4.1 is called Goh condition. It is equivalent
to (a priori Υ(t) ∈ ∆⊥
Υ(t) by Theorem 2.4)
(4.1) Υ(t) ∈ (∆2)⊥Υ(t), ∀t ∈ [0, 1].
Any curve γ of the system (2.6) whose Hamiltonian lift satisfies (4.1) is called a Goh curve.
The condition (2) in Theorem 4.1 is called Generalized Legendre Condition.
Theorem 4.3. Let γ be a strictly abnormal minimizer of (M,∆, gsr) (satisfying (2.6) with
its control u), then its Hamiltonian lift Υ = (γ, λ) is also an abnormal minimizer in
(T⋆M,∆c, g⋆sr) and satisfies the Goh condition and generalized Legendre condition. More
precisely, let λ⋆(t) = π⋆λ(t) ∈ T⋆
Υ(t)(T⋆M) and ∆ = span{X1, · · · , Xk}, then
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(1)
〈
λ⋆(t), [Xci , Xcj](Υ(t))
〉
=
〈
λ⋆(t), [Xci , Ts](Υ(t))
〉
= 0,∀t ∈ [0, 1], i, j = 1, · · · , k, s =
1, · · · , n;
(2)
〈
λ⋆(t), [[ ˙Υ(t), Xcv(Υ(t))], Xcv(Υ(t))]
〉
≥ 0,
〈
λ⋆(t), [[ ˙Υ(t), Ts1(Υ(t))], Ts2(Υ(t))]
〉
= 0,〈
λ⋆(t), [[ ˙Υ(t), Xci (Υ(t))], Ts1(Υ(t))]
〉
= 0 for a.e. t ∈ [0, 1], i = 1, · · · , k and s1, s2 =
1, · · · , n, ∀v ∈ Rk. Here Xcv(γ(t)) :=
∑k
i=1 v
iXci (γ(t)) for v = (v1, · · · , vk).
Proof. Because γ is a strictly abnormal minimizer in (M,∆, gsr), its Hamiltonian lift Υ =
(γ, λ) satisfies the Goh condition and generalized Legendre condition as in Theorem 4.1 for
some λ1 , 0. By Proposition 2.9, Υ is a length minimizer of (T⋆M,∆c, g⋆sr) and satisfies
(4.2) ˙Υ(t) =
k∑
i=1
ui(t)Xci (Υ(t)), a.e. t ∈ [0, 1].
Let λ⋆1 = π⋆λ1 ∈ T⋆
Υ(1)(T⋆M) and λ⋆(t) =
(
P1t
)⋆
λ⋆1 ∈ T⋆
Υ(t)(T⋆M), where
(
Pτt
)⋆
: Υ(t) →
Υ(τ) is the Lipschitz flow determined by (4.2). Then
π⋆λ(t) = π⋆(P1t )⋆λ1 = (P1t ◦ π)⋆λ1 = (π ◦P1t )⋆λ1 =
(
P
1
t
)⋆
λ⋆1 = λ⋆(t)
and 〈
λ⋆1, DuE c
〉
=
〈
λ1, π⋆DuE c
〉
=
〈
λ1, Du(π ◦ E c)
〉
=
〈
λ1, DuE
〉
= 0,
where E , E c are the end-point mappings for the systems (2.6), (4.2) respectively. There-
fore Υ is abnormal in (T⋆M,∆c, g⋆sr). A direct computation shows λ⋆ verifies the desired
conditions, since π⋆Xc = X, π⋆Ts = 0 for any X ∈ X (M) and s = 1, · · · , n. 
Remark 4.4. (1) Both the Goh condition and Generalized Legendre condition are indepen-
dent of the subriemannian metric gsr.
(2) Abnormal controls of rank 2 distributions automatically satisfy the Goh condition.
In fact, if u = (u1, u2) is an abnormal control with γ its associated trajectory of the system
(2.6) where k = 2, then by Theorem 2.4 the Hamiltonian lift Υ = (γ, λ) of γ is a Lipschtiz
curve in ∆⊥. So from Lemma 2.3 we have
−u2(t) < λ(t), [X1, X2](γ(t)) >= u1(t) < λ(t), [X1, X2](γ(t)) >= 0
which implies < λ(t), [X1, X2](γ(t)) >= 0 a.e. t ∈ [0, 1] (we do not consider trivial curves).
By the continuity of λ we get < λ(t), [X1, X2](γ(t)) >= 0, ∀t ∈ [0, 1].
(3) Assume ∆2 is a smooth distribution. Since the Hamiltonian lift Υ = (γ, λ) of a Goh
curve γ is a Lipschitz curve in (∆2)⊥, from Lemma 2.3
(4.3)
〈
λ(t),
[
γ˙(t), [Xi, X j](γ(t))
]〉
= 0 a.e. t ∈ [0, 1].
4.2. Goh condition on Carnot groups. In this subsection we shall derive second order
conditions for minimality of abnormal controls in Carnot groups. There are two ways to do
it. As in [38] one may use the formulation (see Lemma 3.1) of the end-point mapping in
Carnot groups to directly derive these conditions. Here we will just translate the conditions
in Theorem 4.1 to the setting of Carnot groups.
As pointed out in Section 3, we identify (via the exponential mapping exp : ♭ → G) a
Carnot group G with its Lie algebra ♭, or the tangent space T1G of G at the identity 1. Any
v ∈ TqG is identified with some ξ ∈ ♭ such that (Lq)⋆,1ξ where Lq : G ∋ p → q.p is the left
translation by q. The differential of the exponential mapping denoted by
(4.4) dξ exp : ♭ ∋ ζ → (Lexp(−ξ))⋆,exp ξ exp⋆,ξ(ζ) ∈ ♭
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is an isomorphism on ♭, sinceG is nilpotent. In the following we will use the fact (exp ξ)−1 =
exp(−ξ) to denote (exp ξ)−1 by − exp ξ. We have the following formula
(4.5) dξ exp = Id − e
−adξ
adξ = Id −
r∑
s=2
(−1)s
s! (adξ)
s−1,
where r is the step of G. Its inverse is
(4.6)
(
dξ exp
)−1
=
−adξ
e−adξ − Id = Id +
r−1∑
i=1
(−1)kBk
k! (adξ)
k
where B1 = −12 , B2 = 16 , B3 = 0, B4 = − 130 , · · · are Bernoulli numbers. We choose a basis
{e1, · · · , ek, · · · , en} of ♭ such that X̂i(q) = (Lq)⋆,1ei,∀q ∈ G, i = 1, · · · , k, where {X̂1 · · · , X̂k}
is the system of left-invariant vector fields in (3.2).
Theorem 4.5. Assume γ̂ : [0, 1] → G be a strictly abnormal geodesic of the system (3.2)
(we denote by γ the curve (exp)−1γ̂ in ♭) with γ̂(0) = 1. Then there exists nonzero λ⋆ ∈ ♭⋆
such that
(1)
〈
λ⋆, (F1t )⋆,γ(t)
(
dγ(t) exp
)−1
ei
〉
= 0, ∀t ∈ [0, 1], i = 1, · · · , k, where Fτt : γ(t) → γ(τ)
is the Lipschitz flow determined by γ˙(s) =
(
dγ(s) exp
)−1
γ˙1(s), where γ1 = π1(γ), π1
is the projection of ♭ onto the first layer V1;
(2) the Goh condition holds:
(4.7)
〈
λ⋆,
(
dγ(t) exp
)−1 [ei, e j]〉 = 0, ∀t ∈ [0, 1], i, j = 1, · · · , k;
(3)
〈
λ⋆,
(
dγ(t) exp
)−1 [[
γ˙1(t), v
]
, v
]〉
≥ 0, for a.e. t ∈ [0, 1] and ∀v ∈ V1.
Proof. Applying Theorem 4.1 to the system (3.2), there exists nonzero λ̂1 ∈ T⋆
γ̂(1)G such
that λ̂(t) = (P̂1t )⋆λ̂1 satisfies
(4.8) < λ̂(t), X̂i(̂γ(t)) >= 0, i = 1, · · · , k
and the conditions (1) and (2) in Theorem 4.1 , where λ(t), P1t , Xi, X j are replaced by
λ̂(t), P̂1t , X̂i, X̂ j respectively. Here P̂τt : γ̂(t) → γ̂(τ) is the Lipschitz flow determined
by the system (3.2). Keeping in mind γ˙1 is the control, differentiating on both sides of
γ̂(t) = exp(γ(t)), using (3.2) we deduce
(Lγ̂1(t))⋆,1γ˙1(t) = (exp)⋆,γ(t)γ˙(t)
which implies
(4.9) γ˙(t) =
(
dγ(t) exp
)−1
γ˙1(t), ∀t ∈ [0, 1].
Note that
(4.10) P̂τt = exp ◦Fτt ◦ (exp)−1,
where Fτt : γ(t) → γ(τ) is the Lipschitz flow determined by (4.9). Combining (4.5) with
(4.9) we have
Fτt (γ(t)) = γ(τ) = (γ1(τ), · · · , γr(τ))
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where for i = 2, · · · , r, γi can be recursively determined by γ1:
(4.11)

γ2(τ) =
∫ τ
t
1
2
[γ1, γ˙1]dτ˜ + γ2(t)
γ3(τ) =
∫ τ
t
1
2
{
[γ1, γ˙2] + [γ2, γ˙1]
}
− 16[γ
1, [γ1, γ˙1]]dτ˜ + γ3(t)
· · ·
γi(τ) =
i∑
m=2
(−1)m
m!
∑
j1+···+ jm=i
∫ τ
t
[γ j1 , [γ j2 , · · · [γ jm−1 , γ˙ jm] · · · ]]dτ˜ + γi(t).
Because γ˙1 is the control and is fixed when we consider the flow Fτt , we deduce that
Fτt (γ(t) + sv) = Fτt (γ(t)) + sv when v ∈ ♭ verifies π1(v) = 0. Thus
(4.12) (Fτt )⋆,γ(t) = Id on ♭\V1.
Let ξ0 = (Lγ̂(1))⋆λ̂1 ∈ ♭. Taking λ⋆ =
(
dγ(1) exp
)⋆
ξ0, by (4.10) and (4.12) we have for
∀t ∈ [0, 1], i, j = 1, · · · , k,
(4.13)
0 =
〈̂
λ(t), [X̂i, X̂ j](̂γ(t))
〉
=
〈
(P̂1t )⋆λ̂1,
[
(Lγ̂(t))⋆,1ei, (Lγ̂(t))⋆,1e j
]〉
=
〈̂
λ1, (Lγ̂(t))⋆,1[ei, e j]
〉
=
〈̂
λ1, (P̂1t )⋆,̂γ(t)(Lγ̂(t))⋆,1[ei, e j]
〉
=
〈̂
λ1, (exp)⋆,γ(1)(F1t )⋆,γ(t)(exp)−1⋆,̂γ(t)(Lγ̂(t))⋆,1[ei, e j]
〉
=
〈̂
λ1, (exp)⋆,γ(1)(F1t )⋆,γ(t)
(
dγ(t) exp
)−1 [ei, e j]〉
=
〈̂
λ1, (exp)⋆,γ(1)
(
dγ(t) exp
)−1 [ei, e j]〉
=
〈
(exp)⋆γ(1)(L−γ̂(1))⋆ξ0,
(
dγ(t) exp
)−1 [ei, e j]〉
=
〈(
dγ(1) exp
)⋆
ξ0,
(
dγ(t) exp
)−1 [ei, e j]〉
=
〈
λ⋆,
(
dγ(t) exp
)−1 [ei, e j]〉 ,
where we used the explicit formula (4.4) for the definition of the differential of exp and the
fact that π1
((
dγ(t) exp
)−1 [ei, e j]) = 0 by (4.6). Similarly from (4.8) we obtain
〈
λ⋆, (F1t )⋆,γ(t)(dγ(t) exp)−1ei
〉
= 0.
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The generalized Legendre condition (2) in Theorem 4.1 implies for i = 1, · · · , k, a.e t ∈
[0, 1] and v = (v1, · · · , vk) ∈ Rk,
(4.14)
0 ≤
〈̂
λ(t),
[[
˙γ̂(t), X̂v(̂γ(t))
]
, X̂v(̂γ(t))
]〉
=
〈
(P̂1t )⋆λ̂1,
[[
(exp)⋆,γ(t)γ˙(t), (Lγ̂(t))⋆,1v¯
]
, (Lγ̂(t))⋆,1v¯
]〉
=
〈̂
λ1, (P̂1t )⋆,̂γ(t)
[[
(exp)⋆,γ(t)γ˙(t), (Lγ̂(t))⋆,1v¯
]
, (Lγ̂(t))⋆,1v¯
]〉
=
〈̂
λ1, (exp)⋆,γ(1)(F1t )⋆,γ(t)(exp)−1⋆,̂γ(t)
[[
(exp)⋆,γ(t)γ˙(t), (Lγ̂(t))⋆,1v¯
]
, (Lγ̂(t))⋆,1v¯
]〉
=
〈
(exp)⋆γ(1)(L−γ̂(1))⋆ξ0,
[[
γ˙(t),
(
dγ(t) exp
)−1
v¯
]
,
(
dγ(t) exp
)−1
v¯
]〉
=
〈
λ⋆,
(
dγ(t) exp
)−1 [[
γ˙1(t), v¯
]
, v¯
]〉
,
where we used (4.12), (4.9), and v¯ = ∑ki=1 viei. 
Remark 4.6. (1) From the formula (2.8) and (4.10), one easily see that the condition (1)
in Theorem 4.5 is just the abnormal condition in Carnot groups. We call the system of
equations
(4.15)
〈
λ⋆, (F1t )⋆,γ(t)
(
dγ(t) exp
)−1
ei
〉
= 0, i = 1, · · · , k,
the abnormal equations in Carnot groups. The map (F1t )⋆,γ(t) is complicated for Carnot
groups with high steps, though we already know by (4.12) that it is the identity on ♭\V1.
We give formulas of (F1t )⋆,γ(t)ei on Carnot groups up to 4 steps. Let γ = (γ1, · · · , γr). From
(4.6) and (4.9) we have
Fτt (γ(t)) =
r−1∑
j=0
∫ τ
t
(−1) j B jj!
(
adF τ˜t (γ(t))
) j
γ˙1(˜τ)dτ˜ + γ(t).
Setting (Fτt )⋆,γ(t)(ei) =: F τi (t) = F τi,1(t)+ · · ·+F τi,r(t), (F τi, j = π j(Fi) ∈ V j, j = 1, · · · , r) we
obtain thus for t ≤ τ ≤ 1
F
τ
i =
r−1∑
j=1
∫ τ
t
(−1) jB j
j!

j terms︷                                                                       ︸︸                                                                       ︷
[F τ˜i , [γ, · · · , [γ, γ˙1] · · · ]] + · · · + [γ, [γ, · · · , [F τ˜i , γ˙1] · · · ]]
 dτ˜ + ei
and thus
(4.16)
F
τ
i,1(t) = ei,
F
τ
i,2(t) = −B1
∫ τ
t
[F τ˜i,1, γ˙1]dτ˜ =
1
2
[ei, γ1(τ) − γ1(t)],
F
τ
i,3(t) = −B1
∫ τ
t
[F τ˜i,2, γ˙1]dτ˜ +
B2
2
∫ τ
t
[F τ˜i,1, [γ1, γ˙1]] + [γ1, [F τ˜i,1, γ˙1]]dτ˜
=
1
6
∫ τ
t
[ei, [γ1, γ˙1]] + [[ei, γ1], γ˙1]dτ˜ −
1
4
[[ei, γ1(t)], γ1(τ) − γ1(t)],
F
τ
i,4(t) = −B1
∫ τ
t
[F τ˜i,3, γ˙1]dτ˜ +
B2
2
∫ τ
t
[F τ˜i,1, [γ2, γ˙1]] + [γ1, [F τ˜i,2, γ˙1]]
+ [F τ˜i,2, [γ1, γ˙1]] + [γ2, [F τ˜i,1, γ˙1]]dτ˜.
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(2) The derivation of the Goh condition (4.7) in Theorem 4.5 is based on the graded struc-
tures of Carnot groups. Similar computations can be carried on general nilpotent groups
but the final formula may be more complicated than (4.7) in Theorem 4.5.
(3) By the same computation from (4.3) we can obtain
(4.17)
〈
λ⋆,
(
dγ(t) exp
)−1 [
γ˙1(t),
[
ei, e j
]]〉
= 0, a.e. t ∈ [0, 1], i, j = 1, · · · , k.
Note that if G is of rank 2, then abnormal curves (not necessarily minimizing) satisfies the
Goh condition 4.7 and 4.17, see Remark 4.4.
(4) Let G be a Carnot group of step 3, with Lie algebra ♭ = V1⊕V2 ⊕V3 satisfying (3.1).
Then the Goh condition (4.7) is just (see [38])
(4.18)
 λ
2 = 0
λ3
[
γ1(t), [a, b]
]
= 0, ∀a, b ∈ V1,∀t ∈ [0, 1] ,
where λ⋆ = (λ1, λ2, λ3) ∈ ♭\{0}, λi ∈ (V i)⋆, i = 1, 2, 3. In fact, first letting t = 0 in (4.7) we
get λ2 = 0. Combing (4.6) with (4.7), the desired statement follows from < λ⋆, [ei, e j] +
1
2[γ1(t), [ei, e j]] >= 0, i, j = 1, · · · , k.
5. A reduction argument in subriemannian structures of step 3
Liu-Sussmann [28] had given important results on abnormal geodesics of rank 2 distribu-
tions. Assume ∆ is a rank 2 distribution. Then −→h∆∩T (∆2)⊥ is a line bundle on (∆2)⊥\(∆3)⊥,
because −→h∆(Φ) is transverse to TΦ(∆2)⊥ in TΦ∆⊥ whenever Φ ∈ (∆2)⊥\(∆3)⊥. If the Hamil-
tonian lift Υ = (γ, λ) of an abnormal curve γ is regular (parameterized proportionally to
arclength), i.e., Υ ∈ (∆2)⊥\(∆3)⊥ is an integral curve of the line bundle, then γ is locally
optimal ([28, Theorem 5], see also [13, 2]). We claim the converse is also true for rank 2
distributions of step 3. For our purposes we first need the following slightly generalized
fact, whose proof is essentially contained in [2, Chapter 10].
Definition 5.1. An abnormal curve γ in a subriemannian manifold (M,∆, gsr) is called a
nice abnormal curve if its Hamiltonian lift Υ = (γ, λ) is a Lipschitz curve in (∆2)⊥\(∆3)⊥.
Lemma 5.2. Let (M,∆, gsr) be a subriemannian manifold of step r. We assume ∆ can be
spanned by a system of orthonormal vector fields {X1, X2, T1, · · · , Tm} satisfying
(5.1) [Ti,∆s] ⊂ ∆s for i = 1, · · · ,m and s = 1, · · · , r.
If a nice abnormal curve (parameterized proportionally to arclength) γ : [0, 1] → M
satisfies the generalized Legendre condition
〈λ(t), [[γ˙(t), Xi(γ(t))], Xi(γ(t))]〉 ≥ 0, for a.e. t ∈ [0, 1], i = 1, 2,
and
(5.2) γ˙(t) = u1(t)X1(γ(t)) + u2(t)X2(γ(t)), a.e. t ∈ [0, 1].
Then its Hamiltonian lift Υ = (γ, λ) is an integral curve of a smooth vector field on
(∆2)⊥\(∆3)⊥. In particular, if γ is a nice abnormal minimizer (parameterized proportionally
to arclength) satisfying (5.2), it is smooth.
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Proof. First the condition (5.1) implies ∆2 = span{X, [X1, X2]} and ∆3 = span{X, [X1, X2],
[X1, [X1, X2]], [X2, [X1, X2]]]}. From the assumptions on γ, the Hamiltonian lift Υ = (γ, λ)
is a Lipschitz curve in (∆2)⊥\(∆3)⊥ with
˙Υ(t) = u1(t)Xc1(Υ(t)) + u2(t)Xc2(Υ(t)) a.e. t ∈ [0, 1].
By Lemma 2.3
u1(t)h112(Υ(t)) + u2(t)h212(Υ(t)) = 0 a.e. t ∈ [0, 1],
where h212 = h[X2,[X1,X2]], h112 = h[X1,[X1,X2]]. BecauseΥ < (∆3)⊥, (h112(Υ(t)))2+(h212(Υ(t)))2 ,
0,∀t ∈ [0, 1]. Since (u1(t))2 + (u2(t))2 = C > 0 a.e. t ∈ [0, 1], we get
(u1(t))2 = C (h212(Υ(t)))
2
(h112(Υ(t)))2 + (h212(Υ(t)))2
and
(u2(t))2 = C (h112(Υ(t)))
2
(h112(Υ(t)))2 + (h212(Υ(t)))2
.
So it follows a.e. t ∈ [0, 1],
(5.3) u1(t) =
√
Ch212(Υ(t))√
(h112(Υ(t)))2 + (h212(Υ(t)))2
, u2(t) = −
√
Ch112(Υ(t))√
(h112(Υ(t)))2 + (h212(Υ(t)))2
or
(5.4) u1(t) = −
√
Ch212(Υ(t))√
(h112(Υ(t)))2 + (h212(Υ(t)))2
, u2(t) =
√
Ch112(Υ(t))√
(h112(Υ(t)))2 + (h212(Υ(t)))2
.
Assume there exists a subset A of [0, 1] such that u1(t), u2(t) are valued as in (5.3) a.e
t ∈ A while valued as in (5.4) for a.e. t ∈ [0, 1]\A. For our case the generalized Legendre
condition reads
0 ≤ 〈λ(t), [[γ˙(t), X1(γ(t))] , X1(γ(t))]〉 = u2(t)h112(Υ(t)) a.e. t ∈ [0, 1],
and
0 ≤ 〈λ(t), [[γ˙(t), X2(γ(t))] , X2(γ(t))]〉 = −u1(t)h212(Υ(t)) a.e. t ∈ [0, 1],
which implies that
(h112(Υ(t)))2 ≤ 0 and (h212(Υ(t)))2 ≤ 0 a.e. t ∈ A.
Because (h112(Υ(t)))2 + (h212(Υ(t)))2 , 0,∀t ∈ [0, 1], A is a null subset. So u1(t), u2(t) are
valued as in (5.4) a.e. t ∈ [0, 1] and u1, u2 (or after a modification on a null set) are actually
Lipschitz continuous. Thus
˙Υ(t) = −V(Υ(t)), ∀t ∈ [0, 1]
where
V(Φ) =
√
C
(
h212(Φ)Xc1(Φ) − h112(Φ)Xc2(Φ)
)
√
(h112(Φ))2 + (h212(Φ))2
is a smooth vector field on (∆2)⊥\(∆3)⊥ (a smooth submanifold of ∆⊥). 
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Remark 5.3. (1) The statement of Lemma 5.2 had been made in [28, Corollary 4] for rank
2 case. But Proposition 10 there did not consider the following cusp type singularities:
(5.5) ˙Υ(t) =
{ V(Υ(t)), t ∈ [0, t0],
−V(Υ(t)), t ∈ (t0, 1],
for t0 ∈ (0, 1). Such Υ is simple with a cusp at t0 and a priori one did not know its optimality
(of course, the cusp type singularities may be excluded by a blow up argument as in [27],
see Theorem 3.2).
(2) For the rank 2 of step 3 case, by Theorem 4.1 the Hamiltonian lift Υ = (γ, λ) of a
strictly abnormal minimizer γ is automatically not in (∆3)⊥, so in this case the optimality of
γ is a sufficient and necessary condition for the fact that its Hamiltonian lift Υ is an integral
curve of a smooth vector field.
Proposition 5.4. Let (M,∆, gsr) be a subriemannian manifold of step r, with ∆ locally
spanned by an orthonormal basis {X1, · · · , Xk, T1, · · · , Tm} where
(5.6) [Ti,∆s] ⊂ ∆s, for i = 1, · · · ,m, s = 1, · · · , r.
If a strictly abnormal minimizer γ (parameterized proportionally to arclength) is nice and
satisfies
(5.7) γ˙(t) =
k∑
j=1
u j(t)X j(γ(t)) a. e. t ∈ [0, 1],
then the Hamiltonian lift Υ = (γ, λ) of γ satisfies the following properties: for any t0 ∈
[0, 1], there exists an interval I0 ⊂ [0, 1] containing t0, such that Υ|I0 is also a length mini-
mizer in a subriemannian manifold (M0, ∆˜, g˜sr) ⊂ (T⋆M,∆c, g⋆sr), where M0 is an immersed
submanifold of T⋆M, ∆˜ = span{X˜1, · · · , X˜k−1, T˜1, · · · , T˜n˜}, X̂i’s are linear combination of
Xci ’s, satisfying [T˜ j,∆s] ⊂ ∆s, for j = 1, · · · , n˜, s = 1, · · · , r˜ and ΥI0 verifies
(5.8) ˙Υ(t) =
k−1∑
j=1
u˜ j(t)X˜ j(γ(t)) a. e. t ∈ I0.
Proof. Let γ be a nice, strictly abnormal minimizer on (M,∆, gsr) satisfying (5.7). By the
niceness condition and Theorem 4.1, the Hamiltonian lift Υ = (γ, λ) with
(5.9) ˙Υ(t) =
k∑
i=1
ui(t)Xci (Υ(t)), a.e. t ∈ [0, 1]
is a Lipschitz curve in (∆2)⊥\(∆3)⊥. By Proposition 2.9, Υ is also a length-minimizer
in (T⋆M,∆c, g⋆sr) where ∆c = span{Xc1, · · · , Xck , ¯T c1 , · · · , ¯T cM, T1, · · · , Tn}. Here {T1, · · · , Tn}
spans the vertical bundle of T⋆M, and g⋆sr is defined by declaring the basis orthonormal,
see Section 2. Note
(∆c)2 = ∆c + span
{
[Xci , Xcj], i, j = 1, · · · , k
}
and
(∆c)3 = (∆c)2 + span
{
[Xcs , [Xci , Xcj]], i, j, s = 1, · · · , k
}
,
since [Ti, T j] = 0, [Ti, Xcs] = f Ti, [ ¯T cj , Xcs] = [ ¯T j, Xs]c ∈ ∆c.
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Because Υ ∈ (∆2)⊥ we have (see Lemma 2.3)
(5.10)
k∑
s=1
us(t)h[Xs,[Xi,X j]](Υ(t)) = 0, a.e. t ∈ [0, 1], i, j = 1, · · · , k.
Let t0 ∈ [0, 1]. From Υ(t0) < (∆3)⊥, there exists s0, i0, j0 (without restriction, say s0 =
1, i0 = 1, j0 = 2) such that h[X1,[X1,X2]](Υ(t0)) , 0. By the continuity of Υ, we may assume
h[X1,[X1,X2]](Υ(t)) , 0 for any t ∈ I0 := [t0−ǫ0, t0+ǫ0] (for t0 = 0, 1, take I0 := [0, ǫ0], [1−ǫ0, 1]
respectively). ǫ0 > 0 is chosen so small that all frames involved are well defined in a
neighborhood O of Υ(Tt0 ) and h[X1,[X1,X2]](Φ) , 0, ∀Φ ∈ O . So from (5.10) we have
(5.11) u1(t) =
k∑
i=2
ui(t) hi12h112 (Υ(t)), a.e. t ∈ I0
where we set hi12 = h[Xi,[X1,X2]], i = 1, · · · , k. Putting (5.11) into (5.9), we obtain
˙Υ(t) =
k∑
i=2
ui(t)
(
hi12
h112
Xc1 + X
c
i
)
(Υ(t)), a.e. t ∈ I0.
Note that
{
hi12
h112 X
c
1 + X
c
i
}k
i=2
is linearly independent in O . By a process of Gram-Schmidt
orthonormalization, the last formula can be written as
(5.12) ˙Υ(t) =
k∑
i=2
u˜i(t)X˜i(Υ(t)), a.e. t ∈ I0,
where X˜i(i = 2 · · · , k) (defined in O) is expressed as a linear combination of Xc1, · · · , Xck .
Set ∆˜ = span{X˜2, · · · , X˜k, ¯T c1 , · · · , ¯T cm, T1, · · · , Tn}. By the orbit theorem of Stefan and Suss-
mann [35, 37], there is an orbit M0 of ∆˜|O through ΥI0 . We still denote by ∆˜ the restriction
on M0 of ∆˜. Define g˜sr by declaring {X˜2, · · · , X˜k, ¯T c1 , · · · , ¯T cm, T1, · · · , Tn} an orthonormal
basis of ∆˜. Then (M0, ∆˜, g˜sr) is a subriemannian manifold satisfying (5.6). It is clear thatΥI0
is a length minimizer of (M0, ∆˜, g˜sr), because (M0, ∆˜, g˜sr) is a sub-system of (T⋆M,∆c, gsr)
(noting that g˜sr is just the restriction to ∆˜ of gsr). 
The reduction process in Proposition 5.4 could be continued if the curve ΥI0 is still nice
in (M0, ∆˜, g˜sr) (of course, if ΥI0 is normal in the new subriemannian manifold, we are done).
But in general the resulted distribution ∆˜ is complicated: we even have no information on
its growth vector. In the above proof we easily see that the restriction on M0 of λ⋆ = π⋆λ
may annihilate ∆˜3 at Υ(t0) (λ⋆ certainly vanishes on ∆˜2 by Theorem 4.3). That is, the
restriction on M0 of λ⋆ may not be the Hamiltonian lift of ΥI0 when ΥI0 is an abnormal
minimizer in (M0, ∆˜, g˜sr). In the rest of this section we concentrate on a special class of
subriemannian manifolds.
Definition 5.5. We call a subriemannian manifold (M,∆, gsr) of step r is nilpotent, if there
exists a local basis (not necessarily orthonormal) {X1, · · · , Xk} of ∆ such that all r + 1 step
commutators of Xi’s are vanishing. We call {X1, · · · , Xk} is a nilpotent basis of ∆.
Theorem 5.6. Let (M,∆, gsr) be a nilpotent subriemannian manifold of step 3. Then any
strictly abnormal minimizer is smooth.
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Proof. First from the proof (see e.g. [25, 34]) of the lifting Lemma 3.4, the lifted vector
fields X˜i’s in (3.5) is also nilpotent of step 3 if Xi’s is nilpotent of step 3. So by Lemma 3.4,
we may assume {X1, · · · , Xk} is a nilpotent basis free up to step 3. Let
A = {X1, · · · , Xk, Xk+1, · · · , Xn2 , Xn2+1, · · · , Xn}
be an adapted frame such that {X1, · · · , Xk, Xk+1, · · · , Xn2} spans ∆2. Note that for some fixed
Y ∈ {Xk+1, · · · , Xn2}, we may further assume for i = 1, · · · , k, [Xi, Y] ∈ {Xn2+1, · · · , Xn}. Let
B = {ω1, · · · , ωn} be the dual coframe of A and T be the adapted basis for the vertical
bundle V (T⋆M), see Definition 2.1.
Let γ be a strictly abnormal minimizer on (M,∆, gsr) satisfying
γ˙(t) =
k∑
j=1
u j(t)X j(γ(t)) a. e. t ∈ [0, 1].
By Theorem 4.1, the Hamiltonian lift Υ = (γ, λ) with
(5.13) ˙Υ(t) =
k∑
i=1
ui(t)Xci (Υ(t)), a.e. t ∈ [0, 1]
is a Lipschitz curve in (∆2)⊥\(∆3)⊥. By Proposition 2.9, Υ is also a length-minimizer
in (T⋆M,∆c, g⋆sr) where ∆c = span{Xc1, · · · , Xck , T1, · · · , Tn}. Here {T1, · · · , Tn} spans the
vertical bundle of T⋆M, and g⋆sr is defined by g⋆sr(Xci , Xcj) = gsr(Xi, X j), g⋆sr(Ts, Tv) = δvs for
i, j = 1, · · · , k, s, v = 1, · · · , n, see Section 2. Note that
(∆c)2 = ∆c + span
{
[Xci , Xcj], i, j = 1, · · · , k
}
and
(∆c)3 = (∆c)2 + span
{
[Xcs , [Xci , Xcj]], i, j, s = 1, · · · , k
}
,
since [Ti, T j] = 0, [Xc, Ti] = (LXωi)v,∀X ∈ X (M).
Because Υ ∈ (∆2)⊥ we have (see Lemma 2.3)
(5.14)
k∑
s=1
us(t)h[Xs,[Xi,X j]](Υ(t)) = 0, a.e. t ∈ [0, 1], i, j = 1, · · · , k.
Let t0 ∈ [0, 1]. From Υ(t0) < (∆3)⊥, there exists s0, i0, j0 (without restriction, say s0 =
1, i0 = 1, j0 = 2) such that h[X1,[X1,X2]](Υ(t0)) , 0. By the continuity of Υ, we may assume
h[X1,[X1,X2]](Υ(t)) , 0 for any t ∈ I0 := [t0−ǫ0, t0+ǫ0] (for t0 = 0, 1, take I0 := [0, ǫ0], [1−ǫ0, 1]
respectively). ǫ0 > 0 is chosen so small that all frames involved are well defined in a
neighborhood O of Υ(Tt0 ) and h[X1,[X1,X2]](Φ) , 0, ∀Φ ∈ O . So from (5.14) we have
(5.15) u1(t) =
k∑
i=2
ui(t) hi12h112 (Υ(t)), a.e. t ∈ I0
where we set hi12 = h[Xi,[X1,X2]], i = 1, · · · , k. Putting (5.15) into (5.13), we obtain
(5.16) ˙Υ(t) =
k∑
i=2
u˜i(t)X˜i(Υ(t)), a.e. t ∈ I0,
where X˜i = hi12Xc1 + h112Xci , u˜i(t) = u
i(t)
h112(Υ(t)) , i = 2 · · · , k. Note that {X˜2, · · · , X˜k} is linearly
independent in O and also free up to step 3. Set ∆˜ = span{X˜2, · · · , X˜k, T1, · · · , Tn2}. We may
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assume Xn2+i = [Xi, [X1, X2]], i = 1, · · · , k. Since B is the dual basis of A , hi12(x, λ) =<
λ, Xn2+i(x) >= ξn2+i(x) for λ =
∑n
i=1 ξiω
i(x) and thus
(5.17) Tshi12 ≡ 0, s = 1, · · · , n2, i = 1, · · · , k.
So we have for i = 2, · · · , k,
[Ts, X˜i] = [Ts, hi12Xc1 + h112Xci ] = hi12[Xc1, Ts] + h112[Xci , Ts].
From the nilpotency of Xi’s and Lemma 2.2 we have for i = 1, · · · , k, s = 1, · · · , n2,
(5.18) [Xci , Ts] =
n2∑
s˜=1
〈ωs, [Xs˜, Xi]〉 T s˜,
from which we obtain [Ts, X˜i] ∈ ∆˜ and for i, j = 1, · · · , k, s = 1, · · · , n2,
(5.19)
[Xcj , [Xci , Ts]] =
n2∑
s˜=1
〈ωs, [Xs˜, Xi]〉 [Xcj , T s˜]
=
n2∑
s˜,s′=1
〈ωs, [Xs˜, Xi]〉
〈
ωs˜, [Xs′ , X j]
〉
Ts′ ≡ 0.
Using (5.17)-(5.19) we get for s, s′ = 1, · · · , n2, i, j, v = 2, · · · , k,
[Ts′ , Ts] ≡ 0,
[X˜i, X˜ j] = [hi12Xc1 + h112Xci , h j12Xc1 + h112Xcj]
= h2112[Xci , Xcj] + hi12h112[Xc1, Xcj] − h112h j12[Xc1, Xci ],
[X˜ j, [Ts, X˜i]] =
[
h j12Xc1 + h112Xcj , hi12[Xc1, Ts] + h112[Xci , Ts]
]
≡ 0,
[Ts′ , [Ts, X˜i]] = 0,
[X˜v, [X˜i, X˜ j]] = hv12h2112[Xc1, [Xci , Xcj]] + hv12hi12h112[Xc1, [Xc1, Xcj]]
− hv12h112h j12[Xc1, [Xc1, Xci ]] + h3112[Xcv , [Xci , Xcj]]
+ hi12h2112[Xcv , [Xc1, Xcj]] − h2112h j12[Xcv , [Xc1, Xci ]],
where we also exploit the nilpotency of the system {X1, · · · , Xk}:
Xcj hi12 = Xcj h[Xi,[X1,X2]] = h[X j,[Xi,[X1,X2]]] = 0, i = 1, · · · , k and j = 2, · · · , k.
Thus all 4 step commutators of X˜i’s and Ts’s in ∆˜ are vanishing.
On the other hand, by the orbit theorem of Stefan and Sussmann [35, 37], there is an
orbit M0 of ∆˜|O through ΥI0 . We still denote by ∆˜ the restriction on M0 of ∆˜. Let g˜sr be the
restriction on ∆˜ of g⋆sr. Then (M0, ∆˜, g˜sr) is a nilpotent subriemannian manifold of step 3. It
is clear that ΥI0 is a length minimizer of (M0, ∆˜, g˜sr), because (M0, ∆˜, g˜sr) is a sub-system of
(T⋆M,∆c, gsr). If ΥI0 is a strictly abnormal geodesic in (M0, ∆˜, g˜sr), we continue the above
process. In each step, we can check that the new subriemannian manifold is of step 3 and
nilpotent. After at most k − 2 steps we will arrive at the rank 2 case. By Lemma 5.2, Υ is
smooth near t0. By the arbitrariness of t0, so γ is smooth. 
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6. Abnormal geodesics in some Carnot groups of rank 2
As pointed out in Section 3, the smoothness of abnormal geodesics in Carnot groups
will shed some light on the regularity of geodesics of general subriemannian manifolds
through a blow up argument (see Theorem 3.2). In this section we concentrate on Carnot
groups of rank 2 and get some results from the Goh condition. We proved in [38] that all
subriemannian geodesics in Carnor groups of step 3 are normal. In the rank 2 case, the Goh
condition is more convenient although it is essentially implied by the abnormal condition,
while the latter is actually an integral-differential condition (not an algebraic-differential
equation as stated in some references) if the step of the Carnot group is bigger than 2, see
Remark 4.6 and below.
First we need a lemma about horizontal lines through the origin.
Lemma 6.1. Let (G′,∆, gsr) be a rank k Carnot group of step r. Let γ̂ : [0, 1] → G′ be an
integral curve of a horizontal left-invariant vector field with γ̂(0) = 1. Then γ̂ is a normal
minimizer.
Proof. Let {X1, · · · , Xk} be horizontal left-invariant vector fields generating the Lie algebra
♭′ of G′. IdentifyingG′ with ♭′ = T1G′ by the exponential mapping. γ̂ satisfies for t ∈ [0, 1]
(6.1) ˙γ̂(t) =
k∑
i=1
ciXi(̂γ(t)),
where c1, · · · , ck are constants. By Lemma 3.1, γ̂ is regarded as a curve γ in ♭ which is
the horizontal lift of γ1(t) = ∑ki=1 citei, where {e1, · · · , ek} is the k-generators of ♭ satisfying
Xi(q) = (Lq)⋆,1ei, i = 1, · · · , k,∀q ∈ G′. Extend the system of {X1, · · · , Xk} ({e1, · · · , ek}) to
be a left-invariant basis {X1, · · · , Xn} (a basis {e1, · · · , en}) of TG′ (of ♭′), and also extend
gsr to be a metric g on G by declaring {X1, · · · , Xn} orthonormal. So ♭′ = Rn under this
basis and G′ = Rn with a group product where Xi can be written as Xi =
∑n
i=1 X
j
i
∂
∂x j where
X ji are homogenous polynomials. Then the projection P : Rn ∋ (x1, · · · , xk, · · · , xn) →
(x1, · · · , xk) ∈ Rk satisfying P(γ¯) = γ¯1 (γ¯ is the horizontal lift of γ¯1 with γ¯(0) = 0) is
a Riemannian submersion from (Rn, g) to (Rk, < ·, · >), where < ·, · > is the standard
Euclidean metric. Since γ1(t) = (tc1, · · · , tck) is shortest in (Rk, < ·, · >), γ̂ (just γ1 itself
seen in Rn) is shortest in (Rn, g) and thus also is a minimizer in (Rn,∆, gsr).
Since γ̂ is shortest in (Rn, g), there exists a Hamiltonian lift (x, λ) such that
(6.2)

x˙ =
∂Hr
∂λ
=
n∑
i=1
〈λ, Xi(x)〉 Xi(x)
˙λ = −∂Hr
∂x
= −
n∑
i=1
〈λ, Xi(x)〉 〈λ, DxXi(x)〉
,
where Hr(x, λ) = 12
∑n
i=1 〈λ, Xi(x)〉2 is the Riemannian Hamiltonian of (Rn, g). Note that in
(6.2), 〈λ, Xi(x)〉 = 0 for i = k + 1, · · · , n and 〈λ, Xi(x)〉 = ci for i = 1, · · · , k, by (6.1). So
(x, λ) actually satisfies the subriemannian Hamiltonian equation, recalling the subrieman-
nian Hamiltonian of (Rn,∆, gsr) is Hr(x, λ) = 12
∑k
i=1 〈λ, Xi(x)〉2, see Remark 2.6. 
6.1. The case of step 4. By Lemma 3.4, the study of abnormal geodesics in any rank k
Carnot group of step r can be reduced to the study in a free Carnot group with bi-dimension
(k, r). So in this subsection let G be a free Carnot group with bi-dimension (2, 4). Let ♭ be
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its Lie algebra, ♭ = V1⊕V2⊕V3⊕V4 where V1 = span{e1, e2},V2 = span{ς = [e1, e2]},V3 =
span{[e1, ς], [e2, ς]} and V4 = span{[e1, [e1, ς]], [e2, [e2, ς]], [e1, [e2, ς]]}. We already knew
that a horizontal curve γ̂ in G can be regarded as a curve γ = γ1 + γ2 + γ3 + γ4 ∈ ♭ which is
determined by the first layer γ1 via the equation (4.9).
Theorem 6.2. If γ : [0, 1] → ♭ is an abnormal minimizer (parameterized proportionally to
arclength) in G with γ(0) = 0, then γ must be a line in V1 or its interval through the origin.
So G admits no strictly abnormal minimizers.
Proof. Since γ is an abnormal curve inGwhich is of rank 2, from Theorem 4.5 and Remark
4.6 there exists nonzero λ⋆ = λ1 + λ2 + λ3 + λ4 with λi ∈ (V i)⋆, i = 1, 2, 3, 4, such that γ
satisfies the Goh condition (4.7): for any t ∈ [0, 1]
(6.3)
0 =
〈
λ⋆,
(
dγ(t) exp
)−1
ς
〉
=
〈
λ⋆,
{
Id + 1
2
ad(γ(t)) + 1
12
(adγ(t))2
}
ς
〉
=
〈
λ⋆, ς +
1
2
[γ(t), ς] + 1
12
[γ(t), [γ(t), ς]]
〉
=
〈
λ⋆, ς +
1
2
[γ1(t) + γ2(t), ς] + 1
12
[γ1(t), [γ1(t), ς]]
〉
=
〈
λ⋆, ς +
1
2
[γ1(t), ς] + 1
12
[γ1(t), [γ1(t), ς]]
〉
,
where we used the facts that ♭ is nilpotent up to step 4 and dim(V2) = 1 (thus [ς1, ς2] = 0
for any ς1, ς2 ∈ V2). In (6.3) let t = 0, we get λ2 = 0 and thus (6.3) becomes
(6.4)
〈
λ3 + λ4,
1
2
[γ1(t), ς] + 1
12
[γ1(t), [γ1(t), ς]]
〉
= 0,∀t ∈ [0, 1].
Note that γ also satisfies (4.17) (see Remark 4.6): for a.e. t ∈ [0, 1]
(6.5)
0 =
〈
λ⋆,
(
dγ(t) exp
)−1 [
γ˙1(t), ς
]〉
=
〈
λ⋆,
(
Id + 1
2
ad(γ(t))
) [
γ˙1(t), ς
]〉
=
〈
λ⋆,
[
γ˙1(t), ς
]
+
1
2
[
γ(t),
[
γ˙1(t), ς
]]〉
=
〈
λ3 + λ4,
[
γ˙1(t), ς
]
+
1
2
[
γ1(t),
[
γ˙1(t), ς
]]〉
.
From the Jacobi identity we have a.e. t ∈ [0, 1]
(6.6)
d
dt
[
γ1(t), [γ1(t), ς]
]
=
[
γ˙1(t), [γ1(t), ς]
]
+
[
γ1(t), [γ˙1(t), ς]
]
=
[
[γ˙1(t), γ1(t)], ς
]
+ 2
[
γ1(t), [γ˙1(t), ς]
]
= 2
[
γ1(t), [γ˙1(t), ς]
]
.
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Combing (6.5) and (6.6), it follows (γ1(0) = 0)〈
λ3 + λ4, [γ1(t), ς] + 14[γ
1(t), [γ1(t), ς]]
〉
= 0,∀t ∈ [0, 1],
which together with (6.4) implies that
(6.7)
〈
λ3, [γ1(t), ς]
〉
= 0,∀t ∈ [0, 1]
and
(6.8)
〈
λ4, [γ1(t), [γ1(t), ς]]
〉
= 0,∀t ∈ [0, 1].
(♠) If λ3 , 0, the condition (6.7) can be written as
< λ3, [e1, ς] > x1(t)+ < λ3, [e2, ς] > x2(t) = 0,∀t ∈ [0, 1],
where γ1 = x1e1 + x2e2. Thus x2(t) = c1x1(t),∀t ∈ [0, 1] or x1(t) = c2x2(t),∀t ∈ [0, 1] for
some constants c1, c2. Because we assume γ is parameterized proportionally to arclength,
we get that γ1 and thus γ are an interval of a line in V1 through the origin.
(♠♠) If λ3 = 0, then λ4 , 0. Otherwise we also have λ1 = 0 and thus λ⋆ = 0 (a
contradiction). In fact, if λ4 = 0, from (4.15) and (4.16) we have for ei, i = 1, 2
0 =
〈
λ⋆, (F1t )⋆,γ(t)
(
dγ(t) exp
)−1
ei
〉
=
〈
λ⋆, (F1t )⋆,γ(t)ei +
(
dγ(t) exp
)−1
ei − ei
〉
=
〈
λ⋆,F 1i,1 +F
1
i,2 +F
1
i,3 +F
1
i,4 +
(
dγ(t) exp
)−1
ei − ei
〉
= 〈λ1, ei〉 +
〈
λ2 + λ3 + λ4,F
1
i,2 +F
1
i,3 +F
1
i,4 +
(
dγ(t) exp
)−1
ei − ei
〉
= 〈λ1, ei〉 ,
where we used the facts that (F1t )⋆,γ(t) is the identity on ♭\V1 and
(
dγ(t) exp
)−1
ei − ei < V1.
Thus λ4 , 0 and the condition (6.8) can be written as
(6.9) a(x1)2(t) + 2bx1(t)x2(t) + c(x2)2(t) = 0,∀t ∈ [0, 1],
where a =< λ4, [e1, [e1, ς]] >, b =< λ4, [e1, [e2, ς]] >, c =< λ4, [e2, [e2, ς]] >. Without
restriction we assume a > 0, then (6.9) has no solutions if b2 < ac, or
x1(t) = −b ±
√
b2 − ac
a
x2(t),
if b2 − ac ≥ 0. For the latter case, γ as a length minimizer (parameterized proportionally to
arclength) must be an interval of a line in V1 through the origin, because γ has no corner
type singularities, see [27, P. 581] or Corollary 6.4.
Our statement follows from Lemma 6.1. 
Theorem 6.2 implies that each rank 2 Carnot group of step 4 has no strictly abnormal
minimizers by Lemma 3.4 and Lemma 6.1. Our result contradicts with the statement in
Gole´-Karidi [21] where they claimed a strictly abnormal minimizer in a rank 2 Carnot
group of step 4. We clarify here that the curve they found is not an abnormal extremal.
They used a wrong system of abnormal equations (they exploited another equivalent char-
acterization for abnormal extremals, see Remark 2.10). Instead of directly checking that
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the curve does not satisfy the abnormal equation (4.15), we point out that the error appear-
ing in the derivation of abnormal equations there is at line 7 of Page 539. In the setting of
moving frames for T⋆G, the derivative of a curve in T⋆G is not componentwise in general.
To be more precise, given a system of left-invariant vector fields {X1, · · · , Xk, · · · , Xn} of
a Carnot group G such that {X1, · · · , Xk} is the k−generators of its Lie algebra. We use the
same notations as in Definition 2.1 to denote the dual coframe {ω1, · · · , ωn} of T⋆M. The
identification ofGwith its Lie algebra ♭ = T1G gives a natural coordinate system x1, · · · , xn
in G:
G ∋ x ←→ (x1, · · · , xn) ⇐⇒ x = exp(x1e1 + · · · + xnen).
Assume G is of step r and {X1, · · · , Xn1 , Xni−1+1, · · · , Xni} is a basis for ∆i, i = 1, · · · , r. Then
under the natural coordinate system
Xni+ j =
n∑
s=1
Xsni+ j
∂
∂xs
, i = 1, · · · , r, j = 1, · · · , ni+1 − ni,
where Xs
ni+ j = 0, for s = 1, · · · , ni + j − 1, X
ni+ j
ni+ j = 1 and X
s
ni+ j for s = ni + j + 1, · · · , n
is a (ωs − i)-homogenous polynomial. That is, (Xs′s ) is an upper triangular matrix (rows
indexed by s and columns by s′) with diagonal terms equivalent to 1. For λ = ∑ns=1 λsdxs =∑
s=1 ξsω
s
, the natural coordinate (λ1, · · · , λn) and the adapted coordinate (ξ1, · · · , ξn) are
related by ξs =
∑n
s′=1 Xs
′
s λs′ and thus ∂∂ξs =
∑n
s′=1 Bss′
∂
∂λs′
, s = 1, · · · , n, B = (Bss′) is the
inverse of the matrix (Xs′s ), that is,
∑n
j=1 B
j
i X
s
j =
∑n
j=1 BijX
j
s = δ
s
i for i, s = 1, · · · , n. So
B is also an upper triangular matrix with 1 as diagonal terms (other nonzero terms are
homogenous polynomials). Now given an abnormal extremal Φ = (γ, λ) in T⋆G, denoted
by (x(t), λ(t)) and (x(t), ξ(t)) in the above two coordinate systems. The abnormalness of Φ
implies ξ1(t) = · · · = ξk(t) = 0,∀t. In the natural coordinate system the derivative of λ is
componentwise, that is, for a.e. t
˙λ(t) =
n∑
s=1
˙λs(t) ∂
∂λs
=
n∑
s=1
d
dt
 n∑
v=1
Bvs(x(t))ξv(t)
 n∑
s′=1
Xss′(x(t))
∂
∂ξs′
=
n∑
v=k+1
n∑
s′=1
n∑
s=1
Bvs(x(t))Xss′(x(t))˙ξv(t)
∂
∂ξs′
+
n∑
v=k+1
n∑
s,s′=1
d
dt
(
Bvs(x(t))
)
Xss′(x(t))ξv(t)
∂
∂ξs′
=
n∑
v=k+1
˙ξv(t) ∂
∂ξv
−
n∑
s′=1
n∑
v=k+1
v∑
s=s′+1
Bvs(x(t))
d
dt
(
Xss′(x(t))
)
ξv(t) ∂
∂ξs′
,
from which we see that if the step r of G is bigger than 2, then the second term in the last
formula is not vanishing in general. In fact, for example if n1 < s′ < n2, then the coefficient
before ∂
∂ξs′
−
n∑
v=n2
v∑
s=n2
Bvs(x(t))
d
dt
(
Xss′(x(t))
)
ξv(t)
is typically non-vanishing, because both Bvs and Xss′ are at least 1-homogenous polynomials
of x(t).
6.2. A note on corner-type singularities. In this subsection, we study the optimality of
the curve of (3.4) when it has a corner. Leonardi-Monti [27] using a shortening technique
(such technique also appeared in [28, Appendix E]) proved that the curve is not minimizing
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under some conditions. We will use the system of abnormal equations (4.15) to get non-
optimality in some cases.
Assume t = 0 is a corner of the curve, that is, û+,−û− are linearly independent. By a
left-translation and re-parameterization, we change the curve γ̂ to γ which is the horizontal
lift of γ1:
(6.10) γ1(t) =

te2, t ∈ [0,
1
2
]
(t − 1
2
)e1 + 12e2, t ∈ (
1
2
, 1]
,
where e1, e2 are two linearly independent directions in V1. Thus γ lies in the subalgebra ♭
generated by {e1, e2}. If γ̂ is length-minimizing, then γ is also minimizing in the subgroup
exp ♭. By Lemma 3.4, without restriction we study the optimality of γ in a free Carnot
group with bi-dimension (2, r).
Theorem 6.3. Let (G,∆, gsr) be a free Carnot group with bi-dimension (2, r). The horizon-
tal lift γ of γ1 is a regular curve if and only if r ≤ 6.
Proof. Let ♭ = V1 ⊕ · · · ⊕ V7 be a free Carnot algebra with bi-dimension (2, 7). We want
to prove that if the horizontal lift γ = (γ1, · · · , γ7) of γ1 satisfies the system of abnormal
equations of (4.15) for λ⋆ = ⊕7i=1λi ∈ ♭⋆ with λi ∈ (V i)⋆, then λ1 = · · · = λ6 = 0, but λ7
may be nonzero. To this end, we need compute
Pi(t) = (F1t )⋆,γ(t)
(
dγ(t) exp
)−1
ei = F
τ
i (t) +
(
dγ(t) exp
)−1
ei − ei, i = 1, 2.
To simplify the notation, set
e1,1 = e1, e1,2 = e2, e2,1 = [e1, e2], e3,1 = [e1, e2,1], e3,2 = [e2, e2,1],
e4,1 = [e1, e3,1], e4,2 = [e2, e3,1], e4,3 = [e2, e3,2],
e5,1 = [e1, e4,1], e5,2 = [e2,1, e3,1, e5,3 = [e2,1, e3,2], e5,4 = [e2, e4,1],
e5,5 = [e2, e4,2], e5,6 = [e2, e4,3], e6,1 = [e1, e5,1], e6,2 = [e2, e5,1],
e6,3 = [e2, e5,4], e6,4 = [e2, e5,5], e6,5 = [e2, e5,6], e6,6 = [e3,1, e3,2],
e6,7 = [e2,1, e4,1], e6,8 = [e2,1, e4,2], e6,9 = [e2,1, e4,3],
e7,1 = [e1, e6,1], e7,2 = [e3,1, e4,1], e7,3 = [e3,1, e4,2],
e7,4 = [e3,1, e4,3], e7,5 = [e2, e6,1], e7,6 = [e2, e6,2],
e7,7 = [e2, e6,3], e7,8 = [e2, e6,4], e7,9 = [e2, e6,5],
e7,10 = [e2,1, e5,2], e7,11 = [e2,1, e5,3], e7,12 = [e2,1, e5,1],
e7,13 = [e2,1, e5,4], e7,14 = [e2,1, e5,5], e7,15 = [e2,1, e5,6],
e7,16 = [e3,2, e4,1], e7,17 = [e3,2, e4,2], e7,18 = [e3,2, e4,3].
That is, {es, j, s = 1, · · · , 7, j = 1, · · · , dim V s} is a Hall basis of ♭.
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First for any t ∈ [0, 12], γ2(t) = · · · = γ6(t) = 0. For t ∈ [12 , 1], by (4.11) we have
γ1(t) = (t − 1
2
)e1 + 12e2
γ2(t) = −1
4
(t − 1
2
)e2,1
γ3(t) = 1
24
(t − 1
2
)2e3,1 − 148(t −
1
2
)e3,2
γ4(t) = 196(t −
1
2
)2e4,2
γ5(t) = −1/2304(t − 1
2
)e5,6 − 1/2304(t − 12)
2e5,3 − 1/576(t − 12)
4e5,1
− 1/2304(t − 1
2
)2e5,5 − 1/864(t − 12)
3e5,4 − 1/864(t − 12)
3e5,2,
γ6(t) = −1/7680(t − 1/2)e6,5 + 1/11520(t − 1/2)2e6,9 − 13/46080(t − 1/2)2e6,4
+ 1/6912(t − 1/2)3e6,6 − 7/23040(t − 1/2)4e6,2 − 7/34560(t − 1/2)3e6,3
− 1/3200(t − 1/2)5e6,1 + 37/69120(t − 1/2)4e6,7
+ 1/4320(t − 1/2)3e6,8.
Let Psi (t) := πs(Pi(t)), s = 1, · · · , 6, i = 1, 2. Let Using (4.6) and (4.16) we get for t ∈
[1/2, 1]
P11(t) = e1,1,(6.11)
P21(t) = −1/4e2,1,(6.12)
P31(t) = (1/12 − 1/24t)e3,1 − 1/48e3,2,(6.13)
P41(t) = (1/96 − 1/96t)e4,1 + (1/48t − 1/96)e4,2(6.14)
P51(t) = (1/1920 − 1/1152t2)e5,4 + 1/2280(−10t3 − 7t + 15t2 + 1)e5,1(6.15)
+ (−1/576 + 1/192t − 5/1152t2)e5,2 + (−1/11520 + 1/1440t)e5,5
+ (7/11520 − 1/960t)e5,3 + 1/11520e5,6,
P61(t) = (−11/138240 − 7/34560t3 + 7/23040t2 − 1/23040t)e6,2(6.16)
+ (−17/92160 − 1/1152t3 + 1/2880t2 + 1/4608t + 1/1920t4)e6,1
+ (−1/11520t2 + 1/11520t − 1/23040)e6,8
+ (−7/138240 + 41/34560t3 + 13/23040t − 1/640t2)e6,7
+ 1/2304(t − 1/2)2e6,6 + 1/23040(−t2 + t − 1/2)e6,3
+ (−1/11520t + 1/23040)e6,9 + (−1/23040t + 1/46080)e6,4,
P71(t) = (1/276480t2 − 1/552960)e7,4(6.17)
+ (1/69120t2 + 13/1105920 − 7/276480t)e7,14
+ (1/138240t2 + 1/221184 − 1/92160t)e7,11
+ (−13/1658880 − 1/138240t3 − 1/138240t2 + 1/46080t)e7,10
+ (−1/69120 − 1/6912t4 + 1/3456t3 − 1/4608t2 + 11/138240t)e7,2
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+ (7/829440 − 59/414720t3 + 59/276480t2 − 13/138240t)e7,3
+ (−13/829440 + 23/414720t3 − 23/276480t2 + 7/138240t)e7,16
+ (−7/552960 − 1/23040t2 + 1/23040t)e7,17
+ 1/3317760(103 + 56t4 − 160t3 + 204t2 − 200t)e7,12
+ (23/1658880 − 1/46080t3 + 1/23040t2 − 1/27648t)e7,13
+ (−23/1935360t + 11/3870720)e7,15 + (−1/430080 + 1/276480t2)e7,7
+ (601/29030400 − 7/23040t2 − 59/69120t4 + 83/103680t3
+ 59/172800t5 + 1/184320t)e7,1 + (1/645120t − 13/3870720)e7,18
+ 1/23224320(−173 + 1736t4 − 3136t3 + 1764t2 − 56t)e7,5
+ (−1/430080 + 1/138240t + 1/138240t3 − 1/92160t2)e7,6
+ (−1/1935360t − 1/430080)e7,8 − 1/1935360e7,9
and
P12(t) = e1,2,(6.18)
P22(t) = (−3/4 + t)e2,1,(6.19)
P32(t) = 1/48(7 − 18t + 12t2)e3,1 + (−1/6 + 1/4t)e3,2,(6.20)
P42(t) = 1/48(−1 + 4t + 2t3 − 5t2)e4,1 + 1/96(3 − 5t + 2t2)e4,2 + 1/96(2t − 1)e4,3,(6.21)
P52(t) = (17/576t2 + 1/144t4 − 7/288t3 + 29/11520 − 17/1152t)e5,1(6.22)
+ 1/2880e5,6 + (−73/34560 + 5/1728t3 − 1/128t2 + 1/144t)e5,4
+ (−1/5760 + 7/1152t − 1/128t2)e5,5 + (7/6912 − 19/1728t3 − 1/96t
+ 23/1152t2)e5,2 + (−1/384 + 7/1152t − 5/1152t2)e5,3,
P62(t) = (1/768t3 − 1/512t2 + 1/1536t + 1/9216)e6,6(6.23)
+ (107/34560t − 167/23040t2 − 1/2880 + 73/11520t3 − 31/17280t4)e6,7
+ (−1/17280t3 + 11/11520t2 − 7/4608t + 23/34560)e6,8
+ (−1/10240 + 1/7680t2 − 1/23040t)e6,9 + (1/5760t − 1/11520)e6,5
+ (1/480t − 71/11520t2 − 1/3840 + 49/5760t3 − 1/180t4 + 1/720t5)e6,1
+ (91/276480 + 13/8640t4 − 131/69120t + 23/5760t2 − 67/17280t3)e6,2
+ (−1/8640 − 23/23040t2 + 23/34560t3 + 1/1920t)e6,3
+ (−11/92160 − 1/4608t2 + 1/3840t)e6,4,
P72(t) = (−1/23040t2 + 1/51840 + 1/25920t3 − 7/414720t + 1/103680t4)e7,4(6.24)
+ 1/3317760(−2004t2 + 221 + 1216t3 + 566t + 124t4)e7,14
+ 1/3317760(132t2 + 19 − 86t − 112t3 + 44t4)e7,11
+ (−91/8294400 + 229/829440t4 − 43/207360t3 + 1/165888t2
+ 1/23040t − 221/2073600t5)e7,10
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+ 1/8294400(−3 + 64t6 + 1440t4 − 672t5 + 630t2 − 1360t3 − 114t)e7,2
+ 1/2764800(−143 − 1280t4 + 1840t3 − 1360t2 + 620t + 288t5)e7,3
+ 1/2764800(109 − 460t4 + 80t3 + 500t2 − 440t + 216t5)e7,16
+ 1/829440(−49 − 68t3 + 243t2 − 64t − 74t4)e7,17
+ (−11/414720 + 7/138240t2 − 11/207360t3 + 1/46080t)e7,18
+ 1/3317760(−75 + 96t5 − 1008t4 + 1696t3 − 1332t2 + 510t + 128t6)e7,12
+ (−67/4147200 + 53/276480t4 − 1/4608t3 + 31/829440t2
+ 1/20736t − 79/2073600t5)e7,13
+ (1/41472 + 13/138240t2 − 1/41472t3 − 11/138240t)e7,15
+ (1/1935360 + 1/30240t6 − 1/10080t5 + 1/8064t4
− 1/12096t3 + 1/32256t2 − 1/161280t)e7,1
+ 1/116121600(3741 − 74784t5 + 149040t4 − 164960t3
+ 100320t2 − 30906t + 18176t6)e7,5
+
1
232243200(−12349 − 114640t
4 + 188320t3
− 170200t2 + 75700t + 36544t5)e7,6
+ 1/11612160(183 − 816t3 + 534t2 − 418t + 740t4)e7,7
+ (89/1935360 + 223/967680t2 − 41/967680t3 − 247/1290240t)e7,8
+ (−1/16128 + 11/80640t − 11/322560t2)e7,9.
For t ∈ [0, 1/2) we obtain
(6.25) Pi2(t) = Pi2(1/2), i = 1, · · · , 7
and
P61(t) = (5/2304t4 − 1/1152t3 − 1/921600 + 1/23040t − 11/7200t5)e6,5
+ (1/1382400 − 1/17280t3 + 1/5760t4 − 1/7200t5)e6,4(6.26)
− 7/138240e6,2 − 1/15360e6,1 − 1/46080e6,8 − 1/92160e6,3 − 1/92160e6,7
P71(t) = (−7/25920t6 − 127/232243200 + 1/69120t2 − 5/27648t4 + 11/28800t5)e7,9
+ (1/207360t3 − 1/34560t4 + 1/17280t5 − 1/25920t6 − 1/387072)e7,8
− 1/1105920e7,4 + 1/368640e7,14 + 1/1105920e7,11 − 7/1658880e7,16(6.27)
+ 13/3317760e7,13 − 1/552960e7,17 − 1/1935360e7,6 − 1/331776e7,3
+ 5/442368e7,12 + 1/3317760e7,10 − 29/15482880e7,5 − 1/552960e7,2
+ 563/116121600e7,1 − 11/7741440e7,7 − 1/387072e7,18 − 1/322560e7,15
For s = 1, · · · , 7, j = 1, · · · , dim V s, set λs, j =< λ⋆, es, j >=< λs, es, j >. If (γ, λ⋆) satisfies
the system (4.15) of abnormal equations, then we have ∀t ∈ [0, 1]
< λ⋆, Psi (t) >= 0, i = 1, 2, s = 1, · · · , 7.
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Now we can deduce that λs, j = 0 for s = 1, · · · , 6 and j = 1, · · · , dim V s, from the fact
that Psi ’s are polynomials of the variable t. In fact, from (6.11)-(6.14) and (6.18)-(6.21) it is
easy to see that λs = 0 for s = 1, · · · , 4. For s = 5, from (6.15) and (6.22) we have λ5,1 = 0
and 
− 1/1152λ5,4 − 5/1152λ5,2 = 0
1/1440λ5,5 + 1/192λ52 = 0
1/1920λ5,4 − 1/576λ5,2 − 1/11520λ5,5 + 7/11520λ5,3 + 1/11520λ5,6 = 0
5/1728λ5,4 − 19/1728λ5,2 = 0
− 1/128λ5,4 − 1/128λ5,5 + 23/1152λ5,2 − 5/1152λ5,3 = 0
,
from which we then obtain λ5 = 0.
For s = 6, from (6.26) we have
1/5760λ6,4 + 5/2304λ6,5 = 0,
−1/7200λ6,4 − 11/7200λ6,5 = 0,
which implies that λ6,5 = λ6,4 = 0. By (6.16) and (6.23), we obtain λ6,1 = 0 and
−7λ6,2 + 41λ6,7 = 0,(6.28)
−λ6,2 + 2λ6,8 + 13λ6,7 − 10λ6,6 − λ6,3 = 0,(6.29)
−11λ6,2 − 6λ6,8 − 7λ6,7 + 15λ6,6 − 3λ6,3 = 0,(6.30)
−31/17280λ6,7 + 13/8640λ6,2 = 0,(6.31)
1/34560(−134λ6,2 − 2λ6,8 + 219λ6,7 + 45λ6,6 + 23λ6,3) = 0,(6.32)
−131λ6,2 − 105λ6,8 + 214λ6,7 + 45λ6,6 + 36λ6,3 − 3λ6,9 = 0.(6.33)
It follows λ6,2 = λ6,7 = 0 from (6.28) and (6.31). Therefore (6.29), (6.30) and (6.32) imply
λ6,8 = λ6,6 = λ6,3 = 0 and (6.33) gives λ6,9 = 0.
Now let us consider s = 7. Recall that dim V7 = 18. However
< λ7, P7i (t) >= 0, i = 1, 2,∀t ∈ [0, 1],
can give at most 16 linear conditions for λ7. In fact, (6.27) gives three independent condi-
tions: λ7,9 = λ7,8 = 0 and a linear equation for λ7. (6.17) and (6.24) give at most 13 linear
conditions, because (6.17), (6.24) are 5,6 order polynomials (with respect to t) respectively.
Note that (6.25) does not give more constraints than (6.24). 
The computation in the proof of Theorem 6.3 is carried out with the most help of Lie
Tools Package for Maple developed by Miguel Torres-Torriti. The package and a user’s
guide is available at http://www.cim.mcgill.ca/˜migueltt/ltp/ltp.html.
From Theorem 6.3, Theorem 3.2 and Lemma 3.4 we immediately have the following
result which generalizes a result by [27].
Corollary 6.4. Any abnormal minimizer in a subriemannian manifold (M,∆, gsr) of step≤ 6
has no corner type singularities.
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