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1. C∗-algebras associated to shift spaces
I will in these note give an introduction to C∗-algebras associated to shift spaces (also
called subshifts). Notice that these notes contains an appendix about C∗-algebras,
Morita equivalence and K-theory of C∗-algebras.
C∗-algebras associated to shift spaces was introduced by Kengo Matsumoto in [24]
as a generalization of Cuntz-Krieger algebras (cf. [16]), and all the major results about
them are essentially do to him. C∗-algebras associated to shift spaces have been studied
by Matsumoto and his collaborators in [19, 21, 22, 25, 26, 27, 29, 30, 31, 32, 33, 34, 36],
and I have together with various collaborators contributed in [2, 7, 8, 10, 12, 13, 14, 15].
The approach I will take in these notes, is a little bit different from Matsumoto’s
original approach. One notable difference is that I will associate C∗-algebras to one-sided
shift spaces, whereas Matsumoto associate C∗-algebras to two-sided shift spaces, but
there are other differences as well. See [15, Section 7] for a discussion of the relationship
between the different C∗-algebras that have been associated to shift spaces.
1.1. C∗-algebras of one-sided shift spaces
Let a be a finite set endowed with the discrete topology. We will call this set the alphabet
and its elements letters. Let aN0 be the infinite product space
∏∞
n=0 a endowed with the
product topology. The transformation σ on aN0 given by(
σ(x)
)
i
= xi+1, i ∈ N0,
is called the (one-sided) shift. Let X be a shift invariant closed subset of aN0 (by shift
invariant we mean that σ(X) ⊆ X, not necessarily σ(X) = X). The topological dynamical
system (X, σ|X) is called a one-sided shift space (or a one-sided subshift).
Example 1.1.1. If a is an alphabet, then aN0 itself is a shift space. We call aN0 for the
full one-sided a-shift.
We will denote σ|X by σX or σ for simplicity, and on occasion the alphabet a by aX .
We denote the n-fold composition of σ with itself by σn, and we denote the preimage of
a set X under σn by σ−n(X).
A finite sequence u = (u1, . . . , uk) of elements ui ∈ a is called a finite word. The length
of u is k and is denoted by |u|. For each k ∈ N, we let ak be the set of all words with
length k, and we let Lk(X) be the set of all words with length k appearing in some x ∈ X.
We let L0(X) = a0 denote the set {ǫ} consisting of the empty word ǫ which has length
0. We set Ll(X) =
⋃l
k=0 L
k(X) and L(X) =
⋃∞
k=0 L
k(X) and likewise al =
⋃l
k=0 a
k and
2
a
∗ =
⋃∞
k=0 a
k. The set L(X) is called the language of X. Note that L(X) ⊆ a∗ for every
shift space.
If u ∈ a∗ with |u| > 0, then we will by u1 denote the first letter (the leftmost) letter of
u, by u2 the second letter of u, and so on till u|u| which denotes the last (the rightmost)
letter of u. Thus u = u1u2 · · · u|u|.
We will often denote an element x = (xn)n∈N0 of a
N0 by
x0x1 · · · ,
and if u ∈ a∗, then we will by ux denote the sequence
u1u2 · · · u|u|x0x1 · · · .
We will also often for a sequence x belonging to either aN0 or aZ and for integers k < l
belonging to the appropriate index set denote xkxk+1 · · · xl−1 by x[k,l[ and regard it as
an element of a∗. Similarly, x[k,∞[ will denote the element
xkxk+1 · · ·
of aN0 .
Definition 1.1.2. Let X be a one-sided shift space. We let l∞(X) be the C∗-algebras
of bounded functions on X. We define two maps α : l∞(X) → l∞(X) and L : l∞(X) →
l∞(X) by for f ∈ l∞(X) and x ∈ X letting
α(f)(x) = f(σ(x)) and L(f)(x) =
{
1
#σ−1({x})
∑
y∈σ−1({x}) f(y) if x ∈ σ(X),
0 if x /∈ σ(X).
Definition 1.1.3. Let X be a one-sided shift space over the alphabet a. For every pair
u, v of words in a∗, we let C(u, v) denote the subset
{vx ∈ X | x, ux ∈ X}
of X which consists of those elements which begins with a v and which satisfies that the
element obtained by replacing the beginning v with u also is an element of X.
We let DX be the C
∗-subalgebra of l∞(X) generated by {1C(u,v) | u, v ∈ a
∗}.
Proposition 1.1.4. Let X be a one-sided shift space over the alphabet a. Then we have:
(1) C(X) ⊆ DX ,
(2) DX is the closure of
span
{
n∏
i=1
1C(ui,vi) | u1, . . . , un, v1, . . . , vn ∈ a
∗
}
,
(3) DX is closed under α and L (i.e., f ∈ DX =⇒ α(f),L(f) ∈ DX),
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(4) if X is a C∗-subalgebra of l∞(X) that is closed under α and L and contains C(X),
then DX ⊆ X .
Proof. (1): For u ∈ a∗ we have that Z(u) := C(ǫ, u) = {ux ∈ X | x ∈ X} is a clopen
subset of X, and thus that 1Z(u) ∈ C(X). Since {Z(u) | u ∈ a
∗} separates the points
of X, it follows from the Stone-Weierstrass Theorem that the C∗-subalgebra of l∞(X)
generated by {1Z(u) | u ∈ a
∗} is equal to C(X). Thus C(X) ⊆ DX .
(2): By definition DX is the smallest C
∗-subalgebra of l∞(X) which contains {1C(u,v) |
u, v ∈ a∗}. It is not difficult to check that the closure of
span
{
n∏
i=1
1C(ui,vi) | u1, . . . , un, v1, . . . , vn ∈ a
∗
}
.
satisfies this condition.
(3): Since α is a ∗-homomorphism, and L is linear and continuous, it is enough to
prove that α(1C(u,v)) ∈ DX for all u, v ∈ a
∗, and that L(
∏n
i=1 1C(ui,vi)) ∈ DX for all
u1, . . . , un, v1, . . . , vn ∈ a
∗, so let us do that:
If u, v ∈ a∗, then we have
α(1C(u,v)) =
∑
a∈a
1C(u,va) ∈ DX .
If A,B ⊆ X such that 1A, 1B ∈ DX , then 1A∪B = 1A + 1B − 1A1B ∈ DX . Thus
1σn(X) = 1
S
u∈an C(u,ǫ)
∈ DX . It follows that the function 1 − 1σ(X) +
∑
a∈a 1C(a,ǫ) also
belongs to DX . Let us denote it by h. We have for x ∈ X that
h(x) =
{
#σ−1({x}) if x ∈ σ(X),
1 if x /∈ σ(X).
Thus h in invertible, and it follows from Fact A.1.6 that h−1 ∈ DX . So the function
1σ(X) − 1 + h
−1 belongs to DX . Let us denote it by d. We have for x ∈ X that
d(x) =
{
1
#σ−1({x}) if x ∈ σ(X),
0 if x /∈ σ(X).
If u1, . . . , un, v1, . . . , vn ∈ a
∗, then either
∏n
i=1 1C(ui,vi) = 0, all the vi’s are equal to the
empty word, or all the non-empty vi’s begin with the same letter a
′. In the first case
L(
∏n
i=1 1C(ui,vi)) = 0, in the second case we have
L
(
n∏
i=1
1C(ui,vi)
)
= d
(∑
a∈a
n∏
i=1
1C(uia,ǫ)
)
∈ DX ,
and in the third case we have
L
(
n∏
i=1
1C(ui,vi)
)
= d1C(a′,ǫ)
∏
i∈I
1C(ui,(vi)2(vi)3...(vi)|vi|)
∏
i∈I′
1C(uia,ǫ) ∈ DX
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where I = {i ∈ {1, 2, . . . , n} | vi 6= ǫ} and I
′ = {i ∈ {1, 2, . . . , n} | vi = ǫ}.
(4): Let X be a C∗-subalgebra of l∞(X) that is closed under α and L and contains
C(X). For n ∈ N0 let gn be the function
1− Ln(1) +
∑
u∈an
(
Ln(1z(u))
)2
.
Then gn ∈ X , and for every x ∈ X we have
gn(x) =
{
1
#σ−n({x})
if x ∈ σn(X),
1 if x /∈ σn(X).
Thus, gn is invertible. It follows from Fact A.1.6 that g
−1
n and hence fn := g
−1
n +L
n(1)−1
belong to X . For every x ∈ X we have fn(x) = #σ
−n({x}). Thus if u, v ∈ a∗, then
1C(u,v) = 1Z(v)α
|v|(f|u|L
|u|(1z(u))) ∈ X . Since DX is generated by {1C(u,v) | u, v ∈ a
∗}, it
follows that DX ⊆ X .
Remark 1.1.5. Notice that it follows from [18, Theorem 1] that C(X) = DX if and only
if X is of finite type.
Definition 1.1.6. Let X be a one-sided shift space over the alphabet a. For w ∈ a∗ we
let λw be the map from l
∞(X) to l∞(X) given by
λw(f)(x) =
{
f(wx) if wx ∈ X,
0 if wx /∈ X,
for f ∈ l∞(X) and x ∈ X.
Lemma 1.1.7. Let X be a one-sided shift space over the alphabet a and let w ∈ a∗.
Then λw is a ∗-homomorphism and λw(DX) ⊆ DX .
Proof. It is easy to check that λw is a ∗-homomorphism. Since DX is generated by
{1C(u,v) | u, v ∈ a
∗} and λw is a ∗-homomorphism, it is enough to check that λw(1C(u,v)) ∈
DX for all u, v ∈ a
∗, and this follows from the fact that
λw(1C(u,v)) =

1C(w,ǫ)1C(uw′,ǫ) if w = vw
′,
1C(w,ǫ)1C(u,v′) if wv
′ = v,
0 otherwise.
Definition 1.1.8. Let X be a one-sided shift space over the alphabet a. By a representa-
tion of X on a C∗-algebra X we mean a pair (φ, (tu)u∈a∗) where φ is a ∗-homomorphism
from DX to X and (tu)u∈a∗ is a family of elements of X such that
(1) tutv = tuv,
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(2) φ(1C(u,v)) = tvt
∗
utut
∗
v
for all u, v ∈ a∗.
We denote by C∗((φ, (tu)u∈a∗)) the C
∗-subalgebra of X generated by {tu | u ∈ a
∗}.
Let X be a one-sided shift space over the alphabet a and let H be a Hilbert space with
an orthonormal basis (ex)x∈X with the same cardinality as X (we can for example let H
be l2(X) and ex = δx).
For every u ∈ a∗, let Tu be the bounded operator on H defined by
Tu(ex) =
{
eux if ux ∈ X,
0 if ux /∈ X,
(1.1)
and let φ : DX → B(H) be the ∗-homomorphism defined by
φ(f)(ex) = f(x)ex. (1.2)
It is easy to check that (φ, (Tu)u∈a∗) is a representation of X. Thus we have:
Proposition 1.1.9. Let X be a one-sided shift space over the alphabet a and let H be
a Hilbert space with an orthonormal basis (ex)x∈X with the same cardinality as X. For
every u ∈ a∗, let Tu be the bounded operator on H defined by (1.1), and let φ : DX → B(H)
be the ∗-homomorphism defined by (1.2). Then (φ, (Tu)u∈a∗) is a representation of X on
B(H).
Theorem 1.1.10 (cf. [12, Remark 7.3] and [15, Theorem 10]). Let X be a one-sided shift
space over the alphabet a. There exists a C∗-algebra OX and a representation (ι, (su)u∈a∗)
of X on OX satisfying:
(1) C∗(ι, (su)u∈a∗) = OX,
(2) if (φ, (tu)u∈a∗) is a representation of X on a C
∗-algebra X , then there exists
a ∗-homomorphism ψ(φ,(tu)u∈a∗) : OX → X such that ψ(φ,(tu)u∈a∗) ◦ ι = φ and
ψ(φ,(tu)u∈a∗)(su) = tu for every u ∈ a
∗.
The C∗-algebra OX can be constructed in different ways, for example as the C
∗-algebra
of a groupoid (see [11]), as the C∗-algebra of a C∗-correspondence (see [12]), or as one
of Ruy Exel’s crossed product C∗-algebras of an endomorphism and a transfer operator
(see [15]).
We will through these notes let (ι, (su)u∈a∗) denote the representation of X on OX
mentioned in Theorem 1.1.10.
Remark 1.1.11. We notice that since OX is generated by a countable family, it is
separable.
Lemma 1.1.12. Let X be a one-sided shift space over the alphabet a. The ∗-homomorphism
ι : DX → OX is injective.
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Proof. Notice that the ∗-homomorphism φ : DX → B(H) from Proposition 1.1.9 is injec-
tive. It follows from Theorem 1.1.10 that there exists a ∗-homomorphism ψ : OX → B(H)
such that ψ ◦ ι = φ. It follows that ι is injective.
We will from now on view DX as a subalgebra of OX and suppress ι. This allows us
to state and prove the following lemma about the fundamental structure of OX which
we will use throughout these notes without any reference.
Lemma 1.1.13. Let X be a one-sided shift space over the alphabet a. We then have:
(1) sǫ = s
∗
ǫ = s
2
ǫ = 1X is a unit for OX ,
(2) if u ∈ a∗, then sus
∗
u = 1C(ǫ,u),
(3) if u ∈ a∗, then su is a partial isometry (i.e., sus
∗
usu = su and s
∗
usus
∗
u = s
∗
u),
(4) if u, v ∈ a∗ and |u| = |v|, then we have
s∗usv =
{
1C(u,ǫ) if u = v,
0 if u 6= v.
Proof. (1): Since ǫǫ = ǫ, it follows from (1) of Definition 1.1.8 that s2ǫ = sǫ from which it
follows that sǫs
∗
ǫ = (sǫs
∗
ǫ +(sǫ− sǫs
∗
ǫ))(sǫs
∗
ǫ +(s
∗
ǫ − sǫs
∗
ǫ)) = sǫs
∗
ǫ +(sǫ− sǫs
∗
ǫ)(sǫ− sǫs
∗
ǫ)
∗.
Thus sǫ = sǫs
∗
ǫ which shows that sǫ is self-adjoint and hence a projection.
Thus it follows from (2) of Definition 1.1.8 that sǫ = sǫs
∗
ǫsǫs
∗
ǫ = 1C(ǫ,ǫ) = 1X . It now
immediately follows from (1) of Definition 1.1.8 that sǫ is a unit for OX .
(2): If u ∈ a∗, then s∗usu = sǫs
∗
usus
∗
ǫ = 1C(ǫ,u), and sus
∗
u = sus
∗
ǫsǫs
∗
u = 1C(u,ǫ).
(3): Follows from (2).
(4): Let u, v ∈ a∗ with |u| = |v|. If u 6= v then C(ǫ, u) ∩ C(ǫ, v) = ǫ and so s∗usv =
s∗usus
∗
usvs
∗
vsv = s
∗
u1C(ǫ,u)1C(ǫ,v)sv = 0.
Proposition 1.1.14. Let X be a one-sided shift space over the alphabet a, let n ∈ N0,
let w ∈ an and let f ∈ DX . Then we have:
(1) λw(f) = s
∗
wfsw,
(2) s∗wf = λw(f)s
∗
w,
(3) αn(f) =
∑
u∈an sufs
∗
u,
(4) swf = α
n(f)sw,
(5)
∑
u,v∈an sus
∗
vsvs
∗
u is equal to the function x 7→ #σ
−n({σn(x)}) and is thus invert-
ible,
(6) Ln(f) = (
∑
u∈an su)
∗(
∑
u,v∈an sus
∗
vsvs
∗
u)
−1f(
∑
u∈an su).
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Proof. (1): It is clear that the map f 7→ s∗wfsw is linear and ∗-preserving. If f, g ∈ DX ,
then it follows from Lemma 1.1.13 and the fact that DX is commutative that we have
s∗wfsws
∗
wgsw = s
∗
wf1C(ǫ,w)gsw = s
∗
w1C(ǫ,w)fgsw = s
∗
wsws
∗
wfgsw = s
∗
wfgsw,
which shows that the map f 7→ s∗wfsw is also multiplicative and thus is a ∗-homomorphism.
According to Lemma 1.1.7, λw is a ∗-homomorphism, and since DX is generated by
{1C(u,v) | u, v ∈ a
∗}, it is therefore enough to check that for u, v ∈ a∗ we have λw(1C(u,v)) =
s∗w1C(u,v)sw, so let us do that:
It is easy to check that
λw(1C(u,v)) =

1C(w,ǫ)1C(uw′,ǫ) if w = vw
′,
1C(w,ǫ)1C(u,v′) if wv
′ = v,
0 otherwise.
It follows from Lemma 1.1.13 that if s∗wsv 6= 0, then either w = vw
′ for some w′ ∈ a∗, or
v = wv′ for some v′ ∈ a∗. In the first case we have
s∗wsvs
∗
usus
∗
vsw = s
∗
w′1C(v,ǫ)1C(u,ǫ)1C(v,ǫ)sw′ = s
∗
w′1C(v,ǫ)1C(w′,ǫ)1C(u,ǫ)sw′
= s∗w′s
∗
vsvs
∗
w′sw′s
∗
ususw′ = s
∗
vw′svw′s
∗
uw′suw′ = 1C(w,ǫ)1C(uw′,ǫ),
and the second case we have
s∗wsvs
∗
usus
∗
vsw = s
∗
wswsv′s
∗
usus
∗
v′s
∗
wsw = 1C(w,ǫ)1C(u,v′).
Thus λw(1C(u,v)) = s
∗
w1C(u,v)sw as wanted.
(2): It follows from (1), Lemma 1.1.13 and the fact that DX is commutative that we
have
s∗wf = s
∗
wsws
∗
wf = s
∗
w1C(ǫ,w)f = s
∗
wf1C(ǫ,w) = s
∗
wfsws
∗
w = λw(f)s
∗
w.
(3): The map f 7→
∑
u∈an sufs
∗
u is clearly linear and ∗-preserving. If f, g ∈ DX , then
it follows from Lemma 1.1.13 and the fact that DX is commutative that we have(∑
u∈an
sufs
∗
u
)(∑
v∈an
svgs
∗
v
)
=
∑
u∈an
suf1C(u,ǫ)gs
∗
u =
∑
u∈an
sufg1C(u,ǫ)s
∗
u =
∑
u∈an
sufgs
∗
u,
which proves that the map f 7→
∑
u∈an sufs
∗
u is multiplicative, and thus a ∗-homomorphism.
Since αn is also a ∗-homomorphism and DX is generated by {1C(u,v) | u, v ∈ a
∗}, it is
therefore enough to check that for u′, v′ ∈ a∗ we have αn(1C(u′,v′)) =
∑
u∈an su1C(u′,v′)s
∗
u,
and that follows from the fact that∑
u∈an
su1C(u′,v′)s
∗
u =
∑
u∈an
susv′s
∗
u′su′s
∗
v′s
∗
u
=
∑
u∈an
suv′s
∗
u′su′s
∗
uv′ =
∑
u∈an
1C(u′,uv′) = α
n(1C(u′,v′)).
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(4): It follows from (3), Lemma 1.1.13 and the fact that DX is commutative that we
have
swf = sws
∗
wswf = sw1C(w,ǫ)f = swf1C(w,ǫ) = swfs
∗
wsw =
∑
u∈an
sufs
∗
usw = α
n(f)sw.
(5): Follows from Lemma 1.1.13 and (3).
(6): If u, v ∈ an and u 6= v, then it follows from Lemma 1.1.13 and the fact that DX
is commutative, that we have
s∗u
( ∑
u,v∈an
sus
∗
vsvs
∗
u
)−1
fsv = s
∗
u1C(ǫ,u)
( ∑
u,v∈an
sus
∗
vsvs
∗
u
)−1
f1C(ǫ,v)sv
= s∗u
( ∑
u,v∈an
sus
∗
vsvs
∗
u
)−1
f1C(ǫ,u)1C(ǫ,v)sv = 0.
Thus it follows from (1) and (5) that we have(∑
u∈an
su
)∗( ∑
u,v∈an
sus
∗
vsvs
∗
u
)−1
f
(∑
u∈an
su
)
=
∑
w∈an
s∗w
( ∑
u,v∈an
sus
∗
vsvs
∗
u
)−1
fsw

=
∑
w∈an
λw
( ∑
u,v∈an
sus
∗
vsvs
∗
u
)−1
f) = Ln(f).
Proposition 1.1.15. Let X be a one-sided shift space over the alphabet a. Then OX is
the closure of
span{sufs
∗
v | u, v ∈ a
∗, f ∈ DX}.
Proof. Let us by X denote span{sufs
∗
v | u, v ∈ a
∗, f ∈ DX}. Since {su | u ∈ a
∗} ⊆ X ,
it suffices to prove that X is a ∗-subalgebra of OX . It is obvious that X is closed under
addition and conjugation, so it is enough to prove that if u, v, u′, v′ ∈ a∗ and f, f ′ ∈ DX ,
then sufs
∗
vsu′f
′s∗v′ ∈ X , so let us do that:
Let us first assume that |v| ≥ |u′|. It follows from Lemma 1.1.13 that if sufs
∗
vsu′f
′s∗v′ 6=
0, then there exists a w ∈ a∗ such that v = u′w, and in that case it follows from
Proposition 1.1.14 that we have
sufs
∗
vsu′f
′s∗v′ = sufs
∗
ws
∗
u′su′f
′s∗v′ = sufs
∗
w1C(u′,ǫ)f
′s∗v′ = sufλw(1C(u′,ǫ)f
′)s∗ws
∗
v′ ∈ X .
Let us then assume that |v| ≤ |u′|. It follows from Lemma 1.1.13 that if sufs
∗
vsu′f
′s∗v′ 6=
0, then there exists a w ∈ a∗ such that u′ = vw, and in that case it follows from
Proposition 1.1.14 that we have
sufs
∗
vsu′f
′s∗v′ = sufs
∗
vsvswf
′s∗v′ = suf1C(u′,ǫ)swf
′s∗v′ = suswλw(f1C(u′,ǫ))f
′s∗v′ ∈ X .
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An automorphism of a C∗-algebra X is a ∗-isomorphism from X onto itself. We will by
Aut(X ) denote the set of automorphisms of X . The set Aut(X ) becomes a group when
equipt with composition. An action of a group G on a C∗-algebra X is a homomorphism
from G to Aut(X ). We say that an action α : G→ Aut(X ) of a topological group G is
strongly continuous if for every convergent sequence (gn)n∈N in G and every x ∈ X , the
sequence α(gn)(x) converges to α(limn→∞ gn)(x).
We will by T denote the group {z ∈ C | |z| = 1}. The following lemma will be useful
for checking if an action of T on a C∗-algebra is strongly continuous.
Lemma 1.1.16. Let a be an alphabet. If X is a C∗-algebra generated by a family
(xu)u∈a∗ and α : T → X is an action such that α(z)(xu) = z|u|xu and for every z ∈ T
and every u ∈ a∗, then α is strongly continuous.
Proof. Let X be the set of elements x of X which satisfies that if (zn)n∈N converges to
z in T, then α(zn)(x) converges to αz(x) in X . It is straight forward to check that X
is a C∗-subalgebra of X , and since we for every u ∈ a∗ have xu ∈ X, it follows that
X = X .
Proposition 1.1.17. Let X be a one-sided shift space over the alphabet a. Then there
exists a strongly continuous action z 7→ γz of T on OX such that γz(su) = z|u|su and
γz(f) = f for every z ∈ T, u ∈ a∗ and f ∈ DX.
Proof. Let z ∈ T. It is easy to check that (ι, (z|u|su)u∈a∗) is a representation of X on
OX . Thus there exists a ∗-homomorphism γzOX → OX such that γz(su) = z
|u|su and
γz(f) = f for every u ∈ a
∗ and every f ∈ DX .
If z1, z2 ∈ T and u ∈ a∗, then we have
γz1
(
γz2(su)
)
= γz1(z
|u|
2 su) = z
|u|
1 z
|u|
2 su = (z1z2)
|u|su = γz1z2(su).
Since OX is generated by {su | u ∈ a
∗}, it follows that γz1 ◦ γz2 = γz1z2. We have in
particular that γz ◦ γz−1 = γz−1 ◦ γz = γ1 = IdOX for every z ∈ T, so γz ∈ Aut(OX), and
z 7→ γz is an action of T on OX . That this action is strongly continuous follows from
Lemma 1.1.16.
The action of T on OX from Proposition 1.1.17 is called the gauge action of OX . Since
γ is strongly continuous, it follows that we for every x ∈ OX have that the function
z 7→ γz(x) is a continuous function from T to OX . Thus we can make sense out of the
integral ∫
T
γz(x)dz
(cf. [41, Lemma C.3.]).
Proposition 1.1.18. Let X be a one-sided shift space over the alphabet a. If we for
every x ∈ OX let
E(x) =
∫
T
γz(x)dz,
10
then E is a linear non-expensive contraction (i.e., ||E(x)|| ≤ ||x|| for all x ∈ OX) from
OX to itself such that
E(sufs
∗
v) =
{
sufs
∗
v if |u| = |v|,
0 if |u| 6= |v|
for u, v ∈ a∗ and f ∈ DX.
Proof. It is clear that E is linear. If φ : T → OX is continuous, then ‖
∫
T
f(z)dz‖ ≤∫
T
‖f(z)‖dz (see [41, Lemma C.3.]), and if x ∈ OX , then ‖γz(x)‖ = ‖x‖ for every z ∈ T
since γz is an automorphism, so we have
‖E(x)‖ =
∥∥∥∥∫
T
γz(x)dz
∥∥∥∥ ≤ ∫
T
‖γz(x)‖dz =
∫
T
‖x‖dz = ‖x‖.
Let u, v ∈ a∗ and f ∈ DX . If |u| = |v|, then γz(sufs
∗
v) = sufs
∗
v for every z ∈ T, so
E(sufs
∗
v) = sufs
∗
v. If |u| 6= |v|, then we have for every z ∈ T that γz(sufs
∗
v) = z
nsufs
∗
v
where n = |u| − |v| 6= 0, and since
∫
T
zndz = 0, it follows that E(sufs
∗
v) = 0.
The map E from Proposition 1.1.18 is a so called faithful conditional expectation.
Definition 1.1.19. Let X be a one-sided shift space. We let FX denote the fix-point
algebra
{x ∈ OX | ∀z ∈ T : γz(x) = x}
of the gauge action γ of OX .
Notice that FX is a C
∗-subalgebra of OX .
Proposition 1.1.20. Let X be a one-sided shift space over the alphabet a. Then we
have that FX is equal to the closure of
span{sufs
∗
v | u, v ∈ a
∗, |u| = |v|, f ∈ DX},
and that E(OX) = FX.
Proof. Let X denote the closure of span{sufs
∗
v | u, v ∈ a
∗, |u| = |v|, f ∈ DX}. It is clear
that X ⊆ FX , and that x = E(x) ∈ E(OX) for every x ∈ FX . It follows from Proposition
1.1.15 and 1.1.18 that E(OX) = X . Thus we have E(OX) = X ⊆ FX ⊆ E(OX) from
which the conclusion follows.
The following theorem is an important and useful tool when one works with OX . I
will not give a proof for it here.
Theorem 1.1.21. Let X be a one-sided shift space, X a C∗-algebra and φ : OX → X a
surjective ∗-homomorphism. Then the following two statements are equivalent:
(1) The ∗-homomorphism φ : OX → X is a ∗-isomorphism.
(2) The restriction of φ to DX is injective and there exists an action γ˜ : T→ Aut(X )
such that γ˜z(φ(su)) = z
|u|φ(su) for every z ∈ T and every u ∈ a∗.
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1.2. One-sided conjugation
Definition 1.2.1. Let X1 and X2 be one-sided shift spaces. We say that X1 and X2 are
conjugate if there exists a homeomorphism φ : X1 → X2 such that φ ◦σX1 = σX2 ◦ φ. We
call such a homeomorphism for a conjugacy.
Definition 1.2.2. Let X be a one-sided shift space over the alphabet a. We will by λX
denote the map
x 7→
(∑
a∈a
s∗a
)
x
(∑
b∈a
sb
)
from FX to FX .
Theorem 1.2.3. Let X1 and X2 be one-sided shift spaces. If X1 and X2 are conjugate,
then there exists a ∗-isomorphism ψ from OX1 to OX2 such that
(1) ψ(C(X1)) = C(X2),
(2) ψ(DX1) = DX2,
(3) ψ(FX1) = FX2 ,
(4) ψ ◦ α = α ◦ ψ,
(5) ψ ◦ L = L ◦ ψ,
(6) ψ ◦ γz = γz ◦ ψ for every z ∈ T,
(7) ψ ◦ λX1 = λX2 ◦ ψ
Proof. Let φ be a conjugacy between X2 and X1, and let Φ be the map between the
bounded functions on X1 and the bounded functions on X2 defined by
f 7→ f ◦ φ.
Then Φ(C(X1)) = C(X2), Φ◦α = α◦Φ and Φ◦L = L◦Φ, so it follows from Proposition
1.1.4 that Φ(DX1) = DX2 .
Let a1 be the alphabet of X1 and a2 the alphabet of X2. For u ∈ a
∗
1 and v ∈ a
∗
2 with
|u| = |v| let D(u, v) = {x ∈ X2 | vx ∈ X2, φ(vx) = uφ(x)} and Z(u) = C(ǫ, u). Then we
have that 1D(u,v) = λv(Φ(1Z(u)) ∈ DX2 . For u ∈ a
∗
1 let tu =
∑
v∈a
|u|
2
sv1D(u,v).
We will show that (Φ, (tu)u∈a∗1) is a representation of X1 on OX2 . If u1, u2 ∈ a
∗
1 and
v1, v2 ∈ a
∗
2 with |u1| = |v1| and |u2| = |v2|, then we have
1D(u1u2,v1v2) = λv2
(
λv1
(
Φ(1Z(u1))
)
Φ(1Z(u2))
)
,
so it follows from Proposition 1.1.14 that we have
1D(u1,v1)sv21D(u2,v2) = λv1
(
Φ(1Z(u1))
)
sv2λv2
(
Φ(1Z(u2))
)
= sv2λv2
(
λv1
(
Φ(1Z(u1))
)
Φ(1Z(u2))
)
= sv21D(u1u2,v1v2).
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It follows that if u1, u2 ∈ a
∗
1, then we have
tu1tu2 =
∑
v1∈a
|u1|
2
sv11D(u1,v1)
∑
v2∈a
|u2|
2
sv21D(u2,v2) =
∑
v1∈a
|u1|
2
∑
v2∈a
|u2|
2
sv1sv21D(u1u2,v1v2) = tu1u2 .
We also have that
tu1t
∗
u2
tu2t
∗
u1
=
∑
v1∈a
|u1|
2
sv11D(u1,v1)
∑
v2∈a
|u2|
2
1D(u2,v2)s
∗
v2
∑
v3∈a
|u2|
2
sv31D(u2,v3)
∑
v4∈a
|u1|
2
1D(u1,v4)s
∗
v4
=
∑
v1∈a
|u1|
2
∑
v2∈a
|u2|
2
∑
v4∈a
|u1|
2
sv11D(u1,v1)1D(u2,v2)1C(v2,ǫ)1D(u2,v2)1D(u1,v4)s
∗
v4
=
∑
v1∈a
|u1|
2
∑
v2∈a
|u2|
2
∑
v4∈a
|u1|
2
sv11D(u1,v1)1D(u2,v2)1D(u1,v4)s
∗
v4
=
∑
v1∈a
|u1|
2
∑
v2∈a
|u2|
2
sv11D(u1,v1)1D(u2,v2)s
∗
v1
=
∑
v1∈a
|u1|
2
∑
v2∈a
|u2|
2
α|v1|(1D(u1,v1)1D(u2,v2))sv1s
∗
v1
=
∑
v1∈a
|u1|
2
∑
v2∈a
|u2|
2
α|v1|(1D(u1,v1)1D(u2,v2))1Z(v1)
= Φ(1C(u2,u1)).
Thus (Φ, (tu)u∈a∗1) is a representation of X1 on OX2 . It follows that there exists an
isomorphism ψ from OX1 to OX2 such that ψ(su) = tu =
∑
v∈a
|u|
2
sv1D(u,v) for every
u ∈ a∗1 and ψ(f) = Φ(f) for every f ∈ DX1 .
One can in a similarly way prove that there exists an isomorphism η from OX2 to OX1
such that ψ(sv) =
∑
u∈a
|v|
1
su1D˜(v,u) for every v ∈ a
∗
2 and ρ(f) = Φ
−1(f) for every f ∈ DX2
where D˜(v, u) = {x ∈ X1 | ux ∈ X1, φ
−1(ux) = vφ−1(x)}. If u, u′ ∈ a∗1 with |u| = |u
′|,
then
∑
v∈a
|u|
2
1D˜(v,u′)Φ
−1(1D(u,v)) = 0 if u 6= u
′, and
∑
v∈a
|u|
2
1D˜(v,u′)Φ
−1(1D(u,v)) = 1C(u,ǫ)
if u = u′. It follows that if u ∈ a∗1, then we have
ρ(ψ(su)) = ρ(
∑
v∈a
|u|
2
sv1D(u,v)) =
∑
v∈a
|u|
2
∑
u′∈a
|v|
1
su′1D˜(v,u′)Φ
−1(1D(u,v))
= su1C(u,ǫ) = sus
∗
usu = su.
In a similar way, we can show that ψ(ρ(sv)) = sv for every v ∈ a
∗
2. Thus ρ is the inverse
of ψ, and ψ is an isomorphism.
Since ψ(f) = Φ(f) for f ∈ DX1 , it follows that ψ has the properties (1),(2),(4) and
(5). If z ∈ T and u ∈ a∗1, then we have
ψ
(
γz(su)
)
= ψ(z|u|su) = z
|u|
∑
v∈a
|u|
2
sv1D(u,v) = γz
 ∑
v∈a
|u|
2
sv1D(u,v)
 = γz (ψ(su)) .
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It follows that ψ has property (6). It follows from this and Proposition 1.1.17 that ψ
also has property (3).
Let v ∈ a∗2. Then we have that
∑
u∈a
|v|
1
1D(u,v) = 1C(v,ǫ). Thus we have for every
x ∈ FX1 that
ψ
(
λX1(x)
)
= ψ
((∑
a∈a1
s∗a
)
x
(∑
b∈a1
sb
))
=
∑
a∈a1
∑
b∈a1
∑
c∈a2
∑
d∈a2
1D(a,c)s
∗
cψ(x)sd1D(b,d)
=
∑
c∈a2
∑
d∈a2
1C(c,ǫ)s
∗
cψ(x)sd1C(d,ǫ) =
∑
c∈a2
∑
d∈a2
s∗cψ(x)sd = λX2
(
ψ(x)
)
.
This proves that ψ has property (7).
1.3. Two-sided conjugacy
Let a be a finite alphabet and let aZ be the infinite product space
∏
n∈Z a endowed with
the product topology. The transformation τ on aZ given by(
τ(x)
)
i
= xi+1, i ∈ Z,
is called the two-sided shift. Let Λ be a closed subset of aZ such that τ(Λ) = Λ. The
topological dynamical system (Λ, τ|Λ) is called a two-sided shift space. We will denote
τ|Λ by τΛ or just τ for simplicity.
Given a two-sided shift space Λ we can construct a one-sided shift space, namely
{(xn)n∈N0 | (xn)n∈Z ∈ Λ}.
We will denote this one-sided shift space by XΛ .
Let Λ1 and Λ2 be two two-sided shift spaces. We say that Λ1 and Λ2 are (topological)
conjugate if there exists a homeomorphism ψ : Λ1 → Λ2 such that ψ ◦ τΛ1 = τΛ2. I will
in this section show that if Λ1 and Λ2 are conjugate, then OXΛ1 and OXΛ2 are Morita
equivalent (cf. Section A.2) . This was proved in [32] in the case where Λ1 and Λ2 both
satisfy two conditions called (I) and (E), and later in [35] under the assumption of (I),
but we will here prove it without any restrictions on Λ1 and Λ2. We will in our proof
closely follow the proof of [35, Theorem 3.11], but we will modify our proof such that it
will work without the requirement that Λ1 and Λ2 satisfy condition (I).
Like Matsumoto does in [32], we will use the notation of bipartite code introduced by
Nasu (cf. [38] and [39]) who showed that every conjugacy between two-sided shift spaces
can be factorized into compositions of bipartite codes. We will here briefly recall the
necessary definitions:
Let a, a′1 and a
′
2 be alphabets. A one-to-one map from a to a
′
1a
′
2 := {bc | b ∈ a
′
1, c ∈ a
′
2}
is called a bipartite expression of A. Let Λ1 and Λ2 be two two-sided shift spaces and let
f1 : a1 → a
′
1a
′
2 be a bipartite expression of the alphabet a1 of Λ1. A map φ : Λ1 → Λ2 is
called a bipartite code induced by f1 if there exists bipartite expression f2 : a2 → a
′
2a
′
1 of
the alphabet a2 of Λ2 such that either of the following (1) or (2) is the case:
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(1) If (ai)i∈Z ∈ Λ1, φ
(
(ai)i∈Z
)
= (di)i∈Z and f1(ai) = bici with bi ∈ a
′
1 and ci ∈ a
′
2 for
i ∈ Z, then f2(di) = cibi+1 for all i ∈ Z.
(2) If (ai)i∈Z ∈ Λ2, φ
(
(ai)i∈Z
)
= (di)i∈Z and f1(ai) = bicd with bi ∈ a1 and ci ∈ a2 for
i ∈ Z, then f2(di) = ci−1bi for all i ∈ Z.
It is easy to check that a bipartite code is a conjugacy, and that if φ is a bipartite
code, then so is φ−1.
Theorem 1.3.1 (Theorem 2.4 of [38]). Any conjugacy between two-sided shift spaces
can be decomposed into a composition of bipartite codes.
Thus, in order to prove that if two two-sided shift spaces Λ1 and Λ2 are conjugate,
then the C∗-algebras OXΛ1 and OXΛ2 are Morita equivalent, it is enough to prove it in
the case where there exists a bipartite code between Λ1 and Λ2.
So, let Λ1 and Λ2 be two-sided shift spaces with alphabets a1 and a2 respectively,
and let b and c be two alphabets, f1 : a1 → a
′
1a
′
2 and f2 : a2 → a
′
2a
′
1 two bipartite
expression of a1 and a2 respectively, and let φ : Λ1 → Λ2 be a map such that condition
(1) above holds. Let a be the disjoint union of a′1 and a
′
2, and let f˜1 and f˜2 denote
the maps from XΛ1 and XΛ2 respectively to a
N0 given by f˜1((ai)i∈N0) = (f1(ai))i∈N0 and
f˜2((di)i∈N0) = (f2(di))i∈N0 respectively. It is easy to check that f˜1 is a homeomorphism
from XΛ1 to f˜1(XΛ1), that f˜2 is a homeomorphism from XΛ2 to f˜2(XΛ2), that f˜1(XΛ1)
and f˜2(XΛ2) are disjoint, and that f˜1(XΛ1)∪ f˜2(XΛ2) is a closed and shift invariant subset
of aN0 and thus a one-sided shift space. We will denote the latter by X.
Let i ∈ {1, 2}. Denote the empty word of a∗i by ǫi and the empty word of a
∗ by ǫ. We
extend fi to a map from a
∗
i to a
∗ by setting fi(u1u2 · · · un) = fi(u1)fi(u2) · · · fi(um) for
u1u2 · · · um ∈ a
∗
i \ {ǫi}, and fi(ǫi) = ǫ.
Let p1 be the characteristic function of f˜1(XΛ1) and let p2 be the characteristic func-
tion of f˜2(XΛ2). We then have that p1, p2 ∈ DX ⊆ OX because p1 =
∑
a∈a′
1
1C(ǫ,a) =∑
a∈a′1
sas
∗
a and p2 =
∑
d∈a′2
1C(ǫ,d) =
∑
d∈a′2
sds
∗
d. For u ∈ a
∗
1 \ {ǫ1}, we let tu = sf(u),
and we let tǫ1 = p1. Likewise, for u ∈ a
∗
2 \ {ǫ2}, we let tu = sg(u), and we let tǫ2 = p2.
Lemma 1.3.2. We have p1 + p2 = 1.
Proof. This follows from the fact that 1 =
∑
a∈a sas
∗
a.
Lemma 1.3.3. Let i ∈ {1, 2}. Then there exists a ∗-isomorphism from OXΛi to piOXpi
which for u ∈ a∗i maps su to tu.
Proof. For g ∈ l∞(XΛi) and x ∈ X let
φi(g)(x) =
{
g
(
f˜−1i (x)
)
if x ∈ f˜i(XΛi),
0 if x /∈ f˜i(XΛi).
It is easy to check that φ then is an injective ∗-homomorphism from l∞(XΛi) to l
∞(X).
It is also easy to check that if u, v ∈ a∗i are not both the empty word, then φi(1C(u,v)) =
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1C(fi(u),fi(v)), and that φi(1C(ǫ,ǫ)) = 1f˜i(XΛi )
= pi. Thus φi maps DXΛi into DX . We will
now show that ((tu)u∈a∗1 , φi) is a representation of XΛi on OX .
It is clear that if u, v ∈ a∗i \{ǫ}, then tutv = tuv. If u, v ∈ a
∗
i , and not both u and v are
equal to ǫi, then f˜(C(u, v)) = C(f(u), f(v)) ⊆ f˜(XΛ1). It follows that for u ∈ a
∗
i \ {ǫ1}
we have
tǫitu = pitut
∗
utu = 1f˜(XΛi )
1C(ǫi,u)tu = 1C(ǫi,u)tu = tu (1.3)
and
tutǫi = tut
∗
utupi = tu1C(u,ǫi)1f˜(XΛ1 )
= tu1C(u,ǫi) = tu. (1.4)
Thus tutv = tuv for all u, v∈a
∗
i .
If u, v ∈ a∗i , and not both u and v are equal to ǫi, then we have
tvt
∗
utut
∗
v = sf(v)s
∗
f(u)sf(u)s
∗
f(v) = 1C(f(u),f(v)) = φi(1C(u,v)).
Since we also have that tǫit
∗
ǫi
tǫit
∗
ǫi
= pi = φi(1C(ǫi,ǫi)), it follows that ((tu)u∈a∗1 , φi) is a
representation of XΛi . Thus there exists a ∗-homomorphism ψi from OXΛi to OX .
The gauge action γ of OX satisfies that γz(tu) = γz(sf(u)) = (z)
|f(u)|sf(u) = z
2|u|tu for
u ∈ a∗i \{ǫi}, and since it also satisfies γz(tǫi) = tǫi , we have that γz leaves C
∗(tu | u ∈ a
∗
i )
invariant, and that if z21 = z
2
2 then γz1 and γz2 act equally on C
∗(tu | u ∈ a
∗
i ). Thus,
if we for every z ∈ T let γ˜z = γz′|C∗(tu|u∈a∗i ) where z
′ ∈ T satisfies z′2 = z, then
γ˜ : T → Aut(C∗(tu | u ∈ a∗i )) is action which satisfies γ˜z(tu) = z
|u|tu for every z ∈ T.
Thus it follows from Theorem 1.1.21 that ψ is injective.
It follows from (1.3) and (1.4) that C∗(tu | u ∈ a
∗
i ) ⊆ piOXpi, and thus that ψi(OXΛi ) ⊆
piOXpi.
Let AX be the C
∗-subalgebra of DX generated by {1C(u,ǫ) | u ∈ a
∗} and Ai the C
∗-
subalgebra of DXΛi generated by {1C(u,ǫ) | u ∈ a
∗
i }. We then have that ψi(Ai) ⊆ piAXpi.
We will now prove the inverse inclusion. Since every f ∈ AX commutes with pi (because
pi ∈ DX , AX ⊆ DX and DX is commutative) and AX is generated by {s
∗
vsv | v ∈ a
∗},
it is enough to prove that pis
∗
vsvpi ∈ ψi(Ai) for v ∈ a
∗. Assume that v 6= ǫ and
pis
∗
vsvpi 6= 0. Since sa = sb = sab = 0 if a, b ∈ a
′
1 or a, b ∈ a
′
2, we have that v ∈ fi(a
∗
i )
if |v| is even, and that v1 ∈ a \ ai and v2v3 · · · v|v| ∈ fi(a
∗
i ) if |v| is uneven. In the
former case, we have sv = tu for some u ∈ a
∗
1 and thus that pis
∗
vsvpi ∈ ψi(Ai). We
may therefore assume that |v| is uneven. If a ∈ ai, then sav = tu for some u ∈ a
∗
1
and pi1C(av,ǫ)pi = pis
∗
avsavpi ∈ ψi(Ai). If A,B ⊆ X and pi1Api, pi1Bpi ∈ ψi(Ai), then
pi1A∪Bpi ∈ ψi(Ai) because pi1A∪Bpi = pi1Api + pi1Bpi − pi1Apipi1Bpi. It follows that
we have
pis
∗
vsvpi = pi1C(v,ǫ)pi = pi1∪a∈aiC(av,ǫ)pi ∈ ψi(Ai).
Thus pifpi ∈ ψi(Ai) for all f ∈ AX .
It is not difficult to show that span{svfs
∗
v | v ∈ a
∗, f ∈ AX} is dense in DX , so
it follows from Proposition 1.1.15 that span{svfs
∗
w | v,w ∈ a
∗, f ∈ AX} is dense in
OX . So in order to show that piOXpi ⊆ ψi(OXΛi ), it is therefore enough to prove that
pisvfs
∗
wpi ∈ C
∗(tu | u ∈ a
∗
i ) for u, v ∈ a
∗ and f ∈ AX . If v 6= ǫ and pisv 6= 0, then
v ∈ fi(a
∗
i ) if |v| is even, and v1v2 · · · v|v|−1 ∈ fi(a
∗
i ) and v|v| ∈ a
′
3−i if |v| is uneven. In
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the former case, we have sv ∈ C
∗(tu | u ∈ a
∗
i ) and pisv = sv = svpi. In the latter case,
we have sv = svp3−i = sv
∑
a∈a′
3−i
sas
∗
a = sv
∑
a∈a′
3−i
sapis
∗
a and svsa ∈ C
∗(tu | u ∈ a
∗
i )
for a ∈ a′3−i. Thus pisvfs
∗
wpi = svpifpis
∗
w ∈ C
∗(tu | u ∈ a
∗
i ) if both |v| and |w| are even.
If both |v| and |w| are uneven, then pisvfs
∗
wpi =
∑
a,b∈a′
3−i
pisvsapis
∗
afsbpis
∗
bs
∗
wpi. We
have s∗afsb = 0 if a 6= b, and s
∗
afsb ∈ AX if a = b. Thus pisvfs
∗
wpi ∈ C
∗(tu | u ∈ a
∗
i ) in
this case. If |v| is uneven and |w| is even then
pisvfs
∗
wpi =
∑
a∈a′
1−i
pisvsapis
∗
afpis
∗
w =
∑
a∈a′
3−i
pisvsapis
∗
afsas
∗
apis
∗
w = 0,
because sas
∗
api for a ∈ a
′
3−i. Likewise, pisvfs
∗
wpi = 0 if |v| is even and |w| is uneven.
Thus pisvfs
∗
wpi ∈ C
∗(tu | u ∈ a
∗
i ) for all v,w ∈ a
∗ and all f ∈ AX , which proves that
piOXpi ⊆ C
∗(tu | u ∈ a
∗
i ).
Lemma 1.3.4. The projections p1 and p2 are full in OX .
Proof. We have 1 = p1 + p2 = p1 +
∑
a∈a′2
sas
∗
a = p1 +
∑
a∈a′2
sap1s
∗
a, which shows that
the ideal generated by p1 contains 1, and thus that p1 is a full projection in OX . It
follows from a similar argument that p2 is a full projection in OX .
Theorem 1.3.5. Let Λ1 and Λ2 be two two-sided shift spaces for which there exists a
bipartite code between Λ1 and Λ2. Then OXΛ1 and OXΛ2 are Morita equivalent.
Proof. Follows from Theorem 1.3.1, Lemma 1.3.2, Lemma 1.3.3 and Lemma 1.3.4.
1.4. Flow equivalence
We will in this section prove that if two two-sided shift spaces are flow equivalent (we
refer to [5, 17, 40] and [23, Section 13.6] for the definition of flow equivalence), then
the corresponding C∗-algebras are stable isomorphic (and thus Morita equivalent by
[6, Theorem 1.2.]). This was first prove by Matsumoto in [34] under the assumption
that both the two two-sided shift spaces satisfy condition (I). We will closely follow
Matsumoto’s original proof, but change it so it also work without the assumption of
condition (I).
Like Matsumoto, we will use the concept of symbolic expansion. If a is an alphabet,
then we let a′ denote the disjoint union of a and an extra symbol ∗ which does not belong
to a. Choose a distinct element a0 of a. For every x ∈ a
Z, we let η(x) be the element
of a′Z obtained by replacing every occurrence of a0 in x by a0∗ and letting all the other
terms in x be as they are. It is easy to see that if Λ is a two-sided shift space over a,
then {η(x) | x ∈ Λ} ∪ {τ(η(x)) | x ∈ Λ} is a two-sided shift space over the alphabet a′.
We call this shift space for a symbolic expansion of Λ and denote it by Λ˜.
Parry and Sullivan proved in [40] that flow equivalence among two-sided shift spaces
of finite type is generated by conjugacy and symbolic expansion. As noticed in [34],
Parry and Sullivan’s proof also hold for two-sided shift spaces in general. Thus we have:
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Theorem 1.4.1. Flow equivalence among two-sided shift spaces is generated by conju-
gacy and symbolic expansion.
Thus, in order to prove that if two two-sided shift spaces are flow equivalent, then
the corresponding C∗-algebras are stable isomorphic, it is enough to prove that if Λ is a
two-sided shift space, and Λ˜ is a symbolic expansion of Λ, then OXΛ and OXΛ˜ are stable
isomorphic.
Let Λ, Λ˜, a, a′, a0, ∗ and η be as above. For every u ∈ a
∗, we let η(u) be the element
of a′∗ obtained by replacing every occurrence of a0 in u by a0∗ and letting all the other
terms in u be as they are. We extend η to a map from aN0 to a′N0 in the obvious way.
Let {s˜u | u ∈ a
∗} be the canonical generators of OX
Λ˜
. For u ∈ a∗ \ {ǫ}, we let tu = s˜η(u),
and we let tǫ = 1η(XΛ ) =
∑
a∈a 1C(ǫ,a) =
∑
a∈a s˜as˜
∗
a = 1− s˜∗s˜
∗
∗.
Lemma 1.4.2. Let {su | u ∈ a
∗} be the family of canonical generators of OXΛ . Then
there exists a ∗-isomorphism from OXΛ to tǫOXΛ˜ tǫ which for u ∈ a
∗ maps su to tu.
Proof. For f ∈ l∞(XΛ) and x ∈ XΛ˜ let
φ(f)(x) =
{
f(y) if x = η(y) for some y ∈ XΛ,
0 if x /∈ η(XΛ).
Then φ is a ∗-homomorphism from l∞(XΛ) to l
∞(XΛ˜). If u, v ∈ a
∗ and u and v are not
both equal to ǫ, then we have
φ(1C(u,v)) = 1η(C(u,v)) = 1C(η(u),η(v)) ∈ DΛ˜
Since we also have that φ(1C(ǫ,ǫ)) = φ(1XΛ ) = 1η(XΛ ) = tǫ ∈ DXΛ˜ , it follows that φ maps
DXΛ into DXΛ˜ . We will now show that ((tu)u∈a∗ , φ) is a representation of XΛ on OXΛ˜ .
If u, v ∈ a∗ \ {ǫ}, then we have tutv = s˜η(u)s˜η(v) = s˜η(uv) = tuv. If u ∈ a
∗ \ {ǫ} then we
have
tǫtu = 1η(Λ)tut
∗
utu = 1η(Λ)1C(ǫ,η(u))tu = 1C(ǫ,η(u))tu = tu (1.5)
and
tutǫ = tut
∗
utu1η(Λ) = tu1C(η(u),ǫ)1η(Λ) = tu1C(η(u),ǫ) = tu. (1.6)
Thus tutv = tuv for all u, v ∈ a
∗.
If u, v ∈ a∗, and not both u and v are equal to ǫ, then we have
tvt
∗
utut
∗
v = s˜η(v)s˜
∗
η(u)s˜η(u)s˜
∗
η(v) = 1C(η(u),η(v)) = 1η(C(u,v)) = φ(1C(u,v)).
Since we also have that tǫt
∗
ǫ tǫt
∗
ǫ = tǫ = 1η(XΛ ) = φ(1C(ǫ,ǫ)), we have that ((tu)u∈a∗ , φ) is
a representation of XΛ on OX
Λ˜
. Thus there exists a ∗-homomorphism ψ : OXΛ → OXΛ˜
such that ψ(su) = tu for every u ∈ a
∗, and such that the restriction of ψ to DXΛ is φ
which is injective.
It follows from the universal property of OX
Λ˜
that there exists an action γ˜ : T →
Aut(OX
Λ˜
) such that γ˜z(s˜a) = zs˜a for z ∈ T and a ∈ a, and γ˜(s˜∗) = s˜∗. We then have
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γ˜z(tu) = γ˜z(s˜η(u)) = z
|u|s˜η(u) = z
|u|tu for u ∈ a
∗ and z ∈ T. Thus it follows from
Theorem 1.1.21 that ψ is injective.
It follows from equation (1.5) and (1.6) that tǫtutǫ = tu for every u ∈ a
∗, so ψ(OXΛ ) =
C∗(tu | u ∈ a
∗) ⊆ tǫOX
Λ˜
tǫ. We will now prove that tǫOX
Λ˜
tǫ ⊆ C
∗(tu | u ∈ a
∗). Let AX
Λ˜
be the C∗-subalgebra of DX
Λ˜
generated by {1C(u,ǫ) | u ∈ a
′∗}. It is not difficult to show
that span{s˜vf s˜
∗
v | v ∈ a
∗′, f ∈ AX
Λ˜
} is dense in DX
Λ˜
, so it follows from Proposition
1.1.15 that span{s˜vf s˜
∗
w | v,w ∈ a
′∗, f ∈ AX
Λ˜
} is dense in OX
Λ˜
. It is therefore enough to
prove that tǫs˜vf s˜
∗
wtǫ ∈ C
∗(tu | u ∈ a
∗) for v,w ∈ a′∗ and f ∈ AX
Λ˜
. We will first prove this
in the case where v = w = ǫ. Since every f ∈ AX
Λ˜
commutes with tǫ (because tǫ ∈ DX
Λ˜
,
AX
Λ˜
⊆ DX
Λ˜
and DX
Λ˜
is commutative) and AX
Λ˜
is generated by {s˜∗v s˜v | v ∈ a
′∗}, it is
enough to prove that tǫs˜
∗
v s˜vtǫ ∈ C
∗(tu | u ∈ a
∗) for v ∈ a′∗.
Assume that v 6= ǫ and tǫs˜
∗
vs˜vtǫ 6= 0. Since s˜a0 s˜a = 0 for a ∈ a, we then have
that v|v| 6= a0. So we either have that v ∈ η(a
∗) or v1 = ∗. In the former case,
s˜v ∈ C
∗(tu | u ∈ a
∗) and thus tǫs˜
∗
v s˜vtǫ ∈ C
∗(tu | u ∈ a
∗). In the latter case, we
have C(v, ǫ) = C(a0v, ǫ) and a0v ∈ η(a
∗) from which it follows that s∗vsv = 1C(v,ǫ) =
1C(a0v,ǫ) = s˜
∗
a0v
s˜a0v ∈ C
∗(tu | u ∈ a
∗) and thus tǫs˜
∗
vs˜vtǫ ∈ C
∗(tu | u ∈ a
∗).
Let us now assume that v ∈ a′∗ \ {ǫ} and tǫs˜v 6= 0. Since tǫs˜∗ = 0, we then have
v1 ∈ a. Thus, we either have that v ∈ η(a
∗) or v|v| = a0. In the former case we have s˜v ∈
C∗(tu | u ∈ a
∗) and tǫs˜v = s˜v = s˜vtǫ. In the latter case tǫs˜v = s˜v = s˜vs˜∗s˜
∗
∗ = s˜v s˜∗tǫs˜
∗
∗
and s˜vs˜∗ = s˜v∗ ∈ C
∗(tu | u ∈ a
∗).
Thus if v,w ∈ a′∗, f ∈ AX
Λ˜
and tǫs˜vf s˜
∗
wtǫ 6= 0, then one of the following cases holds:
(1) tǫs˜vf s˜
∗
wtǫ = s˜vtǫftǫs˜
∗
w and s˜v, s˜w ∈ C
∗(tu | u ∈ a
∗).
(2) tǫs˜vf s˜
∗
wtǫ = s˜vs˜∗tǫs˜
∗
∗f s˜∗tǫs˜
∗
∗s˜
∗
w and s˜v s˜∗, s˜ws˜∗ ∈ C
∗(tu | u ∈ a
∗).
(3) tǫs˜vf s˜
∗
wtǫ = s˜vs˜∗s˜
∗
∗ftǫs˜
∗
w.
(4) tǫs˜vf s˜
∗
wtǫ = s˜vtǫf s˜∗s˜
∗
∗s˜
∗
w.
In the first case tǫs˜vf s˜
∗
wtǫ ∈ C
∗(tu | u ∈ a
∗) because tǫftǫ ∈ C
∗(tu | u ∈ a
∗) as shown
above. In the second case, tǫs˜vf s˜
∗
wtǫ ∈ C
∗(tu | u ∈ a
∗) because s˜∗∗f s˜∗ ∈ AXΛ˜ and thus
tǫs˜
∗
∗f s˜∗tǫ ∈ C
∗(tu | u ∈ a
∗) as shown above. The third and forth cases can actually not
happen, because since s˜∗s˜
∗
∗ commutes with every element of AXΛ˜ (because s˜∗s˜
∗
∗ ∈ DXΛ˜ ,
AX
Λ˜
⊆ DX
Λ˜
and DX
Λ˜
is commutative) and tǫs˜∗ = 0, we have that s˜∗s˜
∗
∗ftǫ = tǫf s˜∗s˜
∗
∗ = 0.
Hence tǫs˜vf s˜
∗
wtǫ ∈ C
∗(tu | u ∈ a
∗) for u, v ∈ a′∗ and f ∈ AX
Λ˜
, and we thus have
tǫOX
Λ˜
tǫ ⊆ C
∗(tu | u ∈ a
∗).
Lemma 1.4.3. The projection tǫ is full in OX
Λ˜
.
Proof. We have that 1 =
∑
a∈a′ s˜as˜
∗
a = tǫ+ s˜∗s˜
∗
∗ = tǫ+ s˜∗tǫs˜
∗
∗ from which the conclusion
follows.
Theorem 1.4.4. Let Λ1 and Λ2 be two two-sided shift spaces which are flow equivalent.
Then OXΛ1 and OXΛ2 are Morita equivalent.
Proof. This follows from Theorem 1.4.1 and Lemma 1.4.2 and 1.4.3.
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1.5. The K-theory of C∗-algebras associated to shift spaces
Since K0(X ) and K1(X ) are invariants of a C
∗-algebra X, it follows from the previous
section that K0(OX), K1(OX) and K0(FX) are invariants of X. In this section, we will
present formulas based on l-past equivalence for these invariants. This was done in
[26, 27, 34] by Matsumoto for the case of one-sided shift spaces of the form XΛ, where
Λ is a two-sided shift space and generalized to the general case in [9] (see also [15]). I
will not here prove the formulas for K0(OX), K1(OX) and K0(FX), because that would
require a knowledge about K-theory for C∗-algebras that I do not expect the reader
to have, but only establish the necessary setup and state the theorems which give the
formulas. The interested reader can find proofs of these theorems in the above mentioned
references.
From these formulas, one can directly prove that K0(OX), K1(OX) and K0(FX) are
invariants of X without involving C∗-algebras. This is done (for one-sided shift spaces of
the form XΛ, where Λ is a two-sided shift space) in Matsumoto’s very interesting paper
[28], where also other invariants of shift spaces are presented.
Let X be a one-sided shift space. We will for each l ∈ N0 define an equivalence
relation on X called l-past equivalence. These equivalence relations were introduced
by Matsumoto in [27]. For k ∈ N0 and x ∈ X let Pk(x) = {u ∈ ak | ux ∈ X}. If
x, y ∈ X and l ∈ N0, then we say that x and y are l-past equivalent and write x ∼l y if⋃l
k=0Pk(x) =
⋃l
k=0Pk(y). Notice that since a
k is finite for each k ∈ N0, we have for each
l ∈ N0 only finitely many l-past equivalence classes. We let m(l) be this number of l-past
equivalence classes, and we denote the l-past equivalence classes by El1, E
l
2, . . . , E
l
m(l).
For each l ∈ N0, j ∈ {1, 2, . . . ,m(l)} and i ∈ {1, 2, . . . ,m(l + 1)}, let
Il(i, j) =
{
1 if El+1i ⊆ E
l
j
0 otherwise.
Let F be a finite set and i0 ∈ F . Then we denote by ei0 the element in Z
F for which
ei0(i) =
{
1 if i = i0
0 otherwise.
Let 0 ≤ k ≤ l. Then we have that x ∼l y =⇒ Pk(x) = Pk(y). We can therefore for
i ∈ {1, 2, . . . ,m(l)} define Pk(E
l
i) to be Pk(x) for some x ∈ E
l
i. Let M
l
k be defined by
M lk =
{
i ∈ {1, 2 . . . ,m(l)} | Pk(E
l
i) 6= ∅
}
.
Notice that if X is of the form XΛ for some two-sided shift space Λ (this is equivalent to
σ(X) = X), then M lk = {1, 2, . . . ,m(l)} for all 0 ≤ k ≤ l.
If j ∈ M lk and Il(i, j) = 1, then i ∈ M
l+1
k , so there exists a positive linear map from
ZM
l
k to ZM
l+1
k given by
ej 7→
∑
i∈M l+1
k
Il(i, j)ei.
We denotes this map by I lk.
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For a subset E of X and a u ∈ a∗, let uE = {ux ∈ X | x ∈ E}. For each l ∈ N0, j ∈
{1, 2, . . . ,m(l)}, i ∈ {1, 2, . . . ,m(l + 1)} and a ∈ a, let
Al(i, j, a) =
{
1 if ∅ 6= aEl+1i ⊆ E
l
j
0 otherwise.
Let 0 ≤ k ≤ l. If j ∈ M lk and if there exists an a ∈ a such that Al(i, j, a) = 1, then
i ∈M l+1k+1. Thus there exists a positive linear map from Z
M l
k to ZM
l+1
k+1 given by
ej 7→
∑
i∈M l+1
k+1
∑
a∈a
Al(i, j, a)ei.
We denote this map by Alk.
Lemma 1.5.1. Let 0 ≤ k ≤ l. Then the following diagram commutes:
ZM
l
k
Il
k //
Al
k

ZM
l+1
k
Al+1
k

ZM
l+1
k+1
Il+1
k+1 //
ZM
l+2
k+1 .
Proof. Let j ∈ M lk, h ∈ M
l+2
k+1 and a ∈ a. If ∅ 6= aE
l+2
h ⊆ E
l
j , then there exists exactly
one i ∈M l+1k such that E
l+1
i ⊆ E
l
j and ∅ 6= aE
l+2
h ⊆ E
l+1
i ; and there exists exactly one
i′ ∈ M l+1k+1 such that E
l+2
h ⊆ E
l+1
i′ and ∅ 6= aE
l+1
i′ ⊆ E
l
j . If aE
l+2
h = ∅ or aE
l+2
h * E
l
j,
then there does not exists an i ∈M l+1k such that E
l+1
i ⊆ E
l
j and ∅ 6= aE
l+2
h ⊆ E
l+1
i ; and
there does not exists an i′ ∈ M l+1k+1 such that E
l+2
h ⊆ E
l+1
i′ and ∅ 6= aE
l+1
i′ ⊆ E
l
j . Hence
we have ∑
i∈M l+1
k
Al+1(h, i, a)Il(i, j) =
∑
i∈M l+1
k+1
Il+1(h, i)Al(i, j, a).
It follows from this that
Al+1k (I
l
k(ej)) = A
l+1
k
 ∑
i∈M l+1
k
Il(i, j)ei

=
∑
h∈M l+2
k+1
∑
a∈a
Al+1(h, i, a)
∑
i∈M l+1
k
Il(i, j)eh
=
∑
h∈M l+2
k+1
∑
i∈M l+1
k+1
∑
a∈a
Il+1(h, i)Al(i, j, a)eh
= I l+1k+1
 ∑
i∈M l+1
k+1
∑
a∈a
Al(i, j, a)ei

= I l+1k+1(A
l
k(ej))
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for every j ∈M lk. Thus the diagram commutes.
For k ∈ N0, the inductive limit lim
−→
(ZM
l
k , (Z+)M
l
k , I lk) will be denoted by (ZXk ,Z
+
Xk
).
It follows from Lemma 1.5.1 that the family {Alk}l≥k induces a positive, linear map Ak
from ZXk to ZXk+1 .
Let 0 ≤ k < l. Denote by δlk the linear map from Z
M l
k to ZM
l
k+1 given by
ej 7→
{
ej if j ∈M
l
k+1,
0 if j /∈M lk+1,
for j ∈M lk. It is easy to check that the following diagram
ZM
l
k
δl
k //
Il
k

ZM
l
k+1
Il
k+1

ZM
l+1
k
δl+1
k //
ZM
l+1
k+1
commutes.
Thus the family {δlk}l≥k induces a positive, linear map from ZXk to ZXk+1 which we
denote by δk. Since the diagram
ZM
l
k
δl
k //
Al
k

ZM
l
k+1
Al
k+1

ZM
l+1
k+1
δl+1
k+1 //
ZM
l+1
k+2
commutes for every 0 ≤ k < l, the diagram
ZXk
δk //
Ak

ZXk+1
Ak+1

ZXk+1
δk+1 // ZXk+2
commutes.
We denote the inductive limit lim
−→
(ZXk ,Z
+
Xk
, Ak) by (∆X ,∆
+
X
). Since the previous
diagram commutes, the family {δk}k∈N0 induces a positive, linear map from ∆X to ∆X
which we denote by δX .
Theorem 1.5.2. Let X be a one-sided shift space. Then there exists an isomorphism
φ : K0(FX)→ ∆X which satisfies that φ(K
+
0 (FX)) = ∆
+
X
and that φ ◦ (λX)0 = δX ◦ φ.
For every l ∈ N0 denote by Bl the linear map from Zm(l) to Zm(l+1) given by
ej 7→
m(l+1)∑
i=1
(
Il(i, j) −
∑
a∈a
Al(i, j, a)
)
ei.
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One can easily check that the following diagram commutes for every l ∈ N0:
Zm(l)
Bl //
Il0

Zm(l+1)
Il+10

Zm(l+1)
Bl+1 // Zm(l+2).
Hence the family {Bl}l∈N0 induces a linear map B from ZX0 to ZX0.
Theorem 1.5.3. Let X be a one-sided shift space. Then
K0(OX) ∼= ZX0/BZX0 ,
and
K1(OX) ∼= ker(B).
It follows from Theorem 1.2.3 and the fact that isomorphic C∗-algebras have isomor-
phic K-theory (cf. Section A.3) that if X1 and X2 are conjugated one-sided shift spaces,
then (K0(X1),K
+
0 (X1))
∼= (K0(X2),K
+
0 (X2)), K1(X1)
∼= K1(X2) and (∆X1 ,∆
+
X1
, δX1)
∼=
(∆X2 ,∆
+
X2
, δX2), and it follows from Theorem 1.3.5 and Theorem 1.4.4 and the fact that
Morita equivalent C∗-algebras have isomorphic K-theory (cf. Section A.3) that if Λ1
and Λ2 are two-sided shift spaces which are conjugate or just flow equivalent, then
(K0(X1),K
+
0 (X1))
∼= (K0(X2),K
+
0 (X2)).
We will now prove that if Λ1 and Λ2 are conjugate two-sided shift spaces, then we also
have that (∆XΛ1 ,∆
+
XΛ1
, δXΛ1 )
∼= (∆XΛ2 ,∆
+
XΛ2
, δXΛ2 ). It follows from Theorem 1.3.1 that
is it enough to prove this for the case where there exists a bipartite code between Λ1
and Λ2. So we will assume that this is the case and use the same notation as in Section
1.3.
We let, as in Section 1.3, X be the one-sided shift space f˜1(XΛ1) ∪ f˜2(XΛ2). Since
σ(X) = X, we have that M lk = {1, 2, . . . ,m(l)} for 0 ≤ k ≤ l. It is not difficult to see
that if l ≥ 1, then each l-past equivalence class of X is either a subset of f˜1(XΛ1) or a
subset of f˜2(XΛ2). For i ∈ {1, 2} we let Z
m(l)
i = Z
J l
i where J li = {j ∈ {1, 2, . . . ,m(l)} |
Elj ⊆ f˜i(XΛi)}. We then have that Z
m(l) = Zm(l)1 ⊕Z
m(l)
2 . It is not difficult to check that
we for all 0 ≤ k ≤ l with l ≥ 1 have that I lk(Z
m(l)
i ) ⊆ Z
m(l+1)
i and A
l
k(Z
m(l)
i ) ⊆ Z
m(l+1)
3−i .
It is also clear that there for every l ≥ 1 exists an isomorphism κli from Z
mXΛi
(l)
to Zm(2l)i
such that the following two diagrams commute:
Z
mXΛi
(l)
κl
i //
Il
k

Zm(2l)i
I2l+1
k
◦I2l
k

Z
mXΛi
(l+1)
κl+1
i // Zm(2l+2)i
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Z
mXΛi
(l)
κl
i //
Al
k

Zm(2l)i
A2l+1
k+1
◦A2l
k

Z
mXΛi
(l+1)
κl
i // Zm(2l+2)i
where, for each l, mXΛi (l) denotes the number of l-past equivalence classes in XΛi and the
maps in the left column are the ones used to compute the K-groups associated to XΛi ,
and the maps in the right column are the ones used to compute the K-groups associated
to X. Since σ(XΛ1) = XΛ1, σ(XΛ2) = XΛ2 , and σ(X) = X, we have for every k ≥ 0 that
Z(XΛ1 )k = Z(XΛ1 )0 , Z(XΛ1 )k = Z(XΛ1 )0 and ZXk = ZX0. It follows from the two commuting
diagrams above that there exist injective homomorphisms κ1 : Z(XΛ1 )0 → ZX0 and κ2 :
Z(XΛ2 )0 → ZX0 such that ZX0 = κ1(Z(XΛ1 )0)⊕κ2(Z(XΛ2 )0), A0(κ1(Z(XΛ1 )0)) = κ2(Z(XΛ2 )0),
and A0(κ2(Z(XΛ2 )0)) = κ1(Z(XΛ1 )0) and such that the following diagram commutes:
Z(XΛ1 )0
A0 //
κ1

Z(XΛ1 )0
κ1

κ1(Z(XΛ1 )0)
A0 // κ2(Z(XΛ2 )0)
A0 // κ1(Z(XΛ1 )0)
A0 // κ2(Z(XΛ2 )0)
Z(XΛ2 )0
A0 //
κ2
OO
Z(XΛ2 )0
κ2
OO
It follows that (∆XΛ1 ,∆
+
XΛ1
, δXΛ1 )
∼= (∆XΛ2 ,∆
+
XΛ2
, δXΛ2 ). Thus we have:
Theorem 1.5.4. Let Λ1 and Λ2 be two-sided shift spaces. If Λ1 and Λ2 are conjugate,
then we have that (∆XΛ1 ,∆
+
XΛ1
, δXΛ1 )
∼= (∆XΛ2 ,∆
+
XΛ2
, δXΛ2 ).
It actually follows from Theorem 1.5.4 that if Λ1 and Λ2 are conjugate, then FXΛ1 and
FXΛ1 are Morita equivalent.
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A. Appendix
I will in this section give a (very short) introduction to C∗-algebras, Morita equivalence
of C∗-algebras and K-theory for C∗-algebras which hopefully will be enough for the
reader to understand these notes.
I will not not give any proofs at all. The interested reader is referred to for example
[1, 3, 4, 37, 41, 42, 43] for more details.
A.1. C∗-algebras
Definition A.1.1. A C∗-algebra is an algebra X over the complex numbers equipt with
a map x 7→ x∗ and a norm ‖·‖ satisfying:
(1) X is complete with respect to ‖·‖,
(2) ‖xy‖ ≤ ‖x‖‖y‖ for x, y ∈ X ,
(3) (x∗)∗ = x for x ∈ X ,
(4) (xy)∗ = y∗x∗ for x, y ∈ X ,
(5) (λx)∗ = λx∗ for λ ∈ C and x ∈ X ,
(6) (x+ y)∗ = x∗ + y∗ for x, y ∈ X ,
(7) ‖x∗‖ = ‖x‖ for x ∈ X ,
(8) ‖x∗x‖ = ‖x‖2 for x ∈ X .
The map x 7→ x∗ is called an involution. A C∗-algebra is called unital if it has a
algebraic unit (i.e, X is unital if there exists a 1 ∈ X such that 1x = x1 = x for all
x ∈ X ). All the C∗-algebras we will meet in these notes (except here in the appendix)
are unital.
An algebra equipt with a norm satisfying condition (1) and (2) is called a Banach
algebra. A Banach algebra equipt with an involution satisfying condition (3)-(7) is called
a Banach ∗-algebra (or just a B∗-algebra). Condition (8) is often called the C∗-identity.
Although this condition at first glance seems to be a mild condition it is in fact very
strong because it ties together the algebraic structure of the C∗-algebra and its topology.
One can for example show that if X is an algebra equipt with an involution satisfying
condition (3)-(6), then there is at most one norm which makes X a C∗-algebra.
A map φ : X1 → X2 between C
∗-algebras is called a ∗-homomorphism if it satisfies
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(1) φ(ax+ by) = aφ(x) + bφ(y) for x, y ∈ X1 and a, b ∈ C,
(2) φ(xy) = φ(x)φ(y) for x, y ∈ X ,
(3) φ(x∗) = (φ(x))∗ for x ∈ X .
A ∗-homomorphism which is invertible is called a ∗-isomorphism, and if there exists
a ∗-isomorphism between two C∗-algebras, then their are said to be isomorphic.
If φ : X1 → X2 is a ∗-homomorphism, then ‖φ(x)‖ ≤ ‖x‖ for all x ∈ X1, and φ
is injective if and only if ‖φ(x)‖ = ‖x‖ for all x ∈ X1 (see for example [37, Theorem
2.1.7] for a proof of this). Thus a ∗-homomorphism is automatically continuous, and a
∗-isomorphism is automatically isometric. This is another example of how the algebraic
structure of a C∗-algebra and its topology are closely related.
Example A.1.2. Let H be a Hilbert space. Then the algebra B(H) of bounded operators
is a C∗-algebra where T ∗ of an bounded operator T ∈ B(H) is the adjoint of T , and the
norm ‖T‖ is the operator norm sup{‖Tη‖ | η ∈ H, ‖η‖ ≤ 1}.
Definition A.1.3. A projection in a C∗-algebra X is a p ∈ X satisfying p2 = p∗ = p.
A partial isometry is a s ∈ X satisfying ss∗s = s.
It is easy to see that if s is a partial isometry, then ss∗ (and s∗s) is a projection. One
can prove (see for example [37, Theorem 2.3.3]) that if s is an element of a C∗-algebra
such that ss∗ is a projection, then s is a partial isometry.
Definition A.1.4. A C∗-subalgebra of a C∗-algebra X is a closed subalgebra Y of X
such that x ∈ Y =⇒ x∗ ∈ Y.
A C∗-subalgebra Y is a C∗-algebra in itself with the operations it inherits from X .
It is a famous theorem by Gelfand and Naimark that every C∗-algebra is isomorphic to
some C∗-subalgebra of the C∗-algebra of bounded operators on some Hilbert space.
Example A.1.5. Let X be a set. The algebra of bounded functions from X to C is a
C∗-algebra where the involution f∗ of a f ∈ l∞(X) is defined by f∗(x) = f(x) for all
x ∈ X, and the norm ‖f‖ of f is sup{|f(x)| | x ∈ X}. Notice that l∞(X) is abelian.
If X is a locally compact Hausdorff space, then the algebra C0(X) of continuous
functions on X vanishing at infinity is a C∗-subalgebra of l∞(X).
It is a famous theorem by Gelfand that every abelian C-algebra is isomorphic to C0(X)
for some locally compact Hausdorff space X.
We are going to need (in the proof of Proposition 1.1.4) the following fact which follows
from [37, Theorem 2.1.11]:
Fact A.1.6. Let X be a unital C∗-algebra. If Y is a C∗-subalgebra of X which contains
the unit of X , and y ∈ Y is invertible in X , then its inverse y−1 belongs to Y.
When X is C∗-algebra and X is some subset of X , then there exists a C∗-subalgebra
Y of X which contains X and which is contained in any other C∗-subalgebra of X that
contains X. The C∗-subalgebra Y is just the intersection of every C∗-subalgebra of X
that contains X. We call Y the C∗-subalgebra of X generated by X and denote it by
C∗(X).
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A.2. Morita equivalence
By an ideal of a C∗-algebra we mean a closed two-sided ideal. I.e., an ideal of a C∗-
algebra X is a closed subset I of X such that λa + γb, xa, ax ∈ I for a, b ∈ I, λ, γ ∈ C
and x ∈ X . An ideal I of a C∗-algebra is automatically closed under involution, i.e., if
x ∈ I, then x∗ ∈ I. Thus every ideal of a C∗-algebra is also a C∗-subalgebra.
A nonzero ideal of a C∗-algebra X is said to be essential if it has nonzero intersection
with every other nonzero ideal of X .
There exists for every C∗-algebra X a up to isomorphism unique maximal unital C∗-
algebra M(X ) which contains X as an essential ideal. The C∗-algebra M(X ) is known
as the multiplier algebra of X , cf. [37, Theorem 3.1.8] and [41, Theorem 2.47]. If X itself
is unital, then M(X ) = X .
It is easy to check that if p is a projection in the multiplier algebra M(X ) of a the C∗-
algebra X , then pXp := {pxp | x ∈ X} is a C∗-subalgebra of X . Such a C∗-subalgebra
is called a corner. The projection p is said to be full and the corner pXp is said to be a
full corner if there is no proper ideal of X which contains p.
Two projections p, q ∈ M(X ) are said to be complementary if p + q = 1. If p and q
are complementary, then pq = 0 and thus pXp ∩ qX q = {0}. In this situation, the two
corners pXp and qX are also called complementary.
Morita equivalence is an equivalence relations between C∗-algebras. I will not give the
definition of Morita equivalence here, but instead use the following characterization of
Morita equivalence.
Theorem A.2.1 (Cf. [41, Theorem 3.19]). Two C∗-algebras X1 and X2 are Morita
equivalent if and only if there is a C∗-algebra X with complementary full corners iso-
morphic to X1 and X2, respectively.
It follows directly that Morita equivalence is weaker than isomorphism. It is not
difficult to show that if pXp is a full corner of a C∗-algebra, then pXp and X are Morita
equivalent.
A.3. K-theory for C∗-algebras
K-theory for C∗-algebras is a pair of covariant functors K0 and K1 both defined on
the category of C∗-algebras. The functor K0 associate to each C
∗-algebra X a pair
(K+0 (X ),K0(X )) consisting of an abelian group K0(X ) and a sub-semigroup K
+
0 (X ) of
K0(X ) (i.e., K
+
0 (X ) ⊆ K0(X ) and g, h ∈ K
+
0 (X ) =⇒ g+h ∈ K
+
0 (X )), and associate to
each a ∗-homomorphism φ : X1 → X2 a group homomorphismK0(φ) : K0(X1)→ K0(X2)
satisfying K0(φ)(K
+
0 (X1)) ⊆ K
+
0 (X2). The functor K1 associate to each C-algebra
X an abelian group K1(X ) and to each a ∗-homomorphism φ : X1 → X2 a group
homomorphism K1(φ) : K1(X1)→ K1(X2).
That K0 and K1 are functors means that K0(IdX ) = IdK0(X ) and K1(IdX ) = IdK1(X )
for every C∗-algebra X , and that K0(φ1 ◦ φ2) = K0(φ1) ◦ K0(φ2) and K1(φ1 ◦ φ2) =
K1(φ1) ◦K1(φ2) for all ∗-homomorphisms φ1 : X1 → X2 and φ2 : X2 → X3. Thus if two
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C∗-algebras are isomorphic, then K0(X1) and K0(X2) are isomorphic as groups, and so
are K1(X1) and K1(X2). In fact, K0(X1) and K0(X2) are isomorphic by an isomorphism
which maps K+0 (X1) onto K
+
0 (X2).
If pXp is a full corner of a C∗-algebra X and ι denotes the inclusion of pXp into
X , then K0(ι) and K1(ι) are both isomorphisms, and the isomorphism K0(ι) maps
K+0 (pXp) onto K
+
0 (X ), see [20, Proposition B.3]. Thus if two C
∗-algebras are Morita
equivalent, then K1(X1) and K1(X2) are isomorphic as groups, and K0(X1) and K0(X2)
are isomorphic as groups by an isomorphism which maps K+0 (X1) onto K
+
0 (X2).
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