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Abstract
Modern bridges are usually built over piers with complex geometries, although relatively few ex-
perimental studies exist on complex bridge piers. In fact, for a systematic and complete study,
many experiments are required to be performed because of the variety in shape, size and config-
uration of the complex pier elements. In addition, the corresponding physical measurements are
time-consuming and expensive. Nowadays, due to the availability of powerful computers, com-
putational methods can be used to obtain further results at a lower cost compared to the use of
physical models. Hence, this study was aimed to investigate computational methods and to de-
velop a proper numerical model to predict the flow characteristics around bridge piers on a scoured
bed in a simple, fast and accurate way.
The numerical model was developed in three main steps: finding solution algorithms for the
flow equations set (continuity and Navier-Stokes equations), modeling of the turbulent flows and
modeling of the complex geometries. The accuracy of the numerical model was evaluated in each
step by comparing the corresponding numerical results with available reference data for different
cases. Finally, the numerical model was applied to simulate the flow features around two different
complex bridge piers on different stages of the scour hole development process.
The developed numerical model solves the space-filtered Navier-Stokes and continuity equa-
tions (LES Smagorinsky model) in the Cartesian grid system using a fractional-step method. In
addition, a wall function was incorporated into the model that provides the approximate wall
boundary conditions, helping to reduce the computational cost compared to the sole use of the
LES model. Since the numerical model uses a Cartesian grid, the pier and bed geometries were
described by means of a porosity technique (Fractional-Area-Volume-Obstacle-Representation
method). The implicit equation for the pressure is solved with the successive over-relaxation
method and the parallelization of the calculations is achieved by using the FORTRAN OpenMP
library. Temporal discretization was performed by the second-order Adams-Bashforth scheme.
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Concerning the spatial terms, the convection terms were approximated by the QUICK scheme (for
the stability reasons) and all remaining spatial terms were approximated by the second-order cen-
tral difference scheme. Overall, the numerical model is second-order accurate in both space and
time.
The corresponding numerical results were found to be in good agreement with the ones ob-
tained from the referenced bibliography. In addition, the numerical model enabled to characterize
the most relevant flow features of the studied bridge pier cases. Overall, the obtained numerical
results were most encouraging and further development of the numerical model was planned.
Keywords: Complex bridge piers; Scour hole; Large Eddy Simulation; Wall function; Turbu-
lent flow
Resumo
As pontes modernas são, normalmente, construídas sobre pilares com geometrias complexas, em-
bora existam poucos estudos relativos a pilares de pontes complexos. Na realidade, para um estudo
sistemático e completo, é necessário realizar variados ensaios devido à diversidade em termos de
forma, tamanho e configuração dos pilares. Além disso, as correspondentes medições em mod-
elo físico são demoradas e caras. Atualmente, dada a disponibilidade de computadores potentes,
os métodos computacionais podem ser considerados como alternativa para obter mais resultados
a um custo menor, comparativamente com os modelos físicos. Como tal, o presente estudo foi
estruturado no intuito de investigar métodos computacionais e desenvolver um modelo numérico
capaz de prever as características de escoamento na zona adjacente a pilares de pontes, com leito
erodido, de forma simples, rápida e precisa.
O modelo numérico foi desenvolvido em três passos principais: encontrar algoritmos para
resolução do conjunto das equações de conservação consideradas (equações de continuidade e de
Navier-Stokes), modelar escoamentos turbulentos e modelar geometrias complexas. A precisão do
modelo numérico foi avaliada, em cada etapa, através da comparação entre os resultados numéri-
cos correspondentes e os obtidos por bibliografia de referência, para diferentes casos. Por fim,
o modelo numérico foi aplicado por forma a simular as características do escoamento em redor
de dois pilares de ponte complexos e diferentes entre si, em fases diferentes do desenvolvimento
temporal da cavidade de erosão.
O modelo numérico desenvolvido resolve as equações de continuidade e de Navier-Stokes
filtradas no espacialmente (modelo LES Smagorinsky) no sistema de coordenadas Cartesianas,
empregando um designado método de fractional-step. Além disso, foi incorporada uma função de
parede nas soluções LES com o intuito de providenciar uma aproximação das condições-fronteira
da parede, reduzindo o custo computacional, quando comparado com o uso isolado do LES. Como
o modelo numérico usa uma malha Cartesiana, as geometrias dos pilares e do leito foram de-
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scritos por intermédio de uma técnica de porosidade (método Fractional-Area-Volume-Obstacle-
Representation). A equação implícita para a pressão foi resolvida através do método successive
over-relaxation, com a paralelização dos cálculos a ser Obtida por intermédio da interface FOR-
TRAN OpenMP. A discretização temporal foi realizada por um esquema Adams-Bashforth, de
segunda ordem. Relativamente aos termos espaciais, os termos convectivos foram aproximados
por um esquema QUICK (por razões de estabilidade) e os restantes termos espaciais foram aprox-
imados pelo esquema da diferença central, de segunda ordem. Em geral, o modelo numérico tem
uma precisão de segunda ordem, tanto em termos espaciais como temporais.
Por fim, os resultados numéricos correspondentes estão de acordo com os obtidos a partir das
referências bibliográficas. Além disso, o modelo numérico permite a obtenção das característi-
cas mais relevantes do escoamento junto aos pilares de ponte estudados. Em geral, os resulta-
dos numéricos obtidos foram bastante encorajadores e propostos desenvolvimentos futuros para o
modelo numérico.
Palavras-Chave: Pilares de pontes complexos; Buraco de erosão; Large Eddy Simulation; Função
de parede; Escoamento turbulento.
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1.1 Motivation
Bridges are important and vital structures, which are exposed to many natural hazards such as
local scouring. Due to its direct impact on the stability of bridge piers, local scour plays a key
role in bridge failure (some examples are presented in Figure 1.1). Hence, the scouring process
is very important for the bridge pier stability studies and must be carefully investigated, as under-
prediction of the scour depth may lead to the bridge failure while its over-prediction may lead to
waste of economic resources. Therefore, a good understanding of the scour process and a better
estimation of the scour-hole dimensions are of utmost importance in civil engineering.
Figure 1.1: Examples of bridge failures: a) Jahrom-Iran, 2017, reported by IRNA (http://www.irna.ir/fa/
News/82430384); b) Gafanha-Portugal, 1994, photo adopted from Moreno (2016).
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2 Introduction
Local pier scour is a complex three-dimensional phenomenon, which occurs as a result of the
flow-sediment-pier interaction. So far, numerous experimental and numerical studies have been
performed to investigate the flow mechanism and scouring process around a single pier (Dargahi,
1989; Graf & Istiarto, 2002; Kirkil et al., 2008; Diab, 2011; Khosronejad et al., 2012; Alemi &
Maia, 2018 among others), mostly with a circular cross-section geometry. Nevertheless, most
modern bridges are supported by piers with complex geometries because of geotechnical and
economic considerations. Few studies focused on the investigation of complex bridge piers, which
is a consequence of the fact that physical study of complex piers is time-consuming and expensive
(Beheshti & Ataie-Ashtiani, 2010). In fact, due to the variety in shape, size and configuration of the
pier elements, a systematic and complete study on complex piers requires many experiments to be
performed. In contrast, using powerful and affordable computers, Computational Fluid Dynamics
(CFD) analysis is able to present further results (e.g., flow velocity field around the complex bridge
piers) and with lower costs compared to the physical models. Furthermore, CFD analysis enables
to overcome problems due to disturbances caused by measuring instruments and simultaneously
avoids issues related to scaling of experimental results.
Considering above explanations, this study was aimed to contribute to the numerical investi-
gation of the flow field around complex bridge piers, having in attention that a good understanding
of the flow mechanism is a fundamental step to estimate the accurate scour depth around bridge
piers.
1.2 Aim and Scope
In general, the turbulent flow past a bridge pier is complex, including flow separation, reattach-
ment, and vortices. Therefore, a challenging subject for this PhD study was selecting adequate
numerical methods to simulate these flow phenomena in a simple, fast and accurate way. A pre-
liminary bibliographic survey on related works resulted in having in mind to address some key
features for the present numerical study as follows:
• Kirkil et al. (2009) noted that, ideally, a Large Eddy Simulation (LES) without wall function
should be used to investigate such turbulent flows. Nevertheless, some restrictions due to
the grid resolution and time-step size requirements, for a sufficiently resolved LES, make
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LES applicable only for relatively small Reynolds numbers (∼ 104). At very large Reynolds
number flows, LES together with a wall function can be considered for the solution. The
present study attempts to investigate if it is possible to obtain adequate numerical results
using a wall function on the bridge pier flow predictions. For that, a wall function, as used
in many studies on local pier scour predictions (Roulund et al., 2005; Stahlmann, 2013
among others), was adopted for the present study. In addition, a Two-Layer approach was
also selected for the wall modeling; by that, the LES domain is the core of the flow and in
the wall layer a simplified set of flow equations is considered and solved by means of a grid
that is refined in the wall-normal direction. That approach has given reasonable accurate
predictions in complex flows such as the flow past the backward-facing step and trailing
edge as reported by Piomelli & Balaras (2002).
• One difficulty in solving the set of flow equations, continuity and Navier-Stokes equations,
is that there is no explicit equation for the pressure. One way to overcome this difficulty is
to employ the fractional-step or projection method that removes the implicit pressure depen-
dence in the Navier-Stokes equations. That method has been extensively applied in Large
Eddy Simulations (Sohankar et al., 2000; Mahesh et al., 2004; Kirkil et al., 2008; Meyer
et al., 2010; Einian, 2012 among others), possibly due to its efficiency in computational
time at high Reynolds numbers (Majander & Siikonen, 2002; Hines, 2008).
• Tessicini et al. (2002) noted that structured grids with orthogonal grid lines allow flow sim-
ulations to be performed in a simple way with high efficiency and accuracy. In this case,
flow obstacles are immersed into a Cartesian grid which can be easily generated compared
to a body-fitted grid. A difficulty in using the Cartesian grid is that the physical boundary of
a body may not conform to a grid line. In order to overcome this difficulty, the immersed-
boundary method (as reported by Tessicini et al. (2002) and Posa & Balaras (2014)) or a
porosity technique known as the Fractional Area-Volume Obstacle Representation (FAVOR)
method (Hirt & Sicilian, 1985) is desirable for the definition of the flow obstacles. In the
immersed-boundary method, the effect of the obstacle on the flow is usually accounted for
by estimation of an appropriate body-force term in the Navier-Stokes equations. In contrast,
4 Introduction
the FAVOR method uses open volume and area fractions of the grid cells for incorporating
geometry effects into the flow equations.
In the literature, there are some numerical models used to predict fluid-structure interaction.
Nevertheless, most of them are private or proprietary, usually without access to the source code for
implementation of the required methods. In contrast, for example, OpenFOAM is a free and open-
source toolbox, but the key features mentioned above are not apparently addressed in it, meaning
that many changes/implementations would be required to be performed in OpenFOAM to consider
it adequate for the present numerical study. Better than investing on that, it was decided to develop
an in-house CFD model based on the required features for the bridge pier flow predictions.
Developing a numerical model, in addition to the key features mentioned above, requires inves-
tigation on the spatial and temporal discretization of the governing equations and also on parallel
computing, which are important factors in accuracy and efficiency of a numerical model. Thus,
those investigations were also adopted as objectives for this study.
By achieving the aforementioned objectives, the numerical model can be used in engineering
practice as a tool to assess the flow behavior around any structure in the river. In the present study,
the application of the numerical model to predict the turbulent flow around two complex bridge
piers for different stages of the local scour process is presented. It should be noted that, to the au-
thor’s knowledge, available numerical and experimental studies on the flow field around complex
bridge piers are mostly limited to the fixed flat-bed cases and few studies have been performed to
investigate the flow field around a complex pier on a scoured bed. The work presented here will
serve as a basis for a future broader analysis of the local scour hole around complex bridge piers.
In summary, the main objectives of the present study are as follows:
• Developing a numerical model for complex geometries flow predictions by:
1. Investigating different schemes for the spatial and temporal discretization of the gov-
erning equations;
2. Employing a parallelization technique for numerical calculations, especially to solve
the implicit Poisson equation;
3. Evaluating the applicability of the LES model with a wall function;
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4. Employing the immersed-boundary or FAVOR method to model complex geometries.
• Applying the numerical model developed to predict the flow around complex bridge piers
on the scoured bed.
1.3 Synopsis
The present thesis is organized into seven chapters. In this first chapter, the motivation and objec-
tives of this study were presented. The rest of the thesis is organized as follows:
Chapter 2 presents a summary of the background knowledge on the flow field around single
circular piers and the complex bridge piers selected for this study.
Chapters 3 to 5 describe the numerical model development and validations. The numerical
model was developed in three main steps (each corresponding to one of Chapters 3, 4 and 5),
meaning that the model development was started by considering a simple case in a first step and
then by adding required features to the model in each new step. The accuracy of the numerical
model was also evaluated in each step by comparing the corresponding numerical results with
available reference data for different benchmark cases. Details of the Chapters 3, 4 and 5 are as
follows:
• In Chapter 3, the study was aimed at finding an adequate solution procedure for the continu-
ity and the Navier-Stokes equations (flow equations set) based on the fractional-step method.
Different schemes were employed to approximate the spatial and temporal derivative terms
and the corresponding numerical results were compared taking into account available refer-
ence data. In addition, the effects of the computational time-step size on the accuracy of the
results were investigated. Moreover, the optimization of the computational time on solving
the implicit equations (e.g., Poisson equation) by parallel computing was also addressed.
For simplicity in the solution, calculations were performed under the laminar flow condi-
tion. Overall, the results of Chapter 3 served as a basis for the development of an adequate
numerical model for the study of the turbulent flow in the following chapter.
• In Chapter 4, this study attempted to contribute to modeling turbulent flows using the LES
together with a simple wall model (the so-called Two-Layer approach). In this chapter, at
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first, a review of different turbulence models is presented and then details of the numerical
model are summarized. In the LES model, a filtering procedure is used to decompose each
flow quantity into large-scale and small-scale components. The large-scales are calculated
directly and the effect of the small-scales is modeled by using a subgrid-scale model. In this
study, the standard Smagorinsky model with a constant coefficient was used as a subgrid-
scale model that is computationally inexpensive compared to a dynamic approach. There-
fore, the applicability of the Smagorinsky subgrid-scale model was evaluated by considering
turbulent flow past square and circular cylinders, using different values of the Smagorinsky
coefficient and different definitions to compute the spatial filter width.
• In Chapter 5, this study was aimed at enhancing the numerical model for modeling the
complex geometries in a Cartesian grid system. In addition, a rough wall function was also
incorporated in the numerical model to take into account the bed roughness effects in the
predictions. The accuracy of the numerical model was evaluated by considering different
case studies (turbulent channel flow over flat-bed, turbulent flow in a channel with periodic
hill constrictions and turbulent flow around a single and compound piers on the eroded
bed) and comparing the corresponding numerical results with available reference data. The
turbulent channel flows mentioned above have been widely investigated experimentally and
numerically during last years, which enabled to consider those as benchmark cases for the
present study. In addition, a realistic inflow condition for bridge pier flow predictions can
be provided by the channel-flow calculations. The single pier case was particularly selected
to assess the capability of the numerical model to capture the main flow features around the
single pier, which are already well known. Further, the experimental bed shear stress results,
available for the single pier case, enabled to control the accuracy of the numerical results.
The compound pier case (a circular pier on a circular foundation) was also selected for
validation purposes, because the corresponding experimental velocity profiles are available,
making the accuracy study straightforward.
Chapter 6 presents the application of the numerical model to simulate the flow around two
complex bridge piers on the scoured bed. The pier cases (referred to as case I and II) consist of a
column and a pile cap supported by a group of piles, a common geometry of complex bridge piers.
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The two pier cases differ in the number of the piles and also nose shape of the column and pile cap.
Moreover, all pier elements in case I were exposed to the approaching flow, while in case II, the
pile cap was positioned in such a way that only half of its height was above the initial channel bed
level. The detailed bathymetry of the local scour holes were obtained from experiments conducted
by Beheshti & Ataie-Ashtiani (2016) and Ramos et al. (2016). Beheshti & Ataie-Ashtiani (2016),
pier case I, also measured velocity components around the complex pier at the equilibrium stage of
the scour hole process using acoustic-Doppler velocimeter. Their laboratory measurements could
not be performed inside the scour hole and at points closer than 3.5 cm to the pier elements, as the
measuring instrument imposed limitations. The present numerical study provided further details
about the flow field compared to the experimental study, helping to understand better the flow
mechanism around the complex pier on the scoured bed. Concerning the case II, Ramos et al.
(2016) conducted a series of experimental tests at the Hydraulics Laboratory in the University of
Porto to study the time development of local scour around a complex pier and presented the scour
hole geometries at different stages of the local scouring process. However, the characterization of
the flow field was not experimentally investigated by Ramos et al. (2016). Therefore, the present
numerical study investigated the flow field changes around the complex pier case II during the local
scour process. For that, numerical predictions were performed for different bed configurations,
namely, initial flat-bed condition, intermediate stages and equilibrium condition of scour holes.
Chapter 7 presents the main conclusions and recommendations for future works.
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2.1 Introduction
This chapter makes a review of the relevant literature for the studied pier cases. Firstly, the flow
behavior around single bridge piers is summarized and some of the significant works are presented.
Then, background knowledge of the flow structure around the complex bridge piers, the ones
selected for this study, is presented. The corresponding information are useful for verification and
validation of the present numerical model.
2.2 Single bridge piers
The flow structure around single bridge piers has been studied in the last few decades experimen-
tally and numerically, mostly by considering a circular cross-section geometry (e.g., Raudkivi,
1986; Dargahi, 1989; Melville & Coleman, 2000; Roulund et al., 2005; Kirkil et al., 2008; Ataie-
Ashtiani & Aslani-Kordkandi, 2013; Baykal et al., 2015). The main reported flow features are the
surface roller (also known as the bow wave) and down-flow at the front of the pier, the horse-shoe
vortex at the base of the pier and the wake vortices downstream of the pier as shown in Figure 2.1.
When a unidirectional flow is partially obstructed by a single pier, the flow is deflected in
the vertical direction in front of the pier, resulting in two vertical jets (up-flow and down-flow).
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Figure 2.1: Flow pattern around a circular pier, adopted from Melville & Coleman (2000).
The flow deflection occurs near the water surface where the stagnation pressure (0.5ρu2, in which
ρ denotes the fluid density and u represents the flow velocity) is the highest and that pressure
decreases downwards, generating the down-flow. Raudkivi (1986) reported that the maximum
value of the down-flow for a flat-bed case is about 40% of the approach flow mean velocity (U∞)
and occurs at 0.05 to 0.02 pier diameters (D) upstream of it, being closer to the pier bottom. For
a scoured bed, that value increases with increasing scour depth up to 0.8U∞, for a position located
about 1D below the initial channel bed level, when the maximum scour depth is about 2.3D.
The down-flow separates at the pier’s base and rolls up to form an initial rotational flow system,
known as the horse-shoe vortex system, by interaction with the incoming flow. In other words, for
the flat-bed case, a horse-shoe vortex system is generated when the approaching boundary layer
separates from the bed (see Figure 2.2 a)). Roulund et al. (2005) reported that the separation point
location, for a flat-bed case, depends mainly on the bed roughness, the Reynolds number (ReD =
U∞D/ϑ , in which ϑ is the kinematic viscosity) and ratio of the approach boundary layer thickness
to the pier diameter (δ/D). In summary, for a flat-bed case, the separation point moves towards
the pier with increasing the bed roughness, increasing ReD (when ReD > 500) and decreasing
δ/D. As the scour hole grows, the approach flow separates at the upstream rim of the scour
hole and the horse-shoe vortex system forms inside the scour hole (see Figure 2.2 b)), leading
to the maximum down-flow velocity to occur inside the scour hole. Generally, the horse-shoe
system consists of a main/major vortex associated with several small secondary vortices, all of
those wrapping around the pier’s base (see Figure 2.2 c)) and extending downstream for a few
2.2 Single bridge piers 11
pier diameters before losing their identity and becoming part of the general turbulence field. In
fact, the horse-shoe vortices transport eroded sediment particles downstream of the pier. Dargahi
(1989) experimentally investigated the flow structure around a circular pier mounted vertically on
a fixed flat-bed for ReD ranging from 6600 to 65000 and noticed that the number of vortices formed
upstream of the pier depends on ReD, while the dimensions of the vortex system were found to be
independent of ReD and primarily can be determined by the pier diameter. Later, Muzzammil &
Gangadhariah (2003) experimentally studied the time-averaged characteristics of the horse-shoe
vortex system along the scouring process. The corresponding measurements showed that the main
horse-shoe vortex (V2 in Figure 2.2 b)) has an elliptical shape in the vertical symmetry plane.
Therefore, Muzzammil & Gangadhariah (2003) evaluated its size as the average of the maximum
and minimum diameters of the corresponding ellipse (see Figure 2.2 d)) and concluded that in the
case of a flat-bed, the size of the main vortex is about 0.2D for ReD ranging from 104 to 1.4×105
and that size increases linearly with the scour depth.
Figure 2.2: The horse-shoe vortex (HV) system formed at the front of a circular pier: a) sketch for a flat-
bed, adopted from Chen et al. (2017); b) sketch for a scoured bed, adopted from Link et al. (2008); c)
distribution inside the scour hole, visualized by Kirkil et al. (2008); d) schematic flow pattern for a scoured
bed, adopted from Unger & Hager (2007).
The horse-shoe vortex system formed at the initial of the scouring process causes a significant
increase in bed shear stress around the base of the pier. In fact, scour does occur when the local
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bed shear stress is bigger than a critical value. Moreno (2016) reported that as the scour depth
increases over time, the strength of the horseshoe vortex weakens, leading to a reduction of the
scouring rate. In general, the critical bed shear stress is estimated based on the shields diagram
(Shields, 1936), not taking into account the effect of bed slope. Kirkil et al. (2008) computationally
obtained the time-averaged bed friction velocity values around a circular pier for the equilibrium
scour-hole bathymetry and normalized it by the local slope adjusted critical friction velocity as
shown in Figure 2.3. Although, inside the scour hole, larger values were predicted over the whole
region beneath the main horse-shoe vortex and over most of the regions close to the junction line
of the pier and bed surface (see also vortices V2 and V1 in Figure 2.2 c)), those values are smaller
than the local critical values and that is consistent with the equilibrium scour-hole condition.
Figure 2.3: Distribution of the time-averaged friction velocity (normalized with respect to local slope ad-
justed critical friction velocity) over the scoured bed formed around a circular pier, adopted from Kirkil
et al. (2008).
The so-called up-flow in front of the pier is directed to the water surface, resulting in increasing
the water depth and consequently in the formation of the surface roller that rotates in the opposite
direction of the main horse-shoe vortex. When the water depth is deep enough (D/h < 0.7, h the
approach water depth, as reported by Melville & Coleman (2000)), the local scour depth depends
on the pier diameter in contrast to the water depth. As the flow depth decreases, the surface roller
becomes important and the local scour depth reduces due to interference between the surface roller
and the horse-shoe vortex. Subsequently, in a very shallow flow (D/h > 5), the local scour depth
is independent of the pier diameter and mainly depends on the water flow depth.
Stagnation pressure in front of the pier also accelerates the flow along the pier sides, result-
ing in the water-surface drawdown on each side of the pier. Roulund et al. (2005) presented an
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equation to estimate the difference in the surface elevation between the front and side edges of
the pier (∆h): ∆h/h = Fr2/2, which is valid for small Froude numbers (Fr). Therefore, according
to Roulund et al. (2005), ∆h is very small for small Froude numbers. Moreover, at the sides of
the pier, the boundary layer over the pier’s surface separates due to the imposed adverse pressure
gradient. For a circular bridge pier, the separation points positions change over the height of the
pier because the approach velocity is not uniform over the flow depth (Baykal et al., 2015). In
addition, Ataie-Ashtiani & Aslani-Kordkandi (2012) attributed that fact to the effect of bed rough-
ness on the turbulence near the bed. The separation of the flow at the sides of the pier creates
wake vortices downstream of the pier. Ataie-Ashtiani & Aslani-Kordkandi (2012) reported that
the longitudinal extension of the wake region (for the time-averaged flow field) in the scoured-bed
case is smaller than that in the flat-bed case, attributed to the geometrical conditions of the bed
and the corresponding flow pattern. The wake vortices cause lifting of bed sediments and those
are transported downstream by the flow. A deposition then takes place downstream of the pier
as the intensity of the wake vortices reduces with distance from the pier. The frequency of the
wake vortices, f , is usually presented in terms of the Strouhal number (St = f D/U∞). In case
of a circular cylinder with an infinite length and smooth surface, St is about 0.2 for a Reynolds
number range of 104 to 105. In case of a wall-mounted cylinder (i.e., single pier on a flat-bed),
Ataie-Ashtiani & Aslani-Kordkandi (2013) reported that St near the bed is slightly smaller than
that near the mid-depth. Moreover, the presence of the scour hole changes the behavior of the
vortex shedding, as several dominant frequencies with a considerable decrease (when compared
to the flat-bed case) were observed by Ataie-Ashtiani & Aslani-Kordkandi (2012).
Overall, many research efforts have been performed to investigate the flow behavior around
a single pier, but in practical cases, most modern bridges are usually constructed on foundations
with complex geometries. In this case, the results obtained from the single pier studies are no more
applicable, as the flow structure is affected by the interaction between the complex pier elements.
2.3 Complex bridge piers
During the last years, the complex piers’ study has attracted the attention of many researchers.
Two valuable systematic studies on the complex piers are the experimental works performed by
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Ataie-Ashtiani et al. (2010) and Moreno et al. (2016).
Ataie-Ashtiani et al. (2010) experimentally studied local scouring around complex piers by
performing three sets of experiments (69 tests). One set (8 tests) was conducted on a column-
foundation combination model and two sets of experiments (61 tests) were conducted on a com-
plex pier model by employing all three complex pier elements (pile group, pile cap and column),
considering different sizes and positions of the pier elements. The corresponding maximum scour
depth data were used to investigate the effect of the pile cap on the local scour depth. In addition,
modifications were proposed to improve the available procedures for estimating the maximum
scour depth around the complex piers. Later, following Ataie-Ashtiani et al. (2010), Beheshti &
Ataie-Ashtiani (2016) experimentally investigated the turbulent flow field past a certain complex
pier formed by a rectangular column with a rectangular pile cap supported by a 2×4 pile group
at the equilibrium stage of the scour hole process (see Figure 2.4). All the pier elements were
exposed to the approaching flow, a situation that occurs frequently when bridges have a complex
pier foundation (Beheshti & Ataie-Ashtiani, 2016). The equilibrium scour hole geometry was
measured using a Vernier point gauge and the velocity data were collected using acoustic Doppler
velocimeter at different horizontal and vertical planes above the initial channel bed level. The
position of each plane can be observed in Figure 2.4. As mentioned before in the Introduction
chapter, the laboratory measurements could not be performed inside the scour hole and at points
closer than 3.5 cm to the pier elements due to measuring instrument limitations.
Figure 2.4: The complex bridge pier used in the experiment of Beheshti & Ataie-Ashtiani (2016).
The most relevant flow structures for this case, characterized by the experimental data, are
as follows: According to Beheshti & Ataie-Ashtiani (2016), the approaching flow is deflected
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downwards in front of the column; it is then diverted sideways by the top surface of the pile cap
and then downwards again when flowing around the pile cap side faces. The flow structure along
the column side faces was not discussed by Beheshti & Ataie-Ashtiani (2016) as the corresponding
experimental results were not available (see Figure 2.5 c)). That was hence investigated in this PhD
study and the corresponding results are presented in Chapter 6.
The flow approaching the pile cap is diverted in the vertical direction (both up and down the
pile cap) and around the pile cap sides. Beheshti & Ataie-Ashtiani (2016) reported that the flow
separates at the upstream side edges of the pile cap and reattaches midway along the pile cap sides,
although the corresponding experimental results didn’t show any reverse flow in the zone between
the separation and reattachments points mentioned above (see Figure 2.5 b)). The possibility of
the flow separation along the pile cap sides was hence investigated in this PhD study.
Figure 2.5: Streamlines: (top) at horizontal planes z = 1.05, 5.02 and 8.97 cm (below, about mid-height of
and above the pile cap position, respectively); and (bottom) zoomed into the downstream of the complex
pier, presented by Beheshti & Ataie-Ashtiani (2016).
Beheshti & Ataie-Ashtiani (2016) reported that no horse-shoe vortex was observed upstream
of the pier because the flow near the bed could pass underneath the main obstructing parts of the
complex pier. This conclusion was made while the flow field data were not available near the bed,
particularly inside the scour hole around the base of the pier (see Figure 2.6), and that justifies the
investigation of the flow behavior inside the scour hole performed in the present study.
Downstream of the pier, Figure 2.6 b), a reverse flow region was reported behind the column.
Moreover, a downward flow was observed immediately downstream of that reverse flow region and
above the pile cap position. The downward flow interacts with the upward outflow from the pile
16 Background of the Flow around Studied Pier Cases
Figure 2.6: Streamlines: a) in the vertical symmetry plane y = 0; and b) zoomed into the downstream region,
presented by Beheshti & Ataie-Ashtiani (2016).
group region, resulting in a vortex near the bottom downstream edge of the pile cap. In addition,
near the top downstream edge of the pile cap, a secondary vortex develops due to the reverse flow
behind the pile cap.
The streamlines in the horizontal planes, Figure 2.5, also indicate that the longitudinal exten-
sion of the reverse flow region behind the pile cap is smaller than that forms behind the column.
Concerning the streamlines in the vertical transverse planes (presented in Figure 2.7), downstream
of the column at cross-sections x = 33.3 and 42 cm, a small roller was reported at an elevation near
the top surface of the pile cap.
Figure 2.7: Streamlines in different vertical cross-sections: upstream of the column (x = 0 and -6 cm) and
downstream of the column (x = 33.3 and 42 cm), presented by Beheshti & Ataie-Ashtiani (2016).
Moreno et al. (2016) experimentally studied clear-water scour around seven complex pier
models, all consisting of a column on a pile cap (both with round nose) supported by a group
of piles. Overall, 48 long-duration (7-47 days) laboratory tests were performed to quantify the
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influence of the relative column width, the relative pile cap thickness, the pile cap position and the
configuration of the pile group on the equilibrium scour depth. The maximum scour depth was
recorded during each test, and the equilibrium depth could be estimated by extrapolation of the
experimental data series. The performance of the most common existing methods to estimate the
equilibrium scour depth around the complex piers was evaluated and an alternative formulation
for that estimation was proposed.
Although the characterization of the flow field and scouring process development were not
experimentally obtained in that study, Moreno et al. (2016) presented an interpretation of the flow
structure around the complex piers on the scoured bed as shown in Figure 2.8.
Figure 2.8: Sketch of the flow structure around a complex bridge pier, adopted from Moreno et al. (2016)
and Moreno (2016).
In accordance to Figure 2.8, the flow approaching the column is affected as on the case of
a single bridge pier: the approaching flow is deflected towards the sides of the column in the
horizontal direction and in the vertical direction at the front face of the column (up-flow and
down-flow). The vertical deflection results in the formation of the surface roller (or bow wave) at
the water surface and vortices in front of the column on the top surface of the pile cap. Concerning
the pile cap, a similar flow behavior was shown: vertical and sideways deflection of the flow.
Although diverting the approaching flow around the sides of the column and pile cap was shown
by Moreno et al. (2016), still information about the flow separation and the corresponding vortices
are missing. Hence, the flow structure along the pile cap and column sides was investigated in this
PhD study and the corresponding numerical results are presented in Chapter 6.
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In front of the upstream piles, unlike the column and pile cap, only a downward flow was
shown in Figure 2.8. Nevertheless, if an upward flow forms in front of those piles, then the
formation of a reverse flow region is expected to take place near the upper part of the upstream
piles by interaction with the pile cap bottom surface. That may be influenced by deflection of the
approaching flow at the lower upstream edge of the pile cap. The existence of that reverse flow
region was also investigated in this PhD study.
Inside the scour hole, unlike Beheshti & Ataie-Ashtiani (2016), Moreno et al. (2016) reported
the circulation of the horse-shoe vortex system. Moreover, a similar pattern for vortices behind the
piles (also similar to a single pier case as shown in Figure 2.1) was shown in Figure 2.8, probably,
meaning that the interaction between the pile group and pile cap was assumed negligible. This
interpretation requires more investigations which have been performed in this PhD study.
Downstream of the complex pier, in Figure 2.8, wake vortices have a simple pattern similar to
that reported for a single pier in Figure 2.1, while Beheshti & Ataie-Ashtiani (2016) observed a
more complicated flow structure in the downstream zone. Therefore, the complexity of the flow
downstream of the complex pier was numerically investigated in this study.
It is noteworthy to recall that Moreno et al. (2016) did only characterize the temporal variation
of the maximum scour depth in front of the complex piers considered in the systematic study.
Following Moreno et al. (2016), Ramos et al. (2016) measured the temporal development of the
scour hole geometry (information required for the numerical predictions) using photogrammetry
for a complex pier model under similar flow conditions as used in one of the experiments carried
out by Moreno et al. (2016). The complex pier model, employed by Ramos et al. (2016), has a
1×4 pile group compared to that in Figure 2.8. In addition, half-height of the pile cap was initially
buried in the bed. The corresponding scour hole geometries developed at different stages of the
scour process (available at https://web.fe.up.pt/~numpiers/NUMPIERSDB/doku.php) were used
for the corresponding flow predictions performed in the present numerical study.
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3.1 Introduction
The spatial and temporal evolution of a fluid flow is described by means of the continuity and
Navier-Stokes (or momentum) equations. The mentioned flow equations set, for incompressible
and constant viscosity flow, are written as:
div(ui) =
∂ui
∂xi
(3.1)
∂ui
∂ t
+
∂uiu j
∂x j
=− 1
ρ
∂ p
∂xi
+ϑ
∂ 2ui
∂x2j
(3.2)
where xi and x j, i and j = 1, 2 and 3 denote the longitudinal (x), transverse (y) and vertical (z)
directions. Parameters ui and u j are the velocity components in the mentioned directions (u, v and
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w, respectively), p is the pressure, t represents time, ρ is the fluid density and ϑ is the kinematic
viscosity (ϑ = µ/ρ , in which µ is the dynamic viscosity).
The first and second terms on the left-hand side of equation 3.2 are called the transient and
convection terms, respectively. The terms on the right-hand side that are multiplied by the viscosity
are called the diffusion terms and the remaining term is the pressure term.
In order to solve the flow equations set, it is necessary to know how to discretize the momentum
equations spatially and temporally. In addition, as the momentum equations include pressure gra-
dients, a method to obtain the pressure is also required in the solution. Hence, Chapter 3 is focused
on the solution methods of the flow equations set and for simplicity, the attention is restricted to a
two-dimensional (2-D) unsteady laminar flow on a rectangular mesh. The corresponding methods
and schemes can be readily extended for three-dimensional (3-D) cases, presented in the following
chapters.
3.2 Pressure solver
One difficulty in solving the set of the flow equations 3.1 and 3.2, hereafter also referred to as the
velocity-pressure formulation, is that there is no explicit equation for the pressure. The problem in
obtaining the pressure arises because, although there are 3 equations for u, v and p, the continuity
equation does not actually contain the pressure explicitly.
An alternative formulation can be obtained by writing the flow equations in the vorticity and
stream-function (ω −ψ) form, in which the pressure is absent in the main equations. Alemi &
Maia (2017) evaluated the two mentioned formulations by considering the 2-D steady laminar
flows past a square cylinder and noticed that solving the ω −ψ formulation is much faster than
the velocity-pressure formulation, because fewer equations are solved for the ω −ψ formulation
(three unknown parameters u, v and p in contrast to the single stream-function and vorticity).
Nevertheless, for a 3-D case, the velocity-pressure formulation has four unknowns, while the
ω−ψ formulation has six, three components for the vorticity and three for vector stream-function.
Therefore, the ω−ψ form of the flow equations was considered not interesting for further studies
and hence the solution methods for the velocity-pressure formulation are presented in this chapter.
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To solve the velocity-pressure coupling, a common way of dealing with the pressure is to use
the fractional-step or projection method (e.g., Kim & Moin, 1985; Le & Moin, 1991; Choi & Moin,
1994) that decouples the computations of the pressure and velocity field in the solution by splitting
each time step into some consecutive sub-steps. In this method, an intermediate velocity field is
computed using the momentum equations and then the intermediate velocity field is projected onto
the divergence-free field to get the next update of the pressure and velocity values.
For 2-D calculations, addressed in this chapter, a basic projection method was selected, by
which the pressure gradients are dropped from the momentum equations and that requires a special
care on the boundary conditions for the intermediate velocity field. The method was then improved
for use on 3-D computations (to be addressed in following chapters) by including the pressure
gradient terms, initially estimated from the previous time-step data in the momentum equations,
as explained by Choi & Moin (1994).
3.3 Temporal discretization
A fully explicit scheme for temporal discretization of the momentum equations is conditionally
stable, while a fully implicit scheme is unconditionally stable but an iteration or linearization is
required on non-linear convection terms (Biringen & Chow, 2011).
Kim & Moin (1985) presented a fractional-step method for solving the time-dependent in-
compressible Navier-Stokes equations, in which a semi-implicit scheme was used for temporal
discretization: the explicit second-order Adams-Bashforth (AB) for the convection terms and the
implicit second-order Crank-Nicolson (CN) for the diffusion terms. In this case, the time-step size
(∆t) should satisfy (Le & Moin, 1991):
CFL = ∆t
( |u|
δx
+
|v|
δy
)
≤ stability limit (3.3)
where δx and δy are the grid cell size in x- and y- directions; CFL denotes the Courant-Friedrichs-
Lewy number. Le & Moin (1991) introduced a nominal stability limit of 0.5 for the AB-CN
scheme.
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The implicit treatment of the diffusion terms omits the time-step restriction, originating from
those terms, which is particularly severe near wall surfaces where the computational grid is refined.
The convection terms do not introduce the same limitation because the velocity is generally small
close to the wall surface.
Following Kim & Moin (1985), Le & Moin (1991) improved the method by replacing the AB
scheme with the third-order Runge-Kutta (RK) scheme, what resulted in increasing the stability
limit of the solution method (
√
3) and consequently in using a larger time-step size than that
with the AB-CN scheme. Later, Moin (1995) employed the RK-CN scheme to solve the 3-D
incompressible Navier-Stokes equations for turbulent flows by noting that both the convection and
diffusion terms in the wall-normal direction are equally important in limiting the time-step size.
Therefore, all terms in the two other directions were treated explicitly in the calculations of Moin
(1995). It is noted that the implicit treatment of the convective terms with derivatives in the wall-
normal direction requires a complicated and costly solution technique compared to the method
presented by Le & Moin (1991).
For the present study, two semi-implicit AB-CN and RK-CN schemes are presented, in which
all the convection terms in the momentum equations are treated explicitly and the diffusion terms
implicitly.
* Adams-Bashforth and Crank-Nicolson scheme:
Applying the AB-CN scheme on equation 3.2 yields:
un+1i −uni
∆t
=
1
2
[
3A(uni )−A(un−1i )
]
+
1
2
[
B(un+1i )+B(u
n
i )
]− 1
ρ
∂
∂xi
(pn+1) (3.4)
where superscript n represents the time-step counter and two operators A and B are defined as the
convection and diffusion terms, respectively:
A(ui) =−∂uiu j∂x j (3.5)
B(ui) = ϑ
∂ 2ui
∂x2j
(3.6)
A fractional-step method to remove the dependence of the unknown pressure can be as:
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u∗i −uni
∆t
=
1
2
[
3A(uni )−A(un−1i )
]
+
1
2
[B(u∗i )+B(u
n
i )] (3.7)
un+1i −u∗i
∆t
=
1
2
[
B(un+1i )−B(u∗i )
]− 1
ρ
∂
∂xi
(pn+1) =− ∂
∂xi
(φ n+1) (3.8)
where u∗i is the intermediate velocity in the subscript direction and φ is a scalar that contains the
pressure and the residual viscous terms. The pressure can then be computed based on the scalar φ
as follows:
p = ρφ − µ ∆t
2
∇2φ (3.9)
where symbol ∇2 denotes the Laplace operator.
Finally, the solution procedure for the AB-CN scheme at each time step is as follows:
1. Solve for intermediate velocities u∗i from equation 3.7. The boundary conditions for the
intermediate velocities, required in solving equation 3.7, can be obtained through following
equation (Kim & Moin, 1985):
u∗i = u
n+1
i +∆t
∂φ n
∂xi
+O(∆t2) (3.10)
2. Solve for φ n+1: combination of equation 3.8 with the continuity equation gives a discrete
Poisson equation as:
∇2φ n+1 =
div(u∗i )
∆t
(3.11)
3. Update the velocity values using equation 3.8.
* Runge-Kutta and Crank-Nicolson scheme:
In this scheme, every time step is divided into three sub-steps, each one using an explicit
treatment for the convection terms and an implicit one for the diffusion terms as follows (Le &
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Moin, 1991):
div(uki ) = 0 (3.12)
uki −uk−1i
∆t
= βk
[
B(uki )+B(u
k−1
i )
]
+ γkA(uk−1i )+ζ kA(u
k−2
i )−2β k
1
ρ
∂
∂xi
(pk) (3.13)
where k = 1, 2 and 3 denotes the sub-step number such that uk−1i = u
n
i for k = 1 and u
k
i = u
n+1
i for
k = 3. Le & Moin (1991) selected values of the coefficients (βk, γk and ζk) as
β = [4/15, 1/15, 1/6] ; γ = [8/15, 5/12, 3/4] ; ζ = [0, −17/60, −5/12]
such that the total time accuracy was of third-order for the convection terms and of second-order
for the diffusion terms.
Applying the projection method on equations 3.12 and 3.13 yields following governing equa-
tions:
u∗ki −uk−1i
∆t
= βk
[
B(u∗ki )+B(u
k−1
i )
]
+ γkA(uk−1i )+ζ kA(u
k−2
i ) (3.14)
uki −u∗ki
∆t
= βk
[
B(uki )−B(u∗ki )
]
−2β k
1
ρ
∂
∂xi
(pk) =− ∂
∂xi
(φ k) (3.15)
∇2φ k =
div(u∗ki )
∆t
(3.16)
Solving the above governing equations at each sub-step causes a significant increase in com-
putational cost. Hence, Le & Moin (1991) modified equation 3.14 to eliminate solving the Poisson
equation 3.16 at each sub-step. In fact, the Poisson equation is only solved at the final sub-step
3. In this modified scheme, the intermediate velocities at sub-step 1 are computed using equation
3.14 and for sub-steps 2 and 3, those velocities are computed through the following equation:
u∗ki −u∗k−1i
∆t
= βk
[
B(u∗ki )+B(u
∗k−1
i )
]
−βkϑ ∂∂xi
(
∂u∗k−1j
∂x j
)
+ γkA(u˜i
k−1)+ζ kA(u˜i
k−2) (3.17)
where
u˜mi = u
∗m
i −∆t
m
∑
l=1
2βl
∂φ n
∂xi
, m = 1 and 2
u˜0i = ui
n
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The boundary conditions for the intermediate velocities can be calculated at each sub-step
through the following equation, proposed by Le & Moin (1991):
u∗ki = ui
n+
(
uin+1−uin+∆t ∂φ
n
∂xi
) k
∑
l=1
2βl , k = 1,2 and 3 (3.18)
Finally, the solution procedure for the RK-CN scheme at each time step can be constructed as
follows:
1. Solve for u∗ki using equation 3.14 for k = 1 and equation 3.17 for k = 2 and 3
2. Solve for φ 3 using equation 3.16
3. Update the velocity field:
uin+1 = uik=3 = u∗3i −∆t
∂φ 3
∂xi
(3.19)
3.4 Spatial discretization
The spatial discretization of the governing equations was performed on the staggered grid system
such that the velocities are calculated on the grid cell interfaces and the scalar φ (simply the
pressure) in the center of each cell. In other words, the velocities and the pressure are computed at
different locations to avoid the checkerboard pattern for the pressure, which may occur when all
variables are stored at the same locations.
The second-order central differencing (CD) scheme was employed to approximate the spatial
terms. In this scheme that is easy to implement, no matter what the flow direction is, a lin-
ear interpolation can be used logically to estimate the values at the control volume faces. Moin
(1995) reported that at high Reynolds numbers, applying the CD scheme on the convection terms
might lead to instability. Although the instability was never observed in a turbulent channel flow
prediction when using periodic boundary conditions and uniform grid, the use of inflow-outflow
boundary conditions or of the stretched grid will likely trigger the instability. In order to avoid
having that problem, the QUICK (Quadratic Upwind Interpolation for Convective Kinematics)
scheme (Leonard, 1979; Neumann et al., 2011) was also implemented into the numerical model to
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approximate the convection terms, having in attention that the convection terms become dominant
at high Reynolds numbers (Griebel et al., 1998). In fact, the QUICK scheme reduces or removes
the instability by adding numerical diffusion (Moin, 1995). According to the QUICK scheme, the
velocity at a control volume face is first estimated by a linear interpolation and then corrected by
a term proportional to the upstream-weighted curvature, regarding the flow direction.
As an example, a control volume for ui, j and its neighboring nodes are presented in Figure 3.1.
The discretization of the convection terms (using the QUICK scheme) and diffusion terms (using
the CD scheme) of the momentum equation in the x-direction is written as follows:
∂uu
∂x
=
1
δxi
[{
ue2−
(
ue+ |ue|
2
)(
δxi+12
8 δxi
)(
ui+1, j−ui, j
δxi+1
− ui, j−ui−1, j
δxi
)
−
(
ue−|ue|
2
)(
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8 δxi+1
)(
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)}
−
{
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(
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2
)(
δxi2
8 δxi−1
)(
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− ui−1, j−ui−2, j
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)
−
(
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2
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8 δxi
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(3.20)
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∂ 2u
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where subscripts e, w, n and s denote the east, west, north and south faces of a control volume,
respectively.
An important issue in the spatial discretization is the accuracy of the results on a non-uniform
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Figure 3.1: Definition of the parameters required for the spatial discretization of the 2-D momentum equa-
tion in the x-direction.
grid system. For example, the first derivative of the u-velocity at the grid point i, j is approximated
as follows:
∂u
∂x
=
ue−uw
δxi
−
(
δxi+1
2
)2−( δxi2 )2
2δxi
∂ 2u
∂x2
+H (3.23)
where H means “higher order terms”.
The present numerical model uses only the first term on the right-hand side of equation 3.23,
while the remaining terms are the truncation error. In a highly non-uniform grid (i.e., δxi+1 δxi),
the mentioned approximation may not give a very accurate estimate of u derivative at point i, j.
Therefore, the grid expansion ratio (δxi+1/δxi) should not be allowed to become too large.
3.5 Solving the Poisson equation
In order to solve the implicit Poisson equations 3.11 and 3.16, the Successive Over-Relaxation
(SOR) method was adopted for this study as explained by Biringen & Chow (2011). It is a classical
iterative method for the approximate solution of a linear equations system that is very simple to
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program and can be easily enhanced for parallel computations to speed up solving the system of
equations. The algorithm for the SOR method is presented following. A similar procedure can be
used for the implicit equations 3.7, 3.14 and 3.17 to obtain the intermediate velocity values.
The arrangement of the parameters for the Poisson equation is shown in Figure 3.2 (left).
Applying the SOR method on the 2-D discrete form of the Poisson equation yields:
φα+1i, j =
β
Ci, j
{
δy j
[
u∗i, j−∆t
φαi+1, j
δ x¯i
−u∗i−1, j−∆t
φα+1i−1, j
δ x¯i−1
]
+δxi
[
v∗i, j−∆t
φαi, j+1
δ y¯ j
− v∗i, j−1−∆t
φα+1i, j−1
δ y¯ j−1
]}
+(1−β )φαi, j
(3.24)
where Ci, j is a coefficient and α is iteration number. The over-relaxation parameter is denoted by
β and a good choice of this parameter (1 ≤ β < 2) can speed up the convergence. φα+1i, j represents
the (α+1)th approximation or iteration of φi, j at each time step. The iteration should be carried
out until the solution is sufficiently accurate. For that, the change in the results from one iteration
to the previous was calculated. The computations were repeated at each new time step until that
change or difference went below the convergence limit (10−5 for the present 2-D calculations).
Figure 3.2: left: Staggered grid cell arrangement on 2-D plane for Poisson equation; right: definition of two
series of points (squares and circles) for parallel computing.
It should be noted that for the cells adjacent to the boundaries, equation 3.24 was modified by
means of the incorporation of the velocity boundary conditions such that the pressure boundary
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condition was not required in the calculations.
The SOR method is inherently sequential in its original form. To take the advantages of the
parallel computing, two series of points were defined as pictured in Figure 3.2 (right). In this
case, calculations can be performed in two steps (Zhang et al., 2005). The circle grid points are
connected only to the square points and so they can be calculated using the most recent values
at the square points in a first step. Then, in a second step, the values at the square points can be
obtained using the most recent values at the circle points. Thus, computations in each step can
be partitioned into a number of independent tasks and then can be performed in parallel. In this
study, parallelization of the numerical calculations was achieved by using Open Multi-Processing
(OpenMP) library, which is based on the idea of using multiple processors on a shared memory
computer architecture.
3.6 Test case: 2-D unsteady laminar flow around a square cylinder
Two different algorithms were reported in section 3.3, those developed by employing the AB-CN
and RK-CN schemes together with a fractional-step method to solve the set of the flow equations.
The efficiency of both algorithms was evaluated by considering 2-D unsteady flow past a square
cylinder at ReD = 100, based on the approach velocity and the square side length (D). For that,
the numerical models were developed using the finite-difference method in FORTRAN 90/95
programming language. In the following, the computational domain, boundary conditions and
important flow quantities in studying the 2-D flow around a square cylinder are first summarized
and then the corresponding numerical results are presented and compared taking into account
available reference data.
3.6.1 Computational domain and boundary conditions
The computational domain is a rectangular area in the Cartesian coordinate system as shown in
Figure 3.3. The origin of the Cartesian coordinate is at the left bottom corner of the domain.
Hence, the center of the square cylinder cross-section is located at x = XUP and y = Y/2. Inlet
boundary section was located 10D upstream from the center of the square and the fluid flow, down
from this boundary section, was considered to have a specified constant velocity (u = U∞ and v =
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0). Domain boundaries in the transverse direction (y), also referred to as the lateral boundaries,
were located far away (10D) from the square center to remove or reduce extremely probable effects
of these boundaries on the flow behavior around the square. The free-slip condition (∂u/∂y = v
= 0) was imposed at the lateral boundaries, while the no-slip condition (u = v = 0) was imposed
at the square faces. Finally, the convective boundary condition (CBC), equation 3.25 (Sohankar
et al., 2000), with zero pressure was used at the outlet boundary section to ensure that vortices can
approach and pass the outflow boundary without significant disturbances. However, for this 2-D
case, the outlet section was considered sufficiently far away from the square cylinder (XDOWN =
30D).
∂ui
∂ t
=U∞
∂ui
∂x
= 0 (3.25)
Figure 3.3: Computational domain and boundary conditions, 2-D unsteady laminar flow.
3.6.2 Definition of the integral quantities
The most important non-dimensional parameters of the fluid flow around a cylinder at an unsteady
flow regime are the Strouhal number (St), the drag and the lift coefficients (CD and CL). The last
two mentioned parameters are generally defined by means of the following equations:
CD =
FD
0.5ρU2∞D
, CL =
FL
0.5ρU2∞D
(3.26)
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where FD and FL are the drag and lift forces, for the present 2-D calculations, computed using the
pressure force (FP). Hence:
FD =∑FPwest −∑FPeast (3.27)
FL =∑FPnorth−∑FPsouth (3.28)
where indices denote square sides.
Lift is assumed to have a null mean time value but CD was averaged over time, an overbar de-
noting the time averaging (CD). Also, the root-mean-square (r.m.s.) of the drag and lift coefficient
fluctuations were obtained and are reported in the next section.
The Strouhal number (St = f D/U∞) is another non-dimensional parameter used in this study
and it was obtained by normalization of the vortex shedding frequency ( f = 1/T , in which T is
the vortex shedding period).
Moreover, the stream-function, ψ , was also computed to illustrate the flow structure around
the square cylinder. It was obtained using the u-velocity component as follows:
ψi, j =
j
∑
m=1
ui,m δym (3.29)
3.6.3 Results and discussion
Several simulations were performed to evaluate the efficiency of the semi-implicit schemes, all
using the same grid with a zone inside the square geometry where the grid is uniform in both
x- and y- directions (a minimum cell size, a1= 0.05D). The grid size was enlarged gradually as
the distance from the square faces increases. In order to minimize the error reported in section
3.4 (equation 3.23), the expansion ratio of the grid cells (in the non-uniform part) was set close to
unity (∼1.01), resulting in a total number of grid cells about 85000 (344×246). The corresponding
calculations were performed, employing 8 processors in parallel, until a specific finish time defined
as 50T . Moreover, the QUICK scheme was selected to approximate the convection terms.
The unsteady flow structure around the square cylinder, obtained by using the AB-CN scheme,
is shown in Figure 3.4 by means of mapping the instantaneous streamlines near the square at
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different time moments, separated by an interval of 1/8T . From those, it can be concluded that the
vortex that is formed at downstream edges of the square, grows progressively in time until it breaks
off. This vortex shedding phenomenon affects the pressure distribution around the square, which
leads to a periodic variation in the drag and lift forces acting on the square. The corresponding
time-dependent drag and lift coefficients are presented in Figure 3.5, indicating that the frequency
of the drag coefficient is twice the one of the lift coefficient and that agrees with that reported by
Sumer & Fredsøe (1997).
Figure 3.4: Instantaneous streamlines around the square cylinder during one vortex shedding period (T ):
(QUICK, AB-CN scheme, ReD = 100).
The corresponding non-dimensional flow parameters are presented in Table 3.1 together with
the numerical results reported by Sohankar et al. (1998) and Sharma & Eswaran (2004). According
to Table 3.1, the mean drag coefficient and the Strouhal number obtained in this study are in
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Figure 3.5: Time variation of the drag (red line) and lift (blue line) coefficients for a square cylinder at ReD
= 100 (QUICK, AB-CN scheme).
good agreement with those reported by the referenced researchers, with an error less than 2%.
A difference is observed between the results obtained concerning the r.m.s. of the lift and drag
coefficient fluctuations that might be due to differences in the size of the grid cells close to the
square faces (a1). In fact, Sharma & Eswaran (2004) reported that the value of CL r.m.s., compared
to the other non-dimensional parameters, is largely influenced by a1. Although a relatively coarser
grid was used in this study compared to that in the referenced studies, the mean drag coefficient
and the Strouhal number could well be predicted and hence, the grid resolution was considered
fine enough for the present comparison study between the AB-CN and RK-CN schemes.
Table 3.1: Comparison between non-dimensional parameters obtained from different studies, ReD = 100.
Reference Scheme a1/D CD CD r.m.s. CL r.m.s. St
Present Study (AB-CN) QUICK 0.05 1.432 0.006 0.184 0.146
Sohankar et al. (1998) QUICK 0.004 1.434 — 0.153 0.146
Sharma & Eswaran (2004) QUICK 0.01 1.445 0.0055 0.193 0.149
Present Study (AB-CN) CD 0.05 1.398 0.0053 0.171 0.148
In order to investigate the effect of the discretization scheme on the results, Table 3.1 shows
also the non-dimensional parameters obtained by applying the CD scheme on the convection
terms. By comparing those with the results obtained by the QUICK scheme, one can clearly
see that the results can not be considered fully similar. Except for the Strouhal number, the CD
scheme presented lower values for the non-dimensional parameters than the QUICK scheme. Ac-
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curacy and adequacy of the CD and QUICK schemes were further investigated and that will be
referred in the next chapters of the present thesis.
As mentioned earlier in section 3.3, the RK scheme allows using a larger time-step size than
the AB scheme. Therefore, the effect of the time-step size on the results was investigated in this
study by employing the RK-CN scheme. For this purpose, the 2-D flow around the square cylinder
was also predicted by means of the RK-CN scheme (using the QUICK scheme) for different time-
step size values and compared with those obtained by the AB-CN scheme. The corresponding
time-averaged dimensionless u-velocity values at the wake centerline are presented in Figure 3.6,
indicating that those are the same for different time-step sizes (in this figure, the time-step sizes
were presented in the form of the CFL number as defined in section 3.3). In order to broaden the
comparison zone, the corresponding distributions of the time-averaged velocity magnitude (
∣∣U∣∣=
√
u¯2+ v¯2) around the square cylinder are presented in Figure 3.7. Again, no noticeable difference
was observed between the results obtained by means of the AB-CN scheme (CFL = 0.4) and the
RK-CN scheme (CFL = 1.0). Further, the corresponding time-averaged streamlines are presented
in Figure 3.8. At ReD = 100, the flow separates at the trailing edge and reattaches at a short distance
downstream of the square. Hence, the recirculation length (Lr) is defined as the longitudinal
distance from the rear of the square to the re-attachment point along the wake centerline. The
corresponding dimensionless length (Lr/D) value obtained for different time-step sizes was equal
to 1.91, in accordance with the value reported by Sharma & Eswaran (2004). Overall, within the
used time-steps range, the AB-CN and RK-CN schemes led to the time-averaged results nearly
independent of the time-step size.
Figure 3.6: Time-averaged of the u-velocity values obtained by AB-CN and RK-CN schemes using different
time-step sizes, QUICK scheme, ReD= 100 (downstream of the square, symmetry line).
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Figure 3.7: Distributions of the time-averaged velocity magnitude (
√
u¯2+ v¯2/U∞) around the square cylin-
der obtained by AB-CN and RK-CN schemes using different time-step sizes, QUICK scheme, ReD = 100.
Figure 3.8: Time-averaged streamlines around the square cylinder obtained by AB-CN and RK-CN schemes
using different time-step sizes, QUICK scheme, ReD = 100 (Lr is defined as the recirculation length).
The computational time (CPU time) was also assessed for different time-step sizes, as reported
in Table 3.2. Performed simulations showed that the number of inner iterations, for computing the
scalar φ (details in section 3.5), increases with increasing the time-step size. Hence, the elapsed
time due to the RK-CN calculations at CFL = 1.0 was found to be nearly equal to the one due to
the AB-CN calculations at CFL = 0.4. Therefore, increasing the time-step size, by means of the
RK scheme, could not decrease the total CPU time based on the methods used in this study.
Finally, two of those simulations, AB-CN (CFL = 0.4) and the RK-CN (CFL = 1.0), were
restarted just for one time-step using the results previously obtained as initial data. As mentioned
earlier in section 3.3, the solution algorithm at each time step is divided into three sections: (1)
calculation of the intermediate velocities, (2) computation of the scalar quantity φ and (3) update
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Table 3.2: Comparison between CPU times spent for different time-step sizes, QUICK scheme, ReD = 100.
Scheme CFL CPU time (s)
AB-CN 0.4 2173
RK-CN 0.4 4984
RK-CN 0.75 3160
RK-CN 1.0 2467
of the velocity field. The CPU time corresponding to each of those three sections, for only one
time-step, is presented in Figure 3.9. Both the AB-CN and RK-CN schemes used most of the
CPU time for calculating the intermediate velocity field, largely due to the implicit treatment of
the diffusion terms. For the implicit treatment, equations 3.7, 3.14 and 3.17 were rearranged into
the form of a linear equation and the right-hand side of the rearranged equation was computed
using the values from the previous time steps. Then, the intermediate velocity field was obtained
by solving the linear equation system using an iterative method. During the iterative procedure,
the intermediate velocities were updated at the flow boundaries.
Figure 3.9: Division of the CPU time to compute the intermediate velocity field, the scalar φ (simply the
pressure) and the velocity field for one time step, QUICK scheme, ReD = 100.
3.7 Conclusions
The flow equations set, including the continuity and Navier-Stokes equations, were solved in the
framework of the fractional-step method by employing two different semi-implicit schemes: (i)
3.7 Conclusions 37
Adams-Bashforth and Crank-Nicolson (AB-CN), and (ii) Runge-Kutta and Crank-Nicolson (RK-
CN). Both schemes could properly predict 2-D unsteady laminar flow around a square cylinder at
ReD =100. Analysis of the corresponding results yielded:
• Choosing the spatial discretization scheme was observed to affect the results. The mean
drag coefficient and the r.m.s. values of lift and of drag coefficient fluctuations obtained
by means of the CD scheme were smaller than those obtained by means of the QUICK
scheme, while the Strouhal number obtained by the former was bigger than those obtained
using the latter scheme. Nevertheless, both schemes were adopted for the numerical model
development and those will be further evaluated in the next chapters.
• Effect of the time-step size on the accuracy of the results was investigated in this study.
For this purpose, according to the stability limit of each semi-implicit scheme, unsteady
flow around the square cylinder was predicted by means of the AB-CN scheme for CFL =
0.4 and also by means of the RK-CN scheme for CFL = 0.4, 0.75 and 1.0. Both schemes
presented similar time-averaged results for all the CFL numbers mentioned above. In terms
of the CPU time, the elapsed time for the AB-CN calculations at CFL = 0.4 was found to be
nearly equal to the one due to the RK-CN calculations at CFL = 1.0. Therefore, increasing
the time-step size by means of the RK scheme, compared to the AB scheme, could not
decrease the total CPU time in this study and hence the AB scheme was selected for further
studies in the next chapters.
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4.1 Introduction
In the previous chapter, the solution methods for the flow equations set were evaluated by consid-
ering a 2-D laminar flow around the square cylinder. However, the flow around a bridge pier is
mostly turbulent and 3-D.
The most accurate method for predicting the turbulent flow is the Direct Numerical Simulation
(DNS) method, which uses the flow equations directly. This means that all turbulent scales must
be resolved temporally and spatially. The CPU-cost of performing a 3-D simulation using DNS
increases at a rate proportional to the third power of the Reynolds number (Tremblay, 2001),
meaning that the computational cost of the DNS method (for modeling turbulent flows) is high,
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even by employing powerful computers available today. DNS computations are thus limited to
low Reynolds number problems, which is limiting for the majority of engineering applications.
In contrast to the DNS method, unsteady Reynolds Averaged Navier-Stokes (RANS) equa-
tions are widely used in CFD. In this method, each instantaneous flow quantity (i.e., pressure and
velocity field) is decomposed into its time-averaged and fluctuating components. The turbulent
fluctuations are averaged over time and represented by the Reynolds stress terms what requires
a separate modeling by a turbulence model (e.g., K-ε turbulence model, in which K represents
the turbulent kinetic energy and ε denotes its dissipation rate). This method is more economical
(in computational time) than DNS but its main disadvantage is that it is not able to reasonably
reproduce the unsteady flow features past a bluff body (Rodi, 1997; Breuer et al., 2003).
Another way to overcome the high cost of the DNS method is to use the LES model. In this
model, a filtering procedure (grid filtering) is used to decompose each flow quantity into large-
scale and small-scale components. The large-scales are calculated directly and the effect of the
small-scales is modeled by using a subgrid-scale model. Recently, Lysenko et al. (2012) simu-
lated the flow around a circular cylinder using the LES model at ReD = 3900 by employing 5.76
million computational cells in such a way that the first computational point close to the cylinder
wall surface was located in the viscous sub-layer to get wall-resolved results (also known in the
literature as fully-resolved LES). The integration time was about 150 vortex shedding periods (T )
to obtain a fully converged mean flow field and the corresponding CPU time was about 226 hours
by employing 256 processors in parallel. More recently, Kim et al. (2015) simulated the turbulent
flow around a circular cylinder at ReD = 41300 through the fully-resolved LES by using about 5
million computational cells. The time-averaged flow data were obtained for about 30T and the
corresponding CPU time was about 360 hours by employing 96 processors in parallel. Overall,
although the application of the LES model reduces the computational cost compared to the use of
the DNS method, still a fully-resolved LES requires a large computational effort for engineering
applications.
In order to reduce the CPU time, wall models can be employed in the solution. In this case,
the near-wall region is replaced by a wall model and by that the first computational point close to
the wall can be located out of the viscous sub-layer and the buffer-layer. Wang (1999) reported
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that the total reduction in CPU time by the joint use of the LES model and a wall model compared
to the sole use of the LES model (fully-resolved LES) is over 90%.
Over the last years, wall models based on the boundary layer approximations have been devel-
oped and widely used together with the LES model. The methodology is known as the Two-Layer
approach in which the boundary layer equations are numerically solved on a grid, refined in the
wall-normal direction. The boundary layer equations are a simplified set of partial differential
equations derived from the Navier–Stokes equations. These equations are forced at the outer
boundary by the instantaneous tangential velocities obtained from the LES model, while the no-
slip condition is applied at the wall boundary. Wang & Moin (2002) compared full boundary layer
equations and their simpler variants by simulating the turbulent flow past an asymmetric trailing-
edge. Two simple forms were introduced either (1) by considering diffusion and pressure terms
or (2) by considering only the diffusion term, from the boundary layer equations. They found that
the skin-friction coefficients predicted by using the simplified forms are less accurate than those
obtained by solving the full boundary layer equations in the region of strong pressure gradients.
Recently, Posa & Balaras (2014) employed the boundary layer equations for a low Reynolds num-
ber case and concluded that if the first computational point close to the wall is positioned within
the boundary layer, the transient and convection terms (in the boundary layer equations) can be
neglected in the solution without significant errors.
It is noteworthy to mention that, during the last years, the Detached Eddy Simulation (DES)
method has been developed aiming at reducing the large computational resources required for the
LES calculations. This method is based on the idea of using the RANS equations to simulate the
near-wall region and the LES model out of that flow region. An advantage of this method is the
possibility to employ proper turbulence models in different regions. Nevertheless, Chen (2011)
noted that the computational cost of the Hybrid LES-RANS (DES method) is much higher than
using the LES model with the boundary layer equations as the full flow equations must be solved
all the way down to the wall.
In addition to the wall model, numerical approaches for the turbulent flow predictions are also
important factors to obtain the appropriate results with low computational cost. For example, a
fundamental challenge for computing the eddy-viscosity (also known as the turbulent viscosity)
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in the LES subgrid-scale model is to provide information concerning the unresolved scales or
small-scale components. That information can be predefined in a simulation (e.g., by means of
the parameters in the Smagorinsky model (Smagorinsky, 1963)) or can be dynamically adjusted in
time and space during the simulation. It should be noted that, in the case of using a dynamic proce-
dure, a test-filter (different from the grid-filter) should be applied in the solution and that increases
the CPU time when compared to the use of the Smagorinsky model. Lysenko et al. (2012) reported
that using the Smagorinsky model is about 20% more efficient compared to the use of a dynamic
model (namely K-equation eddy-viscosity model). However, Beaudan & Moin (1994) compared
the Smagorinsky model with the least-squares version of the dynamic eddy viscosity model by
considering the turbulent flow around a circular cylinder at ReD = 3900 and noticed that the dy-
namic model is overall more accurate than the Smagorinsky model. Nevertheless, Kravchenko &
Moin (2000) analyzed the results presented by Beaudan & Moin (1994) and could conclude that
the comparative model’s accuracy differences were in fact not significant.
The objective of this chapter is to study the applicability of the LES Smagorinsky model to-
gether with the Two-Layer approach in order to predict the turbulent flow behavior around bluff
bodies. For that, a simple form of the boundary layer equations (by considering only the diffusion
and pressure terms) was employed to approximate the wall shear stress components in the solu-
tion. The performance of the Smagorinsky subgrid-scale model was investigated by considering
different values for the Smagorinsky coefficient and different definitions for computing the spatial
filter width (the so-called predefined parameters). The test cases selected are (i) the flow past an
infinite-length square cylinder at ReD = 20000 and (ii) the flow past an infinite-length circular
cylinder at ReD = 3900. The cases have been previously investigated in different studies, experi-
mentally and numerically, and the corresponding results are available for the present comparison
study.
In the following, the grid structures, boundary conditions and details of the numerical models
are first summarized and then the corresponding numerical results are presented and compared
with available reference data.
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4.2 Test cases: 3-D turbulent flow past a square and a circular cylin-
der
4.2.1 Grid structures and boundary conditions
To model the square cylinder geometry, a computational domain in the Cartesian coordinate sys-
tem was used as shown in Figure 4.1 a). The origin of the Cartesian coordinate was at the left
bottom corner of the domain. The square center was located 10D (XUP) downstream from the inlet
boundary section and 20D (XDOWN) upstream from the outlet boundary section. These domain
dimensions were selected regarding the numerical studies done by Sohankar et al. (2000) (XUP =
7.9D and XDOWN = 16.3D); Minguez et al. (2011) (XUP = 4.5D and XDOWN = 15D) and Trias et al.
(2015) (XUP = 10.5D and XDOWN = 20D) for the same inflow-outflow boundary conditions as used
in this LES study. Details of those conditions are presented at the end of this section. The lateral
domain boundaries were located 10D away from the square center. In the vertical direction, the
computational domain length (Lz) was set as equal to piD as considered by Trias et al. (2015) and
the grid points were distributed uniformly in that direction. In fact, Trias et al. (2015) reported
that Lz must be long enough to ensure that turbulent fluctuations are uncorrelated at a separation
length of one half-period, Lz/2. Concerning the horizontal xy plane, a uniform mesh was first
defined inside the square cross-section and then the mesh grid size was enlarged gradually as the
distance from the square faces increases. The resulting grid is finer near the square cylinder faces
and progressively coarser out of it.
The numerical simulations for the circular cylinder were performed by employing an O-type
mesh in planes perpendicular to the vertical direction. A disadvantage of the mentioned mesh type
was reported by Mittal & Balachandar (1996): a sharp variation of the flow velocity was observed
at the junction of the inflow and outflow sections, although this discontinuity was reported to be
fairly small in magnitude compared to the inflow velocity. Nevertheless, the O-type mesh has been
successfully employed by many researchers to model the turbulent flow around a circular cylinder
(Breuer, 1998; Kravchenko & Moin, 2000; Mani et al., 2009; Lysenko et al., 2012; Kim et al.,
2015). The O-type computational domain, used in this study, is shown in Figure 4.1 b). The origin
of the domain is at the center of the circular cross-section. The computational domain has a radius
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Figure 4.1: Computational domains, coordinate systems and boundary conditions: a) Infinite square cylin-
der case; and b) Infinite circular cylinder case.
of 40RP (RP: cylinder radius) which is in the range of 30RP and 50RP used by Kim et al. (2015)
and Lysenko et al. (2012), respectively. In addition, the length of the computational domain in the
vertical direction was defined as equal to 2piRP as considered by Kravchenko & Moin (2000) and
Lysenko et al. (2012) for the same ReD as considered in this LES study. The grid points locations
in the radial direction (RP ≤ ri ≤ RD) were defined as
ri = RP e2piξi , ∆ξi = ξi−ξi−1 = ∆ξi+1 (4.1)
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where RD is the radius of the computational domain and ξ is a non-dimensional parameter. More-
over, equation 4.2 was used to define the grid points locations in the azimuthal direction θ based
on the radial cell width close to the circular cylinder surface (∆r1). In the case η ≈ 1, the pro-
posed method produces nearly square cell faces in the horizontal rθ plane. Finally, in the vertical
direction, the grid points were distributed uniformly.
∆θ j RP = η j ∆r1 (4.2)
Concerning the boundary conditions, a specified constant inflow velocity (u = U∞ and v = w =
0) was considered at the inlet boundary section and the convective boundary condition, equation
3.25, was employed at the outlet boundary section. The free-slip condition was imposed at the
lateral domain surfaces (only for the square cylinder case) and the no-slip condition at the cylinder
faces (both cases). Finally, the free-slip or symmetry condition was used at the top and bottom
boundaries to reduce the extent of the computational domain (cylinders with infinite length) to the
symmetric subsection, justifying a sensitivity analysis on the vertical domain length which was
performed in this study.
4.2.2 Governing equations and solution methods
The space-filtered Navier-Stokes (or momentum) and continuity equations, for incompressible
fluids, in the Cartesian coordinate system are following presented:
∂ui
∂ t
=−∂uiu j
∂x j
− 1
ρ
∂φ
∂xi
+ϑ
∂ 2ui
∂x j2
+
∂ (ϑtSi j)
∂x j
(4.3)
div(ui) =
∂ui
∂xi
= 0 (4.4)
Here φ , pseudo-pressure, is the sum of the filtered pressure (p) and a subgrid-scale stress tensor
τkk:
φ = p+
1
3
τkk (4.5)
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It is to be noted that a subgrid-scale model, equation 4.6, has been implemented in the Navier-
Stokes equations.
1
ρ
τi j − 13
1
ρ
τkkδi j =− ϑtSi j (4.6)
where δi j is the Kronecker delta, which is equal to 1 if i = j and 0 otherwise. Si j = S ji is the strain
rate tensor, defined as follows:
Si j =
∂ui
∂x j
+
∂u j
∂xi
(4.7)
The corresponding space-filtered Navier-Stokes and continuity equations in the cylindrical
coordinate system read:
∂ur
∂ t
= Hr +Br− 1ρ
∂φ
∂ r
+ϑ
{
1
r
∂
∂ r
(
r
∂ur
∂ r
)
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1
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∂ 2ur
∂θ 2
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∂ 2ur
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− ur
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− 2
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}
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1
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∂ r
(ϑtrSrr )+
1
r
∂
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(ϑtSrθ )+
∂
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ϑtSθθ
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1
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∂
∂ r
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r
∂uθ
∂ r
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1
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∂ 2uθ
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+
∂ 2uθ
∂ z2
− uθ
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+
2
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+
1
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∂
∂ r
(ϑtrSθr )+
1
r
∂
∂θ
(ϑtSθθ )+
∂
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(ϑtSθz )+
ϑtSθr
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∂φ
∂ z
+ϑ
{
1
r
∂
∂ r
(
r
∂uz
∂ r
)
+
1
r2
∂ 2uz
∂θ 2
+
∂ 2uz
∂ z2
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+
1
r
∂
∂ r
(ϑtrSzr )
+
1
r
∂
∂θ
(ϑtSzθ )+
∂
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(ϑtSzz )
(4.8)
div(ui) =
1
r
∂ (rur)
∂ r
+
1
r
∂uθ
∂θ
+
∂uz
∂ z
= 0, i = 1, 2 and 3 (4.9)
The first of the terms on the right-hand side of equation 4.8 are the so-called convection terms,
which are defined as:
Hi =−1r
∂ (rurui)
∂ r
− 1
r
∂ (uθui)
∂θ
− ∂ (uzui)
∂ z
, i = 1, 2 and 3 (4.10)
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where r, θ and z represent the radial, azimuthal and vertical directions, respectively. In the cylin-
drical system, subscripts 1, 2, and 3 are used to denote the mentioned directions.
The second of those terms, Br and Bθ , correspond respectively to the centrifugal and Coriolis
forces due to the curvature of the coordinate system:
Br =
uθ 2
r
, Bθ =−uruθr (4.11)
Si j = S ji is the strain rate tensor and, in the cylindrical coordinate system, the tensor elements
are defined as:
Srr = 2
∂ur
∂ r
, Srθ =
∂uθ
∂ r
+
1
r
∂ur
∂θ
− uθ
r
, Srz =
∂ur
∂ z
+
∂uz
∂ r
Sθθ = 2
(
1
r
∂uθ
∂θ
+
ur
r
)
, Sθz =
∂uθ
∂ z
+
1
r
∂uz
∂θ
, Szz = 2
∂uz
∂ z
(4.12)
The terms on the right-hand side of the Navier-Stokes equations 4.3 and 4.8 which are multi-
plied by ϑ (kinematic viscosity), embody the diffusion terms and the terms including ϑt (eddy vis-
cosity) relate to the subgrid-scale model (equation 4.6). Although ϑt can be assigned from differ-
ent theories (e.g., Smagorinsky, wall-adapting local eddy-viscosity and dynamic models (Mueller,
2012)), for this study, the Smagorinsky model (Smagorinsky, 1963) was employed. The reason
for that choice is the corresponding low computational cost compared to a dynamic procedure
(Tremblay, 2001). Furthermore, dynamic models are computationally sensitive and may intro-
duce instabilities in the solution (Mueller, 2012). Based on the Smagorinsky model, the eddy
viscosity can be computed through a mixing length (Ls) and the strain rate tensor as follows:
ϑt = Ls2
(
1
2
Si j Si j
)0.5
(4.13)
Ls = Cs ∆ Df (4.14)
The spatial filter width was denoted by ∆ and computed from different definitions as:
∆3 = δx δy δz (4.15)
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∆2 = δx2+δy2+δz2 (4.16)
where δx, δy and δz are the grid cell sizes (the spatial filter widths) in the subscript directions.
Cs is the Smagorinsky coefficient and should be specified prior to a simulation. For many re-
searchers, as reported by Zou et al. (2008), the corresponding range of 0.1-0.14 was found to yield
good results. The Van Driest wall damping function, Df, was also introduced in equation 4.14 to
guarantee that the eddy viscosity is reduced near the wall surface (Breuer, 1998).
Df =
√√√√1− exp[−(y+
25
)3]
(4.17)
where y+ is the non-dimensional wall distance defined as:
y+ =
ρ yc u∗
µ
(4.18)
where yc is the cell center normal distance to the wall and u∗ is the friction velocity that is related
to the wall shear stress (τw = ρu2∗).
Approximate boundary conditions were imposed at the wall boundaries in terms of the wall
shear stress components τwi estimated based on the boundary layer equations (Wang & Moin,
2002; Catalano et al., 2003) as follows.
∂
∂x2
(ϑ +ϑt)
∂ui
∂x2
=
1
ρ
∂ p
∂xi
, i = 1 and 3 (4.19)
Here i = 1 and 3 represent directions parallel to the wall and i = 2 denotes the wall normal direction.
Since the pressure is assumed x2-independent in the thin wall layer and obtained from the outer
flow layer (LES calculations), the tangential velocity components at the first velocity point next
to the wall (ui, i = 1 and 3) can be related to the corresponding wall shear stress components as
follows:
τwi=
ρ∫ x2C
0
dx2
(ϑ+ϑt)
(
ui− 1ρ
∂ p
∂xi
∫ x2C
0
x2
(ϑ+ϑt)
dx2
)
(4.20)
where x2C is the normal distance from the first tangential velocity node to the wall surface.
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In order to solve equation 4.20, the eddy viscosity definition is required from point x2C down
to the wall (inner layer or wall layer). In this study, that was estimated from a mixing length model
with a near-wall damping function as adopted by Wang & Moin (2002) and Catalano et al. (2003):
ϑt=ϑ k y+
[
1−exp
(
−y
+
19
) ]2
(4.21)
Catalano et al. (2003) considered k as the von Kármán constant, while Wang & Moin (2002)
reported that Cabot & Moin (2000) suggested to compute it dynamically by matching the stresses
between the inner layer and the outer layer solutions. In the present study, k was considered as
the von Kármán constant (k = 0.4). Furthermore, in order to compute y+ and then ϑt in equation
4.21, the friction velocity that depends on the wall shear stress given by equation 4.20, is required.
Hence, an iterative procedure was implemented to solve equations 4.20 and 4.21 simultaneously.
However, Wang & Moin (2002) suggested estimating the friction velocity using the instantaneous
τwi values from the previous time step.
The spatial discretization of the governing equations was performed on the staggered grid
system. In general, the QUICK scheme was adopted for discretization of the convection terms
and the CD scheme for the remaining terms as used by Paone et al. (2016) to achieve a stable
LES simulation around a circular cylinder on a relatively coarse mesh. However, concerning the
approximation of the convection terms, Einian (2012) reported that the QUICK upwind scheme
is relatively diffusive and thus used the CD scheme in the square-cylinder wake region. It should
be noted that the numerical calculations of Einian (2012) were performed using the fully-resolved
LES (i.e., using fine mesh in the wake region), while for the joint use of the LES and a wall model
(e.g., Paone et al. (2016) and present study), the grid is relatively coarse and applying the CD
scheme on the convection terms might lead to inaccurate results. Nevertheless, both scenarios
were examined in the present study. The circular cylinder case was investigated by employing
only the QUICK scheme to approximate the convection terms, while the square cylinder case was
studied by using both the QUICK and CD schemes in such a way that the CD zone covers the
recirculation regions that exist downstream and at the lateral sides of the square cylinder.
For the temporal discretization, the momentum equations 4.3 and 4.8 were split and three oper-
ators (M, N and P) were defined such that the M operator was treated explicitly by the second-order
50 Modeling Turbulent Flows
Adams-Bashforth (AB) scheme and the N operator was treated implicitly by the second-order
Crank-Nicolson (CN) scheme. Applying the semi-implicit AB-CN scheme on the momentum
equations resulted in the following equation:
uin+1−uin
∆t
=
1
2
[
3M(uin)−M
(
uin−1
)]
+
1
2
[
N
(
uin+1
)
+N(uin)
]−Pi(φ n+1) (4.22)
where the P operator is related to the pseudo-pressure term (simply referred to as the pressure
term).
The N operator was defined as equation 4.23 and the remaining terms on the right-hand side
of the momentum equations were considered as the M operator.
N(ui) = ϑ ∇2ui = ϑ
{
∂ 2ui
∂x j2
}
, Cartesian system
N(ui) = ϑ ∇2ui = ϑ
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∂ui
∂ r
)
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∂ 2ui
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}
, Cylindrical system
(4.23)
Regarding which momentum terms were treated explicitly and which terms were treated im-
plicitly, the following definition was adopted for the stability criterion (Moin, 1995):
SC = ∆t
{
|u|
δx
+
|v|
δy
+
|w|
δ z
+4 ϑt
(
1
(δx)2
+
1
(δy)2
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1
(δ z)2
)}
, Cartesian system
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(4.24)
where δx, δy and δ z are the cell sizes in the Cartesian system, while in the cylindrical system, the
cell sizes are ∆r, r∆θ and δ z.
In order to solve the equation 4.22 together with the continuity equation, a four-step time
advancement scheme was employed as follows:
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ui∗− ∆t2 N(ui
∗) = uin+∆t
[
3
2
M(uin)− 12M
(
uin−1
)
+
1
2
N(uin)−Pi(φ n)
]
(4.25)
ui∗∗−ui∗
∆t
= Pi(φ n) → ui∗∗ = ui∗+∆t Pi(φ n) (4.26)
∇2φ n+1 =
ρ
∆t
div(ui∗∗) (4.27)
uin+1−ui∗∗
∆t
=−Pi(φ n+1) → uin+1 = ui∗∗−∆t Pi(φ n+1) (4.28)
where u∗i and u
∗∗
i are the intermediate velocities. An advantage of the mentioned scheme is that
the intermediate velocity boundary condition, required in equation 4.25, can be considered equal
to un+1i (Choi & Moin, 1994).
Finally, the quality of the LES calculations was evaluated by a method suggested by Pope
(2004), which is expressed in terms of the turbulence resolution (TR) as follows:
TR =
KSGS
Kres+KSGS
(4.29)
where KSGS represents the sub-grid energy and Kres represents the resolved part of the energy. The
resolved part of the energy is equal to the turbulent kinetic energy obtained from the simulation,
since the large-scales or resolved scales are calculated through the filtered momentum equations.
Kres = K = 0.5
(
u′u′+ v′v′+w′w′
)
(4.30)
The sub-grid energy (KSGS) corresponds to the small-scales that are modeled by the subgrid-scale
model. Coussement et al. (2012) suggested the following equation to approximate KSGS:
KSGS =
ϑ 2t(
Cm∆
)2 (4.31)
where Cm is an auto-similar function of the turbulence considered equal to 0.069 (Coussement
et al., 2012).
According to Pope (2004), for a well-resolved LES, the TR value (Pope index) must be less
than 0.2 that corresponds to a resolution of 80% of the turbulent kinetic energy by LES. The parts
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of a domain in which this criterion was not met are interpreted as insufficiently resolved.
4.3 Results and discussion
As mentioned earlier in section 4.1, the goal of this chapter is to examine the effect of the
Smagorinsky model parameters (Cs and ∆) on the flow prediction around two different flow ob-
stacles (infinite square cylinder at ReD = 20000 and infinite circular cylinder at ReD = 3900). The
corresponding tests are hereafter referenced as the main tests (in this chapter). In addition, a series
of preliminary tests (sensitivity analysis) was required to be performed before the main numeri-
cal tests to find and confirm the proper grid resolution, vertical domain length and time-step size.
Therefore, in the following, the outcomes of the sensitivity analysis are first summarized and then
the main tests and the corresponding results are presented and discussed.
4.3.1 Sensitivity analysis
Details of the grid systems and preliminary numerical tests’ characteristics used for the sensitivity
analysis are presented in Table 4.1 together with the corresponding mean drag coefficient (CD), the
root-mean-square value of the lift coefficient fluctuations (CL r.m.s.) and the Strouhal number (St)
which are the most important non-dimensional parameters of an unsteady flow around a cylinder.
Three sets of grids (namely a coarse one, a medium one and a fine one) were employed for the
grid refinement study. The corresponding tests are referenced in accordance: T_IS0, T_IS1 and
T_IS2, for the square cylinder; and T_IC0, T_IC1 and T_IC2, for the circular cylinder. In addition,
an investigation regarding the effects of the cylinder length (Lz) on the accuracy of the results
was also performed in the present study. For that, numerical tests T_IS3 and T_IC3 were done
by considering a cylinder length larger than that in tests T_IS2 and T_IC2. Moreover, the time-
step size refinement study was carried out by performing numerical tests T_IS4, T_IS5, T_IC4
and T_IC5 and then by comparing the corresponding results with numerical results obtained from
tests T_IS2 and T_IC2. It is to be noted that all numerical simulations referred in Table 4.1 were
performed by considering Cs = 0.1 and by computing ∆ from equation 4.15.
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Table 4.1: Infinite (square and circular) cylinder cases; sensitive analysis (Cs = 0.1 and ∆3 = δx δy δz).
Reference a1 or ∆r1
Total number
Lz ∆t SCmax CD CL r.m.s. St
of cells
Sq
ua
re
cy
lin
de
r
T_IS0 0.025D 121×114×25 piD 0.0048 DU∞ 0.55 2.01 1.21 0.138
T_IS1 0.0225D 134×126×25 piD 0.0044 DU∞ 0.55 2.07 1.25 0.135
T_IS2 0.02D 153×144×25 piD 0.004 DU∞ 0.6 2.05 1.26 0.133
T_IS3 0.02D 153×144×50 2piD 0.004 DU∞ 0.6 2.07 1.16 0.134
T_IS4 0.02D 153×144×25 piD 0.003 DU∞ 0.45 2.05 1.2 0.133
T_IS5 0.02D 153×144×25 piD 0.0025 DU∞ 0.35 2.05 1.22 0.134
C
ir
cu
la
rc
yl
in
de
r
T_IC0 0.025D 90×124×20 piD 0.0094 DU∞ 0.63 0.92 0.14 0.225
T_IC1 0.022D 100×142×25 piD 0.0078 DU∞ 0.6 0.97 0.1 0.211
T_IC2 0.02D 108×162×30 piD 0.0068 DU∞ 0.55 0.99 0.08 0.207
T_IC3 0.02D 108×162×60 2piD 0.0068 DU∞ 0.55 0.99 0.07 0.207
T_IC4 0.02D 108×162×30 piD 0.0058 DU∞ 0.45 1.01 0.1 0.205
T_IC5 0.02D 108×162×30 piD 0.0047 DU∞ 0.37 1.00 0.11 0.212
The main idea for the grid refinement was to increase the grid resolution in the xy or rθ plane
(perpendicular to the cylinder axis) to find the adequate grid spacing for the main-tests study. Nev-
ertheless, for the circular cylinder, the grid refinement was also performed in the vertical direction
to examine also the effect of vertical grid spacing on the above-referred results. A comparison
between those numerical results obtained using the medium and fine grids (see Table 4.1) indi-
cates that, except for CL r.m.s. (circular cylinder case), the differences between the corresponding
results are less than 2%.
The requirements for further grid refinement were assessed by evaluating the dimensionless
wall distance (wall units) of the first tangential velocity nodes to the cylinder surface. As an
example, the dimensionless sizes of the first adjacent grid cells (δx+ = ρu∗δx/µ , δy+ and δ z+)
over the square wall faces (T_IS2, fine grid) are shown in Figure 4.2. The values pictured are
relatively large, as a wall model (boundary layer equations) was used near the wall. Furthermore,
profiles of δx+ and δy+ are identical since the wall-adjacent grid cells in the horizontal planes are
squares (δx = δy). Overall, Figure 4.2 shows that, at front face of the square, the dimensionless
size of the first grid cell (for the three-axis) increases from a minimum value at the stagnation
point (O1) to a maximum at the upstream corner edge B. Over the square face B-C, the referred
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dimensionless sizes are oscillated (decreased and increased significantly), similar to the numerical
predictions of Trias et al. (2015). Finally, at the square rear face, the corresponding sizes decrease
toward the wake centerline (point O2). It should be noted that the first tangential-velocity nodes
near the square wall surfaces are situated at δx+/2 or δy+/2, where the LES model and the wall
model are matched. Using the fine grid (T_IS2), those tangential-velocity nodes are between 0 and
about 40 wall units. Therefore, no further refinement was performed in this study since δx+/2 (or
δy+/2) is considered to be sufficiently large to allow the use of a wall model (Schindfessel et al.,
2015). Concerning the circular cylinder (T_IC2, fine grid), values of ∆r+ (r is the normal direction
to the circular cylinder face) are less than 15 as the corresponding Reynolds number is relatively
low.
Figure 4.2: Dimensionless sizes (δx+, δy+ and δ z+) of the first adjacent cells over the half contour line of
the infinite square cylinder geometry (T_IS2, fine grid).
The grids’ quality was also assessed by considering the Pope index. For that, the turbulence
resolution (TR) was estimated at each grid cell. The corresponding TR values for all preliminary
simulations indicate that the most of grid cells are in the zone where TR ≤ 0.2, which according
to Pope (2004) means that most part of domain was sufficiently resolved. As examples, the results
obtained from test T_IS2 (fine grid, square cylinder) and test T_IC0 (coarse grid, circular cylinder)
are presented in Figure 4.3. The value of TR is between 0 and 1. According to Pope, TR = 0
corresponds to DNS and TR = 1 to RANS modeling. It is to be noted that the grid cells lying
inside the square cross-section geometry were excluded from the TR evaluation.
Concerning the vertical domain length (Lz), numerical tests T_IS3 and T_IC3 were conducted
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Figure 4.3: Turbulence resolution (TR), infinite cylinder cases.
by considering Lz = 2piD, larger than that (piD) in the reference tests T_IS2 and T_IC2 but the cells
size in the vertical direction was considered the same as in the referenced tests (see Table 4.1). The
corresponding numerical results, except for CL r.m.s., were observed to be almost similar. Overall,
it was found that doubling the cylinder length (from piD to 2piD) and keeping the same resolution
in the vertical direction did not change noticeably the values of the non-dimensional parameters,
in accordance to that reported by Lysenko et al. (2012).
Finally, the effect of the time-step size was evaluated by performing tests T_IS4, T_IS5, T_IC4
and T_IC5 and comparing the corresponding results with those obtained in tests T_IS2 and T_IC2
as presented in Table 4.1. The time-step sizes were selected regarding a nominal stability limit of
AB-CN (SCmax = 0.5) introduced by Le & Moin (1991). Again, the most noticeable effect was
observed only on the values of CL r.m.s.. It is noteworthy to mention that the number of inner
iterations to solve the Poisson equation 4.27 slightly increased with the time-step size, leading to
increase in the CPU time.
Considering the above-described, the grid cells, vertical domain length and time-step sizes
employed in tests T_IS2 and T_IC2 were selected for the main-tests study (for evaluation of the
Smagorinsky model parameters).
4.3.2 Main numerical test results
It is noteworthy to recall that the goal, in this chapter, is to evaluate the performance of the
LES Smagorinsky model (together with a simple wall model) by using different values for the
Smagorinsky coefficient and different definitions for computing the spatial filter width. To achieve
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the goal and by considering the preliminary tests, the turbulent flow around the cylinders was pre-
dicted by using a different value for the Smagorinsky coefficient (Cs = 0.13, the corresponding
test hereafter referred to as T_IC6) and a different definition for computing the spatial filter width
(∆ was computed from equation 4.16, the corresponding test hereafter referred to as T_IS6). The
numerical results were then compared with the results obtained from test T_IC2 (Cs = 0.1) and
test T_IS2 (∆ from equation 4.15).
In order to clarify the difference between the two equations 4.15 and 4.16, the distribution of
the ratio ∆4.16/∆4.15 around the square cylinder is presented in Figure 4.4. The mentioned ratio
is not uniform in the computational domain. In the zone adjacent to the square cylinder, the ratio
is greater than in the outer zone. Overall, equation 4.16 presented higher ∆ values than equation
4.15. Since the value of ∆ plays a control role in the modeling of the small-scale components in
the LES solution, using higher values of ∆ may yield inaccurate prediction of the flow variables
due to unresolved small eddies’ effects. Hence, only in test T_IS6 (when using equation 4.16), the
smaller value of k yc and Cs ∆was used for estimating the mixing length as Ls =min(k yc,Cs ∆)Df.
Figure 4.4: Ratio of the spatial filter width scales obtained by means of the two definitions(√
δx2+δy2+δ z2
3
√
δx δy δ z
)
, infinite square cylinder case.
The flow variables (velocity components and pressure) were averaged both in the vertical
direction and over time during about 50 vortex shedding periods after removing the initial uni-
form condition effects from the calculations. The transient time (normalized by multiplying it by
(U∞/D) was about 200 and 175 for the square and circular cylinder cases, respectively, to achieve
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a fully developed state. The CPU time for one time-step was around 1.5 seconds on average and
the total CPU time spent on the transient time and the time-averaging period was about 35 hours
for the square cylinder case and about 20 hours for the circular cylinder case by employing 16
processors in parallel. Overall, the computational cost of the present numerical simulations was
much lower than the simulations performed by Lysenko et al. (2012) and Kim et al. (2015), as
explained earlier in section 4.1, by the application of the wall model.
4.3.2.1 Mean integral quantities
Table 4.2 summarizes the numerical simulation characteristics of tests T_IS2, T_IS6, T_IC2 and
T_IC6 together with the ones of some comparative reference tests. In addition, the corresponding
experimental and numerical results for the non-dimensional parameters are also presented in Table
4.2.
Table 4.2: Infinite cylinder cases: present study numerical tests (shaded) and numerical and experimental
tests of reference - characteristics and results obtained.
Reference ReD Disc. a Wall model ∆ Cs CD St
Present study T_IS2 (4.15) c 2.05 0.133
(Square cylinder) T_IS6
20000 CD+QUICK BLE b
(4.16) c
0.1
2.15 0.128
Sohankar et al. (2000) 22000 CD No
0.1 2.22 0.127
Dyn. d 2.03 0.126
Trias et al. (2015) 22000 Direct Numerical Simulation 2.18 0.132
Roosenboom (2005) 20000 Experiment 2.18 0.129
Lyn et al. (1995) 21400 Experiment 2.1 0.132
Present study T_IC2 0.1 0.99 0.207
(Circular cylinder) T_IC6
3900 QUICK BLE (4.15)
0.13 1.01 0.209
Lysenko et al. (2012) 3900 CD No Dyn. 0.97 0.209
Beaudan & Moin (1994) 3900 Up-Biased e No Dyn. 1.00 0.203
Breuer (1998) 3900
QUICK
No
0.1 0.97
CD Dyn. 1.02
Parnaudeau et al. (2008) 3900 Experiment 0.208
a Disc.: Discretization scheme for convection terms. b BLE: Boundary Layer Equations. c (4.15): equation
(4.15); (4.16): equation (4.16). d Dyn.: Dynamically computed. e Up-Biased: Upwind-Biased scheme.
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The time-averaged or mean drag coefficients were computed by considering the viscous (fric-
tion) and the pressure forces acting on the cylinders. The obtained numerical results for the square
cylinder (T_IS2 and T_IS6) indicate that CD increases with increasing the spatial filter width. It is
noteworthy to recall that equation 4.16 led to higher ∆ values than equation 4.15. Overall, the pre-
dicted CD values are fairly in good agreement with the reference data presented in Table 4.2. For a
more in-depth evaluation, the time-dependent drag and lift coefficients (CD and CL) acting on the
square cylinder are presented in Figure 4.5 for about 25 vortex shedding periods. The CL value,
by using equation 4.15, oscillates nearly periodically over time compared to that with equation
4.16. For further comparison, the r.m.s. values of the drag and lift coefficients fluctuations (CD
r.m.s. and CL r.m.s.) were computed for both time history profiles. The corresponding values are,
respectively, 0.1 and 1.26, when using equation 4.15 and 0.18 and 1.13, when using equation 4.16.
Overall, those are fairly in good agreement with the experimental results reported by Sohankar
et al. (2000) (CD r.m.s. = 0.17-0.22 and CL r.m.s. = 1.19-1.3).
Figure 4.5: Time variation of the drag (CD, red line) and lift (CL, blue line) coefficients for the infinite
square cylinder simulations (T_IS2: left and T_IS6: right), ReD=20000.
In the circular cylinder case, CD increased slightly with increasing Cs from 0.1 (T_IC2) to 0.13
(T_IC6). Overall, CD was well predicted in agreement with the results obtained by means of the
reference studies as presented in Table 4.2.
The pressure distribution along the cylinder surface was also evaluated for both cases, taking
into account that the pressure force is known to have the main contribution to the drag on the
turbulent flow regime (Trias et al., 2015). The distribution of the time-averaged pressure coefficient
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(CP = (p¯− p∞)/(0.5ρU2∞), in which p∞ is the free stream pressure) on the infinite square and
circular cylinders’ surface is presented in Figure 4.6 a) and Figure 4.6 b), respectively. For the
circular case, only T_IC2 results are shown as T_IC6 results are most similar to those. The pressure
measurements of Bearman & Obasaju (1982), Norberg (1987), Hasan (1989) and numerical results
of Trias et al. (2015) are also plotted to validate the present numerical results.
Figure 4.6: Time- and vertically- averaged pressure coefficients on the cylinders’ surface: a) infinite square
cylinder, b) infinite circular cylinder.
In the square cylinder case, Figure 4.6 a), the main difference between the two profiles obtained
by the present study is observed at face B-C. Nevertheless, equation 4.15 results are fairly in
agreement with the experimental and numerical results presented by Bearman & Obasaju (1982)
and Trias et al. (2015), while equation 4.15 results are similar to the physical observations of Hasan
(1989). Moreover, using equation 4.16 (higher ∆ values) led to slightly decrease the pressure
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values at face C-D, while no change was observed at face A-B. Therefore, the pressure difference
between the two mentioned faces increased from test T_IS2 to T_IS6 and consequently, the drag
component became greater by using equation 4.16.
Concerning the circular cylinder, Figure 4.6 b), the CP profile is in good agreement with the
measurements performed by Norberg (1987) for a nearly similar flow condition. As pictured,
CP decreased from a positive maximum value at the stagnation point (α = 0) until a negative
minimum value and then increased slightly until it reached a constant value in the wake region. A
small over-estimation of CP is observed at the 70o < α < 90o zone but the agreement in the wake
region is excellent. Moreover, a small bump at about α = 85o is detected when compared to the
experimental results. Nevertheless, the overall drag coefficient could be well estimated.
The Strouhal number (St) is another relevant non-dimensional parameter and, in this study, it
was determined from the power spectrum of the CL time history. The corresponding results are all
within the range of the reference data as reported in Table 4.2.
In order to study the flow structures around the cylinders, the corresponding time- and vertically-
averaged streamlines are presented in Figure 4.7. In the square cylinder case, Figure 4.7 a), the
flow separates from the two corner edges at the upstream side of the cylinder and creates four
regions with recirculation. Two recirculation regions are located at the lateral sides and the two
others are developed behind the square cylinder. The normalized focal points coordinates of the
mentioned recirculation regions with respect to the center of the square geometry are (0.14,±0.65)
and (0.74, ±0.37) by using equation 4.15 and are (0.12, ±0.66) and (0.82, ±0.42) by using equa-
tion 4.16. The corresponding focal points coordinates obtained experimentally by Hinsberg (2004)
are (0.2, 0.65) and (0.15, -0.62) for the lateral recirculation regions and are (0.71, 0.43) and (0.75,
-0.32) for the ones behind the square cylinder. Concerning the wake region, the use of equation
4.16 led to a longer recirculation length (Lr) than that with equation 4.15. However, equation 4.16
resulted in Lr = 0.82D that is in good agreement with the experimental results presented by Lyn
et al. (1995) (Lr = 0.9D at ReD = 21400) and Durão et al. (1988) (Lr = 0.83D at ReD = 14000),
while equation 4.15 yielded Lr = 0.63D that is quite in agreement with physical measurements of
Roosenboom (2005) (Lr = 0.64D at ReD = 20000).
For a circular cylinder, the separation points’ positions are not fixed and in accordance to
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the different bibliography (Breuer, 1998; Kravchenko & Moin, 2000; Lysenko et al., 2012), the
separation shall occur at αsep = 85o-89o (ReD = 3900), where α is measured from the stagnation
point. The separation points’ positions obtained in this study were not included in Table 4.2, as
the values obtained for T_IC2 and T_IC6 are identical: about 88o from the stagnation point (see
Figure 4.7 b)). Concerning the wake recirculation length, the use of Cs = 0.1 resulted in a longer
recirculation length than that obtained by using Cs = 0.13 (respectively, Lr = 1.75D and 1.6D),
both over-predicted compared to the experimental results reported by Breuer (1998). Nevertheless,
Breuer (1998) also numerically obtained Lr = 1.7D by using the Smagorinsky subgrid-scale model
(Cs = 0.1) and the QUICK scheme for the approximation of the convection terms as used in this
study what verifies the present numerical calculations. Moreover, it is noteworthy to mention that
Beaudan & Moin (1994) numerically obtained Lr as equal to 1.74D by using the Smagorinsky
model with a fixed coefficient and applying a fifth-order accurate upwind-biased scheme on the
convection terms.
Figure 4.7: Time- and vertically- averaged streamlines around the: a) infinite square cylinder and b) infinite
circular cylinder.
4.3.2.2 First-order and second-order statistics
The time- and vertically- averaged u-velocity (<u¯>) values along the wake centerline of the square
and circular cylinders are presented in Figure 4.8 and Figure 4.9, respectively. The value of <u¯>
at the cylinder surface (rear face) is zero; it reaches a negative minimum value in the recirculation
zone and then increases progressively until a maximum value.
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Figure 4.8: Time- and vertically- averaged u-velocity at the wake centerline of the infinite square cylinder,
ReD=20000.
Figure 4.9: Time- and vertically- averaged u-velocity at the wake centerline of the infinite circular cylinder,
ReD=3900.
Although Lyn et al. (1995) and Hinsberg (2004) presented comparative different results at
the wake centerline downstream of the square cylinder for ReD about 20000, both were used as
reference data in this study (see Figure 4.8). In fact, the present numerical results obtained by
using equation 4.16 are in agreement with the experimental measurements of Lyn et al. (1995)
and those calculated by using equation 4.15 are similar to the physical observations of Hinsberg
(2004).
In the circular cylinder case (Figure 4.9), also Lourenco & Shih (1993) and Parnaudeau et al.
(2008) presented different <u¯> profiles at the wake centerline downstream of the cylinder for ReD
= 3900. The present numerical results (for Cs = 0.1 and Cs = 0.13) are both more similar to the
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experimental results reported by Parnaudeau et al. (2008). The experimental measurements of
Ong & Wallace (1996), which were also plotted in Figure 4.9, enabled to control and validate the
upper limit of the predicted <u¯> values at the symmetry line outside of the recirculation zone.
The time- and vertically- averaged velocity magnitude (<
∣∣U∣∣>) and vertically-averaged turbu-
lence intensities (<
√
u′u′> and <
√
v′v′>) around the square cylinder are presented in Figure 4.10.
The approach flow is deflected by the square cylinder and accelerated close to its upstream side
edges. The use of equation 4.15 resulted in a higher
∣∣U∣∣max, fairly close to the corresponding value
presented by Minguez et al. (2011) (
{∣∣U∣∣/U∞}max = 1.65 for ReD = 21400), while equation 4.16
yielded a lower value for
∣∣U∣∣max, in agreement with the ones experimentally obtained by Hinsberg
(2004) (
{∣∣U∣∣/U∞}max = 1.5 for ReD = 20000) and Roosenboom (2005) ( {∣∣U∣∣/U∞}max = 1.425
for ReD = 20000).
Figure 4.10: Time- and vertically- averaged velocity magnitude (left) and root-mean-square u- (center), v-
(right) fluctuations around the infinite square cylinder at ReD=20000 (top: ∆ computed from equation 4.15;
and bottom: ∆ computed from equation 4.16).
The plots of root-mean-square u-fluctuations’ maps (<
√
u′u′>: turbulence intensity in the lon-
gitudinal direction) in Figure 4.10 (center) show a maximum value at each side of the centerline
close to the rear corner points of the square geometry. The corresponding maximum value of
<
√
u′u′>/U∞ was obtained as equal to 0.56 by using equation 4.15 and 0.58 by using equation
64 Modeling Turbulent Flows
4.16. It is noteworthy to mention that Roosenboom (2005) reported a maximum value of about
0.61 with a location similar to the present study.
The root-mean-square v-fluctuations’ maps (<
√
v′v′>: turbulence intensity in the transverse
direction) in Figure 4.10 (right) show a sole maximum at the centerline behind the square cylinder.
The use of equation 4.15 led to a maximum value higher than that with equation 4.16. Never-
theless, both maximum values are lower than the maximum one reported by Roosenboom (2005)
(<
√
v′v′>/U∞ = 0.9 for ReD = 20000). However, the position of the maximum values at the cen-
terline, x/D =11.67 for equation 4.15 and x/D =11.7 for equation 4.16, is similar to the position
experimentally observed by Roosenboom (2005).
Concerning the circular cylinder case, the time- and vertically- averaged velocity components
in the longitudinal and transverse directions and the corresponding turbulence intensities around
the cylinder are presented in Figure 4.11 (T_IC6: Cs = 0.13). The numerical results obtained for
T_IC2 (Cs = 0.1) are nearly similar to those presented in Figure 4.11. The numerical predictions
indicate that u¯-velocity component’s map is symmetric, while v¯-velocity component’s map is anti-
symmetric. Moreover,
√
u′u′ and
√
v′v′ maps are both symmetric. The maximum value of
√
v′v′ is
located on the wake centerline, while the maximum values of
√
u′u′ are observed on both sides of
the wake centerline. The mentioned observations are in agreement and similar to those reported by
Beaudan & Moin (1994), Parnaudeau et al. (2008) and Meyer et al. (2010) for the same cylinder
geometry and flow conditions.
4.4 Conclusions
The space-filtered Navier-Stokes and continuity equations (LES model) were solved in the frame-
work of a fractional time-step method by using the semi-implicit Adams-Bashforth and Crank-
Nicolson scheme. The Smagorinsky model was selected as the subgrid-scale model and the ap-
proximate values of the wall shear stress components were imposed at the wall boundaries by
employing a simple form of the boundary layer equations. Analysis of the results obtained by
the numerical simulations of the 3-D turbulent flow around infinite-length cylinders with different
cross-sections (square and circle) yielded:
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Figure 4.11: Time- and vertically- averaged velocity components (top) and root-mean-square u-, v- fluctu-
ations (bottom) around the infinite circular cylinder (T_IC6: ReD=3900, Cs = 0.13).
• Overall, using wall modeling, the flow characteristics around the selected cylinders were
predicted in good agreement with the experimental and numerical reference data. The so-
lution procedure, developed in this study, was shown to have low computational cost as all
calculations were performed in a short period of time (longest elapsed time, CPU time, for
a simulation case was about 35 hours) without employing a large number of processors.
• For the square cylinder, the joint use of the CD and QUICK schemes could represent re-
sults in agreement with available experimental data. Nevertheless, it requires predefining
the subdomains in which each scheme is used. In the complex pier studies, the definition of
the subdomains may alter for one case to another and hence the hybrid CD-QUICK scheme
(as explained in this chapter) was considered not interesting for the following studies. Con-
cerning the circular cylinder, although the corresponding wake recirculation lengths were
over-predicted compared to the available experimental data, those are in good agreement
with the referenced numerical studies in which the LES Smagorinsky model and a high-
order upwind scheme (e.g., QUICK scheme) for the approximation of the convection terms
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(as the same in this study) were used. Considering the above-described, the sole use of the
QUICK or CD scheme will be further evaluated in the next chapter.
• A sensitivity analysis of the Smagorinsky coefficient value resulted in that changing the co-
efficient from 0.1 to 0.13 did not noticeably change the corresponding results. Yet, the nu-
merical results were found to largely depend on how the spatial filter width is estimated for
the solution. In this study, the spatial filter width ∆ was calculated at each grid cell through
two different equations: (i) cubic root of the computational cell volume (equation 4.15), and
(ii) root-sum-squared of the grid cell size along each direction (equation 4.16). Both equa-
tions 4.15 and 4.16 could represent numerical results in agreement with the ones obtained
from different numerical and experimental reference studies. Nevertheless, in overall, equa-
tion 4.16 presented higher ∆ values than those with equation 4.15, which can be interpreted
to not be appropriate because using higher ∆ values may affect modeling of the small-scale
components. Hence, for the further simulations (next chapters), the spatial filter width ∆
was set as equal to the cubic root of the computational cell volume (equation 4.15).
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5.1 Introduction
To predict the flow past a bridge pier on a scoured bed, the numerical approach should be able to
model the turbulent flow features and the complex geometries properly. In the previous chapter,
the applicability of the LES Smagorinsky model as a turbulent flow solver was investigated and in
this chapter, a methodology for performing the LES near the complex geometries is presented.
The final goal is to model the pier and bed geometries in a simple and accurate way. In the last
years, the so-called immersed-boundary method has been widely used to study the flow around
bluff bodies with complex geometries (e.g., Balaras (2004)). In this method, the bluff body is
immersed in a structured grid system with orthogonal grid lines and its effect on the flow field
is usually accounted for by estimation of a body-force term around the immersed body. The
near-wall model explained in the previous chapter, namely the boundary layer equations, can also
be incorporated in the solution together with the immersed-boundary method. In general, the
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boundary layer equations are solved on an embedded near-wall mesh (inner-layer) such that the
equations are forced at the outer boundary of the inner-layer by the first instantaneous tangential
velocities to the wall surface, obtained from the LES calculations, while the no-slip condition is
applied at the stationary wall boundary (see Figure 5.1 a)). In a case when the wall normal plane
does not cross any velocity point (e.g., Figure 5.1 b)), the boundary condition at the outer edge of
the inner-layer is obtained using the surrounding LES velocities.
Figure 5.1: Representation of the Two-Layer approach for a) a flat wall surface and b) a curved wall surface:
(square: u-velocity points; triangle: v-velocity points), immersed-boundary method.
In this study, the LES Smagorinsky model was first upgraded by using the immersed-boundary
method and then the model was evaluated by considering the turbulent flow around an infinite-
length circular cylinder at ReD = 4× 104. For this circular cylinder case, the velocity values at
the outer boundary points of the inner-layer were interpolated from the surrounding points and
importantly, the inner-layer thickness was determined in such a way that the first velocity points
from the wall surface were not involved in the interpolation procedure. Then, values of the ve-
locity at the first velocity points, outside the body, were estimated through solving the simplified
boundary layer equations and rest of the velocity values through the LES calculations. The cor-
responding numerical results together with available reference data are summarized in Appendix
A (Figure A.1 and Table A.1). Overall, the present numerical results are in good agreement with
the ones obtained from the referenced bibliography. Nevertheless, employing the above-referred
methodology for modeling cases with irregular boundary shapes, such as an eroded bed, was found
complicated.
An alternative approach to the immersed-boundary method is to use the FAVOR (stands for
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Fractional Area/Volume Obstacle Representation) method as explained by Hirt & Sicilian (1985).
In this method, prior to solving the governing equations, the position of the grid cell vertices with
respect to the flow obstacle is determined and subsequently, the fractional portions of the grid cell
faces open to the flow and the cell volume fraction occupied by the fluid (hereafter referred to
as FAVOR variables) are computed. In fact, in this method, the geometry in every grid cell is
converted into fractional volume and areas. For example, Figure 5.2 shows the fractional areas for
flow in a 3-D Cartesian grid cell that contains a wall surface. The FAVOR method’s simplicity for
modeling complex geometries was found attractive and thus its accuracy for the study of bridge
pier problems was evaluated in this research, which is presented in this chapter.
Figure 5.2: FAVOR method to describe the geometry in a Cartesian cell (definition of the open areas frac-
tions).
In the following sections, details of the numerical model (including the governing equations,
assumptions and solution procedure) are first summarized in section 5.2 and then the numerical
model validation is presented in section 5.3.
5.2 Numerical model details
The space-filtered Navier-Stokes and continuity equations for a 3-D incompressible flow, includ-
ing the FAVOR variables, are written as:
∂ui
∂ t
=− 1
VF
(
u jA j
∂ui
∂x j
)
− 1
ρ
∂φ
∂xi
+
WSi
ρ VF
+
1
VF
∂ ( (ϑ +ϑt)A jSi j)
∂x j
(5.1)
∂
∂xi
(Aiui) = 0 (5.2)
The terms on the right-hand side of equation 5.1 are called the convection, pressure, wall shear
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stress and viscous terms, respectively. The variable VF represents the volume fraction of the fluid,
which is estimated for each grid cell. Ai and A j, i and j = 1, 2 and 3, denote the fractional areas
open to the flow such that A1 (or Ax) is estimated at the cell-faces normal to the x-direction, A2
(or Ay) at the cell-faces normal to the y-direction and A3 (or Az) at the cell-faces normal to the z-
direction. Furthermore, φ is the pseudo-pressure (equation 4.5) and ϑt denotes the eddy viscosity
(equation 4.13). It should be noted that the wall damping function Df, in equation 4.14, was
neglected in computing the mixing length and consequently in estimating ϑt . In fact, according to
equation 4.17, Df tends to unity for y+>30 (i.e., when the near-wall region is not fully resolved).
Nevertheless, for confidence, in a grid cell containing the wall surface, the mixing length was
considered as the smaller value of k yc and Cs ∆ as used by Werner & Wengle (1991) for the LES
calculations with wall modeling. The Smagorinsky coefficient Cs was set equal to 0.1 and the
spatial filter width ∆ was set as equal to the cubic root of the computational cell volume (equation
4.15). Finally, the terms WSi represent the wall shear stresses. According to the FAVOR method,
if the fractional area open to flow (A) at a cell face is less than unity, the remaining area (1-A)
is considered to be a wall on which a wall shear stress is generated. For instance, on a face y
parallel to the longitudinal velocity u, the shear stress term can be estimated as ρ(1−Ay)u2∗/δy, in
which δy is the cell size in the y-direction. Here, the friction velocity u∗ was obtained by using the
wall tangential velocity (ut) through equation 5.3 that incorporates the bed roughness effect in the
solution. Moreover, according to Roulund et al. (2005), this equation allows using a coarse mesh
resolution close to the wall boundaries.
ut
u∗
= 2
∫ x2C+
0
dx2+
1+
√
1+4k2(x2++∆x2+)2[1− exp(− x2++∆x2+25 )]
2
(5.3)
where
∆x2+ = 0 for ks+ ≤ 5 ; ∆x2+ = 0.9
[√
ks+− ks+exp
(
−ks
+
6
) ]
for ks+ > 5 (5.4)
with ks+ being the normalized equivalent sand roughness (ksu∗/ϑ ), x2+ the dimensionless distance
in the direction normal to the wall and x2C+ dimensionless wall normal distance of a point where
the tangential velocity is available.
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Although several researchers have employed equation 5.3 in the local pier scour predictions
(e.g., Roulund et al., 2005; Stahlmann, 2013; Baykal et al., 2015), it uses an assumed velocity
profile (the van Driest velocity profile as reported by Baykal et al. (2015) and Stahlmann (2013))
and that justifies evaluating its accuracy for separated flows, performed in this study. For that,
equation 5.3 was iteratively solved, in which the trapezoidal rule was applied to estimate the
integral term.
Approximation of the convection terms, in equation 5.1, was performed using either the CD
scheme or the QUICK scheme, while only the CD scheme was applied on the other spatial deriva-
tive terms. In fact, following an investigation of Tafti (1996) on turbulent channel flow predictions,
applying the CD scheme on the convection terms was reported to resolve the turbulent spectrum
better than the higher order upwind schemes. Nevertheless, for a more complex case such as flow
around a circular cylinder, applying the CD scheme on the convection terms resulted in instabilities
at the upstream side of the cylinder (an example is shown in Figure B.1 of Appendix B), while the
QUICK scheme could remove those instabilities. In summary, concerning the convection terms,
the CD scheme was adopted to predict the turbulent flat-channel flow and the QUICK scheme was
selected for cases with a complex flow compared to the flat-channel case.
For the temporal discretization, the fully explicit second-order Adams-Bashforth scheme was
employed in the solution. Although the implicit treatment of the diffusion terms generally allows
using a larger time-step size than the explicit treatment, it might not result in significant gains in
this study because of using a relatively coarse mesh near the wall boundaries. In addition, using a
fully explicit scheme avoids the requirement of the intermediate velocity boundary condition and
that simplifies the solution procedure.
Finally, in the framework of the fractional-step method, a four-step time advancement scheme
was employed to solve equations 5.1 and 5.2 as follows:
• Computing the intermediate velocity u∗i :
ui∗−uin
∆t
=
3
2
M(uin)− 12M
(
uin−1
)−Pi(φ n) (5.5)
The M operator includes the convection, wall shear stress and viscous terms of equation 5.1.
The pressure term was denoted by the P operator and estimated using the previous time-step
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data.
• Calculating a new intermediate velocity u∗∗i by adding the pressure term:
ui∗∗−ui∗
∆t
= Pi(φ n) (5.6)
• Solving an implicit equation to obtain the new pressure values:
∂
∂xi
(
Ai
∂φ n+1
∂xi
)
=
ρ
∆t
∂ (Aiui∗∗)
∂xi
(5.7)
• Updating the velocity field through the latest pressure values:
uin+1−ui∗∗
∆t
=−Pi(φ n+1) (5.8)
When periodic boundary conditions are required in the x-direction, namely to facilitate sim-
ulation of an endless channel, a mean pressure gradient that drives the flow in the x-direction is
used in the momentum equation in terms of a source term:
Sn+11 = S
n
1+
α
∆t
(
Vtarget+V n−1−2 V n
)
(5.9)
where S1 represents the source term in the x-direction that is constant in space but may vary in
time. The average cross-sectional flow velocity was denoted by V and α = 0.3 is a dimensionless
coefficient used to ensure the stability.
5.3 Numerical model validation
As mentioned in the introduction to this work (section 1.3), the validation test cases selected
are turbulent flat-channel flow, turbulent flow in a channel with periodic hill constrictions and
turbulent flow around a single and compound piers on the eroded bed. The turbulent channel
flows with smooth wall surfaces are well-known case studies, which have been widely investigated
during last years and the corresponding experimental and numerical results are available for the
comparison study. In addition, a flat-channel simulation can provide LES inflow conditions for the
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bridge pier studies. The single pier case (with rough bottom bed) helped to evaluate the capability
of the present numerical model to capture the main flow features around a single bridge pier
on the eroded bed, which are already well known (as summarized in Chapter 2). Further, the
corresponding experimental bed shear stress results, available for this case, enabled to assess the
accuracy of the present numerical results. Finally, turbulent flow around a compound pier on
eroded (rough) bed was also predicted, because the corresponding experimental velocity profiles at
different longitudinal positions on the vertical symmetry plane are available, making the accuracy
study straightforward.
5.3.1 Turbulent flat-channel flow
The LES calculations were performed for a flat-channel flow at Reτ = u∗h/ϑ = 590 (where h
represents the channel half-height as shown in Figure 5.3 (left)). For this case, the corresponding
DNS results of Moser et al. (1999) was selected as reference data. Since the DNS method uses the
Navier-Stokes equations directly, it was decided to switch off the wall model only for this specific
validation. This decision helped to evaluate the accuracy of the present numerical model by the
sole use of the LES Smagorinsky model.
Figure 5.3: Flat-channel case: (left) computational domain with the corresponding dimensions and bound-
ary conditions; (right) side view of the grid (every 5th grid line is shown).
The computational domain dimensions (2pih×pih×2h) are in accordance with the referenced
DNS-study (see Figure 5.3 (left)). Stationary smooth walls were located at the bottom and top of
the domain and periodic boundary conditions were applied in the x- and y- directions in accordance
with the reference study. A side view of the grid used in this case is presented in Figure 5.3 (right).
The grid system is uniform in the x- and y- directions. In the vertical direction z, the grid cell
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height was minimized close to the wall surfaces in such a way that three sequent grid points in the
normal direction to the wall were located within the viscous sub-layer (i.e., fully-resolved LES).
The Van Driest wall damping function, equation 4.17, was then employed for only this case to
guarantee that the eddy viscosity is reduced near the wall surfaces. In overall, 120 grid cells were
used for each direction.
The LES calculations were carried out first for 20 flow-through times (i.e., 20× 2pih/V , where
V represents the average cross-sectional flow velocity) to remove the initial condition effects from
the calculations and to allow the 3-D flow structures to be developed. Then, the flow field was
averaged in space (longitudinal and transverse directions) and in time over an extra long period
of 40 flow-through times. The corresponding LES results obtained in this study and also, for
comparison, the DNS results reported by Moser et al. (1999) for the same flow conditions are
presented in Figure 5.4.
Figure 5.4: Comparison of the LES results with the corresponding DNS results for a turbulent flat-channel
flow at Reτ = 590 (the flow quantities were averaged in space, longitudinal and transverse directions, and
in time).
The obtained LES results show that the mean u-velocity profile was well predicted in this
study. Also, the vertical distributions of the Reynolds shear stress term (represented as u′w′) and
of the r.m.s. values of the velocity components fluctuations are in good agreement with the DNS
results. The small differences between those (in some regions) can be attributed to the fact that
in the DNS method, all turbulent scales are resolved temporally and spatially, while in the LES
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calculations, the large-scale motions of the turbulent flow are computed directly and the small-
scale motions are modeled using a subgrid-scale model. It should be noted that the results of a
grid sensitivity analysis performed (not shown here) indicated that the differences are minimized
by refining the grid, particularly in the region close to the wall surfaces.
5.3.2 Periodic hill-channel flow
Prediction of the flow separation from a curved surface is also important for the numerical model
validation. Therefore, in this study, the flow over periodically arranged hills in a channel was
selected as a benchmark test case to evaluate the accuracy of the present numerical model in the
flow separation characteristics. Details of the benchmark case and the corresponding experimental
and numerical reference results are available on the ERCOFTAC database (http://178.250.48.186/
w/index.php/Abstr:2D_Periodic_Hill_Flow).
The geometry of the test case is shown in Figure 5.5 (left). The size of the computational
domain is 9h, 4.5h, and 3.036h (here h denotes the height of the hill) in the x-, y- and z- directions,
respectively. Periodic boundary conditions were applied in the x- and y- directions similar to the
flat-channel case. A smooth wall was located at the top of the computational domain and the hill
geometry (solid smooth-surface) was positioned at the bottom of the domain. The hill geometry is
mirrored at x = 4.5h and its definition was obtained through equation 5.10.
Figure 5.5: Periodic hill-channel case: (left) computational domain with the corresponding dimensions and
boundary conditions; (right) side view of the grid (every 3th grid line is shown).
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0≤x≤ 0.3214h : z(x)/h = min(1, 1+0.1897x2−1.6656x3)
0.3214h<x≤ 0.5h : z(x)/h = 0.89548+0.97548x−2.8451x2+1.4816x3
0.5h<x≤ 0.7143h : z(x)/h = 0.92129+0.82067x−2.5355x2+1.2752x3
0.7143h<x≤ 1.0714h : z(x)/h = 1.4452−1.3796x+0.54485x2−0.16231x3
1.0714h<x≤ 1.4286h : z(x)/h = 0.64016+0.87439x−1.5589x2+0.49217x3
1.4286h<x≤ 1.9286h : z(x)/h = max(0, 2.0139−2.0105x+0.46058x2+0.02097x3)
1.9286h<x≤ 4.5h : z(x) = 0
(5.10)
For this hill case (also for all the following cases), the numerical prediction was performed by
employing the wall model, equation 5.3, helping to evaluate its accuracy in predicting separated
flows. Moreover, according to Roulund et al. (2005), it allows using a coarse mesh resolution near
the wall boundaries, reducing the total number of grid cells compared to that by the sole use of
LES. A side view of the grid used for this case was shown in Figure 5.5 (right). The grid system
is uniform in the y-direction, while in the x- and z- directions, the grid is finer in the zone near
the wall boundaries and is coarser out of it. The model domain for the hill case consists of about
2.9 million cells (246×113×106). From those, about 2.6 million cells are partially or fully open
to the flow. In fact, since the model domain comprises a single mesh-block, some grid cells were
completely blocked by the solid geometries.
The LES calculations were performed for Reynolds number 10595 (Reb = Ubh/ϑ , in which
Ub is the bulk velocity at the crest of a hill with height h). A global view of the corresponding
flow structure is shown in Figure 5.6, picturing the streamlines obtained by means of the flow field
averaged in the transverse direction and over a long period of 10 flow-through times. According
to the present LES results, the flow separates at the hill crest at about x = 0.2h and reattaches at
about x = 4.3h. The corresponding reattachment point was experimentally observed by Rapp &
Manhart (2011) at x = 4.21h - 4.28h for the same flow conditions. In addition, the corresponding
fully-resolved LES calculations of Breuer et al. (2009) predicted that the flow separation occurs at
about x = 0.19h and the reattachment at about x = 4.69h.
The time- and transverse- averaged u- and w- velocity profiles (<u¯> and <w¯>) at x = 2h, 4h and
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Figure 5.6: Streamlines of the time-and transverse- averaged flow field (hill-channel case, present study).
6h (near the mid-length, near the end and downstream of the recirculation region, respectively) are
presented in Figure 5.7 and compared with the corresponding experimental and numerical refer-
ence results (ERCOFTAC database). Furthermore, profiles of the transverse-averaged Reynolds
shear stress (u′w′) are presented in Figure 5.7.
Figure 5.7: Comparison of the present LES results for the hill-channel case with reference data (obtained
from the ERCOFTAC database) at three different positions x=2h, 4h and 6h (the flow quantities were aver-
aged in the transverse direction and over time).
The predicted vertical distributions of <u¯> and <w¯> and the corresponding peak values are
in accordance with LES results of Breuer et al. (2009) and both are in good agreement with ex-
perimental reference results (ERCOFTAC database). It is noteworthy to recall that the numerical
calculations of Breuer et al. (2009) were performed based on the fully-resolved LES, while in the
present study, a wall model was used in the LES calculations. Concerning the Reynolds shear
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stress (u′w′), at about z = 2h (where the vertical size of the grid cells is maximum), the present
LES results slightly deviated from the experimental results but in the rest of the regions over depth,
values of <u′w′> were correctly predicted (particularly the peak values). Overall, the present nu-
merical results can be considered quite well, indicating the adequacy of the present wall model in
predicting separated flows.
5.3.3 Single bridge pier on an eroded bed
In both channel cases presented in sections 5.3.1 and 5.3.2, the wall surfaces were smooth and the
flow was assumed periodic in the longitudinal direction. At this stage, and taking into account
the aimed goal of the work, the turbulent flow around a circular pier on an eroded rough-bed was
predicted (by assuming the inflow-outflow boundary conditions in the longitudinal direction) for
the same pier geometry and flow conditions of the experiment conducted by Graf & Istiarto (2002).
The pier diameter (D), mean approach flow velocity (U∞) and the flow depth (h) were 0.15 m, 0.45
m/s and 0.18 m, respectively. Therefore, the corresponding Reynolds number is ReD = 67500 (Reh
= 81000). Moreover, the bed material was a uniform sand with mean diameter d50 = 2.1 mm. Graf
& Istiarto (2002) measured the velocity components at the equilibrium stage of the scour hole
process using an acoustic Doppler velocity profiler. Although the corresponding bed bathymetry
was not reported by Graf & Istiarto (2002), the maximum scour depth and horizontal extension of
the scour hole upstream and downstream of the pier are available. For the present numerical study,
the deposition dune that would be expected to be formed downstream of the scour hole (far away
from the pier) was neglected and the scour hole definition upstream (x≤−D/2) and downstream
(x ≥ D/2) of the pier was obtained through equations 5.11 and 5.12, having in attention that the
portions of the scour hole surface upstream and downstream of the pier have been reported to be a
half inverted cone and a parabolic surface, respectively (Pournazeri et al., 2014). For −D/2 < x <
D/2, the scour hole definition was obtained by linear interpolation between those equations.
(
z+0.3
0.3
)2
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( x
0.45
)2
+
( y
0.45
)2
, x≤−D/2 (5.11)
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0.45
)2
, x≥ D/2 (5.12)
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In accordance with the experimental data, the longitudinal extensions of the scour hole up-
stream and downstream of the pier are, respectively, 0.45 and 1.05 m from the pier center. More-
over, the maximum depth of the scour hole is 0.25 m at the upstream side of the pier and 0.19 m
downstream of the pier.
The computational domain contains two layers, defined as the top and the bottom layers. The
top layer depth was considered equal to the water depth h and the bottom layer depth, h′, was
considered approximately equal to the maximum scour depth as shown in Figure 5.8. For this
case, the inlet boundary section was located 10D upstream from the pier center and the approach
fluid flow at this boundary was considered to follow a logarithmic velocity profile. At the outlet
section, located 20D downstream from the pier center, the convective boundary condition was
applied to the velocity components using equation 3.25. The remaining outer domain surfaces
were treated as a free-slip rigid lid. Kirkil et al. (2009) reported that the rigid lid approximation on
the top boundary (water surface) is widely used for simulating flows with channel Froude number
less than 0.5. In fact, in accordance with the investigation of Roulund et al. (2005), the water
surface changes around a single pier are very small for small Froude numbers. It is to be noted
that the Froude number for this case is 0.34.
Figure 5.8: Computational domain and boundary conditions for the single pier case.
A structured grid with orthogonal grid lines was employed such that the grid is finer near the
pier position and progressively coarser out of it as exemplified in Figure 5.9. The grid consists of
about 2.5 million grid cells (195×180×70) with variable sizes. The minimum grid spacing size in
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the x- and y- directions is equal to 0.02D. That size was enlarged gradually (with expansion ratio
about 1.05) with increasing the horizontal distance from the pier. Furthermore, the grid points’
locations in the vertical direction were defined as uniform in the bottom layer (bed layer). The
corresponding grid spacing size was 0.03h (taking into account the bed roughness height) and was
enlarged (with expansion ratio about 1.025) above the scour hole towards the top domain surface.
Overall, the selected grid is relatively coarse, aiming to assess if the present LES with the wall
model can properly represent the important flow structures forming around the single pier in the
presence of a scour hole.
Figure 5.9: Computational grid at the vertical symmetry plane for -4D≤ x ≤ 8D (D = 0.15 m), single pier
case.
The time-averaged flow structure around the single pier is shown in Figure 5.10. The predicted
main flow features are the down-flow in front of the pier, the horse-shoe vortex system at the
pier’s base, the flow acceleration around the flanks of the pier and the wake flow behind the pier.
According to the present results, the approach flow is vertically diverted in front of the pier. The
corresponding down-flow is then deflected at the pier’s base and rolls up to form the horse-shoe
vortex system, comprising a number of necklace-like structures, which wraps around the pier’s
base and extends downstream of the pier before losing its identity. Moreover, the approach flow is
also deflected sideways by the pier body and accelerated into the zones adjacent to both sides of
the pier. In addition, the boundary layer over the pier surface separates and a wake zone is formed
behind the pier.
Details of the main necklace vortices upstream of the pier are shown in Figure 5.11 by means of
picturing the streamlines at the vertical symmetry plane inside the scour hole. Dark blue and dark
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Figure 5.10: Time-averaged flow structure around a single pier located on eroded bed, present study.
red colors indicate the minimum and maximum values of the predicted u¯-velocities in the pictured
zone. In front of the pier, inside the scour hole, the flow is more complex than that for the hill-
channel case (section 5.3.2) as several vortices are observed for this pier case. A large and strong
vortex (V2) along with a small neighboring vortex (V1) were predicted directly upstream of the
pier. The flow near the bed, beneath V2, is directed upstream of the scour hole (negative u¯-velocity
values), while the corresponding flow beneath V1 is directed downstream (positive u¯-velocity
values). In other words, those vortices are counter-rotating: the biggest vortex V2 rotates in the
clockwise direction, while the neighboring vortex V1 rotates in the opposite direction, contributing
to transport sediments upslope and downslope of the scour hole, respectively.
Figure 5.11: Time-averaged vortices, formed inside the scour hole, at the vertical symmetry plane y = 0
upstream of the single bridge pier.
Furthermore, the approach flow separates at the upstream edge of the scour hole due to the
change in the bed surface slope and a clockwise vortex (V3) is formed immediately after that
edge. Then, a counter-clockwise vortex (V4), attached to the bottom, is present just downstream
of V3. These vortices, created upstream of V2, are weaker and may not support the transport of
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sediment particles as strongly as V2 or even V1 does. Similar physical observations and numeri-
cal predictions were reported by Graf & Istiarto (2002) for the same Reynolds number as used in
this study and by Kirkil et al. (2008) for ReD = 16000 (Reh = 18000). In addition to the above-
mentioned vortices, the present numerical simulation predicted a very small vortex (V5) at the
junction of the pier’s base and the bed surface that might be due to the bed geometry definition
considered for this study (i.e., sharp junction of the pier and bed surface compared to a ring-shaped
portion in Figure 2.2 b)). It is noteworthy to mention that the experimental measurements of Graf
& Istiarto (2002) could not be performed at the location where V5 was numerically predicted.
To characterize the local flow structure caused by the pier, the time-averaged 2-D streamlines
around the single pier at two different horizontal planes z = -10 cm (inside the scour hole) and z
= 5 cm (above the scour hole) are presented in Figure 5.12. Overall, the predicted flow pattern is
symmetric. A reverse flow region is observed at the upstream part of the scour hole, Figure 5.12
a), corresponding to the horse-shoe vortex system reported above (Figure 5.11). Moreover, one
can clearly see that the pier deflects the incoming flow to both sides of the pier but, downstream
of it, the deflected flow redirects to the symmetry line y = 0. The position of the boundary layer
separation points from the pier surface and, consequently, the wake zone size changes over the
height of the pier because the flow features are not uniform over the flow depth. In fact, by
comparing the separation points at z = -10 cm and z = 5 cm, as signaled by the red lines in Figure
5.12, the separation points at the pier surface inside the scour hole occur further downstream
compared to the upper section of the flow what is in accordance with the experimental observations
of Ataie-Ashtiani & Aslani-Kordkandi (2012). Concerning the upper level z = 5 cm, above the
scour hole, the flow structure predicted is different from that was obtained for an infinite circular
cylinder (see Figure 4.7 b)) what can be attributed to the presence of the bottom scour hole in
this case (single pier). Overall, the predicted flow behavior around the single bridge pier on the
scoured bed is in accordance with the literature.
Graf & Istiarto (2002) estimated the bed shear stress values at the symmetry plane y = 0 by
two processes, using either time-averaged velocities or Reynolds shear stresses (-ρu′w′) and could
conclude that the results obtained by means of the former are more reliable than those with the
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Figure 5.12: Time-averaged 2-D streamlines around the single bridge pier at horizontal planes: a) z = -10
cm and b) z = 5 cm.
latter. Concerning the process using the time-averaged velocities, Graf & Istiarto (2002) first
obtained the velocity parallel to the bed surface (at a normal distance of x2= 4 mm) and then
estimated the corresponding bed shear stress through τ = ρϑt∂ut/∂x2 , in which ϑt was taken as
the measured eddy viscosity in the approach flow (1.3×10−5 m2/s). In the present numerical study,
the bed shear stresses were obtained by two different methods: (i) by using τ = ρϑt∂ut/∂x2 to
facilitate a direct comparison between the numerical (present LES study) and experimental (Graf
& Istiarto, 2002) data; (ii) estimating the local friction velocity, u∗, through equation 5.3 such that
the corresponding bed shear stress was computed by τ = ρu∗2. In the present study, the velocity
components parallel to the bed surface were determined at the center of the cells near the bed
(corresponding wall normal distances are about 5 mm) using the time-averaged velocity values
available in the staggered grid system. The corresponding bed shear stress distribution along the
symmetry plane upstream and downstream of the single pier is presented in Figure 5.13.
Overall, there is a good agreement between the numerical and experimental results. Upstream
of the pier, inside the scour hole, the bed shear stress values change non-linearly since several
vortices exist in that zone. Downstream of the pier, the bed shear stresses progressively increase
with distance from the pier until the downstream edge of the scour hole. A major point is that the
bed shear stresses, specifically those predicted using equation 5.3, are too small at the upstream
part of the scour hole. For further evaluation, the corresponding spatial distribution of the friction
velocity is presented in Figure 5.14. By it, one can conclude that the smaller values of the bed
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Figure 5.13: Time-averaged bed shear stresses at the symmetry plane y = 0, single pier case.
shear stress in the scour hole were developed in the region beneath the (weak) vortices V3 and V4.
Link et al. (2008) reported that V3 and V4 are weaker than and not as stable as V2. Therefore,
the bed slope beneath those vortices would be expected to be smaller than the bed slope at V2
(see Figure 2.2 b)). That means that as a constant slope was assumed upstream of the pier for
this numerical study, the scour hole geometry considered may have affected the predicted friction
velocity values.
Figure 5.14: The friction velocity distribution around the single pier, obtained through equation 5.3 using
the time-averaged velocity field.
It should be noted that the map’s pattern presented in Figure 5.14 is similar to that reported
by Kirkil et al. (2008) and Bayón-Barrachina et al. (2014) as shown, respectively, in Figure B.2
(see also Figure 2.3) and Figure B.3 of Appendix B. Nevertheless, Kirkil et al. (2008) and Bayón-
Barrachina et al. (2014) did not clearly report the predicted small values. It is worth to note
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here that although the present study is related to the equilibrium stage of the local scour process,
Melville & Raudkivi (1977) attributed the sediment motion in the local pier scour to the combined
effect of temporal mean shear stress, sediment weight and turbulent agitation of the flow field (as
reported by Radice & Tran (2012). In the other words, sediment entrainment can occur around
a pier, even if the mean shear stresses are below the critical values (Beheshti & Ataie-Ashtiani,
2016). No more explanation was found for that behavior. Apart from that, upstream of the pier
inside the scour hole, the largest values of the friction velocity are observed beneath the main
vortex V2 and V1 (close to the junction line of the pier and bed surface) as expected from the
results of Kirkil et al. (2008) in Figure 2.3 and Figure B.2. Downstream of the pier, the largest
values of the friction velocity were predicted near the crest of the scour hole but still lower than
the critical value of 3.69 cm/s (Graf & Istiarto, 2002). Although the depositional zone was not
numerically modeled in this study due to lack of the bed geometry data, Kirkil et al. (2008) and
Bayón-Barrachina et al. (2014) also predicted the largest values of the friction velocity near the
downstream edge of the scour hole due to the flow acceleration in that region.
5.3.4 Compound pier on an eroded bed
As an ultimate validation case, the turbulent flow around a compound pier on the scoured bed was
numerically predicted for the same pier geometry and flow conditions of the experiment conducted
by Kumar & Kothyari (2012). For this case, compared to the single pier case, numerically pre-
dicted velocity profiles and velocity components fluctuations are compared with the ones obtained
from the reference study at several different longitudinal positions on the symmetry plane. The
compound pier model consists of a circular pier with diameter D = 11.4 cm supported by a circular
foundation with diameter 21 cm for a configuration when the top surface of the foundation was
located at z = -2.1 cm (below the initial channel bed level). The flow depth and the approach flow
velocity were 0.16 m and 0.28 m/s, respectively (Reh = 44800). Moreover, the bed material was
a uniform sand with median size d50 = 0.4 mm, stabilized (after the local scoring process was
stopped) by spraying a light solution of cement that enabled the velocity measurements on a rigid
bed.
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The corresponding bed bathymetry (Kumar & Kothyari, 2012), developed after 7 hours (inter-
mediate stage of the scour hole process), is shown in Figure 5.15 (left). For the present numerical
study, the bed geometry was generated based on it. The bed level at any point between the avail-
able contour lines was determined by linear interpolation between the closest bed elevations data.
The sediment deposition data were available for this case and thus were used to generate the bed
model as shown in Figure 5.15 (right). For this compound pier case, the domain dimensions and
the boundary conditions were selected the same as for the single pier case (section 5.3.3) and those
are resumed in Figure 5.15 (right).
Figure 5.15: Compound pier case: (left) bed bathymetry (Kumar & Kothyari, 2012); (right) computational
domain dimensions and boundary conditions.
The numerical calculations were performed on a non-uniform grid system with 313×254×85
(about 6.8×106) cells over the x-, y- and z- directions, respectively. The smallest grid cell size in
the horizontal xy plane (δx = δy = 0.0175D, D the pier diameter) was defined all along the circular
foundation cross-section in both x- and y- directions. That small size was enlarged gradually
(with expansion ratio of about 1.035) in the horizontal plane as the distance from the foundation
increased. In the vertical direction, the grid points were distributed uniformly (δ z = 0.0125h)
over depth of the bed model (h′) until the channel bed level and then the grid point spacing was
gradually increased with an expansion ratio of about 1.035 up to the top boundary surface.
The time-averaged streamlines, obtained numerically at the longitudinal vertical plane y = 0,
are shown in Figure 5.16. The corresponding experimental results (velocity vectors) of Kumar &
Kothyari (2012) are presented in Figure B.4 of Appendix B. Overall, the present LES could repre-
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sent more details about the flow structure, particularly upstream of the pier inside the scour hole,
than the referred experimental study. According to the present numerical results, the downward
flow in front of the pier foundation is deflected to upstream and downstream of the scour hole bed
bank at the bottom bed, forming a big vortex V2 and a small junction vortex V1. In addition,
two counter-rotating vortices (V3 and V4) were predicted upstream of V2. The predicted flow
structure in front of the circular pier foundation is similar to that observed for the single pier case
(see Figure 5.11). Downstream of the pier, the reverse flow region was predicted behind the pier,
with its horizontal length being maximum at the top domain boundary. Downstream of the reverse
flow region, the flow is mostly directed upwards what fosters sediment transport downstream of
the scour hole.
Figure 5.16: Time-averaged streamlines at the symmetry plane y = 0, present study, compound pier case.
For an in-depth evaluation, u¯-velocity profiles were extracted at six different longitudinal po-
sitions on the symmetry plane y = 0 and compared with the corresponding experimental mea-
surements of Kumar & Kothyari (2012) in Figure 5.17. Overall, the present LES results are in
agreement with the ones obtained from the reference study, however, u¯-velocity values at x = 0.14
m are under-predicted over local water depth. The difference is maximum at a region close to
the bed and is minimized when mowing towards the top domain boundary. In other words, lon-
gitudinal length of the reverse flow (negative u¯-velocity) region close to the bed was numerically
predicted larger than that in the experimental study. Nevertheless, the predicted size at the top do-
main boundary is in good agreement with the physical observation of Kumar & Kothyari (2012).
The difference may be attributed to the quality and accuracy of the bed model downstream of the
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pier that, as mentioned before, was made by linear interpolation between the bed contour lines
provided by Kumar & Kothyari (2012). In fact, any difference between the bed level of the exper-
imental study and the one obtained and used for the numerical simulation affects the local water
depth and consequently leads to different velocity values over the depth. Nevertheless, it should
be noted that the corresponding experimental and numerical w¯-velocities and r.m.s. values of the
velocity components fluctuations at x = 0.14 m, as well as at x = 0.25 m, are in good agreement as
shown in Figure 5.18.
Figure 5.17: Comparison of the present LES results (u¯-velocity values) with the experimental results at
different positions x = -0.17, -0.14, -0.1, 0.14, 0.25 and 0.4 m (measured from the pier center), compound
pier case.
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Figure 5.18: Comparison of the present LES results (w¯-velocities and r.m.s. values of the velocity com-
ponents fluctuations) with the experimental results at different positions downstream of the compound pier
case.
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6.1 Introduction
This chapter concerns the numerical modeling of the turbulent flow around complex bridge piers
on the scoured bed. At this stage, one limitation was to find adequate laboratory benchmark tests
for validating the corresponding numerical simulations. Nevertheless, after a bibliographic survey,
two complex bridge piers (the so-called case I and II in Chapter 1) were selected for this study.
The complex piers consist of a column and a pile cap supported by a group of piles; the piers of
case I and II differ in the number of the piles, pile cap position and nose shape of the column and
pile cap. They thus address different challenges to the simulation code, namely in the type of flow
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separation around the edges of the pile cap and column (sharp vs round corners), flow structure
near the pile group (1 vs 2 rows of piles).
In Chapter 2, background knowledge of the flow structure around the selected complex piers
was assessed and the main contributions of the present numerical study were addressed. In fact,
the present numerical simulations provide more details of the flow structure, helping to better un-
derstand and characterize the flow mechanism around those specific complex piers on the scoured
bed. In addition to those discussed earlier in Chapter 2, some other experimental results are pre-
sented in this chapter, helping to evaluate the accuracy of the present numerical results.
In the following, details of the test cases and the corresponding LES results are presented and
discussed in section 6.2 and section 6.3, respectively, for the complex pier case I and II.
6.2 Complex pier case I: column and pile cap with sharp corners
6.2.1 Details of the test case and numerical model setup
Numerical prediction of the flow around the complex bridge pier case I was performed for the
same conditions as an experiment conducted by Beheshti & Ataie-Ashtiani (2016) to facilitate
comparison between numerical and experimental results.
Beheshti & Ataie-Ashtiani (2016) experimentally investigated the turbulent flow around a spe-
cific configuration of the complex bridge pier, as shown in Figure 6.1, in the scour hole developed
after 72 hours of the beginning of the scour process (considered as the equilibrium stage). The
pile cap was fully submerged and above the channel bed level (z = 0). The approach flow depth
was equal to 0.301 m and the mean approach flow velocity was 0.358 m/s (Reh ∼ 105 and Fr =
0.21). Moreover, the bed material was a uniform sand with mean diameter d50 = 0.71 mm. For the
present numerical study, the scour hole model (Figure 6.2 b)) was generated using the scour con-
tour lines provided by Beheshti & Ataie-Ashtiani (2016) as shown in Figure 6.2 a). The reported
single holes formed around each of the piles as also the deposition dune formed downstream of
the scour hole were neglected for generating the scour hole model, as no adequate experimental
data on those particular zones was made available.
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Figure 6.1: Geometry and position of the complex pier elements, complex pier case I.
Figure 6.2: Complex pier case I: a) Scour contours at the equilibrium condition presented by Beheshti &
Ataie-Ashtiani (2016); and b) scour hole model generated for the present numerical study.
The present numerical model solves the governing equations on a rectangular domain in planes
perpendicular to the vertical axis. The corresponding computational domain, as shown in Figure
6.3, extends 7.5Wcap upstream of the column (i.e., the upstream face of the column where x =
0) and 17.5Wcap downstream of it. The domain width is 15Wcap such that the complex pier was
located in the mid-width of the domain. Here, Wcap (pile cap width) was selected to determine
the domain dimensions because it is the widest among all of the complex pier elements. Finally,
the domain depth (h+h′) was selected in such a way that it covers the water depth and the corre-
sponding maximum scour depth. For the governing equations, the convective boundary condition
for the velocity was applied at the outlet section, while velocity profiles were imposed at the inlet.
Concerning the velocity profiles, a previous flat-channel simulation was used to provide the time
series of the instantaneous velocity components. The free-slip boundary condition was applied at
the two lateral sides of the domain. In addition, the top domain surface was modeled using the
free-slip condition, having in attention that the Froude number is small for this case.
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Figure 6.3: Computational domain dimensions and boundary conditions for the complex pier case I.
A structured grid with orthogonal grid lines was generated regarding the position and size of
the complex pier elements. The resulting grid contains about 7.9 million grid cells (448×234×75)
with variable sizes such that it is finer in the zone near the bed and pier elements and coarser out of
it as shown in Figure C.1 (Appendix C). The near-wall boundary layer was not fully resolved, aim-
ing to reduce the corresponding computational efforts. Since the quality of the LES calculations
largely depends on the grid resolution, the fraction of unresolved kinetic energy or the so-called
turbulence resolution (TR) in section 4.2.2 was computed for each grid cell. As shown in Figure
6.4, in most of the grid cells (88% of the cells which contain the fluid flow), the corresponding TR
value is less than 0.2 what translates at least resolution of 80% of the kinetic energy in those cells.
This is in agreement with Pope’s criterion that the LES requires resolution of 80% of the kinetic
energy and thus the carried out LES is judged as fairly well-resolved.
Figure 6.4: Turbulence resolution, complex pier case I.
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Finally, it should be noted that the time-step size used in the numerical calculations was
0.00075 s and the temporal averaging of the results was performed over about 45000 time-steps
after removing the initial condition effects from the calculations. In fact, following the investiga-
tion of Beheshti & Ataie-Ashtiani (2016) on the power spectrum at different points in the wake
of the column and pile cap, the corresponding frequencies of the wake vortices (about 1.1 Hz)
were used to pre-define the time-integration period for the present numerical study. Therefore, for
this case, the flow quantities were averaged over time for about 35 vortex shedding periods. The
corresponding CPU time was about 10 days using 16 processors.
6.2.2 Results and discussion
The complexity of the flow around the complex pier case I is shown in Figure 6.5, picturing the
time-averaged 3-D streamlines. Several vortices with different shapes are observed in the mean
flow. On top of the pile cap, two main vortex systems (one vertical and other horizontal) are
identified on each side of the column. In addition, the wake vortex system is detected behind the
column. Along the pile cap side face, a small roller was predicted with its main axis parallel to the
main flow direction. The horse-shoe vortex system is observed inside the scour hole, although that
could not be perceived by the experimental reference study (Beheshti & Ataie-Ashtiani, 2016).
Moreover, a recirculation zone was also predicted below the pile cap (after the lower upstream
edge of the pile cap) towards the upstream piles. Finally, although that is not apparent from Figure
6.5, a wake region was also predicted behind the piles, as well as the pile cap, and it will be
discussed following the presentation of the results in 2-D planes made in sections 6.2.2.1 and
6.2.2.2.
6.2.2.1 Flow features in vertical planes
The time-averaged u- and w- velocity values at two different vertical planes, y = 0 and y = 1.5D,
are presented in Figure 6.6. For comparison, the corresponding experimental results of Beheshti &
Ataie-Ashtiani (2016), available for the plane y = 0, are shown in Figure 6.7. The vertical plane y
= 0 is the symmetry plane and the plane at y = 1.5D includes the four in-line piles axis as shown in
Figure 6.1. Further, the numerically obtained 2-D streamlines at y = 0 and y = 1.5D are presented,
respectively, in Figure 6.8 and Figure 6.9.
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Figure 6.5: Time-averaged streamlines around the complex bridge pier case I, present study.
Figure 6.6: Contours of: a) and c) u¯-velocity, and; b) and d) w¯-velocity, respectively, at: a) and b): vertical
plane y = 0, and; c) and d): vertical plane y = 1.5D, complex pier case I (present study).
Maps of u¯-velocity in Figure 6.6 a) and c) indicate that the approach flow velocity decreases
when approaching the pier and then the flow accelerates below the pile cap towards the piles. In
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addition, the flow separates at the lower upstream edge of the pile cap, resulting in a reverse flow
(a region with negative u¯-velocity values) being formed below the pile cap. Contours of w¯-velocity
in Figure 6.6 b) and d) show that the approach flow is deflected in the vertical direction due to the
pile cap, with a downward flow (down the pile cap) stronger than the upward flow (up the pile
cap). Below the pile cap, at y = 1.5D, the incoming accelerated flow is deflected vertically in front
of the upstream pile, creating an upward flow slightly stronger than the downward flow.
Figure 6.7: Contours of u¯- and w¯- velocities at the vertical plane y = 0, complex pier case I (Beheshti &
Ataie-Ashtiani, 2016).
In front of the column, the approach flow is vertically directed towards the pile cap and then
deflected against the approach flow direction, resulting in the formation of a small reverse flow
region on the pile cap top level (Figure 6.8). Along the column side, a reverse flow region is
detected above the pile cap due to the flow separation at the upstream side edges of the column,
and its longitudinal length is increasing from the pile cap top level to the upper boundary surface
(Figure 6.9).
Downstream of the pier, below the pile cap position, both u¯- and w¯- velocity components are
positive which facilitates lift and transport of bed particles of the scour hole (see Figure 6.7 for
comparison). The reverse flow region is visible behind the column with a nearly constant longi-
tudinal extension over the column height (Figure 6.8) what is similar to the physical observations
of Beheshti & Ataie-Ashtiani (2016) as shown in Figure 2.6. Furthermore, the outflow from the
pile group zone interacts with the flow above the pile cap, thereby inducing two vortices: one near
the bottom and other near the top downstream edges of the pile cap as shown in Figure 6.8 and
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Figure 6.9. The peak values of u¯-velocity at the wake of the pile cap was numerically predicted
as about -4 cm/s what is fairly in agreement with the one experimentally obtained by Beheshti &
Ataie-Ashtiani (2016) as presented in Figure 6.7 (-0.12U∞ = -4.3 cm/s).
Figure 6.8: Time-averaged streamlines at the vertical plane y = 0, complex pier case I (present study).
Figure 6.9: Time-averaged 2-D streamlines at the vertical plane y = 1.5D, complex pier case I (present
study).
Inside the scour hole (upstream of the pile group) a big vortex together with several smaller
vortices were numerically predicted close to the bed surface, which correspond to the horse-shoe
vortex system. Those vortices are rotating in the same direction, as shown in Figure 6.8 and
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Figure 6.9, which is different from what was observed for the single and compound pier cases
in Chapter 5. That different behavior may possibly be explained by the fact that the incoming
flow could pass underneath the main obstructing parts of the complex pier, resulting in a big/main
horse-shoe vortex weaker than those for the single and compound pier cases. It is noteworthy to
mention that the minimum u¯-velocity value obtained (or maximum reverse flow velocity), which
is corresponding to the big horse-shoe vortex, was about -0.25U∞ for the complex pier case I while
it was about -0.5U∞ for the single and compound pier cases. Within the pile group, as shown in
Figure 6.9, the flow structure behind the upstream pile is different from those predicted behind the
following piles, which is due to the direct effect of the incoming accelerated flow on the upstream
piles.
Concerning the flow structure in the transverse vertical plane, Figure 6.10 shows numerically
obtained 2-D streamlines at mid-length of the complex pier (x = 0.5Lcol). Due to the symmetry
condition, the results are presented for only one side of the symmetry plane y = 0.
Figure 6.10: Time-averaged 2-D streamlines at the vertical transverse plane x = 0.5Lcol, looking down-
stream, complex pier case I (present study).
The streamlines pattern, at x = 0.5Lcol, indicates that two big vortices are formed at each side
of the pile group close to the scour hole banks. Those vortices, which are a part of the horse-
shoe vortex system, are rotating in the same direction. Moreover, u¯-velocity values corresponding
to those vortices are positive, meaning that they are moving downstream. In the piles’ zone, no
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vortex is observed in the transverse gap between the piles due to the flow contraction in that
region. However, a big flow recirculation area was predicted in the zone below the pile cap and
closer to the bottom bed, rotating in opposite direction of that for the horse-shoe vortices at this
transverse plane. In addition, two vortices were predicted close to the bottom face of the pile cap
in which one vortex points upstream zone (negative u¯-velocity) and the other points downstream.
Furthermore, a small roller that moves downstream is observed at the lateral side face of the pile
cap and a vortex is detected on top of the pile cap at the junction of the pile cap and the column side
(horizontal tube vortices in Figure 6.5). Overall, the streamlines presented in the above-referred
vertical planes show that the flow structure around the pier elements is complex (much more than
that for a single pier) as various vortices could be predicted with axes in all three directions.
Maps of the turbulence intensities are presented in Figure 6.11 for the vertical planes y = 0 and
y = 1.5D in terms of the mean-square u-, v- and w- velocity fluctuations (u′u′, v′v′ and w′w′). In
addition, the corresponding turbulent kinetic energy, computed as K = 0.5 (u′u′+v′v′+w′w′), is also
presented in Figure 6.11. For comparison, the experimental results of Beheshti & Ataie-Ashtiani
(2016), at the vertical plane y = 0, are shown in Figure 6.12.
The turbulence intensities are not significant upstream of the complex pier. Below the pile cap,
the turbulence intensities increase due to the flow-pier-bed interaction in that zone. Corresponding
experimental results could not be obtained as shown in Figure 6.12 but the present numerical re-
sults indicate that, below the pile cap, the higher values of the turbulence intensities are generally
positioned near the upstream piles (upstream part of the pier), decreasing when moving down-
stream. Moreover, the values of the turbulent kinetic energy near the scour hole bottom are larger
than those for the approach flow region (where the corresponding friction velocity is close to the
critical one (Beheshti & Ataie-Ashtiani, 2016)) what indicates the possibility of the bed erosion at
the bottom of the scour hole after 72 h.
Downstream of the pier, the turbulence intensities decrease progressively with distance from
the pier. At the symmetry plane y = 0, behind the column, the highest values of u′u′ and w′w′ are
smaller than that for v′v′ what is in agreement with the experimental results of Beheshti & Ataie-
Ashtiani (2016) as shown in Figure 6.12. However, the predicted maximum values of u′u′ and
v′v′ are, respectively, slightly under-estimated and over-estimated compared to the experimental
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Figure 6.11: Contours of u′u′, v′v′, w′w′ and K at vertical planes y = 0 (left) and y = 1.5D (right), complex
pier case I (present study).
results, whereas the highest values of w′w′ and the turbulent kinetic energy were quite well pre-
dicted in this study. Concerning the vertical plane y = 1.5D, above the pile cap position, u′u′ and
w′w′ turbulence intensities are dominant along the column side and thereby the turbulent kinetic
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energy is quite high in that zone. The referred strong fluctuations mostly occurred downstream of
the vertical vortex formed along the full column side (see Figure 6.9 for the location of the vertical
vortex).
Figure 6.12: Contours of
√
u′u′,
√
v′v′,
√
w′w′ and K at the vertical plane y = 0, complex pier case I
(Beheshti & Ataie-Ashtiani, 2016).
Overall, most of the peak values were predicted in the zones where no experimental mea-
surements could be performed due to measuring instrument’s limitations what demonstrates the
potential advantage of using the present numerical model to investigate the flow field around the
complex pier elements.
6.2.2.2 Flow features in horizontal planes
Contour plots of the time-averaged u- and v- velocity components at different horizontal planes are
presented in Figure 6.13. The chosen horizontal planes were situated below (z = -13, -6.5 and 1.05
cm), by the middle (z = 5 cm) and above (z = 8.97 cm) the pile cap position. The horizontal planes
at negative z-levels relate to the flow field inside the scour hole. The corresponding experimental
results of Beheshti & Ataie-Ashtiani (2016), available for z = 1.05, 5 and 8.97 cm, are shown in
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Figure 6.14. Moreover, numerically obtained time-averaged streamlines (using the longitudinal
and transverse velocity components) and also w¯-velocity contour map at z = 5 and 8.97 cm are
presented in Figure 6.15.
Figure 6.13: Contours of u¯- (left) and v¯- (right) velocities at horizontal planes: a) z = -13 cm, b) z = -6.5
cm, c) z = 1.05 cm, d) z = 5 cm and e) z = 8.97 cm, complex pier case I (present study).
A comparison between u¯-velocity maps in Figure 6.13 (left) indicates that the maximum u¯-
velocity value increases from the lower z-level to the upper z-level considered for the present
results presentation. Moreover, the corresponding maximum values were predicted at the pier
sides for the planes above the channel bed level.
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For the planes including the scour hole, z = -6.5 and -13 cm, negative u¯-velocity values are
observed at the upstream part of the scour hole, referring to the horse-shoe vortex system. At
the plane z = -6.5 cm, the maximum u¯-velocity value was predicted close to the upstream piles’
position but at z = -13 cm, at a level near the piles’ base or the scour hole bottom, the maximum
value was obtained close to the third and fourth row of the piles (although with values only higher
than that for the upstream ones) due to the formation of the horse-shoe vortex in front of the
upstream piles.
At the plane z = 1.05 cm, a reverse flow region with a minimum negative value of about
-0.34U∞ was predicted after the lower upstream edge of the pile cap. At this plane, the maxi-
mum u¯-velocity was numerically predicted to be about 1.05U∞ along the pier sides, which is in
good agreement with physical measurements of Beheshti & Ataie-Ashtiani (2016) (about 1.02U∞).
Moreover, at this plane, no reverse flow was predicted downstream of the pier, similar to that re-
ported in the referenced experimental study as shown in Figure 6.14 a).
Figure 6.14: Contours of u¯- and v¯- velocities at the horizontal plane z = 1.05, 5 and 8.97 cm, complex pier
case I (Beheshti & Ataie-Ashtiani, 2016).
At the plane z = 5 cm, the approach flow velocity decreases when approaching the pile cap.
The flow is then deflected and accelerated sideways, resulting in a very small vortex being formed
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immediately after the upstream side edges of the pile cap as illustrated in Figure 6.15 a). After
that vortex, the corresponding w¯-velocity map shows a recirculation in the vertical transverse plane
(sudden change in sign of w¯-velocity values) and since the corresponding u¯-velocities are positive
along the pile cap side, the recirculation moves downstream (Figure 6.10 shows clearly the vortex
on the pile cap side face). At this plane, the maximum u¯-velocity value was numerically obtained
to be equal to 1.105U∞, which is close to the experimental result (about 1.1U∞ as shown in Figure
6.14 c)). Downstream of the pier, the flow separates at the downstream side edges of the pile
cap and forms a reverse flow zone behind the pile cap. The corresponding minimum u¯-velocity
value was predicted to be about -0.11U∞, which is in agreement with the physical measurement of
Beheshti & Ataie-Ashtiani (2016). Concerning the size of the reverse flow zone at the plane z = 5
cm, as shown in Figure 6.15 a), its longitudinal extension increases from the side edges of the pile
cap until y = 0 what is also in agreement with the experimental reference data presented in Figure
2.5 b).
Figure 6.15: Time-averaged 2-D streamlines (obtained using u¯- and v¯- velocities) together with w¯-velocity
contour map around the pile cap and column at: a) z = 5 cm (pile cap) and b) z = 8.97 cm (column), complex
pier case I (present study).
At the plane z = 8.97 cm, changes of u¯-velocity upstream and downstream of the column
follows a pattern similar to the one obtained for the corresponding zones at z = 5 cm. The 2-D
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streamlines in this plane, as shown in Figure 6.15 b), indicates a recirculation pattern behind the
column that is similar to that obtained for the infinite cylinder cases in Chapter 4 (Figure 4.7). The
corresponding recirculation length, measured from the rear face of the column to the reattachment
point on the symmetry line, was numerically obtained as about the column width and that is in
reasonable agreement with the experimental measurements of Beheshti & Ataie-Ashtiani (2016)
as shown in Figure 2.5 c). In addition, Figure 6.15 b) shows that the flow separates at the upstream
side edges of the column and reattaches by its mid-length. In the corresponding separation zone,
two vortices with opposite circulation directions are formed on each side of the column. Finally, at
this plane, the maximum u¯-velocity value was obtained to be about 1.23U∞ and the corresponding
value measured experimentally by Beheshti & Ataie-Ashtiani (2016) is about 1.2U∞ as shown in
Figure 6.14 e).
Concerning the v¯-velocity maps, Figure 6.13 (right), the presence of the pier elements deflects
the flow sideways. This deflection is stronger at the upper level (z = 8.97 cm), occurring close to
the upstream side edges of the column. Downstream of the pier, overall, the flow converges back
to the symmetry line (y = 0). The peak v¯-velocity values were numerically predicted at points close
to the pier elements where experimental results are not available as shown in Figure 6.14 (right).
According to the present numerical results, the maximum absolute v¯-velocity value at z = -6.5 cm
(near the mid-height of the pile) is bigger than the values at the close upper (z = 1.05 cm) and
lower (z = -13 cm) levels. Moreover, the numerically obtained pattern of v¯-velocity contours at the
elevation near the mid-height of the pile cap (z = 5 cm) is nearly similar to that for the plane above
the pile cap (z = 8.97 cm), which is in agreement with the experimental observations of Beheshti
& Ataie-Ashtiani (2016).
The horizontal distributions of the mean turbulent kinetic energy (K) over the height of the
flow are presented in Figure 6.16. For the horizontal planes below the pile cap, the values of K
close to the piles are smaller near the bottom bed, at z = -13 cm, than those for the upper levels (at
z = -6.5 and 1.05 cm). At the plane z = -6.5 cm, Figure 6.16 b), K is notably high near the second
pile and decreases moving downstream. In fact, as shown in Figure 6.11 h), the kinetic energy
is generally higher all over the depth between the first and second alignment of piles, the specific
location of the corresponding maximum value is changing over the pile’s height. Concerning the
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plane z = 1.05 cm, near the bottom face of the pile cap, a core with high values of the kinetic
energy is observed around the upstream/first pile (Figure 6.16 c)) due to the strong reverse flow
that exists immediately after the low upstream edge of the pile cap. Moving downstream, the
values of K predicted on the outer side of the piles are larger than those on the inner side of the
piles. At the plane z = 5 cm, Figure 6.16 d), the high level of K was predicted in the shear layer
close to the side edges of the pile cap, while the corresponding high values at z = 8.97 cm (Figure
6.16 e)) were obtained along the column side and also in the zone behind the column. Overall,
Figure 6.16 shows the locations with the highest values of the kinetic energy what indicates where
the strongest flow fluctuations occur, in accordance with the turbulent kinetic energy definition.
Figure 6.16: Contours of mean turbulent kinetic energy (K) at horizontal planes: a) z = -13 cm, b) z = -6.5
cm, c) z = 1.05 cm, d) z = 5 cm, e) z = 8.97 cm, complex pier case I (present study).
6.3 Complex pier case II: column and pile cap with round corners
6.3.1 Details of the test case and numerical model setup
Several numerical simulations were performed to investigate the flow characteristics (namely the
flow vortices) around a specific complex bridge pier, referenced as case II in the Introduction
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chapter, over the time development of the scouring process. The complex pier case II consists of
a column with a pile cap supported by a 1×4 pile group for a situation when half of the pile cap
height (0.5hcap=2.9 cm) was positioned above the initial channel bed level (z = 0). The geometric
characteristics of the complex pier case II are presented in Figure 6.17 a). Moreover, the geometry
of the scour hole developed after two intermediate stages (t = 1 hour and 12 hours) and at the
equilibrium stage (t = 11 days), taken from the experimental data of Ramos et al. (2016), is shown
in Figure 6.17 b), c) and d).
Figure 6.17: Geometric characteristics of the complex pier case II and the corresponding bed geometries
developed after t = 1 hour, 12 hours and 11 days (taken from the experimental data of Ramos et al. (2016)).
Ramos et al. (2016) obtained the bed elevations around the complex pier case II by analyzing
a number of photos taken from a horizontal platform above the water surface level. The corre-
sponding experimental measurements did not cover the region below the pile cap since the camera
could not capture any photo of it. For the present numerical study, the bed model in that region
was generated using descriptions of Ramos obtained after a private communication. Moreover,
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although a deposition dune would be expected to exist far downstream from the pier at t = 11
days, the corresponding bed levels were not reported by Ramos et al. (2016) and so the dune was
neglected for the present numerical study.
In order to study the temporal evolution of the flow around the complex pier case II, numerical
calculations were performed at the different stages of the local scouring process (t = 0, 1 hour, 12
hours and 11 days, in which t = 0 corresponds to the initial flat-bed condition) for the same flow
conditions of the experiment conducted by Ramos et al. (2016). The approach flow depth h was
equal to 0.18 m, the mean approach flow velocity U∞ was 0.327 m/s (Reh ∼ 5.9× 104 and Fr =
0.25) and the bed material was a uniform sand with mean diameter d50 = 0.86 mm.
The computational domain dimensions are 27.5Wcap×15Wcap×(h+h′) in longitudinal, trans-
verse and vertical directions, respectively. Since h′ denotes the bed model height, for the numerical
test corresponding to t = 0, h′ was considered as about one cell height (to model the bed rough-
ness). That vertical length h′ was increased for the other numerical tests regarding the correspond-
ing maximum scour depth. The pier was positioned 7.5Wcap downstream from the inlet section, in
the symmetry plane of the domain, and the corresponding inflow conditions were obtained from a
periodic open-channel flow at identical Reh. The pier’s surface is smooth but the bed surface was
modeled as a rough surface with ks = 2.5d50. The free-slip condition was imposed on the water
surface and finally, at the outlet section, zero pressure with convective boundary condition for the
velocity components was used.
In all numerical tests, the time-step size was about 0.0015 s and the flow statistics were col-
lected over 60 s (about 40000 time-steps) after removing the initial condition effects from the
calculations. During the numerical simulations, the corresponding bed geometries in the flow
domain were considered as a fixed boundary.
The computational mesh is approximately: 5.5 million cells (389×241×59) for the numer-
ical test corresponding to t = 0, 5.9 million cells (408×249×58) for t = 1 hour, 7 million cells
(408×249×69) for t = 12 hours and 11.6 million cells (501×249×93) for t = 11 days. Overall,
the mesh is finer in the region close to the pier elements and bed surface and progressively coarser
with the distance. The spatial increase of the grid cell size was performed with an expansion ratio
of about 1.03, having in mind that the grid should not be too coarse where vortices are expected
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to be formed. The grids in two representative sections (horizontal and vertical sections) are shown
in Appendix C (Figure C.2 to Figure C.5) for all numerical tests related to the complex pier case
II. The corresponding turbulence resolutions are graphically presented in Figure 6.18. In most of
the grid cells, the unresolved part of the turbulent kinetic energy is less than 0.2. The cells that
have values bigger than 0.2 are mostly near the inlet, outlet and top domain boundaries where the
mesh is relatively coarse. It should be noted that in some near wall-cells, the turbulence resolution
was also observed to be bigger than 0.2 what is due to the use of the wall model in the simulations
(not fully-resolved LES). Overall, at least 84% of the active cells met the Pope’s criterion (Pope,
2004), which is interpreted as the turbulence was well resolved at most of the grid cells.
Figure 6.18: Percentage of the unresolved turbulent kinetic energy (TR) for all simulations corresponding
to the complex pier case II, present study.
6.3.2 Results and discussion
6.3.2.1 Flow features in vertical planes
A sequence of the time-averaged streamlines topology upstream of the pier (at the vertical sym-
metry plane y = 0) is shown in Figure 6.19 for the bed geometries corresponding to t = 0, 1 hour
and 12 hours. Concerning the equilibrium stage of the scour hole development process (t = 11
days), the streamlines pattern at the vertical plane y = 0 is shown in Figure 6.20. Furthermore, in
order to clearly show details of the flow field in front of the pier’s base, the corresponding contour
maps of the time-averaged u- and w- velocity components are presented in Figure 6.21.
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At the vertical plane y = 0, the approaching flow is deflected up and down in front of the
column. The corresponding deflection point is observed at about z = 14 cm for the equilibrium
stage (see Figure 6.20), while for the intermediate stages of the scour hole development process,
that vertical flow deflection was predicted to occur at about z = 15 cm (not pictured in Figure 6.19).
The downward flow in front of the column is deflected by the pile cap, resulting in a small vortex
being formed on the top face of the pile cap at y = 0. The so-called bow wave (surface roller)
was not numerically predicted in the present study as the top domain boundary was treated as a
free-slip rigid lid. Overall, the present numerical results confirm the interpretations of Moreno
(2016) about the flow structure in front of the column as shown in Figure 2.8.
Figure 6.19: Time-averaged streamlines upstream of the pier at the vertical symmetry plane y = 0 for the
bed geometries corresponding to: a) t = 0; b) t = 1 hour; and c) t = 12 hours, complex pier case II (it is to
be noted that the mean approach water depth is 18 cm).
Concerning the pile cap, Moreno (2016) interpreted that the flow is deflected up and down in
front of the pile cap, but the present numerical study indicates that the flow turns downward in
that zone for the scoured bed cases as shown in Figure 6.21 b). At t = 0 (the flat-bed case) the
maximum downward flow in front of the pile cap was numerically predicted near the channel bed
level as about -0.16U∞, a value that is smaller than that reported by Raudkivi (1986) for a single
circular pier (about -0.4U∞). The difference is due to the influence of the pile cap step (out of
the column face), which prevents the downward velocity to have a greater increase. During the
development of the scour hole, the maximum value of the downward flow significantly increases
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Figure 6.20: Time-averaged streamlines at the vertical symmetry plane y = 0 for the equilibrium stage of
the scour hole development process, complex pier case II.
and moves closer to the lower upstream edge of the pile cap (below the initial channel bed level).
At t = 0, only one stretched vortex was numerically predicted upstream of the pier near the bed
surface, while more complicated flow structures are observed in that zone with the development
of the scour hole (see Figure 6.19 and Figure 6.20). In fact, at the flat-bed condition (t = 0), the
vertical size of the horse-shoe vortex is so small. Then, the corresponding numerical prediction
requires a more clustered grid in the zone near the bed to fully resolve the small flow vortices
(dimensionless size of the grid cell height in that zone is about 30, based on the friction velocity
estimated at the inlet section). For the other test cases, several vortices could be predicted upstream
of the pier inside the scour hole, in accordance with the fact that the size of vortices increases with
the scour depth.
According to the present numerical results, the flow is accelerated below the lower upstream
edge of the pile cap and then vertically deflected by the first/upstream pile, resulting in an upward
flow stronger than the downward flow at t = 1 hour and 12 hours (Figure 6.21). That is because,
at those intermediate stages of the scour hole development process, the deflection point at the
upstream face of the first pile occurs near the scoured bed surface. The vertically deflected flow
is then diverted backwards by the pile cap and the bed, resulting in two vortices being formed
below the bottom face of the pile cap (V5) and near the pile-bed junction (V1) as shown in Figure
6.19 b) and c). At the equilibrium stage of the scour hole process, t = 11 days, the accelerated
flow below the pile cap is deflected by the mid-height of the first pile, resulting in a downward
flow in front of the pile much stronger than the upward flow. The corresponding junction vortex
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Figure 6.21: Contours of a) u¯-velocity and b) w¯-velocity upstream of the pier at the vertical plane y = 0 for
the bed geometries corresponding to t = 0, 1 hour, 12 hours and 11 days, complex pier case II.
V1 is rotating counter-clockwise, as shown in Figure 6.20, which is the opposite direction of the
corresponding ones formed at the intermediate stages of the scour hole (Figure 6.19). The main
horse-shoe vortex was denoted by V2 in Figure 6.19 and Figure 6.20. At t = 1 hour, vortex V2
was completely formed upstream of the pile cap zone (upstream of V5), due to the small distance
between the pile cap and the scoured bed surface, but its position moved towards the upstream pile
with the time development of the scour hole process. The main vortex V2 is rotating clockwise for
all the scoured bed configuration stages, similar to that reported for the single and compound pier
cases, respectively, in Figure 5.11 and Figure 5.16. In addition to the vortices mentioned above,
at the intermediate stages of the scour development process, the approach flow separates at the
upstream edge of the scour hole and a clockwise vortex V3 is formed immediately after that edge.
For the equilibrium stage, the flow structure in that zone is a bit more complex as two (small)
vortices V3 (instead of one) with the same reported rotation direction are observed. At t = 1 hour,
the vortex V3 is positioned directly upstream of V2 inside the scour hole but with the development
of the scour hole, the vortices V2 and V3 distance from each other and that gives space to a vortex
114 Numerical Modeling of Complex Piers
V4 being formed between those vortices. According to the present results, the vortex V4 is closer
to the main vortex V2 but in the opposite direction of V2.
Figure 6.20 also shows the flow structure behind the piles at the vertical symmetry plane y =
0. According to Ramos et al. (2016), scouring begins near the upstream face of the pile cap and
after about t = 8 days, the scour hole completely uncovers the pile cap bottom. At t = 11 days,
considered for this study, different flow structures were numerically predicted behind the piles
due to the changes in the flow intensity and the bed geometry when moving downstream from the
upstream pile.
Concerning the flow zone downstream of the pier, Figure 6.22 shows the time-averaged stream-
lines downstream of the pier at the vertical symmetry plane y = 0 for the bed geometries corre-
sponding to t = 0, 1 hour and 12 hours (see Figure 6.20, for the corresponding zone at the equilib-
rium stage of the scour hole process).
Figure 6.22: Time-averaged streamlines downstream of the pier at the vertical symmetry plane y = 0 for the
bed geometries corresponding to: a) t = 0; b) t = 1 hour; and c) t = 12 hours, complex pier case II.
The reverse flow region (blue streamlines) was predicted behind the column and pile cap. At
the flat-bed condition (t = 0) and the intermediate stages of the scour hole process (t = 1 hour and
12 hours), the reverse flow near the bed interacts with the pile cap and column, resulting in two
vortices being formed: one on the top face of the pile cap and the other immediately behind the
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pile cap (Figure 6.22). Above the pile cap position, behind the column, different flow structures
were predicted at different stages of the scour process. Moving downstream, there is a downward
flow towards the bed that facilitates sediment deposition at t = 0, as well as at t = 1 hour and 12
hours. At the equilibrium stage (t = 11 days), the referred downward flow is replaced by an upward
flow induced from the region underneath the pile cap (Figure 6.20). The outflow from that region
separates at the lower downstream edge of the pile cap and a counter-clockwise rotating vortex is
formed near the bottom edge of the pile cap. Just downstream of that, in the eroded bed region, a
clockwise rotational flow near the bed surface was predicted. The upward flow behind the pier, at
t = 11 days, interacts with the rear face of the column and two counter-clockwise rotating vortices
are formed: one close to the bottom rear edge of the column and the other near the water surface.
Overall, the present numerical results, shown in Figure 6.20 and Figure 6.22, indicate that the flow
structure is complex downstream of the pier and largely changes with the development of the scour
hole.
Figure 6.23 and Figure 6.24 represent the time evolution of the streamlines (obtained from v¯-
and w¯- velocity components) at transverse cross-section x = 5 cm, positioned in the gap between
the first and second piles as shown in Figure 6.17 a). In fact, the transverse plane x = 5 cm
represents most of the vortices which exist on the pier side. It is to be noted that notations of the
vortices at x = 5 cm are different from those in the longitudinal vertical plane y = 0.
The corresponding streamline patterns indicate that, although v¯- and w¯- velocity values are
generally smaller than the corresponding u¯-velocity values in magnitude, the flow is deflected
sideways at x = 5 cm (upstream part of the pier) for t = 0, 1 hour and 12 hours. But for the
equilibrium scour hole (t = 11 days), a downward flow towards the scour hole is observed on the
pier sides what is similar to the physical observations of Beheshti & Ataie-Ashtiani (2016) for the
complex pier case I at the equilibrium stage.
Overall, the numerical simulations predicted several vortices near the column, pile cap and
bottom bed surface at x = 5 cm. The number, size and position of the vortices change with the
scour depth. According to the present numerical results, it is evident that the size of vortices near
the bed increases with the scour depth. Details of the number of vortices and the corresponding
positions are as follows:
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Figure 6.23: Time-averaged streamlines obtained from v¯- and w¯- velocity components at transverse cross-
section x = 5 cm for: a) t = 0; and b) t = 1 hour, looking downstream (complex pier case II).
Above the channel bed level, two vortices (1 and 2, rotating in the same direction) were pre-
dicted near the top side edge of the pile cap for all cases. During the time development of the scour
hole, a vortex (3) was formed close to the bottom side edge of the pile cap, but it disappeared at
the equilibrium stage. In fact, with increasing the scour depth, vortex 4 (near the bed) and vortex
2 distance from each other, resulting in that vortex 2 becomes bigger and covers the most part
of the pile cap side face at t = 11 days (Figure 6.24 b)). At the intermediate stages of the scour
hole process, the so-called vortex 4 facilitates lift of the sediment particles from the bed surface
and transport particles downstream together with vortices 5 and 6 as the corresponding u¯-velocity
values are positive. However, at the equilibrium stage, a backward flow (negative u¯-velocity) was
predicted inside the scour hole at x = 5 cm. Concerning vortex 6, it was created by enlarging the
scour hole as shown in Figure 6.23 and Figure 6.24. It has to be noted that at t = 12 hours, the
scour hole has uncovered below the pile cap at x = 5 cm. Although, the corresponding streamlines
are apparent from Figure 6.24 a), an arrow was placed in this figure to show the corresponding
vortex (7) which was predicted in that zone. At the equilibrium stage of the scour hole process,
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vortex 7 was replaced by vortex 4. In fact, by enlarging the scour hole, vortex 4 becomes bigger
and eventually covers the region below the pile cap at x = 5 cm.
Figure 6.24: Time-averaged streamlines obtained from v¯- and w¯- velocity components at transverse cross-
section x = 5 cm for: a) t = 12 hours; and b) t = 11 days, looking downstream (complex pier case II).
6.3.2.2 Flow features in horizontal planes
Contours of u¯-, v¯- and w¯- velocity components over time development of the scour hole (t = 0,
1 hour, 12 hours and 11 days) are shown in Figure 6.25 and Figure 6.26, respectively, for two
horizontal planes z = 6 and 2 cm. The horizontal plane z = 6 cm includes the column, while the
plane z = 2 cm comprises the pile cap. It is noteworthy to recall that the top level of the pile cap is
2.9 cm above the initial channel bed level.
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Figure 6.25: Time-averaged velocity contours at horizontal plane z = 6 cm for different stages of the scour
hole process (t = 0, 1 hour, 12 hours and 11 days): a) u¯-velocity; b) v¯-velocity; and c) w¯-velocity (complex
pier case II).
Overall, u¯-velocity values decrease when approaching the column and pile cap. In addition,
as shown in Figure 6.25 a) and Figure 6.26 a), no significant change in u¯-velocity map is observed
at the upstream zone for different stages of the scour hole considered in this study. The u¯-velocity
increases at the sides of the pier elements (column side at z = 6 cm and the pile cap side at z = 2
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cm) and that increase is bigger in extension and higher in magnitude at the upper level (z = 6 cm)
than at the lower level (z = 2 cm). Further, the corresponding maximum values (predicted near x
= 0) decrease with time development of the scour hole. A reverse flow region (negative u¯-velocity
values) was predicted along the column side face immediately after x = 0, which indicates the
formation of a vertical vortex in that zone, having in attention that high positive w¯-velocity values
(upward flow) are observed at about x = 5 cm (see Figure 6.25 a) and c)). Concerning the pile cap,
no reverse flow was predicted along its lateral sides at z = 2 cm, attributing to the round corners
of the pile cap (compared to the sharp edges in the complex pier I) and also to the formation of a
horizontal tube vortex (see vortex 2 in Figure 6.23 and Figure 6.24) immediately after the upstream
corner edges (x = 0) of the pile cap. Downstream of the pier, the local flow is largely affected by
the corresponding bed geometry. In contrast to the flat-bed case (t = 0), there is a deposition dune
directly behind the pier at t = 1 hour, which moves downstream with time development of the
scour. A comparison between u¯-velocity contour maps downstream of the pier (for the considered
horizontal planes) indicates that the longitudinal extension of the wake region behind the column
and pile cap at t = 0 (flat-bed condition) is larger than at t = 11 days (equilibrium stage of the scour
hole process). In fact, the wake region length at t = 11 days (particularly behind the pile cap) is
affected by the outflow (upward flow induced) from the region underneath the pile cap.
The v¯-velocity maps in Figure 6.25 b) and Figure 6.26 b) indicate that the pier elements deflect
the approach flow sideways but, moving downstream, the deflected flow converges back to the
symmetry line y = 0 (similar to other pier cases studied here). The maximum absolute values of
the v¯-velocities were predicted close to the upstream face of the column and pile cap (at a position
about 45 degrees from the stagnation point); those maximum values slightly decreased over time
development of the scour hole.
Concerning the w¯-velocity, Figure 6.25 c) and Figure 6.26 c) show a downward flow region
(negative w¯-velocity) upstream of the column and pile cap, as well as partially on each side of
the mentioned pier elements, at z = 6 and 2 cm. Overall, the maximum values of the downward
velocities in front of the pile cap and column increase in extension and in magnitude over time
development of the scour hole. Downstream of the pier at t = 0, 1 hour and 12 hours, the w¯-
velocities are negative in some regions, facilitating deposition of the sediment particles behind the
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pier.
Figure 6.26: Time-averaged velocity contours at horizontal plane z = 2 cm for different stages of the scour
hole process (t = 0, 1 hour, 12 hours and 11 days): a) u¯-velocity; b) v¯-velocity; and c) w¯-velocity (complex
pier case II).
Finally, Figure 6.27 represents the time-averaged velocity field at horizontal planes near the
bottom of the scour holes developed after t = 1 hour, 12 hours and 11 days. One can clearly see
that the flow near the bottom of the scour hole weakens, as the scour hole continues to evolve
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towards the equilibrium stage at t = 11 days. Concerning the intermediate stages of the scour
hole, t = 1 hour and 12 hours, a strong downward flow (negative w¯-velocity) is observed at some
distances from the upstream pile, while immediately after that (away from the upstream pile), the
flow is upward. This flow pattern (change in the vertical velocity direction) represents the main
horse-shoe vortex V2 that wraps around the upstream pile and sweeps bed material away from it.
Figure 6.27: Details of the time-averaged flow field inside the scour hole (complex pier case II) at horizontal
planes: a) z = -4 cm for t = 1 hour; b) z = -8 cm for t = 12 hours; and c) z = -18 cm for t = 11 days (the
corresponding maximum scour depths are about 6, 10 and 20 cm, respectively). Color scale represents the
time-averaged vertical velocity and vectors represent longitudinal and transverse components of the velocity
(some vectors are hidden for visual clarity).
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7.1 Final conclusions
The main objective of this study was to propose/develop a numerical model to study the flow be-
havior around complex bridge piers in a simple, fast and accurate way. In this study, the numerical
model was developed in three main steps. The model development was started by considering
a simple case in the first step and then required features were added to the model in each new
step. The accuracy of the numerical model was also evaluated in each step, by comparing the
corresponding numerical results with available reference data. Finally, the numerical model was
applied to study the flow features around two different complex bridge piers on the scoured bed.
The main characteristics of the numerical model are summarized in the following:
• The numerical model uses a fractional-step method to solve the flow equations set, in which
an implicit equation is solved to obtain the pressure values. An iterative method, the so-
called successive over-relaxation method, was employed to solve the pressure equation due
to its simplicity and efficiency in parallel computing. Parallelization of the numerical calcu-
lations was achieved by using Open Multi-Processing (OpenMP) that is based on the idea
of using multiple processors on a shared memory computer architecture.
• The spatial discretization of the governing equations was done on a staggered grid system.
The CD and QUICK schemes were selected to approximate the convection terms and only
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the CD scheme was applied on the remaining spatial terms, having in mind that the convec-
tion terms become dominant at high Reynolds numbers. Concerning the convection terms,
selecting each of those schemes led to different results (particularly the most important non-
dimensional parameters of the flow around a cylinder at low Reynolds numbers). Moreover,
further simulations at high Reynolds numbers showed that applying the CD scheme on the
convection terms leads to instabilities, observed as spatial point-to-point oscillations up-
stream of a circular cylinder. Overall, the QUICK scheme was adopted for the bridge pier
studies for stability reasons. It is to be noted that, those instabilities were not observed in
the flat-channel case when using the CD scheme with a uniform grid system and periodic
boundary conditions in the longitudinal direction.
• Concerning the temporal discretization, two semi-implicit schemes (AB-CN and RK-CN)
were first considered in the solution in such a way that the convection terms were treated
explicitly and diffusion terms implicitly. The stability limit of the RK-CN scheme is higher
than that of the AB-CN scheme and therefore, the RK-CN scheme allows using a larger
time-step size than the AB-CN scheme. A time-step size study was then performed accord-
ing to the stability limit of each semi-implicit scheme. For that, 2-D unsteady flow around
a square cylinder was predicted by means of AB-CN scheme for ∆t = 0.001 s (CFL = 0.4)
and by means of RK-CN scheme for ∆t = 0.001, 0.002 and 0.0025 s (CFL = 0.4, 0.75 and
1.0). Both schemes led to similar time-averaged results for all the time-step sizes mentioned
above. Nevertheless, in terms of the CPU time, the elapsed time for AB-CN calculations
with ∆t = 0.001 s was found to be nearly equal to the one due to RK-CN calculations with ∆t
= 0.0025 s. In fact, the number of inner iterations for solving the pressure Poisson equation
increased with the time-step size. Therefore, increasing the time-step size (by employing the
RK scheme) could not decrease the computational time (CPU time), based on the algorithms
used in this study. Moreover, performed simulations showed that the implicit treatment of
the diffusion terms uses most of the CPU time at each time step. Although the implicit treat-
ment of the diffusion terms generally eliminates the numerical viscous stability restriction
and allows using a larger time-step size than that with the explicit treatment, it might not
result in significant gains in this study because of using a relatively coarse mesh near the
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wall boundaries. Considering the above explanations, the fully explicit Adams-Bashforth
(AB) scheme was finally adopted for the complex pier studies. The explicit scheme also
avoids the requirement of the intermediate velocity boundary condition in the solution and
that simplifies the calculations procedure.
• Modeling of the turbulent flow features was performed using the Large Eddy Simulation
(LES) model. Although the Direct Numerical Simulation (DNS) method is known as the
most accurate method for predicting the turbulent flows, the computational cost of the LES is
much lower than the DNS. Moreover, the LES model was reported to be able to reasonably
reproduce the flow structure around a bridge pier. The numerical results obtained in this
study could also confirm the adequacy of the LES model in the bridge pier flow predictions.
• In the LES model, a filtering procedure is used to decompose each flow quantity into large-
scale and small-scale components. The large-scales are calculated directly and the effect
of the small-scales is modeled by using a subgrid-scale model. In this study, the standard
Smagorinsky model with a constant coefficient was used as a subgrid-scale model that is
computationally inexpensive compared to a dynamic approach. A sensitivity analysis on the
Smagorinsky coefficient value indicated that changing the coefficient from 0.1 to 0.13 did
not noticeably change the corresponding results. However, the numerical results were found
to depend largely on how the spatial filter width is estimated for the solution, meaning that
the grid quality is important for the present numerical model (LES model) since the spatial
filter width is obtained based on the grid cell size.
• Accurate LES results require a very fine mesh near the wall boundaries, resulting in a high
computational cost for the LES model. In order to overcome this issue, a wall model was
applied at the near-wall region; by that, the number of computational grid cells was reduced
and consequently, the numerical simulations were performed in a shorter time compared to
the sole use of LES. For the bridge pier problems, the wall model enables to consider the
roughness effect in order to estimate the wall friction velocity. The corresponding bed shear
stress results, obtained in this study, were in fairly good agreement with the experimental
ones for a single bridge pier on the eroded bed. Moreover, by using the wall model, most
of the known flow structures around the bridge piers (namely near the wall boundaries)
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could be properly predicted. Nevertheless, for a flat-bed case, a single stretched vortex
was predicted upstream of the complex pier near the bed, while a more complicated flow
structure was expected to be formed in that region. That shall be due to the corresponding
grid cell size. In fact, the vertical size of the horse-shoe vortex system formed for the flat-
bed condition is so small and it requires a more clustered grid in the zone near the bed
(probably without using the wall model) to fully resolve the corresponding small dimension
of the flow vortices. With the time development of the scour hole process, the size of those
vortices increases and thus, the numerical model could predict several vortices upstream of
the complex pier inside the scour hole.
• The numerical model uses a porosity method, the so-called FAVOR method, for the defini-
tion of the pier and bed geometries. This method requires a structured grid with orthogonal
grid lines, which its generation is easier compared to a body-fitted grid. In this method, the
position of the grid cell vertices with respect to the flow obstacles is determined in order
to incorporate the geometry effects into the governing equations. The use of this method
makes modeling of any complex geometry simple and fast; however, the method is affected
by the resolution of the computational grid. Overall, the results presented in the numerical
model validation section (5.3) could prove the adequacy and accuracy of the method.
Concerning the application of the numerical model, this study presented results beyond the
background knowledge available for the studied complex bridge piers. Overall, the present nu-
merical model enabled to characterize the most relevant flow features around the complex piers as
follows:
• For the complex pier case I (column and pile cap with sharp corners and a pile group with 2
rows of 4 round piles) at the equilibrium scour hole, the column deflected the approaching
flow vertically and sideways. A vortical flow (including two vortices with opposite cir-
culation directions) was formed immediately after the upstream side edges of the column.
Downstream of the vortical flow, a horizontal tube vortex was created on top of the pile cap
surface along the column side. Moreover, the downward flow in front of the column inter-
acted with the pile cap, resulting in a small vortex being formed above the pile cap. The pile
cap also diverted the approaching flow in the vertical direction and around the pile cap sides.
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A reversal flow zone occurred immediately after the lower upstream edge of the pile cap. In
addition, the flow was separated at the upstream side edges of the pile cap and a small vortex
was formed immediately after those edges. Due to the formation of the vortical flow along
the column sides, the incoming flow directly above the pile cap was diverted towards the
pile cap side faces, forming a horizontal tube vortex along the pile cap sides immediately
after the small vortex mentioned above. Below the pile cap, although the incoming flow
was largely modified by the upstream piles, the flow was also separated at the piles surface
and created a reverse flow region behind the piles with variable sizes. The flow structure
in the pile group zone was more complex than at the outer side zones as many vortices
were predicted in the piles’ zone. Further, the horse-shoe vortex system was numerically
predicted in front and also at the lateral sides of the pile group, inside the scour hole. Down-
stream of the complex pier, a wake flow region was observed behind the column. Moreover,
outflow from the pile group zone interacted with the flow above the pile cap, creating two
vortices (rotating in the opposite directions) behind the pile cap. Finally, the peak values of
the mean velocity components and of the turbulence intensities were predicted to occur in
regions close to the complex pier elements, where no experimental results are available due
to measuring instrument’s limitations. This demonstrates the potential advantage of using a
numerical tool (particularly the present numerical model) to investigate the flow field around
the complex pier elements.
• For the complex pier case II, column and pile cap with round corners and a pile group
with a single row of four piles, the approaching flow was vertically deflected in front of
the column. The corresponding deflection point was observed at about z = 15 cm for the
flat-bed condition and that position slightly moved downward (at about z = 14 cm) for the
equilibrium stage of the scour hole process. A small vortex was predicted in front of the
column on top of the pile cap surface, in which its vertical size decreased with the time
development of the scour hole. In front of the pile cap, the flow pointed downward for the
eroded beds. At the equilibrium stage of the scour hole, compared to the pier case I, the
flow was not separated at the lower upstream edge of the pile cap. That is attributed to
the geometry and position of the pile cap with respect to the initial channel bed level. In
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fact, with the development of the scour hole, the flow was obstructed by the upstream pile
and partially deflected vertically. At the intermediate stages of the scour hole development
process, the upward flow in front of the upstream pile interacted with the pile cap bottom
surface and created a reversal flow immediately after the lower upstream edge of the pile cap;
while at the equilibrium stage of the scour hole, the upward flow in front of the upstream pile
was not strong enough to form that reversal flow. The horse-shoe vortex system, consisting
of several necklace-type vortices, was predicted inside the scour hole. The corresponding
sizes and number of vortices increased with the scour depth. Along the column sides, a
vortical flow was predicted after the upstream face of the column, while no reversal flow
was predicted along the pile cap sides. This is attributed to the round nose of the pile cap, in
contrast to the sharp edges of the pier case I, which did not allow the small separation zone
to be formed along the pile cap sides. Below the pile cap position, different flow structures
were predicted behind the piles. When compared to the pier case I, it can be concluded that
the flow structure behind the piles is largely affected by the bed geometry, pile arrangement
and pile cap position and hence, the corresponding flow pattern may change from one case
to another. Downstream of the pier, a complex flow structure (completely different from that
for a single pier) was predicted, as many vortices with different directions were observed
in that zone. Moreover, the numerical results showed that the corresponding flow patterns
change over the time development of the scour hole. At the equilibrium stage of the scour
hole, compared to the pier case I, a reversal flow was predicted downstream of the pier
close to the scoured bed surface, which was a consequence of the small distance between
the lower downstream edge of the pile cap and the bed surface. Finally, according to the
streamline patterns in the vertical symmetry plane, the longitudinal extensions of the reverse
flow regions behind the column and the pile cap were smaller at the equilibrium stage of the
scour hole than the corresponding ones at the beginning of the erosion process.
7.2 Perspectives for future works
The obtained numerical results are encouraging, and enable some recommendations regarding the
model improvements and developments as follows:
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• The present numerical model solves the governing equations within a single mesh-block
with orthogonal grid lines. When a bluff body (e.g., bed layer) is immersed into the model
domain, there are some unnecessary cells, which completely lie inside the body and only
occupy the memory. In order to avoid those cells from the modeling, improvement of the
numerical model to use multiple mesh-blocks is suggested.
• In this study, the top domain boundary for the bridge pier cases was modeled by using the
rigid-lid approach, because the free surface changes were considered to be small in those
cases. The numerical model would be applicable for broader cases (e.g., tidal flows) by
employing a proper method to estimate the water surface changes. A simple method that is
based on the concept of the fractional volume of fluid (VOF) is recommended.
• The present numerical model solves the space-filtered Navier-Stokes and continuity equa-
tions and provides details of the flow field around bridge piers with complex geometries on
the eroded (but fixed) bed. This work was considered as a basis for a future broader analysis
of the scour hole around complex bridge piers. Therefore, a sediment transport model can
be implemented into the numerical model to predict the local pier scour in the following
studies.
• The present numerical model uses OpenMP for parallel computing, which enables employ-
ing only all processors available on a single node/computer (this study: maximum 16 pro-
cessors). It is clear that modeling of the local scour process requires more computational
resources. Therefore, in order to make it feasible, the hybrid MPI+OpenMP is suggested
for the parallelization of the computations. In this case, the model domain is subdivided
into several sub-domains, each of it can be assigned to a node/computer by MPI and then,
OpenMP can be used inside of each node/computer.
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APPENDIXA
This appendix presents details of the flow field around an infinite-length circular cylinder at ReD
= 4×104, obtained by using the immersed-boundary method, present study.
Figure A.1: Time- and vertically- averaged flow features behind an infinite-length circular cylinder at ReD
= 4×104, immersed-boundary method, present study.
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Table A.1: Overview of some numerical and experimental studies on the infinite-length circular cylinder.
Ref. CD St LrD
(
<u¯>
U∞
)
min
( |<v¯>|
U∞
)
max
(
<u′u′>
U2∞
)
max
(
<v′v′>
U2∞
)
max
( |<u′v′>|
U2∞
)
max
1 1.13 0.204 0.95 -0.27 0.29 0.27 0.51 0.14
(1,0)* (1.27,±0.5)* (1.17,±0.43)* (1.62,0)* (1.5,±0.35)*
2 1.14 0.19 0.9 -0.25 0.28 0.14
(0.87,0)* (1.22,±0.49)* (1.4,±0.38)*
3 1.19 0.2 -0.26 0.35 0.17
4 a 1.17 0.19 0.9 0.26 0.56 0.14
b 1.14 0.2 1.1 0.25 0.53 0.14
1: Present numerical results for ReD = 40000 (immersed-boundary method); 2: Experimental results of
Ünal et al. (2010) for ReD = 41300; 3: LES model’s results presented by Kim et al. (2015) for ReD =
41300; 4: DES model’s results obtained by Travin et al. (1999) for ReD = 50000 (two numerical grid
definitions were used: a corresponds to a coarser grid than that for b); *: Location (x/D, y/D) of the
assessment/measuring point (origin at the cylinder center).
APPENDIXB
This appendix presents four figures on completing Chapter 5.
Figure B.1: Visualization of the instabilities upstream of a circular cylinder in a Cartesian grid system for a
case when applying the CD scheme on approximation of the convection terms, present study.
Figure B.2: Distribution of the time-averaged friction velocity, normalized by the critical value for sediment
entrainment on the flat-bed (Kirkil et al., 2008).
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Figure B.3: Time-averaged bed shear stress distribution around a single circular pier (Bayón-Barrachina
et al., 2014).
Figure B.4: Velocity vectors at the vertical symmetry plane y = 0, compound pier case (Kumar & Kothyari,
2012).
APPENDIXC
This appendix presents computational meshes used in the present study for modeling the complex
pier case I and II.
Figure C.1: Computational mesh in a horizontal (top) and a vertical plane (bottom), complex pier case I.
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Figure C.2: Computational mesh in a horizontal (top) and a vertical plane (bottom) at the numerical test
corresponding to t = 0, complex pier case II.
143
Figure C.3: Computational mesh in a horizontal (top) and a vertical plane (bottom) at the numerical test
corresponding to t = 1 hour, complex pier case II (note that only the upstream pile was modeled as the other
piles do not interact with the flow at t = 1 hour).
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Figure C.4: Computational mesh in a horizontal (top) and a vertical plane (bottom) at the numerical test
corresponding to t = 12 hours, complex pier case II (note that only the upstream pile was modeled as the
other piles do not interact with the flow at t = 12 hours).
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Figure C.5: Computational mesh in a horizontal (top) and a vertical plane (bottom) at the numerical test
corresponding to t = 11 days, complex pier case II.
