A lot is known about the Hölder regularity of Gaussian processes. Recently, a finer analysis of the local regularity of functions, termed 2-microlocal analysis, has been introduced in a deterministic frame: Through the computation of the so-called 2-microlocal frontier, it allows in particular to predict the evolution of regularity under the action of (pseudo-) differential operators. In this work, we apply 2-microlocal analysis to the study of Gaussian processes. We show that the study of the incremental covariance yields the almost sure value of the 2-microlocal frontier. As an application, we obtain new and refined regularity properties of fractional Brownian motion, multifractional Brownian motion, and stochastic generalized Weierstrass functions. Finally, we give a preliminary result concerning solutions of simple SDE.
Motivation
Consider the simple SDE dX t = η(t).dB t + b(t).dt,
where η and b are continuous deterministic functions on [0, T ] verifying the usual conditions ensuring the existence and uniqueness of a solution X to (1) . Assume η 2 (t) = µ(0, t), where µ is a binomial cascade with parameters m 0 ∈ (0, 1), m 1 = 1 − m 0 . Then X has a rich local regularity structure, where, at almost all points, almost surely, the local and pointwise Hölder exponents differ. Among other consequences, this implies that predicting the pointwise Hölder exponent of X (ε) at a given point t 0 from the one of X at t 0 is not straightforward (X (ε) denotes the fractional derivative of order ε of X).
The aim of this work is to provide some tools in the study of the fine regularity structure of Gaussian processes using the theory of 2-microlocal analysis. We start by recalling some basic facts about 2-microlocal analysis in section 2. Section 3 contains our main results about the 2-microlocal analysis of continuous Gaussian processes. We apply these results to various classical processes such as (multi)fractional Brownian motion in section 4. This section also provides an answer to the problem of predicting the pointwise Hölder exponent of X (ε) mentioned above. Finally, proofs of intermediate results are gathered in section 5.
2-microlocal analysis
2-microlocal analysis, introduced by J.M. Bony ([8] ), provides a tool that allows to predict the evolution of the local regularity of a function (or a process) under the action of (pseudo-)differential operators. To be more precise, let f (ε) denote the fractional integral (when ε < 0) or fractional derivative (when ε > 0) of the real function f . The pointwise Hölder exponent of f (ε) at t is denoted α f (ε) (t) (see definition 3.2). In several applications (e.g. PDE, signal or image processing), one needs to have access to the function H t : ε → α f (ε) (t). Knowledge of H allows to answer questions such as: How much does one (locally) regularize the process f by integrating it ? The problem comes from the wellknown fact that the pointwise Hölder exponent is not stable under integrodifferentiation: While it is true in simple situations that α f (n) (t) = α f (t) − n, in general, one can only ensure that α f (n) (t) ≤ α f (t) − n. 2-microlocal analysis provides a way to assess the evolution of α f through the use of a fine scale of functional spaces. These 2-microlocal spaces, denoted C s,s ′ , generalize the classical Hölder spaces in a way we describe now.
Since H cannot be deduced from the sole knowledge of α f 1 , predicting changes in the regularity of a process under integro-differentiation basically requires recording the whole function ε → α f (ε) (t). 2-microlocal analysis does this in a clever way: It associates to any given point t a curve in a abstract space, its 2-microlocal frontier, whose slope is the rate of increase of ε → α f (ε) (t). The 2-microlocal frontier may be estimated through a fine analysis of the local regularity of f around t. This analysis can be conducted in the Fourier ( [8] ), wavelet ( [13] ) or time ( [18, 22] ) domains. We shall use in this work the time-domain characterization of 2-microlocal spaces: for all x, y such that 0 < |x − x 0 | < δ, 0 < |y − x 0 | < δ.
Except in this introductory section, we shall restrict to the case where (s, s ′ ) verify 0 < s + s ′ < 1, s < 1, s ′ < 0. This corresponds to the situation where f is not differentiable at x 0 , but has some global regularity in the neighbourhood of x 0 . More precisely, we shall assume that there exists an interval I containing x 0 and a positive real η such that f belongs to the global Hölder space C η (I) (since f is supposed to be non-differentiable at x 0 , necessarily η ≤ 1). This restriction allows to avoid certain technicalities in the analysis. We believe all the results should hold in the general case, which we hope to treat in a future work. When (s, s ′ ) satisfy the above inequalities, the definition of 2-microlocal spaces reduces to:
if there exist a positive real δ and a constant C such that for all (x, y) with
As we shall see below, performing the 2-microlocal analysis of a function f at point x allows to recover both the pointwise α and localα Hölder exponent of f at x (see definition 3.2). Let us first state some basic properties of 2-microlocal spaces (C α x denotes the usual pointwise Hölder space at x) :
Recall that the pointwise Hölder exponent of f at x is defined as the supremum of the α such that f belongs to pointwise Hölder spaces C α x . 2-microlocal spaces use two parameters (s, s ′ ). The relevant notion generalizing the pointwise exponent is the 2-microlocal frontier. In order to define this frontier, consider the 2-microlocal domain of f at x 0 , i.e. the set E(f,
}. By Proposition 2.3, this set is a convex subset of the abstract plane (s, s ′ ). The 2-microlocal frontier Γ(f, x 0 ) is the convex curve in the (s, s ′ )-plane defined by
There are several ways to parameterize the 2-microlocal frontier, e.g. The next properties are fundamental (see Definition 3.2 for the definition of the local Hölder exponentα f (x 0 ) of f at x 0 ):
The above propositions show that the 2-microlocal frontier contains the whole information pertaining to ε → α f (ε) (t). Indeed, fractional integro-differentiation of order ε amounts to translating the 2-microlocal frontier by −ε along the s direction in the (s, s ′ ) plane (proposition 2.5). The pointwise Hölder exponent of f (ε) is then given by the intersection of the translated frontier with the second bisector, provided ε > α l (proposition 2.6). See figures 1 and 2 for a graphical illustration.
In order to obtain a more concrete understanding of 2-microlocal frontiers, let us consider some simple examples. The cusp function x → |x| γ has a trivial frontier at x = 0: It is vertical and passes through the point (γ, 0). More interesting is the case of the chirp function x → |x| γ sin( [11, 20] for the definitions of the chirp, oscillating and weak scaling exponents. These exponents are not used in this article. is called trivial: Indeed, in this case, the pointwise and local Hölder exponents are equal, and there is no need to use 2-microlocal analysis, since the evolution of α f (x 0 ) under integro-differentiation is straightforward. This ends our recalls on 2-microlocal analysis. See [8, 13, 19] for more detailed expositions.
2-microlocal analysis of Gaussian processes
In the remaining of this article, we shall perform the 2-microlocal analysis of Gaussian processes. We start by transposing the notion described in the previous section in a stochastic frame, and by defining some quantities that will prove useful for computing the almost-sure frontier of our processes.
Stochastic 2-microlocal analysis
Let X = X t ; t ∈ R N + be a continuous Gaussian process. For each t 0 ∈ R N + , let us define the 2-microlocal frontier of X at t 0 as the random function
Each couple (s
In the same way as it is of no real interest to study, e.g., the continuity of a particular path X(ω), a statement like: X(ω) ∈ C 
This kind of quantity is of course classical in the analysis of Gaussian processes (see, e.g., [9] ). It leads naturally to define "deterministic 2-microlocal spaces" as follows: 
In the sequel, we shall always assume that σ t0 intersects the region defined by conditions (4) . Recall that this is equivalent to assuming that X is not differentiable at t 0 , but belongs to C η (I) for some interval I containing t 0 and some η > 0. Note also that conditions (3) are equivalent to {−1 < s 
It is easily seen that for all t 0 and all s ′ < 0, we havẽ
To show this inequality, proceed as follows:
• For all 0 < σ < σ t0 (s ′ ),
• For all α <α(t 0 ),
3.2 Where is, almost surely, the 2-microlocal frontier ?
In this section, we show that, not surprisingly, the 2-microlocal frontier of the paths of a Gaussian process can be evaluated by studying its incremental covariance. The proofs rely on the computation of almost sure lower and upper bounds for the frontier, which are developed in section 5.
As a counterpart to the random Hölder exponents and frontier σ t0 (s ′ ), let us introduce the deterministic local Hölder exponent
and the deterministic 2-microlocal frontier
The same proof as in the frame of deterministic functions allows to show that the deterministic 2-microlocal frontier s ′ → t0 (s ′ ) is concave and thus continuous on (−1, 0).
The two following sections give almost sure pointwise and uniform results concerning the 2-microlocal frontier (recall that we assume that σ t0 intersects the region defined by conditions (4)).
Pointwise almost sure 2-microlocal frontier
Proposition 5.1 in section 5 shows that for all s ′ , almost surely, t0 (s Theorem 3.6 Let X = X t ; t ∈ R N + be a continuous Gaussian process. Assume that the function t 0 → lim inf u→t0« (u) is positive. Then, almost surely
Proof By definition of«(t 0 ), for all ǫ > 0, and all t 0 ∈ R N + , there exist C 0 > 0 and ρ 0 > 0 such that
Then, proposition 5.4 implies that, almost surely,
And, taking ǫ ∈ Q + ,
Conversely, using theorem 5.9 with s ′ = 0, for all ǫ > 0, we have almost surely
Taking ǫ ∈ Q + , we get
be a continuous Gaussian process. Assume that the function t 0 →«(t 0 ) is continuous and positive. Then, almost surely
By remark 3.2, theorems 5.9 and 3.6 imply
be a Gaussian process. Assume that the function t 0 →«(t 0 ) is continuous and positive. Then, almost surely
Theorem 3.6 and corollary 3.8 only give bounds for the uniform almost sure 2-microlocal frontier. However, in specific cases, we are able to obtain a sharp result: This happens for instance for fractional Brownian motion and regular multifractional Brownian motion, as we show below.
Fractional Brownian motion
Fractional Brownian motion (fBm) is one of the simplest processes whose regularity can be deeply studied (see [1] and [14] for the first results). It is defined as the continuous Gaussian process
where H ∈ (0, 1). It is well-known that fBm is almost surely Hölder-continuous but nowhere differentiable. As a consequence, its 2-microlocal frontier intersects the region defined by conditions (4) . The results of paragraph 3.2.2 can then be applied to fBm. Theorem 3.6 directly yields the value of the almost sure local Hölder exponent uniformly on R + . The uniformity of (11) in the whole of R + , then allows to get the almost sure 2-microlocal frontier of fBm, uniformly in R + .
Proposition 4.1 Almost surely, the 2-microlocal frontier at any t 0 of the fractional Brownian motion in the region
Proof For all t 0 ∈ R + and all ρ > 0, we have
Thus, it can be easily seen that
Conversely, for all t 0 ∈ R + , all s ′ < 0 and all sequence (ρ n ) n∈N converging to 0, there exist two sequences (s n ) n∈N and (t n ) n∈N such that for all n ∈ N, s n , t n ∈ B(t 0 , ρ n ) and |t n − s n | = ρ n . Then, for all n, we have
Therefore, using corollary 3.8, (12) and (13) imply almost surely
2
As the pointwise (resp. local) Hölder exponent is the intersection of the 2-microlocal frontier with the axis s ′ = 0 (resp. the line σ = 0), one can state the following immediate consequence of proposition 4.1.
Corollary 4.2 The local and pointwise Hölder exponents satisfy almost surely
∀t 0 ∈ R + ;α(t 0 ) = α(t 0 ) = H
Multifractional Brownian motion
As shown in corollary 4.2, the local regularity of fBm is constant along the paths. A natural extension of fBm is to substitute the constant parameter H, with a function t → H(t) taking values in (0, 1). This leads to multifractional Brownian motion (see [6] , [21] ). The mBm can be defined as the process X = {X t ; t ∈ R + } such that
where Ï denotes the white noise of R.
As a centered Gaussian process, the covariance structure of the mBm is not as simple as fBm's one (see [2] ). The asymptotic behavior of the incremental covariance was stated in [12] . For all a, b ∈ [0, 1], and all t 0 ∈ [a, b], there exist positive constants K(t 0 ) and L(t 0 ) such that
This approximation, together with the fact that mBm is Hölder-continuous but not differentiable, allows us to compute the almost sure 2-microlocal frontier of the mBm at any point t 0 . But on the contrary to fBm's case, (15) only gives local information about the covariance. As a consequence, one cannot state almost sure results uniformly in t 0 without further work. 
Pointwise almost sure 2-microlocal frontier of the mBm Proposition 4.3 The 2-microlocal frontier of the multifractional Brownian motion in the region
with probability one, where β t0 (s ′ ) denotes the 2-microlocal frontier of the deterministic function H at t 0 .
Proof By definition, for each s ′ ∈ (−∞; 0),
We have to distinguish the 2 following cases:
Then by (15), we have σ ≤ t0 (s ′ ). This implies
For all σ s.t.
Then from (15), we get σ ≥ t0 (s ′ ). This implies
Then, by (15), we have σ ≤ t0 (s ′ ). This implies
For all σ s.t. β t0 (s ′ ) < σ < H(t 0 ) + s ′ , there exist sequences -(ρ n ) n of positive real numbers converging to 0,
Moreover, there exists η 3 > 0 such that
Then, from (15), we get σ ≥ t0 (s ′ ). This implies
From (17), (18), (19) and (20) 
where β(t 0 ) andβ(t 0 ) denote the pointwise and local Hölder exponents of H at t 0 .
This result was already stated in [12] .
Uniform almost sure 2-microlocal frontier of mBm
Under some assumptions on the function H or its regularity, uniform results hold. First, in the case where the local regularity of H varies continuously, a direct application of theorem 3.6 yields the following statement: 
Proof Using the approximation (15), the deterministic Hölder exponent of X at t 0 can be computed as in proposition 4.3
The result follows from theorem 3.6. 2
In the case of a regular mBm, i.e. when the values taken by the function H are smaller than its regularity, a uniform result for the 2-microlocal frontier of the process holds as well: Theorem 4.6 Let X = {X t ; t ∈ R + } be a multifractional Brownian motion such that the function H satisfy, for some open interval I, ∀t ∈ I : H(t) <β(t) whereβ(t) is the local Hölder exponent of H at t. Then, almost surely, the 2-microlocal frontier at any t 0 ∈ I of X in the region
In particular, almost surely, for all t 0 ∈ I, α(t 0 ) =α(t 0 ) = H(t 0 ).
Proof Under the assumptions of the theorem, for all t 0 ∈ I, (15) implies
Conversely, for all t 0 ∈ I, and all sequence (ρ n ) n∈N converging to 0, there exist two sequences (s n ) n∈N and (t n ) n∈N such that for all n ∈ N, s n , t n ∈ B(t 0 , ρ n ) and |t n − s n | = ρ n . Then, by (15) , for all σ s.t.
as n goes to +∞, which gives lim sup
and thus
The result follows from (21), (22) 
is verified for all t 0 ∈ I, then, almost surely, for all t 0 ∈ I,
Generalized Weierstrass function
Let us recall the definition of the well-known Weierstrass function ( [10] ):
where λ ≥ 2 and H ∈ (0, 1). Its 2-microlocal frontier is displayed on figure 3 . A stochastic version of the classical Weierstrass function has been studied in [5] . Consider (Z j ) j∈N a sequence of N (0, 1) i.i.d. random variables and define the generalized Weierstrass function (GW) as the Gaussian process X = {X t ; t ∈ R + } such that
where t → H(t) takes values in (0, 1). As in the case of mBm, the regularity of this process can be obtained by the computation of the incremental covariance. Indeed, it is easy to show that X is Hölder-continuous but not differentiable.
Bound for the incremental covariance of GW Proposition 4.8 Let X = {X t ; t ∈ R + } be a generalized Weierstrass function. For all 0 < a < b, there exists positive constants K and L such that
Proof From (24), we compute
Then, using the decomposition
we get
First, let us give an upper bound for the first term of (27).
By the finite increments theorem, there exists τ between H(s) and H(t) such that
To deal with the second term of (27), for all s, t ∈ [a, b], we consider the integer
Then, using the inequality
Moreover, as
we have
the result follows from (27), (28) and (30). 2
To get a upper bound for the 2-microlocal frontier of the generalized Weierstrass function, we need the following statement Proposition 4.9 Let X = {X t ; t ∈ R + } be a generalized Weierstrass function. For all t 0 ∈ R + , there exists two sequences (s n ) n∈N and (t n ) n∈N converging to t 0 and positive constants k 1 and l 1 such that 
Proof From (26), for all s, t ∈ R + and all n ∈ N, we have
Using the decomposition
and the triangular inequality, we get
(31) For all t 0 ∈ R + , there exists a sequence (t n ) n∈N converging to t 0 , and such that |sin λ n t n | > 1 2 for all n ∈ N. For instance, let us start from a sequence t n = t 0 + π λ n n∈N converging to t 0 , and set, for all n t n = t n if |sin λ n t n | > 1 2
Moreover, for all t ∈ R + and all n ∈ N, there exists h n such that λ −(n+1) ≤ h n ≤ λ −n and |sin λ n (t + h n ) − sin λ n t| ≥ 1 10 . As a consequence, setting s n = t n + h n for all n, we get a sequence (s n ) n∈N converging to t 0 , and such that
Let us consider the local Hölder exponent of H at t 0
Asβ(t 0 ) > 0, we can choose 0 < β <β(t 0 ). This implies
Then, Taylor's expansion gives
Therefore, using |t n −s n | ≤ λ −n and the boundedness of nλ −nH(sn) , there exists
and there exists k 2 > 0 such that
We conclude in the same way as in the proof of proposition 4.8. 
∀t ∈ I; H(t) <β(t) whereβ(t) is the local Hölder exponent of H at t.
Then, almost surely, the 2-microlocal frontier at any t 0 ∈ I of X in the region
Proof The proof is similar to the one in the case of mBm. We sketch it below. For each s ′ ∈ (−∞; 0), we introduce
From (5), for all s ′ ∈ (−1, 0], we have H(t 0 ) + s ′ < β t0 (s ′ ). Then, for all σ < H(t 0 ) + s ′ , we have
Thus, by proposition 4.8, we have σ ≤ t0 (s ′ ). This implies
Conversely, for all σ s.t. H(t 0 )+s ′ < σ < β t0 (s ′ ), the two sequences (s n ) n∈N and (t n ) n∈N given by proposition 4.9 can be chosen such that for all n ∈ N, t 0 + π λ n ≤ t n ≤ t 0 + 3π 2λ n and λ −(n+1) ≤ s n − t n ≤ λ −n . As a consequence, we have ∀n ∈ N; t 0 ≤ t n ≤ s n and
Therefore, setting ρ n = s n − t 0 , we have s n , t n ∈ B(t 0 , ρ n ) and
As, on the other hand,
from proposition 4.9, we get σ ≥ t0 (s ′ ). This implies
From (33) and (34), we get
Corollary 3.8 then gives the result. 2
When H(t) >β(t), we are not able to conclude in general. However, it should be possible to obtain a complete almost sure result if one uses the definition of the stochastic Weierstrass function used in [5] instead of (24). The trick consists in summing over a particular set of indices that grows sufficiently fast to infinity, rather than on the whole of N. See [5] for details. 
is, almost surely, "above the minimum" of the line s ′ → H(t 0 ) + s ′ and the 2-microlocal frontier of H Proof We have to distinguish between the following two cases:
, theorem 4.10 gives the result.
•
Then, by proposition 4.8 and proposition 5.1, we have σ ≤ σ t0 (s ′ ) almost surely. This implies almost surely
2 Remark 4.12 Conversely, for all σ s.t. β t0 (s ′ ) < σ < H(t 0 ) + s ′ , there exist sequences (ρ n ) n , (s n ) n and (t n ) n such that ∀n; s n , t n ∈ B(t 0 , ρ n ) and
Moreover, we have
But inequalities given by proposition 4.9 are not satisfied for the sequences (s n ) n and (t n ) n . Then it cannot be used to get an almost sure upper bound for σ t0 (s ′ ). Again, using the definition set in ( [5] ) instead of (24) should allow to conclude in general.
Application to solutions of some SDEs
Let us consider the classical stochastic differential equation
where {B t ; t ∈ R + } denotes standard Brownian motion. The goal of this section is to show that, in a very simple case, the almost sure 2-microlocal frontier of X can be evaluated.
Theorem 4.13 Let X be a stochastic process, solution of the equation
where η and b are continuous deterministic functions on [0, T ] verifying the usual conditions ensuring the existence and uniqueness of X. Let
denote the 2-microlocal frontier of the function t → t 0 η 2 at t 0 ∈ (0, T ). Then, the 2-microlocal frontier of X at t 0 in the region defined by conditions (4) is almost surely equal to Proof Since X satisfies (37), one has
By definition of the stochastic integral:
) denote the 2-microlocal frontier of ϕ (resp. ψ) at t 0 . For all ρ > 0, all σ > 0 and all s ′ < 0,
The deterministic 2-microlocal frontier of X at t 0 is therefore
Observe now that ψ is a differentiable function over (0, T ). As a consequence, its 2-microlocal frontier does not intersect the triangle defined by −1 < s ′ < 0, 0 < σ < 1 + s ′ . More precisely, for −1 < s ′ < 0, one has:
The result then follows from theorem 3.3. 2
Remark 4.14 With few additional efforts, it should be possible to prove that, in general (i.e. without the restriction on the location of the frontier), one has
almost surely σ t0 (s
Remark 4.15
The fact that ϕ is non-decreasing entails some constraints on its 2-microlocal frontiers. However, this does not mean that β t0 has to be trivial (i.e. of the form s ′ + constant). A simple example is provided by η 2 (t) = µ(0, t), where µ is a binomial cascade with parameters m 0 ∈ (0, 1), m 1 = 1 − m 0 . Assume m 0 < m 1 . Then the local Hölder exponent of ϕ at any t ∈ (0, T ) is equal to − log 2 (m 1 ), while its pointwise exponents ranges between − log 2 (m 1 ) and − log 2 (m 0 ). Choosing t 0 such that the pointwise exponent is strictly larger that − log 2 (m 1 ) results in a non-trivial frontier.
5 Bounds for the 2-microlocal frontier of Gaussian processes
Lower bound for the 2-microlocal frontier
Studying whether the paths of a stochastic process belong to some space C s,s ′ t0 , does only make sense if they are continuous. Then, in the following, we assume that the stochastic processes are continuous.
Pointwise almost sure result Proposition 5.1 Consider a continuous Gaussian process
Assume that for some t 0 , there exists two constants C > 0 and ρ 0 > 0 such that
with σ > 0 and s ′ < 0. Then, almost surely, the paths of the process X belong to Cσ
, for allσ < σ.
In other words, if
Proof Let ǫ > 0 be such thatσ = σ − ǫ > 0. Let us take ρ = 2 −n for n ≥ n 0 = − log 2 ρ 0 and set
where λ p is the positive constant such that for all centered Gaussian random variable Y and all p ∈ N * , we have
Choosing p ∈ N such that N − 2pǫ < 0, we deduce
The Borel-Cantelli lemma implies existence of a random variable n * ≥ n 0 such that, almost surely,
Therefore, by induction, we get for all n ≥ n * and all m ∈ N ∀q > m, ∀s, t ∈ D q ; s.t. t − s < 2 −(m+n) ;
which leads to
and using the continuity of X, 
Then, almost surely
and, as a consequence
Proof First, let us suppose that the function σ is constant. By (41) and Kolmogorov's criterion, for all t 0 ∈ R N + , there exists a modificatioñ X t0 of X which is α-Hölder continuous for all α ∈ (0, σ) on B(t 0 , ρ 0 ). Therefore the local Hölder exponent ofX t0 satisfy ∀t ∈ B(t 0 , ρ 0 );αX 
Then (44) implies the existence of Ω * ⊂ Ω such that P {Ω * } = 1 and for all ω ∈ Ω * ,
Therefore, taking two sequences (a n ) n∈N and (b n ) n∈N such that ∀n ∈ N; a n < t 0 < b n and converging to t 0 , we have for all ω ∈ Ω *
The uniform almost sure lower bound for the 2-microlocal frontier can be improved when the incremental covariance E [X t − X s ] in the ball B(t 0 , ρ), admits an upper bound function of t − s and ρ, uniformly in t 0 . Let us state Proposition 5.5 Let X = X t ; t ∈ R N + be a continuous Gaussian process. Assume that for all t 0 , there exists a real function ς t0 such that
and that there exists two constants C > 0 and δ > 0 such that for all t 0 ∈ [0, 1] and all s ′ < 0
Then for all s ′ < 0, almost surely
Proof First, let us suppose that s ′ is fixed and that the function ς is constant equal to σ. Let ǫ > 0 such thatσ = σ−ǫ > 0. Let us take ρ = 2 −n for n ≥ n 0 = − log 2 δ and
Choosing p ∈ N such that 2N − 2pǫ < 0, we deduce
To prove (47), we proceed by induction:
• for q = m + 1, for all t 0 ∈ E m+n+1 , the conditions s, t ∈ D m+1 n (t 0 ) and t − s < 2 −(m+n) impose on s and t to be neighbors in D m+1 n (t 0 ). Therefore (47) follows from (46).
• assume that the property is valid for an integer M > m, then take t 0 ∈ E M+n+1 , and s, t ∈ D M+1 n (t 0 ) such that |t − s| < 2 −(m+n) . There exists t 0 ∈ E M+n such that |t 0 −t 0 | ≤ 2 −(M+n+1) . Ast 0 can be chosen such that the following strict inequality holds
there existss ∈ D M n (t 0 ) such that |s −s| ≤ 2 −(M+n+1) . In the same way, we gett ∈ D M n (t 0 ) such that |t −t| ≤ 2 −(M+n+1) . Moreover,s andt can be chosen such that |t −s| ≤ |t − s| < 2 −(m+n) . Then, by the triangular inequality |X t − X s | ≤ |X t − Xt| + |Xt − Xs| + |Xs − X s | and the fact that s,s,t, t belong to D M+1 n (t 0 ), (46) gives
Then property (47) follows. Let us take t 0 ∈ q E q+n and s, t ∈ q D q n (t 0 ). There exists m > 0 such that 2 −(m+n+1) ≤ t − s < 2 −(m+n) . Then property (47) applied to m, t 0 , s and t gives |X t − X s | ≤ 
Therefore, taking two sequences (a n ) n∈N and (b n ) n∈N such that ∀n ∈ N; a n < t 0 < b n and converging to t 0 , we have for all ω ∈ Ω * ∀t 0 ∈ R N + ; σ t0 (s 
Taking two sequences (a n ) n∈N and (b n ) n∈N such that ∀n ∈ N; a n < t 0 < b n and converging to t 0 , we have for all ω ∈ Ω * ∀t 0 ∈ R N + ; σ t0 (s
