Multi-Category Variables
Introduction
Time-series of discrete data that fall in multiple categories are frequently encountered in economics and finance. For example, in macroeconomic surveys participants are often asked to predict the most likely range for variables such as GDP growth, inflation or interest rates. Similarly, financial analysts and brokerages often categorize stocks into buy, strong buy, hold, sell and strong sell recommendations. The NBER recession/expansion indicator that tracks the evolution of the US business cycle is an example of a binary variable as is the bull and bear market indicator frequently used to characterize conditions in stock markets (see Pagan and Sossounov (2003) and Lunde and Timmermann (2004) ).
Besides the discreteness of the data, a key feature that characterizes these examples is the serial dependence or persistence in the underlying variables. This could be due to the construction of the data−a single isolated quarter with negative GDP growth is usually not viewed as a recession, nor is the emergence of a short period with negative stock returns sufficient to constitute a bear market−or may reflect the serial dependence properties of the underlying data generating process as in Hamilton's (1989) regime switching model for GDP growth.
While an extensive literature on contingency tables has developed tests for cross-sectional dependence between discrete random variables, such tests are generally valid only in the case of serially independent outcomes. For example, Fisher's Chi-square test assumes independence across draws. This assumption is highly unlikely to hold for many economic and financial variables. In such cases, as emphasized recently by Pagan (2005) , it becomes important to allow for serial dependence in statistical tests. 1 This paper develops new tests for dependencies between discrete random variables that cover dynamics of general form. An area where tests of such dependencies is of particular interest is in the evaluation of predictive performance when interest lies in testing whether one sequence of discrete random variables ('outcomes', {y t }) is predicted by another sequence of discrete random variables ('forecasts', {x t }) as in the literature on market timing−see Henriksson and Merton (1981) , Cumby and Modest (1987) and Pesaran and Timmermann (1992) . While our analysis is ideally suited for this type of application, it is more generally applicable to address the issue of dependencies among discrete random variables that are subject to time-series dynamics.
More specifically, in the case of m y category realizations (y it , i = 1, 2, ..., m y ), and m x ≤ m y categories for an associated variable (x jt , j = 1, 2, ..., m x ), we cast the relationship between the m y − 1 category realizations, y t = (y 1t , y 2t , ..., y m y −1,t ) 0 , and the m x − 1 category variables, x t = (x 1t , x 2t , ..., x m y −1,t ), as a regression of a 0 y t on b 0 x t where a and b are viewed as nuisance parameters. In the case of serially independent outcomes (y t ), we show that a test of independence between y t and x t can be based on the canonical correlation coefficients between y t and x t . This gives rise to a new maximum canonical correlation test. This test has a nonstandard distribution so we compute the finite sample critical values for different numbers of categories and sample sizes by stochastic simulations. We also propose a trace test based on the average canonical correlation and show that this is identical to the standard Fisher Chi-square contingency table test of independence.
In the case of serially dependent outcomes we show that a valid multi-category dependence test can be constructed using canonical correlations of suitably filtered versions of y t and x t after accounting for the effect of lagged values of z t = (y 0 . This gives rise to a trace test based on a dynamically augmented reduced rank regression that is very simple to compute. We also propose an iterative procedure that estimates standard errors of the canonical correlation statistic in a way that accounts for serial dependence and heteroskedasticity. A common feature of the proposed tests is that they do not rely on making functional form assumptions regarding the specific relationship between y t and x t and their underlying distributions, nor do they require maintaining assumptions regarding the nature of the time-series dynamics of y t and x t .
Small sample properties of the proposed maximum and trace canonical correlation tests are investigated through Monte Carlo experiments. Standard tests that ignore serial correlation are generally found to be severely oversized and tend to over-reject when the degree of serial correlation in the outcome variable is high. In contrast, the canonical correlation test based on dynamically augmented regressions generally has the right size unless the number of forecast categories, m x , is large relative to the sample size, T. The use of the proposed tests is illustrated by an application to output forecasts using data from the Survey of Professional Forecasters.
The plan of the paper is as follows. Section 2 discusses the frequently encountered setup with binary random variables and contrasts the case with and without serial dependence. Section 3 generalizes the results to the case with multiple categories but assumes a static setting. This is generalized in Section 4 to cover multiple categories and serial dependencies. Section 5 presents Monte Carlo simulation results, while Section 6 reports the empirical application and Section 7 concludes. An appendix provides some of the proofs.
Binary Variables
We first establish some familiar results for the 2×2 case involving a pair of binary variables. This case has been extensively discussed in the statistical literature and, as we shall see, a number of existing tests arise as special cases in this setup. To this end, let I(A) be an indicator function that takes the value of unity if A > 0 and zero otherwise, and suppose we are interested in testing whether one binary variable, x t = I(X t ) is related to another binary variable, y t = I(Y t ) using a sample of observations (y 1 , x 1 ), (y 2 , x 2 ), ..., (y T , x T ). We first cover the case without serial dependence and then extend this to allow for such dependencies.
No Serial Dependence
In the absence of serial dependence in outcomes, the non-parametric sign test proposed by Pesaran and Timmermann (1992) can be used. LetP be the so-called hit-rate, i.e. the proportion of cases where Y t and X t fall in the same category (have the same sign), whileP * is the hit rate expected under the null of independence between x t and y t . The P T test statistic is given by
2 Under the null hypothesis that y t and x t are distributed independently (namely x t has no power in predicting y t ), P T is asymptotically distributed as a standard normal, P T a ∼ N (0, 1).
A Regression Approach
As a step towards allowing for serial dependence in the outcomes, we next show how this test can be cast in a regression context. It turns out that the P T statistic can be well approximated by the t-ratio of the coefficient of x t = I(X t ) in the Ordinary Least Squares (OLS) regression of y t = I(Y t ) on x t and an intercept:
where E (u t |x t , x t−1 , ... ) = 0. We deal with the case where u t could be serially correlated and/or heteroskedastic below. The t-ratio of the OLS estimator of β in the above regression is given by
where r is the simple correlation coefficient between y t and x t . To establish the relationship between t β and the P T statistic, note that
and henceP
Using (2) we havê
Also, after some algebra, it is easily seen that
Ignoring the second term which is of order T −2 , and noting that x 2 t = x t and y 2 t = y t , we have
It follows that (up to order T −1 )
2 The PT statistic is undefined whenȳ orx take the extreme values of zero or unity.
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This in turn establishes that the student-t test of β = 0 in (6), and the P T test defined by (1), will be asymptotically equivalent. The two test statistics are also likely to be numerically very close in most applications.
Serial Dependence
As noted in the introduction one of the main shortcomings of the existing tests of predictability for variables that fall in multiple categories, including the PT test, is the assumption that under the null hypothesis (β = 0), the outcomes, y t , are serially independent. This assumption is clearly restrictive and unlikely to hold for many economic and financial time series. For example, the presence of regimes whose dynamics is determined by a Markov process as in Hamilton (1989) might give rise to persistence in output growth. Serial correlation in such variables is likely to generate serial dependence in the qualitative outcomes and could cause distortions in the size of the PT test, typically in the form of over-rejection.
In the context of the regression based test (6), the serial dependence in outcomes under the null hypothesis translates into serial dependence in the errors, u t . Due to the discrete nature of the y t = I(Y t ) series, the pattern of serial dependence in y t could differ from that of Y t and additionally y t could be conditionally heteroskedastic even if Y t is not and vice versa.
In testing β = 0 in (5), serial dependence in the errors, u t , can be dealt with either parametrically or by using Bartlett weights as proposed by Newey and West (1987) in constructing a test statistict
whereβ is the OLS estimator of β, andV NW ³β´i s the (2, 2) element of
0 , h is the length of the lag window,
Clearly, other estimates of the variance ofβ, based on different estimates of the spectral density ofû t = y t −α −βx t at zero frequency could be used. We shall return to these additional choices in the Monte Carlo section.
Multiple Categories: Static Case
While the binary case is used extensively in empirical work, a number of applications require generalizing the setup to allow for an arbitrary (but countably finite) number of categories. For 6 example, survey data often has multiple categories such as 'down', 'unchanged' and 'up'. 3 To facilitate analysis of such cases, consider the general case where a time series of T observations on some explanatory or predictive variable, x, is arranged into m x categories (states) while observations on the dependent or realized variable, y, are categorized into m y groups. 4 Without loss of generality we assume that m x ≤ m y . Denote the x-categories by x jt so that x jt = 1 if the j th category occurs at time t and zero otherwise. Similarly, denote the realized outcomes by y it so y it = 1 if category i occurs at time t and zero otherwise.
Convert the categorical observations into quantitative measures by assigning the weights a i to y it for i = 1, 2, ..., m y and b j to x jt for j = 1, 2, ..., m x and t = 1, 2, ..., T as follows
Since the outcome categories are mutually exclusive, the regression of y t on an intercept and x t can be written as
or, more compactly,
where
A test of predictability can now be carried out by testing γ = 0 in (10), conditional on a given value of θ. Under this setup the testing problem reduces to the static regression test of the previous section when m y = m x = 2. In the more general case the test of γ = 0 will depend on the "nuisance" parameters, θ. Throughout our analysis we assume that the following conditions hold:
The number of categories, m x and m y is finite and remains fixed as T → ∞. Assumption 2: The sequence of sample averagesx jT = T −1
The second assumption (uniform representativeness) requires that all categories must be represented in a given sample while categories with zero representation must be dropped. Since this result should hold in the limit as T → ∞, it follows from this assumption that none of the states can be absorbing. The third assumption is more of a technical requirement and it is hard to think of realistic cases where it is not satisfied. Under assumptions 1-3 it is easy to establish consistency of the test statistics discussed below. Because the data is discrete, we do not need the underlying variables, Y t and X t to satisfy particular moment conditions. The key is assumption 2 that must holds uniformly for each T and as T → ∞.
In what follows we first consider testing the null hypothesis, H 0 : γ = 0 conditional on a given value of θ under classical assumptions applied to u t conditional on x t . We then examine the properties of the test for other values of θ. The case of serially correlated and/or heteroskedastic errors will be dealt with subsequently.
F(θ)-statistic
For a given value of θ, a standard F −statistic can be employed to test independence of y t and x t :
vation matrices on the qualitative indicators, respectively, and
0 . Since it is not known a priori which element of θ might be non-zero, we employ the normalizing restriction θ 0 S yy θ = 1. This requires that at least one element of θ is non-zero. It follows from Assumption 2 that S xx and S yy are non-singular matrices. To see this, note that due to the multinomial nature of the underlying data the limits of S xx and S yy exist for all T . Furthermore, since the events in the m x or m y categories are mutually exclusive, T −1 X 0 X, and
y it , respectively. For example (dropping, for simplicity, the T subscript on these sample averages),
Similarly, the (i, j) element of S xy is given by T −1 P T t=1 x it y jt −x iȳj . For these matrices to be non-singular it is necessary thatx j 6 = 0 andȳ i 6 = 0 for all i, j. Sincex i = 1 would necessarily imply thatx j = 0 for j 6 = i, to ensure that S xx and S yy are non-singular we must havex j (1 −x j ) 6 = 0 andȳ i (1 −ȳ i ) 6 = 0 for all i = 1, .., m y and j = 1, ..., m x . This is guaranteed to hold by Assumption 2.
We denote the probability limits ofx i ,ȳ i , S xx , S yy , and S xy by μ ix , μ iy , Σ xx , Σ yy , and Σ xy , respectively:
Clearly, Σ xx and Σ yy will be non-singular so long as μ ix (1 − μ ix ) 6 = 0 and μ iy ¡ 1 − μ iy ¢ 6 = 0, which again is implied by Assumption 2.
Maximum Canonical Correlation Test
A general approach to dealing with the dependence of F (θ) on the nuisance parameters is to base the test on
subject to the normalizing restriction that θ 0 S yy θ =1. This idea has been used in the statistical literature (e.g. by Davies (1977) ) in cases where certain parameters of the statistical model disappear under the null hypothesis, and has been applied in econometrics to the analysis of non-nested models by Pesaran, (1981) , and to testing non-linear effects in dynamic models by Andrews and Ploberger (1994) and Hansen (1996) . However, our application of Davies's main idea differs from these applications since the nuisance parameter, θ, does not disappear under the null.
Using (11) , the first order condition for optimization of F (θ) is given by
The value of θ that maximizes F (θ) is therefore given by the eigenvector associated with the maximum eigenvalue of
Denoting the non-zero eigenvalues of S in descending order byρ (14))
which is an obvious generalization of (6) and reduces to t 2 β in the case of m x = 2. Note thatρ 2 i i = 1, 2, ..., m x − 1 are the squared canonical correlation coefficients between the indicators, x t , and the realizations, y t . The concept of canonical correlations was proposed by Hotelling (1935 Hotelling ( , 1936 and considers the degree of linear dependence between two random vectors. In the context of the categorical data this would involve choosing the weights, a i , i = 1, 2, ..., m y − 1 and b j , j = 1, 2, ..., m x − 1 such that the simple correlation between
a i y it , and x t = P m x −1 j=1 b j x jt is maximized. See, for example, Anderson (2003, Ch. 12 ). There are m x − 1 such canonical correlations, given by the square roots of the ordered non-zero solutions of the determinantal equation (recall that m x ≤ m y )
These are the same as the m x − 1 non-zero eigenvalues of the matrix S defined by (15) . The estimator of θ, denoted byθ 1 , is given by the eigenvector associated withρ (10) is thus reduced to testing the statistical significance of the largest canonical correlation between y t and x t . The exact joint probability distribution of the canonical correlations, 1 >ρ Anderson (2003, pp. 543-545) for the case where the distribution of y t conditional on x t is Gaussian. In the present application where the elements of y t (conditional on x t ) can be viewed as independent draws from a multinominal distribution, the exact distribution of the canonical correlations will be less tractable but can readily be simulated as we show below.
Reduced Rank Regression Approach: Trace Canonical Correlation Test
The null of independence between x and y implies not only that
An alternative to the maximum canonical correlation test is therefore to base a test of γ = 0 on an average concept of F (θ) given by
This test can also be derived in the context of the reduced rank regression
where in our application the null hypothesis of interest is Π = 0, or rank (Π) = 0. 7 Under Assumptions 1 and 2, and assuming that under the null hypothesis the outcomes or ε t are serially independent an asymptotic test of Π = 0 is given by
(19)
can also be computed by T r(S) and for this reason is often called the trace test. As noted earlier in the case of Gaussian errors the exact sample distribution of the squared canonical correlations is provided in the literature. In the case of multi-category observations under the null hypothesis the errors will follow a multinomial distribution and the form of the exact distribution of the squared canonical correlations will be rather complicated to write down but as noted above can be easily simulated. However, since under Assumptions 1 and 2 all moments of ε t exist, and S xx and S yy tend to finite non-stochastic positive definite matrices, then as T → ∞, (T − m x )T r(S) will follow the same asymptotic distribution as in the case with Gaussian errors established in the literature.
Relationship to Fisher's Chi-squared Test
In the special case where the realizations of X and Y are serially independent, the standard approach to testing independence of categorized variables is to arrange the outcomes in the form of a contingency table and then compute an appropriate test statistic from the individual cell frequencies. We next show that there is an exact relationship between the trace statistic and Fisher's contingency table χ 2 −test of independence. To this end we first introduce some new notations.
When testing the independence of y it , and x jt for i = 1, 2, ..., m y , j = 1, ..., m x the appropriate contingency table is given by
Here n ij is the frequency of the joint occurrence of y it and x jt , namely n ij = P T t=1 y it x jt , and
The familiar Fisher Chi-square test of independence for data arranged in a contingency table is given by
The appendix contains a proof of the following proposition which shows that the trace test based on the reduced rank regression (18) 
whereρ i is the sample estimate of the i th canonical correlation between Y = (y 1 , y 2 , ..., y my−1 ) and X = (x 1 , x 2 , ..., x mx−1 ), y i = (y i1 , y i2 , ..., y iT )
0 and
The values or 'labels' assigned to the categories for the X and Y variables may have a specific meaning in some applications but are oftentimes arbitrary−think of the convention of labelling recessions as unity and expansions as zeros. It would be unfortunate if such labels had an effect on the outcome of the proposed tests. However, as we next show, a convenient and reassuring property of the tests is that the labelling is irrelevant to the test statistic: This result implies that the trace and the maximum canonical correlation statistics are both invariant to the measurement of the categorical variables. Another way to establish this result which takes advantage of our framework is to notice that the test statistics remain unchanged if y t and x t are pre-multiplied by non-singular matrices of order (m y − 1) × (m y − 1) and (m x − 1) × (m x − 1), respectively. Denote these matrices by T y and T x , and let
and note that the canonical correlations ofỹ t andx t are given by the non-zero roots of
Since T y and T x are non-singular, we also havē
Finally, since |T y | 6 = 0 this establishes thatρ 
Simulation of Critical Values
The idea of basing a test of dependence on (T − m x )ρ 2 1 , whereρ 2 1 is the largest of the squared canonical correlation has not, to our knowledge, previously been considered. Critical values are therefore unknown for this test. Notably, the ordering of squared canonical correlations induces a non-standard distribution and means that (T − m x )ρ 2 1 will not follow a standard chi-squared test even in large samples. Furthermore, even for the trace test where ranking is not an issue, the chi-squared distribution is only achieved asymptotically, so the critical values will differ in small samples.
To compute the critical values of the maximum F (canonical correlation) statistic,
, and the average F (trace canonical correlation) statistic,F = (T − m x ) P m x −1 i=1ρ 2 i , we undertook the following simulation experiment. Letting m x = m y = m, we generated random samples from the multinomial distribution with 2(m − 1) categories for m = 2, 3 or 4. We carried out 100, 000 replications and considered sample sizes of T = 20, 50, 100, 500 and 1, 000. When m = 2, the 95% critical values are below their asymptotic value of 3.84 for the smallest samples of T = 20 or 50 but then rise to a value above this when T = 100. Hence there is no monotonic relationship between sample size and the 95% critical value when m = 2. In contrast, the critical values seem to rise monotonically with the sample size when m = 3 or 4. Notice that a test that ignores the ranking information and hence wrongly assumes that (T − m)ρ 
Multiple Categories in the Presence of Error Dependence and Heteroskedasticity
We finally turn to the general case with multiple categories and serial dependence in the outcome variable. A significant advantage of the maximum canonical correlation and reduced rank regression framework is, as we shall see, that it allows a natural extension of the test to dynamic contexts which does not seem possible within the standard contingency table set up. Serial dependence in u t can be allowed for either parametrically or by using a heteroskedasticity and autocorrelation consistent (HAC) procedure.
Dynamically Augmented Reduced Rank Regression
To allow for possible serial dependencies in the outcomes we consider the regression model (10) and assume that the errors, u t , could be serially correlated. Suppose that u t follows a stationary first order autoregressive process
where ε t are serially independent. For this error specification, using (10) we have
As in the previous section, a consistent test of γ = 0 can now be carried out using the maximum or the average of the canonical correlation coefficients of Y and X after filtering both sets of variables for the effects of y t−1 and x t−1 . More specifically, we compute the eigenvalues of
and T × (m y − 1) observation matrices on x t−1 and y t−1 , respectively.
It is now easy to show that the trace test based on S w is the same as testing Π = 0 in the dynamically augmented reduced rank regression
13 where E is a T × (m y − 1) matrix of serially uncorrelated errors. Higher order error dynamics can be accommodated by including further lags of y and x as columns of W. Under Π = 0, and for T sufficiently large, using results established in Anderson (2003, Section 12.4), we have
Iterated Method
An alternative to dynamically augmenting the reduced rank regression is to adjust the moment matrices used in calculating the variance matrix ofγ to account for heteroskedasticity and autocorrelation in the errors in (10). The F -statistic corresponding to (11) in this case is given by
..,ȳ m y −1 ¢ 0 , and under γ = 0
can be viewed as the long run variance of T
Since elements of x t and y t are bounded, H xx (θ) exists under general assumptions concerning the serial dependence and heteroskedasticity of the error terms, as set out in Newey and West (1987) . Unlike the serially independent case, the first order conditions for maximization of LM (θ) cannot get reduced to solving an eigenvalue problem. An asymptotically equivalent alternative (under γ = 0) is to use a first-stage consistent estimate of H xx (θ) that abstracts from the serial dependence of the errors. Such an estimator of θ is given by (17) , and the first-stage estimate of H xx (θ) can be obtained by (using a Bartlett window)
Using this estimator, one can solve the following eigenvalue problem Under the null that γ = 0, and conditional on the initial estimator of θ,θ 1 , the Trace test is now given by
xx (θ 1 )S xy . The estimate of θ used for the estimation of H xx (θ) can be iterated upon as required until convergence is achieved, subject to the normalization restriction, θ 0 S yy θ = 1. 9 The heteroskedasticity and autocorrelation consistent t-statistic corresponds to the GMM test recently proposed by Harding and Pagan (2004) in the context of serially dependent binary variables (m = 2).
Monte Carlo Simulations
The previous section introduced a range of test statistics and derived their asymptotic distribution. However, it is also important to understand the finite sample properties of these tests, so in this section we undertake some Monte Carlo experiments to shed light on this question. We use the following setup. To capture serial dependence, Y t was simulated from a first-order autoregressive process with parameter, ϕ, and Gaussian increments. 10 Autocorrelations of ϕ = 0.0, 0.5 and 0.8 were considered, corresponding to zero, medium and strong serial correlation scenarios, respectively. To allow for different degrees of dependence between Y t and X t , we consider three values for the cross-correlation of their increments, r yx = 0.0, 0.2 and 0.8. Finally, the simulated data were categorized into m x = m y ≡ m equally probable bins. Two thousands replications were carried out for each experiment. We report results for sample sizes of T = 20, 50, 100, 500 and 1000.
The simulations consider the three trace statistics (19) , (24) and (26) and the corresponding maximum canonical correlation tests. In each case we assume a critical level of five percent, using the finite sample critical values from Table 1 . For the dynamically augmented reduced rank regression (23) that includes lags of X t and Y t , we consider up to four lags, selected in each case using the Akaike Information Criterion. The number of lags used in the HAC procedure is proportional to T 1/3 . We also consider the performance of the PT test for market timing referred to in Section 2 which tests whether the diagonal elements in a contingency table differ from their values implied under the null of independence,
Notice that when m > 2, the null hypothesis for the PT test differs from the null of independence, whereas the two coincide when m = 2. In the multicategory case (7) can be generalized to √ mV
This is the form of the PT statistic used in the simulations. Table 2 reports the size of the test statistics assuming a zero correlation between Y t and X t (r yx = 0), whilst varying the degree of serial dependence in Y t , as measured by ϕ. In the absence of any serial correlation (ϕ = 0, in Panel A), the test statistics generally have the right size. Exceptions to this only occur when m is large relative to the sample size (i.e. when m = 3 or 4 and T = 20)−cases where one would hesitate to rely on statistical tests. In the latter case the dynamically augmented and iterated canonical correlation tests tend to be somewhat oversized, reflecting the effect of estimation error in very small samples. The PT test also tends to be oversized in the smaller samples. Similar findings are well known in the time series literature on hypothesis testing with serial adjustment in cases where the sample size is small relative to the number of estimated parameters. Turning to the case with serially correlated outcomes (but still no cross-correlation, i.e. r yx = 0), under mild serial correlation (ϕ = 0.5 in Panel B), the static canonical correlation test statistic is somewhat oversized with rejection rates of 7-10 percent. A similar but somewhat larger over-rejection rate is observed for the PT test. The size of the dynamically augmented test statistics are generally reasonably close to the 5% nominal level. The iterated test is undersized in the smaller samples when m = 2 or m = 3. Small sample size distortions disappear for the dynamically augmented and iterated tests as the sample grows. In contrast, the size distortions grow as a function of the sample size for the static canonical correlation test that assumes serially uncorrelated outcomes.
Size
When the serial correlation gets even stronger (ϕ = 0.8, in Panel C), size distortions become much more serious for the static canonical correlation test and the PT test. At this level of persistence, rejection rates around 20-30% are common for either test. In contrast, the dynamically augmented and iterated test that allow for serially correlated outcomes generally have the right size. Furthermore, they appear to converge to the right limits in the largest sample sizes and hence properly adjust for serial dependencies. In contrast, the static canonical correlation test is clearly over-sized in both the small and the largest samples with a bias that grows with the sample size. Table 3 presents values of the power when the correlation between innovations to X and Y is r yx = 0.2. In the absence of any serial correlation in the outcomes (ϕ = 0), the power of the static and dynamically augmented canonical correlation statistics is around 10 percent in samples with 50 observations. This rises to 25 and 80 percent when the sample size is increased to 100 and 500 observations, respectively. Power is close to 100% in the largest sample with 1000 observations. For the static and dynamically augmented canonical correlation statistics, the power does not vary too much across different values of m except for in the very smallest sample with T = 20, where the size distortions of the dynamically augmented test leads to overrejections. The iterated test generally has weak nominal power as a result of its tendency to be undersized in the smaller samples.
Power
Introducing mild serial persistence (ϕ = 0.5 in Panel B) does not change the results very much although the rejection rate is now generally marginally higher for the static canonical correlation test than for the dynamically augmented test due to the tendency of the former to over-reject as documented in Panel B of Table 2 . This same point also explains the much higher rejection rates for the static canonical correlation test in the high persistence scenario covered in Panel C. Table 4 shows results when the correlation between innovations to X and Y is raised to r yx = 0.8. Not surprisingly, the power of the static and dynamically augmented test is generally very high for this case−close to 70% in the smallest sample with 20 observations and close to unity in the larger samples. Once again, the iterated procedure tends to have lower power in the smaller samples due to the fact that it is undersized for these cases.
The power of the tests should of course be seen in relation to the size-distortions discussed previously. If size distortions grow as a result of serial correlation, the power of some tests may appear to increase as a result of stronger serial correlation, even though this is not really the case. To demonstrate this point, Figures 1-3 plot the rejection rates as a function of the crosssectional correlation between innovations to X and Y under no persistence (ϕ = 0, in Figure  1 ), mild persistence (ϕ = 0.5, in Figure 2 ) and strong persistence (ϕ = 0.8, in Figure 3 ). The figures assume m = 2, T = 100 and uses 2,000 simulations. Figure 1 shows that in the absence of serial persistence, the iterated test is undersized and the static canonical correlation test has marginally higher power than the dynamically augmented test. This is to be expected since the static test uses the correct assumption of zero coefficients on lagged values of X and Y and hence estimates fewer parameters. Figure 2 shows that the static canonical correlation test tends to get oversized in the presence of serial correlation. It is clear from Figure 3 that this problem grows very severe as the degree of persistence of the outcome variable goes up. Under mild serial persistence the dynamically augmented and iterated canonical correlation methods tend to have the right size whereas the latter is a bit oversized under strong serial persistence.
Alternative Adjustments for Heteroskedasticity and Serial Correlation
When m x = m y = 2, we considered a standard least-squares t−test without correction for serial correlation in addition to t−tests that account for serial correlation using either the NeweyWest (1987) or Kiefer-Vogelsang (2002) corrections. We also corrected for serial correlation by means of Andrews' plug-in bandwidth (Andrews (1991), Andrews and Monahan (1992) ) and the Phillips, Sun and Jin (2005) approach. These approaches were applied separately for Bartlett, Parzen and QS (quadratic spectral) kernels used to adjust for serial correlation. We consider two regressions, namely one that does not include lagged values of the dependent and independent variables (regression I), along with a regression that includes lags of X and Y (regression II) selected by the AIC. Table 5 presents the results. To save space we report results only for least squares, Bartlett and QS kernels, but very similar results were obtained using other kernels. In the case without serial correlation, the tests generally have the correct size, albeit with a tendency of the dynamically augmented regressions to be slightly oversized in the smallest sample with T = 20 observations. Results are robust across kernels used to compute the standard errors. Turning to the case with mild serial persistence (panel B), the results now suggest that the static OLS method is oversized in the largest samples, while the other methods control size much better. Finally, for the case with strong serial persistence, the OLS method rejects in close to 25% of the cases, indicating again that serial correlation is a big problem for this method and leads to significant size distortions. Correcting for serial correlation by using Bartlett or QS weights only partially resolves this problem as the tests based on these methods still tend to be oversized with a rejection rate closer to 10-15% in the smaller samples. The best method seems again to be to dynamically augment the regression and use HAC standard errors. Under this method the size of the tests is close to the correct value of 5% except for in the smallest sample, T = 20, where the rejection rate is closer to 10%.
In the case without serial correlation, the power is around 10% in the smallest samples, growing to 25% when T = 100 and to 80% and close to 100% in the two largest samples. In the case with strong serial correlation and mild correlation between innovations to X and Y , the power of the dynamically augmented methods that use HAC standard errors declines to around 15%, 40% and 75% in the samples with 100, 500 and 1,000 observations. While the power appears to be higher for the simple OLS method, this only reflects the size distortions described earlier.
Power is uniformly high in the experiments with a correlation between innovations to X and Y of 0.8 even in the presence of strong serial correlation.
Survey Forecasts of GDP Growth
Our empirical application considers the Survey of Professional Forecasters which reports currentand next-year forecasts of real GDP growth in the form of probability values spread across various outcome ranges. Our sample covers the period between 1992Q1 and 2005Q2, the longest recent period during which the definition of the outcome ranges was not subject to change. We study real GDP growth forecasts and realizations in the ranges below 2%, between 2% and 3%, between 3% and 4% and above 4%. The range with the highest probability among survey participants−the most likely range−is assigned unity, while the other ranges get a zero. The same ranges are then used for the 'realized' time series which we take to be the real-time vintages of output growth. By using real-time data, we avoid distortions due to subsequent data revisions that could not have been known by the survey participants. All data is published by the Philadelphia Federal Reserve. Table 6 reports the value of the PT, static, dynamically augmented and iterated maximum and trace canonical correlation tests using m = 2 categories (based on the ranges (−∞, 3%), [3%, ∞)), m = 3 categories (based on the ranges (−∞, 2%), [2%, 4%), [4%, ∞)) and m = 4 categories (based on the ranges (−∞, 2%), [2%, 3%), [3%, 4%), [4%, ∞)).
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For the current-year predictions, the PT test and the static canonical correlation test indicate strong evidence of predictability irrespective of the number of categories used. However, it should be kept in mind that these tests tend to be seriously over-sized in situations with significant serial correlation. Adjusting for serial correlation is important here: The autocorrelation of the first linear combination of the dependent variable is 0.8, while that of the second and third linear combination is 0.40.
In view of the serial correlation in the data, it is therefore not surprising that the dynamically augmented and iterated canonical correlation tests are far smaller than the static canonical correlation test. Moreover, these test statistics generally fall some distance below the 5% finite-sample critical values reported in Table 1 (assuming a sample size of 50). The only case with robust evidence of current-year predictability is when m x = m y = 4, where both the dynamically augmented and iterated canonical correlation statistics generate p−values far below 5%. This suggests that survey participants have the ability to predict the finer ranges of output growth and that information is lost by aggregating the data too much.
Turning to the year-ahead forecasts, most results indicate lack of forecasting ability. The PT test is now insignificant and even slightly negative. The static canonical correlation test generates a p−value around 5% using m = 3 categories. However, when account is taken of persistence in the data, once again the test statistic declines substantially and is now far from being significant.
These results indicate no ability to predict the correct range of real GDP growth one-year ahead, whereas current-year GDP growth is predictable. The analysis also demonstrates that, in practice, it can make a sizeable difference whether or not persistence is accounted for when calculating test statistics for multi-category data.
Conclusion
This paper proposed new canonical correlation test statistics that can be used for robust inference concerning the relationship between multicategory variables in the presence of serial dependencies. The need for such statistics arises in a variety of applications in areas such as business cycle research, market timing analysis and in the analysis of survey data.
In the absence of serially dependent outcomes we show that the traditional contingency table test statistic is identical to a trace tests based on reduced rank regressions of categorical variables. Casting the problem in this manner allows us to develop methods to control for serial dependence in the context of dynamically augmented regressions. It is worth emphasizing that the reduced rank regression approach is extremely easy to implement and only requires computing a multivariate regression of (m − 1) categorized variables on an intercept, (m − 1) explanatory variables and lags of these and then using standard HAC estimates for standard errors.
Our Monte Carlo simulations and empirical application demonstrate that standard test statistics that are based on a multinomial setup with draws that are assumed to be independent over time can be severely over-sized in the presence of serial dependencies in the underlying data. In contrast, the proposed maximum and trace canonical correlation statistics perform well in small samples and appear to have good power properties. It is our hope that applied researchers will use the proposed test statistics in the analysis of serially dependent multicategory data.
Proof of Proposition 1. To establish the result we first write the various moment matrices in the trace expression in terms of n ij notations. Since the events in the various categories are mutually exclusive, Y 0 Y and X 0 X will be diagonal matrices with their i th diagonal elements given by
Also the (i, j) element of Y 0 X is n ij , and
where τ m y −1 is a (m y − 1) × 1 vector of ones. Hence
and noting that
we have
It is easily seen that
where q x = (n my1 , n my2 , ..., n my,mx−1 ) 0 . Using these results, after some algebra we have
where q y = (n 1mx , n 2mx , ..., n my−1,mx ) 0 . Hence
Consider now the various terms in this expression. First, since Y 0 Y and X 0 X are diagonal matrices and the typical element of Y 0 X is n ij , it readily follows that
and (recalling that (Y
Therefore, it follows that
Substituting these terms in the expression for trace, we have
as required. Proof of Proposition 2. To prove the proposition, we show that nothing is gained by using "optimal scores", i.e. by optimizing over the values assigned to the variables in each category -see, e.g., Kendall and Stuart (1979, pp. 597-606) . Accordingly, suppose that the problem of interest is to assign scores a i (i = 1, 2, ..., m y ) and b j (j = 1, 2, ..., m x ) to the categories of an
obtained. Without loss of generality the scores are standardized so that y * t and x * t have zero means and unit variances. In the case of serially independent outcomes, y it and x jt , and for n sufficiently large we have
n ij a i b j .
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The first order conditions for this optimization problem are given by
where λ y and λ x are Lagrange multipliers associated with the constraints V ar(y * t ) = 1 and V ar(x * t ) = 1, respectively. In matrix notations
where Y and X are T × m y and T × m x matrices on y it , i = 1, 2, ..., m y and x jt , j = 1, 2, ..., m x , for t = 1, 2, ..., T , a = (a 1 , a 2 , ..., a m y ) 0 , and
0 . In the earlier notations X = (X, x m x ) and Y = (Y, y m y ). Note that Y 0 Y and X 0 X are diagonal matrices with diagonal elements given by n i. > 0 and n .j > 0, respectively, and Y 0 X is an m y × m x matrix with its (i, j) element given by n ij . Also
It is now easily seen that λ y = λ x = R, and hence
Since Y 0 Y and X 0 X are non-singular and m x ≤ m y , R 2 can be obtained by computing the eigenvalues of (X 0 X )
, that are the same as the non-zero eigenvalues of
Since X τ mx = τ T and Yτ my = τ T , it is easily seen that one of the eigenvalues is unity. 12 This leaves m x − 1 non-zero eigenvalues, R 
which is the result obtained in Proposition 1.
12 Let a = τ m y and note that since Yτ m y = τ T , and X (X 0 X )
But Y 0 τ T = (n 1. , n 2. , ..., nm y .) > 0 and it must be that R 2 = 1. Notes: Results are based on 2,000 Monte Carlo replications, using the finite-sample critical values from Table  1 . When m = 2, the PT statistic is a test of independence, while when m > 2, the null of this test is that the diagonal cell probabilities in the m × m contingency table take their values under the null of independence between the row and column variables -m is the number of categories. 
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