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Abstract. We analyse asymptotic properties of the discrete Fourier transform and the
periodogram of time series obtained through (truncated) linear filtering of stationary
processes. The class of filters contains the fractional differencing operator and its
coefficients decay at an algebraic rate, implying long-range-dependent properties for the
filtered processes when the degree of integration a is positive. These include fractional time
series which are nonstationary for any value of the memory parameter (a 6¼ 0) and
possibly nonstationary trending (a  0.5). We consider both fractional differencing or
integration of weakly dependent and long-memory stationary time series. The results
obtained for the moments of the Fourier transform and the periodogram at Fourier
frequencies in a degenerating band around the origin are weaker compared with the
stationary nontruncated case for a > 0, but sufficient for the analysis of parametric and
semiparametric memory estimates. They are applied to the study of the properties of the
log-periodogram regression estimate of the memory parameter a for Gaussian processes,
for which asymptotic normality could not be showed using previous results. However,
only consistency can be showed for the trending cases, 0.5  a < 1. Several detrending
and initialization mechanisms are studied and only local conditions on spectral densities of
stationary input series and transfer functions of filters are assumed.
Keywords. Discrete Fourier transform; long-range dependence; long memory;
nonstationary series; log-periodogram regression; asymptotic normality.
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1. INTRODUCTION
Most models for nonstationary trending and long memory time series are based
on some underlying weakly dependent stationary processes. Thus for stationary
long memory or long range dependent processes it is often assumed that
xt ð1 LÞdet; 0 < d < 0:5; t 1; 2; . . . ; ð1Þ
where the fractional difference filter (1 L)d is defined in terms of the lag
operator L through the formal expansion,
ð1 LÞd :
X1
j 0
uðdÞj L
j; uðdÞj
Cðjþ dÞ
CðdÞCðjþ 1Þ ;
for any real d 6 1, 2, . . ., where
CðxÞ
Z1
0
zx1ezdz


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is the Gamma function and C(0)/C(0) 1. Here et, t 0, ±1, . . . , is assumed to
be covariance stationary and weakly dependent according to some standard
definition, which usually entails that the process et has a positive bounded spectral
density at zero frequency. For instance, Hosking (1981) and Granger and Joyeux
(1980) originally proposed that et is an auto regressive moving average process.
Then xt is termed integrated of order d, is covariance stationary with finite
variance under d < 0.5, and its spectral density has a pole (zero) at zero
frequency if d > 0 (d < 0). Trending observations can be modelled by partial
sums (Sowell, 1990; Hurvich and Ray, 1995; Velasco, 1999),
yt y0 þ
Xt
j 1
xj; t 1; 2; . . . ; ð2Þ
leading to difference stationary models where the increment series (1 L)yt xt
is stationary integrated of order d 1, 0.5  d 1 < 0.5, satisfying eqn (1).
Then we say that yt is integrated of order d, 0.5  d < 1.5. Using successive
partial sums it is straightforward to define higher order integrated series for any
d  0.5.
Alternatively, it is possible to consider (e.g. Phillips, 1999; Robinson and
Marinucci, 2001) that a process is generated by a truncated filtering as
ft
Xt1
j 0
uðaÞj gtj; a > 0; t 1; 2; . . . ; ð3Þ
so all the past weakly dependent stationary innovations gt, t  0, are ignored.
This convention makes essential the date of start of observation. However, this
framework can easily be generalized setting a warming up period where the inflow
of information can begin before we actually observe the process. The filtered
process ft, although with finite variance for fixed t, is nonstationary for any value
of a 6 0. However, if a < 0.5, it converges in mean square as t ! 1 to the
covariance stationary xt obtained in eqn (1) for the same sequence of innovations
gj ej, j 1,. . ., t. Using Stirling’s formula, we found that CðaÞuðaÞj  ja1 as
j ! 1, where  means that the ratio of left and right hand sides tends to 1.
Therefore, when a  0.5 the variance of ft can grow without limit with t and ft is
nonstationary long range dependent in the sense of Heyde and Yang (1997). Of
course, both ideas can be combined to define fractional integrated processes,
achieving complete generality in the generation of time series with long range
dependent behaviour.
The long range properties of the processes (1) (3) are described by the memory
parameters d and a, and under regularity conditions and appropriately
normalized, such processes converge to different versions of fractional
Brownian motion of parameters d > 0.5 and a > 0.5 respectively (see
Marinucci and Robinson, 2000 for a discussion). The memory parameters can
be estimated by a variety of methods under general assumptions. Main focus in
the literature has been paid to stationary long memory series (e.g. Fox and

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Taqqu, 1986; Robinson, 1995a,b), although difference stationary models have
been considered (e.g. Velasco, 1999; Velasco and Robinson, 2000). Using the
other alternative, Phillips (1999) considered asymptotic properties of the discrete
Fourier transform (DFT) of ft given by eqn (3), where gt is a linear process with
coefficients in the Wold decomposition associated with a uniformly smooth
spectral density, extending ideas of Phillips and Solo (1992) in terms of a Barlett’s
approximation to the DFT of the linear i.i.d. innovations. Robinson (2005)
considered bounds between the DFT of ft and its stationary version xt given by
eqn (1) when a d 2 [ 0.5, 0.5) and et gt, and studied the effect of tapering
when these series are possibly further fractionally integrated to achieve
nonstationary memory levels. These results are used to derive the properties of
different parameter estimates which are linear functions of the periodogram, and
whose analysis had been conducted previously for (difference) stationary
processes.
In this paper, we generalize and improve the previous results on the moments of
DFT and periodogram for frequency domain inference on fractional series given
by eqn (3) following a different route. In accordance with Robinson (1995a), we
study the DFT of the observed series directly and set our local conditions in terms
of the spectral density of the weakly dependent innovations gt and of a general
nonstationary long range dependent filter as in Robinson and Marinucci (2001).
In this paper, we also consider several extensions of model (3). We consider
simultaneously series with negative memory (a < 0), which are relevant for
statistical inference on fractionally differenced data; processes with filters
initialized at a point different from zero; and fractional differencing and
integration of stationary long memory time series with gt xt given, e.g. by
eqn (1) with 0 < jdj < 0.5.
Our results are weaker than the ones that can be obtained in the nontruncated
case for both jaj < 0.5 and a  0.5 (cf. Robinson, 1995a and Velasco, 1999,
respectively). However, they are sufficient to justify valid large sample log
periodogram inference on a, jaj < 0.5 (Geweke and Porter Hudak, 1983;
Robinson, 1995a) for Gaussian processes, although we can only obtain
consistency results when 0.5  a < 1. The results allow for stationary long
memory innovations, log periodogram regression estimating the overall memory
of the resulting time series in this case. Previous results in Phillips (1999) and
Robinson (2005) could not justify such asymptotic properties. Our local
conditions on the spectral density of gt are also weaker and more general than
those of Kim and Phillips (1999) who studied this semiparametric estimate when
a  1 in a related set up following Phillips (1999) analysis. The results obtained
in this paper are also useful for other problems and, for instance, the narrow band
Whittle estimate investigated in Robinson (1995b) for stationary long memory
linear processes has been analysed in Marmol and Velasco (2004) under eqn (3)
for linear gt and jaj < 0.5.
The rest of the paper is organized as follows. Next section analyses the
covariance properties of the DFT of fractionally integrated series, while Section 3
considers the log periodogram estimate of a. Section 4 discusses the initialization
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of the process ft and different detrending mechanisms. The case when gt is a long
memory (stationary) process is studied in Section 5. Some technical lemmas and
proofs are contained in an appendix.
2. DISCRETE FOURIER TRANSFORM OF FRACTIONALLY INTEGRATED TIME SERIES
We follow the same notation as in Robinson and Marinucci (2001) but in a
univariate framework to simplify the presentation. We consider linear filters more
general than the fractional (1 L)a, with similar first order asymptotic
properties. We consider simultaneously the cases of positive and negative
memory parameter. The filter with positive memory parameter induces positive
autocorrelation for long lags and is the relevant case for most data in practice,
although negative values are likely to occur if some detrending mechanism, such
as differencing, has been applied previously.
Generalizing eqn (3), which is stated in terms of the fractional weights uðaÞj , we
suppose that the observed sequence is given by
ft
Xt
j 1
/ðaÞtjgj; t 1; . . . ; n;
where the filter coefficients /ðaÞt , its transfer function
/ðkÞ
X1
j 0
/ðaÞj expðijkÞ;
and the process gt satisfy Assumption 1.
Assumption 1.
1. f/ðaÞt g 2 UðaÞ, where U(a), jaj < 1, is the class of sequences
f/ðaÞt ; t 0; 1; . . .g, such that /ð0Þt 1ðt 0Þ, and
/ðaÞt 
ta1
CðaÞ ; as t !1;
j/ðaÞt /ðaÞtþ1j Oðt1j/ðaÞt jÞ; as t !1:
ð4Þ
2. /ð0Þ P1j 0 /ðaÞj 0, and j/(k)jjkj2a as jkj ! 0, 1 < a < 0.
3. gt is a zero mean covariance stationary process with spectral density fgg(k),
positive and continuous in an interval around k 0.
It is easy to show that the sequence uðaÞt given by the fractional filter (1 L)
a
belongs to the class U(a), although our setup will not cover models such as eqn
(1), defined in terms of the infinite sequence uðaÞj . In fact, the class U(a) is more
general than that defined in terms of the fractional integration filter since we allow

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for contributions of a smaller order of integration a c, c > 0, which can be of
interest in some applications regarding cointegrated time series and volatility
sequences (see e.g. the survey in Velasco, 2006). This possibility will be effectively
accounted for in (2.) of Assumption 3. For a < 0, the class U(a) could be defined
in terms of differences of filters belonging to U(a þ 1). Thus
/ðaÞt /
ðaþ1Þ
t /
ðaþ1Þ
t1 ; t 1; 2; . . . ; /
ðaÞ
0 1;
as when we take fractional differences of a finite length vector observed in t
1,. . ., n. For a > 0, the asymptotic behaviour of j/(k)j when jkj ! 0, is deduced
in Lemma 1 in the Appendix, using (1) of Assumption 1, and described by (2) of
Assumption 1 for 1 < a < 0.
The conditions on gt imposed by (3) of Assumption 1 are not restrictive as we
leave all the spectral density fgg(k) unparametrized except at zero frequency, where
it is smooth, and require only integrability for covariance stationarity. We further
relax this condition in Section 5 and consider stationary long range dependent gt
whose spectral density has singularities at k 0.
We are mainly concerned with the asymptotic properties of the DFT of ft, t
1,. . ., n,
wfðkjÞ ð2pnÞ1=2
Xn
t 1
ft expðitkjÞ;
at the set of Fourier frequencies kj 2pj/n, in a degenerating band around the
origin. These are the relevant frequencies to describe long range properties of ft.
To reproduce results parallel to Thm 2 of Robinson (1995a) or Thm 1 of Velasco
(1999), for stationary and difference stationary processes respectively, we define a
(possibly nonintegrable but) stationary analogue to a spectrum for ft,
fffðkÞ fggðkÞj/ðkÞj2
(see e.g. Velasco, 1999 for difference stationary processes). The spectrum fff(k) is
nonintegrable for a  0.5 because we show in Lemma 1 (for a > 0) that
fffðkÞ  fggð0Þjkj2a; as k! 0; ð5Þ
with 0 < fgg(0) < 1. This spectrum describes the second order dynamic
properties of ft and would be the reference target for log periodogram regressions
because it equals the limit of the expectation of the periodogram, as happens for
(difference) stationary process (see also Solo, 1992). The spectrum fff(k) is the
limit, as n ! 1, of the time varying spectral density
f ðnÞff ðkÞ fggðkÞ
1
n
Xn
t 1
j/tðkÞj2; /tðkÞ
Xt1
j 0
/ðaÞj expðijkÞ;
which is directly related to the expectation of the periodogram Iff(k) jwf(k)j2.
To see this we can use that

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E½wfðkjÞwfð kkÞ 1
2pn
Z
P
vj;kðlÞfggðlÞ dl; ð6Þ
see (8.1) in Robinson and Marinucci (2001), where P [ p, p] and
vj;kðlÞ /nðkj; lÞ/nð kk; lÞ; /nðk; lÞ
Xn
t 1
expðitðkþ lÞÞ/tð lÞ:
Then we can check that
1
2pn
Z
P
vj;jðlÞ dl
1
n
Xn
t 1
j/tðkjÞj2
and, if fgg(l) is smooth enough at l kj, we can approximate the periodogram
expectation E [Iff(kj)] E [wf(kj)wf( kj)] by f
ðnÞ
ff ðkjÞ. Here, the function vj,k(l)
plays the joint role of Fejer’s kernel,
KnðlÞ ð2pnÞ1
Xn
t 1
expðitlÞ

2
;
and of the fractional transfer function
juðlÞj2
X1
j 0
uðdÞj expðijlÞ

2
j1 expðilÞj2d
in the (difference) stationary cases (1) and (2) for d < 1.5, since in this case
E½IyyðkjÞ
Z
P
Knðkj lÞfeeðlÞjuðlÞj2 dl:
The kernel Kn(l) tends to a Dirac’s delta function d(l) as n ! 1, so the above
quantity tends to fyy(kj) fee(kj)ju(kj)j2. The study of the properties of eqn (6)
based on the kernel /n(k, l) generalizes usual stationary Fourier analysis
techniques for time dependent linear filters, possibly with algebraic decay to zero.
Now we impose some extra smoothness conditions on fff(k) at k 0 through /
(k) and fgg(k).
Assumption 2.
1. fgg(k) is boundedly differentiable for k 2 ( , ), some  > 0.
2. /(k) is differentiable in ( , ) f0g, with
d
dk
/ðkÞ Oðj/ðkÞjjkj1Þ as k! 0:
This assumption is similar to Assumption 2 of Theorem 2 of Robinson (1995a),
where the covariance matrix of the DFT of stationary long memory series is

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analysed. It does not impose extra smoothness compared with this case and it
implies that (d/dk) log fff(k) O(jkj1) as k ! 0, in view of Lemma 1 (a > 0)
and (2) of Assumption 1 (a < 0). We give now an equivalent result for the DFT
of ft at Fourier frequencies, whose proof can be found in the Appendix. Here and
elsewhere we use the notation
ðlog nÞa 0:5 log n if a 0:5;
1 otherwise.
n
Theorem 1. Under Assumptions 1 and 2, for 1  k < j < m, m/n ! 0 as
n ! 1,
1. If 0 < a < 1, then we have
E½wfðkjÞwfð kjÞ fffðkjÞ þ OðfffðkjÞfja1 þ j1ðlog nÞa 0:5gÞ;
E½wfðkjÞwfð kkÞ; E½wfðkjÞwfðkkÞ; E½wfð kjÞwfðkjÞ
O fffðkjÞfffðkkÞ
q
ja1 þ j
k
 a
n1 log jþ j1ðlog nÞa 0:5
  
:
2. If 1 < a < 0, then we have
E½wfðkjÞwfð kjÞ fffðkjÞ
þ O fffðkjÞ j1 þ n1 log jþ j2jajn2jaj1ðlog nÞa 0:5
n o 	
;
E½wfðkjÞwfð kkÞ; E½wfðkjÞwfðkkÞ; E½wfð kjÞwfðkjÞ
O fffðkjÞfffðkkÞ
q
j1 þ j
k
 jaj
n1 log jþ j2jajn2jaj1ðlog nÞa 0:5
( ) !
:
3. For a 0 all the bounds are replaced by
Oð fffðkjÞfffðkkÞ
p
k1 log jÞ; k  j.
The bounds obtained in this theorem for the normalized periodogram expectation
f1ff ðkjÞE½IffðkjÞ 1 of nonstationary data at Fourier frequencies kj are different
for any a 6 0 from the stationary ones, O(j1 log j), 0.5 < a < 0.5, given by
Robinson (1995a) and reported here for the a 0 case. They are also different
from the difference stationary result, O(j2(a1) log j), 0.5  a < 1 (see Velasco,
1999), but dependent on the degree of integration as well. For instance, the new
contribution in ja1 when a > 0 arises from the temporal inhomogeneity of ft, t
1,. . ., n, when the time invariant spectral density fff(k) is compared with the time
varying spectral density f ðnÞff ðkÞ. However, when 0.5 < a < 0 the results in
Theorem 1 are the same as in the stationary case, up to a logarithmic factor, and as
expected, the effects of truncation seem to be alleviated in case of negative memory.
Robinson (2005) obtained for fractional series ft as in eqn (3) that
f1ff ðkjÞE jwfðkjÞ wxðkjÞj2
h i
O j1ðlog nÞa 0:5
 	
ð7Þ

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for a 2 [ 0.5, 0.5) when xt is given by eqn (1) for d  a and the same sequence of
innovations. Using this result and a triangle inequality in his equation (C.4),
together with Robinson (1995a, Thm 2(i)), we can obtain that for a 2 (0, 0.5),
f1ff ðkjÞE½IffðkjÞ 1 þ Oðj1=2Þ. This result is improved by the corresponding
bound O(ja1) in our Theorem 1 for any a < 0.5. This improvement is important
to allow for the asymptotic normality of the log periodogram regression estimate
of a, for jaj < 0.5, but only consistency can be obtained when a  0.5 (see
Section 3). Using the same arguments in the proof of Theorem 1 and considering
only the contribution from j/tðkÞj2 in eqn (21), we can obtain under Assumptions
1 and 2 that the left hand side of eqn (7) is O( j1 þ n1 log j) for a 2 (0, 0.5), see
eqn (24), which generalizes Robinson’s (2005) result to long memory filters in the
class U(a) by means of local assumptions on the smoothness of fgg(k) and /(k) at
k 0.
Phillips (1999) provides some probability bounds on the difference
wf(kj) (1 e
ikj)awg(kj), a > 0, for fractionally integrated ft at each
frequency kj, either fixed or in a degenerating band. Apart from some
correction terms, similar to the ones discussed in Section 4 below, which are
Opðk1j n1=2Þ when a < 0.5, the remainder is Opðkaj ja1Þ, which would
correspond to a similar bound to the one in (1) of our Theorem 1, a > 0.
Taking those bounds as uniform, some properties of different estimates are
deduced in Phillips (1999), and some ad hoc modifications of the usual
semiparametric procedures of memory estimation can be proposed (see also
Kim and Phillips, 1999). However, note that for the analysis of the properties of
statistics which are nonlinear functions of the periodogram of an observed
fractionally integrated series, such as the log periodogram memory estimate
studied in Section 3, the analysis of different approximations of the DFT of data
are not sufficient. Uniform bounds on the periodogram expectations of ft under
Gaussianity are required in this case because it is not enough to control
the (linear) distance with the DFT of the stationary version of the original process
[cf. eqn (7)].
For the analysis of the periodogram properties at all frequencies in [0, p],
including those fixed for which j is of the same order as n, we need to make
Assumption 2 uniform for any k 2 [0, p]. Then the results of Theorem 1 will hold
and full parametric estimates for nonstationary trending data could be studied as
in Velasco and Robinson (2000). In Section 3, we concentrate on a particular
semi parametric estimate under our local conditions.
3. THE LOG-PERIODOGRAM REGRESSION ESTIMATE OF a
The semiparametric estimate of the memory parameter a based on the log
periodogram regression estimate was proposed by Geweke and Porter Hudak
(1983). Robinson (1995a) showed that the periodogram of stationary long
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memory series is asymptotically unbiased and uncorrelated, as with short
memory, when evaluated at the harmonic frequencies kj for j growing with sample
size n. This is the basis to write the logarithm of eqn (5) as a linear regression
model with approximately homoscedastic and uncorrelated errors,
log IffðkjÞ  log fggð0Þ 2a log kj þ log IffðkjÞfffðkjÞ ; j 1; . . . ;m; ð8Þ
where m is small compared with n. The log periodogram regression estimate a^ is
the least squares estimate of a,
a^
Xm
j 1
ðrj rÞ2
 !1Xm
j 1
ðrj rÞ log IffðkjÞ;
where the log periodogram is the dependent variable and the regressor is rj
2 log kj, r m1
Pm
j 1 rj. The asymptotic properties of a^ were analysed
rigorously for multiple stationary Gaussian series ( 0.5 < a < 0.5) by Robinson
(1995a). He considered a pooling of contributions from adjacent frequencies to
achieve efficiency gains and showed that the periodograms at the very first
frequencies do not have nice asymptotic statistical properties, so following
Ku¨nsch (1987) he proposed to exclude the first ‘ frequencies from the regression.
Hurvich et al. (1998), HDB henceforth, have shown under some additional
conditions that trimming of very low frequencies may not be necessary for the
analysis of the asymptotic properties of a^. HDB only consider fractional processes
with weakly dependent innovations which possess a spectral density with three
bounded derivatives at k 0, and the regressor in eqn (8) which arises naturally
for fractional processes, zj log (4 sin
2 (kj/2)), as originally proposed by
Geweke and Porter Hudak. However, we generalized their results under the
following assumption. We say that a function g(x) is Ho¨lder(s), 0 < s  1, in an
interval of the origin if jg(x) g(0)j  Cjxjs uniformly for x 2 ( , ), for some
 > 0 and C < 1.
Assumption 3. In addition to Assumption 2, we assume
1. If 1 < q  2, then fgg(k) is differentiable and f 0ggðkÞ is Ho¨lder (q 1) in an
open interval of the origin. If 2 < q  3 then fgg(k) is twice differentiable and
f 00ggðkÞ is Ho¨lder (q 2) in an open interval of the origin.
2. If 0 < c  2, then j/(k)j2 jkj2a(1 þ O(jkjc)) as k ! 0. If 2 < c  3, then
j/(k)j2 jkj2a(1 þ Aak2 þ O(jkjc)) as k ! 0.
Assumption 3 imposes a rate on the approximation (5), being 3. of
Assumption 3 similar to Robinson’s (1995a) Assumption 1. The reason for
considering values of q and c larger than 2 is to estimate explicitly the bias of a^,
although consistency requires only minfq, cg>0 and the best possible rate for
the asymptotic bias is already achieved by minfq, cg 2. Thus for fractional
time series, we have that

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j/ðkÞj2 2 sin k
2
 2a
jkj2a 1þ a
12
k2 þ Oðjkj3Þ
 	
; as k ! 0;
so c 3 and following Robinson (1995a), for these models we have that
fffðkÞ fggð0Þjkj2a 1þ
f 00ggð0Þ
fggð0Þ þ
a
12

 
k2 þ OðjkjqÞ
 
; as k! 0;
for q > 2, using that f 0ggð0Þ 0. For example, the presence of additive noise in
ft of smaller order of integration than a would lead to values of c smaller than
2. Therefore, we can adapt the bias estimation results of HDB, although
they defined the log periodogram regression estimate using the fractional
regressors zj.
Theorem 2. Let 0.5 < a < 0.5. Under Assumptions 1 3, d minfq, cg 2
(2, 3], and
m1 þ ðmn1Þd2 log m ! 0 as n!1; ð9Þ
for Gaussian gt
Eða^Þ a 2p
2
9
f 00ggð0Þ
fggð0Þ þ Aa

 
m2
n2
ð1þ oð1ÞÞ þ dm
varða^Þ p
2
24m
þ oðm1Þ;
where dm : O(m
a1 log m)1a>0 þ O(m1 log2 m)1a<0 þ O(m1 log3 m) 1a 0.
Proof of Theorem 2. Follows from HDB, just using our Theorem 1 instead
of Theorem 2 or Robinson (1995a). Then all Lemmas of HDB hold under
the conditions of the theorem, just setting in their Lemma 3 that ajk j
a1 þ
(j/k)an1 log j, 0 < a < 0.5, log m  k < j  m, m1 þ mn1 ! 0 and the
corresponding modifications for a  0 from Theorem 1. Then HDB’s Lemma 4
follows now from the appropriate modification of Lem 4.1 of Robinson
and Marinucci (2001). In Lemmas 6 and 7 of HDB we obtain that E [j]
ajj where ajj O(j
a1), a > 0; ajj O(j
1), a < 0, and var[j] p
2/6 þ O(ajj),
log m  j  m, whereas in Lem 8 of HDB, the bound is now O(ma1 log m),
a > 0; O(m1 log2 m), a < 0, under eqn (9). The condition (mn1)d2 log m ! 0
and our Ho¨lder assumption are used instead of three bounded derivatives
in HDB, while the condition mn1 log m ! 0 in HDB is implied by eqn (9),
d  3. QED
If we use zj instead of rj in the log periodogram regression and j/(k)j2
j1 eikj2, then the term Aa does not show up in Theorem 2. When a  0.5, it is
not possible to show the m
p
consistency of a^, but just adapting the methods of
the previous theorem we can prove the following result which gives conditions on
m for the consistency of a^ for any value d > 0 and 0.5 < a < 1, a 6 0.5.

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Theorem 3. Let 0.5 < a < 1, a 6 0.5. Under Assumptions 1 3, d
minfq, cg 2 (0, 2], and
m1 þ ðmn1Þd log m ! 0 as n!1; ð10Þ
for Gaussian gt
Eða^Þ a Oððmn1Þd log mÞ þ dm;
varða^Þ O m1 þ Oðm2ða1Þ log2 mÞ:
The bandwidth conditions (9) and (10) hold if m  Kna for 0 < a < 1.
However, we are not able to show the consistency when a 0.5 and a  0.5
and all Fourier frequencies k1,. . ., km are used because of the terms growing
with log n and n in Theorem 1. However, if we wish to trim out the first ‘
frequencies in the log periodogram regression, for some ‘ growing slowly with m
but faster than log n in the asymptotics, then it is easy to adapt HDB’s arguments
and a similar result to Theorem 3 is valid also for a 0.5 and a  0.5. Finally,
if 0.5 < a < 0.5 we can adapt Robinson’s (1995a) central limit theorem as in
HBD to avoid any trimming of low frequencies, and using a bandwidth m  Kna
such that 0 < a < 2d/(2d þ 1).
Theorem 4. Let 0.5 < a < 0.5. Under Assumptions 1 3, d minfq, cg 2
(0, 2], and
m1 log2 nþ m2dþ1n2d ! 0 as n!1;
for Gaussian gt
m
p ða^ aÞ !d N 0; p
2
24
 
:
Proof of Theorem 4. Follows as Thm 2 of HDB from Robinson (1995a),
adapting for a general smoothness condition on fgg(k) in terms of d. QED
The analysis of non Gaussian and tapered series can also be pursued using the
ideas put forward here (see Velasco, 2000; Hurvich et al., 2002).
4. PERIODOGRAM MODIFICATIONS AND INITIAL CONDITIONS
We discuss some modifications of the periodogram proposed in the literature,
which are alternatives to the usual detrending procedure of nonstationary series
consisting on taking differences. We also briefly explore the implications of the
definition of fractionally integrated processes in terms of a truncated filter in the
previous asymptotic theory.


11
Phillips (1999) proposed the following correction for the DFT at each kj using a
representation of the DFT that involves the last observation fn (we assume no
initial conditions, X0  0 in his notation),
wf	 ðkjÞ : wfðkjÞ þ
1
2pn
p e
ikj
1 eikj
fn; j 6 0 mod n: ð11Þ
Phillips(1999) and Kim and Phillips (1999) motivated such correction in terms
of improving the properties of the DFT for trending processes with memory
around a 1, and it is suitable to deal with the cases where a  1, since in
this case the usual log periodogram regression estimate is not consistent. In
fact, this correction can be seen as a linear detrending in the time domain
setting
f	t ft
t
n
fn; t 1; . . . ; n;
so f	n 0 and wf	(kj) is actually the DFT of f
	
t . If we set additionally f1 0, so
(1 L)f1 0, it is easy to check that
wf	 ðkjÞ wDfðkjÞ
eikj
1 eikj
;
for the increments Dft (1 L)ft. Therefore, the analysis of Sections 2 and 3 is
valid for nonstationary series with 1  a < 2 replacing a by a	 1 a because,
according to eqn (5), Dft has memory a	 and we can set /f	(k) :
eik(1 eik)1/Df(k) where /Df(k) (1 e
ik)/f(k). In this sense the transfor
mation (10) is equivalent to taking first differences, and higher order corrections
can be developed for further differencing. However, when 0 < a < 1 and the
modified DFT (11) is used instead of wf(kj), the implicit process f
	
t has negative
memory (because Dft typically has) and the properties of its DFT and log
periodogram estimates are immediate consequences of our previous results with
a < 0.
We now explore the initial conditions problem. Let us assume for some T  1
the following model for ft ft(T):
ft
Xt
j T
/ðaÞtjgj:
This includes the set ups of Robinson and Marinucci (2001), T 1; Phillips
(1999), T 0, and other possibilities with T fixed with n or with T increasing with
n, e.g. T nb, b > 0, which implies that the stretch of initial conditions increases
with the window of observed data. As far as T is fixed, it is easy to check in the
Appendix that all the results of Sections 2 and 3 hold as if T 1 just modifying
the bound for j/(k)j2 j/tþTþ1(k)j2 used in the proof of Theorem 1. We only
consider the case where a  0, since negative values of a usually originate from
some differencing process given a sample of size n.


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Corollary 1. The conclusions of Theorems 1 4 are valid for any T  0, a  0.
In fact, if T is fixed or O(n), the asymptotic bounds given in Theorem 1 cannot
be easily improved further, but if T is increasing fast enough with n, some
improvements seem possible. In particular, the bound O(ja1) in Theorem 1,
a > 0, can be multiplied by a factor (nT1)1a which is o(1) as n ! 1 if n
o(T), 0 < a < 1.
Note that if Tn1 ! 1 as n ! 1 (initial conditions growing faster than
observed data) then we are closer to the (difference) stationary framework of
Hurvich and Ray (1995) and Velasco (1999), and the contribution of the past
innovations to each observation ft,
PtðT Þ :
X0
j T
/ðaÞtjgj
XTþt
j t
/ðaÞj gtj;
can be showed to be Op(t
2a1), 0 < a < 0.5; or Op((T þ t)2a1) for a  0.5,
under some regularity conditions on gt. Thus, assuming that cov [gj, gk]
O(jj kjd), d > 1, we have that
var ½PtðT Þ
XTþt
j t
XTþt
k t
/ðaÞj /
ðaÞ
k cov½gtj; gtk
 C
XTþt
j t
XTþt
k jþ1
ja1ka1jj kjd
 C
XTþt
j t
j2ða1Þ
XTþtj
k 1
kd  C	
XTþt
j t
j2ða1Þ;
and the claim follows. For trending observations with a > 0.5, the time
dependent initial conditions can have a dominant contribution compared with the
information accumulated in the current periods 1, 2, . . ., t, as long as t/T ! 0.
5. FRACTIONAL INTEGRATION AND DIFFERENCING OF STATIONARY
LONG-RANGE-DEPENDENT TIME SERIES
We consider the situation where a finite observed stretch, t 1,. . ., n, of a
stationary long memory time series xt, with memory 0.5 < d < 0.5 is
fractionally integrated (differenced) of order a > 0 (a < 0). These are the basic
operations performed when using fractional values of a on both asymptotically
stationary and trending processes, where we use an estimate a close to d such that
the filtered series is near stationary and short range dependent. We only consider
0.5  a < 0.5 since the fractional filters are cumulative in the sense that if
/ðaÞt 2 UðaÞ, and /ðbÞt 2 UðbÞ, a, b > 0 then


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Xt
j 0
/ðaÞj /
ðbÞ
tj 2 Uðaþ bÞ
(cf. Robinson and Marinucci’s, 2001 Lem 3.1), as motivated in Section 2 when
presenting the filters with negative a. Otherwise, we can first integrate or take
differences, and the properties of the DFT of these processes can be obtained as a
direct consequence of the results of this section.
Assumption 4. For f/ðaÞt g 2 UðaÞ as in Assumption 1, jaj < 1,
ft
Xt
j 1
/tjxj; ð12Þ
with d
dk
/ðkÞ Oðj/ðkÞkkj1Þ as k! 0;
and where xt is covariance stationary with spectral density satisfying fxx(k)
O(jkj2d), 0.5  d < 0.5, and
d
dk
fxxðkÞ OðfxxðkÞjkj1Þ as k! 0:
The class of processes xt defined Assumption 4 is more general than eqn (1),
since we do not require xt to be a fractional series, only to have a spectral density
with a similar asymptotic behaviour as k ! 0. Therefore, the set of fractionally
integrated processes ft described by Assumption 4 is more general than that of
Phillips (1999) where only uniformly smooth spectral densities fxx are considered,
so xt is necessarily short memory. Using our previous definition, it holds that
fffðkÞ j/ðkÞj2fxxðkÞ  Gjkj2ðdþaÞ as k! 0;
and to estimate the exponent h : d þ a we analyse the asymptotic properties of
the moments of the DFT of long memory a fractionally integrated or differenced
time series. To detrend an observed series, then ideally a  d, so h  0, and upper
bounds on h should not be very restrictive in practical applications. The following
theorems can be considered typically for series with d < 0 (a > 0) and d > 0
(a < 0) respectively, for which h is small. The proof is in the Appendix.
Theorem 5. Under Assumption 4, d 2 [ 0.5, 0.5), jhj < 0.5, h d þ a, for
1  k < j < m, m/n ! 0 as n ! 1,
1. When 0 < a < 0.5, then we have
E wfðkjÞwfð kjÞ
 
fffðkjÞ þ O fffðkjÞja1
 
;
E wfðkjÞwfð kkÞ
 
; E wfðkjÞwfðkkÞ
 
; E wfð kjÞwfðkjÞ
 
O fffðkjÞfffðkkÞ
q
j1 log nð Þa 0:5þ j
k
 jajþjdj
j1 log j
" # !
:

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2. When 0.5  a < 0, then we have
E wfðkjÞwfð kjÞ
 
fffðkjÞ þ O fffðkjÞj1 log nð Þa 0:5
 	
;
E wfðkjÞwfð kkÞ
 
; E wfðkjÞwfðkkÞ
 
; E wfð kjÞwfðkjÞ
 
O fffðkjÞfffðkkÞ
q
j1ðlog nÞa 0:5 þ j
k
 jajþjdj
j1 log j
" # !
:
3. For a 0, all the bounds are O fffðkjÞfffðkkÞ
p
k1 log j
 
, k  j.
Note that when d 0 we basically recover the bounds of Theorem 1, just
changing n by j in the second part of this theorem, because Assumption 4 replaces
the bounded differentiability of fgg at the origin, so now (d/dk) log fxx(k)
O(jkj1). Furthermore, we also recover the results from Robinson’s (1995a) Thm
2 for stationary long memory time series (a 0), except for the term ja1 when
a > 0, so it is still possible to reproduce all the results of HBD on the asymptotic
properties of the log periodogram estimate of the memory h a þ d for
stationary Gaussian time series with memory d possibly different from zero,
integrated or differenced a times (by the (1 L)a operator in t 1,. . .,n). To
estimate the mean squared error and obtain the asymptotic distribution of h^ we
introduce this new assumption, which generalizes Assumption 3. We omit the
proof because it is similar to that of previous results.
Assumption 5. In addition to Assumption 4, we set fxxðkÞ jkj2df	xxðkÞ and
assume
1. If 1 < q  2, then f 	xxðkÞ is differentiable and f 	0xx ðkÞ is Ho¨lder(q 1),
k 2 (0, ),  > 0. If 2 < q  3, then f 	xxðkÞ is twice differentiable and f 	00xx ðkÞ is
Ho¨lder(q 2), k 2 (0, ),  > 0.
2. If 0 < c  2, then j/(k)j2 jkj2a(1 þ O(jkjc)) as k ! 0. If 2 < c  3, then
j/(k)j2 jkj2a(1 þ Aak2 þ O(jkjc)) as k ! 0.
Theorem 6. Let jaj < 0.5, h d þ a 2 ( 0.5, 0.5). Then the conclusions of
Theorems 2 and 4 hold for the log periodogram estimate h^ of Gaussian series ft (12)
under Assumption 5 (replacing fgg by f 	xx), for s 2 (2, 3] and s 2 (0, 2] respectively,
s minfq, cg, and the same choices of m.
The theory developed does not include the situations where an initial estimate
d^n is computed and the sequence D
d^nft, t 1,. . ., n, is obtained by fractional
differencing. This operation should approach the weak dependent innovations
Ddft if d^ converges fast enough to the true d, but in general the limit might
depend on the distribution of d^. This problem also relates to memory estimation
based on residuals, obtained either from deterministic time detrending or by
stochastic detrending in cointegrated systems, as is analysed in Marmol and


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Velasco (2001) and Hassler et al. (2006) respectively. Similar techniques to those
of this paper can also be used for the analysis of long range dependent time series
generated by different simulation algorithms.
APPENDIX
PROOFS OF RESULTS
In Lemma 1 we collect some technical results about /(k) and /t(k) to be used in the proof
of the results contained in this appendix and which can be of independent interest for
Fourier analysis with nonstationary filters. Note that the bound for /n improves upon (8.3)
of Robinson and Marinucci (2001), what is key for many of our results. Lemma 2 below
will extend these results for a < 0. In the sequel C denotes a generic constant that may
change each time is used.
Lemma 1. Under Assumption 1, for f/ðaÞt g 2 UðaÞ, 0 < a < 1, as jkj ! 0,
j/(k)j2jkj 2a; j/t(k)j  C min fta, jkj ag; j/t(k)j  C min fta 1jkj 1, jkj ag, where
/t(k) /(k) /t(k); and j/n(k, l)j  C min fn, jk þ lj 1g min fna, [jlj a þ jkj a]g.
Proof of Lemma 1. The bounds for j/(k)j2, j/t(k)j and j/tðkÞj are a direct consequence
of Lemma 3.2 in Robinson and Marinucci (2001). To obtain the bounds for /n(k, l), first
we have that, with j/t(k)j  Cta,
j/nðk; lÞj
Xn
t 1
eit kþlð Þ/tð lÞ

  C
Xn
t 1
j/t lð Þj  C
Xn
t 1
ta  Cnaþ1; ð13Þ
while, using j/t(k)j  Cjkj a,
j/nðk; lÞj  C
Xn
t 1
jlj a  Cnjlj a: ð14Þ
Now, defining DnðxÞ
Pn
t 1 e
it x and using summation by parts,
/nðk; lÞ /nð lÞDnðkþ lÞ
Xn 1
t 1
/ðaÞt e
itlDtðkþ lÞ ð15Þ
[cf. (8.2) in Robinson and Marinucci (2001), which we are not able to reproduce here, and
with (8.3), which is a straightforward consequence of our results]. Then, using that
jDn(x)j  min fjxj 1, ng, we have that j/n( l)Dn(k þ l)j  C minfjlj a, nag min
fjk þ lj 1, ng. Similarly, we can obtain that
Xn 1
t 1
/ðaÞt e
itlDtðkþ lÞ

  Cjkþ lj 1
Xn 1
t 1
j/ðaÞt j  Cjkþ lj 1
Xn 1
t 1
ta 1  Cnajkþ lj 1: ð16Þ
Finally, using that Dt(x) e
ix(1 eitx)/(1 eix) we have that the second term in eqn
(15) is


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eiðkþlÞ
1 eiðkþlÞ
/n kð Þ /n lð Þf g ð17Þ
and its modulus is bounded by Cjk þ lj 1fjlj a þ jkj ag and the lemma follows from this
bound and eqns (13), (14) and (16). QED
Lemma 2. Under Assumption 1, for f/ðaÞt g 2 UðaÞ, 1 < a < 0, j/t(k)j Cfta þ jkj ag;
j/t(k)j  C min fta 1jkj 1, tag; and j/n(k, l)j  Cfna þ jkj a þ jlj ag min fn, jl þ kj 1g.
Proof of Lemma 2. First we have for the bounds of j/t(k)j, 1 < a < 0, that
/tðkÞ
X1
j t
/ðaÞj e
itk O
X1
j t
ja 1
 !
OðtaÞ;
while also
/tðkÞ
X1
j t
/ðaÞj /
ðaÞ
jþ1
 	Xj
a t
eitk O
X1
j t
ja 2jkj 1
 !
O ta 1jkj 1
 	
:
Then, because /ð0Þ P1j 0 /ðaÞj 0 we have that /tð0Þ P1j t /ðaÞj OðtaÞ, and also
/tðkÞ /tð0Þ þ O jkjj/0tðk	Þj
 
for some k	2[0, k]. Then, we can check that
/0tðk	Þ O
Pt 1
j 0 j
a
 	
taþ1, so /t(k) O(t
a þ jkjtaþ1) taO(1 þ jkjt).
Therefore, if jkj  t 1, then /t(k) O(ta), while if jkj > t 1, j/tðkÞj  j/ðkÞj þ
j/tðkÞj  Cfjkj a þ ta 1jkj 1g  Cjkj a, so j/t(k)j  Cfta þ jkj ag.
For the analysis of j/n(k, l)j we can use eqns (15) and (17), with jDt(x)j  Cjxj 1,
obtaining that
j/nðk; lÞj  Cnajkþ lj 1 þ Cjkþ lj 1 j/nðkÞj þ j/nðlÞjf g
 C na þ jlj af gjkþ lj 1 þ Cjkþ lj 1 na þ jkj a þ jlj af g
 C na þ jkj a þ jlj af gjkþ lj 1;
and using jDt(x)j  Ct and j/t(x)j  ta,
j/nðk; lÞj  C na þ jlj af gnþ C
X
t
j/ðaÞt jt  C na þ jlj af gn: QED
Proof of Theorem 1. We only prove the bounds for the first two expectations, since the
proof for the rest is similar but simpler. We first deal with the case a > 0. Proceeding as in
eqn (8.2) of Robinson and Marinucci (2001),Z
P
vj;kðlÞdl
Xn
t 1
/ðaÞn te
iðn tÞkj
X
p
/ðaÞn pe
iðn pÞkkDminðt;pÞðkj kkÞ
2p
Xn
t 1
eitðkj kkÞ
Xn t
a 0
/ðaÞa e
iakj
Xn t
b 0
/ðaÞb e
ibkk
2p
Xn
t 1
eiðnþ1 tÞðkj kkÞ/tðkjÞ/tð kkÞ: ð18Þ

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Then
E wfðkjÞwfð kjÞ
 
fffðkjÞ 1
2pn
Z
P
vj;jðlÞ fggðlÞ fggðkjÞ
 
dl ð19Þ
þ fggðkjÞ 1n
Xn
t 1
j/tðkjÞj2 j/ðkjÞj2
( )
; ð20Þ
because
R
P vj;jðlÞdl 2p
Pn
t 1 j/tðkjÞj2. Writing
j/ðkÞj2 j/tðkÞj2 /tðkÞ/tð kÞ þ /tð kÞ/tðkÞ þ j/tðkÞj2; ð21Þ
we obtain from Lemma 1 for a > 0,
j/ðkÞj2 j/tðkÞj2
   C jkj a 1ta 1 þ jkj 2aminf1; ðtjkjÞ2ða 1Þgn o; ð22Þ
(compare with discussion on p. 968 of Robinson and Marinucci, 2001) and therefore
1
n
X
t
j/tðkjÞj2 j/ðkjÞj2
n o
 ð23Þ
 C
n
X
t
jkjj 2a ðjkjjtÞa 1 þminf1; ðtjkjjÞ2ða 1Þg
n o
 C
n
jkjj 2a jkjja 1
X
t
ta 1 þ
Xjkjj 1
t 1
1þ
Xn
t jkjj 1
ðtjkjjÞ2ða 1Þ
8<
:
9=
;
O fffðkjÞ jkjja 1na 1 þ jkjj 1n 1ð1þ log n1 a 0:5f gÞ þ jkjj2ða 1Þn2ða 1Þ
n o 	
ð24Þ
O fffðkjÞ ja 1 þ j 1 log n1 a 0:5f g
  
: ð25Þ
In view of eqn (25), eqn (20) is O(fff(kj)fja 1 þ j 1 log n1fa 0.5gg), a > 0
Fix one  > 0 such that fgg(k) is boundedly differentiable in the interval ( , ). Then we
can write eqn (19) as
1
2pn
Z p
p
vj;jðkj þ lÞ fggðkj þ lÞ fggðkjÞ
 
dl; ð26Þ
where vj,j (kj þ l) /n(kj, kj l)/n( kj, kj þ l), and from Lemma 1,
j/n(kj, kj l)j  CLn(l) minfna, [jkj þ lj a þ jkjj a]g, a > 0, where Ln(l) n, jlj <
n 1; jlj 1, jlj  n 1, so jLn(l)j  minfjlj 1, ng. Now we consider different intervals
inside [ p, p] for the integral in eqn (26). First, we have thatZ
jlj<kj=2

  Cn 1
Z
jlj<kj=2
j/nðkj; kj lÞj2jlj dl
 Cn 1
Z
jlj<kj=2
k 2aj jLn lð Þj dl O fffðkjÞn 1 log j
 
;
using that
R
jlj<kj/2jLn(l)jdl O(log j), and


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Z kj=2
3kj=2

  Cn 1
Z kj=2
3kj=2
j/nðkj; kj lÞj2jljdl
 Cn 1
Z kj=2
3kj=2
jlj 1jkj þ lj 2adlþ Cn 1jkjj 2a
Z kj=2
3kj=2
jlj 1dl
 Cn 1k 1j
Z kj=2
kj=2
jlj 2adlþ Cn 1jkjj 2a
 Cn 1k 2aj O fffðkjÞn 1
 
;
when a < 1/2, while for 1/2 < a < 1 we obtain that
Z kj=2
3kj=2

  Cn 1
Z kj=2
3kj=2
j/nðkj; kj lÞj2jljdl
 Cn 1
Z kj=2
3kj=2
min n2a; jkj þ lj 2a þ jkjj 2a
h in o
jLn lð Þj2jljdl
 Cn 1k 1j
Z kj=2
kj=2
min n2a; jlj 2a
n o
dlþ n 1k 1j jkjj1 2a
 Cn 1k 1j n2a 1 log jð Þa 0:5
O fffðkjÞj2a 1n 1 log jð Þa 0:5
 	
O fffðkjÞj2ða 1Þ log jð Þa 0:5
 	
:
Next Z 
kj=2

  Cn 1
Z 
kj
j/nðkj; kj lÞj2jljdl
 Cn 1
Z 
kj
jkj þ lj 2a þ jkjj 2a
n o
jLn lð Þjdl O n 1k 2aj log j
 	
O fffðkjÞn 1 log j
 
;
while the contribution from the interval [ , 3kj/2] can be dealt with similarly.
Finally, using the integrability of fgg(l),
Z
jljp

  Cn 1
Z
jljp
j/nðkj; kj lÞj2 fggðkj þ lÞ þ fggðkjÞ
 
dl
 Cn 1
Z
jljp
jkj þ lj 2a þ jkjj 2a
 	
jlj 2 fggðkj þ lÞ þ fggðkjÞ
 
dl
n 1jkjj 2aO 1þ
Z
jljp
fggðkj þ lÞdl
 !
O fffðkjÞn 1
 
:
Now to bound E [wf(kj)wf( kk)] (2pn)
1
R
P
vj,k(l)fgg(l)dl we distinguish two cases,
values of j and k close and far away. If j/2  k < j, using that Ptei(n þ 1 t)(kj kk)P
te
it(kj kk) 0, j 6 k(mod n), (2p) 1R
P
vj,k(l) dl is by eqn (18) equal to


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X
t
eiðnþ1 tÞðkj kkÞ /tðkjÞ/tð kkÞ j/tðkjÞj2
n o
þ
X
t
eiðnþ1 tÞðkj kkÞ j/tðkjÞj2 j/ðkjÞj2
n o
X
t
eiðnþ1 tÞðkj kkÞ/tðkjÞ /tð kkÞ /ð kkÞð Þ þ /ð kjÞ /tð kjÞ
  
þ /ð kkÞ /ð kjÞ
 X
t
eiðnþ1 tÞðkj kkÞ/tðkjÞ
þ
X
t
eiðnþ1 tÞðkj kkÞ j/tðkjÞj2 j/ðkjÞj2
n o
: ð27Þ
Using j(d/dk)/(k)j  Cjkj a 1 as jkj ! 0, as k 1 O(j 1), j/2  k < j, and the mean
value theorem (MVT),
j/tð kkÞ /ð kkÞj þ j/ð kjÞ /tð kjÞj  C jkjj ajtkjja 1
 	
;
j/ð kkÞ /ð kjÞj  Cjkjj a 1jkj kk j;
while using summation by parts
X
t
eiðnþ1 tÞðkj kkÞ/tðkjÞ

 eiðnþ1Þðkj kkÞ
Xn 1
a 1
/aðkjÞ /aþ1ðkjÞ
 Xa
t 1
e itðkj kkÞ


 C
Xn 1
a 1
aa 1

jkj kk j 1 Oðnajkj kk j 1Þ:
ð28Þ
Then, as k 1 O(j 1), j/2  k < j, and using eqn (22), we obtain
X
t
eiðnþ1 tÞðkj kkÞ/tðkjÞ/tð kkÞ


 Cjkjj 2a
X
t
jtkjja 1 þminf1; ðtjkjÞ2ða 1Þg
h i
þ najkjja 1
( )
 Cnjkjj 2a na 1jkjja 1 þ n 1jkjj 1ð1þ log n10:5Þ
h i
O n fffðkjÞfffðkkÞ
q
ja 1 þ j 1 log n10:5
  	
: ð29Þ
When 1  k < j/2 then jj kj 1  2j 1, and using summation by parts,
1
2p
Z
P
vj;kðlÞdl
Xn 1
t 1
/tðkjÞ/tð kkÞ /tþ1ðkjÞ/tþ1ð kkÞ
 Xt
a 1
eiðnþ1 aÞðkj kkÞ ð30Þ
þ /nðkjÞ/nð kkÞ
X
t
eiðnþ1 tÞðkj kkÞ: ð31Þ
Now eqn (31) is exactly zero when j 6 k(mod n), and with
Xt
a 1
eiðnþ1 aÞðkj kkÞ

  Cminft; jkj kk j 1g;
the modulus of the right hand side of eqn (30) is bounded by


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C
Xn 1
t 1
j/tðkjÞjj/tð kkÞ /tþ1ð kkÞj þ j/tþ1ð kkÞjj/tðkjÞ /tþ1ðkjÞj
 jkj kk j 1
 C
Xn 1
t 1
j/tj j/tðkjÞj þ j/tðkkÞj
 jkj kk j 1
O j/tðkkÞjjkj kk j 1
Xn 1
t 1
ta 1
 !
O jkkkjj ajj kj 1jkjjanaþ1
 	
O n fffðkjÞfffðkkÞ
q
ja 1
 	
: ð32Þ
Therefore, from eqns (29) and (32) we obtain that, 1  k < j < n/2,
1
2pn
Z
P
vj;kðlÞdl O fffðkjÞfffðkkÞ
q
ja 1 þ j 1 log n10:5
  	
:
Next, with vj,k(l) /n(kj, l)/n( kk, l), j/nðkj; lÞj  CjLn kj l
 j
minfna; jlj a þ k aj
 	
g, following Robinson (1995a, p. 1063), we obtain that
E wfðkjÞwfð kkÞ
  1
2pn
Z 2kj
ðkjþkkÞ=2
vj;kðlÞ fggðlÞ fggðkjÞ
 
dl ð33Þ
þ 1
2pn
Z ðkjþkkÞ=2
kk=2
vj;kðlÞ fggðlÞ fggðkkÞ
 
dl ð34Þ
1
2pn
fggðkjÞ fggðkkÞ
 Z ðkjþkkÞ=2
kk=2
vj;kðlÞdl ð35Þ
þ 1
2pn
Z p
2kj
þ
Z kk=2
p
( )
vj;kðlÞ fggðlÞ fggðkjÞ
 
dl: ð36Þ
Now using the differentiability of fgg(l) in l 2 ( , ), eqn (33) is bounded by
1
2pn
sup
ðkjþkkÞ=2l2kj
jf 0ggðlÞj
Z 2kj
ðkjþkkÞ=2
j/nðkj; lÞ/nð kk ; lÞjjkj ljdl
 C kjkk
  a
n 1
Z 2kj
ðkjþkkÞ=2
jLnðkk lÞjdl O kjkk
  a
n 1 log j
 
:
Next eqn (34) is bounded by
Ck 2ak
2pn
sup
kk=2lðkjþkkÞ=2
jf 0ggðlÞj
Z ðkjþkkÞ=2
kk=2
jLnðkj lÞjdl O k 2ak n 1 log j
 
:
Now eqn (35) is bounded by
1
2pn
ðkj kkÞ sup
kklkj
jf 0ggðlÞj
Z ðkjþkkÞ=2
kk=2
j/nðkj; lÞ/nð kk ; lÞjdl
O n 1k 2ak
Z ðkjþkkÞ=2
kk=2
jLnðl kkÞjdl
 !
O k 2ak n
1 log j
 
:
Finally, consider eqn (36). If a < 0.5, then


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12pn
Z kk=2
kk=2
j/nðkj; lÞ/nð kk ; lÞj fggðlÞ fggðkjÞ
 
dl
 Cn 1 sup
kk=2lkk=2
jf 0ggðlÞj
Z kk=2
kk=2
jLn kk lð Þj jlj a þ jkk j að Þ jlj a þ jkjj a
 
dl
 Cn 1k 1k jkk j1 2a þ jkk j1 ajkjj a
n o
 Ck 2ak n 1;
and if a  0.5
1
2pn
Z kk=2
kk=2
j/nðkj; lÞ/nð kk ; lÞj fggðlÞ fggðkjÞ
 
dl
 Cn 1 sup
kk=2lkk=2
jf 0ggðlÞj
Z kk=2
kk=2
jLn kk lð Þj na ^ jlj a þ jkk j að Þf g

 na ^ jlj a þ jkjj a
  
dl
 Cn 1k 1k n2a 1 log jð Þa 0:5þ jkkj1 ajkk j a
n o
 Ck 2ak k2a 1k n2 a 1ð Þ log jð Þa 0:5
 C kkkj
  a
ka 1jan 1 log jð Þa 0:5 C kkkj
  a
ja 1:
The bounds for the remaining intervals follow now in a simpler way. Then using
O k 2ak n
1 log j
 
O fffðkjÞfffðkkÞ
q j
k
 a
n 1 log j
 
the theorem follows for a > 0.
We now deal with the case a < 0. Following the proof for a > 0, using eqn (21) and
Lemma 2 now, we have that eqn (23) is bounded by, 0.5 < a < 0,
C
n
Xjkjj 1
t 1
t2a þ
Xn
t jkjj 1
t2a 1jkjj 1 þ
Xjkjj 1
t 1
t2a þ
Xn
t jkj j 1
t2a 1jkjj 1
8<
:
9=
;
O n 1jkjj 2a 1
 	
O fffðkjÞj 1
 
: ð37Þ
and if 1 < a  0.5, we obtain that eqn (23) is
O n 1jkjj 2a 1 þ n 1 log nð Þ1 a 0:5f g
 	
O fffðkjÞ j 1 þ j 2jajn2jaj 1 log nð Þ1 a 0:5f g
n o 	
: ð38Þ
We have to bound also the following integrals,
1
2pn
Z
jlj<n 1
þ
Z
n 1jlj<2kj
þþ
Z
2kjjlj<
þ
Z
jljp
" #
vj;jðkj þ lÞ fggðkj þ lÞ fggðkjÞ
 
dl:
Now vj,j(l þ kj) /n(kj, kj l)/n( kj, kj þ l), j/n(kj, kj l)j  Cfjkjj a þ
jkj þ lj agLn(l), so Z
jlj<n 1

  Cn 1
Z
jlj<n 1
j/nðkj; kj lÞj2jljdl
 Ck 2aj n
Z
jlj<n 1
jljdl O fffðkjÞn 1
 
;


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Z
n 1jlj<2kj

  Cn 1
Z
n 1jlj<2kj
j/nðkj; kj lÞj2jljdl
 Cn 1k 2aj
Z
n 1jlj<2kj
Ln lð Þ dl O fffðkjÞn 1 log j
 
;
Z
2kjjlj<

  Cn 1
Z
2kjjlj<
j/nðkj; kj lÞj2jlj dl
 Cn 1
Z
2kjjlj<
Ln lð Þdl O n 1
 
O fffðkjÞj 2jajn2jaj 1
 	
;
and finally, using the integrability of fgg(l),
Z
jljp

  Cn 1
Z
jljp
j/nðkj; kj lÞj2 fggðkj þ lÞ þ fggðkjÞ
 
dl
 Cn 1
Z
jljp
jlj 2 fggðkj þ lÞ þ fggðkjÞ
 
dl
n 1O 1þ
Z
jljp
fggðkj þ lÞdl
 !
O fffðkjÞj 2jajn2jaj 1
 	
:
For the proof of the second statement of the theorem, we have that E [wf(kj)wf( kk)]
(2pn) 1
R
P
vj,k(l)fgg(l)dl. Consider first j/2  k < j. Using j(d/dk)/(k)j  Cjkj a 1 as
jkj ! 0, as k 1 O(j 1), j/2  k < j, and the MVT,
j/tð kkÞ /ð kkÞj þ j/ð kjÞ /tð kjÞj  Cj/tð kjÞj;
j/ð kkÞ /ð kjÞj  Cjkjj a 1jkj kk j;
while by summation by parts
X
t
eiðnþ1 tÞðkj kkÞ/tðkjÞ

 eiðnþ1Þðkj kkÞ
Xn 1
a 1
/aðkjÞ /aþ1ðkjÞ
 Xa
t 1
e itðkj kkÞ


 C
Xjkj kk j 1
a 1
aa

þ C
Xn
a jkj kk j 1þ1
aa 1

jkj kk j 1
Oðjkj kk j a 1Þ:
Then, from eqn (27), because k 1 O(j 1), j/2  k < j, and following the methods used
to obtain (37) and (38),
X
t
eiðnþ1 tÞðkj kkÞ/tðkjÞ/tð kkÞ


 C
X
t
j/tðkjÞjj/tð kjÞj þ jkjj 2a 1 þ
X
t
j/tðkjÞj2 j/tðkjÞj2
 
O nfffðkjÞ j 1 þ j 2jajn2jaj 1 log n1 a 0:5ð Þ
n o 	
:


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When 1  k < j/2 then jj kj 1  2j 1, and using summation by parts as in eqns (30)
and (31), we have that eqn (31) is zero when j 6 k(mod n), and using Lemma 2 the modulus
of eqn (30) is bounded by
C
Xn 1
t 1
j/tðkjÞjj/tð kkÞ /tþ1ð kkÞj þ j/tþ1ð kkÞjj/tðkjÞ /tþ1ðkjÞj
  jkj kk j 1 ^ tn o
 C
Xjkjj 1
t 1
j/tj j/tðkjÞj þ j/tðkkÞj
 
t þ
Xn 1
t jkjj 1þ1
j/tj j/tðkjÞj þ j/tðkkÞj
 jkj kk j 1
 C
Xjkjj 1
t 1
ta 1tat þ Cjkjj 1
Xn 1
t jkj j 1þ1
ta 1 j/tðkjÞj þ j/tðkkÞj
 
 Cjkjj 1 2a þ C log n1 a 0:5ð Þ þ Cjkjj 2a
O nfffðkjÞ j 1 þ j 2jajn2jaj 1 log n1 a 0:5ð Þ
n o 	
:
Then, vj,k(l) /n(kj, l)/n( kk, l), j/n(kj, l)j  Cfjkjj a þ jlj agminfjkj þ lj 1, ng,
a < 0, so following Robinson (1995a, p. 1063), we are led to estimate the contribution
of eqns (33) (36) when 1 < a < 0. Using the differentiability of fgg(l) in l 2 ( , ), eqn
(33) is bounded by
1
2pn
sup
ðkjþkkÞ=2l2kj
jf 0ggðlÞj
Z 2kj
ðkjþkkÞ=2
j/nðkj; lÞ/nð kk; lÞjjkj ljdl
 Ck 2aj n 1
Z 2kj
ðkjþkkÞ=2
jLnðl kkÞjdl O k 2aj n 1 log j
 	
:
Next eqn (34) is bounded by
Ck aj
2pn
sup
kk=2lðkjþkkÞ=2
jf 0ggðlÞj
Z ðkjþkkÞ=2
kk=2
j/nðkj; lÞjdl O k 2aj n 1
Z kj
kk
Ln lð Þdl
 
O k 2aj n
1 log j
 	
;
and eqn (35) by
1
2pn
ðkj kkÞ sup
kklkj
jf 0ggðlÞj
Z ðkjþkkÞ=2
kk=2
j/nðkj; lÞ/nð kk ; lÞjdl
O n 1k aj
Z ðkjþkkÞ=2
kk=2
j/nð kk ; lÞjdl
 !
O k 2aj n
1 log j
 	
:
Finally, eqn (36) is, using the integrability of fgg(l),
1
2pn
Z p
2kj
þ
Z kk=2
p
( )
j/nðkj; lÞ/nð kk ; lÞj fggðlÞ fggðkjÞ
 
dl
 C
2pn
Z p
2kj
þ
Z kk=2
p
( )
fggðlÞdl O n 1
 
:


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Then using O n 1
 
O fffðkjÞfffðkkÞ
p ðkjÞ jajn2jaj 1 	 and O k 2aj n 1 	
fffðkjÞfffðkkÞ
p
O ðj=nÞ2jajðkjÞ jajn2jaj 1
 	
O fffðkjÞfffðkkÞ
p ðkjÞ jajn2jaj 1 	 the theorem
follows. QED
Proof of Corollary 1. It is enough to show that Lemma 1 holds. The proof of Lemma 2
is similar. To show that the approximations of /tþTþ1(k) by /(k) have the same bounds as
when T 1, we have now thatZ
P
vj;kðlÞdl 2p
X
t
eiðnþ1 tÞðkj kkÞ/tþTþ1ðkjÞ/tþTþ1ð kkÞ:
Then j/tþTþ1(k)j  C minfjkj a, (T þ t)ag and j/Tþtþ1ðkÞj  Cjkj 1ðT þ tÞa 1  C0jkj 1
ta 1, j/Tþtþ1ðkÞj  Cjkj a, a > 0, so we can obtain
j/ðkÞj2 j/tþTþ1ðkÞj2 /tþTþ1ðkÞ/Tþtþ1ð kÞ þ /tþTþ1ð kÞ/Tþtþ1ðkÞ þ j/tþTþ1ðkÞj2
and that, 0 < a < 1,
j/ðkÞj2 j/tþTþ1ðkÞj2
  Cjkj 2a ½jkjðT þ tÞa 1 minf1; ððT þ tÞjkjÞ2ða 1Þgn o
 Cjkj 2a ½jkjta 1 þ ½jkjt2ða 1Þ
n o
:
Then /n,T(kj, l)
P
te
it(kjþl)/tþTþ1( l)
P
t/n tþTþ1e
i(n tþTþ1)lDt(kj þ l) satisfies
the same bounds as j/n(kj, l)j in Lemma 1 and the corollary follows. QED
Proof of Theorem 2. We only prove again the bound for the first two expectations. We
consider again first the case with a > 0. Now E [wf(kj)wf( kj)] fff(kj) is
E IffðkjÞ
 
fffðkjÞ 1
2pn
Z
P
vj;jðlÞ fxxðlÞ fxxðkjÞ
 
dl
þ fxxðkjÞ 1
2pn
Z
P
vj;jðlÞdl j/ðkjÞj2
 
;
ð39Þ
where the second line is O(fff(kj)j
a 1), a > 0, as in Theorem 1. For the analysis of eqn
(39) we consider the same intervals of integration as in Theorem 1 and only replace fgg
by fxx, noting that fxx(k) is differentiable in (0, ), for some  > 0, with
f 0xxðkÞ Oðjkj 1 2dÞ as k ! 0þ. Then all bounds in Theorem 1 for eqn (19),
0 < a < 1, should be multiplied by k 1j , obtaining a bound for eqn (39) of order
O fffðkjÞn 1k 1j log j
 	
O fffðkjÞj 1 log j
 
. The only interval that requires special
consideration isZ kj=2
3kj=2

  Cn 1
Z kj=2
3kj=2
fxxðkjÞ þ fxxðkj þ lÞ
 j/nðkj; kj lÞj2dl
 Cn 1k 2j
Z kj=2
0
jlj 2a 2ddlþ Cn 1k 2j
Z kj=2
3kj=2
fxxðkjÞk 2aj dl
 Cn 1k 2j jkjj1 2a 2d þ Cn 1jkjj 2a 2dk 1j
O fffðkjÞn 1
 
:


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For the second expectation considered in the theorem we can consider again the same
decomposition (33) (36) replacing fgg by fxx. Now proceeding as in the proof of Thm 2(c) in
Robinson (1995a), considering large and small k, the bounds should be adapted by
multiplication by k 1j k
2d
k þ k 2dj
 	
, so we obtain the bound
O fxxðkjÞfxxðkkÞ
q
k 2ak
j
k
 jdj
k 1j n
1 log j
 !
O fffðkjÞfffðkkÞ
q j
k
aþjdj
j 1 log j
 
:
The only interval that requires further study is
1
2pn
Z kk=2
kk=2
j/nðkj; lÞ/nð kk ; lÞj fxxðlÞ fxxðkjÞ
 
dl
 Cn 1k 1k k 1j
Z kk=2
kk=2
jlj 2d jlj a þ jkk j að Þ jlj a þ jkjj a
 
dl
þ Cn 1k 1k k 1j fxxðkjÞ
Z kk=2
kk=2
jlj a þ jkk j að Þ jlj a þ jkjj a
 
dl
 Cn 1k 2d 2ak k 1j O fffðkjÞfffðkkÞ
q j
k
aþjdj
j 1 log j
 
:
We now consider the case a < 0. For analysing the contribution of eqn (20) we multiply
the bound for eqn (23) in Theorem 1 by fxx(kj), obtaining O(fff(kj)j
1). For the term eqn
(19), we have to consider different intervals of integration of eqn (26),Z
jlj<kj=2

  Cn 1f 0xxðkjÞ
Z
jlj<kj=2
j/nðkj; kj lÞj2jljdl
 Cn 1k 2aj k 2d 1j
Z
jlj<kj=2
jLn lð Þjdl O fffðkjÞj 1
 
;
Z kj=2
2kj

  Ck 2aj n 1
Z kj=2
2kj
fxxðkjÞ þ fxxðkj þ lÞ
 jLnðlÞj2dl
 Ck 2aj n 1k 2j k 2dþ1j þ
Z kj=2
2kj
jlj 2ddl
 !
 Ck 2aj n 1k 2d 1j O fffðkjÞj 1
 
;
and finally, the typical term for the remaining intervals is given byZ 
2kj

  Cn 1fxxðkjÞ
Z 
2kj
jLnðlÞj2l 2adl
þ Cn 1 max
2kjl
kd 0:5j fxxðkj þ lÞ
Z 
2kj
jLnðlÞj2l0:5 d 2adl
 Cn 1fxxðkjÞk 1 2aj þ Cn 1k d 0:5j k 0:5 d 2aj
O fffðkjÞj 1
 
:
For the second expectation, first we take eqn (38) multiplied by
fxxðkjÞfxxðkkÞ
p
O k dj k
d
k
 	
. Then it is possible to estimate eqns (33) (36) for


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0.5 < a < 0using the samemethod ofRobinson (1995a, pp. 1063 1064), because with the
bound j/n(kj, l)j  Cfjlj a þ jkjj agLn(kj þ l), a < 0, we obtain the desired result
multiplying an improved bound that can be obtained collecting Robinson’s results for
a 0,
O fxxðkjÞfxxðkkÞ
q j
k
 jdj
j 1 log j
 !
O fxxðkjÞfxxðkkÞ
q
k 1 log j
 	
;
by the factor (j/k) a, a < 0. We omit the details. QED
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