Abstract-Modern packaging design requires extensive signal integrity simulations in order to assess the electrical performance of the system. The feasibility of such simulations is granted only when accurate and efficient models are available for all system parts and components having a significant influence on the signals. Unfortunately, model derivation is still a challenging task, despite the extensive research that has been devoted to this topic. In fact, it is a common experience that modeling or simulation tasks sometimes fail, often without a clear understanding of the main reason. This paper presents the fundamental properties of causality, stability, and passivity that electrical interconnect models must satisfy in order to be physically consistent. All basic definitions are reviewed in time domain, Laplace domain, and frequency domain, and all significant interrelations between these properties are outlined. This background material is used to interpret several common situations where either model derivation or model use in a computer-aided design environment fails dramatically. We show that the root cause for these difficulties can always be traced back to the lack of stability, causality, or passivity in the data providing the structure characterization and/or in the model itself.
I. INTRODUCTION
T HE design of modern high-speed digital or mixed-signal packaged systems calls for automated and robust modeling and simulation tools [1] , [2] . Any system component or interconnect that has some influence on the quality of the signals must be accurately characterized and modeled over a broad frequency band so that its signal degradation effects can be assessed via system-level simulations. Despite the extensive research work that has been devoted to model extraction for passive components and interconnects [3] - [14] , this remains a very challenging task. This is partly due to the ever increasing bandwidth that is required for the characterization of the structure and partly to the overall system complexity, both in terms of number of components and fine geometrical details.
A common strategy that is employed for model extraction is based on a two-step procedure. First, the frequency-domain responses of a given structure are obtained via direct measurement or simulation. Examples can be the scattering matrix of some electrical interconnect or the impedance of a power/ground distribution network. This first step leads to a set of tabulated frequency responses of the structure under investigation. Then, a suitable identification procedure is applied to extract a model from the above tabulated data. This second step aims at providing a simplified mathematical representation of the input-output system behavior, which can be employed in a suitable simulation computer aided-design (CAD) environment for system analysis, design, and prototyping. For instance, rational macromodels are highly desirable for electrical interconnects since they can be easily synthesized as SPICE netlists. References [3] - [14] provide an overview of the most prominent model extraction techniques for electrical interconnects and package structures.
One of the key points in the above-described procedure is accuracy preservation during the model extraction. Obviously, the designer needs accurate models for a sound representation of the electrical behavior of the system. However, accuracy is not the only and not even the most important feature for assessing the quality of a model. One of the purposes of this paper is indeed to show that more fundamental properties must be guaranteed. What is really relevant under a practical standpoint is the physical consistency of the final model, which can be compromised in any of the above two steps. Measurement errors or numerical simulation inaccuracies can lead to poor system specifications in frequency domain (first step), which in turn will impair any subsequent modeling attempt. Nonetheless, even advanced state-of-the-art modeling algorithms (second step) may have some weakness which might produce inconsistent models even when the original data specification is good.
Any model must be characterized by the same basic physical properties of the structure that it should represent. In this paper, we concentrate on linear systems that are intrinsically stable, causal, and passive, such as electrical interconnects and passive components. We will show that when the frequency-domain characterization (obtained via direct measurement or simulation) of the structure lacks one or more of these properties, several inconsistencies may arise, leading to a possible failure of the signal integrity assessment. It should be noted that stability, causality, and passivity are often assumed blindly by the practitioner or even by the highly trained engineer, who may be unaware of the true reason for the failure of some analysis/design task making use of flawed models.
In this paper, the fundamental properties of stability, causality, and passivity are reviewed, and several results on their interrelations are presented. Although most of the material is not new, we cast all fundamental properties in a form that is suitable to interpret a few common situations (mainly in the field of electrical interconnect and packaging) where model derivation and/or model use in a CAD simulation environment fail. Section II presents an example of such a scenario, providing additional motivation for this tutorial paper.
We review the basic time-domain definitions of causality, stability, and passivity in Section III. Section IV analyzes the implications of these three properties in the Laplace domain, which is the most natural domain for an in-depth theoretical analysis. Frequency domain conditions are then reviewed in Section V. The theoretical presentation is interspersed with several illustrative examples. These examples are deliberately very simple, in order to focus on each specific result during the flow of the presentation. However, a few examples coming from real applications for which modeling or simulation is problematic are presented in Section VI. The theory presented in this paper will provide a straightforward interpretation of these difficulties, by pointing out their root cause. Once this cause is detected, possible countermeasures can be taken, as discussed in the paper and in Section VII.
The theoretical material is presented in a formal way. However, fine mathematical details are often omitted to avoid heavy notations and long derivations. Therefore, most theorems are stated without a proof. Also, most results are presented by assuming that all signals are standard functions of time, although the theory of distributions should be used whenever appropriate. These advanced topics are fully covered in the references.
II. MOTIVATION
This section considers a simple interconnect example for which the generation of a macromodel fails. We present the example under the standpoint of the design engineer, who knows the physical geometry of the interconnect and is required to generate a SPICE-compatible model in order to carry out the design. The structure is a three-conductor transmission line. Its scattering matrix is first computed over a bandwidth of 4 GHz using a commercial frequency-domain 3-D field solver. Then, the various scattering matrix entries are processed by the very popular and robust vector fitting (VF) algorithm [3] in order to produce a lumped model for the structure. It is well known that VF produces a model in poles-residues form, which is readily synthesized into a SPICE netlist. It turns out that VF fails to provide a reasonably accurate model. As an example, we report in Fig. 1 the original return loss and the corresponding response of a rational model with 20 poles. Although the raw data are quite smooth, the model is very inaccurate.
The first solution one can think of in order to improve the accuracy is to increase the number of model poles or the number of VF iterations. Table I reports the resulting fitting error for up to  40 poles. The table clearly shows that even if the model order or the number of VF iterations are increased, the accuracy remains poor. The rational fitting scheme does not seem to converge.
The standard VF algorithm avoids the presence of unstable poles by changing the sign of their real part whenever they occur during the iterations. Our next try is to disable this feature and to let VF choose the best poles placement in the entire complex plane. Surprisingly, VF readily computes a highly accurate model even with few poles, as illustrated in Table II . Unfortunately, this model will be useless for any practical purpose because, due to the presence of unstable poles, any time-domain simulation in a CAD environment will blow up exponentially. Moreover, it is quite unreasonable that the frequency response of a certainly passive structure requires the presence of unstable poles for its rational approximation. It turns out that the raw frequency responses are flawed by causality violations, as we will demonstrate in Section VI. However, the symptoms of these inconsistencies arise only when trying to fit the data. Consequently, the main problem is difficult to identify, and even more difficult is to realize how to fix it. The theoretical results presented in Sections III-V will provide the background material that will allow, in Section VI, a complete explanation and interpretation of the VF results for this example.
III. TIME DOMAIN
In this section, the physical concepts of causality, stability, and passivity are described and precisely defined by appropriate mathematical conditions. We restrict our attention to linear 1 and 1 A system is linear if the response to a linear combination of two inputs x(t) = c x (t) + c x (t) is w(t) = c w (t) + c w (t) where w (t) and w (t) are the outputs corresponding to each input x (t) and x (t), respectively. time-invariant 2 electrical -port networks, with input and output denoted, respectively, by the -element vectors and . Due to linearity and time invariance, the system can be conveniently represented with a convolution [26] relating the input and output
The matrix is the system impulse response, with each element being the response at port when an ideal impulse (Dirac's delta) is applied at port , with all other inputs set to zero. We will consider different representations of electrical -port networks, including impedance ( being currents and voltages), admittance ( being voltages and currents), and scattering (both being power waves).
A. Causality
It is part of our real world experience that an effect cannot precede its cause. This intuitive concept is the fundamental principle of causality [33] , that every physical system has to respect. For example, if two inputs and , equal up to , are applied to a causal system, their respective outputs are expected to be equal up to . If this is not the case (see Fig. 2 ), the system is noncausal, because it forecasts a difference in the inputs before it actually occurs.
The precise definition of causal system that follows is just the formal writing of this intuitive consideration.
Definition III.1 (Causality [25] 
Proof: For the sake of simplicity, we consider a scalar impulse response . Condition (2) is necessary for causality because if a Dirac's delta is taken as input, the output is . Since input vanishes for , then, for Theorem III.1, the output must vanish too for . Condition (2) is also sufficient to guarantee causality. In this case (1) becomes and, due to the upper integration limit, causality follows from Theorem III.1.
Remark III.1: The above definitions of causality are general and apply to both lumped and distributed systems. In the latter case, however, it may be important to adopt a more stringent definition by explicitly considering the propagation delays due to the finite propagation speed of signals [33] This holds, e.g., in any transmission-line network. The identification of models that take into account these propagation delays is indeed an active research area [15] - [24] . Throughout this paper, we will adopt the delay-free definition of causality of Theorem II.2. Therefore, we will always refer to causality meaning zero-delay causality.
B. Stability
The concept of stability is related to the boundedness of the system responses. In fact, engineers always verify that their circuits are stable in order to be sure that no inputs can drive them beyond operating limits. For this reason, although several different definitions of stability are available, herewith we consider the so-called bounded-input bounded-output (BIBO) definition of stability [28] .
Definition III.2 (Stability):
A system is stable if the output is bounded 3 for all bounded inputs . The BIBO stability is guaranteed in an LTI system if and only if all elements of are such that (3) The above condition applies to both lumped and distributed systems. Example III.1: Let us consider a physical realization of an circuit, as shown in Fig. 3 (a). Since this circuit is made of real components, causality should be assumed a priori. Under this hypothesis, the impedance impulse response is (4) where denotes the unit step (Heaviside) function. Stability depends on the sign of and . If both are positive (as is true for real resistors and capacitors), then , the integral in (3) is bounded, and the system turns out to be BIBO stable. Conversely, if for example is negative (as can be obtained by employing an active device, at least within a given voltage range), grows for large , and stability does not hold. Example III.2: We consider the physical circuit shown in Fig. 3(b) . The impulse response in the admittance representation is (5) and violates (3). The system is thus not BIBO stable. This is further confirmed by choosing the bounded input , which produces the unbounded output . This is the well-known principle of (lossless) resonance, which will be discussed in more detail in Section IV.
C. Passivity
A physical system is denoted as passive when it is unable to generate energy. The precise mathematical definition of passivity depends on the representation adopted for the -port network. For impedance or admittance representations we have [27] .
Definition III.3 (Passivity): An -port network is said to be passive if (6) for all and all admissible port voltages and currents . For scattering representations, the passivity definition is similar, with (6) replaced by (7) where and are, respectively, the incident and reflected power waves at the ports. The above definitions apply to both lumped and distributed systems. Integrals in (6) and (7) represent the cumulative net energy absorbed by the system up to instant . This energy has to be positive for all in any passive system. This requirement is satisfied if two conditions hold: 1) the system absorbs more energy than it generates and 2) the possible generation occurs after absorption. A noncausal system that first generates energy and then absorbs it, even to a larger extent, is thus considered nonpassive. With this consideration in mind, it is not surprising that all passive systems are causal [27] , [26] .
Theorem III.3: If an LTI system is passive, then it is also causal.
Proof: We prove this important result for the scattering representation; a similar result holds for the impedance/admittance representations [27] . For simplicity, we focus on a oneport system with input and output . The proof establishes causality by verifying that, for passive systems, Theorem III.1 always holds. We choose an arbitrary input signal that vanishes for . The passivity definition (7) requires that
The integrand function is non-negative by construction. Therefore, the above inequality holds for all only if the output vanishes for . Hence, the system is causal. Example III.3: Fig. 4 depicts an ideal transmission line (characteristic impedance , propagation constant , length ) terminated by a load resistor . If is assumed as the reference port impedance, the reflected power wave turns out to be (8) where is the one-way time-of-flight of the line. Obviously, this system is passive if is positive. We prove this by applying the passivity condition (7), which in this case becomes In the above inequality, both integrals are positive for any possible input signal . Therefore, the sign of the entire expression depends only on the factor that is positive if So, if , (7) holds and the system is passive as expected. Remark III.2: Theorem III.3 has two important consequences. First, since all passive systems are causal, any noncausal system cannot be passive. Second, any macromodeling algorithm that enforces model passivity will also guarantee model causality. Conversely, a model that violates causality will violate passivity too, as pointed out in the next example.
Example III.4: We consider again the structure of Example III.3, but with a negative delay, i.e., . This system is clearly noncausal, since the output is an anticipated version of the input . Of course, a physical equivalent does not exist. However, it is an interesting illustration of the fact that noncausal systems are also nonpassive. We show the lack of passivity by noting that the passivity condition (7), for an input that vanishes for , reads
This condition is never satisfied because of the negative sign in front of the certainly positive integral. This example also shows that any passivity violation can be highlighted or detected by choosing an appropriate input that results in a negative absorbed energy.
IV. LAPLACE DOMAIN
The Laplace transform is the natural tool for the analysis of LTI systems, since it transforms differential time-domain operators into algebraic -domain operators. In Laplace domain, (1) becomes (9) where represents the system transfer function. In this section, we derive the conditions for stability, causality, and passivity in the Laplace domain. However, we should be careful in using the appropriate definition of the transform. In fact, the widely used unilateral Laplace transform, defined as (10) is not appropriate for our analysis, since it neglects by construction any part of the signal for . All signals are automatically treated as causal, hence no conditions for causality can be inferred if definition (10) is used. If we want to derive suitable conditions for causal systems, it is necessary to extend the time integration down to , by using the bilateral Laplace transform.
A. Bilateral Laplace Transform
The bilateral Laplace transform is defined as [28] (11) where . The key difference 4 between bilateral and unilateral Laplace transform is the importance of the region of convergence (ROC), i.e., the set of values for which the integral in (11) converges absolutely. We illustrate this via a simple example.
Example IV.1: Consider the two distinct functions and , where is a real quantity. A direct calculation from (11) leads to ROC
ROC (13) so that the actual transformed functions take identical expressions. Therefore, the only way to discriminate them is the knowledge of their respective ROCs, depicted in Fig. 5 . We will show that the ROC plays a fundamental role for the characterization of both causality ( is causal and is not) and stability. For completeness, we report four general ROC properties, clearly verified for the above example. 1) ROC is always, in the complex plane, a strip parallel to the imaginary axis.
2) If a function vanishes for , its ROC is a halfplane open on the right, i.e., for some .
3)
is analytic 5 inside its ROC. 4) ROC is bounded on its left and right by the singularities of (poles for lumped systems). Although inversion of (11) can be computed via line integration within the ROC [28] , inverse Laplace transform is usually obtained (at least for lumped systems) by partial fractions decomposition, as shown in the following example.
Example VI.2: The function with ROC is decomposed as
The regions of convergence of the two partial fractions have to be chosen such that their intersection is the ROC of . According to the above-mentioned properties, the possible ROCs for the first term are and and, for the second one, are and .
The individual ROCs reported in (14) are the only combination which is compatible with the ROC of the original function. The inverse Laplace transform is then .
B. Causality
In a causal system, since each element of is vanishing for negative time, the ROC for each of the elements of is a half-plane open on the right. However, this condition is not sufficient for causality. The following theorem [29] 
. Conversely, , in spite of sharing the same mathematical expression of , is defined in a completely different ROC and does not satisfy the conditions stated by Theorem IV.1. Its inverse Laplace transform is thus a noncausal signal. Example IV.4: The scattering matrix of the circuit in Fig. 4 is (15) and is defined and analytic over the entire complex plane. Consequently, it satisfies the first condition stated in Theorem IV.1 whatever is; however, is causal only if , requiring that the exponential factor represents a true delay and not a noncausal anticipation. In the latter case with , the second condition of Theorem IV.1 is obviously violated since grows exponentially for .
C. Stability
The ROC associated to a system transfer function is important to ascertain stability. We have the following theorem (for lumped systems).
Theorem IV.2: A system is stable according to Definition III.2 if and only if: 1) the ROC associated to its transfer matrix includes the imaginary axis and 2) is bounded. This condition is quite different from the more practical rule normally employed by engineers, who usually test stability by checking that all the system poles have negative real part. For causal systems, both criteria are equivalent. In fact, since the ROC for any causal system is open on the right and is bounded on the left by the system singularities, when these singularities are confined to the left-hand plane, the ROC will necessarily include the imaginary axis, as shown in Fig. 6 . For noncausal systems, however, only the analysis of the region of convergence allows us to prove stability, as shown in the next example.
Theorem III.1: Consider the impulse responses ROC Fig. 6 . When a causal transfer function has all singularities confined in lefthand plane, ROC surely includes imaginary axis.
ROC
As already discussed in Example III.1, is stable only if , in which case the ROC includes the imaginary axis. Since is causal, the stability condition is thus equivalent to requiring that the system pole lies in left hand plane. When , the ROC does not include the imaginary axis and is unstable. We have a different situation for the noncausal impulse response , which is stable when , i.e., when its ROC includes the imaginary axis.
Example IV.6: The admittance of the LC resonator depicted in Fig. 3(b) is ROC (16) where the ROC has been chosen open on the right in order to insure causality. In this case, the ROC does not include the imaginary axis, where the two system poles are located. Therefore, according to Theorem IV.2, the system is not BIBO stable, as reported also in Example III.2. This example confirms that systems with purely imaginary poles are a boundary case for stability, and the adopted definition of BIBO stability rules out these systems. Under a practical standpoint, we believe that this definition satisfies the theoretical need of a design engineer, since lossless resonant structures never occur in practice due to the unavoidable presence of losses. In addition, any model which has poles on the imaginary axis may become critical under certain excitations and should be carefully avoided.
D. Passivity
The passivity conditions in Laplace domain depend on the adopted representation. In the impedance or admittance cases we have [26] .
Theorem IV.3: An impedance matrix represents a passive linear system if and only if: 1) each element of is defined and analytic in ; 2)
is a nonnegative-definite matrix 6 for all such that ; 3)
. The superscripts and denote the complex conjugate and transpose conjugate, respectively. Note that the second condition generalizes for the matrix case the requirement that a passive one-port impedance must have positive real part. The third condition ensures that the associated impulse response is real.
The first condition is related to causality and stability, since it requires a ROC that is open on the right and touching the imaginary axis. In fact, it is possible to prove that the three above conditions for passivity always imply causality. The first condition also implies BIBO stability, provided that the system has no singularities on the imaginary axis (i.e., purely imaginary poles).
Remark IV.1: From the above discussion, it appears evident that passivity is the strongest requirement for the well-posedness and physical consistency of a given model, since passivity implies both causality and stability.
Example IV.7: The impedance of the RC circuit shown in Fig. 3(a) (with positive and ) is ROC (17) and clearly satisfies the first and third conditions reported in Theorem IV.3. The second condition reads where and is satisfied because, for , all quantities are positive.
Example IV.8: A similar calculation proves that the admittance function (16) of the LC resonator in Fig. 3(b) is passive. In fact, the second condition of Theorem IV.3 becomes and is satisfied for . For the scattering representation we have a similar result [26] . Theorem IV.4: A scattering matrix represents a passive linear system if and only if: 1) each element of is analytic in ; 2)
is a nonnegative-definite matrix for all such that ; 3)
. A matrix fulfilling these three conditions is said to be bounded real. Conditions 1) and 3) have the same meaning as in Theorem IV.3. Condition 2) is basically a bound for , which generalizes the basic condition on passive one-port networks having a reflection coefficient not larger than one. An alternative and equivalent condition requires that , i.e., the largest singular value of , does not exceed one in the right-hand plane.
Example IV.9: The scattering coefficient (15) of the circuit depicted in Fig. 4 satisfies the passivity constraints only if . In fact, conditions 1) and 3) of Theorem IV.4 hold independently of , while condition 2) holds only if , since it requires that for all . If is negative, then and the above inequality does not hold for small values of .
V. FREQUENCY DOMAIN
The Laplace-domain conditions reviewed in Section IV are exhaustive but may be difficult to check, since they require testing the entire or at least half of the complex -plane. However, these results may be restricted to the imaginary axis only, by considering the standard Fourier transform (18) instead of the Laplace transform. Of course, use of Fourier transform makes sense only if the integral (18) exists (converges). The resulting frequency-domain equivalent of (1) is (19) and makes sense only when the Fourier transform exists for both the system impulse response and the excitation signal . It is well known that is directly related to the sinusoidal steady-state response and it can be directly measured.
A. Stability
Fourier analysis is always possible for stable systems, because if (3) is satisfied, the integral in (18) converges absolutely. Difficulties arise for unstable systems, as shown in the following example.
Example V.1: The frequency-domain impedance representation of the circuit in Fig. 3(a) is (20) and exists only if . In fact, the system impulse response is and cannot be Fourier transformed via (18) if , consistent with the fact that a sinusoidal steady state is never established in such an unstable system.
For unstable systems, the Laplace transform is a more appropriate tool, since it can be defined regardless of stability, as discussed in Section IV. Bilateral Laplace and Fourier transforms can both be defined if the ROC includes the imaginary axis.
B. Causality
Causality imposes strong conditions on the frequency response of a system. Denoting as a causal impulse response (vanishing for ), we have where is the sign function that equals 1 for and 1 for . Applying Fourier transform 7 one obtains since the transform of the product leads to a convolution. A direct calculation leads to (21) where the integral converges despite of the integrand singularity for , because the principal value (22) is taken. In order to appreciate the strong implications of (21), it is useful to divide it into real and imaginary parts (23a)
where . These equations, known as Kramers-Krönig dispersion relations [31] - [34] , are valid for every causal system and state that the frequency response real and imaginary parts are not independent. Kramers-Krönig relations are necessary and also sufficient for causality, as stated by the next theorem.
Theorem V.1: If admits a Fourier transform, the following facts are equivalent. 1) for ; 2)
is the limit, as , of a function defined in and here analytic and of polynomial growth; 3)
satisfies Kramers-Krönig relations. This interesting result, due to Titchmarsh [34] and generalized by Beltrami [30] , summarizes and relates the conditions for causality in time, Laplace, and frequency domains.
Example V.2: We consider the frequency response (24) with and test whether its real part and imaginary part satisfy dispersion relations. The integral in (23a) can be computed by using the following decomposition into partial fractions:
This allows us to write since the first two partial fraction terms above are odd-symmetric, thus leading to a vanishing principal value integral. Finally, we have (25) This computed real part matches (24), i.e., the system is causal according to (23a), only if . Of course, this is consistent with the fact that the extension of to a Laplace transform in the complex -plane reads ROC because the ROC must include the imaginary axis where the original frequency response is defined. Conversely, if the frequency response is noncausal since: 1) dispersion relations are not satisfied; 2) the extension of to a Laplace transform in the complex -plane reads ROC and the ROC is not a half-plane open on the right; 3) the associated time-domain signal is , which is obviously noncausal.
C. Passivity
The Laplace-domain passivity conditions stated by Theorems IV.3 and IV.4 have to be verified in the entire half-plane . We report here some passivity conditions that practically require testing only the imaginary axis . The following theorem [26] Fig. 3(b) is ROC (26) This is a rational function, so we can apply Theorem V.2 to ascertain passivity. The first condition of the theorem is satisfied because is analytic in the whole complex plane except for ; condition 2) holds because for one has . Condition 3) is satisfied as well as condition 4), since asymptotically . The corresponding result of Theorem V.2 for the scattering representation (valid for both lumped and distributed systems) reads as follows [26] . Theorem V.3: A scattering matrix represents a passive linear system if and only if: 1) dispersion relations (23) hold; 2) is a nonnegative-definite matrix for all ; 3) . Note that this theorem involves only conditions restricted to the imaginary axis . It is remarkable that the combined conditions 1) (dispersion relations) and 2) (unitary boundedness) are sufficient to control the function behavior in , i.e., passivity. Therefore, it appears that the scattering representation is more appealing for practical use in data and model verification. Of course, if is rational and analytic in , only conditions 2) and 3) are necessary, since dispersion relations are automatically satisfied.
Example V.4: The second condition of Theorem V.3, written for the scattering parameter of the circuit in Fig. 4 (27) reads When this inequality is always satisfied, independently of . However, if the system is not causal (as discussed in Example III.4) and hence nonpassive. This example points out that condition 2) (unitary boundedness) is not sufficient to ascertain the passivity of distributed systems. It is necessary, as stated by Theorem V.3, to also ensure that dispersion relations are satisfied, i.e., that the system is causal.
VI. EXAMPLES

A. Analytic Example
We start with a simple analytic example. Despite its apparent triviality, this example is quite significant since it allows us to pinpoint via analytic derivations a typical source of problems in real-life modeling and simulation tasks. We consider the scattering frequency response (28) and we want to derive an equivalent model that can be used in a time-domain simulation tool.
1) Causal and Unstable Model:
The typical approach for macromodel derivation is to fit the data with a rational expression in the Laplace domain. In this case, an error-free fit is possible and leads to the expression (29) In fact, (29) reduces exactly to (28) when evaluated for . The model poles are , with one unstable pole with positive real part. The corresponding impulse response is exponentially unstable. Fig. 7 provides a further illustration of this instability by depicting (continuous line) the results of a computer simulation of the model (29) when a square pulse is applied as input. It is clear that any practical use of this model is impossible, even if the match to the data is perfect.
2) Stable and Noncausal Model: An alternative approach to compute the time-domain response of (28) under a given excitation is via inverse Fourier transform
The result for a square pulse input is depicted with a dashed line in Fig. 7 . It is clear that the model is not causal, but stable. Also in this case, if proper care is taken in computing the inverse Fourier transform, the computed response is virtually error free.
3) Discussion: It appears that two models with very different behavior and characterized by different fundamental properties are compatible with (28) . The main reason for this inconsistency is the lack of causality of the original data (28). In fact, this (28) to a square pulse. Continuous line refers to (29) , and dashed line is obtained via inverse Fourier transform. frequency response is not causal because it violates Theorem V.1, whatever condition is considered.
1) The inverse Fourier transform of (28) is which does not vanish for .
2) The extension of to the entire -plane,
ROC
is not defined in the half-hand plane (note that the ROC has to be defined so that it includes the imaginary axis).
3) The frequency response itself does not satisfy the dispersion relations (23) . In fact, a straightforward calculation (as in Example V.2) reveals that requires an associated imaginary part in order to be causal. A clear picture of the situation is provided by Fig. 8 . Each of the two models is characterized by a different ROC, and we know from Section IV that the ROC determines directly the stability and the causality properties of the model. Due to the singularity at , a simultaneous enforcement of stability and causality is not possible.
In summary, given a noncausal dataset as in (28) , the objective of computing a causal and stable model becomes an ill-posed problem. It is of course possible to compute a rational approximation by constraining all poles to be stable, so that the ROC will be open on the right and include the imaginary axis. Unfortunately, such a fit will be very poor and the accuracy will not be under control. Table III reports the results of VF applied to this example, with a varying number of (strictly stable) poles. It is clear that the approximation does not converge to the data, as expected.
We conclude this example with a remark. Most time-domain circuit solvers adopt a forward time-stepping procedure to compute the solution. In this framework, it is implicitly assumed that the solution at a given time iteration is only influenced by the previous and already computed times, which is essentially the same requirement of causality. Hence, causality is a must for each model in the network. Equivalently, noncausal models are not compatible with time-stepping solvers. In addition, even the concept of initial conditions (required for setting up the time iterations) may become meaningless or difficult to apply when causality is not assumed a priori.
B. Revisiting Test Case of Section II
We reconsider now the example reported in Section II, for which an accurate rational fit with stable poles only was not possible. This is actually the same scenario that was encountered in the simple example of Section VI-A. We may argue that the main reason is hidden in some causality violations of the raw frequency response. However, in this case only a set of tabulated frequency points are available, and no analytic expressions will help us in the verification of this hypothesis. This is the practical situation that a design engineer would actually face with no source of information available other than the results of his measurement or field simulation.
Among the various conditions for testing causality that were reviewed in this paper, it appears that the direct application of the dispersion relations (23) is the only feasible option in this case. Due to the singular nature of the integrals and to the availability of samples over a limited frequency band, the direct computation of (23) may be very inaccurate. This problem has been addressed in [40] and [41] , where an accurate and robust methodology to ascertain the causality of tabulated frequency responses is developed, based on a generalized form of the Hilbert transform. We applied this method to the available frequency data, and the results are shown in Figs. 9 and 10 . The solid lines represent the original data, while the gray shaded areas are frequency-dependent regions where the data should lay in order to satisfy causality (details can be found in [40] ). When a data point is outside these areas we are sure that a causality violation is present.
These results confirm that the failure reported in Section II is really due to causality violations in the data. However, the detection of such violations requires a sophisticated numerical tool. This example should illustrate how critical it may be to handle a flawed dataset. The symptoms of data inconsistencies only appear when trying to build a macromodel, and it may not be clear to the engineer what is the real cause of the problems. It is also evident that any dataset should be certified for causality before attempting any macromodeling and simulation step. 
C. PCB Interconnect
We consider in this section a coupled interconnect structure on a printed circuit board (PCB), whose geometry is depicted in Fig. 11 . We built a test board and we performed two sets of measurements of the four-port scattering matrix of the interconnect. The first measured dataset is valid and accurate. The second dataset is instead flawed by an imperfect calibration. Hence, we denote the former dataset as "good" and the latter as "bad." Magnitude and phase of two scattering matrix entries for the two measurements are compared in Fig. 12 . Fig. 13 depicts the frequency-dependent maximum singular value of the two scattering matrices, showing that the "bad" dataset is also violating passivity (the maximum singular value is larger than one), whereas the "good" dataset is passive.
We now attempt the construction of a rational macromodel for these two datasets with a varying number of poles. The results obtained with VF are reported in Table IV , where three sets of models are compared. The models for the "good" and passive dataset are also passive and the VF error converges when the number of poles is increased. The models for the "bad" dataset are also convergent, but a passivity check, here performed using [54] , shows that also the models are nonpassive. This is expected, since a model that closely matches a nonpassive dataset will almost surely be nonpassive. Finally, the set of models in the last column is obtained from the "bad" dataset by enforcing passivity, as in [54] . All these passive models are inaccurate with respect to the original data. This is also expected, since a passive model cannot match a nonpassive dataset better than a given threshold accuracy, which is of course related to the amount of passivity violation in the data. As a confirmation, the model accuracy seems to be limited to a value which is nearly the same as (see Fig. 13 ). Note also that any other The measured data for this example are only available from a minimum frequency MHz and not from dc. This fact has two important implications.
1) If we test data causality using the Kramers-Krönig dispersion relations (23), we need to take into account the unavoidable bias due to the missing samples. This is indeed the main motivation that led to the advanced algorithms in [40] , [41] , which explicitly deal with missing samples by computing an equivalent "numeric resolution" of the causality check. See [40] and [41] for details. 2) Any model derived from this data can only be accurate where frequency samples are available. Therefore, the model behavior from dc up to is not under control, unless some additional assumptions on the missing data are made. This may lead to spurious passivity violations in the model, which are located at frequencies where raw data samples are missing. In case only a "bad" nonpassive dataset is available, we are faced with three possibilities: 1) throw away the flawed dataset and repeat the measurement; 2) accept the accurate but nonpassive macromodel; 3) accept a passive macromodel at the cost of a reduced accuracy with respect to the available data. It turns out that the first choice is the right one. In fact, an accurate but nonpassive model may lead to an unstable network even when suitable passive terminations are considered. This is actually not far from real life experience, and we show this for the nonpassive model with 18 poles. When we terminate the interconnect model with identical loads at its four ports with structure (component values: k nH), we get the voltage waveform reported in Fig. 14 , which confirms the loss of the network stability, caused by a pair of complex-conjugate poles with positive real part, Grad/s. Thus, accepting nonpassive models involves a necessary risk that the system-level simulation employing the model may fail. The third choice has also some drawbacks. In fact, even if the model is passive, we will never know how closely it represents the real interconnect (which is certainly a passive structure), since it is derived from a dataset that does not represents correctly the fundamental physics of the system.
VII. SUMMARY AND DISCUSSION
We have reviewed in this paper the fundamental properties of stability, causality, and passivity, and we have shown all important interrelations between them in the time, Laplace, and Fourier domains. These concepts have been used to interpret and justify common difficulties encountered when trying to derive macromodels from tabulated frequency data. We have shown with several test cases that whenever raw frequency data do not fulfill these fundamental properties, a failure in the macromodeling process must be expected.
The main conclusion of this work is twofold. First, it is mandatory that any dataset be certified to be self-consistent, causal, and passive before proceeding to further modeling steps. Second, any macromodeling algorithm must preserve such properties in order to avoid flawed simulation results. We conclude this paper by pointing the reader to a set of significant references on both data checking and consistent model extraction techniques.
We have shown that passivity is the strongest requirement, since it implies both causality and stability. When dealing with (scattering) frequency-domain tabulated data, we can apply Theorem V.3 to check for passivity. Unitary boundedness of the scattering matrix (condition 2) is easy to test, at least for the available samples. Conversely, checking dispersion relations (condition 1) is much more difficult. Only a few authors have considered this problem addressing the serious issues due to the tabulated nature of real data [35] - [39] . More recent results on robust causality check for bandlimited tabulated data can be found in [40] and [41] .
The stability and the causality of rational (lumped) models based on poles-residues, poles-zeros, or state-space forms are easy to enforce. It is indeed sufficient to make sure that all poles have a (strictly) negative real part, as discussed in Section IV.
The more difficult passivity enforcement reduces in this case to condition 2) of Theorems IV.3 and IV.4. For small-sized models the best approach is provided by a convex formulation of the passivity constraints via the positive real (PR) or the bounded real (BR) lemmas [42] , [43] , since these forms allow application of convex programming techniques for passivity enforcement [44] - [47] . Such techniques are guaranteed to find the optimal solution. Unfortunately, their computational complexity seriously impairs application to medium and large-sized models. These cases can be handled via suboptimal techniques based on linear or quadratic optimization [48] - [52] or Hamiltonian matrix perturbation [53] - [56] .
Delay-based models (for, e.g., transmission lines) deserve special care [15] - [24] . Some techniques are available for model passivity enforcement by construction [21] . However, model size may grow for large delays, and model efficiency may be compromised. Very efficient models are available [15] - [20] , but without the guarantee of passivity. Passivity enforcement for such models is still an open problem for future research [23] , [24] .
