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Abstract
A continuation principle is given for solving boundary value problems on arbitrary
(possibly infinite) intervals to Carathéodory differential inclusions in Banach spaces.
For this aim, the appropriate fixed point index is defined to condensing decomposable
multivalued operators in Fréchet spaces. This index extends and unifies the one for compact
maps in Andres et al. [Trans. Amer. Math. Soc. 351 (1999) 4861–4903] as well as the one
for operators in Banach spaces in Bader [Ph.D. Thesis, University of Munich, 1995]. As
an application, we prove the existence of an entirely bounded solution of a semilinear
evolution inclusion.
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0. Introduction
When solving boundary value problems on noncompact intervals, we have
in principle two possibilities: either to proceed sequentially (by means of
establishing a diagonal process) w.r.t. a one-parameter family of problems on
compact intervals (i.e., in Banach spaces) or to work directly on noncompact
intervals (i.e., mostly in Fréchet spaces). In the latter case, the related continuation
principles cannot be simply extended from those of the Leray–Schauder type, i.e.,
when just replacing the Banach space by a Fréchet space (see, e.g., Andres et al.
[3] or Furi and Pera [19]). On the other hand, having once such a principle, it is
very convenient for applications to differential equations and inclusions.
There are many definitions of the degrees and the fixed point indices for
sufficiently regular maps in Fréchet spaces (see [3,10,13,19,21,25,26,28,34–36,
38] and the references therein), but only some of them are really suitable for
applications to differential systems. For alternative approaches, see, e.g., [4–6,12,
18,29–31].
In this paper, we develop at first a rather abstract fixed point index theory for
condensing decomposable (set-valued) maps in Fréchet spaces, when extending
and unifying our previous particular results for compact multioperators in Andres
et al. [3] and to multioperators in Banach spaces in Bader [7]. Thus, our definition
seems to be the most general of all. Then we establish a continuation principle
which is convenient for applications to asymptotic boundary value problems in
Banach spaces. Hence, applying this principle to differential inclusions, we obtain
as our main result (see Theorem 16) a very powerful method dealing with a large
class of boundary value problems (possibly, on noncompact intervals). Finally, as
a nontrivial example, we prove the existence of a bounded solution to a semilinear
evolution inclusion.
1. Preliminaries
All the spaces in this paper are assumed to be at least metric spaces. Given two
spaces X,Y , we denote a set-valued transformation ϕ of X into Y by the symbol
ϕ :X Y . We will use standard definitions and notations concerning the theory
of set-valued maps as they can be found, e.g., in Aubin and Cellina [2].
Let ϕ :X Y be an upper semi-continuous (u.s.c.) set-valued map. Following
Górniewicz et al. [22], we say that the map ϕ is a J -map, denoted by ϕ ∈ J (X,Y ),
if for each x ∈X the set ϕ(x) is an Rδ-set, i.e., there exists a decreasing sequence
{Rn} of compact, contractible Rn ⊂ Y such that
ϕ(x)=
⋂
n∈N
Rn.
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Let us note that an Rδ-set is, in particular, nonempty, compact and connected (see
[23], for further properties and equivalent characterizations of Rδ-sets). It was
shown in [22] that mappings ϕ ∈ J (P,Y ), where P is a finite polyhedron, are
approximable in the sense that, for each  > 0, there exists a continuous map
f :X→ Y such that the graph of f is contained in the -neighbourhood of the
graph of ϕ. Based on this result, one can define a fixed point index theory for
J -maps on compact ANRs (see [22]).
For the later reference, we would now like to recall a development of the fixed
point index theory from [22], which was given in Bader [7].
Let X be an ANR,2 U ⊂X be open, Φ : UX be a set-valued map with the
following property: there is an ANR Y , a J -map ϕ : U Y and a continuous map
f :Y →X such that Φ = f ◦ϕ. In this case we say that Φ is a decomposable map
and we denote the decomposition by
D(Φ) : U ϕ− Y f−→X. (1)
We introduce the notion of homotopy of a decomposable map. Let Ψ : U →X be
a set-valued map with a decomposition
D(Ψ ) : U ψ− Y g−→X.
Then we say that Φ and Ψ are homotopic if there exists a J -map η : U ×
[0,1] Y such that η(·,0) = ϕ, η(·,1) = ψ , and a continuous map h :Y ×
[0,1] → X such that h(·,0) = f , h(·,1) = g. In this case, we consider the
composed homotopy between Φ and Ψ given by χ(x, t) := ⋃y∈η(x,t) h(y, t)
(clearly χ(·,0)=Φ,χ(·,1)= Ψ ).
Let us note that the class of decomposable maps is essentially larger than the
class of J -maps (see [20], for a relevant example).
Now, assume that the fixed point set Fix(Φ) := {x ∈ U : x ∈ Φ(x)} of Φ has
a nonempty intersection with the boundary ∂U of U and Φ is a compact map,
i.e. the range of Φ is contained in a compact subset of X. For the map Φ (more
precisely, for the decomposition D(Φ) of Φ), one can define an integer valued
fixed point index
IndX
(
D(Φ),U
)
. (2)
The index given in (2) has the following properties (see Bader [7]).
Proposition 1. (i) (Existence) If IndX(D(Φ),U) = 0, then ∅ = Fix(Φ)⊂U.
2 By AR (or ANR) we denote the class of absolute retracts (or absolute neighborhood retracts)
for metrizable spaces, i.e., X is an AR (or ANR) if X is metrizable and each embedding h :X→ Y
(i.e., h :X→ h(X) is a homeomorphism) into a metrizable space Y , such that h(X)⊂ Y is closed, is
a retract (or a neighborhood retract) of Y (see Borsuk [8]).
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(ii) (Additivity) Let Fix(Φ)⊂U1∪U2, where U1,U2 are open disjoint subsets
of U . Then IndX(D(Φ),U)= IndX(D(Φ)|U1,U1)+ IndX(D(Φ)|U2,U2), where
D(Φ)|Ui : Ui
ϕ|Ui− Y f−→X for i = 1,2.
(iii) (Homotopy) Let Ψ : U → X be a decomposable map homotopic to Φ .
Assume that the composed homotopy χ between Φ andΨ is compact and satisfies
x /∈ χ(x, t), for each x ∈ ∂U , t ∈ [0,1]. Then
IndX
(
D(Φ),W
) = IndX(D(Ψ ),W).
(iv) (Weak normalization) Assume that f in D(Φ) is a constant map, i.e.,
f (x)= a /∈ ∂U, for each x ∈ Y . Then
IndX
(
D(Φ),U
)= {1, for a ∈ U,0, for a /∈ U.
(v) (Contraction) Let X′ be an ANR such that X j⊂ X′ and let U ′ be an
open subset of X′. Let ϕ : U ′ Y be a J -map and consider the decomposition
D : U ′ ϕ− Y f−→ X of the map Φ := f ◦ ϕ. Assume that Φ is compact and
Fix(j ◦Φ)∩ ∂U ′ = ∅. Then IndX′(j ◦D,U ′)= IndX(D|U ′∩X,U ′ ∩X).
In the sequel, let F always denote a Fréchet space, i.e. a completely metrizable
locally convex topological vector space.
In order to generalize the fixed point index theory for not necessarily compact
set-valued maps, we recall the notion of a fundamental set (see Borisovich et al.
[9]).
Again, let ϕ :F ⊃ D F be a set-valued mapping. Then a closed convex
subset T of F is said to be fundamental for ϕ if
(a) ϕ(D ∩ T )⊆ T ,
(b) x0 ∈ co
(
ϕ(x0)∪ T
)
implies x0 ∈ T .
For a set-valued homotopy χ :D × [0,1] F, a closed convex set T is called
fundamental if it is fundamental for χ(·, t), for each t ∈ [0,1].
Let us note that F and coϕ(D) are examples of fundamental sets.
The following properties of fundamental sets can be easily verified.
Lemma 2. The fixed points set Fix(ϕ) is included in every fundamental set of ϕ.
Lemma 3. If T is a fundamental set for a multimap χ and P ⊂ T , then the set
T˜ = co(χ((D ∩ T )× [0,1])∪P )
is also fundamental.
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Lemma 4. If {Tτ } is an arbitrary system of fundamental sets of ϕ, then the set
T̂ =
⋂
τ
Tτ
is also fundamental.
2. Fixed point index for set-valued maps in Fréchet spaces
In this section, we develop the fixed point index theory suitable for the
application to boundary value problems on unbounded domains.
Our work extends the degree theory developed in Andres et al. [3], because we
relax the compactness assumptions given in [3].
Let X be a closed and convex subset of a Fréchet space F , U ⊂ X be
(relatively) open and let Φ : UX have a decomposition
D(Φ) : U ϕ− Y f−→X, (3)
where Y is an ANR (e.g., a closed convex subset of a given Fréchet space), ϕ is a
J -map and f is a continuous map. Assume that Fix(Φ)∩ ∂U = ∅ and let Φ have
a compact fundamental set.
We will define a fixed point index for the decomposition D(Φ) of the map Φ .
Let IndX(D(Φ),U) := 0, whenever Fix(Φ)= ∅. Otherwise, take an arbitrary
nonempty fundamental set T of Φ and assume that T ⊂ X (otherwise, take
T ∩X). Since T is an AR (see Borsuk [8]), we may choose a retraction r :X→ T .
Using these objects, we obtain a decomposition
D(Φ, r,T ) : U ∩ T ϕ− Y r◦f−→ T .
Now, define the fixed point index by
IndX
(
D(Φ),U
) := IndT (D(Φ, r,T ),U ∩ T ), (4)
where the right-hand side is given by formula (2).
Since, for each x ∈ U ∩T , we have that r ◦f ◦ϕ(x)=Φ(x), it is clear that the
map given by the decomposition D(Φ, r,T ), has no fixed points on the relative
boundary of U ∩T , and thus the index on the right-hand side of (4) is well defined.
Proposition 5. The definition (4) is independent of the chosen fundamental set.
Proof. Let T and T ′ be compact fundamental sets for Φ . W.l.o.g., we assume
T
j⊂ T ′. Let r :X → T and r ′ :X → T ′ be retractions and construct the
decompositions D(Φ, r,T ) and D(Φ, r ′, T ′). Consider also
D : U ∩ T ′ ϕ− Y j◦r◦f−−−→ T ′.
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Now, the continuous map h :Y × [0,1] → T ′, h(y, t) := r ′((1 − t)f (y) +
tr(f (y))) shows that D(Φ, r ′, T ′) and D are homotopic decompositions and we
obtain the composed homotopy χ : U ∩ T ′ × [0,1] T ′ given by
χ(x, t)=
⋃
y∈ϕ(x)
r ′
(
(1− t)f (y)+ tr(f (y))).
In order to apply the homotopy property (Proposition 1(iii)), we need to show
that x /∈ χ(x, t), for x ∈ ∂(U ∩T ′), t ∈ [0,1]. So assume to the contrary that there
is x0 ∈ ∂(U ∩T ′) and t0 ∈ [0,1] with x0 ∈ χ(x0, t0). Then there is y ∈ ϕ(x0) such
that x0 = r ′((1 − t)f (y) + tr(f (y))). Since T ′ is a fundamental set, we have
(1 − t)f (y) + tr(f (y)) ∈ (1 − t)Φ(x0) + tr(Φ(x0)) ⊂ T ′ and therefore indeed
x0 = (1 − t)f (y) + tr(f (y)). But then x0 ∈ co(Φ(x0) ∪ T ), and subsequently
x0 ∈ T , and we get x0 ∈ Φ(x0) which contradicts Fix(Φ) ∩ ∂U = ∅. We obtain
that
IndT ′
(
D(Φ, r ′, T ′),U ∩ T ′)= IndT ′(D,U ∩ T ′).
Finally, an application of the contraction property (Proposition 1(v)) shows that
IndT ′(D,U ∩ T ′)= IndT
(
D(Φ, r,T ),U ∩ T ),
which concludes the proof. ✷
Let us also note the following: If Φ : UX given with a decompositionD(Φ)
(see (3)) is a compact map such that Fix(Φ) ∩ ∂U = ∅, then Φ has a compact
fundamental set T := co(Φ(U)). By an application of the contraction property
(Proposition 1(v)), we see that
IndX
(
D(Φ),U
)= IndT (D(Φ, r,T ),U ∩ T ).
Thus, the index in definition (4) is consistent with the one in the previous section.
Let us collect some properties of the index in (4), whose proofs follow easily
from Proposition 1.
Theorem 6. (i) (Existence) If IndX(D(Φ),U) = 0, then ∅ = Fix(Φ)⊂U.
(ii) (Additivity) Let Fix(Φ)⊂U1∪U2, where U1,U2 are open disjoint subsets
of U . Then IndX(D(Φ),U)= IndX(D(Φ)|U1,U1)+ IndX(D(Φ)|U2,U2).
(iii) (Homotopy) Let Ψ : U → X be a decomposable map homotopic to Φ .
Assume that the composed homotopy χ : U × [0,1]  X has a compact
fundamental set T . Assume still that x /∈ χ(x, t) for each x ∈ ∂U , t ∈ [0,1]. Then
IndX
(
D(Φ),U
)= IndX(D(Ψ ),U).
(iv) (Weak normalization) Assume that f in D(Φ) is a constant map, i.e.,
f (x)= a /∈ ∂U for each x ∈ Y . Then
IndX
(
D(Φ),U
)= {1, for a ∈ U,0, for a /∈ U.
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As the main instance of mappings having compact fundamental sets, we
consider maps which are condensing w.r.t. a measure of noncompactness. We
recall the relevant notions.
Let M be a class of subsets of F such that if Ω ∈M, then also coΩ ∈M.
Let A= (A,) be a cone of some vector space with the natural partial ordering
(i.e., x  y whenever y − x ∈A).
We say that β :M→ A is a a measure of noncompactness (MNC) in F (see
Sadovskii [33]) if
β(coΩ)= β(Ω),
for every Ω ∈M.
A MNC β is called:
(i) monotone if Ω0,Ω1 ∈M, Ω0 ⊆Ω1 implies β(Ω0) β(Ω1);
(ii) nonsingular if {a},Ω ∈M implies {a} ∪Ω ∈M and β({a} ∪Ω)= β(Ω);
(iii) regular if β(Ω)= 0 is equivalent to the relative compactness of Ω, for each
Ω ∈M.
As an example of a MNC which is available in arbitrary locally convex
topological vector spaces, we mention the Hausdorff MNC in F . HereM denotes
the class of all bounded subsets of F and A is the set of functions a :P →[0,∞)
(A is a cone in the vector space of real-valued functions on P ), where P is the
family of seminorms generating the locally convex topology. Then the Hausdorff
MNC γ :M→A is given by
γ (Ω)(p) := inf{d > 0: Ω is the union of finitely many balls
with radius w.r.t. p less than d
}
.
Observe that γ is a MNC satisfying the properties (i)–(iii) given above.
Let ϕ :F ⊃D F be an u.s.c. set-valued map. Then ϕ is condensing w.r.t. a
MNC β or β-condensing if it follows from Ω ⊂D that Ω,ϕ(Ω) ∈M and, if Ω
satisfies the inequality
β
(
ϕ(Ω)
)
 β(Ω),
then Ω is relatively compact. Furthermore, we say that an u.s.c. set-valued
homotopy χ :D × [0,1] F is β-condensing if, for each Ω ⊂D, we have that
Ω,χ(Ω × [0,1]) ∈M and if
β
(
χ
(
Ω × [0,1])) β(Ω),
then Ω is relatively compact.
The following lemma shows that condensing maps possess a nonempty
compact fundamental set.
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Lemma 7. Let D be a closed subset of F . Let χ :D × [0,1] F be condensing
w.r.t. a monotone and nonsingular MNC β in F and assume that χ has compact
values. Then χ has a compact fundamental set T∞ containing an arbitrary
prescribed point p ∈ F .
Proof. Consider the collection {Tσ } of all fundamental sets T of χ such that
p ∈ T Notice that this collection is nonempty since it contains F . Now, the set
T∞ =
⋂
σ
Tσ
is the desirable one. In fact, from the minimality of T∞ it follows that
T∞ = co
(
χ
(
(D ∩ T∞)× [0,1]
)∪ {p}), (5)
and therefore
β(D ∩ T∞) β(T∞)= β
(
χ
(
(D ∩ T∞)× [0,1]
))
,
due to the monotonicity and nonsingularity properties of β . So, by the definition
of a condensing map, it follows that D ∩ T∞ is compact. Therefore, using the
upper semi-continuity of χ , Eq. (5) demonstrates that T∞ is indeed a compact
fundamental set. ✷
Remark 8. Let Φ : U  X be given with a decomposition D(Φ) (see (3))
such that Fix(Φ) ∩ ∂U = ∅. Assume that Φ is β-condensing w.r.t. a monotone
and nonsingular MNC β . Then the above Lemma 7 shows that the index
IndX(D(Φ),U) is defined and has all the properties given in Theorem 6.
Lemma 9. Let X be a closed, convex subset of a Fréchet space F and let
Φ :XX be given with a decomposition
D(Φ) :X
ϕ− Y f−→X.
Assume that Φ is condensing w.r.t. a monotone and nonsingular MNC β . Then
IndX
(
D(Φ),X
)= 1
and so Φ has a fixed point.
Proof. Let a0 ∈X. Then the map h :Y ×[0,1]→X, h(y, t)= (1− t)f (y)+ ta0
shows that decompositions D(Φ) and
D : U ϕ− Y a0−→X
are homotopic with the homotopy given by χ(x, t) =⋃y∈ϕ(x) h(y, t), for each
x ∈ X, t ∈ [0,1]. Take an arbitrary fundamental set T for ϕ containing the
point a0. One can easily see that T is also a fundamental set for the homotopy χ
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and thus, using the homotopy and the weak normalization properties (Theorem 6,
(iii) and (iv)), we have that
IndX
(
D(Φ),X
)= IndX(D,X)= 1. ✷
In the applications of the fixed point theory, we often need to consider maps
with values in the Fréchet space and not in the closed convex set. We will extend
our theory to this case. Our approach follows the ideas given in Andres et al. [3].
Again, let F be a Fréchet space and X a closed and convex subset of F . Let
U ⊂X open and consider a J -map ϕ :U F . Assume that
∀x ∈ Fix(ϕ) ∃Ux  x be open in U such that ϕ(Ux)⊂X. (6)
We denote the class of all J -maps from U to F satisfying (6) by the symbol ϕ ∈
JA(U,F ). Given another map ψ ∈ JA(U,F ), we say that ϕ and ψ are homotopic
in JA if there exists χ ∈ J (U × [0,1],F ) such that χ(·,0)= ϕ,χ(·,1)=ψ and
∀t ∈ [0,1] ∀x ∈ Fix(χ(·, t))
∃Ux  x open in U such that χ(Ux × [0,1])⊂X.
Now, let ϕ ∈ JA(U,F ). Assume that Fix(ϕ) is compact and ϕ has a compact
fundamental set T . Set IndAX(ϕ,U) := 0, whenever Fix(ϕ) = ∅. Otherwise,
let x1, . . . , xn ∈ Fix(ϕ) such that Fix(ϕ) ⊂ ⋃ni=1 Uxi =: V , where Uxi are
neighbourhoods of xi such that Uxi ⊂ U and satisfy (6). Then ϕ|V :V  X is
a J -map with compact fundamental set T and satisfies Fix(ϕ) ∩ ∂V = ∅. Thus,
we can define
IndAX(ϕ,U) := IndX(ϕ|V ,V ).
The independence of this definition of the chosen set V follows from the additivity
property (Theorem 6(ii)). Furthermore, if ϕ : UX has a compact fundamental
set and Fix(ϕ)∩ ∂U = ∅, then IndAX(ϕ,U) is defined and
IndAX(ϕ,U)= IndX(ϕ,U).
The following Proposition follows easily from the above argumentation.
Proposition 10. (i) (Existence) If IndAX(ϕ,U) = 0, then ∅ = Fix(ϕ).
(ii) (Additivity) Let Fix(ϕ)⊂U1 ∪U2, where U1,U2 are open disjoint subsets
of U . Then IndAX(ϕ,U)= IndAX(ϕ|U1,U1)+ IndAX(ϕ|U2,U2).
(iii) (Homotopy) Let ψ :U  F be homotopic in JA to the map ϕ. Assume
that the homotopy χ :U × [0,1] F has a compact fundamental set and the set
Σ := {(x, t) ∈ U × [0,1]: x ∈ χ(x, t)} (7)
is compact. Then
IndX(ϕ,U)= IndX(ψ,U).
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(iv) (Weak normalization) Assume that ϕ :U → F is a constant map ϕ(x)=
a ∈ F , for all x ∈U . Then
IndAX(ϕ,U)=
{
1, for a ∈U,
0, for a /∈U.
Let us now formulate a continuation principle which is convenient for our
applications to differential inclusions.
Theorem 11. Let X be a closed, convex subset of a Fréchet space F , let U ⊂X
be open and let χ :U × [0,1] F be a homotopy in JA such that Σ (see (7))
is compact. Let χ be condensing w.r.t. a monotone and nonsingular MNC β
and assume that there is ϕ ∈ J (X) β-condensing such that ϕ|U = χ(·,0) and
Fix(ϕ)∩ (X \U)= ∅. Then χ(·,1) has a fixed point.
Proof. The proof follows, in view of the existence property (Proposition 10(i)),
from the following equations:
IndAX
(
χ(·,1),U)= IndAX(χ(·,0),U),
by the homotopy property (Proposition 10(iii)),
IndAX
(
χ(·,0),U)= IndAX(ϕ|U ,U)= IndAX(ϕ,X),
by the additivity property (Proposition 10(ii)). Finally, we see that
IndAX(ϕ,X)= IndX(ϕ,X)= 1,
from Lemma 9. ✷
Corollary 12. Let χ :X × [0,1] F be a β-condensing homotopy in JA such
that χ(x,0)⊂X, for every x ∈X. Then χ(·,1) has a fixed point.
3. Application to differential inclusions
In this section, we consider boundary value problems on arbitrary (possibly
infinite) intervals for differential inclusions in an arbitrary Banach space. Our
work extends the results in Andres [1] and Andres et al. [3] to the infinite-
dimensional setting. We start with some definitions.
Let E be a Banach space with the norm ‖ · ‖. Denote by C(I,E) the space of
all continuous functions x : I →E with the locally convex topology generated by
the topology of a uniform convergence on compact subintervals of an arbitrary
interval (possibly, the whole R). One can check that this topology is completely
metrizable and thus C(I,E) is a Fréchet space.
We say that a mapping x : I → E is locally absolutely continuous if x is
absolutely continuous on every compact subinterval of I . Unfortunately, in
general, on each interval [a, b] ⊂ I, there need not exist x ′(t), for almost all
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(a.a.) t ∈ [a, b]with x ′ ∈L1([a, b],E) (the set of all Bochner integrable functions
[a, b]→E) and
x(t)= x0 +
t∫
a
x ′(s) ds.
It is so if E satisfies the Radon–Nikodym property, in particular, if E is
reflexive. Moreover, we have the following
Lemma 13. Suppose x : [a, b]→E is absolutely continuous, x ′ exists a.e., and∥∥x ′(t)∥∥ y(t) a.e. for some y ∈L1([a, b],E).
Then x ′ ∈L1([a, b],E) and
t∫
τ
x ′(s) ds = x(t)− x(τ) (t, τ ∈ [a, b]). (8)
Proof.
x ′(t)= lim
n→∞
x(t + 1/n)− x(t)
1/n
is a.e. the limit of a sequence of continuous (and so measurable) functions, and
consequently measurable. Thus, x ′ ∈ L1.
If (8) fails, there is some f ∈E∗ with f (∫ tτ x ′(s) ds) = f (x(t)− x(τ)).
Let us note that the (uncountable) axiom of choice is not required for this
conclusion, because by the measurability of x and x ′, it is without any loss of
generality to assume that E is separable.
Clearly, the scalar function f ◦ x is absolutely continuous, and so
f
(
x(t)− x(τ))= (f ◦ x)(t)− (f ◦ x)(τ )= t∫
τ
(f ◦ x)′(s) ds
=
t∫
τ
f
(
x ′(s)
)
ds = f
( t∫
τ
x ′(s) ds
)
,
a contradiction. ✷
The set of all locally absolutely continuous functions from I to E, satisfying
all the above properties, will be denoted by ACloc(I,E).
Consider now the differential inclusion
y ′(t) ∈ F (t, y(t)). (9)
By a solution to this differential inclusion we mean a map x ∈ ACloc(I,E)
satisfying (9), for a.e. t ∈ I .
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In (9), we assume that the set-valued map F : I × E E is a Carathéodory
map, i.e.,
(i) F(t, x) is nonempty, closed and convex, for every (t, x) ∈ I ×E;
(ii) F(t, ·) is u.s.c., for a.e. t ∈ I ;
(iii) F(·, x) is strongly measurable on every compact interval [a, b], for each
x ∈E.
To a Carathéodory map F, we associate the Nemytskii (or superposition)
operator NF :C(I,E) L1loc(I,E) given by
NF (x) :=
{
f ∈ L1loc(I,E) :f (t) ∈ F
(
t, x(t)
)
a.e. on I
}
,
for each x ∈C(I,E).
In the sequel, we will need the following Lemma (see, e.g., [37, p. 88]).
Lemma 14. Let [a, b] be a compact interval. Let F : [a, b] × E  E be a
Carathéodory mapping and assume in addition that, for every nonempty bounded
set Ω ⊂E, there exists ν = ν(Ω) ∈ L1([a, b]) such that∥∥F(t, x)∥∥ := sup{‖z‖: z ∈ F(t, x)} ν(t),
for a.e. t ∈ [a, b] and every x ∈Ω . Then the Nemytskii operator
NF :C
([a, b],E)L1([a, b],E)
has nonempty, convex values. Moreover, given sequences {xn} ⊂ C([a, b],E) and
{fn} ⊂ L1([a, b],E), fn ∈NF (xn), n 1, such that xn → x in C([a, b],E) and
fn → f weakly in L1([a, b],E), then f ∈NF (x).
The following lemma extends Theorem 0.3.4 in [2] to infinite-dimensional
spaces.
Lemma 15. Assume that a sequence {xk: [a, b] → E} of AC-maps satisfies the
following conditions:
(i) {xk(t)} is relatively compact, for each t ∈ [a, b];
(ii) there exists α ∈L1([a, b]) such that ‖x ′k(t)‖ α(t), for a.e. t ∈ [a, b];
(iii) {x ′k(t)} is weakly relatively compact, for a.e. t ∈ [a, b];
Then there exists a subsequence (again denoted by {xk}) that converges to an
absolutely continuous map x : [a, b]→E in the following sense:
(iv) xk → x in C([a, b],E);
(v) x ′k → x ′ weakly in L1([a, b],E).
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Proof. Since
∥∥xk(t)− xk(s)∥∥ t∫
s
∥∥x ′k(τ )∥∥dτ  t∫
s
α(τ ) dτ,
we see that the sequence {xk} is equi-continuous. Thus, the Arzela–Ascoli lemma
implies that xk → x in C([a, b],E). Using our assumptions (ii) and (iii), we infer
that x ′k → f weakly in L1([a, b],E) (see [17, Corrollary 2.6]).
Let t ∈ [a, b] be given. Then ∫ t
a
:L1([a, b],E)→ E is linear and continuous
and so
xk(t)= xk(a)+
t∫
a
x ′k(s) ds→ x(a)+
t∫
a
f (s) ds
weakly in E. But we already know that xk(t)→ x(t) in E. Thus, the uniqueness
of the weak limit implies that x(t) = x(a)+ ∫ ta f (s) ds. It follows that x ′(t) =
f (t), for a.e. t ∈ [a, b], and x is absolutely continuous. ✷
Proposition 16. Let G : I ×E ×E E be a Carathéodory map and let S be a
nonempty subset of ACloc(I,E). Assume that:
(i) There exists a closed Q ⊂ C(I,E) such that, for any q ∈Q, the boundary
value problem{
y ′(t) ∈G(t, y(t), q(t)), for a.e. t ∈ I,
y ∈ S,
has a solution. Denote by T :Q S the solution mapping.
(ii) There exist α,β, γ ∈L1loc(I) such that∥∥G(t, x, q)∥∥ α(t)+ β(t)‖x‖+ γ (t)‖q‖,
for a.e. t ∈ I and every x, q ∈E.
(iii) If {(qn, xn)} is a sequence in the graph of T and (qn, xn)→ (q, x), then
x ∈ S,
(iv) G(t, x, y) is weakly relatively compact, for a.e. t ∈ I , and for all (x, y) ∈E2.
Then T :Q S has a closed graph (S is endowed with the topology of C(I,E)).
Proof. Let {(qn, xn)} be an arbitrary sequence in the graph of T , i.e., xn ∈ T (qn),
for every n ∈N, and assume that (qn, xn)→ (q0, x0). Thus, we see that
x ′n(t) ∈G
(
t, xn(t), qn(t)
)
, for a.e. t ∈ I,
and xn ∈ S. Then q0 ∈Q and, by assumption (iii), x0 ∈ S.
Now, let [a, b] be an interval in I . Using assumptions (ii) and (iv), we
see that the sequence {xn} satisfies the assumptions of Lemma 15. Thus, {xn}
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converges uniformly on [a, b] to x0 (because this limit is unique) and {x ′n}
converges to x ′0 weakly in L1([a, b],E). Using Lemma 14, it follows that x ′0(t) ∈
G(t, x0(t), q0(t)), for a.e. t ∈ [a, b]. Since [a, b]was arbitrary, we see that indeed
x ′0(t) ∈G(t, x0(t), q0(t)), for a.e. t ∈ I and x0 ∈ T (q0). ✷
As the main result of this section, we formulate the following continuation
principle, having for us the character of a method in the sequel.
Theorem 17. Consider the boundary value problem{
y ′(t) ∈ F (t, y(t)), for a.e. t ∈ I,
y ∈ S, (10)
where F : I ×EE is a Carathéodory map and S is a subset of ACloc(I,E).
Let G : I ×E×E×[0,1]E be a Carathéodory map with weakly relatively
compact values, for a.e. t ∈ I and all (x, y,λ) ∈E ×E × [0,1], such that
G(t, c, c,1)⊂ F(t, c), for all (t, c) ∈ I ×E. (11)
Assume that:
(i) There exists a closed, convex Q⊂ C(I,E) and a closed subset S1 of S such
that the problem{
y ′(t) ∈G(t, y(t), q(t), λ), for a.e. t ∈ I,
y ∈ S1,
is solvable with an Rδ-set T (q,λ), for each (q,λ) ∈Q× [0,1].
(ii) There exist α,β, γ ∈ L1loc(I) such that∥∥G(t, x, q,λ)∥∥ α(t)+ β(t)‖x‖+ γ (t)‖q‖,
for a.e. t ∈ I , every x, q ∈E and every λ ∈ [0,1].
(iii) T is quasicompact, i.e., T maps compact subsets onto compact subsets, and
it exists a monotone, nonsingular MNC β such that, for each Ω ⊂Q, if
β
(
T
(
Ω × [0,1])) β(Ω),
then Ω is relatively compact.
(iv) T (Q× {0})⊂Q.
(v) For each λ0 ∈ [0,1] and q0 ∈ T (q0, λ0), if qn→ q0 inQ, then there is n0 ∈N
such that, for each n n0, λ ∈ [0,1] and x ∈ T (qn,λ), we have x ∈Q.
Then problem (10) has a solution.
Proof. Using Proposition 16, we see that the map T :Q × [0,1] S1 has a
closed graph. Since T is also quasicompact (assumption (iii)), we can easily
derive that T is indeed an u.s.c. set-valued map (see [24], Theorem 1.1.12).
J. Andres, R. Bader / J. Math. Anal. Appl. 274 (2002) 437–457 451
From assumption (i), we get therefore that T ∈ J (Q × [0,1],C(R,E)) and
assumption (iii) implies that T is also β-condensing. By (v) we finally see that
T is a homotopy in JA, and thus Corollary 12 implies the existence of a fixed
point of T (·,1). However, by the inclusion (11), it is a solution of (10). ✷
4. Bounded solutions of semilinear differential inclusions
Let (E,‖ · ‖) be a Banach space and let L(E) be the space of all linear
continuous transformations in E. The Hausdorff MNC on the Banach space E
will be denoted by γ .
We are now interested in the existence of a bounded solution to the semilinear
differential inclusion
x ′(t) ∈A(t)x(t)+ F (t, x(t)), for a.e. t ∈R, (12)
with A(t) ∈L(E) and a set-valued transformation F .
Our assumptions concerning the problem (12) will be the following:
(A1) A :R→ L(E) is strongly measurable and Bochner integrable, on every
compact interval [a, b].
(A2) Assume that
x ′(t)=A(t)x(t) (13)
admits a regular exponential dichotomy (see [14,27]). Denote by G the
principal Green’s function for (13).
(F1) Let F :R×EE be a Carathéodory set-valued map such that∥∥F(t, x)∥∥m(t), for a.e. t ∈R, x ∈E.
Here m ∈L1loc(R) such that, for a constant M,
sup
{ t+1∫
t
m(s) ds: t ∈R
}
<M.
(F2) Assume that
γ
(
F(t,Ω)
)
 g(t)h
(
γ (Ω)
)
,
for a.e. t ∈R and each bounded Ω ⊂E,
where g,h are positive functions, g is measurable, h is nondecreasing such
that
L := sup
{∫
R
∥∥G(t, s)∥∥
L(E)
g(s) ds: t ∈R
}
<∞
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and qh(t)L < t, for each t > 0, with a constant q = 1, if E is separable,
and q = 2, in the general case.
We state the main result of this section.
Theorem 18. Under the assumptions (A1), (A2), (F1), (F2), the semilinear
differential inclusion (12) admits a bounded solution on R.
The main obstruction in the application of Theorem 17 will be the estimation
of a suitably chosen MNC. For this purpose, we recall the following rule of taking
the MNC under the sign of the integral (see [24, Corollary 4.2.5]).
Lemma 19. Let {fn} ⊂ L1([a, b],E) be a sequence of functions such that
(i) ‖fn(t)‖ ν(t), for all n ∈N and a.e. t ∈ [a, b], where ν ∈ L1([a, b]),
(ii) γ ({fn(t)}) c(t), for a.e. t ∈ [a, b], where c ∈L1([a, b]).
Then we have the estimate
γ
({ t∫
a
fn(s) ds
})
 q
t∫
a
c(s) ds,
for each t ∈ [a, b], with q = 1, if E is separable, and q = 2, in general case.
Proof of Theorem 18. We carry out the proof in several steps.
(i) Let
Q :=
{
x ∈ C(R,E): ∥∥x(t)∥∥K, for each t ∈R,
∥∥x(t1)− x(t2)∥∥K t2∫
t1
∥∥A(s)∥∥
L(E)
ds +
t2∫
t1
m(s) ds,
for all t1, t2 ∈R, t1  t2
}
with a constant K to be specified below. Clearly Q is a closed convex subset of
C(R,E).
For a given q ∈Q, we are interested in bounded solutions to the differential
inclusion
y ′(t) ∈A(t)y(t)+ F (t, q(t)), for a.e. t ∈R. (14)
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Take f ∈ NF (q) (recall that such f exists in view of Lemma 14). Since A
admits an exponential dichotomy, we know that the problem
y ′(t)=A(t)y(t)+ f (t), for a.e. t ∈R,
has a unique, entirely bounded solution given by
x(t)=
∫
R
G(t, s)f (s) ds
(see [14,27]). Thus, problem (14) has a nonempty set of solutions T (q). Using
Lemma 14, it is also clear that this set is closed convex, and since its compactness
will become clear in the subsequent steps of the proof, it is in fact an Rδ-set.
(ii) We will show that, for each q ∈ Q, we actually have T (q) ⊂ Q. Let
x ∈ T (q). Then, for suitable f ∈NF (q), we have∥∥x(t)∥∥ ∫
R
∥∥G(t, s)∥∥
L(E)
∥∥f (s)∥∥ds
 k
t∫
−∞
e−µ(t−s)m(s) ds + k
∞∫
t
e−µ(s−t )m(s) ds
= k
∞∑
j=0
j+1∫
j
e−µσm(t − σ) dσ + k
∞∑
j=0
j+1∫
j
e−µσm(t + σ) dσ
 k
∞∑
j=0
e−µj
j+1∫
j
m(t − σ) dσ + k
∞∑
j=0
e−µj
j+1∫
j
m(t + σ) dσ
 k
∞∑
j=0
e−µj
t−j∫
t−j−1
m(s) ds + k
∞∑
j=0
e−µj
t+j+1∫
t+j
m(s) ds
 2kM
∞∑
j=0
e−µj = 2kM(1− e−µ)−1 =:K. (15)
In this estimation, we have used the fact that, by assumption (A2), there exist
positive constants k,µ such that∥∥G(t, s)∥∥
L(E)
 ke−µ|t−s|.
Now, let t1, t2 ∈R, t1  t2. Then
∥∥x(t1)− x(t2)∥∥ t2∫
t1
∥∥x ′(s)∥∥ds  t2∫
t1
∥∥A(s)∥∥
L(E)
∥∥x(s)∥∥ds + t2∫
t1
∥∥f (s)∥∥ds
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K
t2∫
t1
∥∥A(s)∥∥
L(E)
ds +
t2∫
t1
m(s) ds.
Consequently, T (q)⊂Q.
(iii) LetM be the power set of Q and define, for each Ω ∈M, the real-valued
MNC ψ by
ψ(Ω) := max
D∈D(Ω)
(
sup
t∈R
γ
(
D(t)
))
,
where D(Ω) denotes the collection of all denumerable subsets of Ω and D(t)=
{d(t): d ∈D} ⊂E. Thenψ is well-defined and from the corresponding properties
of γ it is clear that ψ is a monotone and nonsingular MNC. Finally, observe that
ψ is regular in view of the Arzela–Ascoli lemma.
We wish to show that the mapping T given in step (i) is condensing w.r.t. the
MNC ψ .
Take Ω ∈M. Considering T (Ω), we see that by the definition of ψ there
exists a sequence {xn} ⊂ T (Ω) such that
ψ
(
T (Ω)
)= sup
t∈R
γ
({
xn(t)
})
.
Thus, for each n ∈N, there is zn ∈Ω and fn ∈NF (zn) such that
xn(t)=
∫
R
G(t, s)fn(s) ds. (16)
Let  > 0 be fixed. Choose a number a > 0 such that Ke−µa < . Analogously
to the estimation (15), one shows that∥∥∥∥∥
t−a∫
−∞
G(t, s)fn(s) ds +
∞∫
t+a
G(t, s)fn(s) ds
∥∥∥∥∥ ,
for every n ∈N. Using (16), we thus infer for an arbitrary t ∈R that
γ
({
xn(t)
})
  + γ
({ t+a∫
t−a
G(t, s)fn(s) ds
})
.
Now, from assumption (F1), we get that∥∥G(t, s)fn(s)∥∥ ∥∥G(t, s)∥∥L(E)m(s),
for a.e. s ∈R and each n ∈N. Furthermore, using assumption (F2) and properties
of γ (see [24]), we see that the following estimate holds, namely
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γ
({
G(t, s)fn(s)
})

∥∥G(t, s)∥∥
L(E)
γ
({
fn(s)
})

∥∥G(t, s)∥∥
L(E)
g(s)h
(
γ
({
zn(s)
}))

∥∥G(t, s)∥∥
L(E)
g(s)h
(
ψ(Ω)
)
,
for a.e. s ∈R. Hence, an application of Lemma 19 gives us
γ
({
xn(t)
})
  + qh(ψ(Ω)) t+a∫
t−a
∥∥G(t, s)∥∥
L(E)
g(s) ds.
It follows that
ψ
(
T (Ω)
)
  + qh(ψ(Ω))L
and subsequently, since  > 0 was arbitrary,
ψ
(
T (Ω)
)
 qh
(
ψ(Ω)
)
L. (17)
Let us now assume that Ω is not relatively compact. Then ψ(Ω) > 0 and so,
by assumption (F2) and (17), we obtain
ψ
(
T (Ω)
)
<ψ(Ω).
Finally, observe that the estimate (17) also implies the quasicompactness of
the mapping T which subsequently justifies the compactness of the solution set
to (14), as claimed.
Hence, we have verified all the assumptions of Theorem 17 and we can
establish the existence of a bounded solution to problem (12). ✷
Remark 20. One can easily check (see, e.g., [1]) that the assumption (F1) can be
replaced by a weaker one, namely∥∥F(t, x)∥∥m(t)+C‖x‖, for a.e. t ∈R, x ∈E,
where C  0 is a sufficiently small constant and m is the same as above.
Remark 21. Problem (12) was previously considered in Andres [1] in the case
E = Rn. The assumptions there are similar to those given above (of course, in
this case the compactness assumption (F2) is not necessary).
In the infinite-dimensional case, analogous results were so far either obtained
for single-valued right-hand sides or under more restrictive assumptions. We
mention here the papers of Rzepecki [32], Dawidowski and Rzepecki [16], Cichon´
[11] or Zecca and Zezza [39], Ding and Kartsatos [15], to name several. In all
these papers, the compactness assumption (F2) is slightly stronger than the one
considered here. Here, we followed and elaborated appropriately the arguments
in [16].
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