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Abstract: Making use of a remarkable theorem which expresses a relationship between a certain type of infinite continued fractions 
and systems of orthogonal polynomials, it is proven that the known infinite continued fraction development of the ratio of Bessel 
functions J~_ i(z)/ Jr(z) gives rise to an orthogonality property of the Lommel polynomials (R m.,(1/z)lm E N } when ~ is real and 
positive. The corresponding weight function which appears to be non-negative in the interval of definition, is obtained by the 
application of two successive integral transforms. It consists of an infinite series of Dirac 8-functions whose singularities are 
distributed symmetrically around the origin on the real axis in such a manner that the origin is their limit point on both sides. For any 
positive p, the Lommel polynomials form a system of so-called orthogonal polynomials of a discrete variable. The orthogonality 
property may also be conveniently expressed by means of a Stieltjes integral. One of its corollaries is a twofold infinity of linear 
relations between the sums o~ r) defined by o~ r) = E+_°]I/j2~, with p + 1 ~ R ~-, r ~ I~10, in whichj~., represents he n th positive zero of 
J.(z). 
Another by-product consists of a complement to a theorem of Hurwitz concerning the nature and the position of the zeros of the 
Lommel polynomials written as g,.,~ (z) in the modified notation of the mentioned author. From this study also result two interesting 
approximations ofj~,l applicable for ~ ~ ] -1 ,  + 1]. 
Keywords: Orthogonal polynomials, Lommel polynomials, recurrence formulae, Rayleigh's o-sum. 
1. Introduction 
Let p represent a single-valued real function of the real independent variable s, defined on the 
non-degenerate interval [a, b] (with - oo ~< a < b ~ + oo) and endowed with such properties that it can 
serve as weight function for the construction of an infinite system of completely determined orthogonal 
polynomials {p. (z ) ln  E N}: 
C~C, 
. . .  Vz C, (a) 
whereby the choice of the value one for the coefficient of z" not only entails that all the coefficients of p. 
are uniquely determined, but is at the same time convenient within the framework of this introductory 
section. Evidently, p0(z )= 1, and for n >~ 1 the theory of orthogonal polynomials yields as explicit 
expression of p.(z):  
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mo M1 " ' "  gn -1  go  
M 1 M 2 "" M. M.+ 1 
M._  1 M.  . . .  M2._  2 )142._ 1 
1 Z " • • Z n-1  Z n 
p,(z)  = , (2) 
M o M 1 "'" M._ 1 
M, M~ . . .  M.  
M._ ,  M.  . . .  M~._2 
in which every M symbolizes a moment  of the weight function, i.e., 
M,. =fb"p(s )ds ,  V rn ~ N. (3) 
If  p is positive-semidefinite in [a, b], it suffices that all its moments be convergent in order that every p. 
would exist. Then, indeed, each M in (2) is finite and the denominator is automatical ly different from zero 
since it is a determinant of Gram for the linearly independent functions {s"]s ~ R, n ~ N}. In the case 
that p can change sign in [a, b], however, the condition that the denominator in (2) be different from zero 
must be assumed, in addition to the convergence of the moments (3). 
Besides satisfying the orthogonality relation 
f bp, . (s )p . (s)p(s)ds=O,  Vm~N,  VnEN,  men,  (4) 
the polynomials p. constitute a particular solution of the recurrence formula 
yn+l - - (Z+C~n+l ) - -C~n) )yn+ In O, (5) C_---Sy._, = 
whereby 
Ik=~(s)p(s)ds , Vk~N.  (6) 
In extenso, y, =p, (z ) ,  not only for n = 1, 2 . . . . .  but also for n = 0 if the meaningless term I oy_ J I _  1 and 
coefficient c~ °) are ignored in this case. 
For n >/1, the recurrence formula (5) is also satisfied by another system of polynomials: 
y .=wo_ , (z ) ,  
whereby 
W._l(Z) Ja z 
so that w_ a (z)  = 0 and 
Mo 
M, 
~_, (~)  = 
-p . (S )p(s )ds ,  n~N,  
- -S  
M 1 M 2 . . .  )14. 
M2 M~ . . .  g .+,  
Mn-1 
0 
at.  at .+,  . . .  M2. -1  
rt--1 
M o (Moz + )141) . . .  ~ Mkz " -k - '  
k=0 
M° M1 "'" mn-1 I 
M, M2 "" M.  I 
MI_ , M. . . . M2i._ 2 
, Vn~No.  (7) 
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Note that for n = 0 the left-hand side of (5) (with the meaningless terms omitted) is not identically equal to 
zero as it was the case with the p-polynomials, ince 
Wo(Z ) -  (z + c~'))w_l(z  ) = M o. (8) 
Let us now consider the function f of the complex independent variable z given by 
C --* C, 
z~f(z)=fbO(S)ds, Vz~C\ [a ,b ] .  (9) 
a~z-s  
Associated with this function is the series expansion 
__  M 1 34 .  
M° +---7 + "'" + + " .  (10) 
Z Z Z n+l 
formally resulting from (9) by the use of the binomial expansion of (z - s )  -1. This infinite series may be 
convergent, asymptotic or plainly divergent. For example, when p is positive-semidefinite and the 
integration boundaries a and b are both finite, then (10) is convergent and its sum is equal to f (z )  given by 
(9) in a region of C which comprises at least every z satisfying 
[z[ > max([a I, [b[), 
whereas it is divergent in another egion of C comprising the real interval [a, b]. In the case of either a or b 
infinite, or both, (10) is usually an asymptotic series. But, no matter whether (10) is convergent or not, there 
is a unique way of transforming the series into an infinite continued fraction of the type 
A1 , (11) 
A2 
z + a I -t A3 
z+a2+ 
z+a3+ . . .  
namely by repeated Euclidean division. This continued fraction is said to be associated with the series (10). 
Thus, equating (10) and (11) and inverting both sides, there comes 
1[ A2 
z + a l4  A3 
z+a2+z+a3 + . . .  
proving that 
A 1 -- M 0 and 
From this, one deduces 
a I = _ M1/M o. 
A2 
.4 3 
z+a2+ 
z+a3+ . . -  
1 z 
M~ M E 
M° 1 +M-~oZ Mo z + ~Z~_2 + " .  
1 )] 
.0L  , 
z -  +-77-,-7+ . . .  z - - -~o  ° 1 +---~o z MoZ 
M-~zz M~ 1+ + TT---~ + .-- Mo~ 
=-5o Mk+' Mk+2 Zk=oMo zk '  
(12) 
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and the process may be repeated indefinitely, each time inverting the ratios on both sides and equating the 
parts of the form 
1 
At the kth step (k = 1, 2 . . . .  ), Ak and a k are determined in terms of a number of moments of p. Concerning 
the approximants of (11), the following theorem can be formulated. 
Theorem 1.1. Let the formal series expansion of the integral (9), namely (10), be transformed into an infinite 
continued fraction of the type (11) by repeated Euclidean division. I f  the nth approximant of (11), i.e., 
A1 
'q' n ~ N O , (13) 
A2 
z+at+ 
A3 
Z + az-q 
z+~x3+ . . .  - t - - -  
An 
z + ot n 
is reduced to a ratio of two polynomials Fn( z ) / Gn( z ) having no common factors, then 
Fn(z )= wn_~(z ) and Gn(z ) =pn(z) .  
This theorem is astonishing at first sight because it looks as if it brings about a new way of defining an 
infinite system of orthogonal polynomials. However, consulting the literature, one notices that the theorem 
is not strictly original. For instance, in O. Perron's standard treatise on the theory of continued fractions 
[1], although it is not formulated in such a direct manner as in the present paper, one finds a number of 
lemmas and theorems, especially in the eighth and the ninth chapter, which when put together provide a 
proof of Theorem 1.1 t. I shall therefore omit the complete proof and restrict myself to some statements 
constituting the essential ideas contained in it. 
If the first approximant of (11), namely, 
A,/(z + .,),  (14) 
is formally expanded into a series of positive integer powers of l / z ,  the identification of the terms in 1/z 
and 1/z 2 with the corresponding ones in (10) yields (12). When the second approximant of (11), i.e. 
A1 
z + a, + A2/ (z  + a2) '  
is expanded into positive integer powers of 1/z, the coefficients of 1/z and 1/z 2 are the same as in the 
expansion of (14), and the identification of the coefficients of 1/z 3 and 1/z 4 with the corresponding ones 
in (10) yields the expressions of A2 and a 2. It is proven that the same holds in all orders: it is indeed a 
known property of a continued fraction of the type (11) that the series expansion of the n th approximant 
(after reduction to a ratio of two polynomials F,,(z)/G,,(z) (n = 2, 3 . . . .  )) in positive integer powers of 
1/z  has its first 2n -  2 terms equal to the corresponding terms in the expansion of the preceding 
approximant F,_a(z)/G,_ l (z) ,  and so the parameters A, and a, are independently determined by 
requiring that the coefficients of the (2n-  1)th term and the 2nth of the 1/z-power expansion of 
Fn(z)/G,(z)  be equal to the corresponding ones in (10). In this manner, the parameters A 1, a 1, A 2, a 2 .... 
are such that for n = 1, 2, . . . ,  the series expansion of F , (z ) /G , (z )  in positive integer powers of 1/z has its 
first 2n terms in common with the series (10). Since the described process is unique, the above theorem is 
proven as soon as it is shown that, from n = 1 onward, the series expansion of w n_ l(z)/Pn (z) in positive 
1 It was also shown by Markoff [2] that, using the present notation, the following equality holds: f~p(s)/(z-s)ds= 
lim. ~ + ~own_l(z)/p,(z), Vz~ C\[a, b]. 
C. Grosjean / Lommel polynomials 359 
integer powers of 1/z  also has its first 2n terms in common with the series (10), i.e., 
w._ , ( z )  M o M1 ME + z 2"+' z 2"+2 
= + U  + . . .  + + . . .  p. (z )  z z 
or, according to (2) and (7): 
M0 M1 "" M. 
M 1 M 2 -- -  34. + 1 
M.-1 M~ ...  M~._I 
1 z . ."  z" 
Mo + MI + 
Z Z 2 
M2n- I  ~12" ~t2n+l  "{- " " " / = 
• • • + + 
] 
(15) 
Mo Ml M 2 - - .  34. 
M1 ME M3 - - .  M.+ 1 
M._ I  
0 
M.  34.+ 1 "'" M2.-1 
n--I  
Mo (Moz + M1) . . .  ~ M,z  " -k-1 
k=O 
(15 ' )  
whereby 3'2., "~2.+1 . . . .  are allowed to be different from M2., M2n+I  . . . . .  respectively (and at least 72. 
actually does!). This part of the proof really is the essence of Theorem 1.1. Hence, we devote the necessary 
attention to it. 
Replacing 1/z  by u and multiplying on both sides by u "-~ in (15'), the equality to be proven is 
M o M 1 . . .  M,  
M1 ME . . .  M,, +1 
~- ,  ~ . . .  ~ ._~ 
u" u "-1 . . .  1 
M / , /2n -  1 .+_ .Y2nU2n "4- "Y2n+l u2"+l  "1- • • " ) (Mo+M1u+ "'" + 2.-1 
Mo MI" M 2 . . .  M,  
M1 M2 M 3 • • • M,, + 1" 
M.-1 M. M.+1 
0 Mo un-1  (Mo u"-2 + Mlu "-1)  
A/ f  
• . . l v12n_  | 
n - -1  
• - "  E M* uk 
k=O 
(16) 
If we delete the last row and the (r + 1)th column (r = 0, 1 . . . . .  n) in any of the two determinants appearing 
in (16), we obtain the same (n, n) determinant which, for the sake of brevity, we can denote as 
IM0, M1,- • • Mr_x, Mr+l . . . . .  M.I, 
writing only its first row. Let us first assume 0 ~< k < n - 1. Then, the coefficient with which u k appears in 
the left-hand side of (16) is equal to 
[M 0, 3'/1 . . . . .  M.-11" Mk - [M0,  M1 . . . . .  3"/.-2, 34.1" Mk-a 
+IMo, M1 . . . . .  M,_3 ,M,_ I ,M , I 'Mk-2  . . . .  
+ ( - 1)klMo, 341 . . . . .  M , -k -1 ,  M,- j ,+I  . . . . .  34,1" Mo. 
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This may be rewritten as 
M 0 M 1 - . .  M,_  k - . -  M,_  1 M, 
M 1 M 2 . . .  M ,_ ,+ 1 . - .  M, M,+ 1 
M,_  1 M,  . . .  M2,_ , _  , . . .  M2._  2 Ms ,_  , 
0 0 . . .  M o " ' "  Mk-1  M,  
and is indeed the coefficient with which u* appears also in the right-hand side of (16), as one notices when 
the determinant is developed with respect to its last row. Hence, up to the terms of order u "-1, the 
multiplication on the left in (16) yields the determinant on the right. 
Next, consider the integer values of k satisfying n ~< k ~< 2n - 1. Then the coefficient with which u k 
appears in the left-hand side of (16) is equal to 
or  
IM0, M,, . . .  ,M._~I" M, -IM0, M1,""" ,M._s, M.I" M,_1 
+lMo, g l , " ' ,g . _3 ,  M._ , ,g . l 'Mk_s  . . . .  +(-1)"IMj, Ms ..... M.I" Mk_., 
M0 M1 -.. M._, M. 
M, M: .-- M. M.+, 
M._, M. "'" M2.-2 M2._, 
M,_. Mk-.+l ' M,_I M, 
(17) 
This determinant is equal to zero when k~ (n, n + 1 . . . . .  2n -  1) since two of its rows are identical. 
Therefore, irrespective of the values assigned to the coefficients Ys,, Yz,+ 1 . . . . .  we see that the multiplica- 
tion in the left-hand side of (16) yields the result 
(the determinant in the r.h.s, of (16)) + 
+0.  u" + O. u "+1 + ""  + O. u 2"-a + O(uS" ) .  (18) 
With suitable expressions for 72,, 72,+1 . . . . .  which may be found simply by Euclidean division of w,_ 1(z) 
by p. (z ) ,  the terms in u 2" and in all higher powers of u in (18) can be made to vanish. Then 
Ma M2, 1 72, , 7s.+1 
M°.+ + . . ,  + ~ +  * z2-5-~-~-+2 + . . .  
z - -~  z s" z ~"+1 
is the series expansion of w,_ l ( z ) /p , , ( z  ) in positive integer powers of l / z ,  and it has indeed its first 2n 
terms equal to the corresponding ones in the series (10). This suffices as a proof of Theorem 1.1, but in 
addition, it is interesting to note that Y2, cannot be equal to M2,, hence that the right-hand side of (15) can 
never have its first 2n + 1 terms in common with (10). Indeed, suppose that 72, were equal to Ms,,  then 
according to (17) the coefficient with which u 2" would appear in the left-hand side of (16) would be equal 
to  
Mo 
M1 
M1 .." M._~ M. 
M2 "'" M. M.+I 
M._I M. "'" Ms.-2 M2.-1 
M. M.+I "'" M2.-1 M2. 
(19) 
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If p is non-negative in the interval [a, b], then this determinant is different from zero in nature, in virtue of 
the linear independence of the functions contained in the sequence 1, x, x 2 . . . . .  x ' ,  . . . .  with x ~ R. If p is 
not positive-semidefinite in [a, b], then the determinants resulting from (19) when n is put equal to 0, 1, 
2 . . . .  are precisely those which have to be assumed different from zero since they constitute the 
denominators in the expressions (2) and (7) of p.(z)  and w._ l(z), respectively. Hence, with ` /2. = M2., (18) 
always contains u 2" with a non-vanishing coefficient and can therefore not be equal to the right-hand side 
of (16). Consequently, "[2. q= M2.. 
Theorem 1.1 which we discussed may be reformulated in a way which is more suitable for practical 
application, namely as follows. 
Main Theorem 1.2. Given an infinite continued fraction of the type 
A1 
z+cq + 
A2 
A 3 
z+a2+ 
z + 0t3 + . . .  
, z~C,  Aj, a j~R ( j=1 ,2  . . . .  ), (20) 
suppose that in one way or another, one was able to prove that it is convergent in a non-degenerate region of the 
complex z-plane C where it defines a known limit function f ( z ). I f  f (z) can be represented by an integral in the 
following manner: 
f ( z l=[bO(S)  ds (21) 
j ag_  S ' 
whereby the real variable s belongs to the interval of integration [a, b] (with - oo <~ a < b <~ + oo) and p(s) is 
a single-valued real function on [a, b], which has the required properties to fulfil the role of weight function 
giving rise to an infinite system of completely determined orthogonal polynomials {p.( z ) l n ~ N ), then 
(i) the denominator of the nth approximant of (20) is the polynomial p.(z)  defined with such a 
proportionality factor that the coefficient of the highest z-power is unity: 
p. (z )  = z"  + c ")z ° - '  + 4" )z  " -2  + . . .  + c(."'; 
(ii) the numerator of the nth approximant of (20) is the polynomial w._ l( z ) defined by 
w. ,(z)=£ " _ ~7 7 pts )os .  
The assumed convergence of (20) in some non-degenerate part of C fs necessary in order that f ( z )  be 
known. The assumption that (21) holds is required in order to find the integration boundaries a, b and the 
weight function p(s), which are associated with (20). The remaining part of the theorem holds on account 
of the preceding paragraphs. 
I wish to emphasize that the most important feature of the main theorem resides in the fact that it can be 
used as a detector of orthogonality which may be a hidden property of certain systems of polynomials. A
first example of how this works will be given in Section 2 of this article. 
To end this introduction, we establish the connection between the parameters A., a.  (n = 1, 2 . . . .  ) and 
certain quantities appearing in the theory of orthogonal polynomials. Combining (2), (7) and (9), one 
constructs the so-called function of the second kind associated with p.: 
q. (z ) ,=f (z )p . ( z ) -w ._ , ( z )=[6p . (s )P (S )ds ,  Vz~C\ [a ,b ] ,  (22) 
a a z -s  
with n = 1, 2 . . . . .  and by extension also for n = 0 in which case qo(Z) is just another name for f ( z )  defined 
by (9) because P0 (z) = 1 and w_ 1 (z) = 0. Since p. (z) and w._ 1 (z), regarded as arithmetic functions of n, 
362 C. Grosjean / Lommel polynomials 
are solutions of the same difference quation, namely (5), from n = 1 onward, we have 
q.+, (z )_ (z+c}.+, )_c~. ) )q . ( z )  + In /~_ l  q , , - , (z )  = 0" 
For n -- 0, the difference quation is inhomogeneous a a consequence of (8): 
-- fa  Z -- S C!I), ~ fbp($)  ds q i ( z )  ( z+c{ ' ) )qo(z )= b(s+c~' ) )P ( )ds - - ( z+ • ,j~ z -s  
= - fabp(s)ds = -M o = - I  o. 
From these formulae we deduce 
qo(z)  = 
Io 
z + c~ 1) -- 
qo(z ) /q , ( z )  
1 (n=l  2 .. . .  ). I,, q ' _ l (Z )  = (z + el "+ ' ) -  c~ ")) - q. (z ) /q .+, (z )  
I._1 q ' ( z )  
From the first relation and the first m equalities comprised in the second formula, we obtain by elimination 
of the ratios q._ , ( z ) /q ' ( z )  (n = 1, 2 . . . . .  m): 
/ ( z )  = to (23) 
Z + C~')-~ - ( - - I1 / I0 )  
z + c~ z) - c~ 1' + ( - I2 / I '  ) 
( - I ' , / I ' , _ , )  
Z + C~ 3) -  C~ 2)+ " ' "  + 
z + c~ m+' , -  c~ m, -  q~+, (z )  
q , . ( z )  
This is a finite continued fraction representation of (9) valid for arbitrarily large m. Since all possible 
approximants are of the same type as those of (11), we have: 
A 1 = I 0 = mo,  ot I = c~ 1), 
A.=-I._,/ I ._2, , , .=d-~-d  - - ,  ( , ,=2 ,3  . . . .  ) .  
(24) 
2. Application of the Main Theorem to the special case f (z)  = J,(1 / z ) / J ,  _ l ( l  / z )  
An  elementary property of the Bessel function of the first kind Jr(z) is that it satisfies the recurrence 
relation 
4+, (z )  +g._ i ( z )  =2"  zJ.(z), 
from which it follows that 
J~_l(Z) 2v 1 
J . ( z )  z ( J~(z ) / J~+l (z ) )  " 
By 
(25) 
successive application of this formula, with v replaced by v + 1, v + 2 . . . . .  v + m, one obtains by 
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J . _ , (z )  
elimination of J~+k(z ) / J~+k+l (z  ) (k  = O, 1 . . . .  ,m - 1): 
2p 1 
J~(z )  z 2u+2 1 
z 2p+4 1 
z 2p + 2m 1 
z 
(m = 1, 2 . . . .  ). (26) 
As a consequence of a theorem due to Hurwitz concerning the limit of a Lommel polynomial [3, p. 
302-303], it follows that the corresponding infinite continued fraction is convergent for all z ~ C except 
z = 0 and those non-zero complex values of z which make J~(z)  vanish. From this result, we easily deduce: 
J.(a/z) 1 
J " - l (1 /z )  2pz  - 1 
2(p+ 1)z -  
2(u + 2)z - 
2 (p+ 3)z . . . .  
(27) 
for all z ~ C except z = 0 and all non-zero values of z for which J . _ l (1 /z )  = 0. This may be brought in the 
form of (11): 
J~(1/z)  1/21, 
4_1(1/Z) (-- 1/4V(V + 1)) 
Z+ 
( -- 1 /4(~ + 1)(V + 21) 
Z+ 
z + • • • 
(27') 
Hence, in the notation of Section 1, we have: 
f ( z )  = J~_ , (1 /z ) '  a, = a 2 . . . .  
1 1 
A,=2--~, A ,=-  4 (v+n-2) (v+n-1)  (n=2,3  . . . .  ), 
z 1 
r2 (z )  = ~ ' 62(z )  = z2 4 , ( ,  + 1) ' (28) 
Z z 2 1 
F3(z) = 2--~p- 8p(p + 1)(J, + 2 ) '  G3(z)=z3 2v(p+ 2) '  etc. 
In view of examining whether there exists a system of orthogonal polynomials associated with (27') in 
the most usual sense, namely with the integration boundaries a and b real, the weight function p real and 
non-negative in [a, b] and consequently the coefficients of all the polynomials real, it is necessary to 
assume the order p real and positive in (27'). Indeed, when a, b, O and the coefficients of Pl, P2 . . . . .  Pn . . . .  
are real and p >/0 in [a, hi, it follows from (6) and (24) that A 1 is real and positive and A 2, A 3 . . . . .  A . . . . .  
are real and negative. Now, on account of the expressions for A a, A2, A 3 . . . . .  A . . . . . .  contained in (28), such 
is the case if and only if ~, > 0. This has as consequence that we find ourselves in the case where the two 
Bessel functions in the left-hand side of (27) have exclusively real zeros. We shall denote the positive zeros 
of J~(z)  by j~,, arranged in ascending order of magnitude as the integer subscript n increases from 1 
onward. 
Assuming p > 0, let us now examine whether we can find real numbers a and b and a non-negative 
1 
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function p(s)  on [a, b] so as to satisfy 
f f  z-~°(s) d~ = J~(1/z)#~_ ~(1/z). (29) 
Since this is an exploration rather than a rigorous proof, some of the steps which will follow here are formal 
(a priori assumed to be valid). If at the end the equality (29) can be verified in a direct manner using the 
results for a, b and p(s), this verification will constitute a proof that the formal steps were valid and it will 
eventually be possible to establish the uniqueness of the calculations. 
If a turns out to be finite, then we extend the definition o fp (s )  by 
p (s )  = 0, Vs~] -oo ,  a[. 
Similarly, if b is finite, we put 
p (s )=0,  Vs~lb ,  +oo[. 
This enables us to submit p(s), at least formally, to Fourier transformation 
+oo f p(s)ei~ds=@(x), Vx~a.  (30) 
oo 
Then, for complex t with Re(t) > 0, we apply Laplace transformation to ~(x): 
fo ~ fo oo f ~ °(s)dqo + e- '~(x)  dx + +~ ,+~ r+~o = e- '~dx p(s )  ei~*ds =J_  e - " - i ' )~dx 
o(s) -4) =f+~° p(S) ds= , - - d s =  : ds, 
J-oo t - i s  oo - i t - s  - l t - s  
whereby it was assumed that the order of the integrations could be interchanged. Thus, according to (29), 
we have 
fo+OO J,(i/t) Re(t)  > 0. (31) e- '~q,(x)dx = - i j~_,( i / t  ) , 
Next, we recall that from the two fundamental recurrence formulae for J.(z), it was deduced that 
Therefore 
, . ,z,  ,32, 
~_l (Z)=-  ~ z ~-' 
From the convergent series expansion of J~_ I(Z), namely, 
+~ v- - ,  +2rn 
J~_,(z)= E (-1) "(z/21" 
==o m~r(~+~ ' 
it follows that 
+ = (#2) 2m 
2~- 'F (v )  J~-l(Z---'~) = 1 + g , -  E ( -1 ) 'm!v(v+l ) . .  • (v+m - 1)" 
m=l  
For v > 0, the series on the right is convergent for all z e C and consequently defines an entire function, 
expressed by the left-hand side (complemented by the value 1 at z = 0). Regarded as a function of z, that 
side has no imaginary zeros and its positive real zeros are j,_ L,,J,-,,2 . . . .  Since both sides are even in z, the 
complete set of their zeros in C is represented by 
-----J~- 1,1, ~ J , , -  , .2 . . . . .  -t-J~- 1 . . . . . . .  
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According to the well-known theorem of Weierstrass concerning the construction of entire functions with a 
prescribed infinite collection of (complex) zeros by means of a convergent infinite product, we have 
2"- IF (v)  J " - ' ( z )  1 
ZV-1 .2 n= l Jv-  l,n 
whereby the infinite product is absolutely and uniformly convergent in C. By logarithmic differentiation 
with respect o z, we obtain 
( d [  J . _ l ( z )  ) = Y'~ ( -2z / j2 - , . . )~(  1 - z=-'z/J.-l,.)x 
1 dz ~ z .-1 .=1 
= _ + ~ 1 (  1 1 ) 
.~'=1 L - l . .  1 - z /L - I , .  1 + z/L_1. . 
and, in virtue of (32), 
z_-Taz) . : ,  s._,7.-z . : ,  j ._,7.-z s.-_ l . . -  s.-_l,° 
( 1) = y~ z 1 + . (33)  
n=l J.-1.n J . - l , .  - z J.--l,n + a 
Replacing z by i / t ,  we have shown in this way that 
+~' 1 ( 1_ . _7 . ___  t - i/j,_1, . 1 ) [jo+~e-'X~(x) dx = E + (Re(t) > 0). 
.=1J , -1 , .  t + i/j~_x, .
Since 
fo °° 1 e- 'Xe +ix/j ..... dx t_T_i/j~_l.n 
holds when Re(t )> 0, taking into account that J~-l.. is real, it is clear that q~(x) corresponds to the 
following series expansion: 
~ + ~ cos (x / j , _  1,. ) 
q,(x) = "- '  _.-77---1 (e iX/ j  . . . .  + e -i*/j ..... ) = 2 Y'~ .2 
n=l  Jv - l ,n  n=l  Jv - l ,n  
Finally, by inversion of (30), we find: 
= ~ 1 1 +~e iO/j ..... - ')~dx +~-~ e -iO/j, ~.-+~)~dx 
n~ 1 --oO --oO 1 
+oo 
= £ .21-5L-[a(s-1/L_l..)+a(s+1/L_~,.)], (34) 
n=l  Jv - l ,n  
in which 8 represents the Dirac function. Making use of a well-known addition theorem for this function, 
the final result for p(s) may also be written as 
+o¢ . . ~  .2 
p(s)  = 2 £ 8(s 2 - I / j ._1, . ) .  (35) 
n=l  Jv - l ,n  
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The weight function, written in the form (M), consists of an infinite series of Dirac B-functions whose 
singularities 
1 1 1 
+__ . , +__ . . . . . .  +__ . , . . .  (36)  
J~- 1,1 J~- 1,2 J~ - 1 .. 
are distributed symmetrically around zero. Sincefi_ x.. ~ + oo when n ~ + o¢, zero is the limit point of the 
sequences of both the positive and the negative singularities. Note that o(s) is even in s and positive-semi- 
definite for all s ~ R. Because p(s) = 0 for all s ~]  - oo, - 1/j._]a[, the boundary a can be given any value 
belonging to that interval. Similarly, in virtue of p(s )= 0 for all s ~] l / j~_ l j ,+  o~[, the boundary b can be 
given any real value larger than l / j . _  m. However, the most appropriate choice for a and b is 
a= -1 / j , _ l .1 ,  b= 1/j,_l.  l, 
with the convention that these abscissae which belong to the sequences of Dirac &singularities (36), be 
treated as if they were internal points of the finite real interval which they enclose. Thus, for example, in 
verifying (29) we proceed as follows: 
f )p (s )  d,=[,,j._,~, £(_~)_ds, 
Z - -S  w _ 1 / j~_ l ,1Z  - -S  
in which we insert (34) so that 
+oo 1 
f,/x._,., e(2_)d,= E 
_ I / j~_ i . l  Z -- $ n=l Jv-l,n 
n=l  Jv-l.n 
= 
Jv-- l,n 
according to (33). Although 
integration, we have put 
ds  
. . . .  ' z :s  " - I / j . _ l .  i 
(1 ' /  
z 1/j ,_ 1.. + - z+ l / j~_ l . "  
F. 1 1 
~=l  j~_ l . , z -  1 +j~_l . ,z  + 1 
( l / z )  1 1 J . ( l l z )  
.= l  J . - l , .  L_ l . . - ( l l z )  + -- ' L_,.o +O/z) L_i(1/z) 
the discontinuity of 8(s .-t - J v la )  coincides with the upper boundary of 
f l l j .  ,., .-1 ~ ds 1 8(s - J . -1.1i z--_ s 
- l / j , - i ,1  z - 1 / j~_ l ,  1 
in virtue of our convention to treat l l j ,_l,1 as an internal point of the integration interval. Similarly for 
- 1/j~_l, I. Now that a, b and p(s) are known, the uniqueness of the calculations from which they result 
can easily be established. 
As far as the moments M,  given by (3) are concerned, we obtain, after inserting (34), 
Therefore, 
and 
-l/L-,.t tn=l J;-~,. t 
_-k= ,__r 
. -1  J;2-i.. [J;"-l,. J,-1,. J 
, ( s+,  
Jv - l .n)  "l-~ Jv - l .n / J J  
M2r+l = O, V r ~ IM, (37) 
+oo 1 
~ (r+ I), 
M2r=2 2~ .2r+2 ='~O';--1 M'rEIM, (38) 
n=l Jp-l.n 
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using a notation due to Rayleigh [3, p. 502]. When v is real and positive, this o-sum is known to be finite for 
any non-negative integer value of r in virtue of 
0<•_1.1 <L-1,2 < "'" <L- l , .  < " '"  
and 
j ._ , , .  = (n + ½v - 3)~r + O(1/n)  
for sufficiently large n. All moments of even order are positive and, more in particular, making use of 
results cited in [3, p. 502], we have 
1 1 1 
Oil-)' = 22V ' Or(2-)' - -  241j2(I ' + 1 ) '  OJ3)' = 2SV3(V + 1)(V + 2) '  
5V+6 
o~ 4), = etc. (39) 
28vn(v + 1)2(v + 2)(v + 3) '  
Thus, we may conclude that for v> 0 the function p(s) which we have obtained has all the required 
properties to fulfil the role of weight function giving rise to an infinite system of orthogonal polynomials 
{ p.(z)  I n ~ •}. Since p(s) is even and a = -b ,  it can be expected that p.(z)  is of parity ( -  1)": 
p. ( - z )=( -1 ) "p . (z ) .  
A few results which we mentioned in (28) confirm this statement: 
p0(z)  = a, p, (z )=z ,  
1 z 
p2(z)  =z2 p3(z )=z '  
4v(v+ 1) '  2v (v+2)"  
In general, according to Main Theorem 1.2, p,(z)  is given by the denominator of the nth approximant of 
(27'). The question is whether the polynomials p,(z), V n ~ N, can be expressed in terms of known 
polynomials. This can be examined as follows. 
In virtue of (5), (24) and (28), the polynomials p0(z), pl(z)  . . . . .  pn(z) . . . .  satisfy the following recurrence 
relation: 
Y.-1 0, n=l ,2  .. . .  (40) 
y.+, - zy. + 4(v + n - 1)(v + n) 
This may be regarded as a homogeneous linear difference quation of second order in which z is a complex 
parameter and v represents a positive number. A first particular solution is y. =p. (z )  (n = 0, 1 . . . .  ). A 
second particular solution is constituted by y. - -w, ,_ l (z  ), with w l ( z )=0 and w._l(z ) (n = 1, 2 . . . .  ) 
given by the numerator of the nth approximant of (27'). Since the two solutions are linearly independent, 
the general solution of the difference quation (40) reads 
y .=C, (z ,v )p . ( z )+C2(z ,v )w._ , ( z ) ,  n=0,1  . . . . .  (41) 
in which C a (z, v) and C z (z, v) are arbitrary proportionality factors, constant with respect o n but possibly 
depending on the parameter z and the positive value attributed to v. 
Now we carry out a substitution for the purpose of reducing the coefficient of y._ 1 in (40) to unity. Such 
a substitution is 
Yo = yo, Y .=2"v(v+l ) . . . (v+n-1)y . ,  n=l ,2  . . . . .  
The new difference quation reads 
Y .+, -2 (v+n)zY .+ Y.-1=O, n=1,2  . . . . .  (42) 
and its general solution can be represented as follows: 
r .=c , (z ,v )~. (z )+Cz(z ,v )Y¢ /~_ , (z ) ,  n=0,1  . . . . .  (43) 
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~0(z)  = 1, ~.(z )=2%(v+1) . . . (v+n-1)p . (z ) ,  n=1,2  . . . . .  
(44) 
Y.V , ( z )  = 0, Y'~_,(z)=2%(v+l) . . . (v+n-1)w._1(z) ,  n=l ,2  . . . . .  
Next, we recall the recurrence formula (25) in which we replace z by 1/z and v by v + n: 
L+.+,(1/z)  - 2(~ + . ) zL+. (1 /z )  + L+._ l (1 /z )  = o. 
Compar ison with (42) yields that J~+.(1/z) is also a particular solution of this difference quation, whence 
J.+.(1/z) must be comprised in (43): 
J v+n(1 /z )  ~- ~1(2 ,  ~)~n(z )  -'{- (~2 (z ,  V)3~n_I(Z),  /'/ = 0, 1 . . . . .  (45) 
with specific coefficients cgl(z, v) and cg2(z, v). To find c~l(z, v), it suffices to put n = 0: 
(6~1(Z, 11)=J r ( I / z ) ,  
since ~0(z )= 1 and YF'_ l(z ) = 0. With n = 1 in (45), we have 
L+~(1/z) = L (a /z )&(z )  + %(z ,  . )~0 (z) = 2~zL(a/z) + %(z,  ~) 
since g/'o (z)  = 2 v w 0 (z)  = 1. Therefore, 
rC2(z , v)= -J ._,(1/z), 
again in virtue of (25), and so 
J~+.(1/z)=J.(1/z)~.(z)-J._~(1/z)Y/~_,(z), n =0,  1 . . . . .  
Lommel  defined the function Rn,.(z ), which bears his name and actually is a polynomial of degree n in 1/z 
by means of the well-known relation between J, +. (z), J. (z)  and J._ a (z), i.e. 
J~+.(z) =J.(z)R.,.(z) -J~_,(z)R._l..+,(z ) 
(see [3, p. 294-295]). Consequently, 
~.(z)=R. , . (1/z) ,  Y~._l(z)=R._l.~+,(1/z), (46) 
and so we have just proved that 
{R. , . (1 /z ) ln~l} ,  Vz~C,  (47) 
is the infinite system of orthogonal polynomials corresponding to 
a = -1/j~_la, b = 1/j~_1,1, 
+oo 
p(s) = ~ ~ [3(s - 1/j._,,,) + 3(s + 1/ j . _ , . , ) ] .  (48) 
=1 j2 - l , k  
Thus 
f _l /j, ,, (49) • Rm,.(1/s)R.:(1/s)p(s)ds=O, VmeN,  VnEN,  m~n.  
lid. 1.1 
Furthermore, with I .  as defined by (6) in Section 1 and recalling (44) and (46), we have 
f _l /j~_ i ~ 2 • nn . , (1 / , )pO)d~ = 2 :° ; ( ,  + 1)2--. (~ +,  - 1):1,. 
1/L_aa 
But, on account of (24) and the expressions of A 1 and A. comprised in (28), we get 
1 
I .  = ( -1 ) "A .+,A . " "  A1 - 
22"+'V2(v + 1) 2 . . .  (v + n - 1)2(v + n) 
so that 
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f_~/J_,,_ 11~_ (1) ~,.° 1/L_',.,Ie,.,..~s}R,,.. p(s )ds  2 (p+n) '  Vm~N,  VnEN,  .>0.  
At the same time, we also note 
f , / j  ..... R,.p(1/z)_-R,. .(1/s) 
1/ j~  , , ,  Z - - S  p(s )ds=R.  , .~+,(1 /z ) ,  
valid for n = 1, 2 . . . . .  and also for n = 0 since it is known that R l.,(z ) = 0 (cf. [3, p. 299, (8)])• 
Besides Ro,~(1/z ) = 1, the explicit form of R,,,(1/z) (n = 1, 2 . . . .  ) reads 
2 (~+n-1)z  -1  0 . . .  0 0 
-1  2 (v+n-2)z  -1  - - -  0 0 
0 -1  
R...(1/z) = 
0 0 0 . . .  2 (v+ 1)z -1  
0 0 0 . . . .  1 2vz 
(50) 
n/2  
k=O k r (~;k )  
With v real and positive, the polynomials R . ,p (1 /z )  indeed have real coefficients and 
R. .v ( -1 /z  ) = ( -1)"R. , . (1/z) .  
According to (2), (37), (38), (44) and (46), R.,.(1/z) can also be represented as follows: 
R..,(1/z)= 2oI'(È+ n) 
r(,) 
4P, o oJY, 
0 °~(Pl 0 
o~P, o 0?2, 
1 z z 2 
oeP, 0 oJP, 
o oJP, o 
4P, o 4?,  
• o . 
• ° . 
• ° . 
zn -1  
• ° . 
• • ° 
• ° o 
0 
Z n 
o~(_~ - ) 0 
o 4"~ 
(51) 
whereby 
+oo 1 
4=; =E 2r , r=a ,2  ..... 
k~l  J,,-1,k 
I f  one wishes to avoid the appearance of Dirac &functions in the formulation of the orthogonality 
property (50), one can rewrite the left-hand side as an equivalent Stiehjes integral: 
f _  3.,, ÷~R,~.~,l/s,R,.,,1/s,dq,,s,( ~ ( ~ ( ~ Vm~N,  Vn~N,  (52) 
2(p+n) '  oo 
where ~k(s) is a (lato sensu) monotonical ly increasing odd function of s showing an infinite number  of finite 
discontinuities in s > 0 as well as in s < 0 and remaining constant between each pair of consecutive jumps• 
370 C. Grosjean / Lommel polynomials 
Its definit ion may be formulated as follows: 
__1___ = °.% = G 
n=l  j2-1,n 
.~-~ 
~p(s) = .=k  Y . - , . .  2 J .2 - , , k - ,  
-2 
n=k Jv- l,n 
0 
1 
for s > - -  
J r -  1,1 ' 
1 
for s - - -  
J r - -  1 ,k -  1 
1 
for . <s  < - -  
Jv-  l,k 
fo rs  = 0, 
fo rs  < 0. 
, k=2,3  . . . . .  
, k=2,3  . . . . .  
An  equivalent definit ion of ~b(s) expressed in finite terms is 
= 
1 1 
4--v for s > . , 
J r -  1,1 
1 1 1 1 1 for s = - - ,  k = 2, 3 . . . . .  
• 2- -  q "2 - J . -1.k-1 
- -  n=l  Jv - l ,n  2J.-l,k-1 
k-1 1 1 1 ~ 1 for < s < 
,2 4vv =I  Y . -1 . .  Y.-1.k J.-1.k-1 
0 for s = 0, 
- Ip ( - s )  fo rs  < O. 
,k=2,3  . . . . .  
The formulat ion (52) may be brought in connect ion with various results comprised in [1, Chapter  9]. 
The Lommel  polynomials  are known to satisfy a considerable number of recurrence formulae. Without  
going into too much detai l  on this matter, we mention here that two fundamental  recurrence relations for 
R.. . (1/z) ,  whereby n • N and v > 0, are direct consequences of the orthogonal i ty property  which we 
established, namely:  
(i) equation (40) in which we have to replace y. by 
R, , , , (1 /z ) /2"v(v  + 1) . . -  (v + n -  1) 
according to (46) and (44), so that 
R.+, .~(1 /z ) -2 (v  + n)zR . . . (1 /z )  +R._ , . . (1 /z )  = O, V n • N; 
(ii) in the theory of orthogonal  polynomials,  formulated in the notat ion of Section 1, it is known that 
p. (z )w. (z ) -p .+1(z )w._ l (Z )=~. ,  Vn•N,  
as a consequence of (5) being satisfied both by p.(z)  and w._l(z ) for all n • N O and on account of 
P0(Z) = 1, w0(z) = M 0 = I 0, w l (z )  = 0. Again taking into account (46) and (44) as well as the expression of 
I. preceding (50), we find 
R. . . (1 /z )R . . .+ , ( I / z ) -R .+, , . ( I / z )R ._L .+, ( I / z  ) = 1, Vn • ~@. 
From this recurrence relation, we can deduce a formula expressing R._ l . .+l (1/z)  in terms of R o,.(1/z), 
R~,.(1/z) . . . . .  R. , . (1/z) ,  the form of which is typical for polynomials  with an orthogonal i ty property.  
Indeed, dividing by R. . . (1 /z ) .  R.  + ~,.(1/z)  on both sides in the preceding equality, we find after having 
replaced n by k - 1: 
Rk_, . .+, (1/z  ) Rk_2, .+,(1/z)  = 1 
k•N 0, v>0.  
Rk. . (1 /z )  Rk - , . . (1 /z )  Rk - , . . (1 /z )Rk , . (1 /z )  ' 
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Summing with respect o k from 1 to n, we have 
1 R.-a..+l(1/z) R-l,.+,(1/z)= ~ Rk ..(1/Z)Rk,.(1/z)' R.,.(1/z) Ro,.(1/z) k=, - ,  
or, finally, 
.~., .(z)  -
so that 
R. , . .+ , ( l / z )  = 
[ 1 1 1 ]R...(1/z), 
= Ro. . ( I / z )Ra . . (1 /z  ) + R , .~(1 /z )R2 . . (1 /z  ) + " '"  + R ._ , . . ( I / z )R . . . ( I / z )  
Vn~N0,  v>0.  
Clearly, this is a special case of the general formula which expresses the polynomial of the second kind 
w._l(z) in terms ofp0(z),  pl(z) ..... p.(z) (in the notation of Section 1): 
w._,(z)= = pk(z)pk+,(Z) 
In the present application, the right-hand side represents again a Lommel polynomial since, according to 
(46), the polynomials of the second kind remain within the same family of polynomials 2. 
Let us also note that the function of the second kind.~., .(z) associated with R...(1/z), i.e., 
~° , . ( z )  = f ' / "  .... R.~(l__._/s) p(s)ds, 
_ l / j . _ l  a Z - -S  
is given by 
J . ( I / z )  R..( I /z)  - R._ , . .+ , ( I / z )  
J._,(1/z) ' 
.~.,.(z) j._t(1/z ) , Vn~ N. 
It is interesting to note that this result is in agreement with Hurwitz' formula for the limit of a Lommel 
polynomial [3, p. 302]: 
lim (z/2)"+mR""~+l(z)=J.(z). 
,.--.+~ F(v+m+l) 
Indeed, since ( .~. , . (z ) ]n  ~ N} are the functions of the second kind associated with the polynomials 
(R...(1/z)]n ~ N}, they satisfy the same recurrence formula as the latter when n >_- 1: 
v. No, 
whereas 
-1. 
This leads to 
2PZ -- 
&Az)= 
2(v+ 1)z . . . . .  
1 
2(u+k)z -  
~k,v(Z) J~k+l ,v (g )  
2 This is a consequence of the fact that in the finite continued fraction of (27), the coefficients accompanying 2z increase by 1 when 
passing from one fraction to the next. 
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in which k can become as large as one wishes. The successive approximants are: 
r__L= 1 Ro.~+,(1/z ) r2= 2(v + 1)z R,.~+,(1/z) 
s, 2vz R,.~(1/z) ' s2 4v(v+ 1)z z -  1 R2.~(1/z) .... 
In general, We have 
rm = Rm-l.p+l(1/z) 
~m R~.~(1/z) 
To find out whether ,./sm tends to a limit when m - ,  + ~,  we apply Hurwitz' formula and obtain 
lim ( . . . )  (1 /2z)~+m- 'Rm- l .p+, (1 /z ) /F ( t '+m) ,n~+~ 
lim r=/s m= lira .+.,+1 
m-.+~ m- .+~ (1/2Z) R~.~(1/z)/r(~+m) lim ( . - . )  
m~+oo 
proving that 
J~(1/z) 
L_,(1/z) ' 
J~(1/z) 
"%'"(~) - J~_,O/z) 
In a similar manner, by repeated application of the recurrence relation for the .g-functions, we get for all 
n ~ N0: 
..~,~(z) 1 
~._ , .~(z)  2(v + n)z - 1 
1 
2(v + n + 1)z . . . . .  1 
2(v + n + k)z  - .~.+k.~(z)/.g.+k+a,.(z) 
again with k arbitrarily large. In this case, the successive approximants are 
Ro,~+.+,(1/z ) R, , .+.+,(1/z)  
R,.~+.(1/z) ' Rz, .+.(1/z ) .. . . .  
Hence, simply by replacing v by v + n in the preceding calculation, Hurwitz' formula yields 
&.p(z)  s.+.(1/~) 
Vn~N o, 
J~+._i(1/z) ' -L-,,.(~) 
and, consequently, 
a..(z) a._,.(z) 
&_, . . (~)  &_a . (z )  
g.+.(llz) g.+._,(llz) 
- j .+._a(1/z ) " J .+._a(1/z) 
J~+.(1/z) 
J~_,(1/z) ' 
&'(z)&,(z) a0,,(z) 
Jp+ 1 (1 /z  ) L(a/z) 
Jp(1/z) J~_, (1/z)  
in agreement with the result of the direct calculation. 
Finally, let us point out that because p(s) consists of a sum of Dirac &functions, (R~.p(1/z)ln ~ N} 
whereby v > 0 may in fact be regarded as a system of so-called orthogonal polynomials of a discrete 
variable. Indeed, for this kind of polynomials, the orthogonality property is no longer expressed by means 
of the familiar scalar product in integral form 
( f , g )= f f  f ( s )g (s )p (s )ds ,  
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but by means of a discretized analogue of it, namely, 
( f  , g) = Zf(sk)g(sk)~k 
k 
in which f and g are real-valued functions, ( s k ) represents a set of isolated real values and (/~k ) is a set of 
real weights. Usually, k runs over a finite number of integers, but nothing prevents an extension to cases 
where k assumes infinitely many integer values, as long as all infinite series appearing in the subsequent 
theory are convergent. The case of (R , , , (1 /z ) ln  ~ N} and O(s) given by (48) is precisely of that type. As 
scalar product of two real functions f and g defined on R, we have 
( f  , g) = f_+o°°f(s)g(s)p(slds 
+oo 1 
= E .-77----[f(1/J~-,.k)g(1/Jv ,.k)+f(--1/J~-,,k)g(--1/J.-,,k)] • 
k=l  J p - l , k  
If there is absolute convergence (as is for example the case when f and g are polynomial functions), we also 
have 
+oo 
( f ,g )= E '  s~f(sk)g(sk), 
k= -- oo 
(k.0) 
with 
1 
fi-1,k for k = 1, 2 . . . . .  
Sk = 1 for k = -1 ,  -2  . . . . .  
J~-  l,lkl 
In this notation, (50) may be rewritten as 
4-00 
~,  2 s l m,.(a/sk)R.A1/s ) = + n) ,  V . ,  N,  V n N, (53) 
k~ -oo  
(k~0) 
showing the Lommel polynomials as orthogonal polynomials of a discrete variable. 
In the last part of Section 3, we shall reconsider this discretized notation in connection with the 
recurrence formulae for the o-sums which the orthogonality property of the system {R.. .(1/z) ln ~ N) 
gives rise to when p > 0. 
3. Some consequences of the orthogonality property of the Lommel polynomials 
Now that the orthogonality property of the Lommel polynomials (R.,~(1/z)In ~ [~} (with u > 0) is 
established and that it appears to be a 'usual '  case, i.e. with a and b finite and the weight function p 
non-negative in the interval [a,b] which contains an infinity of abscissae where p differs from zero, it is 
evident that all properties with which orthogonal polynomials are endowed in such case, hold for R.,.(1/z) 
as long as v > 0. 
Let us reconsider (50). When rn + n is odd, the orthogonality property is, apart from questions of 
convergence (since p(s) is represented by an infinite series), a triviality because a = -b,  p(s) is even and 
R.,v(1/s ) has parity ( -  1)", so that Rm.v(1/s). R.,v(1/s) is an odd function. When m + n ~ (0, 2, 4 . . . .  }, 
on the contrary, Rm,.(1/s).R.,~(1/s ) i even and we have 
l / J . - i  A f Rm.~(1/s)R,.~(1/s)p(s)ds = 8, , , /4(v  + n). 
¢o 
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Two cases must be considered: 
(1) m and n even. Let us then replace m by 2m, n by 2n and s by ~ in this formula. We get 
l/jff I I ds fo "R2m,.(1/vrs)Rz.,~(1/fs)o(vfs)-~ss =Sm./2(p+ 2n), 
where, in virtue of (35) ,  
o(vfs) = 2 ~oo .31_S_L$(s_ l/J~2-,,k) =2 koo .zl 8(s  - 1/J'~2-,.k) • 
V c~ ~ k=l S,-1.k k=l  J ; -1,k 
Hence, 
fl/J.L,.,R2m,~(1/vl~)R2..(1/vr~)(+~°OS(s-1/J~2-"k) ) 
• -U-- ds = 6m./4(u + 2n),  
"0 \ k= 1 J~- l.k 
Vm~l~, Vn~l%l. 
This is the orthogonality property of the polynomials (R2...(1/vrs)l n ~ N} whereby R2...(1/~/s- ) is of 
degree n in s: 
(2) m and n odd. In the same manner, one can prove 
C' / J  2 1.1Rzm+l,~(1/vf~) R2.+,..(1/vf~) 8(s -  ] / J v - l . k )  ~mtl 
- ~---- ds = 
!-o ~- v~- k=, J . - , . ,  4(u + 2n + 1) '  
Vm elN, Vn elN. 
Again, R2.+l,.(1/Vrs)/grs i  a polynomial of degree n in s: 
R2.+,.~(I/I/J-) = ~ (_l)k22._2k+i(2n--k+ 1)F(p+ 2n-k+ 1).-k 
and with n = 0, 1 . . . . .  we have another system of orthogonal polynomials in [0, 1/j~_ LJ. 
The obtained orthogonality property of { R.,.(1/z) In ~ N } also enables us to make some statements 
concerning the zeros of related polynomials which go beyond what has been found till now by means of 
other methods. Essentially following Hurwitz, we introduce the so-called modified Lommel polynomial 
g.,~(z) by means of 
R.,.+,Iz) (kz)-" ,,z2, 
= g . .~t~ ). 
In this way, we have 
<~ n/2 
g. . . ( z )= ~ ( -1)k ln -k) I ' (v+n-k+' '  1) k 
k=0 k F(v+k+l)  z , 
which is a polynomial of degree [n/2]  in z. Thus, 
g0, .(z)  = 1, g,,~(z)=v+l, g2,.(z)=(v+l)(v+2)-z, 
g3,.(z)=(p+ l)(p+ 2)(p+ 3)-2(~+ Z)z, etc. 
For m = 1, 2 , . . . ,  it has been shown by Hurwitz that 
- when p > - 1, the zeros of g2.,,.(z) are all real and positive; 
- when - 2 < p < - 1, the same holds except for one negative zero. 
(54) 
(55) 
C. Grosjean / Lommel polynomials 375 
Note that Hurwitz '  theorem is l imited to the g-polynomials  whose first subscript is even. Its proof  is 
mainly based on showing that g2m,v(g) ,  g2m_2,~(2)  . . . . .  g2,~(2), go,p(z) form a set of Sturm's functions. 
Let us now examine what we can conclude about the zeros of gn,~(z) when n = 2, 3 . . . .  and v > -1 ,  
knowing the orthogonal i ty property (49). F rom the theory of orthogonal  polynomials  with real coefficients, 
generated on a real interval [a, b] by a non-negative weight function, it follows directly that, for n = 1, 
2 . . . . .  and v > 0, Rn,p(1/z ) regarded as a function of z ~ C has n distinct single zeros, all situated on the 
open interval 
l--l/j,.-1,1, + l/j~-,,t[ 
of the real axis. On account of the even or odd parity of R..~(1/z), its non-vanishing zeros lie 
symmetr ical ly  in pairs around the origin. Furthermore,  the n + 1 zeros of R.+l,~(1/z ) are separated by the 
n zeros of R.,.(1/z). Let us now consider 
with n = 2, 3 . . . . .  and v > - 1. For  any integer n >~ 2, this function is an even polynomial  in z which does 
not  vanish at z = 0. Its degree is n when n is even and n - 1 when n is odd. It solely has distinct single zeros 
of which 
- ½n lie on the real interval ]J~,a, + o0[ and ½n on the real interval ] - oo, - J ,a [ ,  when n is even; 
- ½(n - 1) lie on the real interval ]J~a, + oo[ and ½(n - 1) on the real interval ] - ~ ,  -J~,t[, when n is odd. 
The zeros always appear in pairs symmetric with respect o z = 0. According to the definit ion (54), we have 
(½z)"R,,,+l(z) = g..~(¼z2), 
* l z2 -  and so what we just  stated applies to the zeros of g.,~ta ). Final ly, replacing ¼z 2 by z, we conclude for the 
modif ied Lommel  polynomial  g. .~(z) when n = 2, 3 . . . . .  and v > -1 :  
g.,~(z), with z ~ C, has exclusively dist inct posit ive single zeros lying on the real interval 
]-~j~.,, +m[ ,  
½n in number when n = 2, 4 . . . . .  and ½(n - 1) in number  when n = 3, 5 . . . . .  Furthermore,  the zeros of 
g. + a,~(z) alternate with the sequence of abscissae formed by the common lower bound ~'2 t and the zeros 
of g,,~(z). 
In the case of v > - 1, this is considerably more than what Hurwitz has proven concerning the zeros of 
the modif ied Lommel  polynomials.  
In this context, it is amusing to deduce the fol lowing simple inequalit ies concerning the smallest positive 
zero of Jr(z) still under the assumption that v > -1 :  
2~(v + 1)2(v + 2) <J,,t < ~/:(v + 1)(v + 3) (56) 
valid for all real v greater than - 1, but part icular ly interesting for small v, say - 1 < v ~< 1, where the 
degree of accuracy is fairly good. The upper bound is obtained from the zero of g3,~(z) (see (55)), namely, 
3), 
which is greater than -~1 according to the above statement concerning the zeros of g , , , ( z )  3. The lower 
3 In [3, p. 486] G.N. Watson gives a different, but nevertheless related proof of j. a < 2(~l ) (p  +ff~). He also outlines how P. 
Schafheitlin, in a paper dating from 1904, arrives at a different inequalityj, a < V/-~( v + 1)( v + 5). Schafheitlin considers the relation 
J~+6(x) = J~+l(x)Rs, ,+l (x) - - J , (x)R4. ,+2(x) ,  and after some reasoning deduces from it that Rs,,+a(j ,A)> 0, and so on. I wish 
to point out that this proves that Schafheitlin was certainly unaware of the orthogonality property of Lommel's polynomials which 
is now established. Indeed, from my results concerning the zeros of R, , , (1 /z )  for any n ~ N O and p > 0, and the fact that the 
coefficient of z" in this polynomial is positive, it follows directly that R ~,~ + 1 (J,a) > 0, with v > - 1, holds good, not only for n = 5, 
but for any positive integer n. 
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bound follows from the known value of the Rayleigh sum o~2): 
+~ 1 1 
0"(2) = E "4 
k : l  J,,k 24(v + 1)2(v + 2) 
leading to 
1 1 
m < .  
.4 J~., 24(v + 1)2(v + 2) 
In the case of v = O, for example, (56) becomes: 
2.3784142 < 2.4048256 < 2.4494897. 
Very recently, another upper bound forj~,l which is sharper than that in (56) was obtained by Chambers 
[4]. In giving (56) as a small by-product of my findings, my sole aims have been to show how the use of G <2) 
and the generalization f Hurwitz' theorem concerning the zeros of g.,~(z) can yield simple bounds forj.,l, 
and to make the remark contained in footnote 3. 
In the interval - 1 < v ~< 1, the arithmetic mean of the two bounds forj.,l comprised in (56) constitutes 
an approximation ofj. a whose relative rror increases monotonically from 0 to 0.77% as v varies from - 1 
to +1: 
If we make use of binomial series development in order to expand this expression in ascending powers of 
v + 1, we have 
J~'a--2~'l-~-'7-T( 1-lv+14 (v + 1)~_+16 (v + 1)33241(v  + 1)4 +"""  ) 2 0 4 8 , (0 < v + 1 ...< 1). 
This compares very well with the exact expansion ofj.,l in powers of v + 1: 
J~" = 2v/TTT ( 1-t v+14 7(v + 1)296 +- 49(v + 1)31152 8363(v+ 1)4 + " " )  4 2 7 6 4 8 0  " 
The nice agreement between the two series developments confirms the validity of (57). These expansions 
also bring about the idea of constructing as a new approximation for j~.~ in -1  < v ~< 1 a modified 
minimax-like partial sum 
Jr.a ~ 2~/-v-+l- [ 1 +A(v + 1) +B(v + 1) 2 + C(v + 1) 3 + D(v + 1)4], (58) 
with A = 0.2473991, B = -0.0601419, C = 0.0177508, D = -0.0025953. This is not strictly a minimax 
approximation because the four v-values in - 1 < v ~ 1 where the error is made to vanish, do not result 
from the application of one of the known iterative algorithms belonging to the theory of minimax 
approximations, but have been distributed uniformly on the interval, namely at v = - ½, 0, ½ and 1. As can 
be expected, the sign of the absolute as well as the relative error connected with (58) alternates from one 
subinterval to the next. The accuracy of (58) can be characterized as follows: 
1( Jr,1 )app - ( J~.l )ex I < 0.00023, 
(Jv,1)app -- (Jv.1)ex [ 
(-f~ 7)~ I < 0.00016, 
-1< v-..< 1, 
4 For the construction of this series, see Appendix A. 
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but for a large fraction of the v-values both the absolute and the relative deviation are considerably smaller 
than these upper bounds. 
Another corollary of (50) is a pair of twofold infinite sets of linear equations relating the sums off ) 
defined by 
o~r~= ~ = 1 
.2r ' P> -1 ,  F~N 0. 
k~ l Jv,k 
These formulae will closely resemble the recurrence relation which can be deduced from (33), although they 
do not comprise the latter as a special case. 
Inserting (48) in (50), we obtain 
Y'. - - [Rm.* ( J . - , . k )Rn ,* ( J * - l , k )+Rm,~( - - J . - , , k )R . . ( - - J . - ,  k)] = 2(v+n) '  
k=l j2-1,k ' " 
Vm~N,  Vn  ~IN,  
which is nothing else than (53), the discretized form of (50). For rn + n ~ (1,3,5 . . . .  }, both sides are 
identically equal to zero and so we have a trivial equality. For m + n ~ (0, 2, 4 . . . .  ), on the contrary, we get 
'--~.~ R" , . ( J , ' - ' , k )R" , . ( J~- I ,  k) = 8,-_._____z___. (59) 
k=l JZ-a.k 4 (v+n) '  
which, if written explicitly, generally expresses a relation between #~_),, o~ . . . . .  o~Pl whereby p = ½(m + n) 
+ 1. For instance, when m = n = O, we find directly 
41_ ), = 1 /4v  (since Ro. , (1 /z  ) = 1), 
in agreement with the first formula in (39). Similarly, for m = n = 1, we have 
o~z_ ), = 1/16v2(v  + 1) (since R, , . (1 /z )  = 2vz) ,  
and, fo rm=2,  n=0,  
4v(v + 1)o~2) t - o~1_) 1 = 0 (since R2, . (1 /z  ) = 4v(v  + 1)z 2 - 1), 
equality which is indeed fulfilled. The recurrence relation for o~_~) 1 which would result from (59) if this 
formula were written out in full detail with arbitrary non-negative integer values for m and n, satisfying 
m + n even, is of course not the simplest one which can be imagined since the product Rm,~(j ._~,k)× 
R.,~(j~_ 1,,) would in general give rise to a finite double sum. The simple recurrence formula undoubtedly 
results from (33) written in the form 
J~(z) + ~ 1 
J , _ , ( z )  =2z  E .2 1 -  2 .2 • k=l;._,.,( z/ ; ,  1~) 
Under  the assumption Izl <L-1,1, we have 
+oo Z2 r +oo 
J,(z_______~) +~ 1 = 2z E o(r+l)Z2~ z_ , ( z )=2zE  2 E 2r ~-~ • 
k=l  Jv-l,k r=O J v - l , k  r=O 
Hence 
*oo E ( _1)~ , 2~ (~)  /~! r (~ + ~ + 1) 
E ( r+ l )  2 r  n=0 
0;_  1 z - T~ 
1 'n I 2m I r=0 4 ]~ ( - )  (~z) /m.r(v+m) 
m=0 
from which it follows that 
( -1 )~2 2 ~ + 2 -  
r~O 
~! r(~+~_+l) . . . _1 ,  
(n-r)! F(v+n r)a~-I - 
(Izl <L-,,,), 
V n ~ I~l, v>O,  
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or, equivalently, 
" (n - l ) !  E (v+n+a)  o~r ,= l  ' Vn~No v>- l .  (60) 
E ( -1 )~- '2~r~7-  r) , rU~+~27+-1)  
r~ l  
Besides this infinite set of linear equations, the o-sums also satisfy other linear recurrence formulae 
originating from the orthogonality property of the Lommel polynomials. They can be obtained as follows. 
Let us return to (50) in which, on account of the symmetry, there is no loss of generality in regarding n
as the largest of the two integer subscripts rn and n when their values are different. Thus 
f_l/j 'Rm,~(a/s)R,,,(1/s)p(s)ds 8,,,/2(v + n), 
1/Lq .~ 
Vn~N,  Vm~[O,n], v>0.  
Next, in virtue of 
Rm,,(1/s) 
s"=2, ,v(v+l) . . . (v+rn_ l )  }-(. R 1 .) m_4 ,~(7)+. . .  ' 
1 
being the schematic expression of s m as a finite sum of Lommel polynomials of the mth and lower degrees, 
we can write 
^-,~/ o(s)d~ = 
1/j._t. , ' 2n+l / . , (p+ 1) . - - ( / . ,+n)  ' 
still with n ~ N, m ~ [0, n] and v > O. Inserting p(s) given by (48), we have 
~.~+~ [R°,,(X_,.k) + ( - l i aR , . , (  - j , - , .~)]  = 2,+,~( ~ + 1) . . .  (~ + ~) 
k= l Jv-l,k 
or 
~_.oo 1 +( -1 )  "+" 8,,, 
Rn,p( j , _ l , k )  = V n ~ ,  Vm~ [0, n] .  d..., • =+2 2,+,v(v+l) . . . (v+n)'  k= 1 J r -  1,k 
For m = n - 1, n - 3 . . . . .  both sides are identically zero and a trivial equality results. For m = n, n - 2 . . . . .  
we obtain 
+oo Rn,,(.L_l.k) - l"(v) 3mn" (61) 
• ,,+2 2"+2F(v + n + 1) k= 1 Jp -  1,k 
Now, it is necessary to consider two cases: 
(1) n even, in which case we replace n by 2n and also m by 2m. Thus, for any n ~ N and any m ~ [0, n], 
we have 
+oo 
E R2.,.(j~_,,k) r(~) 8.,. (~ > 0) 
• 2,,+2 22"+=F(v + 2n + 1) k=l  J v -  l ,k 
or  
so that 
+°° 1 ~ -1)*(2n s)F(v+2n-s)  ( ~-- 
:2m+2 ~ r (~+, )  .2 , -=,  
k=l  Yv-l,k a=O J v - l , k  
r ( , )  
- -  - 22"+2r(v  + 2n + 1) 3mn' 
k ( - 1) '22"-2"(  2n Z s] F(v +2_n-- s) o( , ,+,_ ,+1)_  
• =o J FO, + s) .-1 - 
Vn~N,  Vm~[0 ,  n], v>0.  
r ( , )  
22"+2/'(v + 2n + 1) 
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Making use of several elementary linear substitutions, this recurrence formula is cast into the form 
~. (_a)S_122~_2.(2n-s-l)F(.+ 2n-s)o(.,+._s) - F(v+ 1) 3,.., 
s=, s -  1 ?~v+s)  22"F(~ + 2n) 
Vn~N0,  Um~[1 ,  n], v>- l ,  (62) 
showing some resemblance with (60). In the equivalent form 
(n+r -2) !  r (v+n+rz1)  o{,,,+r_,)=(-1)"-lC(v+l ) 
(-1)r-a2Zr(n-r)!(2r-2)! F(v+n--r+l) p ~( - -v~+2n)  3m"' 
VnEN0,  Vm~[1 ,  n], v>- - l ,  (62') 
it shows even more resemblance with (60). Yet, (60) is not comprised in it. The only overlap is the special 
case m = n = 1. Note that in contrast o (60), (62) represents a twofold infinity of equalities ince the 
allowed (m, n) pairs form a twodimensional infinite lattice. 
(2) n odd, in which case we replace n by 2n + 1 and also m by 2m + 1. Thus, for any n ~ N and any 
m ~ [0, n], we have 
i 
~ R2.+,,=(j=_,.k) = F(v) 3,.. (v> 0), 
-2m+3 22"+3F(v + 2n + 2) k=l Jv 1,k 
from which we deduce, in analogy to (62), 
f'_. (-1)*-'s2"-2"+l(2n-slU(v+2n-s+l)o(m+"-*+')=2=.+FF((;++l) 3.,., 
,=, s -  1 } l'(v + s) 2n + 1) 
Vn~l~0,  Um~[1 ,  n], .>-1 .  (63) 
This recurrence formula also embodies a twofold infinity of equalities. Its equivalent form, which is the 
counterpart of (62'), reads 
(n+r -  1)! F ( r+n +r )  .{ .+r~_ ( -  1 ) " - ' F (v  + 1) 8=. 
(--1)r-122r(nT~l.----~----1)t I'('~ 7- ; : r -7- -1) -~ -- 2 ~ G  ~- i-) ' 
r=l 
Vn~0,  Vm~[1 ,n l ,  v>- l .  (63') 
The m-dependence of both recurrence formulae (62), (63), or equivalently (62'), (63'), is most remarka- 
ble. The consequence is that each time one assigns a fixed value to n (>_- 2) and also to v (> -1) ,  and one 
lets vary m from 1 to n, the result is a set of linear relations between o-sums, with all right-hand sides being 
zero except the last one, and in the left-hand sides n terms in which the o appear with the same set of 
coefficients in the n equations. From one equation to the next, the superscripts of the o simply increase 
with one unit. For instance, with n = 3 in (62'), we have 
o(m,_ 12(v+ 2)(v + 3)o~ "+1,+ 16(v + 1)(v + 2)(u + 3) ( .+  4)o(re+z) 
8m3 = with m = 1, 2, 3. 
64(. + 1)(. + 2)(v + 3) ( .+  4)( .  + 5) 
The resulting three equations are satisfied by 
1 1 1 
o(" 4(v+ 1) '  °(2) ' 0(3)= ' 
16(v + 1)2(. + 2) 32(v + 1)3(. + 2)(v + 3) 
0(4) ~--  5" + 11 o~5) = 7v + 19 
256(v + 1)'(v + 2)z(v + 3) ( .+  4) '  512(v + 1)s( .+ 2)=(v + 3) ( .+  4)(v + 5)" 
Clearly, recurrence formulae such as (60), (62') and (63') may be used to calculate o(r) for successive 
increasing integer values of r. In this context, it is interesting to mention, besides Rayleigh's work on the 
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subject, also a paper of Cayley [5] about the calculation of closed expressions for certain Rayleigh sums (see 
also [3, p. 502]). However, since Cayley's procedure is based on Graeffe's well-known method of computing 
the roots of a polynomial equation, it is limited to those o~r)-sums wherefore r is a positive integer power of 
2. 
Finally, it is interesting to apply the obtained results to the special cases v = ½ and v = - ½, because in 
these cases, the o-sums are directly related to the Bernoulli numbers with even subscripts. Indeed, 
+~ 
Vl/2~(r) = E 1 = ( __ l ) r - -122r_ l  B2r 
k=, (k~r) 2r (2r)! ' 
ot%2= E !, Vr N0. 
k~l  
These Bernoulli numbers satisfy some simple linear recurrence formulae as a consequence of their 
definition by means of a generating function and their relation to the tangent and the cotangent function: 
2n+l  B2 = n 2, , 
r=l 2r 2r r= l  
22~(2n+1 B2 ~=2n,  22r (22r - l )  2r 
r=l k 2r 
The last two formulae correspond to (60) in which v is put equal to 1/2 and -1 /2 ,  respectively. It is 
remarkable that the Bernoulli numbers satisfy still other linear recurrence formulae containing an 
additional parameter, in virtue of the existence of (62) and (63) or equivalently (62') and (63'). Inserting 
v-- ½ in (62') and (63') yields 
~. (2n + 2r - 3)! B2,,+2~_ 2 (2n)! 
(2r -[ 2-) g2--n 7 27r+ 1)' (2m + 2r - 2)! = (4n) !  3,,,, 
k (2n + 2r -  1)! B2m+2 r (2n + 1)! 3,.. ' ~in~No,VmG[1 ,n  ] 
r=l (2r "-~2"-nT-2-'r---+ 1) ! (2m+2r) !  (4n+2)!  
Similarly, with v = - 1/2 in (62') and (63'), we have 
/..,X2" (22,,+2r_ 2 (2n + 2r - 4)! ~2m+2r-2 1 (2n -- 1)! 
1) 
r= l  (2r - 2)!(2n - 2r)! (2m + 2r - 2)! 2 (4n - 2)! 
and 
/..,~' (2 =m+2~- 1) (2n + 2r -  2)! B2m+2~ 1 (2n)! 
. . . .  3,,;,,, 
~=1 (2r -  1 ) ! (2n-  2r)!  (2m + 2r)! 2 (4n)! 
also valid for every n ~ N 0 and every integer m ~ [1, n]. For any n >~ 2, both systems of recurrence formulae 
give rise to 2n - 2 homogeneous and two inhomogeneous linear relations between the Bernoulli numbers 
Bzk. 
Appendix A 
The exact series expansion 
( __  49(v+1)3 8363(v+1)4 t- . ) Z , ,=2~-] -  1+ v+l  7 (v+1)2+ . .  
4 96 1152 276480 ' 
valid in some neighbourhood of v = - 1 is constructed as follows. According to the well-known convergent 
series development of J , ( z ) , j~ ,  1 is in the case of real u > - 1 the smallest positive number which makes the 
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sum of the convergent infinite series 
2 2 Z 4 
1 - - +  
4(v+ 1) 32(v + 1)(v + 2) 
• - -+( -1 ) "  
equal to zero. For v + 1 sufficiently close to zero, we have 
1 J'L ~O(v+l )=0,  
4(v + 1) 
and so, 
leading to 
.2 4 (v+l )+O((v+l )2 ) ,  
J vA  = 
Z 2m 
t- • • • 
2>"(mt)(v + 1)(v + 2) . . . (v  + m) 
(A.1) 
j,,, = 2~+J -  [1 + O(v + 1)1. 
Note that this preliminary result is in agreement with the well-known fact that, for real v, the point 
v = -1  constitutes the barrier separating the region v >~ -1  where the Bessel function Jp(z) has only real 
zeros from the region v < - 1 where it may also admit a certain number of imaginary zeros besides real 
ones. 
Next, still regarding v + 1 as a small quantity into whose positive powers it makes sense to expandj~ a, it 
is sufficient o assert 
j,., = 2Vr~ [1 + q(v+ 1) +c2(v + 1)  2 "q- " ' "  1 ,  
to substitute z by this right-hand side in every term of the series (A.1), to replace 1/(v + l), where 
l ~ {2, 3 . . . .  } by its binomial expansion 
1 1 (1 v+l  (v+l)______~2 ) 
v+l - l -1  - I----T+ ( l _  1) 2 . . . .  ' 
and to express that the global coefficient of each positive integer power of v + 1 vanishes, in order to find a 
system of non-linear equations involving the coefficients q,  c 2 .. . .  , i.e., 
_ 2C  1 + 1 = 0 ,  __ 2c 2 _ c 2 + 2c  1 _ 7 = 0 ,  - 2c  3 - 2C lC  2 + 2c  2 + 3c 2 - ~c, + ~ = 0, 
-2c4-2qc3+2c3-c2+6c ,c2-~c2 +2c3--a-q'7 2+~6~cl_~s693__0, etc. 
From these equations, one easily deduces: 
Cl  ~ 1 ~ 7 __ 49 ~ 8363 
' C2 96 ' C3 - -  ~ ' C4 276480 ' " " " 
Note  added in  p roo f  
Lately, Dr. H. De Meyer found out that the orthogonality of the Lommel polynomials has already been 
established by two authors, also independently [6,7]. The method used in the second paper is based on 
contour-integration applied to both sides of the equation defining the Lommel polynomials and is therefore 
considerably different from the one used in the present article. In the first paper, Schwartz proves a number 
of important convergence theorems concerning the numerator and the denominator of the successive 
approximants of a Stieltjes-type infinite continued fraction. As an example, he chooses the continued 
fraction representing J,(1/z)/J,_l(1/z ) and so arrive at the orthogonality property of the Lommel 
polynomials. Inevitably, that paper has some ideas and results in common with the present work, but the 
latter also contains so much material related to or following from the orthogonality of the Lommel 
polynomials that in our opinion it is nevertheless fully worthwhile. 
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