In this paper, we consider a type of time-changed Markov process, where the time-change is an inverse killed subordinator. This can be seen as an extension of Chen (Chen, Z., Time fractional equations and probabilistic representation, Chaos Solitons and Fractals, 168-174, 2017 ). As a result, it constructs a one-to-one correspondence between general Bernstein functions (with infinite Lévy measure) and a class of generalized timefractional partial differential equations.
Introduction
Let X = (X t ) t 0 be a strong Markov process on a separable locally compact Hausdorff space X whose transition semigroup (T t ) t 0 is a uniformly bounded and strongly continuous semigroup in some appropriate Banach space (B, · ). For example, B can be chosen as L p (X; m) for some measure m on X and p 1, we refer the reader to [1, 3] for more concrete examples. We shall denote by L the generator of semigroup (T t ) t 0 and by D(L) the domain of L. Let D = (D t ) t 0 be a subordinator (i.e. a non-decreasing real-valued Lévy process) independent of X with D 0 = 0 and the Laplace exponent φ 0 : φ 0 (λ) = kλ + ∞ 0 1 − e −λz µ(dz), (1.1) such that E(e −λDt ) = e −tφ 0 (λ) , λ > 0, (1.2) where k 0 and µ is a Lévy measure satisfying µ(−∞, 0) = 0 and
The following are some known relationships between time-changed Markov processes and time-fractional partial differential equations.
(i) Firstly, assume that D is a β-stable subordinator (0 < β < 1). That is, D is a special subordinator with Laplace exponent φ 0 (λ) = λ β .
Then, v (defined as in (1.3)) is the unique solution of the following time-fractional Cauchy problem ∂ β t v = Lv, v(0, x) = f (x), where ∂ β t is the Caputo type fractional derivative of order β defined as In this situation, we refer the reader to [2] for the case where the semigroup (T t ) t 0 is generated by a Lévy process. (ii) Next, let ν be a finite measure on (0, 1) with ν(0, 1) > 0. Assume that D is a subordinator with Laplace exponent
We note that such D can be constructed by a weighted mixture of independent stable subordinators, see, e.g., [4] . Then, v (defined as in (1.3)) is the unique solution to the following abstract time-fractional Cauchy problem
An important application of distributed-order derivative is to model ultrslow diffusion, we refer the reader to [8, 9, 4] 
For a w ∈ W, a generalized time-fractional derivative is defined for suitable g as
It is shown in [3] that there exists a one-to-one correspondence between such generalized time-fractional derivatives and general driftless subordinators with infinite Lévy measure (i.e., a subordinator defined as in (1.1)-(1.2) with k = 0 and µ(0, ∞) = ∞). Concretely speaking, for every w ∈ W, let µ be a measure on (0, ∞) such that w(x) = µ((x, ∞)).
It is clear that
Then, there exists a unique driftless subordinator (in the distributional sense) with such infinite Lévy measure µ. Conversely, given a driftless subordinator with infinite Lévy measure µ. One can define
Next, assume that D is general subordinator satisfying (1.1) and (1.2) with k 0 and µ((0, ∞)) = ∞. Under the framework of this generalized time-fractional derivative, Chen in [3] proved an interesting result, i.e., v (defined as in (1.3)) is the unique solution in (B, · ) to the following time-fractional equation 4) in an appropriate sense. We recall that, for a given subordinator D, its Laplace exponent φ 0 (λ) defined as in (1.1) is a Bernstein function (see Section 2 for the definition) satisfying lim λ→0 φ 0 (λ) = 0. In other words, the results of Chen [3] have constructed a one-to-one correspondence from the Bernstein function φ 0 with lim λ→0 φ 0 (λ) = 0 to the time-fractional equation (1.4) . Now, given a more general Bernstein function φ(λ) with lim λ→0 φ(λ) = 0.
Does there exist a similar correspondence?
It's lucky that, for a given Bernstein function φ(λ), there exists a unique killed subordiator D S (see, e.g., p.56 in [1] or Section 2) whose Laplace exponent is exact φ(λ). Then, let E S be the general inverse of D S and set
, for x ∈ X, f ∈ B and t 0. Inspired by the work of Chen [3] , we need to consider the question: what equation does u(t, x) satisfy? The main result is presented in Theorem 2.1 in Section 2, which can be seen as an extension of Chen [3] to the killed subordinator case. As a result, this constructs a one-to-one correspondence between general Bernstein functions (with infinite Lévy measure) and a class of generalized time-fractional partial differential equations. We shall follow the idea of Chen, with some crucial changes in the proof. As in Chen [3] , the proofs also work for uniformly bounded and continuous semigroups defined on some Banach spaces.
The rest of this paper is organized as follows. In Section 2, we present some basic concepts and our main result. The proofs are given in Section 3. Finally, an example is presented in Section 4.
Preliminaries and the main result
is called a Bernstein function if it is smooth and satisfies (−1) n φ (n) (λ) 0 for every λ > 0 and n ∈ N. It's known that every Bernstein function φ admits a unique representation (see, e.g., Theorem 1.3.23 in [1] )
where a, k 0 and µ is a Lévy measure (i.e., a nonnegative Radon measure on (0, ∞)) with ∞ 0 (1 ∧ z) µ(dz) < ∞. In the following, we shall call the triple (a, k, µ) as the characteristics of φ. Next, given a Bernstein function φ with the characteristics (a, k, µ), it's known that there exists a killed subordinator D S defined as
where D = (D t ) t 0 is a subordinator satisfying (1.1) and (1.2), S is an exponentially distributed random variable independent of D with the density function g(z) = ae −az for z > 0 (see, e.g., p.56 in [1] ). Let E S be the general inverse of the killed subordinator D S , that is,
The main result of this paper is the following.
Theorem 2.1. Let φ be a Bernstein function with the characteristics (a, k, µ) and D S be the corresponding killed subordinator with its inverse E S defined as above. Under this setting, suppose that a > 0 and µ((0, ∞)) = ∞ and let w(z) := µ((z, ∞)) for z > 0. Then, for every f ∈ D(L), the function
, t 0, is the unique solution in (B, · ) of the following time-fractional equation
in the sense:
Remark 2.2. The followings are two remarks for our main result.
(i) A killed subordinator can be seen as an extension of a general subordinator. Indeed, if the exponential parameter a of S degenerates to 0, then the related killed subordinator D S will become an ordinary subordinator. Hence, in this sense, the result of Chen [3] (see, e.g., equation 1.4) can be covered by Theorem 2.1 as a special case. (ii) As we can see, there exists a one-to-one correspondence between the Bernstein function φ and equation (2.1). This reveals a kind of relationship between general Bernstein functions (with infinite Lévy measure) and generalized time-fractional partial differential equations.
Proof of the main result
In this section, we will prove the main result by following the method of Chen [3] . Firstly, it's well known that, for f ∈ D(L),
in (B, · ). Throughout this section, w and u will denote the functions defined as in Theorem 2.1. Next, recall that D is a subordinator satisfying (1.1) and (1.2). By using the Lévy-Itô decomposition, we have
The following result is taken from Chen [3] .
Lemma 3.1. There exists a Borel null set A ⊂ (0, ∞) such that for every r ∈ (0, ∞) and t ∈ (0, ∞) \ A,
The assumption µ(0, ∞) = ∞ is to make sureD is strictly increasing almost surely. Hence D is also strictly increasing almost surely, as a consequence, E and E S are continuous almost surely. This assumption is indispensable for Lemma 3.1, we refer the reader to Lemma 2.1 in [3] for more details. Next, recall that E t = inf{s > 0 : D s > t}.
By the definition of E S , it's easy to see that
We need the following representation for the distribution of E S s for s 0. We also need the following result. 
We finish the proof. Now, we are in a position to give the proof of our main result. Proof of Theorem 2.1. We will prove the existence firstly, and then prove the uniqueness.
(i) (Boundedness an continuity) Firstly, recall that
.
Then, for f ∈ D(L), we have
where M is a bound of (T t ) t 0 .
In the following, we aim to prove, for fixed t 0,
For this, let t 0 be fixed, F t (r) be the distribution function of E S t and (F n t (r)) n 1 be a sequence of simple increasing and right continuous functions such that lim n→∞ sup r 0 |F n t (r) − F t (r)| = 0 and F n,t (r) F t (r), for all r 0. Let
as n → ∞. Now, due to (3.1), we immediately get u n (t, ·) ∈ D(L) and Then, by using the closed property of operator L, we deduce that u(t, ·) ∈ D(L) and
This completes the proof of statement (3.10). Next, by taking a similar proof as in (3.9), we also have sup t 0
Lu(t, ·) < ∞.
Finally, since (T t ) t 0 is a strongly continuous semigroup on B with sup t 0 T t < ∞ and t → E S t is continuous almost surely (see Remark 3.2 (i)). Then, by applying the dominated convergence theorem t → u(t, ·) and t → Lu(t, ·) are continuous in (B, · ).
(ii) (Existence) In the following, we prove that u is a solution of our equation. Firstly, by For I 1 , we have
It follows that, by using (3.8), we get
For I 2 , by using the Fubini's theorem and the integration by parts formula, we get
where we have used the integration by parts formula in the third equality. Furthermore, by (3.12), we obtain
Therefore, we get which implies that (k∂ t + ∂ w t )u(t, x) = (L − a)u(t, x) + af (x) by using the continuity of t → u(t, ·) and t → Lu(t, ·) in (B, · ).
(iii) (Uniqueness) Suppose thatũ(t, x) is another solution of equation (2.1) withũ(0, x) = f (x) in the sense of Theorem 2.1. It follows that v(t, x) :=ũ(t, x) − u(t, x) is a solution of the following homogenous equation
Hence, for every t > 0, we have
It is easy to see that V (λ, ·) ∈ B for every λ > 0 and
In addition, by taking a similar procedure as in the proof of (3.10), we have, for every λ > 0, V (λ, ·) ∈ D(L),
Lv(t, ·) . Now, by taking Laplace transform on both sides of (3.17), we get
It follows that
That is, we have obtained
Next, recall that, for every λ > 0, the resolvent (λ − L) −1 exists (see, e.g., p.159 in [1] ). Hence, V (λ, ·) = 0 for every λ > 0. Finally, according to the uniqueness of the Laplace transform, we obtain v(t, ·) = 0 in B for every t > 0. Therefore,ũ(t, ·) = u(t, ·) in B for every t 0. We finish the proof.
An example
In this section, we present an example to explain our result. Let B = (B t ) t 0 be a R d -valued standard Brownian motion. Let N(dt, dx) be a Poisson random measure on (R + × (R d − {0})) with intensity measure ν(dx) and denoted its compensator bỹ N (dt, dx) := N(dt, dx) −ν(dx) dt. We consider the R d -valued process Markov Y = (Y t ) t 0 which is the unique strong solution of the following equation Then (T t ) t is the semigroup in the Banach space C 0 (R d ). Its generator is with C 2 0 (R d ) ⊂ D(A). According to Theorem 2.1, we immediately have the following corollary. in the strong sense (i.e., in the sense of (i)-(iv) as in Theorem 2.1).
