Abstract. A Hologic QDR4500A dual energy X-ray absorptiometer (DXA) was used to measure body composition in 199 half-carcasses ranging from 15 to 48 kg. Half-carcasses were from animals of mixed sex and of either Large White × Landrace or Large White × Landrace × Duroc descent. Half-carcasses were selected from 5 different experiments to evaluate DXA accuracy within and across experiments. Values determined by DXA including total tissue mass, fat tissue mass, lean tissue mass, and bone mineral content, for the half-carcass and the shoulder, loin, belly, and ham primal cuts were evaluated by comparison with manually dissected composition. Relationships between manually dissected values and measurements of weight and backfat at the P2 site were also evaluated. Manually dissected values were strongly related to DXA-derived values, more so than with weight and P2 or a combination of both, particularly in the measurement of fat composition. In contrast to estimates derived from weight and P2, DXA-derived estimates remained accurate even when between-experiment variation was included. However, because DXA estimates were different from manually dissected values, they would need to be adjusted with the use of appropriate regression equations to correct the in-built algorithms. These results demonstrate the efficacy of DXA as a non-destructive method for determining the composition of the half-carcass and primal cuts, and its greater precision than current routinely used methods.
Introduction
The Australian pig industry currently relies on a number of carcass traits, such as carcass weight and P2 fat depth, as the basis for specifications to supply pork to meet customer requirements (Gardner 1990 ). However, a recent study by Suster et al. (2003) showed that P2 fat depth was a poor predictor of total carcass fat and lean tissue when measurements were compared across different experiments. The reason for this may be differences in body fat distribution among different animals. For example, D 'Souza et al. (2004) demonstrated a dramatic increase in fat content and the fat to lean tissue ratio in the belly, relative to other primal cuts, in the finisher stages of growth. Fat distribution throughout the body may also be altered by treatment with growth modifiers such as exogenous administration of porcine somatotropin (Suster 2004) . In addition, heavy selection against P2 fat depth in the past may have re-distributed carcass fat to other regions of the body such as the belly in contemporary genotypes (Channon et al. 1999 ). This may have ramifications in markets where pork buyers are willing to pay premiums for lean pork bellies. Therefore, there is a need for a practical, accurate, and non-invasive technique that can measure whole and regional carcass composition.
One reliable and convenient method for determining both total and regional fat, lean tissue, and bone mineral composition is dual energy X-ray absorptiometry (DXA), the principles of which have been discussed by Kelly et al. (1998) and Laskey and Phil (1996) .
Previous studies evaluating DXA measurements in pigs have demonstrated high degrees of precision when compared with chemically determined and manually dissected values (Mitchell et al. 1998; Lukaski et al. 1999; Marcoux et al. 2003; Suster et al. 2003) . However, it is clear that the system manufacturer, instrument generation, and software version can all affect measurements (Tothill et al. 1994; Kistorp and Svendsen 1998) . Therefore, it may be difficult to compare DXA values among instruments and this may be exacerbated by other factors such as varying animal genotypes, sexes, and tissue hydration. In addition, Mitchell et al. (1998) observed that using correction equations developed for the half-carcass, for the prediction of primal cut composition, was not appropriate. Therefore, it is necessary to construct separate prediction equations for the various primal cuts. The aim of this study was to determine whether DXA could be used to predict the dissectible lean meat, fat tissue, and bone in the half-carcass and primal-cuts of pigs and evaluate how this technique compares with P2 back fat, the commercial measure of carcass quality used in many countries. Accuracy of DXA for comparing measurements within and across experiments was also evaluated.
Materials and methods

Animals and scanning
Scanning with DXA was performed using a Hologic QDR4500A Fan Beam X-Ray Bone Densitometer (Hologic, Inc., Waltham, MA, USA). The whole body scan mode was used on all half-carcasses (software V8.26a:3). The DXA was used to determine body composition in 199 half-carcasses from mixed sex animals of either Large White × Landrace (117) or Large White × Landrace × Duroc (82) descent. Half-carcasses ranged from 15 to 48 kg. Half-carcasses were selected from 5 different ongoing experiments at either the Department of Measurements made by DXA included total tissue mass (TTM), lean tissue mass (LTM), fat tissue mass (FTM), and bone mineral content (BMC) (TTM = LTM + FTM + BMC). The Hologic QDR4500A DXA was equipped with a step phantom that is constructed of acrylic and aluminium. Acrylic attenuates X-ray beams in a manner similar to fatty tissue and the addition of aluminium produces materials that appear leaner (Kelly et al. 1998 ). This principle is exploited by the step phantom for unit calibration, ensuring maintenance of accurate lean/fat composition results. The step phantom was scanned on a weekly basis. A spine phantom was also supplied by Hologic Inc. and consisted of a simulated lumbar spine, of a known bone mineral content, encased in an acrylic block. The spine phantom was scanned daily to ensure an accurate and repeatable BMC measurement. Half-carcasses (right side) were positioned flat on the DXA table with the cut surface down, to ensure that carcass orientation was consistent between scans. separated from the middle by cutting between the 4th and 5th rib, in a straight line through the junction of the 4th and 5th thoracic vertebra. The ham was severed from the middle by a straight cut at a right angle to the longitudinal axis between the last and second-last lumbar vertebra, just cranial to the hip bone. The middle was split by removal of the belly with a cut parallel to the dorsal edge, measured 5 cm from the ventral edge of the eye muscle. Primal cuts were weighed at this stage prior to manual dissection. Dissection was carried out to a retail level into bone, fat tissue, lean meat, and rind and each of these components was weighed. Hocks were included in the bone weight of their respective shoulder or ham component. Flare fat was included in the belly fat weight. Rind was added to the dissected lean meat since it is a proteinaceous tissue. Fat depth at the P2 site (6.5 cm from the mid-line over the last rib) was also measured using a ruler.
DXA regional analysis
The DXA regional analysis software was used in determining body composition results. For soft tissue measurements, the QDR4500A software allows the scanned image to be divided into head, arms, legs, and trunk. In this experiment, the entire half-carcass was analysed by placing the scanned image in the left arm region. The QDR4500A regional analysis software was then used to measure the composition of the ham, loin, belly, and shoulder regions. A scanned image including these sections is shown in Fig. 1 . Regional grid placement was performed as closely as possible to the broken carcass, also displayed in Fig. 1 . The ham was placed in the leg region of the regional analysis grid. The arm region was manipulated to measure the composition of all other primal cuts. The arm region was utilised because it provided results that were more repeatable than when other regions of the regional analysis grid were used (Suster 2004) .
Statistical analyses
Restricted maximum likelihood (REML) analysis (Genstat 2000) was used to develop models relating dissected values for lean meat, fat tissue, and whole bone to those derived by DXA (LTM, FTM, and BMC) in the half-carcass and primal cuts. Models for dissected values were also constructed for weight and P2 for comparison with the models including DXA measurements. In each model, a random effect of experiment was included, so that the effect of experiment-to-experiment variation could be evaluated. To increase the homogeneity of residuals and to improve interpretation, most of the response and independent variables were logarithmically transformed (to base 10) before conducting the REML analysis. For dissected values, the best practical model including available DXA measurements was chosen with the use of Wald tests (Genstat 2000, pp. 441-445) . Models including weight and P2 were also constructed for comparison with the models including DXA measurements. Sex effects were examined but were negligible and so have not been reported.
For each model, an error standard deviation (ESD) was calculated within experiments and when between-experiment variation (BEV) was included. The within-experiment ESD was calculated as the square root of the residual variance and is appropriate for making comparisons involving animals in the same experiment. The ESD including between-experiment variation was calculated as the square root of the sum of the residual variance and the between-experiment variance component. It is appropriate for making comparisons involving animals that might not come from the same experiment. Significance of the BEV effect was examined using a change of deviance test (Genstat 2000, pp. 448-451) between the model with or without the BEV effect.
For each of these two cases (including BEV or not), estimated 95% proportionate probability intervals (95% PPI) of the deviations of observations about the model predicted values were calculated by multiplying the ESD by ±1.96, then back-transforming and finally expressing the result as a percentage of the predicted value. An interval of (90%, 120%) can be interpreted as meaning that it is estimated that 95% of the chemically determined values will be between 90% and 120% of the predicted value of the model. An analogue of % variance accounted for by the model (denoted by R 2 ) was also calculated for both the within-and between-experiment case. For the within-experiment case: In the formulae above, the unmodelled variances refer to the residual variance estimated for a model that does not include any predictive factors. Therefore the R 2 values are calculated relative to a model that involves measuring nothing at all. When there is evidence of BEV, the ESD and the range of the 95% PPI will be larger for the general situation including BEV than the within-experiment situation. This is not always the case with R 2 , which is not a complete measure of the relationship even when those relationships are linear (Moore 1995, p. 115) . However, the R 2 values are included for comparison with other published literature on predicting the body composition of farm animals.
Results
Half-carcass weight and composition
The DXA-derived TTM in the half-carcass was strongly related to weight, and was not different from weight at any half-carcass weight (Fig. 2) . The DXA-derived LTM, FTM, and BMC were also strongly related to their corresponding dissected vales but were different from the line of identity (Fig. 2) . The DXA-derived LTM was systematically overestimated by the DXA algorithms, whereas FTM was systematically overestimated in carcasses with low amounts of fat but underestimated in carcasses with higher amounts of fat. DXA-derived BMC was grossly underestimated relative to dissected bone.
Models and their precision for weight and dissected lean meat, fat, and bone in the half-carcass, developed from DXA values, are shown in Table 1 . Inclusion of BEV affected the precision (P < 0.01) of all these models, although the effect was most pronounced on the models for fat and was very small in models for weight and lean meat. Dual energy X-ray absorptiometry was able to predict weight to within 5% error and lean meat content to within 12% error, irrespective of BEV, 95% of the time. Within experiments, DXA could predict FTM to within 22% error, but when BEV was included this increased to about 40% error. DXA could predict BMC to within 13-17% error, depending on the criteria (within or between experiment). Models, and their precision, for predicting dissected lean meat, fat, and bone, as developed from a combination of half-carcass weight and P2 backfat, are shown in Table 2 . Inclusion of BEV reduced the precision of models in all cases (P < 0.001). The precision of the model including weight and P2 for the prediction of lean meat (ESD = 0.020 kg) was at a similar level to the model including DXA (ESD = 0.021 kg) within an experiment but not when BEV was included (0.031 v. 0.024 kg for weight plus P2 or DXA alone, respectively). For prediction of dissected fat, the model developed from a combination of weight and P2 was moderately precise within experiments but was extremely poor when BEV was included ( Table 2 ). The 95% PPI indicates that predictions from weight and P2 can be from one-half to twice the true dissected fat content. The DXA model for the prediction of dissected fat (ESD = 0.045 kg) was better than those developed from weight and P2 (ESD = 0.075 kg) within experiments, and especially when BEV was included (0.148 v. 0.076 kg for weight plus P2 or DXA alone, respectively).
Primal cuts
Models, and their precision, developed from DXA and a combination of weight and P2 backfat for prediction of measured attributes in the shoulder, middle, loin, belly, and ham, are shown in Table 1 and Table 2 , respectively. In general, models for the prediction of primal-cut composition, although precise, were not as precise as those developed for the half-carcass. Differences in precision between models developed from DXA and those developed from weight and P2 were similar in all primal cuts to those previously described for the half-carcass. Inclusion of BEV reduced the precision of all models across all the primal cuts (P < 0.001).
An exception was the model for dissected bone in the shoulder, developed from a combination of weight and P2, which was not affected by the inclusion of BEV (P > 0.10).
Primal-cut weight
Within experiments, DXA was able to predict weight of the ham to within 4% error, which was similar to the prediction error in the half-carcass (Table 1) . Inclusion of BEV increased error in the DXA model for ham weight by <1%. Within experiments, predictive error for weight models developed from DXA was about 5% in the shoulder and middle and about 20% in the loin and belly. Including BEV increased the error around DXA models for shoulder and middle weight by 2% and for loin and belly weight by about 5%.
Primal-cut lean tissue
The DXA was able to predict dissected lean meat in the ham to within 7% error within experiments and this error only increased by 1% when BEV was included. Surprisingly, in both scenarios (BEV or not), this precision was better than that observed in the half-carcass. In models for shoulder and middle, DXA could predict dissected lean meat to within about 10% error within experiments and about 15% error when BEV was included. Lean meat in the loin and belly was predicted to within 20-25% error within experiments and about 30% error when BEV was included. Precision of models developed from a combination of weight and P2 (Table 2) , for the prediction of LTM, was similar to DXA models both within experiments and when BEV was included. Surprisingly, the DXA model for dissected lean meat in the loin was not as strong as the model including weight and P2.
Primal-cut fat
The DXA could predict dissected fat in the ham and middle to 30% error within experiments and about 50% error when BEV was included. Predictive error around the DXA model for shoulder fat was about 40% within experiments and 70% when BEV was included. The DXA models for predicting fat in the loin and belly were less precise than DXA models for predicting fat in other primal cuts. However, the DXA models for predicting dissected fat were more precise than models developed from a combination of weight and P2 for all primal cuts, except for the loin (Table 2 ) within experiments, but not when BEV was included. In addition, when BEV was included, precision of models for predicting dissected fat from a combination of weight and P2, was particularly poor in all primal cuts relative to DXA and this was especially pronounced in the belly (0.205 v. 0.117 kg for weight plus P2 or DXA alone, respectively).
Primal-cut bone
The DXA could predict dissected bone in all primal cuts to within about 20% error within experiments. An exception was the belly, in which the error was about 40%, probably due to the low amount of bone present in this primal cut. The shoulder and loin primal cuts were most accurate after inclusion of BEV, as error only increased by 1% and 5%, respectively. Models developed from DXA were more precise in predicting dissected bone than were those developed from a combination of weight and P2.
Discussion
Half-carcass composition
Chemical analysis is the 'gold standard' measurement in body composition studies and was used as the point of comparison with DXA-derived measurements in a previous study . However, if DXA were to be considered for use in carcass grading, more appropriate models may need to be developed for dissectible lean meat yield, fat content, and bone, as these values differ from their chemically determined counterparts. 'Chemically determined' lean tissue is an addition of all protein and water in the carcass, whereas dissected lean meat excludes protein and water from fat tissue and bone. Chemically determined lipid excludes water and connective tissue (protein), unlike the dissected fat value. Finally, chemically determined ash constitutes an addition of osseous and non-osseous minerals, whereas dissected bone mass constitutes osseous mineral, water, and some protein and fat. As expected, DXA-derived TTM was not different from weight, an observation also made previously . Although TTM can be easily measured and it seems unnecessary to use DXA to predict this value, it is a fundamental indicator for composition predictions. Consequently, if LTM, FTM, and BMC are measured incorrectly, it will affect the DXA prediction for TTM. The DXA-derived LTM was overestimated relative to dissected lean meat, and this overestimation was greater than that observed when the comparison was performed with chemically measured lean tissue . The greater degree of overestimation may result from water in fat and bone not being included in the dissected lean meat measurement, but being included in the chemical lean tissue measurement. The relationship between DXAderived FTM and dissected fat was steeper in gradient than the corresponding relationship with chemically determined values . In the present study, fat was overestimated in animals with dissectible fat content below about 8 kg and underestimated when fat was above this amount. Finally, the DXA-derived BMC was grossly overestimated due to comparison of a bone mineral value with one comprising whole 'wet' bone.
These discrepancies between DXA-derived and both dissected and chemically determined values occur because of the underlying principles (Laskey and Phil 1996; Kelly et al. 1998) behind DXA function and, most significantly, because the DXA measurements have been calibrated to the human model. Measurements made by DXA are based on the differential attenuation of high and low energy X-rays by bone, lean tissue, and lipid. Each of these components attenuates X-rays at different rates. However, X-ray attenuation coefficients for LTM are essentially derived from body water and estimated, by the QDR4500A software, with the assumption that the lean body mass of the subject is 73.2% water (Anon. 1996) . In addition, although the FTM measurement primarily consists of lipid, it is not totally anhydrous. To correct for this, the QDR4500A DXA software assumes FTM to be a combination of lipid (91.4%) and water (8.6%) (Anon. 1996) . Importantly, the estimated water that is incorporated in the DXA-derived FTM value is not measured from water within body fat but rather from the whole body water pool. Because tissue hydration level varies among species of differing age (Manners and McCrea 1963) , these assumptions may not universally apply. Therefore, both lean and fat predictions will inevitably be influenced by changes in water content, an effect also observed in other studies (Elowsson et al. 1998; Pietrobelli et al. 1998; Proctor et al. 1999 ). This will also explain in part why the discrepancy between the DXA and standard values is not constant but changes with animal age or liveweight. In addition, the increasing tissue thickness with animal age may provide some explanation. The degree of X-ray penetration of the body, and thus the subsequent signal for the DXA measurement, decreases with body thickness, reducing the efficiency at which attenuation can be determined (Kelly et al. 1998; Nord 1998) .
The DXA models for dissected measurements were most precise for LTM and least precise for FTM and BMC, an observation that is consistent with other studies (Mitchell et al. 1996; Lukaski et al. 1999; Suster et al. 2003) . However, DXA models for dissected bone were clearly more precise than those developed for fat, a contradictory finding to that made previously using chemically determined ash values and to other similar studies comparing DXA-derived half-carcass values and chemical analysis (Mitchell et al. 1998) . This probably arises from the inequality between the chemical and dissected values already discussed. In addition, comparisons with retail dissections may be beneficial from an industry perspective but there is some impreciseness associated with dissection that needs to be addressed. In comparative studies that utilise chemical analysis, all lipid in the half-carcass is accounted for. However, fat tissue dissected to a retail level is free of intra-muscular fat and some inter-muscular fat. Therefore, any fluctuations in the intra-and intermuscular fat content will introduce error to the DXA model for dissected fat. This error will also be propagated to the model for lean meat because the excess fat will be included in the dissected lean meat value. However, because of the greater proportionate lean meat mass relative to fat, the effect of this inaccuracy would be more pronounced in the model for fat.
Effect of subregion incorporation
Overall, in the critical evaluation of DXA for measuring primal cut composition, there is a need to discriminate between errors inherent in assumptions related to X-ray absorption ratios to estimate soft tissue composition and the errors associated with discrimination of specific anatomical areas with DXA image analysis and dissection. In previous work with the live animal and whole carcass, it was established that precision of DXA models for TTM was not affected by the incorporation of subregions into a scan image . Furthermore, DXA models for TTM are not influenced by any inaccuracies associated with chemical analysis or manual dissection. Therefore, although DXA-derived TTM is not a valuable measurement in a direct sense, it can reveal much about the efficacy of regional grid placement to the true position of the primal cut in the scan image. If subregions in the scan image are placed accurately, the precision of the model for predicting weight from DXA in the primal cut should be equal to that of the half-carcass.
Precision of the model for ham weight developed from DXA-derived TTM was not different from the equivalent model in the half-carcass. Therefore, regional placement of the ham was accurate to the true position of the ham on the scan image, an expected outcome because the ham region was easiest to consistently delineate accurately. Models for the middle and shoulder, and more so belly and loin, were less precise than models for the half-carcass, indicating that subregional placement errors exist for the shoulder and middle and are larger in the belly and loin. This was in line with practical delineation difficulties encountered in this study. For example, correct placement of the regional line separating the shoulder from the middle was sometimes difficult in images where boundaries between the ribs in the scan image were not visually distinct. Consistent division of the loin from the belly was also difficult and was exacerbated by inaccurate middle separation from the shoulder. Therefore, care needs to be taken to ensure accurate and consistent placement of subregions to ensure that TTM and consequently composition measurement is precise in the primal cuts.
Primal-cut composition
The DXA models for dissectible fat followed the same order of precision across the primal cuts as did models for weight. Within experiments, DXA models for dissectible fat were more precise in the half-carcass than in primal cuts. Across primal cuts, DXA models for dissectible fat in the ham were most precise and those for middle and shoulder and more so belly and loin were less precise. However, DXA models for lean meat and bone did deviate from this order of model precision across the primal cuts. Therefore, subregion delineation difficulties may be of major influence in fat measurement by DXA but not lean meat and bone measurement. This is not unexpected because the effect of incorporating subregions into a whole body scan was previously shown to mainly affect the DXA-derived FTM estimates.
Surprisingly, the DXA model for dissectible lean tissue was stronger in the ham than in the half-carcass, both within and across experiments. This is unusual since it is expected that although regional placement of the ham region can be very consistent with the true position, at least some degree of variation should still exist that will detract from model precision. In addition, there is less lean tissue in the ham relative to the half-carcass, suggesting that any errors would be more pronounced in the ham. This being the case, an element of error that negates errors associated with subregion delineation must exist in the half-carcass that is not present in the ham. For example, the ham contains the highest percentage of lean meat relative to bone, which means that inaccuracies, within DXA, that relate to tissue hidden by bone, are minimised. Alternatively, the complex bone structure associated with the rib cage in the middle region introduces scanning difficulties to the half-carcass. The extent of dissection difficulty also differs across primal cuts, and this will influence model precision. For example, the ham had a lower proportion of inter-muscular fat than the halfcarcass, which would reduce dissection errors. Alternatively the layered nature of the belly will present dissection difficulty in the half-carcass. These outlined problems stem from the middle primal cut, and together with practical delineation difficulties, explain why prediction models for the middle, belly, and loin are less precise than the half-carcass and other primal cuts.
Between-experiment variation
Although the pigs in this study came from only 5 different experiments, the statistical analysis showed that this number was sufficient to evaluate effects of BEV on the prediction equation. In some cases the effect of BEV was very large. Model ESD was always greater upon addition of BEV. However, the extent of increase in model ESD from the inclusion of BEV depended on the measured attribute and varied between the half-carcass and the primal cuts. Overall, the accuracy of DXA for the prediction of weight, dissectible lean meat, and bone was better maintained when BEV was included, than was the accuracy of DXA for the prediction of fat. This is in line with observations made in a previous study .
The increase in ESD around the model resulting from the inclusion of BEV may be explained by a variety of factors. Most pertinent in the present study are errors associated with subregion delineation, which will be exacerbated between experiments. A greater increase in error is therefore expected upon inclusion of BEV for models in regions that are difficult to consistently place in the true position of the primal cut. This is particularly so for the belly and loin primal cuts discussed previously. The effect of BEV on model precision for weight can be used to gauge the true effect of inaccuracy in subregion delineation on BEV, as already explained. The effect of BEV on precision of the model for weight was the smallest in the half-carcass and ham and was larger in other primal cuts. In general, the extent to which BEV reduced precision of models for lean meat followed this same order. However, DXA estimates of FTM were unusual as, upon addition of BEV, the models for middle, belly, and loin maintained their accuracy better than models for other primal cuts. Some explanation may be in the higher amount and percentage of fat in these primal cuts.
The BEV effect will also be influenced by alterations in tissue hydration among carcasses. Tissue hydration level varies among species of differing age (Manners and McCrea 1963) , with different metabolic modifiers (Ostrowska et al. 1999 , and is affected in chilled carcasses through drip loss (Honikel et al. 1986 ). Since DXA estimates lean tissue and, to some extent, fat tissue from water content, any fluctuation in tissue hydration will affect the model precision. These tissue hydration variations will inevitably be exacerbated among experiments. Technicians assisting in the manual dissection were also sometimes different among experiments and may not be consistent in the way that they perform dissection, which will exacerbate model error once BEV is included. However, in this study, emphasis was placed on maintaining consistency of experimental technique among experiments. In particular, dissections were standardised, with similar chilling time and temperature between slaughter, scanning, and dissection, to standardise drip-loss. It would be expected that if less care is taken to maintain experimental consistency, a larger between-experiment variation may ensue. Thus, there is still a need to minimise betweenexperiment differences in technique when using DXA.
Weight and P2 fat depth
Models including weight or P2 alone in the prediction of measured attributes have not been presented in this manuscript. In general, if weight was a good predictor of an attribute, addition of P2 provided little improvement to model precision. However, if weight and P2 were both poor predictors, the combination of the two generally improved model precision.
In particular, the DXA models for the prediction of dissectible fat were more precise than models including weight, P2, and a combination of these when BEV was included. A similar observation was made previously when comparisons were made between live animal measurements and chemically derived values . Furthermore, models developed from weight and P2 were extremely poor, compared with DXA, in predicting fat in the belly when BEV was included. It is likely that this is a result of differences in fat distribution within the animal, a factor that will be particularly pronounced among experiments. For example, fat distribution throughout the body is altered by porcine somatotropin (Suster et al. 2001) , which was used in one of the experiments from which these data were generated. Because the scenario when BEV is included would be more typical of industry conditions than the within-experiment scenario, the adequacy of weight and P2 for predicting fat needs scrutiny. Surprisingly, the model including a combination of weight and P2 was more precise than the model including DXA for the prediction of lean meat in the loin region. This may be due to difficulty in accurate regional grid placement to the true loin region negatively affecting the DXA prediction, seen by higher ESD in the loin model compared with the middle model. Another explanation stems from the bulk of lean meat in the loin section comprising the eye-muscle, which is enclosed by extensions on the vertebral column. Therefore, most of the pixels in the DXA scan image around the eye-muscle would also contain bone and may lead to scanning difficulties. Furthermore the P2 measurement is taken from the loin region, so the effect of fat distribution on the P2 back-fat measurement would be minimised here.
Conclusions
In the half-carcass and primal cuts, DXA provided an accurate measurement of dissectible body composition within experiments and when BEV was included. However, DXA estimates need to be adjusted with the use of appropriate regression equations to correct the in-built algorithms. In addition, care needs to be taken to ensure accurate and consistent delineation of subregions to the true position of primal cuts in the DXA scan image to ensure a reliable measurement. DXA was superior to weight and P2 fat depth for the measurement of fat across all primal cuts and especially in the belly when BEV was included. However, P2 used in conjunction with weight can be useful in some instances to measure lean meat yield in the half-carcass and primal cuts, particularly in the loin. DXA is a practical and accurate method for tracking changes in fat distribution throughout the half-carcass under research conditions and may be a potential method for carcass grading in the pig industry.
