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This investigation was carried out to check the accuracy of 
the eigenvalues, h.n, calculated by Wellek and Skelland, using some 
method other than the Rayleigh-Ritz technique and also, to dttermine 
the coefficients, Bn in series solution, which were not calculated 
before. 
The eigenvalues were obtained by trial and error procedure 
using the standard Runge-Kutta method. The coefficients Bn were 
obtained by using eigenvalues. By using this information the fraction-
al extraction was calculated as a function of droplet contact time. 
The Wellek-Skelland modification was also solved by finite 
difference technique to compute fraction extracted as a function of 
contact time. 
The eigenvalues, h.n, and coefficients, Bn, were also obtain-
ed by Hamming's method, and the values agreed with those obtained 
by the Runge-Kutta method to within 2%. The first eigenvalues 
obtained by Wellek and Skelland and the values obtained by the author 
were in agreement to within 5%. The family of curves of Em versus 
bt, obtained using finite difference method, is in agreement with the 
physical situation. Therefore, at the higher values of bt ( > 0. 5) 
results observed using Runge-Kutta method should be used,and at 
low~r values of bt (< 0. 5) the results obtained using finite difference 
should be considered to be more accurate. 
TABLE OF CONTENTS 
LIST OF FIGURES. 







INTRODUCTION. . . . . . . . . . . . . . . . . . . . 
Location of the Pseudo-Equilibrium curve 
Evaluation of' Kdr· . . . 
LITERATURE REVIEW .. 
Mass Transfer Mechanisms 
Newman model . . . . . . . . . . 
Grober model • 
Kronig and Brink model. 
Elzinga-Banchero modification • 
Johns and Beckmann . 
Handlos-Baron model. . ~ . . 
Wellek-Skelland modification . 
Correlations for the continuous phase mass 
Transfer Coefficient . 
THEORY ........ . 
COMPUTATION TECHNIQUES . 
RESULTS AND DISCUSSION .. 
Computation of eigenvalues 




























Comparison with Grober and Elzin,ga and Banchero. 49 
VI. 
Comparison with Wellek-Skellandt.Modification 
Eigenvalues. . . . . . . . . . . . . . . . . . 
Comparison of solution by Different Methods 
Computational Errors 


















LIST OF FIGURES 
Figures Page 










Location of the pseudo equilibrium curve and 
determination of actual stages 
Hadamard streamlines 
Asymptotic Nusselt number 
Handlos and Baron streamlines 
Eigenvalues versus continuous phase mass 
transfer coefficient 
Fraction extracted versus dimensionless time 
(Runge-Kutta method) 
Fraction extracted versus dimensionless time 
(Hamming's method} 
Fraction extracted versus dimensionless time 
(Finite difference method} 
5. 5 Fraction extracted versus dimensionless 
(Wellek-Skelland modification) 
time 
5. 6 Fraction extracted versus dimensionless 
(Internally stagnant droplets} • 
5. 7 Fraction extracted versus dimensionless 


















LIST OF TABLES 
Eigenvalues and Coefficients For Wellek-
Skelland Modification (Runge-Kutta Method) 
Eigenvalues And Coefficients For Wellek-








































total interfacial area between two consecutive plates 
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solute concentration in dispersed phase in Chapter 
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an eigenvalue 
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step size in y direction 
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INTRODUCTION 
To formulate a procedure for the design of liquid extraction 
columns from rate equations and in order to avoid the need for 
experimental determination of stage efficiencies (which are fre-
quently obtained at substantial cost in time, effort and money), it 
1 
is essential to be able to predict the rate of mass transfer in liquid 
extraction columns under various conditions. One such procedure 
(24) is outlined below. The design procedure outlined below reduces, 
in essence, to the use of rate equations to locate a pseudo-equilib-
rium curve for the purposes of stepping off the desired number of 
stages between the pseudo-equilibrium and operating curves on the 
x-y diagram. This method considers mass transfer during drop 
formation, free rise (or fall), and coalescence on each plate. 
It will be clear from this outline that the ability to predict 
mass transfer coefficients for dispersed phase systems is of utmost 
importance. The purpose of this investigation is to present theoret-
ical relations for predicting the dispersed phase mass transfer 
coefficient of circulating and/ or oscillating liquid droplets based on 
a modification of the Handlos and Baron model. 
Location of the Pseudo-Equilibrium Curve 
Consider the nth stage of a perforated plate column, as shown 




Figurel.:_l:_-Plotea n + 1 and n In a perforated plate extrac-
tion column. 
------·------- ---·-· . 









Yll'urol":i ;..Loeotlun ot the paeudo equilibrium euno and 
· ···· ' determination ol the aetuol eto,:ea. 
2 
3 
constant for a given stage due to agitation provided by the moving 
droplets, the rate of mass transfer in the nth stage is:* 
>:~ ~:<: >!< 
q = Kd Af(y - yf) + Kd A (y - y )m + Kd A (y - yc)m f n m rrn r ccn ( l. 1) 
i. e. , the sum of the transfer rates during droplet formation on 
plate n, free rise, and coalescence beneath plate n + l. 
Now 
( l. 2) 
>:c: ' :::c 
(yn- Yc>m = (yn- Yn+ l) ( 1. 3) 
and if D stays approximately constant over stage n, then 
{y~ - Yr)m = ( l. 4) 
with this approximation, equation l. l becomes: 
::!c ''< (Yn- Yn) - (y~- Yn + l) 
ln (y~ -Yn ) 
Y~- Yn + l 
( l. 5) 
:f All symbols are defined in the Nomenclature Section, page vii. 
4 
Making the usual simplifying assumption that only solute is 
transferred or that solute transfer is accompanied by equimolal 
countertransfer of solvents between phases, 
( l. 6) 
and from material balances: 
( 1. 7) 
Dn+ 1 = Dz(l - Y2)/( 1 - Yn+ 1) ( l. 8) 
Suppose Kdf' Kdr' Kdc' A£, Ar' and Ac are all predictable. A 
trial and error procedure can then be used to estimate Yn + 1 
•'c 
corr e sponding to a given pair of Yn andy~ values as follows with 
reference to figure ( l. 2). 
(1) Assume value of Yn+ 1 corresponding to a selected pair of Yn 
•'c 
and y~ values in figure ( 1. 2). 
{2} Calculate Dn and Dn + 1 corresponding to Yn and the assumed 
Yn+ 1· 
{3} Calculate q from equations (1. 5) and (1. 6). 
If these two estimates of q agree, the assumed value of Yn + 1 
is correct? otherwise the process "is repeated until the agreement 
between the q values is obtained. A graphical solution of equations 
5 
( l. 5) and ( l. 6) for the correct value of y n + 1 would probably abbre-
viate this procedure. In this manner the pseudo equilibrium curve 
of figure ( l. 2) is constructed and used with the operating curve to 
step off the required number of actual perforated plates. 
Evaluation of Kdr. 
Attention in the literature has largely centered around the 
individual dispersed phase (kdr) and continuous phase coefficients 
(kcr) during the free fall (or rise), which are combined to give, 
Kdr' overall mass transfer coefficients as follows - on the assump-
tion of interfacial equilibrium: 
= + ( l. 9) 
With this concept in mind many individuals working in the 
field of liquid extraction have developed mathematical and empirical 
models describing the hydrodynamic behaviour and mass transfer 
mechanism in and around the drop ( 15). Some of these mass transfer 
r.-wdels are described in the next chapter. 
Handlos and Baron (8) have developed a dispersed phase trans-
fer mechanism to predict the resistance to mass transfer inside the 
circulating and/or oscillating droplets. They assumed that there 
was no resistance to mass transfer in the continuous phase. The 
model ~ay be represented as: 
6 
ac bl. a ( ( 6E_2- (~r + 3) ac ) - = r-at r ar 
-a!. ( 1. 1 0) 
where b u = -- - (1.11) 128 ( 1 + f-1.1, /! c) de 
The boundary conditions employed are: 
c = 0, r = 1 t > 0 (1.12) 
c is finite, r = 0 t = t ( 1. 13) 
c = co r = r t = 0 
-
( 1. 14) 
The derivation of this model will be discussed later in this w'ork. 
Wellek and Skelland (25) modified this model by considering 
the additional effect of a finite continuous phase resistance in the 
boundary conditions of the original model. In the most practical 
applications resistance to mass transfer exists in both phases. 
Instead of boundary condition ( 1. 12), the following relation (derived 
later in this work) is employed to consider the resistance outside 
the drop. 
ac 
= he, r = 1, t > 0 (1.15) 
ar 
A solution to the problem was obtained for various values of the 
continuous phase resistance by the Rayleigh-Ritz Variational 
technique, using a polynomial approximation for the concentration 
distribution inside the droplet. The solution consisted of the first 
three eigenvalues for various values of 1h •. 
7 
The purpose of this investigation is to use some method other 
than the Rayleigh-Ritz technique in order to check the accuracy of 
eigenvalues >..n calculated by Wellek and Skelland and, in addition, 
to determine the constants Bn in the series solution, which were not 
calculated by Wellek and Skelland. The Rayleigh-Ritz variational 
technique gives good approximation for lower eigenvalues only. The 
eigenvalues will be obtained by trial and error procedure using 
standard Runge-Kutta and Hamming's method. After obtaining the 
eigenvalues, the coefficients Bn will be computed. From this 
information the fractional extraction will be computed as a function 
of droplet contact time. 
The Wellek-Skelland model will also be solved by a finite 
difference method to compute fraction extracted as a function of 
contact time. The results of these two 'methods will then be 
compared. 
From the fractional extraction, the dispersed phase mass 
transfer coefficient can be calculated. 
kdr 
de 
= - '6't ln(l - Em) {1.16) 
The dispersed phase mass transfer coefficient can then be used in 
. 
the design procedure outlined above when oscillating droplets may 
be expected. The conditions under which droplet oscillation may be 
• 
expected are discussed in reference (30). 
8 
II. LITERATURE REVIEW 
This section includes the different mass transfer mechanisms 
for the inside of the droplets and a review of correlations for the 
continuous phase mass transfer coefficients. 
Mass Transfer Mechanisms: Solute transfer between a drop 
and the field fluid in a spray column takes place in three stages. 
The first is during the period of drop formation, second is during 
free fall or rise of the drop and the third stage is the extraction at 
coalescent layer. 
The mass transfer mechanism during the formation of the 
droplet and the extraction at the coalescent layer is discussed else-
where (25}. 
In this section only the mechanisms postulated for the extraction 
process during rise (or fall} of the droplet are discussed. 
Newman Model: Newman ( 18} derived a relation for mass 
transfer in a stagnant spherical drop, using the following partial 
differential equation obtained from Fick' s second law. 
oc 1 a (rz ac) (2. 1) 
-
::: D-
-at 2 ar or 
r 
c =co, r = r, t = 0 (2. 2) 
c is finite r ::: 0, t = t (2. 3) 
r = a, t = 0 
{No continuous phase resistance i.e. k -oo) 
c 
The solution of the above equation may be expressed as: 
6 00 1 
= 1---..;- ~ 
7rc. n= 1 7 
2 2n 
exp {- n 11" t) 
a2 
where Em is the fraction extracted. 
It can be shown that as t - oo 





{ 1. 16) 
{2. 5 a) 
Grober Modification: Grober {7) modified the Newman model. 
He considered the case of finite continuous phase resistance. The 
solution to equation 2. 1 was originally obtained for the case of heat 
transfer. Boundary condition 2. 4 is replaced with the following 
boundary condition for mass transfer: 
{2. 6) 
The solution is: 
Em = 1 - 6 nt An exp (- <¥:2Dt) {2. 7) 
where An, and lJJn are functions of kc d/D and n, and both of 
the above expressions are valid only if there are no circulation 
10 
currents inside the droplets and the droplets are spherical. The 
values of An and l\Jn are tabulated in appendix (E). 
Kronig and Brink Model: The extraction of a substance dis-
solved in spherical liquid droplets, falling (or rising) in another 
fluid under: the influence of gravity was investigated by Kronig and 
Brink ( 12). Internal circulation currents, which exist in some drop-
lets because of viscous flow between the fluids, modify the rate of 
extraction as compared with internally stagnant droplets. The rate 
of extraction is increased by internal circulation. Under certain 
simplifying assumptions (e. g. , solute diffusion is only in a direction 
perpendicular to the internal streamlines and that continuous phase 
resistance is negligible), the following partial differential equation 
governing combined action of laminar convection and molecular 
diffusion was derived: 
(2. 8) 
where ~ = 4r 2·{1 - r 2 ) sin2 9, r = 1 at drop surface, and 
P( ~ } and Q( ~ ) are complex integrals. 
~ =:1 is at the center of circulation currents. The circulation stream-
lines are shown in figure 2. 1 The boundary conditions are: 
c = c 0 , g = ~ t = 0 (2. 9) 
C is finite g = 1 t = t (2. 1 0) 
c =c. g = 0 t > 0 (2. 11) l " 
11 
d 
Figure 2. 1 Hadamard Streamlines 
12 
The solution of the above equation for (kc- oo) no resistance 
to transfer in continuous phase is: 
3 00 2 E =1-'?'l"~ B 
m o n=1 n (2. Sa) 
where Bn and h.n are functions of n (and are tabulated in appendix E). 




Elzinga and Banchero Modification: While investigating the continuous 
phase film coefficients for heat transfer to liquid drops, Elizinga and 
Banchero (4) modified the Kronig and Brink model to include finite 
continuous phase resistance by replacing the boundary condition (2.11) 
to (2. 12): 
..2_ k ~ = D ac 
32 c""e a;' ; = 0, t > 0 ( 2. 12} 





= 1 -- ~ 
8 n=l 
B 2 exp ( - 16 h. Dt ) n n 2 
a 
(2. 13) 
Bn and h.n are functions of kc d/Dd and n,and values are tabu-
Jated in appendix E. 
The Kronig and Brink model and the Elzinga-Banchero model 
hold only for Reynolds numbers le&s than one and Peclet numbers 
approaching infinity. In most industrial applications, the Reynolds 
numbers are greater than one. 
13 
Johns and Beckmann Model: Johns and Beckmann (10) have pre-
senteLL the solution to viscous flow model which reduces to the 
stagnant drop and the Kronig and Brink models in the respective 
limits, that is, NPe = 0 and NPe = oo, and complements these models 
in the interval 0 < NPe < oo. The assumptions were similar to those 
used for Kronig and Brink model ( 12) except that the limitation NPe =oo 
was relaxed. The following equation was obtained by them: 
oc 1 a ( Rz ~) + 1 - = a,- R2 aR aR R2 . 9 s1n 
+ NPe { (1 - R 2 ) (cos 9 :~ } + 
c(R, 6,) = 0 
c(R, 9, 0) = c 0 (R, 9) 
hode 





The above equation was solved numerically. 
( sin 9 :~) 
1 (sin 9 :~)} 
The asymptotic Nusselt number and selected asymtotic con-
centration profiles are shown in figures (2. 2) and (2. 3). The dilute 
region in the neighborhood of the axis 9 = 0 results from the counter-
clockwise flow about the point R = ~ , and 6 = ; and the boundary 
condition c(l, 9, T). The profile shown in figure 2. 3 (for NPe -oo) 
represents the Kronig and Brink assumption, c- c(;, T) as ,._ oo 
14 
and NPe- oo, and provides a logical limit to sequence of the profiles 
shown in figure 2. 3. :Qualitatively the asymptotic Nusselt number 
satisfies two independent conditions: 
17. 90 (Kronig and Brink limit) as NPe- oo 
(2) N = Nu 6. 56 (Stagnant drop limit} as NPe = 0 
The asymptotic Nusselt number also satisfies the form of Peclet 
number dependence prescribed by perturbation analysis of Kronig, 
VanDer Veen and Ijzerman (13) for small Npe· 
The mechanism of viscous single drop extraction was analyzed 
in terms of. transport by viscous convection and molecular diffusion. 
The solution of this model spans the transfer mechanism between the 
convection limited or stagnant drop model and diffusion limited or 
Kronig and Brink model (figure 2. 2) and thereby extends and places 
in perspective models which commonly are applied in the analysis 
of experimental data (10). 
Handlos and Baron Model: Handlos and Baron (8) considered 
the case of a completely turbulent drop with an internal circulation 
pattern of concentric circles and assumed that the liquid between 
two streamlines becomes radially mixed after one revolution as 
shown in the figure 3. 1. The following partial differential equation 
was developed to describe the mechanism: 
(2. 14) 
ti Ill !lll , n~J II\. i Ill IIIII 1' II I I ·~ l '·i' 0 l!il ., j 
I i 111 1 Ill~ ~ I. v I 
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u 
where b = 
c = 0 , r = 1, t > 0 
C is finite, r = 0, t = t 
t = 0 
The following solution may be obta:lned: 
co 
E =1-2~ 
m n::::l exp ( -A.n bt) 






equation 2. 18 using Ritz method. The value obtained for the lowest 
eigenvz.:LUe, >..1, was 2. 88 for no continuous phase resistance (i.e. 
W ellek- Skelland Modification: W ellek and Skelland ( 16) 
modified the Handlos and Baron turbulence model for circulating 
and/ or oscillating droplets by considering the effect of a: finite con-
tinuous phase resistance in the boundary condition of the original 
partial differential equation. The boundary condition (2. 15) was 
replaced by (2. 18). 
8c he. r = 1 t > 0 = 8r 
where h = 512 kc ( 1 
!-Ld) t \-LC 
mU (2. 19) 
17 
The solution of the W ellek and Skelland modification is: 
E 
m (2. 20} 
In order to determine An' the eigenfunction Yn(y) is approxi-
mated by a fourth order polynomial 
(2. 21} 
Applying the Rayleigh-Ritz method, one solves for An from the 
characteristic equation obtained from the determinant of the 
coefficients a 1, a2, a3 and a4. The determinant is obtained by 
successive partial differentiation of 
{ 1 - Sy + 1 Oy - 6y ) ( 2 3 dY) 
dy 
-f 0 (1 - y) y~ dy (2. 22) 
with respect to a 1, a 2 , a 3 and a 4 . The characteristic equation was 
obtained using the Hessenberg algorithm ( 14). 
The calculations for An were performed for various values of 
the continuous phase resistance h. ·Values of A are tabulated in the 
n 
appendix (E). 
The dispersed phase mass transfer coefficient is defined as 
18 
ln ( 1 - E ) 
m ( l. 16) 
Considedng equations 2. 20 and l. 16 and limiting attention to the 
first eigenvalues· the mass transfer coefficient is 
( 1. 16a) 
where A. 1 is a function of kc• This value of the dispersed phase 
mass transfer coefficient is essentially the value of kd as time 
approaches infinity. It should be noticed that the values of Bn in 
equation 2. 20 were not calculated. 
Correlations for the Continuous Phase Mass Transfer Coefficients: 
Only a few of the many correlations will be presented here. For 
continuous phase transfer from a rigid (non-circulating) sphere, the 
following equation was derived by Frossling (5): 
(2. 23) 
The constant 0. 55, however, was experimentally determined. The 
relationship is valid for 2 ~ NRe < 1000. 
For the droplets with circulating currents inside, Boussinesq 
( l) has shown that: 
(2. 24) 
19 
The above equation can also be obtained by using Higbie's penetration 
theory. ~:~ 
For continuous phase transfer from droplets which are inter-
nally circulating but not oscillating, Garner and Tayeban (6) found 
experimentally: 
k :: Dp (o 6 (N )1/2 (N )1/2) 
c dM · Rec Sec {2. 25) 
When the droplets were both circulating and oscillating they correla-
ted their experimental data for transfer in the '. ontinuous phase by: 
k = D p ( 50 + 0. 0085 (N ) 1. 0 (N ) 0 • 7) 
c dM Rec Sec (2. 26) 
Nearly all of the above relationships assume the drops to be spherical. 
It is well known, however, thar drops usually show large deformation, 
often to predictable oblate spheroidal shape {28). In the droplet 
Reynolds number range of commercial interest ( 100-1 000) drag-
coefficients for discs and some oblate spheroids are greater than 
those for spheres at the same Reynolds number by about lOOo/o (19). 
Skella:ad and Cornish correlated data on the rate of mass trans-
fer from rigid oblate spheroids in an air stream as follows: 
kc = 0. 74 Dp ( dp Up ) 0. 5 ( ~c ) l /3 
dpM ~c p De (2.27) 
where d is the total surface area of the spheroid divided by its p 
>:c in which contact time is defined by de/U. 
20 
perimeter normal to the flow (23). Wellek, Agrawal, and Skelland 
(28) have presented a method for predicting the distortion of dro.plets 
into oblate spheroidal shapes, and thus enabling the calculation of 
dp for non-spherical droplets. 
2.1 
III. THEORY 
Handlos and Baron have proposed a dispersed phase transfer 
mechanism which shows promise in predicting the very low resist-
ance to mass transfer inside circulating and/ or oscillating droplets. 
The original solution presented by Handlos and Baron assumed that 
there was no resistance to transfer in continuous phase. It should 
be pointed out that the development of their eddy diffusion model is 
devoid of any constant or parameter which must be obtained from 
experimental measurements. However, it is assumed that the 
velocities of continuous and dispersed phase are known and the velocity 
' of falling (or rising) droplets can be predicted. 
The model is based on the assumption that internal circulation 
1s fully developed. The circulation pattern within the spherical 
droplet is assumed to be a system of tori. For a cross-sectional 
view of the drop see figure (3. 1). Handlos and Baron further assumed 
that "random radial vibrations" are superimposed upon the stream-
lines. Handlos and Baron do not specifically state the source of 
these vibrations, but oscillation of the droplets is one likely source. 
The mixing between streamlines is due to these vibrations which are 
the key to their eddy diffusion mechanism. The mechanism is 
independent of any molecular diffusion process. 
Before discussing the eddy diffusion mechanism it should be 
emphasized that the entire transfer process is assumed to take place 
2la 
1-<------d 
Figura; 3. 1 Handlos and Baron Streamlines 
22 
within the outer surface of the torus. This in effect neglects any 
resistance to transfer in the volume of the droplet between the outer 
surface of the torus and the interfacial area of the sphere. 




where N is the flux of solute, and C is the vector gradient 
of solute concentration. A differential mass balance on the system 




= -'\lN = {3. 2) 
Now the problem faced by Handlos and Baron was to devise 
a relation for the eddy mass diffusivity, E, which would enable the 
solution of equation (3. 2}. 
Handlos and Baron suggest that "if the transfer process can 
be described by eddy diffusion, the transfer process is also repre-
sented by the Einstein equation, which connects the mean square 
deviation (of a particle in fluid) for a given time to the effective 
diffusi vity. " 
z2 
E = 4T 
(3. 3} 
This assumes that Einstein equation applies in two dimensions. In 
23 
order to determine the mean square deviation, Z~ and the charac-
teristic time, t, in equation {3 . 3) it is necessary to under stand the 
mixing process as assumed by Handlos and Baron. 
Elements of fluid circul ate in one plane, in a path describing 
a circle of radius p. See figure {3. 1). The average circulation 
time, t, 1. e. time for an element to complete one circuit, for paths 
ra:;. ;ging from zero to d/4, is taken to be characteristic timet and 
is given as: 
16 
t = 3 {3. 4) 
Handl os and Baron state that equation {3. 4) is the average 
cil·culation time for the Hadamard-type circulation patterns. It 
should be recalled that these streamlines are derived for the laminar 
situation (NRe < 1). 
Consider what happens to an element of fluid during the circu-
lation process. Suppose the element is initially at radius p. After 
a time sufficient for one circuit along the streamline, the element is 
displaced to a point p' as a result of the random radial motion. In 
the 'limiting' case of complete mixing in one circulation period, the 
probability that an element is found between p' and p + dp is, according 
to Handlos and Baron, the ratio of the differential element of volume 
p 1 to the total volume of the torus. 
vP = 2iT 2 (~e) (p '}2 :::: volume of torus, p 1 
vtotal = 2iT 2 (~' 3 :::: total volume of torus, d/4 
dVP, = 4iT2 (;) (pI )dp - differential volume of - torus at p' 
P(p 1 } dp' = probability of finding element between 
pI and PI + dp I 
therefore 
32p 1dp 1 . 
P (P') dp' = 




subs t ituting in equation (3. 7) we have, 









The displacement, Z, of an element of fluid during the circulating 
period is given bY: 
or 
de 
z = pI - p = 4 (E.' -.E) 
2 
2 de 2 
Z =- (r 1 -_r} 16 
(3.10) 
(3.11) 
According to Handlos and J3aron, the mean square displacement 




r1 2 d2 s1 (E.' -_E)2 !..' dE_' \ Z P(E._' )dE_' = -
.)0 8 0 
d2 
e 
(6!._2 - BE_+ 3) :: 96 (3. 12) 
Substitution of equation (3. 4) and-(3. 12) in (3. 3) gives the 
relation for effective diffusivity. 
E (.E_') U(6r
2
- 8r + 3) de 
2048 ( 1 + :: ) 
(3. 13) 
Now it is possible to return to the problem. of solving the 
diffe rential mass balance: 
ac 
at 
= \J . (E\7 c) 
If mass transfer in the torus is only in the radial direction, 
(3. 2} 
equation {3. 2) can be represented by the relation for an infinite 
cylinder: 
ac :: 1 a (E ac) 
- - ap . Pap at p (3. 14} 
or 
uc 16 1 a (E. r ac) == 


















Equation (3. 16) may be considered to be the differential form of 
the Handlos and Baron model. 
For convenience let, r = I - y. (3. I8) 
Equation (3. 16) is transformed to, 
(3. 19) 
Handlos and Baron employed following boundary conditions 
with equation (3. 19): 
c = 0, y = 0, t > 0 {3. 20) 
C is finite, y = 1, t = t {3. 21) 
c= co, O<y<l, t = 0 (3. 22) 
Equation (3. 20) implies that there is no resistance to transfer 
in the continuous phase, and hence the continuous phase concentration 
is equal to the concentration at the surface of the torus. Equation 
{3. 21) implies, due to symmetry: 
oc 
ay = 0 at y = I, t = t (3.2la) 
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Equation {3. 22) describes the initial condition of the drop, i.e. 
initially the concentration of drop is uniform. 
Wellek-Skelland (26) replaced boundary condition (3. 20) by 
the following boundary condition which assumes a finite continuous 
phase resistance: 
oc 
- E (p) 8p 
or in terms of y: 
oc 
ay = he, 
where h = 
c, 4' t > 0 m 
y = 0, t > 0 (3. 24) 
(3.25) 
mu 
Boundary condition (3. 24) at the surface of the droplet is 
obtained as follows: 





-E(_~)d - = or 
e 
- 4 ( ac\ 
-E (y)- --) 
de oy 
oc = kc de 
oy m 4 
oc 
ay = he, 
de 
t > 0 c, p = -4 
(3. 24a) 
kc 




c, y = 0, t > 0 (3. 24c) 
m 
2048 (l + ~) 
ude 
c, y = 0, t > 0 (3. 24d) 
y = 0, t > 0 (3. 24) 
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Boundary condition (3. 24} assumes that the continuous phase 
mass transfer coefficient, kc, and the distribution coefficient, m, 
a re uniform over the entire droplet interface. This may not be a 
precise physical description, but is good enough to describe many 
situations. These assumptions are also necessary for the Grober 
{7} and Elizinga and Banchero {4} modification. This boundary con-
clition also assumes that the concentration of solute in the bulk of 
continuous phase is negligible during the contact period. 
Mathematical Details of the Solution: 
The partial differential equation to be solved and the relevant 




1-y · ay ( ( 1 - 5y + 1 Oy
2 




y = 0, t > 0 
Cis finite, y = 1, t = t 





By the method of separations of variables, the solution is 
assumed to take form: 
C = T (t) · Y (y) (3. 26) 
For the sake of convenience the function T (t) and Y (y) will often 
be referred as T and Y, respectively. It is now possible to separate 
equation (3. 19) into two ordinary differential equations: 
dT + b.:\..T = 0 dt 
d 
. dy ( P (y) • ~;) + h.. Q (y) Y= 0 
where: 
P(y) = 1- Sy+ 10y2 - 6y3 
Q (y) ;; 1 - y 
h. = separation of variable constant 
The solution of equation (3. 27) is 
29 
(3. 2 7) 
(3. 28) 
T ( t) = B exp (-b h. t) ( 3. 2 9) 
where B is a constant to be determined. The boundary conditions 
for equation {3. 28} can be shown to be: 
dY 
dy = hY, y = 0 
Y is finite, y = 1 
(3. 30) 
(3.31) 
Equation (3. 28), (3. 30), and {3. 31) represent a Sturm-LiouVille 
system. Non-trival solutions to that system exist in most cases only 
for a discrete set of values of (h.l, >.. 2 •••• ) called eigenvalues 
(2, 17, 27). While at the. moment the function Y(y) is not known, 
from the theory of Sturm-Liouville problems it is known that it will 
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· consist of series of orthogonal eigenfunctions, Y 1, Y2, Y3 , ... Yn. 
In this work Y will also be considered normalized, with the normal-
izing factor included in B. It can also be seen that equation (3. 29) 
actually represents a set of solutions. Accordingly, the general 
solution of equation (3. 26) is: 
c (y, t) 
00 
= C 0 ~ Bn Yn· exp (-b A.nt) 
n=l 
(3. 32) 
Equation (3. 32) represents the solute concentration at any 
value of y and t. (The above general solution of equation (3. 26) is 
outlined in appendix A.) 
To get the average concentration in the drop at any time, 
consider the problem of transfer into the droplet where the initial 




~ C dV (3.33} 
dVp' = 41T2 d pdp 4 
(3. Sc} 
dVy = 
1T 2d 3 (1- y).dy 
--16 
( 3 . 34} 
1 
M (t} = 16 ~ Bn. exp (-bA.nt) S (1-y) Yndy (3. 35} n=l 
0 
Applying the initial condition (equation 3. 22) to equation (3. 32) 
leads to the following expression 
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00 
1 = ~ Bn Yn 
n=l (3. 36) 
In order to obtain Bn, the condition of orthogonality is applied 
to equation (3. 36). Both sides of equation (3. 36) are multiplied by 
(1- y), Yn and dy and integrated over the interval of O<y< 1. 
1 
~ 2 {1-y) Yn dy (3. 3 7) 
By the application of the theory of orthogonal functions equation 
(3. 37) reduces to (2). 
1 
Bn = l (1-y) YndY 
0 





Equation {3. 39) may be expressed as 
M (t) 




Johnson and Hamielec (11) prefer to express equation (3. 40) 
in terms of the functional extraction approach: 
00 2 
Em = 1- 2 L Bn exp {-bX.nt) 
n=l 
(3.41) 
In order to use equation (3. 41), we will have to determine Bn and X.n• 
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Continuing with the problem of determining Bn, consider equation 
(3. 38} with q (y} = (1 - y) 
1 
Bn = l q (y) Yn dy 
0 
(3. 42) 
Through the use of equation (3. 28), equation (3. 42) can be shown 
to be equivalent to: 
1 
"-n 
and carrying out the integration: 
B = __ 1 ( P(l) d Y n ( 1) 
n X.n · dy 
= 
B - 1 n--
X.n 




_ P(o) dYn(o)) 
dy 




This equation will be used to calculate Bn after calculating X.n· The 
procedure(s) to obtain "-nand dY(O)/dy will be discussed in next 
chapter. 
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IV. COMPUTATION TECHNIQUES 
It is obvious from preceeding section that the evaluation of 
Bn and X.n is required to complete the solution of Handlos and Baron 
model. 
Consider equation (3. 28) with the relevant boundary conditions: 
.i... (p (y) Q) + >.,. Q (y). y = 0 
dy dy 
dY = hY 
dy 
Y is finite 
y = 0 
y = 1 
Rearranging equation (3. 28) 
or 
Boundary· condition (3. 31) can be replaced by 
~ = 0 
dy 






For convenience (3) in the numerical calculation the following normal-
ized boundary condition was used: 
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Y( 1) = 1. 0 y = 1 (4. 3) 
Thus, the differential equation to be solved and relevant boundary 
conditions are 
_ X.nY -( 18y2 - 20y+ 5 ) dY 
(6y2-4y+ 1) {1- Sy+ 10y2- 6y3) dy (4. 1a) 
dY 
= hY, -dy 
y = 0 (3, 30) 
dY = 0, 
dy 
y = 1 (4. 2) 
y = 1. 0, y = 1 (4. 3) 
Equation 4. 1a does not exist at y = 1, but using the power 
series solution it can be shown that, 
X. 
- 6 ·, y = 1 
The above relationship is derived in appendix B. 
Numerical Methods to Solve Ordinary Differential Equations 
(4. 4) 
Many techniques are available for the approximate solution of 
an ordinary differential equation. The following two methods are 
used frequently: 
1. Runge-Kutta Method 
2. Hamming's Method 
Runge-Kutta Method for Calculation of An and Bn 
The Runge-Kutta method (with a trial and error procedure) 
was used to compute the value of An and dY(O) which was used in 
dy 
equation (3. 44) to calculate Bn. 
Equation 4. la is of the type 
d 2Y 
= G(y, Y, Y1 ) 
dy2 
(4. 5) 
Runge-Kutta 1 s formulae are ( 9 ): 
(4. 6) 
where: 
= hG(yn +.!. h Yn +.!. h Y~, Y~ +.!. mo) 
2 2 2 
1 1 I 1 I 1 
= hG(yn+2 h, Yn+ 7 hYn + 4 hm 0, Yn+ 7 m 1) 
= h G(yn +h, Yn + hYrl +.!. hm 1' Y~ + m2) 
2 
First approximations for An' were obtained from Wellek and 
Skelland eigenvalues. Using the above equation (4. 6) starting from 
. I 
y = 1 and integrating to y = 0, Yn(y) and Yn(y) were calculated in 
the entire interval. For a starting value, the initial conditions 
35 
equations (4. 2) and (4. 3} were used. I£ the resultant solution satisfied 
the boundary condition, 
dY 
dy = hY, y = 0 
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(3. 30) 
the asswned value of \ was considered to be the correct eigenvalue. 
If the above condition was not satisfied to the required test value, a 
new value was chosen for X. and the procedure was repeated. The 
following test equation was used: 
dY 
dy - h y < 0. 0005 
Successive estimates of \ are made by the Reguli-falsi 
procedure. Successive estimates were made according to the 
following formula {3 ). 
( F (O)) (i) 
m (i) 
where the superscript indicates the i th iteration. 
[F(O))(i) = [Y1(0)](i) - h(Y(O)](i) 





The flow chart of the above procedure is given in the appendix 
G. The computer program is also presented in appendix G. 
Y1(0) is calculated during the above calculations. Using 
equation (3. 44), Bn was obtained (for n = 1, 2, 3, 4). 
Hamming's Method to Calculate Bn and "-n 
.Hamming's method can be used instead of Runge -Kutta method 
37 
to get better accuracy. Equation (4. la) is a second order differential 
equation. It can be easily reduced to two first order ordinary dif-
ferential equations by suitably defining new variables (21). This 
technique was applied as follows: 
I G (y, Y, Y ) (4. 5) 
substituting Y' = V the equivalent equations are: 
I y = v (4. 1 0) 
I V = G (y, Y, V) (4. 11) 
In vector notation, Hamming's method is: 
Predictor: 
( PYn+l \ = 




3 {2 ( Y~) -( Y~-1) + 2 (Y~-2)} 
Vn Vn-1 Yn-2 
Modifier: 
( MY~+1) = 
MVn+l 
( PYn+1) _ .!_g {(pyn) _ (CYn )1 
PVn+1 121 PVn CVn J 
38 
Corrector: 
( C Y n+ 1) :: _!_ 
CV n+l 8 
Final Value: . 
9 
121 
f(PYn+1 ) _ ( CYn+1)} l PV n+ 1 CV n+ 1 (4. 12) 
This method requires the first four starting points, which 
in this case were calculated using the Runge-Kutta method. The 
same trial and error procedure was applied as described in the 
previous section. 
Using both the Runge-Kutta and Hamming's method, the first 
four eigenvalues were calculated for different values of h. The 
values of Bn were calculated using equation {3. 44). See tables l and 
2 for the results. From these results, Em was calculated using 
equation {3. 41). Em was plotted versus bt in figures 5. 2 and 5. 3. 
Both the methods discussed above, namely the Runge-Kutta 
rn ethod and Hamming's method, have certain advantages and dis-
advantages. The Runge-Kutta method is easy to program, requires 
less computer storage, is self starting, and is such that it is 
easy to change the step size. On the other hand neither truncation 
error nor estimates of them are obtained in the calculation 
procedure. Using Hamming's method, it is easy to estimate the 
truncation error, it · is difficult to program, requires more 
memory, and it is not self starting. 
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The calculations using the above methods were programmed 
in the Fortran language and performed on an IBM 1620 digital com-
puter {Model II). 
Numerical Methods to Solve Parabolic Partial Differential Equation: 
The numerical approach to the solution of a partial differential 
equation is very similar to the method used in the numerical .solution 
of an ordinary differential equation. The derivatives, appearing in 
the equation, are replaced by finite difference ratios with the result 
that the differential equation is replaced by a difference equation. 
The difference equation is then solved by an algebraic or arithmetic 
procedure (14). 
A partial differential equation can be represented by explicit 
{forward difference) or implicit finite difference formulae. For 
convergence of the method, the explicit representation is restricted 
by the size of step. This minimizes the usefulness of explicit 
representation of partial differential equation. Several implicit 
formulae have been developed to avoid this difficulty. They are due 
to Lassonen, Crank and Nicholson and Douglas {14). 
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Solution of Handlos and Baron Model by Finite Difference Method 






C is finite, 
y = 0, .t > 0 
y = 1, t = t 
t = 0 
a c) 
ay 
Boundary condition (3. 21) can also be represented as: 
ac = 0 
ay ' 
y = 1, t = t 
For convenience, a new variable was defined: 
E = 
or 
C = C 0 ( 1- E) 
Equation (3. 19) is transformed to: 
aE b a~ 2 3 aE) 
- = --(l-Sy+10y -6y )-
at 1-y ay ay 
and relevant boundary conditions are: 
aE 
ay 










aE 0, = 
ay y = 1, t = t 
E = 0, O<y< 1, t = 0 
Equation (4. 17) on rearranging becomes: 
aE 
at 
a 2E (-s+20y-lay2 ) aE 





a 2E aE 
= bR(y) + bQ(y) 
ay2 ay 
(4. 20a) 
where R(y) = 1 - 4y + 6y2 
Q(y) = -5 + 20y - 18y2 
1 - y 
Now the above partial differential equation was replaced by a 
. 
·finite difference fo.rm of the implicit type. This form was suggested 
by Crank and Nicholson ( 14). 
= 
bRr 
---2 [(Eri-1 s+l -2Er s+l+ Er-i,s+l) 2 t1J..y . ' . ' 
(4. 21) 





bR .6.t bQr .6.t r 
Ar = + 
2 .6.y2 4 .6.y (4. 21a) 
2bR .6.t bR .6.t 
B r r = - 1 - = - 1 -r 2 .6.y2 .6.y2 
(4. 22b) 
bRr .6.t bQ At r 
Cr = 2 .6.y2 4 .6.y (4. 21c) 
( bRr Ll.t _ bQr Ll.t) 
· ( bRrLl.t) Dr = 





- 2.6.y2 4 .6.t Er-1,s+1 
The above equations only hold for M points (from r = 1, 2, ... M). 
At r = 0, i.e. y = 1 corresponding to the center of the torus and 
r = M + 1 i.e. y = 0 at the surface, the boundary conditions (equation 
4. 17 and equation 4. 18) were used. 
When s = 0 i.e., .t = 0 we have the initial condition 
E=O t = 0 (4. 19) 
The above boundary condition was used for the starting value for the 
solution. 
At r = 0 or y = 1, equation (4. 20a) does not exist. But it can 
be shown that at y = 1 equation (4. 20) takes the following form by 





The above equation was replaced by the following implicit form: 
(4. 23) 
This is at the center of the to,rus, and because of symmetry we can 
assume: 
(4. 24) 
Equation (4. 24) can also be obtained using boundary condition 
(4. 18} in the following manner: 
aE 
ay = 0 y = 1 t = t 
An approximate difference form for the above boundary 
condition is: 
1 [ E t E t + E1 - E-1, s] = 0 4~y l,s 1- -1,s 1 ,s 
or 
E + E 
-1, s -1, s+1 
(4. 18) 
(4. 24) 
which is the same as equation 4~ 24. Substituting equation (4. 24) in 
(4. 23) and rearranging we have 
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(- 6b6.t) 
~Yz E 1, s+ 1 + (1 + 
6b~t) 
~yZ Eo, s+l 
- 6b~t 




~yZ (4. 25a) 
Bo = 1 + 6b~t ~y2 (4. 25b) 
Do = 
6b~t E + (1 - 6b~t) Eo, 8 (4. 25d) ~yZ 1, s ~y2 




a 2E / aE/ 5 
= ayz y=o - ay y=o 
According to boundary condition (4. 17) 
aE 
= h(E-1) ay y = 0 
Equation 4. 17 is reduced to 
t > 0 
aEJ a 2Ej I at = . -2 - 5 bh ( E - 1 ). 
y=O 8y y=O y=O 




Em+l, s+l - Em, s+l _ b [ ~t - 2~ 2 (Em+2,s+l- 2Em+l,s+l+Em,s+l) 
I y 
+ (Em+2, s- 2Em+ 1, s +Em, s> l - 5bh (Em+1, s- 1) (4. 29) 
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Now from boundary condition 4. 17 
or 
4Ayh (Em+ 1, s - 1) + (Em, s+ 1 +Em, s) = Em+2, s+ 1 + Em+2, s (4. 30a) 
Substituting equation (4. 30a) in (4. 29), the resulting rearranged 
expression is 
- Atb - Sbh At ) Em+l s + (Atb) E + (--· 2Atbh - S.bhAt\ 
Ay2 ' AyZ . m, 8 . Ay j 
or 
bAt 




( 2Atbh Atb ) Atb Dm+1 = 1 + Ay - Ay2 - SbhAt Emt1, s. + Ay2 
Combining the equations (4. 21), (4. 25), (4. 31) we have 
=D 0 
= Dt 







______ .__ _____ _ 
(4. 32) is a system of equation with M + 2 unknown and M + 2 
equations which can be represented in the following matrix form: 
Bo A 0 - ---- --o Eo, s+l Do 0 




' ' ' 
' ' 
' = 
' ' ' ' 
' ' ' 
' ' ' I 
I 
Cm Bn Am Em, s+ 1 Dm 
0---
- --o Cmtl Bmtl Em+l, s+l Dm+l 
Tlie above matrix is a tridiagonal matrix which can be solved by 
the method of Thomas ( 14). 
Now starting with s = 0, we can solve for different values of 
Es according to the size of the step,and at different times the con-
centration distribution was found throughout the droplet. The 
average fraction extracted at different times was found by numerical 
integration (see appendix C). The results are presented in graphical 
form (fig. 4) in the next chapter. 
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V. RESULTS AND DISCUSSION 
Computation of Eigenvalues. As described in the preceeding chapter, 
the eigenvalues, "-n• and coefficients, Bn, were calculated as a 
function of the modified continuous phase mass transfer coefficient, 
h, for n = 1, 2, 3 and 4. The results are plotted in Figure 5. 1 (also 
see Table 1). These results were obtained using the Runge-Kutta 
method. It can be easily observed that for a constant value of h, as 
n increases the values of ~n increase rapidly, e. g. for h = 1. 0, 
"-1 = 1. 276, "-2 = 9. 19 and "-3 = 33. 35. As "-n increases very rapidly, 
it is obvious from equation (3. 41) that the values of "-n where n> 5 
will not affect the computation of Em, the fraction extracted. This 
is particularly true at large values of t. 
Em = 1 - 2 ~ Bn2 exp (- "-n bt) 
n=l 
(3. 41) 
The first eigenvalue, h. 1, varies rapidly as a function of h, 
until the value of h reaches 10, and then h. 1 remains nearly constant. 
The variation with h in the ca·se of second eigenvalue, "-2• is rela-
tively less than the variation of the h. 1· For the values of h less 
than 0. 1, the value of "-2 increases slowly; as h becomes greater 
than 0. 1, h. 2 again reaches an approximately constant value when 
the value of h becomes greater than 20. This behavior is consistent 
with the physical situation; as the value of modified continuous phase 
mass transfe~ coefficient, h, increases, the resistance to transfer 
in the continuous phase becomes less and does not appreciably 
affect the eigenvalues. 
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The eigenvalues, A.n, were also obtained using Hamming's 
method (Table 2} to check the eigenvalues obtained by Runge-Kutta 
method. The results obtained coincide with the results of the 
Runge-Kutta method to within 2%. The coefficients Bn for n = 1, 
are positive for all values of h. For n = 2, Bn, for all values of h, 
are negative, For n = 3, Bn, for h 2:,10 are negative and for h< 10 
are positive. The coefficients Bn, for n = 4, are negative for all 
values of h. This strange behavior of Bn was carefully considered. 
The values of the coefficients, Bn, calculated by the two methods 
also agreed with each other to within 2o/o. 
The space in the memory of the · IBM-1620 (model 2} was 
limited and could not be used to calculate all the eigenvalues using Hamming's 
method for h = 100, which was not the case with the Runge-Kutta 
method. Therefore, the eigenvalues obtained by the Runge-Kutta 
method are recommended. 
Em vs. bt. The fraction extracted, Em, was computed using 
eigenvalues and coefficients obtained by the Runge-Kutta and 
Hamming's methods. The results obtained by both techniques are 
in close agreement with each other. It can be observed from 
Figure 5. 2 and Figure 5. 3 that for particular values of bt the 
fraction extracted increases with an increase in the value of h 
49 
which is consistent with physical expectation. As the values of h 
get larger~ the fraction extracted approaches unity at a lower value 
of bt. This is consistent with expectations because as values of h 
get larger, kc gets larger, and, therefore, the resistance to trans-
fer in the continuous phase decreases. For the low values of bt, 
the fraction extracted remains approximately constant with time. 
As the value of bt increases and after a certain value of bt, the 
fraction extracted approaches unity asymptotically, which is expected 
physically . . 
The same family of curves was also ?btained using the finite 
difference method (see figure 5. 4). The only notable difference 
between these two sets of curves is that, as bt approaches z~ro, 
Em approaches zero in the case of the finite difference method, 
while in the case of the other two methods this is not observed. 
Physically when bt approaches zero, Em should approach zero. This 
implies that the results of the finite difference method are consistent 
with the physical situation at low values of bt, whereas the other 
results obtained in this work do not satisfy this requirement. 
Comparison of Results with Grober and Elzinga and Banchero 
Modification. The families of curves (Em vs. time factor) for 
Grober (7), Elizinga and Banchero (4), Wellek and Skelland (26) and 
the results in this work have a similar pattern. With the exception 
of the families of' curves obtained by using the finite difference method 
· (continued on p. 59) 
TABLE 1 
EIGENVALUES FOR WELLEK-SKELLAND MODIFICATION (BY RUNGE-KUTTA METHOD) 
h ~1 ~2 ~3 >..4 B1 B2 B3 B4 
·0.001 0.002 6.87 31. 6 365 0.5073 -0. 873(10}-4 0. 152(10)-4 -0. 814(10)-6 
0.002 . 0. 004 6.88 31. 6 365 0.5071 -0. 178(10)-3 0.303{10)-4 -0. 163(10)-5 
0.010 0.020 6.89 31. 6 365 0.5053 -0. 889{10)-3 0.152(10)-3 -0. 816(10)-5 
0.05 0.096 6.98 31. 7 365 0.4964 - 0. 44 3 ( 1 0)- 2 0. 757(10) - 3 -0. 408(10)-4 
0. 10 0. 188 7. 10 31. 8 365 0.4859 -0. 881(10)-2 0. 151(10)-2 -0. 815{10)-4 
0.50 0.785 · 8.03 32. 5 366 0.4207 -0.414{10)-1 0. 750{10)-2 -0.407{10)-3 
1. 00 1. 276 9.20 33.3 367 0.3708 -0. 740{10)-1 o. 147(10)-1 -0. 813{10)-3 
2.50 1. 966 12. 14 36.0 369 0.3063 -0. 123 o. 332{10)-1 -0. 201{10)-2 
5.0 2.343 15.05 39.6 374 0.2736 -:-0. 137 o. 519{10)-1 -0. 391{10)-2 
7. 0 2.468 16.33 41. 8 377 0.2631 -0. 135 o. 591{10)-1 -0. 531{10)-2 
10. 0 2.568 17.46 83.9 381 0.2549 .:.o. 132 -0. 142(10)-1 -0. 712(10)-2 
25.0 2. 714 . 19.24 90.8 396 0.2431 -o. 121 -0. 412(10)-1 -0. 120(10)- 1 
30. 0 2.731 19.44 91. 7 400 0.2417 -0. 119 -0. 414(10)-1 -0.128{10)- 1 
50.0 2.765 19.86 93.8 407 0.2391 -0.116 -0. 410{10)-1 -0. 138{10)-1 
70.0 2.779 20.04 94.7 411 0.2379 -0. 115 -0.408{10)-1 -0.141(10}-1 
100.0 2. 790 20. 18 95.4 414 0. 2370· -0. 113 -0. 403(10)-1 -0. 143(10)- 1 
250 2.806 20.37 96.4 418 0.2358 -0.112 -0. 402{10)- 1 -0. 143{ 10)- 1 
500 2. 811 20.43 96.7 419 0.2354 -0.111 -0. 401{10)-1 -0. 143(10)-1 
700 2.812 20.45 96.8 420 0.2353 -0. 111 -0. 400(10)-1 -0. 142{10)- 1 
1000 2.814 20.46 96.9 420 0.2352 -0.111 -0. 400( 10)-1 -0. 142{10)-1 




EIGENVALUES FOR WELLEK-SKELLAND ~vfODI?ICATION (BY HAMMI:\G'S METHOD) 
h x.l x.2 >..3 >..4 B1 B2 B3 B4 
0.001 0.002 6.96 31. 9 369 0.5150 -0. 882(10)-4 0. 151(10)-4 -0. 827(10)- 6 
0.002 0.004 6.96 31.9 369 0.5148 -0. 177(10)- 3 0. 303{10)- 4 -0. 166(10)-5 
0.010 0.019 6.98 31.9 369 0.5129 -0. 886(10)-3 0. 152(10)-3 -0. 829(10)-5 
0. 10 0. 185 7. 18 32. 1 369 0.4938 -0. 878(10)-2 0. 151(10)-2 -0. 829(10)-4 
0.50 0.776 8. 11 32.8 370 0.4289 -0. 413{10)-1 0. 750(10)-2 -0. 414(10)-3 
1. 00 1. 265 9.26 33.6 371 0.3789 -0. 739(10)- 1 0. 147(10)-1 -0.825(10)-3 
2.50 1. 961 12. 19 36.2 373 0.3133 -0. 124 0. 333(10)-1 -0. 205(10)-2 
5.0 2.345 15. 12 39.9 377 0.2798 -0. 139 0. 523(10)-1 -0. 399(10)- 2 
7. 0 2.473 16.42 42. 1 381 0.2690 -0. 138 o. 597(10)- 1 -0. 541 ( 1 0)- 2 
10.0 2.575 17.56 84.5 385 0.2606 -0. 134 -0.359(10)- 1 -0. 727(10)-2 
25.0 2. 726 19.38 91. 5 400 0.2483 -0. 123 -0. 420(10)- 1 -0. 123(10)-1 
30.0 2.743 19.59 92.5 403 0.2469 -0. 121 -0. 422(10)-1 -0. 130(10)-1 
50. 0 2.778 20.02 94.6 411 0.2442 -0.118 -0.421(10)- 1 -0. 143(10)- 1 
70.0 2.793 20.20 95.6 415 0.2430 -0. 116 -0. 418(10)- 1 -0.146(10)-1 
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Figure 5. 2 Fraction Extracted Versus Dimensionless Time. 
Solution Using Runge-Kutta Method 
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0.01 o. 1 bt 1.0 10 100 
Figure 5. 3 Fraction Extracted Versus Dimensionless Time. 
Solution Using Hamming's Method. 
E 
m 
Figure 5. 4 Fraction Extracted Versus Dimensionless Time. 





0. 1 bt 1.0 10 
Figure 5. 5 Fraction Extracted Versus Dimertsionless Time. Not to be used for 




0. 001 0. 01 0. 1 b't 
Figure 5. 6 Fraction Extracted Versus Dimensionless Time. 




0. 01 0. 1 b"t 1. 0 10 100 
Figure 5. 7 Fraction Extracted Versus Dimensionless Time. 




for the Wellek-Skelland modification and the curves of Wellek and 
Skelland (26}, Em does not approach zero as bt approaches zero 
for all other families of curves. This is not consistent with the 
physical situation. This would imply that at lower value of bt results 
obtained by finite difference method should be used and at larger 
· value of bt results obtained by Runge-Kutta method can be used. 
One unusual behavior in the case of the Elzinga and Banchero 
model, which is not observed in other cases, is the intersection of 
various curves in the same families (see figure 5. 7}. This variation 
may be due to the difference in the means used to obtain their mathe-
matical solution. They obtained a solution with the aid of an elec-
tronic differential analyzer, i.e., an analog computer, while all 
other solutions were obtained by analytic or numerical methods using 
a digital computer. 
Comparison with Wellek-Skelland Eigenvalues. It may be observed 
that eigenvalues obtained by Wellek (26) for his modification of the 
Handlos and Baron model (Table 3 in appendix E) and the values 
obtained by the author using the Runge-Kutta and Hamming's methods 
do not necessarily coincide. The first eigenvalue is generally in 
a greement within 5o/o. Since only X.l is important a t larg e contact 
times, the difference in results should be negligible at large contact 
times. The results obtained for the Wellek-Skelland modification 
using the behavior of the curve is consistent with the physical 
. ·=· 
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situation, i.e. , Em approaches zero as bt approaches zero and Em 
approaches unity as bt approaches infinity. As the Wellek-Skelland 
relation was obtained for large contact time, Wellek-Skelland ·results 
should not be used for small value of bt, although it does appear to 
agree with the physical situation. 
Comparison of Solutions by Different Methods. Solutions obtai ned 
by Runge-Kutta and Hamming's methods are in agreement with each 
other. The solution by the finite difference method is presented in 
figure 5. 1. At lower values of bt, solutions obtained by Runge-Kutta 
and Hamming's methods are not in agreement with the solutions 
obtained by the finite difference I!lethod. But at the higher values of 
bt, all the solutions for Em approach unity, as expected. Now for 
bt = 1 and h = 0. 5 as an arbitrary example: 
Em = 0.8345 (Runge-Kutta method) 
Em = 0.832 (Hamming's method} 
Em = 0.663 (Finite difference method) 
E = m o. 750 (Wellek-Skelland) 
From the above it is clear that for Hamming's and Runge~Kutta 
methods the results agree with each other. The value obtained by 
Wellek-Skelland is low, and the value obtained by the finite difference 
method is even lower than the results of the Runge~Kutta method. A 
further comparison is made for specific droplet systems later in 
this chapter and in appendix D. 
For the larger values of h (> 100) all the curves coincide with 
each other. This behavior is observed in all cases. The curves 
obtained at higher values of h ( > 1 00) are in fair agreement with the 
solution obtained for the Handlos and Baron model (i.e. kc- oo, or 
no resistance to transfer in continuous phase). The eigenvalues 
obtained for the Handlos and Baron model (h= oo) using the Runge-
Kutta method are: 
= 2.816 
).,2 = 20. 49 
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These values agree w~th the eigenvalue obtained for h = 10 10. Handlos 
and Baron (8) found ).. 1 = 2. 88. 
The Handlos and Baron model was also solved by the finite 
difference method for h- oo, and the solution obtained when plotted 
coincided with the solution for h = 100. 
Computational Errors. To calculate eigenvalues, Runge-Kutta and 
Hamming's methods were used. The interval of integration selected 
was 0. 005 to keep the truncation error low. When the interval of 
integration was changed from 0. 005 to 0. 0025 for h = 1, the following 
results were obtained. 
62 
Table 5. 3 
C:..y ~1 ~2 ~3 ~4 
0. 005 1. 276 9.20 33.3 367 
0.0025 1. 280 9. 18 33. 2 365 
Ay Bl B2 B~ B4 
o. 005 0.3708 -0. 740{10)- 1 0. 147(10)- 1 
-0. 813(10)- 3 
-0. 741(10)-l 0.147(10)- 1 -0. 814(10)- 3 0.0025 0.3669 
The results obtained for "-nand Bn using two different intervals {0 . 005 
and 0. 0025) are in agreement with each other to within 0. 5% as shown 
in table 5. 3. For Hamming's method the truncation error was less 
-4 than 5( 1 0) . A double precision routine was used for the Runge-
Kutta method to keep the round-off error to a minimum. 
To obtain a solution by the finite difference method the implicit 
form suggested by Crank and Nicholson was used to make the solution 
stable. The interval selected in the y direction was 0. 1, and in the 
bt direction was 0. 005 in most cases (h ranging from 0. 01 to 10). 
For this case 
• 
= 
0. 005 . 
(. 1 )2 = 0.5 
For this value of f3, solution of a parabolic partial differential 
equation satisfies the stability and convergence criteria. 
For the implicit representation there is no restriction 
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on the s1ze of {3. For all values of !3, the implicit method is stable, 
but the explicit method is not stable for all values of {3. When the first 
eight digits were used in the computation, the results obtained for E 
m 
·were negative. Results obtained using the double precision and 
triple precision routine were the same and were not negative. To 
keep the round-off error low, a double precision routine was used 
which made a significant difference in the results. For the values of 
h = 100, the interval selected in the bt direction was 0. 0005 to keep 
computational errors low. 
Application of the Results. To illustrate the application of solutions 
obtained by different methods, consider the following two single drop-
let systems. In the first, most of the resistance to mass transfer is 
in the droplet phase. In the second, the resistance is about half in 
the continuous phase and half in the dispersed phase. 
Consider a drop of benzene saturated with acetic acid, 0. 503 
em in diameter,' rising in a large quantity of water with a velocity 
of 11. 3 em/ sec as reported by Handles and Baron (8). {Details of 
the calculations are in appendix D). For the above system, NRe = 
595. Using the Garner and Tayeban correlation (Equation 2. 24) for 
the continuous phase mass transfer coefficient: 
kc = 0. 0171 em/ sec 
h = 63 . 
b -- 0. 108 
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The time of contact is 8. 5 sec. Therefore 
bt = 0. 92 
The following results are obtained: 
Kd = 0.0218 em/sec (using Figure 2, Runge-Kutta) 
Kd ·= 0. 0278 em/ sec (using Figure 4, Finite difference) 
Kd = 0. 0218 em/sec (Wellek-Skelland, Rayleigh-Ritz) 
Kd = 0. 0253 em/ sec (Handlos and Baron, assuming h- oo) 
Kd = 0. 0213 em/ sec (observed experimentally) 
The above results show satisfactory agreement with each other. 
However, it appears that the results obtained by Runge-Kutta, Wellek-
Skelland and Hand1os and Baron compare very favorably with the ex-
perimenta1 value of Kd· In this case, as reported by Handlos and 
Baron, the resistance in the continuous phase was negligible. 
Let us consider another case where resistance in both phases 
. 
is nearly the same. In this case, a benzene drop 0. 481 em containing 
acetone rises with the velocity of 10. 6 em/ sec through a continuous 
phase of water. 
NRe = 531, and using the Gar.ner and Tayeban correlation the 
continuous phase mass transfer coefficient is:. 
kc = 0, 013 em/ sec 
h = 0. 91 
b = o. 1051 
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The time of contact is equal to . 9. 41 sec. Therefore, 
bt = o. 99 
The following results are obtained: 
Kd = 0. 0084 em/ sec (using Figure 2, Runge-Kutta) 
Kd = 0. 0064 em I sec (using Figure 4, Finite difference 
method) 
Kd = 0. 0089 em/ sec (Wellek-Skelland, Rayleigh-Ritz 
method) 
Kd = 0.0109 em/ sec (Handlos and Baron, assuming h- oo) 
Kd = 0,0094 em/sec (observed experimentally) 
The above results show that the results obtained by the Runge-
Kutta and finite difference methods differ considerably from each 
other. In this case, the Runge-Kutta and Wellek-Skelland results are 
slightly lower than experimental value while the results obtained 
from the Handlos and Baron model are higher. In this case the finite 
difference method gives very low results. 
Although there is no experimental observation for kd at very 
short contact times, let us consider the case of an arbitrary contact 
·tim.e, i. e. 
bt = 0. 099 
which is one tenth that used in the above cas·e. 
The following results are obtained: 
Kd = O. 0129 em/ sec 
Kd = 0. 0076 em/ sec 
(using Figure 2, Runge-Kutta method) 
(using Figure 4, Finite difference 
·method) 
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It is clear from the above example that there is a significant 
difference between the results obtained by the Runge-Kutta and finite 
difference methods. 
At .the short contact time the difference between the Runge-
Kutta method and the finite difference method is approximately 40%. 
Figure 4 ( finite difference method} agrees with the physical situation; 
therefore, the results obtained from figure 4 (finite difference 
method) should be considered more accurate. 
The value of Kdr obtained using the Wellek-Skelland (26} re-
lation will not change with changes in contact time as the relation is 
independent of contact period. This is because it was derived for 
large contact times using the first eigenvalue, even though the higher 
values were calculated. This implies that at a lower contact time 
(bt < 0. 5} higher eigenvalues should be considered. Hence the 
application of the Wellek-Skelland relation is restricted to the higher 
values of bt. The values obtained for Kdr for the higher values of bt 
by Wellek-Skelland relation and by the author using Runge-Kutta method 
are in agreement 'with eac~ other and with the observed value. 
The restrictions apply to the relations obtained by the Runge-
Kutta method because the results obtained for bt < 0. 5 remain constant. 
instead of asymptotically approaching zero. At short contact times, 
although there is no experimental evidence, the results obtained using 
finite difference method should be considered more accurate as the 
fraction extracted does approach zero. 
Recommendations: 
The following recommendations are suggested for further 
investigation in this field: 
( l) The Wellek-Skelland modification and the Handlos and 
Baron model should be solved in toroidal coordinates. (see appendix 
H.} 
(2) The results obtained here by the theoretical treatment 




The purpose of this study was to attempt to describe more 
accurately the modification of the Handlos and Baron model for mass 
transfer to droplets for turbulent internal circulation which considers 
the effect of a finite continuous phase resistance. 
The investigation was divided into two projects (l) to use some 
method other than the Rayleigh-Ritz variational technique in order to 
check the accuracy of eigenvalues, h.n, calculated by Wellek and 
Skelland and ip addition to determine the constants Bn in the series 
solution and (2) to obtain the solution for the Wellek-Skelland modifi-
cation by a finite difference method. Ideally the results of these two 
methods for calculating the dispersed phase mass transfer coefficient 
should agree with each other. 
The following conclusions are presented following the analysis· 
of results: 
l. The eigenvalues, X.n, and the coefficients, Bn, obtained by 
the Runge-Kutta and Hamming's methods are in agreement with each 
other, within 2% and 2% to 4%, respectively. 
2. The eigenvalues obtained by Wellek using the Reyleigh-Ritz 
technique and by the author using the Runge-Kutta method are in 
agreement for the first eigenvalues within 5%, but the higher eigen-
values differ considerably. It should be noted, however, that the 
Rayleigh-Ritz variational technique gives a good approximation for 
only lower eigenvalues. 
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3. At lower values of bt, solutions obtained by the Runge-
Kutta and the Hamming's methods are not in agreement with the 
solutions obtained by finite difference method. In the case of the 
finite difference method Em approaches zero as bt approaches zero 
while this is not observed in the case of the Runge-Kutta method. 
The results obtained by the finite difference method agree with the 
physical situation. 
4. The results obtained for h > 100 for the Wellek-Sk.elland 
modification using the Runge-Kutta method and the finite d i fference 
method coincide with results obtained for the Handlos and Baron 
model using h = oo which implies that for h = 100 the solutions may 
be treated as kc - oo (i.e., h = oo). 
5. The families of curves of Em versus bt with varying h are 
similar in nature for the Grober (stagnant drop), the Elzinga and 
Banchero (laminar circulation) and the modification of the Handlos 
and Baron model as calculated in this work. That is as bt approaches 
to zero, E , the fraction extracted, does not approach zero. This 
m . 
is not consistent with the physical expectation. 
6. The families of curves obtained by the finite difference 
method and by the Wellek-Skelland relation are almost identical and 
are also in agreement with the physical situation. That is, as bt 
. approaches · zero, Em approaches zero; and as bt assumes higher 
values, Em approaches unity. Therefore, these results are more 
representative of the actual physical situation. 
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7. The values of Kdr• overall mass transfer coefficient, at 
higher values of bt obtained using the results from the Runge-Kutta 
method and using the Wellek-Skelland relation agree with the 
observed value of Kdr to within 1. So/a and 2%, respectively. But 
results obtained by the finite difference method do not agree with 
observed values of Kdr (per cent average deviation 20%). For the 
short contact times, the values of Kdr obtained using results from 
the Runge-Kutta method and finite difference method differ consider-
ably (approximately 40%) from each other. Therefore,at the higher 
values of bt ( > 0. 5) the results from the Runge-Kutta method or the 
Wellek-Skelland relation should be used. For short contact times 
(or values of bt < 0. 5), the results obtained using the finite difference 
method should be considered more accurate; although it should be 
recognized that this recommendation should be compared with the 





General solution of equation 3. 19 will be outlined here. The 
equation 3. 19 is: 
oc b 
at = 1-y {3. 19) 
and relevant boundary conditions are: 
ac 
h(C- Ci), - = y = 0, ay t > 0 
ac 
= 0, y = 1' -
ay 
t = t {3. 21) 
c = Co, o::y:: 1, t = 0 {3. 22) 
By the method of separation of variables, the solution is assumed 
to be: 





= T 1 (t) Y(y) 
ac I 




Substituting equations (A. 2) and (A. 3) in equation 3. 19 and rear rang-




= 1 ddy (o -Sy+ 1 Oy2- 6y3) ddyY) = - ~ 
Y(y)· ( 1-y) 
(A. 4) 
where k = constant 
The constant ~ may be either positive, negative or zero. 
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Equation (A. 4} will give the following two ordinary differential 
equations: 
where 
T' (t) + >..bT(t) = 0 
d 
dy ( P(y) ~;) - Q(y) >.. Y(y) = 0 
P(y) = 1 - 5y + 1 Oy2 - 6y3 
Q(y) ... l .. y 
The solution of equation (A. 5) is 
for A = positive value 
T ( t) = A exp ( - b A t) 
for A = negative value 
T(t) = B exp (b At) 
for X. = 0 
T(t) = . D 
where A, B, and D are constants. 
Also there will be 3 solutions for equation (A. 6) 
for A = positive value 
Y(y) = Y(y) 
for A = negative value 
Y(y) = y::c(y) 
for >.. = 0 






(A. 1 0} 
(A. 11) 
(A. 12) 
Therefore, the total solution is 
00 
( ) I >:C C y, t ::: J 1 bn Yn exp (- b Ant) + 2:bn Yn exp (bAzit) 




It is clear from the above equation (A. 13) that for large values of t 
(i.e., t - oo), C(y, oo)::: oo which is not true physically. C(y, oo) 
should approach Ci,- the equilibrium concentration (where Ci ::: mCc). 
I 
Therefore, the second term in equation (A. 13) is omitted (or bn = 0). 
When t - oo, the following is obtained 
or 
where b 1 and b" are constants of integration. 
I II As Ci is constant, b = 0 and b :::. Ci 
Therefore, equation (A. 13) reduces to 
00 




. In this work it is assumed that the concentration of solute in the con-
tinuous phase is very dilute, i.e. Cc = 0 
and therefore 
As a consequence the final solution is: 
00 
C ( y, t) = rP: 1 b n Y n exp ( - b Ant} (A. 16} 
As Ci = 0 the boundary condition {A. 1) will reduce to 
ac 
- = he ay y=O 
Equation {A. 6) is: 
_9._ {P{y) . d y ). - Q{y) A Y{y) = 0 
dy dy 
and relevant foundary conditions are 
dY 





y = 1 




(A .. 17) 
(A. 18} 
Equation {A. 6), (A. 17) and (A. 18) belong to the class of Sturm-
Liouville problems {2). ~ Sturm-Liouville system has an infinite 
number of eigenvalues 
and corresponding eigenfunctions Yn· 
Now from boundary condi'tion {3. 22}, 
00 
C(O, y) = C 0 = ~ bn Yn 
n=1 
From the orthogonal properties of Sturm-Liouville systems: 
where 
1 . 
bn =-Co s (1-y) Yndy = Bn Co 
0 
. 1 
Bn = So { 1-y) Yn dy 
00 







Equation 4. 4 will be developed here. Equation 3. 28 is: 




2 . {6y -4y+l) 
{18y2 - 20y+ 5} 
{y- 1}{6y2 -11) 
and relevant boundary conditions are: 
I 
y {o) = ~ y 
dY 




Equation B. 1 has a regular singular point at y = 1. Y(y) can 
also be represented by the following generalized series {9) where 
Yo= 1. 
Y ' ~ { )n-1 
= ~1 ann y- Yo 





Applying boundary condition B. 3 to equation B. 6 we have: 
y' { 1) = 0 = a 1 
and at y = 1 
(B. 8) 
(B. 9) 
and using boundary condition B. 4 
or 
Y(l) = a = 1 
0 
Rearranging equation B. 6 we have 
= 
~ ( )n-2 nan y-yo 
n=1 











And combining equation B. 13 and B. 9 we get 
a = - A 
2 'lz 








The finite difference method described in chapter IV gives 
I Em, fraction extracted, as the function of y, which also is a 
function of time. To get average E~ as a function of time the 
following procedure was adopted. 
-Now if C represents average concentraction in drop, then 
Now 
Vt 




From equation C. 1 
Substituting in equation C. 3, we get 
E = 1 -m 




or in terms of y 










In this section the use of figures 2, 4 to calculate the overall 
mass transfer coefficient, Kd, will be shown for two different 
droplet systems. 
l. System: Acetic acid, water, benzene 
2. System: Acetone, water, benzene 
Q 
Temperature of systems = 25 C + 0. 1 
1. Consider a d:rop of benzene saturated with acetic acid, 
0. 503 in diameter, rising in large quantity of water with velocity 
of 11. 3 em I sec as reported by Handlos and Baron. 
1-Lc = 0. 95 c. p.(l9) 
1-Ld = o. 60 c. p.(l9) 
Pc = 0. 998 gm/cu. em. (19) 
Dab = l. 58 x 1 o- 5 sq. em/ sec (calculated using Wilke and 
Chang relation) 
m = 0. 023 distribution coefficient 
Evaluation of k c= 
The NRe for this droplet is 59 5, which suggests that the 




= .2:£ (50+ 0 0085 (N )1. O (N )0 · 7 ] d • Re . Sc 
e 
: 1. 5S X lQ- 5 [50+ 0. 0085 (595) (602) 0• 7 ] 
0.503 
= 0. 0 1 7 1 em I sec 
Evaluation of h: 
h = 
mu 







128 (l + o. 6/0. 95) (0. 503} 
= 0. 108 
For an assumed distance of 100 ems, the contact time 
t = 100/11.3 = 8.5sec 
b. t = (0. 108) (8. 5} = 0. 92 
From figure 2 
Em = 0. 895 
kd = -dJ 6t ln ( 1 - Em} 
= - 0· 503 ln (0. 105} (6} {8. 5} 
= 0. 0224 em/ sec 
kd {using the Wellek and Skelland modification): 
u A- 1 
.kd = 
• . . 
768 ( 1 + f-Ld/f.l- 0 




768 { 1 .+ o. 6/0. 95) 
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= 0. 02241 em/sec 
kc using figure 4: 











de/6t ln {1- Em) 
0
·
503 ln{0.06) {6) {8. 5) 






0. 0 218 em I sec {using Figure 2, 
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Runge-Kutta) 
Kd = 0.0278 em/sec {using Figure 4, Finite difference) 
Kd = 0.0218 em/sec {Wellek-Skelland, Rayleigh-Ritz) 
Kd = 0. 0253 em/ sec {Hand1os and Baron, assuming h- o6) 
Kd = 0. 0213 em/ sec {observed experimentally) 
2. Let us consider another case where a benzene drop, containing 
acetone rises with velocity of 10. 6 em I sec, 0. 481 em in diameter 
Daw= 1. 121 x 10-S sq em/sec 
= 
D 
aw { 50+ 0. 0085 ( {0.481) {10. 6) (0. 998)) {0. 0095) 
( {0. 0095) ) O. 
7 } 
(Q. 998) (1. 121 X 10-5) 
= 2. 33 x 1o- 5 so + o. 0085 (535) {85) 0• 7 
= 2.33x1o- 5 (50+510) 
= 0.013 em/sec 
Evaluation of h: 
h = 
512 kc ( 1 + fJ.d I fJ.c} 
mU.' 
= 
(512} {0. 013) ( + 0. 006/0. 0095} 
{0. 899) {10. 6) 
= o. 91 
b = u 128 (1 + fJ.dlf.J..c) de 
= 
1 o. 6 
128 (1 + o.oo6/o.oo95) o.481 
= 0. 1051 
For a distance of 100 ems the contact time is: 
t = 100/10.6 
t = 9.41 sec 
\ 
(b) (t) = (9.41) {0.1051) = 0.99 
From figure 2 for h = 0. 91 






481 1n { 1 - 0. 945) 
6 (9.41) 
= 0. 02 em/ sec 





(2. 2) (10. 3) 
768 ( 1 + o. 006/0. 0095) 
= 0. 0228 em/ sec 
kd by finite difference method: 









6 (9.41) ln ( 1 - 0. 74) 





= 0. 0084 em/ sec (using Figure 2, 
= 0. 0064 em/ sec (using Figure 4, 
Runge-Kutta} 
Finite difference) 
Kd = 0. 0089 em/ sec (Wellek-Skelland, Rayleigh-Ritz) 
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Kd = 0.0109 em/sec (Handlos and Baron, assuming h-oo) 
Kd = 0. 0094 em/ sec (observed experimentally) 
Although there is no experimental observation for very short 
contact time, let us consider an assumed length of 10 em for the 
second case. 
bt = o. 099 




(from figure 2~ Runge-Kutta) 
ln ( 1 - Em) 
= 
0.481 
6 (0. 941) ln (0. 25) 
= 0. 118 em/sec 
From figure 4 
Em = 0. 15 
0.481 
= ln ( 1 - 0. 15) 
6 ( o. 941) 
= 0.0138 
Kd = 0. 0129 em/sec (using figure 2~ Runge-Kutta) 
Kd = 0. 0076 em/ sec (using figure 4~ Finite difference} 
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The above example shows that there is a significant difference 
for shorter contact time between the two solutions. 
Appendix E 
TABLEE,1 EIGENVALUES AND COEFFICIENTS FOR STAGNANT DROPS DU i:: TO GROVER (7} 
h 0 d 
~1 ~2 ~3 ~4 AI A2 A3 A4 1C 
4" 2.0 29 4.913 7.979 11. 086 o. 159 0. 00634 
6 2.289 5.087 8:069 11. 173 0. 153 0.01090 
8 2.456 5.233 8.205 11. 256 
10 2.570 5.354 8.303 11. 335 0. 142 0. 0179 0.00408 
12 2.654 5.454 8.391 11. 409 
14 2.717 5.538 8. 470 11. 4 77 0. 134 0.0220 0.00600 
16 2.765 5.608 8.541 11. 541 
18 2.804 5.667 8.603 11. 599 o. 129 0.242 o. 0119 0.00291 
20 2.836 5. 717 8.659 11. 653 
22 2.863 5. 761 8.708 11. 703 o. 125 0.0255 0.00858 0.00359 
32 2.948 o. 119 
42 2.993 
62 3.041 o. 111 
82 3.065 
102 3.080 o. 107 
00 3. 142 0. 101 
TABLE E. 2. EIGE NVALUES AND COEFFICIENTS FOR CIRCULATING DROPS 
CALCULATED BY ELZINGA AND BANCHERO {4) 
hod \1 \2 \3 B1 B2 B3 --k 
-- -
3.20 0.262 4.24 1. 49 0. 107 
5.33 0.368 
8.00 0.534 
10. 7 0.680 4.92 1. 49 0.300 
16.0 0.860 5.26 1. 48 0.382 
21. 3 0.982 5.63 1. 47 0.428 
26.7 1. 082 5.90 15. 7 1. 49 0.495 0.205 
53.3 1.324 7.04 17. 5 1. 43 o. 603 0.298 
107 1.484 7.88 19;5 1. 39 0.603 0.384 
213 1. 560 8.50 20.8 1. 31 0.588 0.396 
320 1. 600 8.62 21. 3 1. 31 0.583 0.386 
00 1. 565 9.08 22.2 1. 29 0.596 0.386 
85 
TABLE E. 3 
EIGENVALUES FOR HANDLOS AND BARON MODEL CALCULATED 
BY WELLEK AND SKELLAND {26) 
h A.1 A.2 A.3 A.4 
. 001 0,002 7.46 39.0 300 
. 01 0.022 7.49 39. 1 300 
. 1 0.270 7.85 39.3 300 
. 5 1. 337 1 o. 71 41.6 302 
l. 1.980 14.27 45.4 304 
2. 5 2.445 19. 54 55.9 311 
5. 2.674 23.42 77. 2 322 
7. 2. 708 23.76 80.0 327 
1 o. 2. 731 23.72 78. 6 332 
25. 2.821 25.26 97.4 355 
50. 2.847 25.54 99.5 366 
70. 2.850 25. 24 91. 2 365 
100. 2.852 24.88 83. 5 364 
250. 2.861 24.85 80.9 367 
500. 2.864 24.76 78. 8 . 367 
700. 2.864 24.64 77.0 366 
000. 2.865 24.56 75.8 366 
00 2.866 24.58 75.6 367 
86 
Appendix F 
Equation 4, 22 will be developed in this section. Equation 
4. 20 is: 
aE 
at 
= b( 1 _ 4 y+ 6y2) a 2E + b (-5 + 20y- 18y2 ) aE 
ay2 1- y ay 
2 
= bR(y) ~ + bQ(y) aE 
ay2 ay 
where R(y) = · 1 - 4y + 6y2 
2 Q( ) = - 5 + 20y - 18y 
y 1 - y 
Now at y = 1. 0 we have 
4.20 
4,20a 




O(y) ay = 
aE a 2E 
(20- 36y) -a + (- 5 + 2oy- 1By2) -a 2 y y 
- 1 




Substituting equation F. 2 in equation 4. 20 at y = 1, we have: 
8E' 
at I y=1 = 






Solution by Finite Difference Method (flow chart) 
·f'lHlENSIOf\1 H(25),P(25),H(?.5) 





















+ DO + 
2 + 




+ ----------------------------~------------2 ++++++++! ECI) =0.0 T 





+ DO + 
++++++++++ 3 + 







+ --------------------~----~~---~----------3 ++++++++I Y(I+l) =Y(I)+DY 







+ DO + 
++++++++++ 1 + 











.. : .. I 
+ +------------+ + DO -;. + 
++++++++++ 4 + 
+ + . I= 2 7 f·1 II + 



























A ( I ) 
c (I) 
G ( 1) 
D ( I ) 
=6.*Yfil**?-4.*Y(JJ+l.O I 
=f-5.+~0.*Y(I)-1R.*Y(i)**2l J 
I ( 1. -Y ( I J ) I 
=nT*R* 0 /(2.*nY**2)+DT*R*O I 1 r 4. ::~ nv J I 
=DT*P*Rif2.*nY**2l-DT*B*0 I lf4.:::nv) I 
=-DT*R*PICOY**2l-l.O T 
=E(I+1)*(-II(!))+~(Il*fnT*P r *BI(nY**~l-l.Ol+E(I-ll*f I 







+ I c ((1) =0.0 I 
+ I G U1 l =J..O I 
+ I f)(f,l) =1.0 I 
I It! ( J. ) =G(l) I 





+ + DO + 
++++++++++ 10 + 








I R ( I -1 l =A C I ..:.1 ) I l-!( I -1 l . 
I w·rr> =G(Il~C(Il*RCI-1) 



















---------------~-----~-------------------I F ( ~1) =H C ~1 ) · ·· - ~,.. · -· · - - " , ... ··· ··· · ·· 
I K =r·1. . 
J 
I 















































































I Sl =0.0 I 
I S2 =o.o I 
I S3 =0.0 I 
I Sl = S 1 + ( 1 • - E 0. ) ) >:~ ( 1 • - Y ( 1 ) ) + ( 1 • I 





+ + on + 
++++++++++ 7 + 





7 ++++++++I ... S2 =S2+Cl •. :~ :<J U.~c( l~:X<.~>) . I 





+ + DO + 
~+++++++++ R + 






+ -----------------------------------------8 ++++++++I S3 =S3+(1.-E!Ill*Cl.-YCI)) I 
+ I HA =ARSF(OY) T 
+ I SIM =HA*(Sl+4.*S2+2.*S3)/3. I 




+ ***PRINT 103,BT,EV 
+ 







F 0 R ~1 AT ( 4 F 1 8 • A ) 
90 
C C***29904CNX021 PATEL J M 03/18/66 FORTRAN 2 






; ... iA=M-1 
.'-.G=:~ + 1 
DC 2 I=1,M 
2 E ; I ) =0. 0 
Yld=l.O 
DO 3 I=l,MA 
3 Y ; : + 1 ) = Y ( I ) + DY 
T=O.O 











D ( I } = E C I + 1 ) * C -A C I ) ) + E C I ) * ( OT * P * 8 IC D Y * * 2 ) -1 • 0 ) + E (I -1) * ( -C ( I ) ) 





W ( U=G( 1) 
H ( 1 ) = 0 ( 1 ) /W ( l ) 
DO 10 I=2,M 
R ( I -1 ) =A ( I -1) /W ( I -1) 


















00. 7 I=2,MA,2s 
1' S2=S2+(·l.-E (I))*( 1.-Y (I)) 
1"1N=MA-l 






l CC,'H INUE 
CALL EXIT 
100 FORMATC4Fl0.5,Il0) 
103 FORMATCF12.3 7 Fl8.6) 
101 FORMATC4Fl8.8) 
END 
Finite Difference Method 
DY = step size in y direction 
DT = step size in t direction 
B = u 
= 1, used in this program 
FH - modified continuous . phase mass transfer coefficient 
N = number of increments in time 
BT = (B) (N} (DT) = bt 




Hamming's method (flow chart) 






+ DO + 
++++++++++ 500 + 




+ ***READ 300,K 
+ 
+ ***READ lOl,(A(M),B(M),C(M),FH(M),M=ltK) 
+ I 
+ +----~~------+ 
+ + DO + 
++++++++++ 50 + 


























I E =A(M) 
I El =B(M) 
I H =C ( M) 







I \~ = 1. 0 
I D =1./H I 
I N =ABSF(D)-2.0 i 
I Y(l) =1.0 -· . . I 
I YP(l)=O.O I 
I KJ =1 






















I X . . =W . . I -- --· · 
.,. f·.-·-··=-E*H/6.0 : ': 
I W __ ... __ .. ____ ,. __ ..... ----------..----------~:CONTINUED:;-
























* * • 
IF * • (I -1) * 
• * I 
• * I 
~:c 
• * I 
0 I + I 
------- -------












































--------------------! P =s.o-czo.*X>+t~~~;~;~)-~---------~ 
I Q =1.0-(S.*X)+(lO.*X*X)-(6. I 
I *X*X*X) I 
I S =1.0-X I 
I Wl =H*((P*YP(I))-(E*S*Y(I))) I 
I /Q . I 
----------------------~------------------I 
---~----------------------------~-----~~-I X =X+(H/2.0) I . 
I u =Y( I )+(H>:CYP( I) /2.0) I 
I UP =YP(I )+(W1/2.0) I 
I p =5.0-(20.*X)+(l8.*X*X) I 
I Q =1.0-(S.*X)+(lO.*X*Xl-(6. I 
I ):CX*X*X) I 
I s = 1.0-X I 
I W2 =H*((P*UP)-(E*S*U)}/Q I 
I u =U+ ( H*IH /4.0) I 
I UP =YP(I)+(W2/2.0) I 
I p =5.0-(20.*Xl+C18.*X*X) I 
I Q =1.0-CS.*X)+(lO.*X*X)-(6. I 
I *X*X*X) I 
I s =1.0-X I 
I W3 =H*((P*UP)-(E*S*U))/Q I 
I X =X+H/2.0 I 
I u =Y(I)+(H*YP(I))+(H*W2/2.0) I 
I UP =YP(I)+W3 I 
I p =5.0-(20.*X)+(18.*X*X) I 
I Q =1.0-(S.*X)+(lO.*X*X)-(6. I 
I *x:::x::cx > I 
I s =1.0-X I 
I i·l4 =H*((P*UP)-(E*S*U))/Q I 
I Y( I+l) =Y(I)+(H*YP(!))+((Wl+W2 I 
I +W3)*H/6.0) I 
I YP (I+ 1) =YP(I)+((Wl+(W2*2•0)+(2• I 
I *W3)+W4)/6.0) I -----~------------------~----------------
I 
94 
+ ~----------- - ----------------------------
10 ++++++++! W .. : =W+H I 























































-----------------------------------------I X =W 








• * * • 
• * IF * • 
* 
(I -1) * 
• * I . * • I 
I * • • * I 
I * . * I 
I 0 I + I 
I 11 I I 11 I I 5 I 
I 
-----------------------------------------
I P =5.0-(20.*X)+(18.*X*X} 
I Q =1.0-(5.*X}+(10.*X*X)-(6. 
I *X*X*X) 








+ · -------------~---------------------------11 ++++++++I W =W+H · I 














+ 00 + 
. 40 
+ I=4,N + +----------.... -+ .. 
+ 
+ .. :,·, .... • ,., 
I 
I . ~~-~--------~~-~-------------~----------J 
• 


























I PY(I+l> =Y(I-3)+(4.*H/3.)*(2.*YP(I) 
I -YP(I-ll+2.*YP(I-2)l 










• * IF ( I-4) 
• 
* • 













+ I 16 I I 16 I 
· 1 17 I 
+ ----...... -






































-------------------~-------------------~-I YMCI+l) =PY(I+1) 
I VM(I+l) =PVCI+lr I-I 
· ------------------------~-----------~----I 
I-· 
I · 18 I 
I 
-------------------------~---------------I Y M C I + 1 ) = P Y C I+ 1) -112. * C P Y { I ) -C Y ( I ) ) I 
I /121.0 I 
l V 1"1 C I + 1) = P V ( I + 1) -11 2. * ( P V ( I> -C V ( I ) ) I 
I /121.0 I 
--------------------------~-------------I 
-----------------------------------------
I YDCI+l) =VMCI+1) I 
I P =5.0-C20.*X)+(l8.*X*X) I 
I Q =1.0-(5.*X)+(10.*X*X)-(6. I 
I ,;cX*X*X) I 
I S =1.0-X I 
I VDCI+l> =CP*VM(I+ll-CE*S*YMCI+l))) I 
I /Q I 
I CYCI+l) =C9.*YCI)-YCI-2)+3.*H*(YO(I I 
I +1>+2.""YPCil-YPCI-l)))/8.0 I 
I CVCI+l) =C9.*V(I)-V(I-2)+3.*H*C~D(I I 
I +1>+2.*VP(I)-VPCI-l)))/8.0 I 
I Y(I+l) =CYfi+l)+~.*CPYCI+l)-CYCI I ' 
I ... +1))/121.0 I 
96 
+ ------------ --------------------------- --coNTINUED 
:+ ----------------------~~-----------------
+ I V ( I+ 1) =C V ( I+ 1) +9. * ( PV ( I+ 1) -C V ( I I 






61 + I YP(I+l) =V(I+l) I 
+· I VP(I+l) =(P*V(I+U-(E*S*Y(I+l))) I 
+ I /Q I 
+ -----------------~-----------------------
+ I 
















I * • 
I 
I 
+ - I 
~ 
+ -------

































I Fl =YP(N)-Y(N)*FH(M) 
I R =El-E · 
I E =El 


































. * * . 




* . * 0 I 
• * 
* 













































--------------I J =J+1 ---------------------------I 
I P =CF2-F1)/R I 
I E1 =E-(F2/P) I 
I Fl =F2 I 
I R =El-E I 































+ ***PRINT 205 
+ ·. • 






















+ ;,;'*':CPRINT201, (G(M),M=l,K) 
+ 
+ ***PRINT ~10 
+ 
+ );cl,'o:~p R I NT 202, CEF(M),M=1,K) 
+ 
+ **);cp R I NT 210 
+ 
+ ***PRINT ·203, CEDCM),M=l,K) 
+ 
+ **):'PRINT 210 
+ 
+ *):<):~PRINT 204, (BN(M),M=l,K) 
+ 
... ***PRINT 210 
+ 
+ ):c::c*P R I NT 106,FH(l) 
+ 
+ *):C*P R I NT 210 
+ 
+ ***PRINT 105,H 
+ 





FORMAT(22H ElGEN VALUE =E18.8) 
FORMAT(22H E1GEN FUNCTION YCO) =El8.8) 
FORMAT(22H YP(O) 
FORMAT(22H DELTA X 


























~_:::,;;:;;: ;)9817Ci'·!X021 PATEL J i-1 01113166 FORTRAN 2 0450 021 
~~ ' 'LUT:il ! , - J OF HM1 DLOS Ar'lD i3ARON ~~ODF:L RY RUNGA-KUTTA 1\!H) HAi-',;·1H!GS 
~ j ,. >1 E i -.! S I Of'! G ( 1 0 ) , E F ( 1 0 ) , E D ( 1 0 ) , 5 ~.J( 1 0 ) 
C'· I >i E ;\; S I lJ :' l Y ( 3 0 0 ) , V P ( 3 00 l , P V ( 30 0 l , P Y ( 3 00 l , Y IH 3 00 ) , V 1·1 ( 3 00 ) 
') Ii-i E i ·! S ICW Y D ( 3 0 0 ) , V D ( 3 0 0 ) , C Y ( 3 0 0 l , C V ( 3 0 0 ) 
i) I i·l E l\J S I 0:--1 V ( 3 0 0 ) , Y? ( 300 ) , A ( 10 ) , B ( 10 ) , C ( 10 ) , F H ( 10 ) 
DG 500 J;.;P=1, 16 
1) :: 
~< 1::;\D 101, (A{H),B(M),C(M),FH(I'1),M=1,K) 
:: l = B ( ;.; l . 
. -:=c (r·i l 
'?>i :.=1.0 




63 J O 10 I=KJ 7 KM 
~·i 1=-E ;;+I I 6. 0 
I i= ( I - 1 ) 6 , 6 , 7 
7 P S,Q-!20.*Xl+(l8.*X*Xl 
Ct = 1 , 0- ( 5 • ;;: X ) + ( 10 • ~::X* X ) - { 6. >::X~ X>:c X ) 
S=l,O-X 
------'-·: J H;;:( ( p;;: 'fp (Ill ( E~::s>:cy (Ill) IQ 
6 ~:=X+ ( HI 2 • 0 ) • 
U = Y ( I l + ( H ~:: Y P ( I l I 2 • 0 ) 




: ! 2 = 1-p:: ( ( P ;;:uP l - ( E ~:: S * U) l I Q 
u = u + ( 1+::;·; 1 I 4 • 0 l 







IJ y (I l +( '-;~::yp·( I) l +(H~:C\-12/2.0) 
UP=YP(I}+W3 • 
P=5.0-(20.*X)+(l8•*X*X) 
\ 1= 1. c- { 5. ~:'x l + { 10. ~:,x~:cx l- c 6. ~:'x~,x~::x l 
S= "' o ->~ 
~ ·: ':· = H ,;, ( ( P :;, lJ P ) - ( E :;: S ::: U l l I Q 
Y ( I + i ) = Y ( I ) + ( H :;: Y P ( I l l + ( ( \·! 1 + \·J 2 + \ ·13 ) :;c HI 6 • 0 ) 
Y P ( I + l l = Y P ( I l + ( (\·J 1 + ( \-12 ::c 2. 0 l + ( 2. •:'\·! 3) +\'14) I 6. 0 ) 
10 '.!=\·!+:· : . 










0 0 '~ 0 I =tr , N 
L·.? )' : 1 1 
P Y ( I + 1 l = Y ( I -3 ) + ( 4. ~:'1-1 I 3. l ::q 2 • * Y P ( I l -Y P ( I -1 ) + 2 • *Y P ( I -2 l l 
P V { I + ll = V ( I- 3 ) + ( 4. :;cHI 3. ) ~c( 2 • ;;c V P ( I ) - V P ( I -1 ) + 2 • * V P ( I -2 ) ) 
I F ( I -'c ) 16 , 16 , 1 7 
16 YN(I+ll=PY(I+l) 
Vi1i ( I+ l l = PV ( I+ 1) 
1 7 Y i-. '1 ( I + l l = P Y ( I + 1 l -112. :;' ( P Y ( I ) -C Y ( I l l I 12 1 • 0 




<::1 ( _v 
102 
V D ( I + l l = ( P :;: V i··1 ( I + 1 l - ( E ::: S ~:: Y j:j ( I + 1 l l l I Q 
C Y ( !-1- 1 l = ( 9 • :;,y ( I ) - Y ( I -2 ) + 3. :;: H•:c( Y D ( I + 1) + 2 • ·~ Y P ( I ) - Y P ( I -1 l l l I 8 • 0 
CVII+ll=(9.*V(!)-V(I-2)+3.*H*(VD(I+l)+2.*VP(!)-VPCI-l)))/A.O 
Y ( I + l ) = C Y ( I+ ll +9. :;q P Y C I + 1 l -C Y ( I+ 1 l l I 121 • 0 
IJ ( I + 1 l = C V ( I + 1 ) +9 • * ( P V ( I + 1 l -C V ( I + 1 l l I 121 • 0 
61 YPII+ll=V(I+ll 
VP(I+1l=CP*V(l+1)-(E*S*Y(l+1)))1Q 
't-0 \·I =l·l +:-1 
PRINT 101 7 E 7 Y(f\l) 7YP(N),H 





GO TO 31 
1 !-2-YPPil Y(f\!)~::t= H (fvil 
IF(A8SF(F2l-5.E-05)22 7 22,30 
30 J=J+l 




GO TO 31 
22 PR!i'.JT lOZ,E 
PRINi lOt~,Y(N) 
PRINT l03,YP(N) 
PRI NT 105,H 
PRINT 10 6 , F H ( i'i) 
G U·l) = E 
ED lt'l )=YP (~I) 
EFH1) =Y ( N) 
8 i'J ( 11 ) = E D { 1•1 ) I G ( H ) 





PRINT 20 1, ( G ( t'l) , i'i= 1, K) 
·. Ti\ 
PRINT 202, CEFCivJ),N=1 7 K) 
PRi i'-!T 210 
P R Ti'l T 2 0 3 , ( E 0 ( f•l l , H = 1 , K l 
PRINT 210 
P R I NT 2 0 t~ , ( B N ( 1•"1) , 1'1 = 1 , K ) 
PRHH 210 
PRINT 106 7 FH(l) 
P R HJT 210 
PRHH 105 H 
PP.UH 205 
500 co;,!T I NUE 
CALL EXIT 
205 FO Ri·it\T ( lH 1) 
102 FO R~AT{22H ElGEN VALUE 
104 FOR MAT (22H E1GEN FUNCTION Y(O) 
103 fORMAT(22H YP(O) 
105 FORMAT(22H DELTA X 










2 1 0 dJ R i·i 1\ 1 ( I ) 
201 rORHAT(22H EIGEN VALUI: =4El8.8) 
=4El8.8l 202 FOP.i·il\T(22H EIGEN FlJNCTION YCOl 
203 FORNAT(22H YP(O) =4El8.8) 











first approximation of eigenvalues, 0. 5% less than 
Wellek-Skelland eigenvalue. 
second approximation of eigenvalues, 0. 5% more 
than W ellek-Skelland eigenvalue. 
interval of integration 
modified continuous phase mass transfer coefficient 
number of eigenvalues to ·be computed 
eigenvalue computed 
derivative of eigenfunction 
eigenfunction 
constant for series solution, Bn 
104 
105 
Runge-Kutta method (flow chart) 
DIMENSION G(lO},EF(lO),ED(l0) 7 BN(l0) 




+ DO + 
++++++++++ 50 + 














= B ( M) 


















I V =1.0 I 
I 0 =1.0/H I 
I 0 =ABSF(O) I 
I N =D I 
I Y(l) =1.0 I 





+ + 00 + 
++++++++++ 10 + 












-------------~-----------~-~----=~------- . I 






















































* * • • 
• * IF "' '(" • ~( <I-1) * .,. 
* .l • * I • I * * r • • I * * r • 
- I 0 I + r 
-------
-------























-~-------------------------------~-------I X =X+(HI2.0) 
• I I u =Y ( I ) + ( H *Y P ( I ) I 2. 0 ) I I UP = YP ( I ) + OJl I 2. 0) I I p :;;5.0-(20.*X)+(l8.*X*X) I 
. I Q =1.0-(S.*X)+(lO.*X*X)-(6. I I ::cx:;.:x::cx > I I s = 1. o-x I 
I W2 =H*CCP*UP)-(E*S*U))IQ I 
I u = U+ ( H ::c W 1 I 4. 0 ) I I UP =YP(I)+(W212.0) I 
I p =5.0-(20.*X)+(18.*X*XJ I 
. I Q =1.0-(S.*X)+(lO.*X*X)-(6. I 
I ~cx~cX*X) I 
I s = 1.0 -x I 
I \B =H*((P*UP)-(E*S*U))IQ I 
I X =X+(HI2.0) I 
I u = Y ( I ) + ( H * Y P ( I ) ) + ( H* W 2 I 2 • 0 ) I 
I UP =YP(I)+W3 I 
I p =5.0-(20.*X)+(l8.*X*X) I 
I Q =l.0-(5.*X)+(10.*X*X)-(6. I 
I ):ex >:cx~~x > I 
I s =1.0-X I 
I W4 =H*C(P*UP)-(E*S*U)JIQ I 
I Y(I+lJ =Y( I )+(H*YP(I) )+( ( W1+W2 I 
I +W3)*HI6.0) I 
I yp ( I+l) =VPCIJ+CCWl+CW2*2.0)+(2.0 I 
I .l'.cW3) +W4) 16.0) I 
-------------------------------~---------I 
-----------------------------------------
.. ,. ~ . . . 



















+ I * .. • 
+ I 
+ - I 0 I 
+ -------
+ I 1 I I 3 
+ -------
+ 





• * I 
• * I 
I 
+ . I 
I 3 I 
















+ -----------------------~-----------------+ I 
+ I 
+ -------














+ • * * • 
+ • * IF * • 
+ · *(ABSF (~2)-5.E-05). * 
I * • 





I . * • * 
- I 0 I 
+ -------




• * I 
• * I 
I 
+ I 











































I F 1 
I R 
I E 









'~':o:? R IN T 











l06 7 FH(M) 
I 
-----------------------------------------
I G(M) =E 











***PRINT 2\. 1 
*::C*PRINT 211 
~'**PRINT 201, (G(M),M=l,~) 
***PRINT 210 
***PRINT 202,(EF(M),M=l,K) 
***PRINT 203 7 (ED(M),M=l,K) 
**~'PRINT 210 
108 


















~:o:o:cp R I NT 210 
***PRINT 105,H 
CALL EXIT 
FORMAT(18H EIGEN VALUE =El8.8) 
FORMAT(18H EIGEN FUNCTION =El8.8) 
FORMAT( l8H 
FORMAT ( 18H 
YP(O) 
DELTA X 










FORMAT( l8H EIGEN VALUE =4El8.8) 
FORMAT ( 18H EIGEN FUNCTION =4E18.8l 
FORMAT( 18H yp ( 0) =4El8.8l 
FORMAT ( 18H B(N) 4El8.8) 
110 
C C* **297 ~7CNX021 PATEL J M 03117166 FORTRAN 2 1000 
SOLUTION OF HANDLOS AND. BARON MODEL BY RUNGA-KUTTA 
D H'i E , .. ; S I 0 N G ( l 0 l , E F ( l 0 l , E D ( 1 0 l , B i' l ( l 0 l 
__ ·-~ I ::1 i~ :- L~I 0 i\1 Y ( 50 0 l , Y P ( 50 0 ) , A ( 1 0 ) , B ( 1 0 l , C ( l 0 l , F H ( 1 0 l 
REA D 300,1<. 
READ l 0 1, ( A ( fvi ) , B ( fvl ) , C ( M ) , F H ( r1 ) 1 M= 1 , K ) 
1)0 5 0 1•: =1 K 
E=A ( ;. i l 
E 1= B ( i'i) 




D=AI,SF ( 0) 
,\J=D 
Ylll=~l~·~o~---------------------------------------
---YPT1 > =o. o 
DO 10 I=1,N 
x-v 
~-"11 = -E ;:q-1/6. o 
IFII-1)6,6,7 
7 P=5.0 (20.*X)+(18.*X*X) --~Q = 1 • 0 - ( 5 • ;;, X ) + ( 1 0 • ;;: X:;: X ) - ( 6 • *X ):c X;;: X ) 
5=1.-X 
I ! 1 : l :;: ( ( p ;;: y p ( I ) ) ( E ;;: s ;;: y ( I ) ) ) I Q 
6 X=X+( h /2.0) 
U=Y (I)+( 1-p::yp (I) 12.0) 
UP- Y ,-' ( I ) + ( H 1 I 2 • 0 ) 




U = U + I l-1 ;::\·J 1 I 4 • 0 l 
UP=YP(I)+(W2/2.0) 
----=p=-=-;5=-.---o· - ( 2 0 • :;: X ) + ( 18 • ;;: X ;;: X ) 
0=1. 0 -(5.*X)+(lO.*X*X)-(6.*X*X*Xl 
s 1. 0 )~ 
W3=H*((P*UP)-(E*S*U))/Q 
X=X+(H/2.0) . 








v P 1 I + 1 1 = v P 1 I 1 + 1 on + 1 ~·J 2 :;: 2 • o 1 + 1 2 • o ':<\v 3 1 + H 4 1 1 6 • o 1 
10 V-V+H 
?:-<Ii'H l01,E,Y(N},YP(N},H 





j = J+1 





------o?- = E 1-E 
E=E1 
GO TO 31 
22 PRIN1 102,E 
PRINT 104 7 Y(N) 
PRINT 103,YP(N) 
----j) R I NT 1 0 5 , H 
P R I N T 1 0 6 , F H ( i·1 ) 
G ( i,i l -E 
l: D ( 1"l l = Y P ( N ) 
EF(i'"i}=Y(f\J) 
g;,J ( H l =ED (H) /G ( M) 
50 CONTHJUE 
· PRif\!T 200 
PRINT 211 
P R. I i'J T 2 l 0 
PRINT 20l,(G(;:J),I'-1=1,K) 
P f\ I 1\1 T 2 1~0;_-;-;::-;;:-;-7-;-;-"-;:;--:;--;;-;--------------­







---,P;:;-;R"'I NT 10 6, F H ( l) 
PRINT 210 
P R. Ii'J T l 0 5 , H 
CALL EXIT 
102 FORMAT(18H EIGEN VALU~ =El8.8) 
111 
"- ,JLt F r; -:z :;. ,n ( 18 H E I G EN F U ;\JC T I 0 N = E 1 8 • 8) 
_·_:~ 3 i:C· ~;i-i /\ -i- ( l 01·1 y? ( 0 ) 
·'- ~) 5 iJ." u ,=\ i·i t-\ I ( 18 H DElTA X 
10 6 FORMA T(lBH FILM COFF. 
lGl FORNAT(4El8.0) 
=t:l 8 . 8 ) 
=El8.8)· 
=El8.8) 
~----------------------------------------3G O FCJRt·i/-IT( IS) 
2l l FORMAT(25X4HEC1l,l4X4HE(2),14X4HE(3),14X4HE(4)) 
.>no J-;"~<.i·i ;\ T (I I l . 
;: ~- 0 FO:\f·iAT (I l 
2J l FG~~AT(l8H EIGENVALUE =4El8.8) 
2:~2 FOR:-:AT( 18 1-; EIGENFUNCTION =4El 8 .8) 
- ----. ---- •..,-:-::-=-....:_-=--:;:~::.c....:--:-'-:-:=-':-'-.::_;_..::....:;:__;._ _ ---:'-"~:-=-::-:------------20 3 F C~~AT (l8H YP(O) =4El8.8) 
204 FC~MAT(l8H B(N) 4El8.8) 
Ef\!D 








If one rota tes bipolar coordinates about the perpendicular 
bisector of the linebetween the two poles, toroidal coordinates 
are obtained. Using the following transformation, Fick' s second 
law can ::>e transformed to the toroidal coordinates (l7a, l7b). 
See figure H. l. 
a sinh l:t· cos cj> 




a sinh f.l. sin cj> 
y = cosh f.l.- cos TJ 
r:r. 2) 
z = asinTJ (H. 3) 
cosh f.l. - cos 11 
ht-1- = hTJ = 
a 
cosh f.l.- cosT) 
(H. 4) 
hcj> = cosh f.l.- cos TJ 
a sin h f.l. (H. 5) 
h h · d h "t vectors 11 ranges from 0 to oo, TJ Where f.l., 9 an 11 are un1 , r 
ranges from 0 to 2 1T and cj> ranges from 0 to 2 1T. 
ac 
at 
















( hTJ ~~) a, 
(H . 7) 
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Equation (H. 7) represents Fick' s second law in toroidal coordinates 
(figure H. 1), but due to symmetry equation (H. 1) reduces to 
ac D 
{ sin~~ a ( hi-L sinh 1-L a c) = 3 t h3 --al-L oiJ. 1-L 
+ a (h, ~~)} a, (H. 8) 
The following boundary conditions (29) can be applied to solve 
equation (H. 8} 
c :::: co 1-L :::: 1-L 11 = t = 0 (H. 9) 1") 
sc 0 :::: 1-L = 1-L 11 :::: il' t :::: t {H. 1 0) a, 
&C 
-01) :::: 0 1-L :::: 1-L 11 :::: 0 t :::: t (H. 11) 
ac 
:::: 0 1-L :::: 00 11 :::: 11 t :::: t (H. 12) of.L 
c :::: 0 1-L :::: 1-Lo 11 :::: 11 t :::: t (H. 13) 
The boundary condition {H. 13} assumes that there is no resistance 
in continuous phase (i.e. kc- oo ). To consider the effect of continuous 
phase resistance boundary condition (H. 13} should be replaced by the 
following boundary condition. 
ac 
oiJ. = he 
:::: 
1") t :::: t 
where h includes the effect of continuous phase resistance: 
(H. 14) 
Equation (H. 8) using boundary condition (H. 9), (H.lO}, (H.l1), (H.l2), 
115 
---------------~--- ----- ----- - -·-------~ 
Figure H. 1 Toroidal Coordinates 
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(H. 13) and/ or (H. 14) could be solved and the results compared with 
the results obtained by the author. Time did not permit obtaining 
this solution. 
Figure {H. 1) represents the cross sectional view of toroidal 
coordinates. It is clear from the above figure that for different 
value of !J., Cl, system of tori is obtained which is not concentric as 
is the case for the Handlos and Baron model. 
Handlos and Baron derived their model in cylindrical coordinates 
assuming infinite cylinder for the system of tori. The solution of 
equation {H. 8) will avoid the asswnption made by Handlos and Baron 
for the system o£C't'6ri. 
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