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Background Subtraction Using Ensembles of Classifiers with an Extended Feature
Set
Brendan F. Klare
ABSTRACT
The limitations of foreground segmentation in difficult environments using standard color
space features often result in poor performance during autonomous tracking. This work presents
a new approach for classification of foreground and background pixels in image sequences by
employing an ensemble of classifiers, each operating on a different feature type such as the three
RGB features, gradient magnitude and orientation features, and eight Haar features. These
thirteen features are used in an ensemble classifier where each classifier operates on a single
image feature. Each classifier implements a Mixture of Gaussians-based unsupervised background
classification algorithm. The non-thresholded, classification decision score of each classifier are
fused together by taking the average of their outputs and creating one single hypothesis. The
results of using the ensemble classifier on three separate and distinct data sets are compared to
using only RGB features through ROC graphs. The extended feature vector outperforms the
RGB features on all three data sets, and shows a large scale improvement on two of the three
data sets. The two data sets with the greatest improvements are both outdoor data sets with
global illumination changes and the other has many local illumination changes. When using the
entire feature set, to operate at a 90% true positive rate, the per pixel, false alarm rate is reduced
five times in one data set and six times in the other data set.
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CHAPTER 1
INTRODUCTION
There is a rapid increase in the number of cameras constantly running and monitoring daily
life. This growth is a trend that is not predicted to slow any time soon. Many of these cameras
are used for surveillance purposes. Typically there have been two approaches to processing this
data. The first is to have human observers monitor a remote location in real-time in order to
detect unwanted events. The other is to record the videos for forensic purposes in the event an
unwanted event occurs. Increasing computational capabilities are now allowing a third use for
this data: automated, real-time event detection.
Automated event detection is a broad description of some of the many applications of modern
surveillance systems. These systems may be used to autonomously identify a shoplifter in action,
locate a specific person, monitor highway traffic, build a behavior model of a scene, or report any
anomalous condition. A general framework for surveillance tracking systems is shown in Figure
1.1, where the first processes represent low level tasks and later processes represent high level
tasks. This work will focus on the low level task of foreground segmentation, which is highlighted.
Foreground segmentation is the process of deciding which pixels in a given frame belong to
scene’s foreground and which pixels belong to a scene’s background. This is a form of binary
Figure 1.1. Surveillance tracking system flowchart
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classification because a pixel either does or does not belong to the background. This process is
synonymously referred to as background classification and background subtraction.
Simple background subtraction thresholds a static model image from a current frame and
classifies the resulting pixels as foreground. Sophisticated background subtraction involves the
unsupervised learning of a background model based on previous image history. This learning can
occur at different rates, causing the adaptation to occur at different rates. The learning rate is
generally a function of the frame rate and domain knowledge.
Background classification is a critical step in surveillance tracking. A tracking system can only
be as reliable as the information it is provided, and if the foreground segmentation is performed
poorly then the high level tracker will be processing erroneous information.
Many issues plague background classifiers. A learning rate must walk the fine line of adapting
to objects that become a member of the background (such as a parked car), and recognizing a slow
moving object (such as a car parked at a traffic light). The example of handling both a parked
car and a waiting car may be mitigated by maintaining a less adaptive rate and relying on the
high level tracker to distinguish between the two. Other situations may not be ignored as easily.
Background classification algorithms are generally responsible for handling dynamic backgrounds.
Dynamic backgrounds represent regions in an image sequence that occasionally undergo change,
but not as a result of any interesting foreground object. Examples of these include swaying trees,
rippling water, and other regions that occasionally exhibit multimodal properties.
Arguably the most difficult dynamic background event to process is varying illuminations.
Because the brightness of a point on a surface is directly related to the illumination it receives
[1], a change in illumination will cause the intensity of a pixel to vary as well. With RGB and
gray intensity levels, this intensity change will appear to be a foreground object when in fact it
is the same background object only under different illumination.
Illumination changes happen either locally or globally. A global illumination change results
in every pixel in the image undergoing the same change in illumination. This is common in
indoor scenes when a light is switched, or during dusk and dawn in outdoor scenes. Because the
entire scene is undergoing the change, global illumination changes are often easy to detect. Local
illumination changes occur when only a specific region of an image undergoes an illumination
change. This commonly occurs with shadows and with directed light sources, such as a flashlight.
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(a) Simple Frame (b) Simple Frame Classification
(c) Difficult Frame (d) Difficult Frame Classification
Figure 1.2. Background classification using only RGB features
Local illumination changes are more difficult to handle because if the region is recognized as
foreground then it is likely to be processed by a high level tracker. This is because its shape can
be similar to other real world objects.
Illumination changes may also be gradual or sharp. Gradual illumination changes can be
handled by adaptive background modeling algorithms with few issues. Sharp illumination changes
will generally cause a classifier to fail for a period of time until it is able to adapt to the change.
If the sharp changes occur at a high enough frequency then multimodal modeling algorithms may
be able to overcome this occurrence.
Figure 1.2 shows classification on a frame with low dynamic properties, as well as a frame
from the same scene that has undergone an illumination change. After background subtraction,
many false positive pixels are present in the frame with the varying illumination. While the
performance in the simple frame is acceptable, it is not for the difficult frame.
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Difficulties with varying illumination conditions in background classification is one of the
motivating issues for this work. Most background classification algorithms either ignore the
problem, or apply a specific heuristic to a particular domain. It is the intent of this work to
examine whether training classifiers on different image features will allow a meta-classifier to be
more robust to difficult scenarios such as illumination changes and dynamic backgrounds, while
still handling the simple background classification scenarios. Heightened performance is desired
in general classification as well.
In this work a novel solution to background classification is presented where multiple back-
ground classifiers are used. These classifiers operate on features that include the standard RGB
intensities, gradient orientation, gradient magnitude, and eight separate Haar features. The re-
sults generated support the fact that this is a superior method to background classification if
computation demands are not considered. Using the approach described throughout the rest of
the paper offers a promising new direction in background classification in difficult environments.
In Figure 1.3, classification using the multiple classifiers algorithm presented in this paper
on the same two frames that were classified using RGB features in Figure 1.2 is shown. In the
difficult frame that is undergoing an illumination change it is seen that background subtraction
yields much better classification results. Performance in both frames are acceptable, which was
not the case using only RGB features.
The remainder of the thesis is organized as follows: In Chapter 2 related works to this paper
are discussed. Section 2.1 discusses the early approaches to background classification, Section
2.2 discusses recent methods of background classification, Section 2.3 explains work that focuses
on illumination issues in background modeling, and Section 2.4 discusses ensemble methods. In
Chapter 3 the features that the separate classifiers use are described. Section 3.1 overviews
the use of gradient features, Section 3.2 describes the Haar features, and Section 3.3 discusses
the use of alternate color spaces in background classification. Chapter 4 details the algorithm
used for background subtraction in this paper. Section 4.1 describes the changes made to the
Mixture of Gaussians algorithm, and Section 4.2 discusses the method used for fusing the ensemble
of classifiers. Chapter 5 contains the results from using the ensemble algorithm. Section 5.1
describes the methodology for generating the comparative results, Section 5.2 discusses the data
sets used, and in Section 5.3 the parameter space of the algorithm is discussed. In Section 5.4
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(a) Simple Frame (b) Simple Frame Classification
(c) Difficult Frame (d) Difficult Frame Classification
Figure 1.3. Background classification using ensemble classifier
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comprehensive results using ROC graphs are provided. Chapter 6 concludes this work, where
Section 6.1 contains a summary of the work, Section 6.2 discusses future work, and Section 6.3
provides final thoughts.
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CHAPTER 2
RELATED WORKS
2.1 Early Work in Background Modeling
Because of the computational demands that dynamic background modeling incurs, progress in
the field has mainly been over the past decade, paralleling the explosion of faster computers. Prior
to the current robust models, simple background estimation was performed where the background
was assumed to be static. In these schemes an algorithm similar to the one in Equation 2.1 was
used, where B(p) is the estimated background pixel value at pixel p, n is the number of frames
used to build the background model, and It(p) is the value of pixel p at time t.
B(p) =
n∑
i=0
It(p)
n
(2.1)
For a future frame t, pixel p is then predicted to be foreground (FG) or background (BG)
based on Equation 2.2, where τ is the threshold (typically set around 50).
if |It(p)−B(p)| ≥ τ then FG else BG (2.2)
The largest advantage of this technique is that it is fast and has very low memory requirements
because the images may be deleted after the average is calculated. The major problem with such
an algorithm is that it does not adapt to its environment, and it does not have the ability to
detect dynamic background regions. The failure to adapt is eliminated if a running average is
taken instead. The running average uses a learning rate α (where 0 < α < 1), and updates the
background model with a new frame Inew using Equation 2.3:
Bnew(p) = α · Inew(p) + (1− α) ·Bold(p) (2.3)
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Updating the background image via Equation 2.3 offers a solution to not having an adaptive
background. However a major problem still exists because the algorithm still relies heavily on τ .
A poor selection of τ will either result in many false positives or false negatives. One solution
that eliminates the usage of the rather arbitrary threshold τ is using a Gaussian distribution to
model each pixel instead of merely the mean or running average, as is demonstrated in [2, 3].
Because a pixel is modeled as a Gaussian distribution, foreground detection is based on a frame’s
current pixel value against the variance.
if |It(p)−B(p)| ≥ σ · k then FG else BG (2.4)
In Equation 2.4, now τ = σ · k, where k is some constant, typically around 2. Because the
threshold is directly related to the variance the equation is able to adapt to its environment.
In [4] (one of the most influential papers in background modeling), Stauffer et al. first proposed
modeling the background as a combination of multiple Gaussian distributions. This algorithm
is referred to the Mixture of Gaussians algorithm. Each pixel p is modeled with a group of K
Gaussian distributions for each of the red and green color components of p (It is assumed that
the blue color component is ignored due to its poor reception in human vision), where K is a
heuristic value generally set between the values of 3 and 5. The algorithm is first initialized,
where a series of image frames are used to train each pixel by clustering the pixel’s observed
training values into K sets using simple K-means clustering [5]. For each set k ∈ K, the mean
(µk) and variance (σ2k) are computed to parameterize the corresponding Gaussian distribution.
Because there are multiple distributions for a single pixel, each distribution k is initially weighted
such that w(k) = ||k||||K|| . There is a future constraint that
K∑
k=1
w(k) = 1
which, holds initially as well.
When a new image is processed for segmentation, a pixel is considered to match a particular
distribution if the pixel’s value is within 2.5 standard deviations, where 2.5 is a heuristic that
may change based on a particular domain. So with K Gaussian distributions, and a pixel history
for some pixel p = It(x, y) at time t being {X1...Xt}, the probability of observing the pixel Xt is:
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P (Xt) =
K∑
k=1
wt(k) · η(Xt, µk,t,Σk,t) (2.5)
η(Xt, µ,Σ) =
1
(2pi)
n
2 |Σ| 12
e−
1
2
(Xt−µt)TΣ−1(Xt−µt) (2.6)
where η is the Gaussian density function shown in Equation 2.6.
As incoming images are processed each distribution matched is updated based on the pixel’s
value, a learning rate α, and the probability the new pixel belongs to the distribution, as seen in
Equations 2.7, 2.8, and 2.9.
µt = (1− ρ) · µt−1 + ρ ·Xt (2.7)
σ2t = (1− ρ) · σ2t−1 + ρ · (Xt − µt)T · (Xt − µt) (2.8)
ρ = α · η(Xt|µk, σk) (2.9)
The mean and variance of unmatched distributions remain the same. The weights of every
distribution are updated based on Equation 2.10, where Mt(k) is 1 if distribution k is matched
at time t, and 0 otherwise.
wt(k) = (1− α) · wt−1(k) + α ·Mt(k) (2.10)
In order to determine if the pixel is a member of the background or foreground, the sum of
each matched distribution’s weight, β, is calculated. If this value is greater than the threshold T ,
then the pixel is classified as a member of the background, otherwise it is classified as foreground.
The value for T is typically around 0.2.
The novelty of the approach in [4] at the time it was presented greatly affected the future
progress of background modeling. This is because by using a mixture of distributions, the algo-
rithm can handle dynamic background events as well as gradual illumination changes. Previous
algorithms failed to make this guarantee.
The parameter space used in Mixture of Gaussians background modeling is characterized
and evaluated by Atev et al. in [6]. The effects of setting α and β, using various covariance
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representations, and various color spaces were explored in order to understand the effects of
altering the parameters.
In [7], Gordon et al. used a Mixture of Gaussians along with depth information from a stereo
vision system. Adding the depth component demonstrated more effective results in regions with
many foreground objects, but the use of this algorithm is contingent on the implementation of
a stereo vision surveillance system. Similarly, in [8], depth information generated from a stereo
vision system is used with a Mixture of Gaussians model by Harville. In this method Harville et
al. use YUV color space in order to make the algorithm more illumination invariant. Also the
learning rates for each pixel are dynamic in order to allow pixels to adapt at different rates based
on the unique characteristics that the pixel observes.
First proposed by Karmann et al. in [9] and later by Ridder et al. in [10], using a Kalman filter
[11] to model the background is another popular method of performing background classification.
A Kalman filter is a recursive estimator that makes a predication on a future state of a variable
based on previous state information and noise estimation. When used in background estimation
each image pixel is modeled with a Kalman filter. A key advatage of a Kalman filter is its ability
to handle slow illumination changes. Because it recursively updates itself and accounts for noise in
the estimations, slow illumination changes are seamlessly incorporated into the filter. The failings
in a Kalman filter approach to FG/BG segmentation is its ability to handle sharp illumination
changes. The problem is that in order to handle sharp illumination changes one must increase
the gain on the filter, because increasing the gain allows for a more rapid update. According to
[10], when the gain is increased it is not possible to stop foreground objects from being rapidly
adapted to by the filter and becoming modeled as background. So the Kalman filter alone has
no ability to distinguish between sharp background changes and foreground objects.
Based on the equations used in [9] and [10], the procedure for using a Kalman filter in
background modeling is as follows. A pixel p is classified as foreground if |I(p)− sˆt(p)| > τ , where
τ is the threshold and sˆt is the Kalman filter prediction at time t. sˆt is generated using Equations
2.11, 2.12, and 2.13. Both α and β are learning rates, where α < β in order to update the filter
less when a foreground outlier is present.
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sˆt(p) = sˆt−1 +K(p, t) · (It(p)− sˆt−1) (2.11)
K(p, t) = α ·mt−1(p) + β · (1−mt−1(p)) (2.12)
if Ii(p) = FG then mi(p) = 1 else mi(p) = 0 (2.13)
When we have a small number of images for background modeling, the use of a frame dif-
ferencing algorithm is common [12]. In frame differencing, the difference between two adjacent
frames is used to determine the presence of foreground, as seen in Equation 2.14. Again, the ad-
vantage of this algorithm is that it is able to operate on a limited amount of data. Shortcomings
lie in the fact that the size of the detected foreground regions will be too large, large holes may
exist inside of objects, and dynamic background detection is difficult.
if |It(p)− It−1(p)| ≥ τ then FG else BG (2.14)
Toyama et al. describe the Wallflower framework in [13], which performs background sub-
traction in three separate phases: at the pixel level, region level, and frame level. The pixel levels
uses a Wiener filter to predict future intensity value of the pixel. If this differs beyond a thresh-
old then the pixel is considered a member of the foreground. This approach is similar to using
a Kalman filter for background classification. The region level incorporates spatial information
from neighboring pixels into each pixel’s classification. The frame level is used to incorporate a
multi-modal property into the framework. Multiple pixel models are used to handle the different
modes each pixel has observed. These modes are defined using K-means clustering over a training
period.
2.2 Modern Techniques in Background Classification
In [14], Zhang et al. build on the work done by Stauffer in [4], and the work by Hou and Han
in [15]. They use the same K-means clustering of adaptive Gaussians to model the background.
Their technique varies in that the initialization of the Guassians is performed based on the
assumption that a pixels background value will always be more frequent then a pixels foreground
value. Using this assumption the Gaussians are built around an initialization image set. As
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each frame is processed a pixel’s value is used to update its Mixture of Gaussians based on its
similarity to each Gaussian.
In [16], Shimada et al. propose an improvement to the Mixture of Gaussians framework,
where the number of distributions may increase or decrease throughout tracking. The algorithm
is highly similar to the one in by Stauffer and Grimson in [4], where the key difference is the
addition of steps that decide on whether or not to add or remove a Gaussian. A new distribution
is added if no current distribution matches the current pixel value. A distribution is removed
when its weight decreases below an heuristic threshold. Also two distributions will be combined
if the difference of their means are below a certain threshold. One of the most significant benefits
demonstrated by this technique is improving the runtime. A direct relation was shown between
the computation time and the number of Gaussians. By modulating the number of distributions
an optimal number will always be used, ensuring a minimal amount of computation.
A specialized Kalman filter is used by Gao et al. in [17] to model the background. The
background is modeled based on small regions instead of a pixel based model. This is based on
the assumption that illumination changes and noise are identical to pixels within a region. The
parameters of the Kalman filter are predicted by a recursive least square (RLS) filter. The use
of a RLS filter allows for proper parameterization of the Kalman filter in various illumination
conditions.
Messelodi et al. propose a Kalman filter that is able to handle sharp, global illumination
changes in [18]. This is detected by performing a ratio comparison between each pixel to the
background models value. For each pixel p, the value It(p)/K(p) (where K(p) is the Kalman
predicted value at pixel p) is placed in a histogram. If the peak of the histogram does not lie
near 1 then a sharp illumination change is considered to have occurred. This approach was
demonstrated to have highly satisfactory results in recognizing the sharp illumination changes.
The major drawback of this technique is that it does not successful handle dynamic background
regions, such as moving leaves.
In [19], Wang and Suter propose a background model using consensus methods, which essen-
tially stacks separate background models that each use a largely disjoint set of parameters. In
the paper these parameters are the separate color components in RGB, though any other pixel
property could be used instead. A three phase procedure is used to generate the background
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model. Initially, for K frames, an adjacent frame difference algorithm is used to segment the
foreground and background pixels. In the next phase a framework called SACON (Sample Con-
sensus) is used to determine if any pixels that were initially considered foreground actually belong
to the background. The input to SACON is the K images, a timeout map (TOM) which contains
consecutive foreground detection amounts for each pixel, and the locations of pixels labeled as
foreground. Using this data SACON outputs a reduced amount of foreground pixels. In the
final phase holes inside foreground regions are investigated. The sole method of updating the
background model after these three phases is via the TOM. While a TOM works well for newly
inserted background objects, it has been proven to be poor to adjust to gradual changes. This
background model also does not develop a statistical distribution for the perceived background,
instead the only data maintained regarding the background is data from the initial set of images.
In [20], Avidan performs FG/BG segmentation using an ensemble of background classifiers.
This work has a strong resemblance to the work proposed for this paper in the fact that it
seeks to combine the output of multiple classifiers into one single hypothesis. The ensemble
of classifiers strictly uses weak classifiers, and combines the outputs using the AdaBoost [21]
ensemble algorithm. While we will refer to our task of FG/BG segmentation as background
classification, in [20] the term classification is used in a far more literal sense. This is because
classifiers are explicitly trained on labeled data. This labeled data is in the form of the initial
location of a foreground object, which must be manually passed in. Using this initial object and
a series of images, the algorithm generates k weak classifiers. At the next frame i each classifier
is used to generate a confidence map of where the foreground object is located. Together with a
mean shift algorithm, the location of the foreground object in frame i is used to retrain a new
set of k classifiers which will be used in frame i+ 1. This process repeats itself for all images.
The technique used by Avidan in [20] is the only work found that explicitly uses an ensemble
of background algorithms for FG/BG segmentation. It is a far more limited approach to the one
proposed in this paper because it is reliant on a manual initialization of a foreground object, and
it only considers foreground and background distinction based on this foreground object. This
means only one object may be recognized as foreground at a time. This approach has serious
advantages when attempting to track a specific foreground target, though it limited to this type
of tracking.
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Segmenting images through the concept of image layers is a popular approach to binary
segmentation, where the layers represent different planes or object groups in an image Typically
many layers will represent both the foreground and background. A foreground layer is generally
considered a layer that has spatiotemporal change.
Criminisi et al. perform background classification using image layering in [22]. A probabilistic
approach is used where the motion, color, and contrast are combined with the spatial and temporal
priors. This use of motion cues is generally a limiting feature due to the computational demands,
however the algorithm presented is able to run in real-time because the actual pixel velocities are
never computed. Instead a binary motion value is assigned to represent the presence or absence
of motion.
In [23], Patwardhan et al. present an automated method of pixel layering. The algorithm has a
long initialization step followed by a simpler detection process. T frames are used in initialization.
The first frame is segmented using the following procedure. The maximum of the histogram of
the gray level pixel intensities, hmax is found, and all pixels whose gray levels are within hmax±ρ
are added to the initial layer, where ρ is derived from the image covariance matrix. A sampling
of the about 10-20% of the image is used to perform a Kernel Density Estimation (KDE), which
generates a probability density function for the initial layer based on a pixel’s feature vector (in
this case RGB features are mapped to the space presented in [24], which is discussed further in
Section 2.3.). Based on the KDE probability, the image pixels are reassigned to the layer, which
is called the refinement step. The sampling and KDE continues until the initial layer stabilizes.
The previously extracted layer is suppressed from the initial histogram and this process of layer
extraction continues until a Kullback-Leibler divergence states the most recent extracted layer
was not meaningful. The rest of the images are processed using the previous layers and starting
at the refinement step.
Once the image set is layered from the initialization, future frames are able to be processed.
In order to incorporate spatial information, a w × w ×M window is used for each pixel, where
M is the the amount of previous frames being considered, and w is the amount of pixels in the x
and y direction considered for spatial information. For each layer that exists in this window, the
KDE is used to generate the probability that pixel p belongs to the layer, as well as the layer of
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outliers which comprises the foreground. Depending on the layer classification, the pixel is then
classified as foreground or background.
Optic flow [25] has been used for image segmentation as well. In [26], Zucchelli et al. cluster
motion fields in order to recognize image planes. While these planes are not applied to foreground
segmentation, the step is highly intuitive given the planes recovered. The use of motion in image
segmentation has been gaining traction recently because of new hardware implementations that
are able to calculate flow in real-time. This represents an exciting avenue for future research
using this additional feature.
In [24], motion is used directly for background subtraction. Kernel Density Estimation [27] is
used to model the distribution of the background using five dimensional feature vectors. Based
on this distribution classification is performed based on thresholded probabilities of instances
belonging to the background distribution. The feature vectors consist of three dimensions from
color space intensities, and two from optic flow measurements (which consists of the flow mea-
surements and their uncertainties). This algorithm performed extremely well when compared to
Mixture of Gaussian models.
2.3 Illumination Considerations
Many approaches have been used for illumination invariant background classification. One
reason for poor FG/BG segmentation in varying illumination is because most tracking systems
rely on color from RGB color space, which is highly variant to illumination changes. Because
grayscale color space is a linear transformation from RGB the same problem exists. A common
solution is the non-linear mapping of RGB color to another color space that is less illumination
invariant.
Many color conversions that claim to be illumination invariant have been proposed. Theo-
ritically, the hue component of HSI color space and the luma commponent (Y) of YCbCr color
space are illumination invariant, however in practice this is not typically the case (see Section
3.3). In [24] Mittal and Paragios use a color mapping of RGB → rgI (where I = (R+G+B)/3,
r = 3R/I, and g = 3G/I) due to claimed illumination invariance under certain conditions. Ex-
perimentation performed in this work using this color space failed to observe such illumination
invariant conditions, though this is not to say they do not exist. In [28], Gevers and Smeulders
15
present the color space in Equation 2.15 as another illumination invariant color space. A further
discussion of the observed failures using these alternate color spaces can be found in Section 3.3.
l1 =
(R−G)2
(R−G)2 + (R−B)2 + (G−B)2
l2 =
(R−B)2
(R−G)2 + (R−B)2 + (G−B)2 (2.15)
l3 =
(G−B)2
(R−G)2 + (R−B)2 + (G−B)2
Illumination changes often cause errors in background segmentation because when illumina-
tion changes are sharp the pixel intesity value will vary considerably. When these changes are
not global and isolated in time, careful color space analysis is often used to prevent these illumi-
nation changes being improperly classified. In [29], Horprasert et al. perform segmentation into
four separate pixel classes: normal background, shaded background, highlighted background, and
foreground. This is accomplished by statistically modeling each pixel based on its chromacity κ
(Equation 2.18) and brightness α (Equation 2.17), where, over an observed initialization period,
µR(p) is the mean value for the red color channel at pixel p, σG(p) is the variance over the period
for the green color channel, and IB(p) is the current value pixel p.
αp = argmaxα
[(
IR(p)−αp·µR(p)
σR(p)
)2
+
(
IG(p)−αp·µG(p)
σG(p)
)2
+
(
IB(p)−αp·µB(p)
σB(p)
)2]
(2.16)
=
(
IR(p)·µR(p)
σ2
R
(p)
+
IG(p)·µG(p)
σ2
G
(p)
+
IB(p)·µB(p)
σ2
B
(p)
)
([
µR(p)
σR(p)
]
+
[
µG(p)
σG(p)
]
+
[
µB(p)
σB(p)
]) (2.17)
κp =
√(
IR(p)−αp·µR(p)
σR(p)
)2
+
(
IG(p)−αp·µG(p)
σG(p)
)2
+
(
IB(p)−αp·µB(p)
σB(p)
)2
(2.18)
This model is best understood by considering pixel color values as a vector in a three dimen-
sional space, where the red, green and blue color components are the different dimensions. For
any intensity value I(p), changing only the brightness of that color will result in a new intensity
I ′(p), where I ′(p) = α · I(p). In other words, the new vector I ′(p) is the same underlying color
as I(p), only its intensity has changed based on the radiance of the pixel under the illumination
condition. If the chromacity (color) of the pixel has changed to I ′′(p), however, then κ represents
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the shortest Euclidean distance from the value I ′′(p) to the line that represents the vector I(p).
This means the chromacity distance is based only the color of the pixel and not the illumination.
When a new pixel is processed by the algorithm from [29], the distance κ and scale α are
computed based on the expected value of the pixel from the initialization period. When κ
surpasses a threshold the pixel is classified as foreground based on the fact that the color has
significantly changed. Otherwise the pixel is labeled as normal background, shaded background
or illuminated background based on α. This algorithm does not update the expected values
generated over the training period. This change could easily be applied where the mean and
variance of the pixels are updated using learning rates similar to the methods in [4]. The method
presented also performs an automatic threshold selection based on histogram analysis, making
the method non-parametric.
In [30], Xu and Ellis use Mixture of Gaussian background modeling by mapping the RGB color
components into a more illumination invariant color space. Denoting a RGB pixel as pRGB =
< pR, pG, pB >, a mapping is performed such that pRGB → prgb, where prgb = < pr, pg, pb >,
and pi = pI/
√
p2R + p
2
G + p
2
B for i{r, g, b} and I{R,G,B}. Using this color space resulted in a
claimed higher performance when classifying background pixels in image sequences with varied
illumination.
One promising technique for background modeling with illumination invariance is using image
gradient information as features for background classification. One of the earliest applications
of using gradient features for background subtraction was by Jabri et al. in [31]. In this work
results are shown using tracking on indoor image sequences. The background is simply modeled
using the mean and variance the features set (RGB and gradient magnitude).
In [32], Javed et al. use a five dimensional feature set containing RGB, gradient magnitude and
gradient direction for background subtraction. The RGB features are processed using a Mixture
of Gaussians algorithm, and the hypothesis is then augmented with information taken from the
image gradients. Results are shown to improve in an indoor sequence with varied illumination.
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2.4 Ensemble Methods
Ensemble algorithms use the results of several separate algorithms in conjunction. Originally
proposed by Dasarathy and Sheela in [33], the concept of ensemble systems is that by using
multiple models instead of one there is a greater chance in a more robust model.
The earliest published use of ensemble systems in classification and machine learning was by
Dasarathy and Sheela in [33], where the merit of using a composite of classifiers was discussed.
Because the search space of a particular problem was too large, it was partitioned so that separate
classifiers could operate on each space. The results of each classifier was then merged together to
create a single result.
In [34], Schapire proves that weak learners are equivalent to strong learners by introducing
boosting. Weak learners are considered algorithms that predict better, but only slightly better,
than random guessing. Strong learners are considered polynomial time algorithms that achieve
low prediction error on all available classes. This paper represented some of the earliest research
on ensemble learning and proved that an ensemble of weak learners can be just a powerful as a
strong learner.
In general, there are two separate types of ensemble learners: ones that combine models from
the same set of data, such as bootstrap aggregation (bagging) [35], boosting [34] or AdaBoost
[21], and those that build separate classifiers using either different algorithms or disjoint feature
sets. This work will be concerned with the later of the two because the goal is to overlap the
biases of each feature. The first use of combining unique classifiers was by Wolpert in [36], and
was referred to as Stacked Generalization, though now commonly referred to as stacking. The full
implementation of a stacking algorithms involves many separate training periods using labeled
training data and cross-validation. This entire procedure would not be reasonably applied to
the combination of background classifiers, but the general concept is highly applicable. Another
ensemble method for combining unique algorithms is called a mixture of experts [37]. A mixture
of experts is similar to stacking except the outputs of each classifier are then used as inputs to
another sophisticated algorithm, such as a neural network.
An ensemble classifier consists of two key steps: generating the output from many separate
classifiers, and combining that output into one single output. We mentioned that the mixture of
experts algorithm often uses neural networks to combine classifier results. There are many more
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methods commonly used, most of which are considerably less sophisticated. One popular method
is called majority voting [38]. In majority voting each classifier is given one vote towards the final
output of the ensemble, and the output typically will be the majority of all votes. Majority voting
is simple and intuitive. Its main limitation is that it is not able to overcome the output of possible
noisy classifiers within the ensemble. This limitation is overcome with a weighted majority voting
[38], where the name adequately implies to technique. By adding weights to individual classifiers
based on their performance, poorly performing classifiers can be restricted to a limited input.
This technique requires feedback for the performance of the ensemble’s algorithms, which is often
generated using validation data. A futher anaylsis of classifier fusion will be provided in Section
4.2.
In [39], Siebel and Maybank used a fusion method in object tracking, however the frame
worked presented was targeted towards understanding higher semantics in image sequences than
just background classification. Instead, hypotheses were generated for the presence of people using
shape detection, previously detected regions, and foreground information. For this reason there
work differs significantly from the work in this project. Their work uses a fixed, and complex,
fusion strategy that is not considered applicable to our task.
In [40], Kittler et al. combine different classifiers for classification with multiple classes.
In [41], Kuncheva evaluates binary classification using classifier fusion. These papers compare
results of the fusion rules such as min rule, max rule, average rule, product rule, median rule, and
majority voting. In [42], Ho et al. use multiple classifiers to rank the likelihood for each class.
These rankings are then reduced and re-ranked by a fusion function that generates a final class.
If binary classification were performed then the method is similar to majority voting.
In [43], Ross and Jain discuss many different fusion techniques for biometric classifiers. Be-
cause biometric classification typically involves a vast number of classes, a single noisy feature
measurement or a classifier bias may cause incorrect results. Methods of fusing both multiple
features sets and multiple classifier decisions are presented. The most success was found using
the sum/average rule, which agrees with the results in [40].
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CHAPTER 3
FEATURES
Standard bitmaps store a three dimensional vector of features per pixel: red, green, and blue
intensity values. In this work the number of features per pixels will be increased through non-
linear transformations in order to provide separate feature biases of the scenes being observed.
A summary of the image features that will be used in this work can be found in Table 3.1.
Using these features gives a total of 13 features per pixel. Each of these features will be used by
a separate classifier that only has knowledge of its respective feature.
3.1 Gradient Features
Gradient features are used to detect edges and peaks over intensity changes in images. For the
background classifiers, each pixel in the image frame will be characterized by the non-thresholded
values from the magnitude and orientation values of the Canny edge detector [44]. Using these
two features will offer advantages and disadvantages not found using only RGB features. A major
advantage is found under varying illumination. In Figures 3.3(g) and 3.3(h), a comparison of the
gradient magnitude of the same scene with different illumination conditions shows that gradient
magnitude remains largely invariant to the illumination change. This property will allow our
classifier to be more robust to varying illumination conditions.
One disadvantage of using the gradient magnitude is that foreground objects with homoge-
neous intensities will not appear to change for the classifier in the inner areas of the object. This
fact leads to a important point about the features being used. Individually, these features do not
offer a significant enough representation of the scene for a classifier to make accurate predictions.
Instead, the combination each of these lesser tracking features are assumed to provide a higher
representation of the image space when used in an ensemble.
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Table 3.1. Features used in classifier ensemble
Feature Source Spatial Min Value ab Max Value
Red Intensity CCD/Bitmap No 0 255
Green Intensity CCD/Bitmap No 0 255
Blue Intensity CCD/Bitmap No 0 255
Gradient Magnitude Canny Edge Detector Yes 0 255
Gradient Orientation Canny Edge Detector Yes 0 pi
Haar Feature 1 Haar Wavelet Yes −w2 · h · 255 w2 · h · 255
Haar Feature 2 Haar Wavelet Yes −w · h2 · 255 w · h2 · ∗255
Haar Feature 3 Haar Wavelet Yes −w3 · h · 255 2w3 · h · 255
Haar Feature 4 Haar Wavelet Yes −w2 · h · 255 w2 · h · 255
Haar Feature 5 Haar Wavelet Yes −w · h3 · 255 w · 2h3 · 255
Haar Feature 6 Haar Wavelet Yes −w · h2 · 255 w · h2 · 255
Haar Feature 7 Haar Wavelet Yes −w3 · h3 · 255 8 · w3 ∗ h3 ∗ 255
Haar Feature 8 Haar Wavelet Yes −2 · w2 · h2 · 255 2 · w2 ∗ h2 ∗ 255
aw is the width of the Haar window
bh is the height of the Haar window.
3.2 Haar Features
Haar wavlets provide an easily computable set of features that represent the difference between
image intensities over a region. The emergence of Haar features in pattern recognition began
with Papageorgiou et al. in [45],[46]. One of the most prominent works to use Haar features
was by Viola and Jones in [47], in which a framework for real-time face and object detection is
demonstrated. This remains the standard in current face recognition technology.
Haar features are particularly desirable because they are fast to compute. The key cost in
using Haar features is generating the integral image. This requires an entire pass of the image
using the algorithm in Equation 3.1, where IN(px,y) is the value of the integral image at pixel
px,y. Once the integral image is computed, the value of a Haar rectangle may be computed using
only four references to the integral image.
IN(px,y) =
∑
x′≤px,y′≤py
I(px′,y′) (3.1)
The 8 Haar features used in the work are derived from [48] and [45]. These Haar features are
shown in Figure 3.1. When computing the Haar features, the black regions represent negative
values, and the white regions represent positive regions. The integral image is easily computed
using the equation from [48], which is shown in Equation 3.2. Once the image is computed,
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Figure 3.1. Set of Haar features being used
Figure 3.2. Illustration of equation to compute Haar value
the value of a box is computed using Equation 3.3, which is illustrated in Figure 3.2. In the
illustration, the points represent different values of the integral image. A HaarBox is any of the
black and white regions within the Haar features shown in Figure 3.1.
IN(px,y) = IN(px,y−1) + IN(px−1,y)− IN(px−1,y−1)− I(px,y) (3.2)
HaarBox = IN(x, y) + IN(x+ width, y + height)− IN(x, y + height) + IN(x+ width, y) (3.3)
An example of how the value for a particular Haar feature is computed will now be shown.
Suppose that Haar Feature 1 is to be computed at point x = 20, y = 20, using a 12x12 sized
window. First the values of the boxes that define the feature are computed. As seen in Figure
3.1, one box covers the left half of the window and the other box covers the right half. For box
on the left half the boundaries of the box are: left = 14, right = 20, top = 14,bottom = 26. For
the box on the right half the boundaries of the box are: left = 20, right = 26, top = 14,bottom
= 26. Using the integral image from Equation 3.2, the value for the left box (Vl) is computed
using Equation 3.3: Vl = IN(20, 26) + IN(14, 14)− IN(14, 26)− IN(20, 14). The value of the right
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box (Vr) is: Vr = IN(26, 26) + IN(20, 14)− IN(20, 26)− IN(26, 14). So the value of Haar Feature
1 at point x = 20, y = 20 will be Vl − Vr.
3.3 Alternate Color Spaces
It is common in tracking algorithms for alternate color spaces to be used, generally due to
their claimed illumination invariance. This work does not plan to use alternate color spaces,
such as those mentioned in Section 2.3, primarily because illumination invariance has not been
observed using alternate color spaces.
In [28], an evaluation of various color spaces is performed to determine which are invariant
to illumination changes. In this paper it is claimed that hue is invariant to illumination changes,
however the images in Figures 3.3(c) and 3.3(d) show that this is not necessarily the case. Because
hue is represented as an angle θ : θ ∈ [0, 360), each pixel p in the two hue images in Figures 3.3(c)
and 3.3(d) maps θ to p according to Equation 3.4. Of course, in this representation values for
θ = 0 and θ = 355 will have two highly different pixel values, when the circumferal distance
is very small. However, for the purposes of this visualization that inaccuracy does no matter
because the change in hue from the illumination change is clearly not because of this. Figures
3.3(e) and 3.3(f) show that the luminance component of YCbCr also exhibits significant changes
under varying illumination.
pθ = 255 ∗ θ360 (3.4)
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(a) Original Image, no shadow (b) Original Image, shadow
(c) Hue Image, no shadow (d) Hue Image, shadow
(e) Luma from YCbCr, no shadow (f) Luma from YCbCr, shadow
(g) Gradient Magnitude, no shadow (h) Gradient Magnitude, shadow
Figure 3.3. Effects of varying illumination on different features
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CHAPTER 4
MULTIPLE CLASSIFIER ALGORITHMS
In this work a series of Mixture of Gaussian classifiers are used for each pixel. Each classifier
will process one data feature and generate a hypothesis for the frame based on that features
value. The hypotheses from each classifier are then fused into a single hypothesis for that pixel.
A diagram of this algorithm may be seen in Figure 4.1.
In this work some changes to the original Mixture of Gaussians are proposed, which are
discussed in Section 4.1. In Section 4.2 a description of the possible classifier fusion techniques
is presented. Using this framework will yield an unsupervised ensemble learning algorithm for
classification of foreground pixels in image sequences.
4.1 Changes to Mixture of Gaussians Algorithm
The details of the Mixture of Gaussians algorithm were discussed in Chapter 2. The classifiers
used in this work adhere to Stauffer’s original Mixture of Gaussians algorithm, with the exception
of a few changes. These changes are proposed to offer more generality to the algorithm as well
as faster training times.
4.1.1 Variable Number of Distributions
The first change presented is having a variable number of Gaussian distributions per pixel,
which is similar to the method used in [16]. In [4] Stauffer and Grimson used a fixed number
of Gaussians per pixel. This number, K, is generally between 3 and 5. When a new instance
occurs that is not matched by any Gaussian, the distribution with the lowest weight was replaced
by a new distribution centered on the new instance. This approach generally works because as
long as K is greater than or equal to the number of distributions each pixel actually observes
over a period of time there will be enough distributions to match the processes. If the number
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Figure 4.1. High level few of ensemble algorithm
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of distributions observed exceeds K then a behavior similar to trashing in operating systems will
occur.
In this work each pixel begins with one distribution. When an new value occurs that does
not a match a distribution, a new Gaussian is created and added to that pixel. Periodically the
weight of the distributions at each pixel are checked, and distributions are removed if their weight
is less than the learning rate α.
Using a variable number of distributions per pixel allows each pixel to characterize the multi-
modality of its observed region based on observations and not a predefined heuristic value. The
computational overhead is minimal when each pixel stores its distributions in a linked list.
4.1.2 Training
In order initialize the Gaussian distributions used in the Mixture of Gaussians algorithm
a series of training frames are used to provide an initial characterization of the scene. This
generally requires clustering the observed values from each cluster into K distributions. Unless a
convergence of clusters occurs rapidly, clustering is computationally expensive - which means the
model may not be trained in real-time. A further problem to the standard initialization is that
if a pixel’s observed training values are from a region that remained static through the training
frames (i.e. only one cluster actually exists), that pixel’s values will still be partitioned into K
clusters.
The training method for the Mixture of Gaussians algorithm in this work is a more simplified
approach that is enabled by the fact that the number of Gaussian distributions used is variable.
Using a smaller number of training frames (less than 25), the mean of each of these pixels are
calculated and a single distribution is created for that pixel using the mean calculated and a fixed
variance, typically around 102 (a fixed variance is used because of regions that may have changes
in their training data, causing an abnormally high variance). For static regions this approach
is more robust in terms of initial accuracy and speed. For regions that observe change over the
training frames the speed of this approach outweighs the initial lack of accuracy.
One reason this approach works is that Mixture of Gaussians is an adaptive algorithm. Ini-
tially setting only one distribution for a pixel does not have a long term impact because as other
modes present themselves to that pixel new distributions will be added. Because the mean and
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variance are able to adapt, an initial mean and variance that are inaccurate will become corrected
after a short period of frames.
4.2 Classifier Fusion
As each frame is processed, and each classifier makes its predication as to whether each pixel
is a member of the background or foreground, those predications must be merged into a single
prediction. Because this algorithm is an unsupervised learner, i.e. there is no labeled training
data or user feedback, traditional ensemble algorithms such as bagging and boosting are not
possible. Instead classifier fusion approaches will be used.
Three main fusion techniques will be considered in this work, both taken from [40],[41]. These
are the max rule, the average rule, and the majority vote rule. In [41] it was shown that for binary
classification the max rule classifier combination is the same as the min rule, and that majority
vote is the same as median rule, which is why they are not being directly considered.
If K classifiers exist, then (because P (FG) = 1−P (BG) for the two classes) the meta decision
rules are found in Equation 4.1 for the max rule, Equation 4.2 for the average rule, and Equation
4.3 for the majority voite rule. In the equations, Ci is the ith classifier in the ensemble, and
P (BG|Ci) is the background probability predicted by classifier i. In Equation 4.3, the output of
Fi(x) is 0 if P (x|Ci) < .5, and 1 if P (x|Ci) >= .5, where x ∈ BG,FG.
argmax
x∈{BG,FG}
[
argmax
i
(P (x|Ci))
]
(4.1)
argmax
x∈{BG,FG}
[
1
K
K∑
i=0
P (x|Ci)
]
(4.2)
argmax
x∈{BG,FG}
[
K∑
i=0
Fi(x)
]
(4.3)
It is important to note that the use of max rule combination and median rule combination are
possible because the classifiers being used are able to generate probabilities of class membership.
This is because their decisions are both based on thresholding functional outputs which represent
a degree of membership. Contrarily, if a classifier only generated a binary decision then majority
vote would be required.
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In both [40] and [41], the average rule was shown to be the most effective fusion technique.
Basic observations yield no key differences between the three when fusing the classifiers in this
work. Because of this the average rule was used for classifier fusion in this work.
29
CHAPTER 5
RESULTS
5.1 Methodology
In order to evaluate the results of the proposed meta-classifier, a comprehensive method of
comparing the outputs from the classifiers must be used. Each classifier outputs a per pixel
hypothesis indicating whether that pixel is a member of the foreground or some background
process. A high level tracking system would receive these pixels, cluster them into blobs, and
process them for a higher level semantic.
Classifiers in this work will be evaluated based on their ratio of true positive to false positive
classification. Using these measurements allows for a receiver operating characteristics (ROC)
graph. ROC graphs are highly expressive, and provide a visualizable comparison of multiple
classifiers’ performances. ROC graphs are more ideal with classifiers that generate a class prob-
ability or degree of membership [49], which the Mixture of Gaussians does by varying the β
threshold parameter. Another benefit of using ROC graphs is that the results are invariant to
the distributions of classes [49], which is not the case using metrics such as precision and recall
[50].
In one method of evaluating the classifier true positive results would be based on its per pixel
accuracy, however some problems exist using this method. One major problem with a per pixel
evaluation criteria is that the true positive results may be misleading. Consider, for example, a
scene with two foreground objects x and y that each occupy the same number of image pixels. If
Classifier A correctly classifies all the pixels of object x as foreground and incorrectly classifies all
the pixels of object y as background, then it will have 50% true positive rate for that frame. If
Classifier B correctly classifies half of the pixels in both objects then it too will have a 50% true
positive rate. However, a strong argument could be made that Classifier B is more successful.
This is due to the fact that half of an object’s pixels being classified as foreground should be
enough for the higher level tracking algorithm to recognize both of these objects. The output
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from Classifier A will certainly not be sufficient in recognizing both objects. In addition to this
drawback, generating per pixel ground truth information is highly tedious and prone to error.
Another method of generating true positive results is based on the number of objects correctly
found, which is the method that will be used in this work. Using this method the ground truth
will consist of bounding box locations of the foreground objects. Because the bounding box for
each foreground object will also contain background pixels, whether or not an object is found will
be based on the percentage of pixels classified as foreground within the box.
There are few choices for representations of false positives. These pixels could be grouped into
objects and the number of false objects found would then be reported, however this metric fails
to incorporate the size or shape of the objects found. Instead, a simple count of the number of
false positive pixels will be used. Of course, this will only include pixels outside of the bounding
box, ground truth regions labeled as foreground. The ROC graphs presented will list the amount
of false positives in a range of 0 to 1. This will be the average number of false positives pixels
from each frame divided by the total area of the frame. Of course this prevents ever having the
false positive ratio equal 1 when foreground objects are present because not all pixels can be
labeled as false positive. The alternative is represent the number the false positives in a frame as
the number of false positive pixels divided by the amount of possible false positive pixels (which
would be the total image area minus the area occupied by foreground regions). Theoretically this
is the appropriate metric, however is has the potential to falsely characterize the performance.
The reason for this is that is that the false positive measure will be a function of the foreground
size. If one frame has a low number of foreground regions then the a small number of false positive
pixels will appear equally as negative as a frame with a large number of foreground regions and
many more false positive pixels. Clearly the false positive performance in the later case is worse
and should be reflected when analyzing the total results over a feature set.
5.2 Data Sets
Three publicly available data sets are used in this work for evaluation. Two of the data sets are
taken from the International Workshop on Performance Evaluation of Tracking and Surveillance
(PETS). One is data set 2 from the 2001 conference [51], and the other is from data set S3, subset
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Table 5.1. Description of data sets used
Data Set Setting Difficulty Resolution Frame Rate Illumination
OTCBVS[52] Outdoor Hard 320 x 240 Low Highly Dynamic
PETS 2001 [51] Outdoor Medium 768 x 576 High Slightly Dynamic
PETS 2006[53] Indoor Easy 720 x 576 High Static
Figure 5.1. Sample frames from OTCBVS data set
3, from the 2006 conference. The third data set used is data set 03 from the OTCBVS dataset
[52]. These sets each represent separate image domains as seen in Table 5.1.
The OTCBVS data set offers the most difficultly due to the varying illumination caused from
cloud cover. The examples that were shown in Figure 3.3 were taken from this data set. The
sharp illumination changes caused from rolling cloud cover causes extreme variations in the RGB
intensities and do not match the background distributions in the Mixture of Gaussians model.
More sample frames from the OTCBVS data may been seen in Figure 5.1.
As will be mentioned in Section 5.3, each data set is split into two separate sets: one for
training to generate the optimal parameters, and one for testing. The split of the PETS 2001
data sets was such that in the training set no major illumination variations were present and
in the testing set a gradual, global illumination change occurred. This non-stratified split is
expected when performing sequential splits of data sets, but it causes a suboptimal performance
of all classifiers tested on the test set. One solution would be to generate the split of the testing
and training sets by putting every other image in one set because this would reflect the same
illumination condition in each set. This was not done, however, because having unpredictable
conditions in an image set demonstrates a greater reflection of the real world difficulties tracking
systems face.
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Figure 5.2. Sample frames from PETS 2001 data set
Figure 5.3. Sample frames from PETS 2006 data set
Other than the global illumination change at the end of the PETS 2001 data set it is not a
terribly difficult data set. There are trees which sway lightly from wind and some foreground
objects that are off far in the distance. Figure 5.2 contains sample images from the PETS 2001
data set.
The PETS 2006 data set is the easiest data set of the three. It is in an indoor environment and
the camera is in close proximity to the foreground objects. The largest difficultly is the reflectance
of the floor which causes minor reflections from the foreground objects. Sample frames from the
PETS 2006 data set may be found in Figure 5.3.
5.3 Parameter Selection
Each of the three data sets were separated into two dichotomic, sequential sets, where one
was used for training/parameter exploration, and the other was used for evaluation. Tables 5.2
and 5.3 show the precise splits that were used for each data set. Three parameters exist in the
33
Table 5.2. Frames used for training
Data Set Training Frames Count
OTCBVS Subset 1b: ”img 00000.bmp” - ”img 02106.bmp” 1054
PETS 2001 Subset Camera 1: ”0001.jpg” - ”2989.jpg” 2989
PETS 2006 ”S7-T6-B.00000.jpg” - ”S7-T6-B.01700.jpg” 1701
Table 5.3. Frames used for testing
Data Set Testing Frames Count
OTCBVS Subset 2b: img 00000.bmp - img 01200.bmp 601
PETS 2001 Subset Camera 2: ”0001.jpg” - ”2989.jpg” 2989
PETS 2006 ”S7-T6-B.01701.jpg” - ”S7-T6-B.03400.jpg” 1700
Mixture of Gaussians algorithm. The first parameter is the learning rate α of the classifier. The
optimality of this parameter is largely dependent on the frame rate of the image sequence. The
next parameter is the scale factor of the standard deviation for matching an incoming value to
an existing distribution, which we will refer to as k. In [4], k was set to 2.5.
The final parameter is the threshold β, which is the parameter that determines what the total
weight of the matched Gaussian distributions at a pixel must be for an object to be background.
This parameter is varied in order to generate a ROC graph so its optimality was not explored.
An example of the effects of varying this parameter on a classifier’s hypothesis over an image
is shown in Figure 5.4. The raw image in Figure 5.4(b) shows the classifier predictions prior to
thresholding. The sum of matched weights for each distribution at a pixel is multiplied by 255 in
order to map a range of [0, 1] to [0, 255], where the closer to 0 (black) a pixel is the more likely
it is background and the closer to 255 (white) a pixel is the more likely that pixel is foreground.
ROC graphs were generated for a discrete sampling of α and k, where
α ∈ {.001, .0025, .005, .01, .02, .04} and k ∈ {1.5, 2.5, 3.5, 4.5}. This resulted in 24 distinct param-
eter combinations tested for each data set using the traditional RGB feature set. Table 5.4 lists
the parameters selected for each data set based on these evaluations.
Table 5.4. Parameters used for each data set
Data Set α k
OTCBVS [52] .0025 2.5
PETS 2001 [51] .001 1.5
PETS 2006 [53] .001 1.5
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(a) Original Image (b) Non-Thresholded Classifier Hypothesis Im-
age
(c) Threshold=130 (d) Threshold=170
(e) Threshold=210 (f) Threshold=250
Figure 5.4. Example of thresholding a classifier hypothesis
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The ground truth for the test sets were taken at about every 30 frames in the set, starting
about 800 to 1000 frames into the set. This offered a representation of the entire set while
provided enough time for the classifier to stabilize after initialization.
5.4 Results
The overall results for using the presented feature sets are extremely encouraging. The use of
the extended feature set outperformed the baseline RGB classifier all three data sets. The most
significant gains were observed in the OTCBVS data set and the PETS 2001 data set. Each of
these are outdoor data sets and present different illumination issues. Performance in the PETS
2006 data set was also slightly improved, but because the data set itself is not difficult only
limited gains were possible.
When evaluating the results of ensemble classifiers in the ROC graphs, five separate feature
combinations will be compared. The first set of features compared is the performance using only
the RGB features. This is the baseline performance and failure to improve upon classification
using only RGB features implies an overall failure of the feature set. The second set of features
being compared is the use of every feature mentioned in this paper, which will be referred to as
the extended feature set. This is 13 features (3 for RGB, 2 for gradient, and 8 for Haar). The
next two feature sets compared are only the Haar features and only the gradient features. Finally
a feature set with only the RGB and gradient features is compared.
5.4.1 OTCBVS Data Set
In Figure 5.10 the ROC graph of the performance for each feature set on the OTCBVS data
set is shown. The performance of classification using only the RGB features is clearly the worst.
Using all of the features appears to perform the best unless a liberal acceptance of false positives
is used, in which case it only performs slightly worse than then using only the Haar features.
The OTCBVS data set is the most difficult data set because of the trouble the cloud cover
causes. Difficulties in classification on this data set was largely responsible for the concept of
using an extended feature set. The overwhelmingly higher performance of the extended feature
set compared to the RGB feature set is viewed a major success.
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In Figure 5.6, an ROC graph of the performance of classifiers using only individual features
is shown. The results show that the individual features that make up the extended feature set do
not perform well individually. This is especially the case with the Haar features which generate
a high number of false positives when working independently. These results are expected from
the individual classifiers that make up an ensemble. That is, a successful ensemble classifier is
generally the fusion of many weak classifiers [34]. Though the gradient magnitude outperforms
the baseline RGB, this will be shown to not be consistent throughout all the data sets. Further
anaylsis of the individual features performance will be shown for the other data sets and discussed
in Section 5.4.4.
Results of the false alarm rate at a 90% true positive rate for each frame tested are shown in
Figure 5.7. The performance of using all features is highly consistent, while when using the RGB
features results more sporadic, and worse at every frame. Consistency in classification is a highly
desirable feature, and it is clearly exhibited here when using the extended feature set.
Sample bitmaps of the classification of a frame in the OTCBVS data set at various thresholds
are shown for RGB classification in Figure 5.8 and classification using the entire feature set in
Figure 5.9. The dramatic effects of the cloud cover is apparent in both, but it is significantly
diminished using the extended feature set. In the RGB classification using a more discriminating
threshold erodes the foreground objects before eroding the erroneous classification of the cloud
cover, as clearly visible in Figure 5.8. Observing the bitmaps from the extended feature set show
that while optimal performance is still not achieved, the gains are clear and significant when
compared to using the RGB feature set.
5.4.2 PETS 2001 Data Set
The results for the PETS 2001 data set are shown in Figure 5.10. It is quite clear that the
baseline RGB feature set was easily beaten by all other combinations. Once again using all 13
features generated the optimal performance throughout most of the ROC graph. Depending on
the accepted tolerance for false positives, using only the Haar features and only the gradient
features offer solid performance as well.
The disparity between the performance of the traditional RGB feature set’s performance and
the extended feature set’s performance are clear and significant when classifying on the PETS
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Figure 5.5. Overall results on the OTCBVS dataset
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Figure 5.6. Results for each individual feature on the OTCBVS dataset
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Figure 5.7. Frame by frame false positive results on OTCBVS dataset
(a) Original Image (b) Threshold=220
(c) Threshold=230 (d) Threshold=240
Figure 5.8. RGB classification image of an OTCBVS frame
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(a) Original Image (b) All Features, Threshold = 220
(c) All Features, Threshold = 230 (d) All Features, Threshold = 240
Figure 5.9. Ensemble classification image of an OTCBVS frame
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2001 data set. The same dramatic improvement was shown as well for the OTCBVS data set.
This can lead to a generalization that using the extended feature set on outdoor imagery is
optimal to using only RGB features.
The results of the individual features on the PETS 2001 data set are shown in Figure 5.10.
Once again the individual features do not perform as well as the RGB feature set even though
the ensemble of these features greatly outperforms the RGB only classifier. As was also the case
in the OTCBVS data set, the gradient magnitude feature does perform better than the RGB
feature. The reason for this will be discussed in Section 5.4.4.
The individual frame performance is shown in Figure 5.12. Once again, using the entire
feature set results in an extremely consistent false alarm rate. This is still not the case for the
RGB feature classification. It exhibits results comparable to the extended feature set initially,
but this performance deteriorates significantly at the end of the data set. The end of the data
set is when the global illumination change occurs.
As mentioned previously, one characteristic of the PETS 2001 data set is that there is a
gradual, global illumination change towards the end of the sequence. This illumination change
causes problems using only RGB features but not when using the extended feature set. An
example of this is shown in Figures 5.13 and 5.14, where the regions in the yellow box indicate
the foreground objects, which are two people walking together.
In Figure 5.13,the RGB classification of the sample frame from when the illumination change
is occurring shows that the reflectiveness of the building is causing many pixels of the building to
be classified a foreground when a more liberal threshold is applied. As that threshold is raised,
though, the actual foreground pixels are lost. This shows that an optimal threshold does not exist
that can discriminate the false positives from the true positives. In Figure 5.14 the same sample is
presented but classification is now done with the entire feature set. With a liberal threshold false
positives exist as well, however as this threshold is raised the false positive regions are suppressed
and the actual foreground objects are still maintained. Clearly this is an significant improvement.
5.4.3 PETS 2006 Data Set
Figure 5.15 contains the ROC graph for the performance of the feature sets on the PETS
2006 data set. It is not the case that the RGB feature performed the worst in this set. In fact the
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Figure 5.10. Overall results on the PETS 2001 dataset
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Figure 5.11. Results for each individual feature on the PETS 2001 dataset
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Figure 5.12. Frame by frame false positive results on PETS 2001 dataset
performance of the RGB feature set was quite competitive with the extended feature set. It is still
the case, though, that the extended feature set provided the optimal performance with respect
to the other feature set combinations. The poor performance when using only the Haar features
and only the gradient features are quite notable as well. Despite the disappointing performance
of these features they still manage to augment the RGB features and make the extended feature
set the optimal classifier.
In Figure 5.16, the results of the individual features classification on the PETS 2006 data set
are shown. The RGB clearly outperforms all other features, including the gradient magnitude.
This finalizes the trend seen now in all three data sets that the individual features do not offer
any consistent improvement over the RGB feature set, while using all of these features in an
ensemble classifier outperforms the RGB features every time.
Figure 5.17 contains the performance at individual frames for the PETS 2006 data set. The
extended feature set appears less consistent in the data set. This may be rather misleading,
however, because the false alarm rate is so low that the inconsistencies become exaggerated.
The PETS 2006 data set offered the lowest performance gains when comparing the extended
feature set the RGB features. The primary reason for this is that this data set is not a terribly
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(a) Original Image
(b) Threshold=220
(c) Threshold=230
(d) Threshold=240
Figure 5.13. RGB classification image of a PETS 2001 frame
44
(a) Original Image
(b) All Features, Threshold = 220
(c) All Features, Threshold = 230
(d) All Features, Threshold = 240
Figure 5.14. Ensemble classification image of a PETS 2001 frame
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Figure 5.15. Overall results on the PETS 2006 dataset
difficult data set. Because it is an indoor environment and the foreground objects are in close
proximity to the camera there is little room for improvement from the standard RGB features.
Despite this a slight improvement was still seen when incorporating gradient features and Haar
features. In real world use it would be unlikely to use these additional features, however, due to
the increased computational load they incur and the marginal gains they offer.
5.4.4 Feature Performance
The performance of classifiers only using a single feature from the extended feature set was
poor, as observed in Figures 5.6, 5.11, and 5.16. When these weak classifiers are combined into
an ensemble of classifiers, the meta-classification offers substantial results. This adheres to the
theory of ensemble learning presented by Schapire in [34].
An example of how a series of weak classifier hypotheses are able to result in a strong hy-
pothesis in background classification is shown in Figure 5.18, where the 8 hypotheses from each
individual Haar feature are shown as well as the fusion of those classifiers. The Haar classifier
clearly has a tendency to over classify pixels are foreground, resulting in many false positives.
This is evidenced in the ROC graphs where the classifiers using individual Haar features will both
maximize the true positives and false positives. Fortunately there is a low overlap between these
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Figure 5.17. Frame by frame false positive results on PETS 2006 dataset
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features false positives and a high overlap in their true positives, resulting in strong background
classification.
It was observed in the PETS 2001 data set and the OTCBVS data set that the performance
of classification using only the gradient magnitude feature was more successful than using the
baseline RGB. Similar results were not observed in the PETS 2006 data set. It is believed that
the reason this occured is that the foreground objects in the PETS 2001 and OTCBVS data
sets are much farther from the camera than they are in the PETS 2006 data set. This results
in lower resolutions for the foreground objects, which in turn implies less homogeneous regions
over the space occupied by the foreground object. The final implication is that edge features
are more prominent on the low resolution objects. This may be observed in Figure 5.19, where
an object from the PETS 2006 and OTCBVS data set are shown as well as their corresponding
gradient magnitude image. In the low resolution object it has distinct edge features over its entire
silhouette, while in the high resolution object these features are only prominent on the boundaries
of the object and not in the homogeneous regions. A conclusion from this observation is that
the use of gradient magnitude in background classification of smaller objects, or objects are far
distances, is superior to the RGB features.
Due to the heightened performance of the gradient magnitude in the PETS 2001 and OTCBVS
data sets, a comparison of the performance against the extended feature set was performed. The
ROC comparisons can be seen in Figure 5.20. In the OTCBVS data set, the use of all features
results in far more accurate classification than only using the gradient magnitude. The extended
feature set also outperforms the gradient magnitude in the PETS 2001 data set, though there
is less significant of an improvement. Because of the consistent outperformance of the extended
feature set over using only the gradient magnitude, it recomended to use all the features for more
accurate classification. If computational demands are a limitation in a system observing low
resolution objects then using only the gradient magnitude is an adequate alternative.
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(a) Original Image (b) Haar 1 Classification
(c) Haar 2 Classification (d) Haar 3 Classification
(e) Haar 4 Classification (f) Haar 5 Classification
(g) Haar 6 Classification (h) Haar 7 Classification
(i) Haar 8 Classification (j) All Haar Classifications Combined
Figure 5.18. Weak hypotheses fused into a single strong hypothesis
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(a) PETS 2006 Original Image (b) PETS 2006 Magnitude Image
(c) OTCBVS Original Image (4x
Zoom)
(d) OTCBVS Magnitude Image (4x
Zoom)
Figure 5.19. Effect of object size on gradient magnitude
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Figure 5.20. Classification using ensemble and gradient magnitude
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CHAPTER 6
CONCLUSION
6.1 Summary
Traditional image features in background classification are insufficient in many environments.
Particularly outdoor environments, environments with varying illumination, and scenes where the
foreground objects are either small or a far distance from the camera. Without the availability
of additional spectral data (such as infrared or thermal), alternate feature sets will need to be
derived from the standard RGB features. Using a feature set that includes gradient magnitude,
gradient orientation, and eight separate Haar features for classification yielded significantly su-
perior classification performance on more difficult data sets, and still marginally outperformed in
a simpler data set.
A summary of the performances in terms of false positive rates on all three data sets are
shown in Figure 6.1 (NOTE: In Figure 6.1, false positive performance in the OTCBVS data set
scaled down by a factor of 6.75). Each performance is based on the lowest false positive rate
that generated at least a 90% true positive classification rate. Table 6.1 shows the same results,
as well as the ratio of improvement seen using the extended feature set. It can be seen that
false positives are more than 5 times higher in the OTCBVS data set, and more than 6 times
higher in the PETS 2001 data set when using RGB features instead of the extended feature set
presented. These two data sets are both outdoor data sets with dynamic illumination events. In
Figure 6.2 and Figure 6.3 ROC graphs are shown that compare RGB classification strictly to the
classification using the extended feature set on each of these two datasets.
Table 6.1. False positives at a 90% true positive rate
Data Set RGB FP All Features FP FP Ratio
OTCBVS 0.1046 0.0204 5.17:1
PETS 2001 0.0094 0.0014 6.71:1
PETS 2006 0.0027 0.0019 1.42:1
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Figure 6.1. False positive results at 90% true positive rate
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Figure 6.2. OTCBVS ROC graph summary
53
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  0.02  0.04  0.06  0.08  0.1  0.12  0.14  0.16  0.18
T r
u e
 P
o s
i t i
v e
s
OTCBVS - Summary
RGB
All Features
Figure 6.3. PETS 2001 ROC graph summary
Comparisons using ROC graphs clearly showed the advantage of using additional features for
background classification in image sequences. The algorithm used was an ensemble algorithm.
It fused the result of multiple classifier hypotheses into a single hypothesis. Each individual
classifier operated on only one of the features in the feature set, yielding a decision independent
of all other features (assuming the features themselves are independent, which strictly speaking
they are not).
Various feature set combinations were explored and the overall result was that using all of the
features resulted in the highest performance. Individually most features performed poorly. This
adhered to the predominant theory in ensemble classifiers that the fusion of many weak classifiers
will act together as a single strong classifier. When these features were all fused together, the
classification at a fixed true positive rate always yielded less false positives than using only RGB
features.
One single feature that did perform well individually on two of three data sets was the gradient
magnitude. Each of the two data sets it excelled in were outdoor and the foreground objects were
at a far distance from the camera. The performance did not surpass using all of the features, but
it did surpass using the RGB features. This draws the conclusion that for a low cost and more
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efficient classifier when being restricted to low resolution images of the objects being tracked,
using gradient magnitude as a single feature will offer satisfactory performance gains over RGB
features.
6.2 Future Work
The optimistic results generated opens the door for many avenues of future research in using
ensembles of background classifiers.
While significant improvements were shown using Haar features, as well as gradient features,
incorporating additional image processing features may allow for a further improvement. One
feature that would be intuitive to incorporate is texture. Per pixel texture features using Gabor
filters as described in [54], [55] would offer a similar, but distinctly different, representation of
a pixel than Haar features. Additional features that could be included are the Laplacian of
Gaussian, non-thresholded SIFT features [56], depth, and motion features.
Another direction is the fusion of different classifier algorithms. For example, instead of using
a series of Mixture of Gaussian classifiers, an ensemble of Mixture of Gaussian, Kalman Filter,
and other classifiers could be used. This approach was the first direction this work researched.
The major stopping point was the lack of distinct classifiers for background subtraction. In-
stead of fusing strong classifier algorithms, using a series of weak algorithms should offer similar
improvements to using an extended feature set.
An extended feature set could also be used without having multiple classifiers. Because the
Mixture of Gaussians algorithm normally operates on a feature vector (where the three features
are RGB), using the same features in this paper as a single vector for one classifier should produce
unique results. It may not be the case that significantly different results are yielded with this
approach unless a full covariance matrix is computed, which is generally not the case. Instead
it is generally the case that only the diagonal of the covariance matrix is calculated in order to
reduce computational demands. Another consideration when using a vector of features instead
of an ensemble of classifiers is that if a single dimension of new instance vector does not fall
within 2.5σ of its corresponding dimension, and every other vector dimension does, then the
instance does not match the distribution. With a larger feature set it is often the case that not
every feature matches its corresponding dimension for its feature in the model. This approach is
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also different than using an unanimous vote scheme for classifier fusion in the ensemble classifier
presented in this work. This is because if only a few features match the new instance the classifiers
will update themselves based on a match in the ensemble algorithm, while for the single feature
vector algorithm the update would not be based on a match unless every dimension was matched
(where matching is being with 2.5σ).
Evaluation of the ensemble algorithm’s performance could be performed using the VACE eval-
uation framework in [57]. This framework offers a more comprehensive analysis of the algorithms
robustness, as well as a comparison against the performance of other tracking algorithms.
Real-time implementation of this system would require a system with multiple processing
cores and a large sized main memory, but otherwise its realization is believed to be reasonable.
Enhanced engineering of the algorithms to exploit the inherent parallelism of the ensemble should
allow for the handling of relatively high frame rates depending on the image resolution.
6.3 Final Thoughts
It is believed that further research needs to be conducted in order to further understand the
gains that were observed in this work. There was a clearly demonstrated advantage to using
additional features in background classification, even though many of these features are very
poor when used individually. Through greater investigation a more clearly defined set of optimal
ensemble features would allow for a more general background classification algorithm that could
have key impacts in defense, robotics, and surveillance applications.
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