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Abstract: Operator scrambling denotes the evolution of a simple operator into a compli-
cated one (in the Heisenberg picture), which characterizes quantum chaos in many-body
systems. More specifically, a simple operator evolves into a linear superposition of many
operators, most of which are many-body operators supported on a region of size much
larger than 1. In general, an operator does not have a definite size but is characterized by a
probability distribution of size. The operator size is related to out-of-time-order correlation
functions, but these are generically difficult to obtain from experimental observables. In
this paper we show that the operator size distribution can be measured in quantum quench
experiments. In a quantum spin system, we propose to prepare an ensemble of initial states
which are direct product states of random pure states of each spin qudit, and measure a
simple physical observable (such as a particular component of spin) at later time t. The
initial state dependence of the expectation value measures a particular component of the
operator size distribution. Furthermore, many other features of the operator size distribu-
tion can be measured by analyzing the same data, such as the support of the operator in
space.
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1 Introduction
In recent years, progress has been made in understanding and characterizing quantum chaos
in many-body systems. In the research of black hole thermodynamics and holographic
duality[1], it was realized that black holes are highly chaotic systems[2, 3]. The intuition
from black hole physics helped to introduce new characteristics of many-body chaos, such
as the out-of-time-ordered correlation function (OTOC)[4–6] (although the latter has been
studied historically in disordered superconductors[7]). Compared with time-ordered corre-
lation functions that contribute to physical response functions, the OTOC probes the “oper-
ator scrambling", which refers to the fact that a simple local operator evolves in Heisenberg
evolution into a complicated multi-body operator, instead of just a linear superposition of
local operators at different location [8–12]. If we define the size of an operator as that of
its support, a generic operator does not have a definite size but is a linear superposition of
operators with different size. Some particular OTOCs[11, 12] provides a measure of the av-
erage size of an operator, as has been demonstrated in the Sachdev-Ye-Kitaev model[13, 14].
More generally, the full distribution of operator size can be studied, which provides more
refined information about operator scrambling[10–12]. Other measures of chaos such as
complexity [15, 16] have also been studied.
– 1 –
The OTOC and other measures of chaos are difficult to observe experimentally, since
typical experimental observables are time-ordered correlation functions of simple operators.
However, it is possible to measure OTOCs in systems where the flow of time can effectively
be reversed by switching the sign of the Hamiltonian (H → −H) [17–21], as demonstrated
in experiments with trapped ions [18], solid-state spins [19, 20], and Bose-Einstein con-
densates [21]. Whereas the protocols implemented to date allow for probing a restricted
set of operators, several proposed approaches to measuring more generic OTOCs—e.g.,
between spatially separated operators—additionally or alternatively require many-body in-
terferometry [17, 22–24], which imposes stringent technical demands. A characterization of
scrambling and decoherence by quantum teleportation has been proposed[25] and realized
experimentally[26]in a trapped-ion quantum circuit. Recent theoretical works have shown
that measurements of statistical fluctuations and correlations may offer a more convenient
route to probing operator scrambling in quantum many-body systems [27–29]. Also inter-
pretable as a signature of scrambling are multi-point correlations that have been measured
in experiments with ultracold quantum gases [30, 31].
In this paper, we propose a method of using straightforward quantum quench exper-
iments to quantify scrambling by directly measuring the growth in operator size. For a
system of qudits, such as a quantum spin model, we consider an ensemble of initial states
which are direct product states of different qudits. In other words, we consider initial states
with zero entanglement between qudits. Then the system is evolved to time t with a Hamil-
tonian H, at which time a physical operator Oˆ is measured. By preparing the same initial
state |Ψ〉 many times, we can measure the expectation value OΨ(t) ≡ 〈Ψ| Oˆ(t) |Ψ〉. By
measuring OΨ(t) for different initial states |Ψ〉 in this product state ensemble, we can study
its variance δOΨ(t)2, which characterizes how sensitive the expectation value is to changes
in the initial state. Interestingly, this intitial-state sensitivity depends on the size of the
operator. For example, in a qubit model if we measure a Pauli operator σx1 on a given
site 1, its expectation value is only sensitive to the state of the first qubit, which can vary
between −1 and +1. By comparison, a longer string such as σx1σx2 has a smaller variance
than σx1, since in order for it to take extreme values near ±1, both σx1 and σx2 have to
be close to ±1. Based on this intuition, our main result is that the variance of operator
expectation value in the product state ensemble is determined by a particular component
of the operator size distribution. More specifically, for a traceless operator Oˆ(t) that is
normalized as tr(Oˆ(t)2) = D (D is the Hilbert space dimension), if it has probability pl to
have size l, then we prove the following general result:
δO(t)2 =
N∑
l=0
pl
(d+ 1)l
(1.1)
Therefore the bigger operators (with distribution pl peaking at higher l) have smaller vari-
ance, although the variance is not determined by the averaged size but the average of the
exponentially decaying function (d+ 1)−l.
Our proposal provides a simple way to measure operator scrambling in systems of cold
atoms, trapped ions, or superconducting qubits, where the random initial state ensemble can
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be prepared. Our result (1.1) is independent of any details of the dynamics of the system,
and applies to all operators, although the Heisenberg operators Oˆ(t) for local observables
Oˆ(0) are those easiest to realize experimentally. We will discuss the essential requirements
in the experimental realization of this proposal, and how to take into account errors in state
preparation. We will also discuss other information about operator size growth that can be
extracted from this setup. We prove that the data OΨ(t) as a function of direct product
states contains complete information about operator size distribution. More precisely, for
each region R, one can denote pR as the probability that the Heisenberg operator Oˆ(t) is
supported on R. The probability pR for all regions are determined by OΨ(t) for the direct
product initial state ensemble. This result is given in Eq. (5.6).
As a variation of our proposal, we also discussed how the OTOC (more precisely the
squared commutator) can be measured by preparing an ensemble of fully random initial
states (obtained by a Haar random unitary acting on a reference state), rather than random
product initial states. For two Hermitian operators V,W , we measure the response ofW (t2)
generated by a perturbation of V (t1), with the initial state of the system |Ψ〉 at t = 0. This
response function is denoted as CΨ(t2, t1). We show that the second moment of this quantity
in the ensemble of random states gives the retarded OTOC:
δC (t2, t1)
2 = − 1
D + 1
〈
[W (t2), V (t1)]
2
〉
β=0
θ(t2 − t1) (1.2)
The remainder of the article is organized as follows. In Sec. 2 we define the operator
size distribution and discuss some examples. We also define a generating function that is
useful for the computation of operator size distribution. In Sec. 3 we derive our main result
(Eq. (1.1) and discuss some examples. In Sec. 4 we discuss the experimental realization
of this proposal, focusing on an illustrative example for quantum spin models that can
be simulated with cold atoms. In Sec.5 we discuss how more general quantitites can be
probed by the same setup, and presented the related proposal that probes the OTOC from
the variance of response function. Finally, the conclusion and some open questions are
discussed in Sec. 6.
2 Operator Size Distribution
2.1 Motivation and Definition
In classical systems, the phase space coordinate ξ = (pi, qi) satisfies Hamilton equation of
motion. Solving the equation of motion with the initial condition ξ(0) = ξ0 determines
the trajectory at later time ξ(t, ξ0). Chaos refers to the fact that ξ(t, ξ0) depends on ξ0
very sensitively. More quantitatively, the initial value dependence can be quantified by
Lyapunov exponents, which are determined by the exponential growth or decay of the
singular values of the Jacobian matrix dξ(t,ξ0)dξ0 . In quantum systems, the analog of the
coordinate ξ is a quantum operator. For a quantum operator Oˆ, the time evolution is given
by the Heisenberg equation ˙ˆO(t) = i
[
H, Oˆ(t)
]
, which determines Oˆ(t) = eiHtOˆ(0)e−iHt.
Therefore quantum chaos is characterized by the fact that the Heisenberg picture operator
Oˆ(t) is a “complicated function" of the t = 0 operators Oˆ(0).
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However, it is nontrivial to specify what we mean by a complicated function here.
Due to unitarity of the quantum mechanics, if we naively pick an orthonormal basis of
Hermitian operators Oα (with the orthonormal condition tr (OαOβ) = δαβ), we obtain
Oˆα(t) = Uαβ(t)Oˆβ(0) with Uαβ(t) a unitary matrix, so that there is no analog of Lyapunov
exponents. The correct setup instead is to consider a smaller set of orthonormal operators
Sˆn, n = 1, 2, ...,M , which generate the whole algebra of Hermitian operators. In other
words, any Hermitian operator, such as Oˆ(t), can be expressed as a polynomial of Sˆn.
We refer to the set
{
Sˆn
}
as simple operators. For example, for a one-dimensional single-
particle quantum mechanics we can define pˆ, xˆ as simple operators. For a system with N
qubits, with the Hilbert space dimension 2N , we can define the Pauli operators on each site
σan, a = x, y, z, n = 1, 2, ..., N as simple operators, so that the number of simple operator
is M = 3N . Once the set of simple operator is defined, it is meaningful to distinguish
simple versus complicated operators with respect to this set. For example, in the qubit
systems, a general traceless Hermitian operator Oˆ(t) can be expanded in the Pauli basis:
Oˆ(t) =
N∑
n=1
∑
a=x,y,z
ψ(1)
a
nσan +
∑
n1,n2,a1,a2
ψ(2)
a1a2
n1n2σa1n1σa2n2 + ... (2.1)
The components of length l Pauli string has the (real) coefficients
ψ(l)
a1a2...al
n1n2...nl
= d−N tr
(
Oˆ(t)σa1n1σa2n2 ...σalnl
)
(2.2)
which measures the probability that the operator contains this particular Pauli string.
Here d = 2 is the dimension of Hilbert space on every site. If we normalize Oˆ(t) as
tr
(
Oˆ(t)2
)
= tr(I) = dN , the “operator wavefunction ψ(l)a1a2...aln1n2...nl is also normalized, and we
can define the size distribution
pR
[
Oˆ(t)
]
=
∑
α1α2...αl
(
ψ(l)
a1a2...al
n1n2...nl
)2
(2.3)
for each region R = {n1n2...nl}.
One could also sum over all regions with size l (i.e. consisting of l sites) and define the
probability the operator has size l:
pl
[
Oˆ(t)
]
=
∑
|R|=l
PR
[
Oˆ(t)
]
(2.4)
We use the qubit example for concreteness, but all discussions above trivially generalize
to qudit systems with a general d-dimensional Hilbert space on each site. For qudits, the
Pauli matrices σan are replaced by an orthonormal basis of traceless Hermitian operators
in the d-dimensional Hilbert space, so that a = 1, 2, ..., d2 − 1.
2.2 Examples
As a warm up example, we can consider a random Hermitian operator, which means the
operator wavefunction ψ(l)a1a2...aln1n2..nl is a random vector in the d
2N − 1 dimensional space of
– 4 –
Figure 1. Illustration of all possible subregions R on which the Pauli operators σa1n1σa2n2 ...σalnl
can be supported. The illustration is made for N = 5 sites, with black boxes representing the sites
that an operator is supported on. The orange bars illustrates the absolute value of the corresponding
coefficient ψ(l)
a1a2...al
n1n2...nl
for an example operator. The number below each column is the operator
size l.
Hermitian operators, obtained by a Haar random rotation from a reference vector. In this
case, all Pauli strings of different size appear with equal probability. As a consequence, the
probability pl is simply the probability that a randomly generated Pauli string has length
l, which is determined combinatorially as
pl =
(
N
l
)(
d2 − 1
d2
)l (
1
d2
)N−l
(2.5)
The distribution peaks at l = N d
2−1
d2
since the chance each site has a nontrivial operator is
d2−1
d2
.
For comparison, we can numerically plot pl for a spin chain model for the time evolution
of a Pauli spin operator. Fig. 2 shows the size distribution for σxn(t) in a quantum Ising
chain with the following Hamiltonian:
H =
N−1∑
n=1
Jσznσz,n+1 + hx
N∑
n=1
σxn + hz
N∑
n=1
σzn (2.6)
We see different behavior for integrable chain (with parallel field hz = 0) and chaotic chain
(with hz 6= 0). For chaotic chain, the size distribution saturates to something similar to
that of a random operator, given by Eq. (2.5), which is an evidence of operator scrambling.
2.3 An operator identity and the generating function
For our discussion later, it is helpful to simplify the expression of operator size distribution
(2.3) by making use of the orthogonality condition of the operator basis σan in the single-site
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Figure 2. The size distribution of σx5(t) for the quantum Ising model of 10 qubits. The Hamiltonian
is chaotic in (a) and integrable (with transverse-field only) in (b). As a comparison, the blue dashed
line is the distribution of a random operator given by Eq. (2.5). More details of the time evolution
of pl [σx5(t)] as a function of l and t is shown in the color maps in (c) and (d).
Hilbert space:
tr (σanσbn) = dδab
d2−1∑
a=1
[σan]αβ [σan]γδ = dδαδδβγ − δαβδγδ (2.7)
In the second line, we write out the matrix elements of the operator σan as [σan]αβ , α, β =
1, 2, ..., d. The second line is an equation for operators in a doubled Hilbert space H ⊗ H,
which can be abbreviated as
d2−1∑
a=1
σan ⊗ σan = dXn − In ≡ dWn (2.8)
with Xn the swap operator that permutes the two copies of the Hilbert space:
[Xn]αγ,βδ = δαδδβγ (2.9)
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Figure 3. Illustration of Eq. (2.8).
A diagramtic representation of Eq. (2.8) is shown in Fig. 3. Using this identity, the sum
over α’s in Eq. (2.3) can be carried explicitly, which leads to
pR
[
Oˆ(t)
]
= d−2N tr
[
Oˆ(t)⊗2 ⊗n∈R
(∑
a
σan ⊗ σan
)]
= d|R|−2N tr
[
Oˆ(t)⊗2 ⊗n∈RWn
]
(2.10)
For the computation of pl, it is helpful to introduce a generating function[10]:
F (z)
[
Oˆ(t)
]
=
tr
[
Oˆ(t)⊗2 ⊗Nn=1
(
1
dIn + zWn
)]
tr
(
Oˆ(t)2
) (2.11)
It is easy to compare with Eq. (2.10) and conclude
F (z)
[
Oˆ(t)
]
=
N∑
l=1
plz
l (2.12)
Using this generating function, pl can be determined by computing F (z) for N values of
z (for example, z = ei
2pik
N+1 , k = 1, 2, ..., N), which avoids the sum over
(
N
l
)
different
regions.
For the random operator distribution (2.5), the generating function is
F (z) =
(
1
d2
+
d2 − 1
d2
z
)N
(2.13)
3 The Quantum Quench Proposal
3.1 Main result
With this preparation, we now present the main result of this work, which is a proposal
that relates the size distribution to physical observables in the setting of quantum quench.
Consider a system with N qudits, with a Hilbert space dimension of dN . For each qudit,
we consider a random state |ψn〉, which is a random vector in the d-dimensional Hilbert
space with uniform probability distribution. More explicitly, we can choose an arbitrary
reference state |0〉 and define |ψn〉 = Un |0〉, with Un a Haar random unitary operator. For
different qudits, Un are chosen independently, which in the many-body system defines an
ensemble of unentangled states
|Ψ〉 ≡ ⊗Nn=1 |ψn〉 = ⊗Nn=1Un |0〉 (3.1)
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Figure 4. Illustration of the quantum quench with unentangled initial states defined in Eq. (3.1).
Now for a given Hamiltonian H, we consider a quantum quench with the initial state
|Ψ〉. For example, in the case of spin 1/2 qubits, the initial state can be obtained by first
preparing a spin-polarized state and then applying a random rotation on each site (see Sec.
4). Then we evolve the state |Ψ〉 by a the Hamiltonian H. At time t we measure a simple
physical operator Oˆ, such as a simple Pauli operator on a single site. By performing this
measurement many times (with the same initial state) we can obtain the expectation value
of Oˆ:
OΨ(t) ≡ 〈Ψ| eiHtOˆe−iHt |Ψ〉 = 〈Ψ| Oˆ(t) |Ψ〉 (3.2)
Without losing generality, we always assume Oˆ is traceless.
In general, the expectation value OΨ(t) depends on the initial state. For the initial
state ensemble defined in Eq. (3.1), we obtained a probility distribution of OΨ(t). Our
proposal is that the initial state dependence probes the size distribution of the Heisenberg
picture operator Oˆ(t). To see this, we consider the second moment of the expectation
value:
δO(t)2 ≡
∫
dΨOΨ(t)
2 −
(∫
dΨOΨ(t)
)2
(3.3)
Here
∫
dΨ =
∫ ∏N
n=1 dψn is the average over all random product states. The integration
is carried with a uniform measure that is invariant under SU(d) of each site, and we have
chosen the normalization
∫
1dΨ = 1.
The second moment (3.3) can be computed using the following two identities:∫
dψn |ψn〉 〈ψn| = In
d
,∫
dψn |ψn〉 〈ψn| ⊗ |ψn〉 〈ψn| = 1
d(d+ 1)
(Xn + In ⊗ In) (3.4)
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Figure 5. Illustration of Eq. (3.4).
where Xn is the swap operator defined in Eq. (2.9). This equation is illustrated diagram-
matically in Fig. 5. Using these identities, we obtain
δO(t)2 =
1
dN (d+ 1)N
tr
[
Oˆ(t)⊗2 ⊗Nn=1 (Xn + In)
]
≡ 1
dN (d+ 1)N
tr
[
Oˆ(t)⊗2 ⊗Nn=1
(
Wn +
d+ 1
d
In
)]
(3.5)
Compared with the generating function in Eq. (2.11), we see
δO(t)2 =
tr
(
Oˆ(t)2
)
dN
F
(
1
d+ 1
)[
Oˆ(t)
]
(3.6)
In other words, the second moment is determined by the generating function at value
z = 1d+1 . For simplicity we can take tr
(
Oˆ(t)2
)
= dN , which is true for Pauli operators.
Then
δO(t)2 =
N∑
n=1
pn(d+ 1)
−n ≡
〈
1
(d+ 1)n
〉
(3.7)
which probes a particular linear combination of the operator size distribution pn for operator
Oˆ(t). The weight of bigger size n decays exponentially, so that roughly speaking, bigger
operators have weaker initial state dependence. Intuitively, this is because a complicated
operator is highly nonlocal and is less sensitive to a local spin rotation.
For the random operator with pn given by Eq. (2.5), one finds
δO2rand = d
−N , (3.8)
which is the inverse of Hilbert space dimension.
As an example, we show the second moment (computed from 100 random unentangled
initial states) and the direct computation of the right-hand-side of Eq. (3.7) from pn,
which shows a good agreement even for the small number of samples. For chaotic systems,
the initial state dependence decays with time and saturates around thermalization time,
corresponding to the growth and saturation of operator size. For integrable systems, there
is more fluctuation in time instead of thermalization.
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Figure 6. (a) (c) The expectation value of σx5, the Pauli x operator on the 5-th site, for a 10 qubit
XXZ model, for 100 different initial states. The right panels (b) (d) shows the second moment
from the 100 samples (red curve) compared with the direct calculation using Eq. (3.7) (blue dashed
lines). The two systems studied are (a) (b) a U(1) symmetric model with only z direction magnetic
field; (c) (d) a chaotic model with a generic magnetic field without U(1) symmetry.
It should be emphasized that the relation (3.7) applies to arbitrary operators, although
experimentally, the operators that are easy to access are Heisenberg evolution of simple
operators.
3.2 Examples
As an example, we consider a general spin model of the following form:
H =
N−1∑
n=1
∑
a=x,y,z
Jaσanσa,n+1 +
N∑
n=1
∑
a=x,y,z
haσan (3.9)
In general the model is chaotic, but at particular values it is integrable. For example, if
Jx = Jy, hx = hy = 0, the model is an XXZ model with spin Sz rotation symmetry.
In particular, the XY model with Jz = 0, hx = hy = 0 can be mapped exactly to a free
fermion model. In Fig. 6 we show the comparison between the direct computation of initial
state dependent expectation value and the second moment computed from size distribution
in Eq. (3.7), for the XXZ model. As expected, the chaotic model has a fluctuation that
decreases and saturates at the time of thermalization, while the integrable model (with
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Figure 7. The same plot as in Fig. 6 for transverse field ((a) (b)) and chaotic ((c) (d)) Ising model.
hx = hy = 0) has more fluctuation. Fig. 7 shows the same computation for the Ising
model. Although both transverse field Ising model and XXZ model are solvable, their
operator size distribution are still quite different.
4 Experimental realization
Our protocol can be implemented in a variety of physical systems in which spins are encoded
in cold atoms, trapped ions, or superconducting qubits. As an illustrative example, consider
a chain of neutral atoms trapped in a microtrap array or optical lattice, where each atom
encodes a qubit in a pair of hyperfine ground states (Fig. 8). The spin models considered
in Sec. 2-3, including both Ising and Heisenberg spin chains [32–34], can be engineered by
coupling the atoms to Rydberg states [35–38]. A transverse field is introduced by applying a
resonant microwave or Raman coupling between the two hyperfine states, while an effective
longitudinal field can be added by detuning this coupling from resonance.
Arbitrary local initial states can be prepared by first optically pumping all atoms into
the spin-down state |↓〉, and then performing site-dependent rotations with a focused Raman
beam controlled by an acousto-optic deflector. In particular, the Raman beam applies a
series of local Hamiltonians of the form
Hn = (cosφnσxn + sinφnσyn) /2, (4.1)
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i)
  ii)
ΩR
Ω
Figure 8. A one-dimensional chain of atoms is trapped in an optical lattice and initialized in the
spin-down state. i) A focused Raman beam scans from right to left, applying a site-dependent local
Hamiltonian Hn to each qubit. ii) The system is uniformly illuminated with light that couples the
atoms to Rydberg states to generate spin-spin interactions between the atoms [32–34, 37].
where the phase φn on site n is controlled by the relative phase of two frequency components
of the laser field. Applying the Hamiltonians Hn for times θn yields a state
|ψ〉 =
∏
n
e−iθn[cosφnσxn+sinφnσyn]/2 |↓〉 (4.2)
∝
∏
n
e−iφnσzn/2e−iθnσxn/2 |↓〉 . (4.3)
Thus, any desired distribution of initial orientations (θn, φn) on the Bloch sphere can be
generated by a suitable choice of pulse durations θn and phases φn. The above approach
furthermore generalizes beyond qubits to qudits: in the case where a larger spin F > 1/2 is
encoded in magnetic sublevels of each individual atom, arbitrary unitary transformations
enabling the preparation of random states have been demonstrated in Ref. [39].
We would like to note that our proposal does not require the initial state of each site
|ψn〉 to have a totally uniform (i.e. SU(d) symmetric) probability distribution. Since our
proposal has only used the second moment of operator expectation values, we only require
the initial state ensemble to satisfy Eq. (3.3). In other words, the initial state ensemble
is only required to form a spherical 2-design[40]. It is sufficient to prepare an ensemble of
finite number of initial states |ψ(i)n 〉 with probability pi, for i = 1, 2, ...,M , as long as the
following conditions are satisfied:∑
i
pi |ψ(i)n 〉 〈ψ(i)n | =
1
d
In
∑
i
pi |ψ(i)n 〉 〈ψ(i)n | ⊗ |ψ(i)n 〉 〈ψ(i)n | =
1
d(d+ 1)
(Xn + In ⊗ In) (4.4)
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One main challenge for the experimental realization of our proposal is the accurate
measurement of expectation value 〈Oˆ(t)〉, which requires preparing and measuring the same
initial state multiple times. According to the central limit theorem, the measured value of
O(t) in k measurements approach the expectation value with accuracy ∆ ∼ k−1/2. To
verify our proposal of initial state dependence, we need
∆2  δ
[
Oˆ(t)
]2
(4.5)
which requires
k  1
δ
[
Oˆ(t)
]2 (4.6)
(Here we have assumed the operator norm of Oˆ to be order 1.) If Oˆ(t) approaches a random
operator in long time, according to Eq. (3.8) one has to require k  dN . The exponential
growth makes the experiment difficult at late time for a large system. This is similar to
the measurement of second Renyi entropy[41–44]. Nevertheless, for a given number of
experiments k, our proposal can still give information about operator size distribution at
early time.
5 Further discussion
5.1 Effect of state preparation error
Since it is difficult to prepare the same state many times experimentally, it is natural to
study what happens if the state preparation is not perfect. Consider the preparation of an
initial state |ψn〉 for k times. As a simple model of the preparation error, let us assume
the states prepared are actually
√
1−  |ψn〉+
√
 |φi〉 , i = 1, 2, ..., k. If we assume |φi〉 are
independent (normalized) random states, with a uniform distribution, in the large k limit
the first and second moment in Eq. 3.3 is replaced by
|ψn〉 〈ψn| = In
d
|ψn〉 〈ψn| ⊗ |ψn〉 〈ψn| = (1− )
2
d(d+ 1)
(Xn + In ⊗ In) +
(
2− 2) In ⊗ In
d2
=
(1− )2
d(d+ 1)
Wn +
In ⊗ In
d2
(5.1)
Use this identity one can easily see that the width of distribution is modified to
δO(t)2 =
N∑
n=1
pn
(
(1− )2
d+ 1
)n
≡ F
(
(1− )2
d+ 1
)[
Oˆ(t)
]
(5.2)
Therefore the relation between initial state dependence and size distribution remains qual-
itatively the same, but the fluctuation decreases with increasing error . If the distribution
of the error is not uniform, the fluctuation will involve non-universal contributions which
cannot be related to operator size distribution.
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5.2 Probing more general quantities
Once the expectation value OΨ(t) = 〈Ψ|Oˆ(t)|Ψ〉 is measured for the product state ensemble,
many other features of the operator size growth can be obtained in addition to the second
moment. For example, for each region R, we can average OΨ(t) over |ψn〉 for sites n /∈ R.
This leads to
ORΨ(t) ≡
∫ ∏
n/∈R
dψn 〈Ψ| Oˆ(t) |Ψ〉 = tr
[
Oˆ(t)
∏
n∈R
|ψn〉 〈ψn| ⊗ ⊗n/∈R
In
d
]
(5.3)
The initial state dependence of ORΨ(t) can be studied in the same way as δO(t)
2 we studied
earlier, which is related to the size distribution of Oˆ(t). Due to the partial trace on R, now
the only terms in Oˆ(t) that contribute to initial state dependence are those supported on
R or its subset. The second moment is given by
δOR(t)
2
=
∑
S⊆R
pS(d+ 1)
−|S| (5.4)
This quantity provides information about the spatial distribution and locality of Oˆ(t). At
later time of a chaotic time evolution, most terms in Oˆ(t) have a large support, so that
we expect δO2R to be small for regions smaller than half the system size. For a random
operator, one can see
δORrand
2
=
1
d|S|
1
d2(N−|S|)
=
d|S|
d2N
(5.5)
In principle, from the region-dependent variation δOR(t)2 of different regions, one can
extract the full distribution pR for all regions:
pR =
DR
D2
tr
(
Oˆ(t)⊗2WR
)
=
DR
D2
tr
[
Oˆ(t)⊗2 ⊗x∈R
(
d(d+ 1)|ψx〉 〈ψx|⊗2 − d+ 1
d
Ix
)]
=
D2R(d+ 1)
|R|
D2
tr
[
Oˆ(t)⊗2 ⊗x∈R
(
|ψx〉 〈ψx|⊗2 − |ψx〉 〈ψx|⊗2
)]
= (d+ 1)|R|
∑
Q⊆R
(−1)|R|−|Q| δOQ(t)2 (5.6)
In practice, computing pR is a difficult task for a big region R because of the sum over 2|R|
subsets of R with alternating signs.
5.3 Measuring the OTOC as a byproduct
In this section, we discuss a different but related setup which can be used to measure the
OTOC. If instead of the random product state ensemble, we consider random initial states,
with a uniform probability measure in the dN dimensional Hilbert space, then we have∫
dΨ |Ψ〉 〈Ψ| = I
D∫
dΨ |Ψ〉 〈Ψ| ⊗ |Ψ〉 〈Ψ| = X + I⊗ I
D(D + 1)
(5.7)
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with D = dN the Hilbert space dimension. Here X is the swap operator acting on all sites.
If we study the initial state dependence of an operator Oˆ(t), we obtain the variance
δO(t)2 =
∫
dΨ 〈Ψ| Oˆ(t) |Ψ〉2 −
(∫
dΨ 〈Ψ| Oˆ(t) |Ψ〉
)2
=
tr
(
Oˆ(t)2
)
D(D + 1)
≡ 1
D + 1
〈Oˆ2〉β=0 (5.8)
Compared with the case of initial product state ensemble, the initial state dependence in
this case does not probe the operator size of O(t). However, this proposal can be generalized
by measuring a response property for each initial state |Ψ〉. If we apply a perturbation V at
time t1, and measure the response of operator W at a later time t2, the response coefficient
is given by the retarded Green’s function
CΨ(t2, t1) = −i 〈Ψ| [W (t2) , V (t1)] |Ψ〉 θ(t2 − t1) (5.9)
with θ(t) the step function that equals 1 at t > 0 and vanishes otherwise.
Therefore it is easy to see that the variance of CΨ(t2, t1) has the form
δC(t2, t1)
2 = − 1
D + 1
〈[W (t2), V (t1)]2〉β=0θ(t2 − t1) (5.10)
which is determined by the infinite temperature OTOC between this pair of operators.
In other words, the squared commutator measures the initial-state dependence of a linear
response function for totally random initial states.
Although this proposal also probes the operator size distribution of operatorsW and V
(through commutator square), it is more difficult to realize experimentally than our main
proposal using product initial states, due to two reasons. Firstly, preparing the random
initial state ensemble is much more difficult than preparing the random product state
ensemble. Secondly, the quantity (5.10) is suppressed by the exponentially small factor
1
D+1 for all time, while δ〈O(t)〉2 for the random product states is much bigger at early
times.
6 Conclusion
In conclusion, we have proposed a general measure of operator size distribution based on
the initial-state dependence of one-point functions. Compared to previous proposals, the
main advantages of our proposal are its generality and relative ease of implementation.
Our method can be implemented in any quantum quench experiment as long as the direct
product state ensemble can be prepared, and simple operator expectation values at a later
time can be measured. The easiest operators to measure are Heisenberg operators Oˆ(t)
for local operators Oˆ, but all our results relating the size distribution and initial-state
dependence apply to generic operators. In spirit, our results relate quantum chaos to initial
state dependence of the dynamics, in a similar way as the relation of classical chaos and
initial condition sensitivity.
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While the examples in this paper have focused on applications to nearest-neighbor
spin chains, our method can be implemented in a variety of different experimental contexts
allowing for the study of a wide range of Hamiltonians. Examples include long-range power-
law interactions realizable with trapped ions [45, 46] or Rydberg atoms [35–38], or non-local
photon-mediated interactions in optical cavities [47] enabling the realization of Sachdev-Ye-
like models [48, 49]. While spin systems offer a particularly convenient means of preparing
random initial states via random rotations, our protocol could also be extended to Hubbard
models of ultracold atoms in optical lattices by adopting methods proposed in Ref. [43] for
the implementation of random unitaries. Notably, such systems would allow for probing
how operator growth is affected by many-body localization [30, 50–52].
If different initial states can be prepared in the experimental setup, our method also of-
fers substantial flexibility in defining the measure of operator size distribution. For example,
we can consider an ensemble of initial states
|Ψ〉 = |ψ12〉 ⊗ |ψ34〉 ⊗ ...⊗ |ψN−1,1〉 (6.1)
with |ψn,n+1〉 random states of dimension d2 for the two sites n, n + 1. The variance of
OΨ(t) = 〈Ψ| Oˆ(t) |Ψ〉 in this ensemble will probe the size distribution p˜l of operator Oˆ(t)
with a different definition of size. For example denote σα1 and σα2 as Pauli operators on sites
1, 2 respectively. Then in the original case of product state ensemble σα1σβ2 is considered
as a size 2 operator. Now in the modified ensemble (6.1), the variance of expectation value
is probing a “coarse-grained size” where σα1, σβ2, σα1 ⊗ σβ2 are all considered as size 1
operators. Therefore the initial state ensemble defines the “size units”. A more entangled
initial state ensemble probes a more coarse-grained size measure.
If the initial state ensemble is not totally random— for example, for a qubit system,
if the spin has higher chance to be along z direction than x, y—then the variance of OΨ(t)
will not be determined by the size distribution alone, but will depend on more complicated
multipoint functions. It is an open question how to estimate the effects of an imperfect
initial state ensemble, and whether in some cases one can still find approximate relations
or inequalities between the initial state dependence and operator size distribution.
Another open question is whether there are interesting information in higher moments
of the initial state dependence OΨ(t). The relation to size distribution only used the
second moment, and the higher moments may provide probes to other features of operator
scrambling.
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