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Abstract
Assuming a uniqueness assumption on the variational boundary value problems, uniqueness and existence is
established for problems which generalize focal boundary value problems.
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1. Introduction
In this work we will establish the existence and uniqueness of solutions to
y(n) = f (t, y, y′, . . . , y(n−1)) (1)
subject to the nonlinear boundary conditions (2)
a11 y(t1) + a12y′(t1) + · · · + a1n y(n−1)(t1) + B1(y(t1), y′(t1), . . . , y(n−1)(t1)) = y1
a22y′(t2) + · · · + a2n y(n−1)(t2) + B2(y(t2), y′(t2), . . . , y(n−1)(t2)) = y2
...
ann y(n−1)(tn) + Bn(y(tn), y′(tn), . . . , y(n−1)(tn)) = yn
where the constants aii = 0 and distinct ti ∈ (a, b) for all i . These boundary conditions include focal
boundary conditions and can be thought of as a nonlinear perturbation. Throughout this work, we shall
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assume the following hypotheses:
(H1) f : (a, b) × Rn → R is continuous and bounded by M > 0.
(H2) ∂ f
∂xi
: (a, b) × Rn → R, i = 1, . . . , n are continuous.
(H3) Bi : Rn → R are continuously differentiable and bounded by Mi > 0 for i = 1, . . . , n.
Given a solution y(t) to Eq. (1), the linear equation
z(n) =
n∑
i=1
∂ f
∂xi
(t, y(t), y′(t), . . . , y(n−1)(t))z(i−1)
is known as the variational equation along the solution y(t). Given the boundary con-
ditions (2), the linear boundary conditions aii z(ti ) + ai,i+1z′(ti ) + · · · + ai,nz(n−1)(ti ) +∑n
k=1
∂ Bi
∂xk
(y(ti ), y′(ti ), . . . , y(n−1)(ti ))z(k−1)(ti ) = zi are known as the linearized or variational bound-
ary conditions along the solution y(t). The boundary value problem consisting of the variational equation
along with the variational boundary conditions is known as the variational boundary value problem.
(H4) For each solution y(t) of (1), solutions to the variational boundary value problem are unique.
Under the hypotheses (H1), (H2), (H4) in this work, uniqueness and existence for focal boundary
value problems were established in [1]. This work extends these results to nonlinear boundary conditions
and more general linear boundary conditions (Bi = 0). In [2], Henderson established that uniqueness
for the variational problem implies uniqueness for the original problem. Coupled with [3], this result
gives existence and uniqueness under a uniqueness assumption on the variational problem. Establishing
existence from uniqueness is a strategy used by many researchers. See [4–12].
2. The key lemmas
Let −→c = (c1, c2, . . . , cn). Denote by y(t,−→c ) the unique solution to (1) satisfying y(tn) =
c1, y′(tn) = c2, . . . , y(n−1)(tn) = cn. The following lemmas will play a key role in our proofs.
Lemma 1. Suppose IVPs for (1) are unique and extend across the interval (a, b). Let ϕ : Rn → Rn be
defined by
ϕ(c1, c2, . . . , cn) =
(a11 y(t1,−→c ) + a12y′(t1,−→c ) + · · · + a1n y(n−1)(t1,−→c ) + B1,
a22 y′(t2,−→c ) + · · · + a2n y(n−1)(t2,−→c ) + B2,
...
ann y(n−1)(tn,−→c ) + Bn)
where we have abbreviated Bi(y(ti ,−→c ), y′(ti ,−→c ), . . . , y(n−1)(ti ,−→c )) as Bi . Then solutions
to (1), (2) exist and are unique iff ϕ is one-to-one and onto.
The proof of Lemma 1 is elementary and will be omitted. The following result can be found in [13].
Lemma 2. Suppose ϕ : Rn → Rn is continuously differentiable, det(ϕ′(x)) = 0 for all x ∈ Rn, and
|ϕ(x)| → ∞ as |x | → ∞; then ϕ is a homeomorphism.
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Lemma 3. Assume (H1), (H2), and (H3) hold. Suppose ϕ is defined as in Lemma 1. Then
det ϕ′(c1, c2, . . . , cn) = 0 for all (c1, c2, . . . , cn) ∈ Rn iff solutions to the variational boundary value
problem exist and are unique.
Proof. The hypotheses imply that solutions can be differentiated with respect to initial conditions and
∂y
∂ci
are also nontrivial solutions to the variational equation for i = 1, . . . , n. Let ϕi denote the i th
component of ϕ and write LBCi to indicate the i th linear boundary condition in the variational problem.
A straightforward computation shows
ϕ′(c1, . . . , cn) =


LBC1
(
∂y
∂c1
)
· · · LBC1
(
∂y
∂cn
)
...
...
LBCn
(
∂y
∂c1
)
· · · LBCn
(
∂y
∂cn
)


.
Thus det ϕ′(c1, c2, . . . , cn) = 0 iff there exist constants α1, . . . , αn , not all zero, such that

α1LBC1
(
∂y
∂c1
)
+ · · · +αnLBC1
(
∂y
∂cn
)
= 0
...
...
α1LBCn
(
∂y
∂c1
)
· · · αnLBCn
(
∂y
∂cn
)
= 0.
As the boundary conditions are linear, this is equivalent to

LBC1
(
α1
∂y
∂c1
+ · · · + αn ∂y
∂cn
)
= 0
...
LBCn
(
α1
∂y
∂c1
+ · · · + αn ∂y
∂cn
)
= 0.
Thus det ϕ′(c1, c2, . . . , cn) = 0 iff there does not exist a nontrivial solution to the linear problem, which
is equivalent to uniqueness and existence for linear problems. 
3. Uniqueness and existence
We now prove that uniqueness for the variational problem implies uniqueness and existence for the
perturbed problem given that f and the Bi are bounded.
Theorem 4. Assume (H1), (H2), (H3), and (H4) are satisfied and aii = 0 for all i . Then for all choices
of y1, y2, . . . , yn there exists a unique solution to the boundary value problem (1),(2). Moreover solutions
depend continuously on ti and yi .
Proof. Let −→c = (c1, c2, . . . , cn) and denote by y(t,−→c ) the unique solution to (1) satisfying the initial
conditions y(i−1)(tn) = ci for i = 1, 2, . . . , n. Let ϕ : Rn → Rn be defined by
ϕ(
−→
c ) = (a11y(t1,−→c ) + a12y′(t1,−→c ) + · · · + a1n y(n−1)(t1,−→c ) + B1,
a22y′(t2,−→c ) + · · · + a2n y(n−1)(t2,−→c ) + B2,
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...
ann y(n−1)(tn,−→c ) + Bn)
where we have abbreviated Bi(y(ti ,−→c ), y′(ti ,−→c ), . . . , y(n−1)(ti ,−→c )) by Bi . We will establish
uniqueness and existence by showing ϕ is one-to-one and onto. By Lemma 3, we have detϕ′(−→c ) = 0
for all −→c ∈ Rn . Now let −→ck = (c1k, c2k, . . . , cnk) and suppose |−→c k | → ∞ and |ϕ(−→c k)|  ∞.
Choosing a subsequence, we may assume |ϕ(−→c k)| is bounded. Choosing additional subsequences, for
each i we may either assume cik is a bounded sequence or, if not, then cik → ∞ or cik → −∞. From
our assumption, there must be at least one i such that |cik | → ∞.
Suppose |cnk| → ∞. Let ϕn denote the nth component of ϕ. Then
|ϕn(−→c k)| = |ann y(n−1)(tn,−→c k) + Bn(y(tn,−→c ), y′(tn,−→c ), . . . , y(n−1)(tn,−→c ))|
≥ |ann y(n−1)(tn,−→c k)| − Mn = |anncnk | − Mn → ∞.
This implies |ϕ(−→c k)| → ∞ which contradicts our boundedness assumption. Hence |cnk | is bounded.
Moreover, if t ∈ (a, b), then
|y(n−1)(tn,−→c k) − y(n−1)(t,−→c k)| =
∣∣∣∣
∫ tn
t
y(n)(s,−→c k)ds
∣∣∣∣
≤
∫ tn
t
| f (s, y(s,−→c k), y′(s,−→c k), . . . , y(n−1)(s,−→c k))|ds
≤ M(b − a)
and thus y(n−1)(t,−→c k) must be bounded for all t ∈ (a, b) and k ≥ 1. Call this bound N .
Now suppose |cn−1k| → ∞ and cnk is bounded. Then
|y(n−2)(tn,−→c k) − y(n−2)(t,−→c k)| =
∣∣∣∣
∫ tn
t
y(n−1)(s,−→c k)ds
∣∣∣∣ ≤ N (b − a)
for all t ∈ (a, b). It follows that if |cn−1k | = |y(n−2)(tn,−→c k)| → ∞, then so does |y(n−2)(tn−1,−→c k)|.
As y(n−1)(tn−1,−→c k) is bounded by N , it must be the case that
|ϕn−1(−→c k)| = |an−1,n−1y(n−2)(tn−1,−→c k) + an−1,n y(n−1)(tn−1,−→c k)
+ Bn−1(y(tn−1,−→c ), y′(tn−1,−→c ), . . . , y(n−1)(tn−1,−→c ))|
≥ |an−1,n−1 y(n−2)(tn−1,−→c k)| − |an−1,n|N − Mn−1 → ∞
which yields the contradiction that |ϕn−1(−→c k)| → ∞.
Thus we may assume cn−1k, cnk are bounded and suppose |cn−2k | → ∞. The same argument as
used above will again lead to a contradiction. Continuing inductively in this manner, we obtain that cik
is bounded for all i which contradicts our initial assumption. Thus we obtain |−→c k | → ∞ implies
|ϕ(−→c k)| → ∞. Hence Lemma 2 implies that ϕ is a homeomorphism of Rn . Lemma 1 yields the
existence and uniqueness of solutions. The continuous dependence of solutions on ti and yi under our
assumptions was established in [14]. 
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