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ABSTRACT 
Characterizations are given for the positive and completely positive maps on 
n x 1~ complex matrices that leave invariant the diagonal entries or the kth elemen- 
tary symmetric function of the diagonal entries, 1 < k < n. In addition, it is shown 
that such a positive map is always decomposable if n < 3, and this fails to hold if 
n > 3. The real case is also considered. 0 Elsevier Science Inc., 1997 
1. INTRODUCTION 
Let M, denote the *-algebra of n x n complex matrices, where * is 
hermitian conjugation. A (complex) linear map @ : M, + M, is positive if @ 
maps the set of positive definite matrices into itself; Q, is m-positive if 
@ Q I,,, is positive on M, @ M,, where I, is the identity operator on M,; 
and @ is completely positive if @ is m-positive for every m. The structure of 
completely positive maps on M, is quite well understood (e.g., see [4, 13, 1, 
121). Recently, there has been interest in studying completely positive maps 
satisfying some special properties such as leaving invariant the trace function 
or leaving invariant the identity map (e.g., see [2, 91 and their references). In 
particular, it has been shown that the structure of such maps is quite 
complicated. 
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For 1 <k <n, let Sk(xl,..., x,,) denote the kth elementary symmric 
function of the numbers xl,. . . , x,. The purpose of this note is to character- 
ize those positive and completely positive maps @ : M, + M, that leave 
invariant the diagonal entries of matrices, i.e., @(Xjii = Xii for all X and all 
1 < i < n; and those positive and completely positive maps @ : M, + M,, 
m < n, that leave invariant the k th elementary symmetric function S, of the 
diagonal entries, i.e., S,(@(X),,, a(X),,, . . . , a(X),,) = Sk(XI1,. . . , X,,) 
for all X, where 1 < k < m. It turns out that all the trouble is restricted to 
the case k = 1. For k > 1, the structure of those maps is easy to describe. 
We also obtain similar results for the real case. 
After the first version of this paper was submitted, we learned that our 
Theorems I and 3 had been obtained independently by Kye, and would 
appear in [8]. A sizable part of [8] was devoted to showing that a positive 
linear map on M, that leaves invariant the diagonal entries must be decom- 
posable if n = 3. In [7], it was shown that this conclusion fails if n > 4. We 
found a different characterization for the decomposability of such positive 
maps [see Theorem 5(c)] that led to shorter proofs of the results in [8] and 
[7]. We include these results in Section 4. Since the proofs of our Theorems 1 
and 3 are rather short, we include them in our discussion for the sake of 
completeness even though they have been proved in [8]. 
In our discussion, we shall use {Err, E,,, . . . , E,,} to denote the standard 
basis of M,. For a matrix A E M,, we write A > 0 (A > 0) if A is positive 
semidefinite (positive definite). 
2. RESULTS ON COMPLETELY POSITIVE MAPS 
Recall that a A E M, is a correlation matrix of A > 0 with all diagonal 
entries equal to one. It is well known that if A E M, is a correlation matrix, 
then the map QA : M, + M, of the form X e A 0 X is completely positive; 
here A 0 X denotes the Schur or Hadamard product. Clearly, for such a 
completely positive map, a,(X) and X have the same diagonal entries. In 
Theorem 1 we show that every completely positive map that leaves the 
diagonal entries invariant is of this form. As a result, the set of such 
completely positive maps is linearly isomorphic to the convex set of correla- 
tion matrices. For the structure of the set of correlation matrices, one may 
see [S, 6, 11, 101. 
THEOREM 1. Suppose @ : M, -+ M, is a completely positive map. The 
following conditions are equivalent. 
(a) @ satisfies @(X>ji = Xii for all X and all 1 Q i < n. 
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(b) Q’(EJ = Ei, for al2 1 Q i < n. 
(c) There is a correlation matrix A E M, such that @ is of the form 
X-AoX. 
Proof. (a> * (b): If @ : M, + M, is completely positive and leaves the 
diagonal entries invariant, then @(E,, > 0 with diagonal entries equal to 
those of E,,. It follows that @(E,,) = Eii. 
(b) 3 (c): It is known (e.g., see [4] and [13]) that CD : M, + M, is a 
completely positive map if and only if the n2 X n2 block matrix 
(@(Eij))i < i,j < n is positive semidefinite. It follows that for any i # j, @(Eij) 
= ajiEij for some aij E @ with uij = Zj,. Set a,, = 1 for i = 1,. . . , n, and 
let A = (aij).Then @ isoftheform X - A0 X. SinceJ = Clsi,jGnEij > 0, 
wehave A=AoJ=<P(])>O. 
(c> * (a): Clear. W 
The set of completely positive maps that leave the trace function invariant 
has been studied by several authors (see [2, 91 and their references). It was 
shown that the structure of this set is rather complicated. Notice that the 
trace function is just the first elementary symmetric function of the diagonal 
entries. In Theorem 2 we show that for k > 1, the structure of those 
completely positive maps that leave invariant the k th elementary symmetric 
function of diagonal entries is much simpler. To simplify our notation, we 
shall use S,(X) to denote the k th elementary symmetric function of the 
diagonal entries of the square matrix X. 
THEOREM 2. Let m, n, k be positive integers such that 1 < k B m < n. 
A completely positive map 9 : M, + M, satisfies S,(llr( X)) = S,( Xl for all 
XEM, ifandonlyq m = n and q is of the form X c, P”( A 0 X)P, where 
A. E M, is a correlation matrix, and 
(i) if 1 < k < n, then P E M, is a permutation matrix, 
(ii) if k = n, then P E M, is a product of a permutation matrix and a 
diagonal matrix Cy= laj Ejj for some positive numbers a,, . . . , a,, satisfying 
rI;&z, = 1. 
Proof. Suppose ‘P : M, + M, is a completely positive map leaving the 
k th elementary symmetric function of the diagonal entries invariant. Then 
S,(W(tEjj) + W(D)) = S,(W(tEjj + D)) = S,(tEjj + D) is a polynomial in t 
of degree one for any positive diagonal matrix D. It follows that q(Ejj) = 
ajEr. r for some 1 < rj < m. Suppose the function j - rj is not injective; 
say ‘both q\IE,,) and W(E,,) are multiples of E,,. Then there exists 
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k c {l,..., n) with k elements including p and q such that 1 = Sk(xj f k Ejj), 
but WCj E K Ejj> has less than k diagonal entries and hence S,(W(C, E K Ejj)) 
= 0. As a result, we have m = 12. Furthermore, there is matrix P E M, such 
that <Cy= lu~/2Ejj)P is a permutation and the linear operator @ defined by 
@( X> = PtXP is a completely positive map satisfying +( tjJ> = Ejj for all 
j=l ,***, n. Applying Theorem 1 to @, we conclude that ? is of the form 
X 4 A 0 X for some correlation matrix A. For any 1 <j, < *** <j, < n, 
we have 1 = S,(z:,,Ej,,j,) = lI:,,ajt. If k = n, we have nyCiuj = 1; if 
k < n, we have uj = 1 for all j = 1,. . . , n. Thus 9 is of the asserted form. 
The converse of the theorem is clear. 
3. RESULTS ON POSITIVE MAPS 
In this section, we characterize those positive maps that leave invariant 
the diagonal entries of the k th elementary function of the diagonal entries for 
a fEed k > 1. As can be seen, the structures of these maps are just slightly 
more complicated than those in the previous section. We shall denote by 
@ A. s the map on M, defined by 
for given hermitian matrices A and B with zero diagonals. 
THEOREM 3. Suppose Cp : M, + M, is a positive map. The following 
conditions are equivalent: 
(a) @ satisfies @(X)ii = Xii for all X and all 1 Q i Q n. 
(b) @(Eii) = E,, for a21 1 Q i < n. 
(c) @ = QA, B for some hermitian matrices A, B E M, with zero diago- 
nals and such that Z + D*AD + DBD* 2 0 for all diagonal unitary matrices 
D. 
Proof. (a) * (b): Use the same arguments in the proof of Theorem 1. 
(b) - (c): For any 1 Q r < s < n, @(E,, + E,, + E,, + E,,) 2 0 with 
diagonal equal to that of E,, + E,,. Thus @(E,, + E,,) = x,,E,, + x,,E,, 
with x,, = X,,. Similarly, we have @(iE,, - iE,,) = yrs E,, + ysrE,, with 
Y7-S = !&r* Set r,, = Y,, = 0 for 1 Q r < n, and set X = ( xrs), Y = ( y,,) E 
M,. Then for any hermitian matrix H = R + is, where R is real symmetric 
and S is real skew-symmetric, we have a(H) = (I + X)0 R + i(Y 0 S). Let 
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Z = (Z-I, + iH,) + i(G, + iG,) E M,, where H,, G, are real symmetric and 
H, and G, are real skew-symmetric. We have a(Z) = (I + X)o(H, + iG,) 
+Yo(iH,-G,)=ZoZ+AoZ+BoZ’,where A=(X+Y)/2and B 
= (X - Y)/2. s ince @ is a positive map, if Z = vv* with v = (vi,. . . , v,Y 
where [or\= .** 
+ DBD* > 0. 
= ( v, I= 1, and if D = C,7= lCj Ejj, then a(Z) = Z + D*AD 
(c) * (a): Let @ be defined as in (c). Clearly, a( X)ii = Xii for all X and 
all 1 < i < n. It remains to show that @ is a positive map. Now, for any 
x = (Xi,. . . , x,,)~ E @” with xj # 0 for all 1 <j < n, we have @(xx*) = 
X( Z + D*AD + DBD* )X for X = Cy= rI xj lEjj and some diagonal unitary 
matrix D. Hence a( xx*) > 0. By continuity, we have @(xx* ) > 0 for all 
x E C”, and hence @ maps the cone of positive semidefinite matrices into 
itself. If X is positive definite, then X = tZ + X for some t > 0 and some 
x’ > 0. It follows that a(X) = @(tZ + x’) = tZ + @(x’> > 0. m 
REMARK 1. Suppose A and B are hermitian matrices with zero diago- 
nals. One easily checks that the following conditions are equivalent: 
(i) Z + D*AD + DBD* > 0 for all diagonal unitary matrices D. 
(ii) Z + A + DBD* > 0 for all diagonal unitary matrices D. 
(iii) Z + D*AD + B > 0 for all diagonal unitary matrices D. 
We chose to use condition (i) in Theorem 3 (c) because of its symmetry with 
respect to A and B. 
It would be nice to have an explicit condition on hermitian matrices A 
and B with zero diagonals such that conditions (i)-(iii) hold. When 72 = 2, 
this happens if and only if 1 Ai,1 + 1 B,,I < 1. The problem seems rather 
difficult for n >, 3. 
As pointed out by Dr. D. Farenick, one can deduce Theorem 1 from 
Theorem 3. 
By Theorem 3 and arguments similar to those in the proof of Theorem 2, 
we have the following result characterizing those positive maps that leave 
invariant the k th elementary symmetric function of the diagonal entries for 
k > 1. 
THEOREM 4. Let m, n, k be positive integers such that 1 < k < m < n. 
A positive map W : M, + M, satisfies Sk(*( X)) = S,(X) for all X E M, if 
and only if m = n and ‘1’ is of the form X - Pf[aA, ,(X)]P for so7ne 
hermitian matrices A, B E M, with zero diagonals, and some P satisfying 
Theorem 2(i) or (ii). 
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4. DECOMPOSABILITY 
A positive linear map @ : M, + M, is said to be decomposable if it is the 
sum of a completely positive map @r and a completely copositive map @s. 
Recall that @, is completely copositive if the mapping A H Q2(At) is 
completely positive. 
For positive maps @ that leave invariant the diagonal entries, we have the 
following equivalent conditions for decomposability. 
THEOREM 5. Let a,.,, a : M, --+ M, be positive, i.e., satisfy the condition 
in Theorem 3(c). The following are equivalent: 
Cal ‘A. B is decomposable. 
(b) There exist diagonal matrices DA and DB such that 
l=D,+D,, DA +A > 0, and D, + B >O. 
Cc) For all X, Y 2 0 with 10 X = 10 Y we have 
(1) 
tr(X+AX+BY) >O. 
Proof. For the equivalence of (a) and (b) see [8, Theorem 2.31. 
For (b) =$ (c) note that 
(2) 
tr( DA + A)X 2 0, tr(DB+B)Y>O 
implies (2), where we use the identities 1 = DA + D, and 10 X = 10 Y. 
(c) a (b): First note that it suffices to find diagonal matrices D = 
CT= Idj Ejj and E = Zj”= lej Ejj so that 
I-D-E>O, D+A>O, E+B>O. (3) 
indeed, if (3) holds, we may put DA = D and D, = 1 - D to obtain (1). 
Let 
A 0 0 
A,= 0 B 0, 
i I 0 0 I 
I Eij 0 0 A,= 0 0 0 
0 0 -E,, 
), A,,+i=[i ii _L*,), i=l,..., n. 
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Then (3) is equivalent to 
A,+ kdiAi+ teiA,,+I>O. 
i=l i=l 
(4) 
By a standard result on linear matrix inequalities (see, e.g., [3, Section 2.2.111, 
there exist di and e, such that (4) holds if and only if for every positive 
semidefinite Z E M,, 
tr( ZAi) = 0, i = 1,. . . ,2n, implies tr( ZA,) > 0. (5) 
Now, suppose X, Y > 0 with Z 0 X = Z 0 Y. Then 2 := X @ X @ Y is positive 
semidefinite and tr(ZAi) = 0, i = 1,. . . , 2n, and thus it follows from (5) that 
(2) must hold. ??
By Remark 1, the positivity requirement on (PA, s may be reformulated as 
tr(X+AX+BD*XD) >/O (6) 
for all X >, 0 and all diagonal unitary matrices D. Since Z o( D* XD) = Z 0 X 
for any diagonal unitary matrix D, we see that (6) is a particular case of (2). 
This, of course, is no surprise, as decomposability implies positivity. It is 
natural to ask to what extent the converse is also true, i.e., when does 
positivity of aA, s imply decomposability? We next show that this converse 
holds for dimensions 3 and lower, but in general fails to hold for dimensions 
4 and higher. 
THEOREM 6. Every positive map of the form QA, B, where A, B E M, 
are hermitian matrices with zero diagonals, on M, is decomposable if and 
only if n < 3. 
Proof. For n = 1 the statement is trivial. For n = 2 one can choose 
DA = 1 A,, II and D, = I - DA to be the decomposition. 
Let n = 3. Suppose (6) holds for all diagonal unitary matrices D. We 
need to show that (2) holds for all X, Y > 0 with Z 0 X = Z 0 Y. It suffices to 
consider the case when X and Y have positive diagonals. The general case 
will then follow from continuity. For such X and Y, let E = (I 0 X )l/‘. Then 
E-‘XE-1 and E-‘YE-’ are correlation matrices. Since (e.g., see [20]) all 
3 X 3 correlation matrices are convex combinations of rank one correlation 
matrices, we have E-‘XE-’ = Ci=,a,Xi and E-‘YE-’ = C;,,b,Y,, where 
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a, > *** > a, > 0 and b, a -*a > b, > 0 are two sets of convex coeffi- 
cients, and Xi, Yi are rank one correlation matrices. Suppose a, > b,. Write 
E-‘Xl-’ as 
r-l 
E-‘XE-’ = c aiXi + (a, - b,)X, + b,X,. 
i=l 
Apply these arguments to the matrices 
r-l s-l 
c a,X, + (a, - b,)X, and c b,Y, 
i=l i=l 
to remove Y,_ i if a, - b, > b,_, or X, if a, - b, < b,_,. After finitely 
many repetitions of this process, we can write 
E-‘XE-l = &fi and E-‘YE-’ = &fi, 
i=l i=l 
where ci form a set of convex coefficients, and Xi, Yi are rank one correlation 
matrices. Since rank one cofrelation matrices are similar via diagonal unitary 
matrices, we have Yi = 0: Xi Di for some diagonal unitary Di. It then follows 
that 
X=E 
and 
Y = E cciDi XjDi E = xciD:(EziE)Di. 
(iI, *- ) i1, 
Hence 
tr(X+AX+BY) = icitr[(EXiE) +A(E$E) +BD:(EJ?iE)Di] >O. 
i=l 
It remains to provide for each TZ > 4 an example of a positive map QA, s 
that is not decomposable. It suffices to provide such aA, s for n = 4, as one 
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may embed this example in higher dimensions by taking A CB 0 and B 0 0. 
Introduce the matrices 
M= 
0 
0 
1 
26 
1 
2J;z 
N=$ I 0 1 1 1 0 -1 1 -1 0 -1 1 I 1 * \-1 1 1 oj 
We claim that there exists an E > 0 such that 
I+ M+DND* >&I>0 
1 
0 - 
2ti 
1 
0 - 
2\/;z 
1 
2G 
0 
i l+i -- 
2G 4 
1 
2&z 
1 
26 
l-i 
4 
0 
(7) 
for ah diagonal unitary matrices D E M,. Subsequently we shah show that 
for (A, B) = CM, N)/(l - E), aA,s is positive but not decomposable. 
To prove our claim, observe that +Z + M > 0 and +Z + N > 0, and 
, 
Suppose that no E > 0 exists such that (7) holds. Then, by the compactness 
of the set of 4 X 4 diagonal unitary matrices, there exists a diagonal unitary 
matrix D such that 
Ker(iZ + M) II Ker(iZ + DND*) # 0. 
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In particular, there exiqt LX, p E C such that 
a(-1, 
It follows that 
(CYJ = 1 
Hence 
-l,dz,o)t + p(-1 ,i,o,tiy = D(1, -1, -1,l)‘. 
lpl= 1, Ia + PI = 4% la - iPI= a. 
0 = Ia + PI2 - (aI2 - IpI2 = 2Re(cup), 
0 = J(Y - ipI - 1~~1~ - I PI2 = 2Re(iap), 
and thus 
1 = lapI = [Re(ap)]’ + [Re(ic$)]” = 0, 
which is a contradiction. In conclusion, there exists an E > 0 such that (7) 
holds. 
Now, let (A, B) = (M, N)/(l - E). By Theorem 3(c) and (7) we obtain 
that aA B is positive. On the other hand, if 
x= 
i-ti 
1 - 
& -+ x 
-- 
i-i 
\l;i- l k 
-- 
+ 
-- -- 
VLL O 
-- -- 
Lk” l 
/ 1 -1 -1 1) 
Y=;: ; y---, I 1 -1 -1 1 I 
POSITIVE MAPS 257 
then X > 0, Y > 0, Z 0 X = Z 0 Y, and 
tr(X+AX+BY) = -4e<O. 
By Theorem 5(c) we see that (PA, s is not decomposable. 
Theorem 6 was also obtained in [8] and [7] using different methods. By 
Theorems 4 and 6, we have the following corollary. 
COROLLARY 7. Let k be a given integer with 1 < k < n. Every positive 
map on M, that preserves the k th elementary symmetric function of the 
diagonal entries is decomposable if and only if n < 3. 
4. RESULTS ON REAL MATRICES 
There has also been interest in studying completely positive maps and 
positive maps on M,(R), the algebra of n X n real matrices. As in the 
complex case, we say that a (real) linear transformation @ : M,(R) -+ M,(R) 
is positive if Cp maps (real symmetric) positive definite matrices to positive 
definite matrices, and @ is completely positive if the block matrix 
(‘(Eij))i<i,j<n is positive semidefinite. Using these definitions, one easily 
obtains the real analogs of Theorem 1 and Theorem 2. However, the results 
on positive maps are slightly different because a positive map imposes no 
condition on the space of skew-symmetric matrices. 
THEOREM 8. Suppose @ : M,(R) + M,(R) is a positive map. The fol- 
lowing conditions are equivalent: 
(a) @ satisfies @(X)ii = Xii for all X and all 1 < i < n. 
(b) @(E,,) = Eii for all 1 < i < n. 
(c) There is a correlation matrix A E M,(R) and a linear transformation 
such that @ is of the form X c, A 0 X + 6(X - X “). 
THEOREM 9. Let m, n, k be positive integers such that 1 < k < m < n. 
A positive map * : M,(R) + M,(R) satisfies S,(?( XI) = S,(X) for all 
X E M, if and only if m = n and 9 is of the form X e P’(@(X))P, where 
+ satisfies condition (c) of Theorem 8, and P satisfies Theorem 2(i) or (ii). 
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