Abstract -The paper focuses on identification issues of the advanced controller ASPECT' that is implemented on a simple PLC platform with an extra mathematical coprocessor and is intended for the advanced control of complex plants. The model of the controlled plant is obtained by means of experimental modelling using an online learning procedure that combines model identification with pre-and post-identification steps that provide reliable operation. It is shown that acceptable performance of the system is obtained despite difficult conditions that may arise during operation.
I. INTRODUCTION The problem of control of nonlinear plants has received a great deal of attention in the past. The problem itself is fairly demanding, but if the model of the plant is unknown or poorly known, the solution becomes considerably more difficult. Nevertheless, several approaches exist to solve the problem.
One possibility is to apply adaptive control that was accommodated to treat not only linear time invariant plants but also nonlinear and time variant plants. Adaptive control is avoided in the practice due to the lack of robustness even though robust adaptive control was proposed to overcome this drawback [3] . Many successful applications of fuzzy controllers [5] have shown their ability to control nonlinear plants. Fuzzy controllers were later upgraded with the ability of constructing fuzzy model of the plant on-line and adjusting control parameters accordingly. The universal .approximation theorem [7] provided a theoretical background for new fuzzy direct and indirect adaptive controllers [ 11 whose stability was proven using the Lyapunov theory.
The main drawback of most of the existing approaches for the control of nonlinear plants is that they are very complex, difficult to understand since they demand fairly good knowledge of mathematics and are thus avoided by practising engineers. Since our wish was to implement the controller on a simple platform, e.g. programmable logic controller, the algorithm should be kept as simple as possible. On the other hand, one of the most important goals was to choose the algorithm that would be simple to tune, i.e. to select the necessary design parameters. In our case, Takagi-Sugeno fuzzy model of low order [6] was chosen. The model is obtained via experimental modelling using a special batch-wise on-line learning procedure combining model identification with pre-and post-identification steps providing reliable operation. Many different controller types are possible to use with this model, e.g. PID, predictive etc.
Within the ASPECT project, an efficient and userfriendly engineering tool for control of a certain practically very important class of non-linear plants was built. This paper focuses on model identification issues but will also depict some of the properties of the product.
CONTROLLER OVERVIEW
Modular multi-agent structure of the controller enables a choice of several control algorithms suitable for different plants. The control algorithms parameters are automatically tuned from the model. The controller monitors the resulting control performance and may react to detected irregularities. A distinguishing feature of the controller is that the algorithms are adapted for implementation on low-cost industrial hardware platforms such as programmable logic or open controllers. The controller code is subdivided into the Run-Time Module (RTM), running on a PLC and performing all activities mentioned above, and the Configuration Tool (CT) that simplifies the initial configuration from a personal computer, providing help for the configuration procedure.
The code that resides in the controller (RTM) can be viewed as a multi-agent system where several independent agents (modules) interact with each other. The system includes the following agents: signal preprocessing agent (SPA; provides the signals to the other agents), online learning agent (OLA; identifies the model), model information agent (MIA; maintains the active model and its status information), control algorithm agent (CAA; includes functionality of an advanced industrial non-linear control algorithm and automatic tuning of its parameters from the model), control performance monitor (CPM; supervises the control performance and intervenes if appropriate), operation supervisor (OS; the main part of the program that binds the other agents). where k is the discrete time index, j is the number of the local model, y(k) is the plan output, u(k) is the plant input, v(k) is the (optional) measured disturbance, rj is a constant that defines the operating point in the j-th fuzzy domain (it compensates for the nonlinearity in the static characteristics), a,,j, a2,j> 4 , j , ' 2 . j 7 C l , j * c2.j -plant parameters in the j-th operating point, d u j , d v j -delays in the U-y and v-y paths, respectively, 4 -the degree of fulfilment of the j-th member-ship function (it depends upon the scheduling variable s), and where predefined coefficients kr, kY, k,,and k, are used, and signal w(k) here represents the set-point.
Normalised triangular membership functions (MF) are used, i.e. cyllflj = 1 . They are illustrated in Fig. 1 . During the regular closed-loop operation, the RTM gathers information about the controlled plant. This may be required to improve the plant model. It is very likely that the system is started with a limited knowledge about the controlled plant. In order to improve the performance of the system it is necessary to obtain better model of the plant. These tasks are performed by the OLA agent.
The OLA agent is a software module that performs structural and parametric identification of the plant on- and v(k) in the active buffer is below their specified thresholds, the execution is cancelled.
Select local models: the local models for which the sum of their corresponding membership functions ,&) over the active buffer normalised by the active buffer length exceeds certain threshold are selected. This means that only fuzzy domains that have relatively high excitation are considered. Further processing does not include other local models.
Identification: the parameters of the selected local models are identified using the novel fuzzy instrumental variables (FIV) identification method, an extension of linear instrumental variables (IV) [4] for the specified MFM. It will be described in Section IV.
Verzjicatiodvulidution: in this step the comparison of the old and new model is done and each model is given a certain confidence index that serves as a basis for the decision whether to replace the old model by the new one.
Iv. IDENTIFICATION ALGORITHM
The identification is batch-wise, i.e. signal buffers of the certain size are analysed to obtain plant parameters. The identification is performed in each operating point (defined by fuzzy sets). Index j denotes that j-th operating point is taken into consideration. i j is a vector of the estimates of the plant parameters method is used for obtaining the initial estimates:
[a,,j, a2,j, b,,j, b2,j, q j . ~~~~1~. Least squares (LS)
where:
The dead zone is included to prevent drift of parameters due to noise. In the second step the "fuzzy instrumental variables" algorithm is used:
with the instrumental variables ~, ( k + 1) defined as (4)
Note that the recursive algorithm is used that does not include matrix inversion which is difficult to realise on the simple platform. The LS algorithm is initialised by the model from MIA while the IV algorithm starts with the model obtained in the first (LS) phase.
It is worth observing that the parameters of the model are calculated independently in each operating point in Eqns. (3) and (4). If all parameters were calculated at once, the information matrix would not be of the full rank and even though the matrix inversion was not involved, the results would drift in the directions where there was no excitation. In other words, all system parameters are not identifiable as a single vector of unknown parameters. In Eqns. (3) and (4) data contribute to the estimated parameters of the fuzzy domain with the weight equal to the fuzzy membership of the corresponding domain.
After the identification, a decision has to be made whether to use the old model (from MIA), the model obtained by LS or the model obtained by IV. The latter is sometimes very bad since the IV algorithm does not assures that the estimates converge (when the level of noise is high and/or the initial estimate is bad). All three models are simulated with the actual process input. The best model in the mean square errors sense is selected.
To prevent slow degradation of control performance we should be careful in selecting new model of the plant. To prevent the drift of plant parameters, another "dead zone" is used in the identification algorithm. The actual model (that resides in MIA) is favoured if the confidence indexes of the old and the new model are similar. Only if the confidence index of the new model is much better (for a certain multiplicative constant), the model is replaced.
v. SIMULATION TESTS WITH THE RTM
The operation of the controller was tested on a simulated neutralisation process in Fig. 2 [2] . An acid stream Ql, a buffer stream Q2 and a base stream Q3 are mixed in a tank. The acid and base streams are equipped with flow control valves. The pH of the mixture is measured with a sensor located downstream. The effluent pH is the controlled variable y , and the manipulated variable U is the flow of the base stream Q3. The static characteristic of the plant is highly non-linear (its openloop gain changes by the factor 8).
A . Behaviour of the RTM in the environment with measurable disturbance
The disturbance in the system is surely a possibility of adding extra burden on the control system. As already mentioned, OLA has got a very complex identification algorithm built in. In addition to having the possibility of identifying nonlinear (Takagi-Sugeno modelled) systems, systems with changing delays, membership functions and different combinations of the mentioned, it also provides the possibility to estimate the disturbance model when the latter is measured. From the system theory aspect, the plant can be seen as two-input single-output plant (TISO). It is generally known that such plants are considerably more difficult to identify compared to single-input singleoutput (SISO) plants, especially in the case when one of the inputs (disturbance in our case) cannot be influenced. It is obvious that in the case of a constant disturbance no information on the disturbance model can be extracted. When the level of excitation of the disturbance is high enough, relatively good disturbance model can be obtained.
The experiments have shown that the 'option of identifying both models (the control one and the disturbance one) can be used, but one has to be aware of the fact that the behaviour might not always be as expected. This is especially true if the system is highly nonlinear, possesses high noise or a lot of the optional components in the OLA are enabled. The more possibilities are enabled in the RTM, the lower robustness of the system can be expected in general
B. Behaviour of the RTM in the noisy environment when operating in the closed-loop
Another difficulty in the identification is the presence of noise (or immeasurable disturbance) in the plant. Because of the closed loop the noise propagates to the manipulated variable causing correlation between the latter and the controlled variable. That problem is solved to some extent by incorporating the IV into the identification procedure. Nevertheless, the problem of noise in identification in the closed-loop is not circumvented by the IV alone. Additional steps have to be taken to suppress the influence of noise. In the product design the dead zone was included into the identification procedure. This prevents the data that do not carry any new information about the plant to take part in the parameter calculation. The rationale behind this is that the main part of such regressors is probably noise that would lead the estimated parameters to the wrong direction.
Similar experiment as mentioned before (subsection A) was conducted. Two identification algorithms were compared: the one with two "dead zones" and the other with only one (it did have the dead zone in the least squares algorithm but it did not prevent that only slightly better model would be accepted).
The results in the latter case were discouraging to some extent since they have shown the quality of the model can decrease with time. The deterioration was not instantaneous. Rather, the drift in the parameters can be observed. Such drift would not be possible if identification was performed in the open loop. When the system operates in the closed-loop and the noise is present, the scenario is as follows. The system starts with no information about the plant at all and by a very conservatively tuned controller. The bandwidth of the system is therefore low and the manipulated variable is relatively slow (almost open loop). This is why a good model is obtained in the beginning (see Fig. 3 ). The procedure of the controller tuning is such that results in high-gain controller. This is why the manipulated variable * is much more vivid and also correlated with the controlled variable. The obtained model is worse because of that. The next controller results in an even more oscillating system. Consequently, the quality of signals used for identification is very low (more or less only one frequency is present). This cycle leads to the deterioration of the performance. In Fig. 4 the signals in the system are depicted after a period of time. The problem lies in the very core of the approach. Usually, some data are used for identification and the other for validation. Since the fuzzy model is used it is possible that the system changes the fuzzy domain approximately in the moment when the "validation period" starts. In such case the validation would be completely wrong.
It is obvious that something has to be done to prevent very frequent changes of the model. The other algorithm (with two "dead zones") achieved precisely that. Fig. 5 represent the behaviour of the system in the same time intervals as Fig. 4 in the previous experiment (the behaviour in the beginning is very similar in both cases). It can be observed that the gradual deterioration of the performance is prevented. However, this solution is not absolute. It implicitly prevents small changes in the model. Consequently, it is hard for the algorithm to reach global optimum. As always, a trade-off between the performance and the robustness is performed. In this case, our standpoint is that robustness is more important than the optimal performance. Some experiments have also been made with dead time unit and membership functions unit. Both of them are called periodically (after a certain number of parameter identifications) if enabled. Both of them are not very robust and demand the signals of high quality (high level of information). The dead time unit tries to fit the drastic changes in the output by changing the delay in the model. It is highly advisable to enable it only in open loop -usually this is done when an open loop experiment is being conducted and there are some step-like changes in the system input. The membership functions unit will add a new fuzzy domain if it finds it appropriate. The initial tests have shown that the ASPECT controller is capable of controlling nonlinear plants, the plants with delay and slowly varying parameters. The identification algorithm is designed such that it prevents parameter drift due to noise especially when run in the closed-loop. It is also capable of dealing with systems with (variable) delay. This possibility is not suggested for the use in closed-loop since it does not show high level of robustness. The algorithm can also find the nonlinearity in the system and adds an extra membership function when appropriate.
