The indirect method for the construction of Quantum mechanics (QM)/ molecular mechanics (MM) free energy landscapes provides a cheaper alternative of free energy simulations at QM level. The indirect method features a direct calculation of the free energy profile at a relatively cheap low-level Hamiltonian and a low-level to high-level correction. In the thermodynamic cycle, the direct low-level calculation along the physically meaningful reaction coordinate is corrected via the alchemical method, which is often achieved with perturbation-based techniques. Often the indirect method can lead to about an order of magnitude speedup in free energy simulation. In our previous work, a multi-dimensional nonequilibrium pulling framework is proposed for the indirect construction of QM/MM free energy landscapes. The method relies on bidirectional nonequilibrium pulling and bidirectional reweighting with the statistically optimal estimator. In the previous work, we focus on obtaining semi-empirical QM (SQM) results indirectly from direct MM simulations and MM<->SQM corrections. In this work, we apply this method to obtain results under ab initio QM Hamiltonians by combining direct SQM results and SQM<->QM corrections. The indirect nonequilibrium scheme is tested on a dihedral flipping case and a series of SQM and QM Hamiltonians are benchmarked. It is observed that PM6 achieves the best performance among the low-level Hamiltonians, while AM1 and MNDO perform less well. Therefore, we recommend using PM6 as the low-level theory in the indirect free energy simulation. The comparison between the indirect results from different SQM Hamiltonians could also provide some hints on the development of charge models. As AM1 can be corrected with the bond charge correction (BCC) to provide a cheap and accurate charge model, which is able to accurately reproduce the electrostatic potential (ESP) at HF level, PM6 would be able to do 2 / 47 the same thing. Considering its higher similarity to the high-level Hamiltonians, the PM6-BCC model could be more accurate than the existing AM1-BCC model. Another central result in the current work is a basic protocol of choosing the strength of restraints and an appropriate time step in nonequilibrium free energy simulation at the stiff spring limit. We provide theoretical derivations to emphasize the importance of using a sufficiently large force constant and choosing an appropriate time step. It is worth noting that a general rule of thumb for choosing the time step, according to our derivation, is that a time step of 1 fs or smaller should be used, as long as the stiff spring approximation is employed, even in simulations with constraints on bonds involving hydrogen atoms.
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I. Introduction
Free energy differences between different states of a system or different systems are the thermodynamic determinant of the tendency of physical processes. The variation of free energy along generalized coordinates is given by the so-called free energy profile or free energy landscape. As the timescale of processes of interest is often longer than molecular dynamics (MD) accessible timescales, obtaining converged statistics from brute-force simulations is impossible. To overcome this timescale issue, smart sampling regimes are devised. Enhanced sampling methods are powerful tools to accelerate the sampling and construct the free energy profiles or surfaces. Generally, they can construct the free energy surfaces with only a fraction of computational cost of the conventional MD simulations. [1] [2] [3] [4] Enhanced sampling techniques add biasing potentials to enhance the sampling efficiency in specific regions in the phase space. An example in point is umbrella sampling, 3, [5] [6] [7] where harmonic biasing potentials are added. Post-processing is needed to reweight the samples obtained from the biased ensembles to recover the unbiased statistics in the original unperturbed system. Most of the popular reweighting techniques are based on free energy perturbation (FEP).
For instance, the popular multi-state reweighting estimators of WHAM 8 are the multi-state version of FEP.
As FEP suffers from sample size hysteresis, [9] [10] [11] its bidirectional variant named Bennett Acceptance Ratio (BAR) is often used to achieve the best statistical efficiency. [12] [13] The multi-state version of BAR is MBAR, 14 which makes the best use of samples from multiple equilibrium states. vFEP 15 is another popular perturbation-based reweighting method, where curve fitting is also incorporated in the construction of the free energy profile. Recently, the nonequilibrium pulling method named Steered MD (SMD) is coupled to the nonequilibrium generalization of FEP and BAR, i.e. Jarzynski's Identity (JI) 16 and Crooks' Equation (CE), 17 providing a nonequilibrium alternative for the construction of the potential of mean force (PMF). [9] [10] [11] [18] [19] [20] [21] [22] [23] As a state function, the free energy difference between different states can, in principle, be calculated with any pathway connecting these states. Practical considerations on the efficiency of the pathway are often technical. The identification of the optimal pathway can be performed by minimizing the thermodynamic length along it. 24 Adaptive sampling along the whole pathway defined by the generalized coordinate named collective variable (CV) achieves the similar goal, i.e. minimizing the statistical uncertainty. [25] [26] [27] A physical process happens in a physical space and can be described with a set of physically meaningful CV. PMF along these coordinates depicts the variation of thermodynamics in the process. If a non-physical pathway connecting two physical systems is defined, the free energy calculation is performed to calculate the free energy profile along this non-physical pathway, which is often termed as the alchemical method. [28] [29] [30] [31] [32] As the 5 / 47 nonequilibrium techniques. 22 In our previous work, we report a general nonequilibrium framework for the indirect construction of QM/MM free energy landscapes, where all transformations are performed in a nonequilibrium way. The nonequilibrium stratification or the staging nonequilibrium pulling is coupled to the statistically optimal bidirectional reweighting estimator of BAR/CE in both the alchemical 26 space and the configurational one. 27 The resulting two-dimensional (2D) nonequilibrium free energy simulation provides an indirect way to construct the QM/MM free energy landscapes. The Savitzky-Golay filter is employed to increase the signal-to-noise ratio and get a smoother PMF. The computational framework is applied to one periodic dihedral case of solvated ACE-NME and one non-periodic distance case of the stretching of deca-alanine. In our previous work, the low-level Hamiltonian is set to MM, while the high-level one is SQM. In the current work, we extend the protocol by setting the low-level Hamiltonian as SQM and use ab initio QM Hamiltonians as the high-level one. Three SQM Hamiltonians including the Austin Model 1 (AM1), 62 the Parametrized Model number 6 (PM6) 63 and the Modified Neglect of Diatomic Overlap (MNDO) 64 are tested. As for the ab initio QM Hamiltonians, the Hartree-Fock method (HF), [65] [66] [67] the post-HF method of second-order perturbation theory (MP2), [68] [69] [70] [71] the Becke 3-parameter Lee-Yang-Parr (B3LYP) functional, [72] [73] [74] and the ωB97X-D functional 75 are employed. We expect this benchmark test to provide some hints on the selection of the low-level Hamiltonian to achieve better efficiency. Another inspiring point obtained from this benchmark test is that PM6 may be a nice candidate to generate the atomic charges for MD simulations, due to its similarity to the high-level Hamiltonians.
The stiff spring limit is often used in nonequilibrium pulling. Such an approximation requires a sufficiently large force constant to restrain the system close enough to the desired state. Although some discussions about the width of the distribution of CV and the selection of force constants have been presented, [76] [77] nothing is discussed about the selection of the time step used in the biased simulation.
However, from a theoretical perspective, with a large force constant to achieve the stiff spring limit, the time step should also be adjusted accordingly. Therefore, we revisit this width-of-distribution issue and then extend the derivation to the acceptable range of time steps. We emphasize the use of a small time step to integrate the equation of motions, and recommend that 1 fs or smaller should be used in simulations even with constraints on chemical bonds (involving hydrogen atoms).
II. Methodology
1. A brief review of the multi-dimensional nonequilibrium pulling scheme for the indirect construction of free energy landscapes at QM level.
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The calculation of the free energy landscape at the high-level theory is decomposed to a 2D enhanced sampling along one configurational CV and one alchemical CV. The SMD simulations along the configurational CV is achieved by adding a time-dependent harmonic potential defined by Eq. (1), which drives the system from one state to another.
, where V is the harmonic potential, k denotes the force constant, q represents the coordinate vector, 0  is the time-dependent CV defining the configurational transformation, and  refers to the current value of the CV. Such a restraint restrains the CV to the desired value, but there are still fluctuations in the value of CV. With a large enough force constant, the fluctuation of CV is sufficiently suppressed, which is often called as the stiff spring limit. [79] [80] [81] In alchemical space, the generalized CV of the alchemical order parameter moves in the same way. The alchemical CV varied with the pre-defined schedule but without fluctuations in its value.
A long nonequilibrium pulling suffers from huge dissipations. The resulting convergence of the simulation is very slow and a huge number of samples are needed. Further, a long waiting time is required before we can get some feedback from simulations, which is a severe drawback in testing a protocol. To enhance the convergence, we need either to lengthen the time for pulling (i.e. use a slower pulling speed) or cut the whole transformation into smaller segments. In the nonequilibrium stratification or the staging nonequilibrium pulling scheme, we consider the case that the whole transformation is divided into K states and there are 1 K  segments. The best way to reweight data from multiple equilibrium states is bidirectional reweighting with BAR/CE or multi-state reweighting with WHAM, MBAR or vFEP. As the reliability and the weighting factor are closely related to the overlap between different states, it is often observed that the results of perturbations are mostly determined by data from neighboring windows. As a result, bidirectional reweighting often provides very similar results to those obtained from multi-state reweighting methods. In nonequilibrium simulations, the transformation is essentially pair-wise. Namely, only nonequilibrium pulling between neighboring windows is performed. Therefore, the data obtained from nonequilibrium simulations should be analyzed with the bidirectional reweighting estimator of CE to achieve the best statistical efficiency. The statistically optimal and asymptotically unbiased two-state free energy estimator of CE is described with Eq. (2). [12] [13] 17 7 / 47 Subsampling the whole dataset of initial configurations by the statistical inefficiency, we obtain a new set of independent configurations.
As the statistical inefficiency can be used to estimate the computational cost of getting an independent sample from equilibrium sampling, we likewise determine the computational cost in nonequilibrium pulling.
We rewrite the statistical inefficiency in equilibrium dynamics as eq,i  , and add the length of each nonequilibrium pulling simulation NEW,i  . Therefore, the overall computational cost for each independent point in nonequilibrium pulling is
. The pulling simulation is performed bidirectionally, i.e. in the forward ( increasing) and backward ( decreasing) directions. Therefore, NEW,i  should be multiplied by 2 in the above equation. Further, to compare the computational cost of the direct and indirect schemes, we also need to scale the computational cost of each independent data point by the ratio of the computational costs under different Hamiltonians. In the current case, as the SQM calculation is much faster than the QM one, we scale all the computational cost to the SQM level, which enables a direct comparison of computational costs of different free energy simulation schemes. The resulting statistics are provided in Table 1 , from which we know that the simulations at different SQM levels are very similar in efficiency, while the computational cost of ab initio QM calculations shows obvious dependence on the level of theory.
After obtaining the free energy difference between neighboring states, we accumulate the free energy difference in these segments to get the variation of free energy in the whole process,
. If we set kK  , Eq. (6) gives the overall free energy difference along the pathway. By setting the free energy of state 1 as zero, i.e. the reference point
, we obtain the free energy landscape by adding Eq. (6) to it,
. The above equations enable us to get the free energy profile in one dimension. By constructing a similar one-dimensional free energy profile along a CV orthogonal to the first CV, we obtain the multi-dimensional free energy surface. We define the first CV as the configurational CV with 1 
, where 1 
Convergence check in nonequilibrium simulations. There are two things needed to be checked in nonequilibrium pulling. The first one is the sample-size dependence of various ensemble averages, and the second one is the pulling-speed dependence. [25] [26] 82 As our central goal is the free energy, we focus on the time-evolution of the free energy profile and the comparison between free energy profiles obtained under different pulling speeds. As the statistical error or uncertainty is often more biased than the free energy itself, these variances are also needed to be checked. 18, [25] [26] 82 Convergence is reached when identical estimates of the free energy profiles are obtained at different pulling speeds and with different sample sizes, and the standard error is small enough and it decreases monotonically with the sample size. We note that this check needs to be performed for all segments in multi-stage nonequilibrium pulling.
In the calculation of the speedup of the indirect scheme, for simplicity, we use the equal sample size rule of ij n n n  . This provides a quick estimate of the efficiency of the method, but may lead to some underestimation of the efficiency. More detailed and complicated calculations may be useful in this aspect, but this is good enough for our illustrative calculation.
2. Achieving the stiff spring limit.
In umbrella-sampling-related simulations, harmonic potential energy functions are added to the potential energy surface (PES) to enhance the sampling. Mechanical observables are selected to describe important motions and distinguish different states of the system. To initiate a simulation, we need to try how large a force constant should be used.
When a harmonic potential with force constant k ,
, is added to the flat PES 0 V with
, where x is the value of the CV and  is the center of the umbrella potential (i.e. the desired value of CV), the distribution of CV can be obtained by
, where  is the reciprocal temperature, and P is the probability distribution of CV. Here, we keep the temperature factor rather than using the dimensionless energy, as the width of CV distribution and the 
. We can see that the exponential of 0 V can be transformed to the normalization factor for the Gaussian distribution. The probability density for an arbitrary normal distribution is
, where  denotes the center of the distribution and  is the standard deviation. Comparing Eq. (13) and Eq. (14), we have
. Note that the non-zero
could lead to anharmonicity in the above distribution.
Practical value of k in biased simulations. At 300 K,  is (0.59 kcal/(mol)) -1 . We hereafter discuss the use of the force constant from a practical perspective, under the realization of a commonly used software for biasing the simulations, i.e. AMBER used in this work, coupled to a realization of the post-processing 
. If we set k as 200 kcal/(mol*rad 2 ) the theoretical  is 2.2°. If k equals 500 kcal/(mol*rad 2 ),  becomes 1.4°. As in practical cases the PES is not flat, the standard deviation would deviate from theoretical values.
Scanning k we have Fig. S1a. We start from 50 kcal/(mol*rad 2 ) as the normal range we use is from 100 kcal/(mol*rad 2 ) to 10000 kcal/(mol*rad 2 ). Too small value leads to brute force simulation.
As in umbrella sampling the distributions of CV in neighboring windows should overlap, we need to choose a not-so-large force constant. For instance, for 5° increments, the usable AMBER k is 100-200 kcal/(mol*rad 2 ) and for 2° increments it is 500 kcal/(mol*rad 2 ), in order to take a balance between sufficient phase space overlap and enhancing the sampling of CV.
If the aim is to achieve the stiff spring limit, in the case of nonequilibrium pulling and the initial configurational sampling of nonequilibrium free energy simulation to extract independent configurations, a large force constant is needed to restrain the CV sufficiently close to the desired value. With the largest force constant we test, i.e. 10000 kcal/(mol*rad 2 ),  is about 0.3°. Obviously, the stiff spring limit is well-achieved. The deviation from the desired value is always smaller than 1°, which is about 3 for 0.3  °. As a result, such a large force constant is often used to get initial configurations for nonequilibrium free energy simulations. 27, [84] [85] In the normal case, we recommend a force constant of 2000 kcal/(mol*rad 2 ) (width of distribution ~0.7
°), which is already good enough to ensure a precise definition of the dihedral state. Also scanning the temperature space leads to Fig. S1b . We can see in the normal temperature range, the conclusion does not change much with the 300 K one.
If the CV is a distance, in amber the unit of k is kcal/(mol*Å 2 ). Only multiplying it by 2 gives the conventional force constant in Eq. (11) AMBER *2 kk  (18) . Scanning k in this case, we have Fig , the result of which is that the specific areas are not sampled well.
As for achieving the stiff spring limit, a force constant of 100 kcal/(mol*Å 2 ) is already good enough to restrain the system within about 0.05 Å of the center of the biasing potential. The application of such a force constant to achieve the stiff spring limit can be seen in references. 
76-77
Choosing an appropriate time step. With a suitable force constant to bias the simulation, we then need to define how long the time step should/could be in the integration of the equation of motions. The accuracy and stability of the dynamics depend on the integration time step (ITS). The smaller the ITS is, the higher the accuracy is achieved. However, the computational cost increases with the magnitude of ITS. Therefore, finding an appropriate value of ITS is important in numerical simulations. The maximum ITS is often chosen as the minimum length of time step being able to resolve the fastest motion in the system. Normally, in MD simulation, with bond-length-constraint algorithms such as SHAKE, [86] [87] [88] we can use
an ITS as long as 2 fs. The application of the biasing potential or force may lead to a smaller T than the motions involving hydrogen atoms and lowers the maximum value applicable for ITS. Below, we provide discussions about the time step acceptable in MD simulation with the biasing potentials.
We still use the spring model and assume the effective mass of the atom linked by the spring as m g/mol. As we know, the period of a spring can be estimated by
. The effective mass respectively. Note that the harmonic mean of the masses is mainly determined by the smaller one. If one of the masses is much smaller than the other, e.g. in the case of C-H bonds, the effective mass is approximately the mass of the hydrogen atom. Therefore, in the following discussion, we use the smaller mass to approximate the effective mass, which will not lead to significantly different conclusions compared with the situation using the theoretically rigorous definition of the effective mass.
Again, we consider the dihedral CV in the first place. As k in amber is in unit of kcal/(mol*rad 2 ), which is already in the SI (international system of units) base unit, we do not need to transform it with Eq.
(17) to estimate the period. Transforming k and m into SI unit, we have
. Here, we apply the transformation of     
. 
. Here, dt t  represents the time step. We can see that the lower bound is between the recommended time steps of 1 fs and 2 fs. Therefore, we need to use a smaller 1 fs time step in simulations. However, in biased simulations, we often do not add biasing potentials on hydrogen atoms but only include heavy atoms in the CV. For heavy atoms such as O or C atoms with masses of approximately 10 g/mol, under the force constant of 200 kcal/(mol*rad 2 ), the acceptable time-step range is 5 21 20 5
. In this case, a smaller ITS of 1 fs or 0.5 fs is required. We note that if the dihedral is defined by groups of atoms, 84, 89 the radius r and the effective mass m should be larger. As a result, the force on each atom is smaller and a longer ITS can be used. 
. A practical example is the distance between the sodium and chloride ions in solvated Na-Cl ion pair, 27 the effective mass is about 20 g/mol. The largest force constant used in our previous work is 1500 kcal/(mol*Å 2 ), which leads to the acceptable range for ITS of 1. 7 7 20 5
. Hence, we can see that when trying to use the stiff spring approximation, a time step of 0.5 fs or 1 fs should be used. For not-so-large force constants used in umbrella sampling simulations, the time step of 1 fs or even 2 fs is already safe and good enough.
We scan the acceptable time steps and the results are given in Fig. 2a and Fig. 2b . In between the black T bound are recommended. We can see that in the normal ranges of harmonic potentials applied in the simulations to achieve the stiff spring limit, the 20 T curve is often higher than 1 fs (the recommended value of ITS without the SHAKE constraints) but lower than 2 fs (the recommended value of ITS with SHAKE). Therefore, due to stability considerations, we recommend using an ITS of 1 fs in nonequilibrium pulling simulations with time-(in)dependent harmonic biasing potentials. Smaller values such as 0.5 fs are also applicable when one wants to achieve the stiff spring limit and uses a large force constant. Values larger than 1 fs may lead to numerical instabilities and unexpected errors in the system. For smaller force constants in the case of umbrella sampling, a time step of 2 fs is still usable.
A note we would like to add here is that the discussion above is based on the simulation protocol that a single ITS is used. By applying the multiple time step techniques, [90] [91] [92] we do not need to adjust the ITS for the whole system. Another useful discussion about the stiffness of the spring can be found in references. 77 3. Our protocols for the indirect free energy simulation under the nonequilibrium framework.
According to the above theoretical derivation and discussion, the following protocols are what we stick to:
a) Use nonequilibrium pulling to achieve a larger phase space overlap and thus enhance convergence.
b) Use bidirectional reweighting to achieve the best statistical efficiency.
c) Do not use parametric approximations, e.g. Gaussian approximation, to achieve the best generality.
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d) Use independent samples to avoid underestimating the statistical uncertainty.
e) In calculating the computational cost of each method, use the equal sample size rule to avoid exaggerating the performance of the multi-dimensional nonequilibrium method.
f) As for the stiff spring limit, use a sufficiently large force constant to minimize the fluctuation of CV
and choose an appropriate value of ITS.
The protocol a is the motivation of the current work. Although this may lead to some loss of computational efficiency if a single-step perturbation is already small enough for reliable convergence, with this nonequilibrium framework, the convergence can always be achieved by using a slower pulling speed without any change of the theoretical framework. Note that the single-step perturbation can also be achieved in this multi-dimensional reweighting framework by simply replacing the nonequilibrium work with the energy difference. Further, the number of samples needed for convergence is also significantly decreased upon using a slower pulling speed. Another merit of the nonequilibrium technique is the efficiency of parallelization. As each nonequilibrium pulling step lasts only for several hundred fs, each job can finish within a reasonable time with only a single core, which makes the best use of the available computational resources. The resulting performance of the simulation is thus very close to the benchmark test shown in Table 1 . The protocols b and c provide the statistically optimal and the generally applicable way to deal with data from almost all complex systems, which is achieved by Eq. (2). The protocol d makes the calculation of statistical error theoretically meaningful, which is the requirement for data as input for Eq. (3). The protocol e is used to get a quick estimate of the efficiency of the method, although more detailed and complicated way could be used. The timing of each method requires the determination of the computational cost of each independent sample, which is defined by Eq. (5). The protocol f emphasizes two important points in using the stiff spring approximation. The first one is that the force constant should be sufficiently large to restrain the value of CV close enough to the desired value. The width of the distribution of CV is given by Eq. (15) and shown in Fig. S1 and S2. The second one emphasizes the need for a small ITS such as 1 fs, which provides a deeper understanding of the energetics of the system in the biased simulation and the stability of numerical integration of the equation of motion. Some quick estimates of acceptable ITS are provided by Eq.
(20) and Eq. (25), the numerical results of which are plotted in Fig. 2 . Therefore, the reason for using a time step as small as 1 fs is not the motion of hydrogen atoms, but the large force constant of harmonic potentials used in the stiff spring limit.
In a word, the above protocols provide a general nonequilibrium framework for the indirect QM free energy simulation, where the convergence can always be reached with a moderate sample size with a
fraction of the computational cost of the direct free energy simulation at QM level. Adjusting the framework could lead to some speedup under particular circumstances, e.g. using unidirectional pulling for the correction term. However, if someone wants a fail-safe method, which provides at least an order of magnitude speedup, the multi-dimensional nonequilibrium pulling framework is an option.
III. Computational Details
System preparation. Our test structural observable is one periodic CV of the backbone dihedral shown in Fig. 1b . This ACE-NME system in its solvated state is tested in our previous work and serves as a nice case for illustrative calculations. The system is constructed by caps in biomolecules, and is more biologically relevant than the C2H6 system. increments. The large force constant applied to achieve the stiff spring limit is 2000 kcal/mol· rad 2 , in order to define the initial state precisely. In the initial configurational sampling procedure, in each intermediate, we perform 1000 cycles energy-minimization with steepest descent algorithm, after which a 100 ps heating to 300 K is performed. After sufficient equilibration, the initial configurational sampling is performed with the sampling interval of 0.05 ps, which has been tested to be sufficient to decorrelate the successive samples in our previous work. 27, 85 Bidirectional nonequilibrium pulling are then initiated from these uncorrelated configurations.
For convergence check, we tested a series of pulling speeds, including 0.1 ps per 2° segment, 0.2 ps/segment, 0.5 ps/segment and 1 ps/segment.
As for the free energy calculation along the alchemical order parameter, the initial configurations are obtained from the initial configurational sampling procedure along the configurational CV mentioned above.
In the alchemical free energy simulation, we tested a series of magnitudes for each perturbation of the The force constant used to achieve the stiff spring limit in the configurational space is set to 2000 kcal/(mol*rad 2 ), according to the above discussion about the width of CV distribution. As for the corresponding selection of ITS, as has been discussed above, 1 fs or 0.5 fs should be used when achieving the stiff spring limit. As this ITS is already smaller than the recommended 2 fs ITS when applying SHAKE 87 
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for bond-length constraints, we do not apply the bond-length constraints. We employ the time step 0.5 fs in our pulling simulation, although 1 fs has been tested to be also applicable in our previous work. 27, [84] [85] 89 Therefore, the pulling time along the alchemical CV is thus 0 fs, 1 fs, 5 fs, and 25 fs in each direction.
Langevin dynamics 93 with the collision frequency of 5 ps -1 are implemented for temperature regulation. As the simulation is performed in vacuo, there is no cutoff applied in our simulations. We use the AMBER 83 suite for MD simulation and Gaussian 09 94 for ab initio QM calculations. All statistical analyses are obtained with homemade codes.
IV. Result and discussion
Direct free energy simulations at SQM and QM levels.
We firstly check the convergence behavior of the direct free energy simulations at SQM and QM levels.
The pulling-speed dependence and the sample-size dependence of the free energy profiles are shown in Fig.   3 . The pulling-speed dependence of the free energy profiles under QM Hamiltonians not presented in Fig. 3 are provided in Fig. S3 . Following our previous work, 85 we again use the Savitzky-Golay filter to increase the signal-to-noise ratio and smooth the PMF. From Fig. 3a, 3c, 3e, 3g and Fig. S3 , we know that at all levels of theory, the pulling time for each 2° segment could not be smaller than 500 fs. Therefore, we assign this pulling speed as the pulling speed required for convergence. As for the sample-size dependence of the free energy profile shown in Fig. 3b, 3d , 3f and 3h, there are small (very small) variations in the first several iterations. With 20 samples, i.e. in the 4 th iteration, the convergence could be well-achieved. Another proof of convergence can be obtained from the time-evolution of SD profile shown in Fig. S4 . The non-linear and monotonically decreasing behavior of state-specified SDs suggests that the convergence under this sample size is well-achieved. Thus, the sample size required for convergence is assigned as 20. The resulting overall pulling time along the whole configurational pathway is 3.6 ns.
The correction term.
The correction terms obtained under different pulling speeds are shown in Fig. 4a and 4b . Here, we compare the unfitted data to provide a direct and convincing comparison of the data and avoid the contamination of the fitting procedure. The correction terms obtained from different pulling speeds (magnitude of perturbation per perturbation) are very similar, although those under slower pulling speeds suffer less from the noise. To avoid exaggerating the performance of the indirect scheme, we use the pulling speed of 1 fs, i.e. 0.5   , as the pulling speed required for convergence. Actually, the pulling time is only 0.5 fs, but we take 1 fs to avoid exaggerating the performance of our method.
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The sample-size dependence of the correction term is shown in Fig. 4c and 4d . We can see that for both AM1<->B3LYP correction and PM6<->HF correction, the 3-sample, 10-sample and 50-sample PMFs do not differ much. Therefore, the convergence can be well achieved within 10 samples. To avoid exaggeration of the speedup of the indirect scheme, as has been pointed out in the protocol e in the method part, we use the equal sample size rule for everything. Namely, the sample size of 20 in the direct free energy simulation is also used as the sample size required for convergence in the SQM<->QM correction. Table S1 provides the computational costs for the direct construction of free energy landscapes at SQM and QM levels as well as those in the SQM<->QM corrections, which may be a better and clearer way to compare the efficiency to computational scientists. We can see that the direct free energy simulation is very time-consuming, while the correction term is much faster than the direct simulations. The overall timing of the indirect method is thus much faster than the direct one.
Indirect vs direct.
After obtaining converged estimates from the direct and indirect free energy simulations, we then compare these free energy profiles. The comparison is provided in Fig. 5 . We can see that for all target high-level Hamiltonians, the indirect results from the low-level corrections are able to reproduce the reference results. In Fig. 5a , the direct AM1, PM6 and MNDO PMFs obviously differ from the high-level one. By adding the SQM<->QM correction, the PMFs become much more similar to the direct B3LYP result.
The free energy profiles at HF, MP2 and ωB97X-D levels are also reproduced by the indirect method, as is shown in Fig. 5b, 5c and 5d. The relative free energies at important points on the free energy profiles are summarized in Table S2 , which enables a quantitative comparison. We can see that the indirect results indeed agree with the direct ones.
Compared with the previous case of performing the indirect free energy calculation at SQM level by combining the direct MM free energy simulation and the MM<->SQM correction in our previous work, 85 the agreement between the QM PMF and the SQM one is much better. The reason should be that the similarity between SQM and QM Hamiltonians is higher than the similarity between MM and SQM Hamiltonians, which, according to others' work, is mainly due to the differences in the stiff degree of freedoms. 22, [95] [96] [97] [98] [99] The peaks in the SD profile under the MM Hamiltonian observed in our previous work could also be a sign of this. 27, 85 After checking the consistency of the free energy profiles from the direct and indirect methods, we then turn to compare the efficiencies of different methods. As the computational costs under different SQM Hamiltonians are extremely similar, we use their mean to estimate the general computational cost at SQM
level. The comparisons between computational costs of different schemes are given in Table 2 and Table S3, where the computational costs are scaled by the ratio of the computational cost under the QM Hamiltonian to that under the SQM Hamiltonian to estimate the equivalent simulation time under SQM Hamiltonians.
From this comparison, we know that the speedup of the indirect scheme is generally about 20 fold. This phenomenon is drastically different from the previous case of performing the indirect free energy calculation at SQM level by using MM simulations and MM<->SQM corrections, where the computational speedup for this small toy system is at most 2 fold. 85 The reason is that the computational cost at ab initio QM level is significantly higher than the SQM one, while the computational costs under SQM and MM Hamiltonians are similar. As a result, the computational cost at SQM level is almost negligible, and the speedup of the indirect scheme is mainly determined by the ratio of the computational cost in the direct QM free energy simulation to that in the SQM<->QM correction, namely
. The factor of 2 in the above equation is due to the bidirectionality of the pulling, and the equal sample size rule for all nonequilibrium transformations defined in our protocol e leads to direct QM
we overestimate the sample size required for convergence in the direct free energy simulation by using direct QM SQM<->QM correction nn  , the speedup of the indirect scheme is overestimated significantly. Such an overestimation often happens when one uses a large number of samples to estimate the sample size required for convergence in the direct free energy simulation, but uses a subset of the whole dataset to calculate the SQM<->QM correction. As long as the samples are independent, it is not proper to differentiate different
samples. An illustration of such an overestimation is provided in Table 3 , where the sample sizes in the direct free energy simulations at SQM and QM level are overestimated to 100 per segment and the sample sizes required for convergence in the SQM<->QM are underestimated to 10 per segment. The resulting overall sampling time in the direct free energy simulation under each Hamiltonian is 18.9 ns, rather than the 3.78 ns in Table 2 . The speedup of the indirect scheme, obviously, is significantly overestimated. The 200-fold speedup in Table 3 is quite appealing, but is unreal and unfair due to the inappropriate processing of the timing data. However, by applying the protocol e, we avoid such an overestimation and provide a fair estimate of the acceleration. Namely, all independent samples should be used or at least be treated fairly to calculate this speedup.
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As the statistical inefficiency in the direct QM free energy calculation and that in the SQM<->QM correction are the same, the equation can be reduced to
. Further, as the statistical inefficiency in equilibrium states is a constant for a given, the only variables in the above equation are the pulling speeds of NEW,direct QM  and NEW,SQM<->QM correction

. The pulling speed to reach convergence is positively correlated to the similarity of different states and is negatively correlated to the magnitude of perturbation during the pulling process. Thus, in the configurational space, a high similarity between neighboring configurational states and a smaller perturbation in jumping between neighboring configurational states would lead to a less efficient indirect scheme, while a low similarity between neighboring configurational states and a large perturbation in pulling between them would make the indirect scheme efficient. As for the alchemical space, if the low-level Hamiltonian is sufficiently similar to the high-level one, the indirect scheme would be extremely efficient.
Comparison between SQM Hamiltonians.
In Fig. 5 , although all indirect results are very similar to the direct ones, the degrees of agreement differ.
An obvious phenomenon is that the indirect results from PM6 reproduce the direct results very well, while the other agree with the direct results but the deviations are relatively large. This provides some information about the selection of the low-level Hamiltonian. Among SQM Hamiltonians tested here, PM6 would be the best choice for the low-level Hamiltonians in indirect free energy simulation for ab initio QM results. AM1
and MNDO are relatively worse and may not be useful.
A worth noting point is that the motivation of using AM1 as the low-level Hamiltonian, to some extent, is its ability to capture the basic quantum effect. The widely used charge model derived from AM1 is AM1-BCC, [100] [101] where BCC is the acronym of bond charge correction. A linear correction added to the AM1 charge is good enough to reproduce the electrostatic potential (ESP) around the molecule at HF/6-31G* level, which inspires us that the AM1 free energy landscape should be able to reproduce the HF PMF by adding a correction term. In the current case, the correction method does work. However, the agreement is a bit worse than the indirect result obtained from PM6, which indicates that PM6 is more similar to the high-level Hamiltonians. Therefore, following this idea, perhaps deriving the PM6-BCC charge could provide a better charge model than the AM1-BCC one.
V. Conclusion
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Ab initio QM calculations are time-consuming. Converged estimates of free energy landscapes from JI may lead to some further acceleration. However, if a simple-to-apply and fail-safe method is expected, use the current multi-dimensional pulling one. Further, compared to equilibrium dynamics such as umbrella sampling, the multi-stage nature of the nonequilibrium pulling framework makes each pulling segment very short, which can be finished within a reasonable time with only a single core. As a result, the nonequilibrium pulling simulation is highly parallel, which maximizes the efficiency of the computing power. No openMPor MPI-related issue exists to degrade the efficiency of the computation.
Another central result of the current work focuses on the estimation of the force constant used in umbrella-sampling-like simulations and the selection of corresponding time step in the integration of the equation of motions. For small force constants used in umbrella sampling simulations, the ITS could be set to 2 fs if the bond-length constraints (e.g. SHAKE) are used. However, if a large force constant is used to achieve the stiff spring limit, a small time step (e.g. 1 fs or 0.5 fs) must be used to ensure numerical stability to integrate the equation of motions, even with the SHAKE option on.
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The scanned width of CV distribution under different force constants and temperatures for dihedral and distance CVs, the time-evolution of dimensionless SD profiles in nonequilibrium stratification and timing comparison between the direct and indirect schemes for different combinations of low-level and high-level
Hamiltonians are given. 34 / 47 Fig. 3 . Under different Hamiltonians, the convergence behavior of free energy profiles on the sample size and pulling speeds at a-b) AM1, c-d) PM6, e-f) MNDO, and g-h) B3LYP levels. The initial sample size is 5 and in each iteration further 5 samples are added to the dataset. The time in the legend represents the pulling time for each 2° segment. From the pulling-speed dependence, we know that 0.5 ps per segment is slow Table S1 . Top: the computational times used in the construction of free energy profiles at SQM and ab initio QM levels under the pulling speed of 500 fs per segment. In the direct nonequilibrium free energy simulations under each Hamiltonian, we have 2 directions (forward and backward pulling), 180 segments (from 0°-360° with 2° increments), 50 nonequilibrium realizations per segment. As a result, there are 18000 pulling simulations per system. The Core Time is calculated as 500 fs/segment * 18000 segment / 1,000,000 ns/fs / speed(ns/day) in Table 1 .
Bottom: the computational times used in the SQM<->QM corrections under the pulling speed of 2 fs per segment. We have 2 directions (forward SQM-to-QM and backward QM-to-SQM pulling), 180 segments (from 0°-360° with 2° increments), 50 nonequilibrium realizations per segment. As a result, there are 18000 pulling simulations per system. The Core Time is calculated as 1 fs/segment * 18000 segment / 1,000,000
ns/fs / speed(ns/day) in Table 1 .
Note that the initial sampling is not included in this Table S2 . Relative free energy in kcal/mol at important points on the free energy profiles at ab initio QM levels obtained from direct and indirect schemes. 
