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1Résumé :
Le concept MIMO (Multiple Input/Multiple Output) a fait beaucoup de succès
en télécommunication. Il est basé sur l'utilisation de plusieurs antennes à l'émission
et plusieurs antennes à la réception, ce qui a permis au système de télécommunica-
tions d'augmenter de façon importante ses performances. Ce concept MIMO est bien
adapté aux radars qui utilisent déjà multiple antennes en réception et en émission.
Les radars MIMO peuvent être classés en deux catégories principales selon la dispo-
sition de ses éléments rayonnants et de ses éléments récepteurs. La première classe
est le radar dite radar statistique dont les éléments sont largement espacés. La se-
conde est le radar constitué de multiple antennes d'émission co-localisées et multiple
antennes de réception aussi co-localisées.
En se basant sur cette dernière conﬁguration, qui apparaît comme une conﬁguration
d'excellent compromis entre la complexité, les gains liés à la cohérence et les gains
liés à la diversité spatiale, et sur les méthodes de localisation de sources à haute
résolution, nous proposons quelques approches de localisation conjointe des direc-
tions d'arrivée et des directions de départ de cibles. Ces approches décomposent la
recherche bidimensionnelle des directions en double recherche unidimensionnelle, ce
qui réduit de manière signiﬁcative la complexité de calcul.
En seconde étape, nous proposons d'autres approches pour l'estimation conjointe de
DDA-DDD en exploitant la propriété de non-circularité des signaux, pour le radar
MIMO bistatique. Le signal radar est souvent modulé en phase binaire ce qui nous a
motivé de prendre en considération cette propriété de non-circularité. En eﬀet, cette
propriété permet d'oﬀrir un autre degré de diversité en plus de celles fournies par le
concept MIMO.
Dans la troisième partie, nous proposons des nouvelles approches, qui exploitent la
diversité de polarisation en réception dans le radar MIMO bistatique cohérent, dans
le but toujours d'améliorer l'estimation conjointe des directions. Cette diversité de
polarisation est justiﬁée par le fait qu'en radar, lorsqu'une cible est illuminée par une
onde électromagnétique polarisée, la polarisation de l'onde réﬂéchie est généralement
diﬀérente de celle de l'onde incidente.
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1.1 Préambule
Les travaux de recherche relatifs à cette thèse, intitulée "Exploitation des pro-
priétés des signaux dans les systèmes radar MIMO pour améliorer la détection et la
localisation", sont eﬀectués au sein de l'équipe Systèmes Embarqués Communicants
(SEC) du laboratoire IREENA. Les axes de recherche de cette équipe portent sur
la modélisation des systèmes embarqués, modélisation RADAR des signatures élec-
tromagnétiques, sécurité des données, traitement d'antennes pour les systèmes de
communications mobiles et Radar, approches multi-couches des systèmes de com-
munication.
1.2 Introduction
Le concept MIMO (Multiple Input/Multiple Output) a eu beaucoup de succès
en télécommunication. Il est basé sur l'utilisation de plusieurs antennes à l'émission
et plusieurs antennes à la réception, ce qui a permis aux systèmes de télécommuni-
cations d'augmenter de façon importante leurs performances.
2 Chapitre 1. Introduction Générale
Ce concept MIMO est bien adapté aux radars qui utilisent déjà de multiples
antennes en réception et en émission.
Les radars MIMO peuvent être classés en deux catégories principales selon la
disposition de ses éléments émetteurs et de ses éléments récepteurs. La première
classe est le radar dit "radar statistique" dont les éléments sont largement espacés.
La seconde est le radar constitué de multiples antennes d'émission co-localisées et
multiples antennes de réception aussi co-localisées.
Dans la littérature relative au radar MIMO, nous distinguons quatre grands axes
de recherche
 Radar MIMO statistique [24], [25], [26], [48], [36] : C'est le radar où les
antennes d'émission, et de réception, sont largement espacées. Les travaux
dans cet axe sont concentrés sur les gains apportés par la diversité spatiale
qu'oﬀre le concept MIMO. En général, ces travaux analysent l'amélioration des
performances de ces systèmes radar MIMO statistique en termes de détection
de cibles grâce à la multitude des angles de vision de ces radars.
 Application des systèmes radar MIMO [24], [4], [48] : Nombreux travaux
se sont focalisés sur l'aspect de l'application du concept radar MIMO. La pre-
mière expérimentation du radar MIMO a été pour les systèmes de surveillance
aérienne. D'autres ont présenté les radars MIMO pour la réduction du fouillis
(clutter). Les performances de ces radars MIMO ont été aussi étudiées pour
des applications aéroportées.
 Optimisation de forme d'onde [47], [59], [70], [6], [28], [27], [49], [17], [41],
[48], [5], [29] : Cet aspect a pris beaucoup de considérations. L'optimisation
de la forme d'onde pour le radar MIMO dépend des objectifs attendus (ou
l'application). Dans le but d'améliorer la détection, des travaux ont utilisé cette
optimisation dans le sens de maximiser l'énergie totale réﬂéchie par la cible.
D'autres techniques d'optimisation ont été proposées, basées sur l'adaptation
du rayonnement, pour contrôler l'énergie spatiale dans les directions de cibles
et minimiser l'inter-corrélation entre les signaux sondés dans ces directions.
 Radar MIMO cohérent [7], [43], [31], [67], [66], [23], [40], [22], [39], [18], [68] :
Ce type de radar utilise des éléments d'émission, et de réception, étroitement
espacés. Les degrés de liberté qu'oﬀre ce type de radar MIMO, l'interprétation
du réseau virtuel et les performances en termes de détection et localisation, ont
fait l'objet de plusieurs publications. L'utilisation des techniques de localisation
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telles que MUSIC, Capon, ESPRIT, dans un espace unidimensionnel, a été
présentée pour le radar MIMO avec des éléments émetteurs largement espacés.
Par ailleurs, la localisation conjointe direction de départ - direction d'arrivée
(DDD-DDA) bidimensionnelle a été aussi l'objet de plusieurs travaux publiés.
1.3 Motivation
Le radar MIMO peut transmettre indépendamment à travers ses diﬀérentes voies
d'émission plusieurs formes d'onde. En plus de la diversité spatiale, cette diversité
en forme d'onde avantage les radars MIMO comparativement au radar à faisceau
déphasé classique.
En eﬀet, l'exploitation de la diversité spatiale oﬀerte par le radar MIMO a permis
d'améliorer la détection et la localisation des cibles d'une manière considérable.
En outre, plusieurs travaux ont montré que le radar MIMO cohérent oﬀre une
haute résolution due à l'interprétation du réseau virtuel engendré par la diversité de
formes d'onde émises.
D'autre part, la grande majorité des techniques de localisation de cibles reposent
sur des hypothèses pour la statistique de signaux traités qui consistent à les supposer
gaussiens, stationnaires et circulaires [15], [14], [3], [38]. Cependant, ces signaux de
télécommunication sont bien souvent non-circulaires et/ou non-stationnaires.
Par ailleurs, le coeﬃcient de réﬂexion de la cible est très sensible à l'angle d'inci-
dence et à l'angle de vision du radar [26], [36]. En plus, lorsqu'une cible est illuminée
par une onde électromagnétique, la polarisation de l'onde diﬀusée est généralement
diﬀérente de celle émise [74], [32], [20].
Dans cet esprit, notre étude se situe dans l'exploitation de la propriété non-
circulaire des signaux utilisés dans le système radar MIMO et de la diversité en
polarisation introduite par la cible dans le but de l'amélioration de la localisation
des cibles.
1.4 Organisation de la thèse
Le manuscrit de la thèse sera organisé comme suit :
Dans le second chapitre, nous présentons brièvement un rappel sur le radar et
ses conﬁgurations, le concept MIMO en radar, ainsi que le modèle de signal adopté.
4 Chapitre 1. Introduction Générale
Le troisième chapitre est consacré à la présentation et à la discussion des ap-
proches que nous avons proposées pour la localisation conjointe de Direction D'Ar-
rivé (DDA)-Directions De Départ (DDD) de cibles pour un radar MIMO bistatique.
Les approches proposées dans ce chapitre sont basées sur la décomposition de la
recherche bi-dimensionnelle (2-D) des directions conjointes DDD-DDA en double re-
cherche unidimensionnelle (1-D). En application, nous utilisons un algorithme basé
sur la recherche des racines de polynômes. Par la suite, et en se basant toujours sur
cette décomposition, la deuxième section sera consacrée sur l'utilisation d'une mé-
thode combinée ESPRIT-Root-MUSIC pour l'estimation conjointe de DDA-DDD.
Une conclusion résumant les techniques proposées et leurs performances ainsi qu'une
motivation pour le chapitre suivant, clôture ce chapitre.
Dans le quatrième chapitre, nous étendons notre étude au cas des signaux non-
circulaires utilisés dans le radar aﬁn d'explorer cette caractéristique statistique pour
améliorer les performances du radar MIMO bistatique.
Dans le cinquième chapitre, nous proposons l'exploitation de la diversité de pola-
risation aﬁn d'améliorer les performances en termes d'estimation conjointe de DDA-
DDD pour le radar MIMO bistatique cohérent.
Enﬁn, nous achevons la thèse par une conclusion générale dans laquelle un bilan
des travaux et les perspectives de recherche seront présentés.
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2.1 Introduction
Ce chapitre est consacré à la présentation du concept radar MIMO, des architec-
tures et des modèles du signal. Après un bref historique, nous présentons l'équation
radar, les conﬁgurations du radar et par la suite nous donnons un aperçu général sur
le concept MIMO en radar. A la ﬁn de ce chapitre, nous présentons la conﬁguration
du radar MIMO adoptée ainsi que le modèle du signal associé.
8 Chapitre 2. Radar MIMO : Concepts et Modèle du Signal
2.2 Historique
Le mot RADAR, abréviation de l'expression anglo-saxone (RAdio Detection And
Ranging), qui est aujourd'hui universellement adopté pour désigner un matériel ré-
pondant à ces exigences, est un nom de code oﬃciellement adopté par la marine
nationale des Etats-Unis en novembre 1940, mais les origines du radar lui sont bien
antérieures.
Les expériences faites par la marine américaine en 1920 (interception d'un fais-
ceau d'ondes courtes par le passage d'un navire) et celles réalisées en 1925, en
Grande-Bretagne par Appleton sur la réﬂexion des ondes courtes par un avion
passant à proximité d'un émetteur, encouragèrent les spécialistes à orienter leurs
recherches dans ce sens [58].
En 1933, aux Etats-Unis d'Amériques, Breit et Tuwe mettaient au point la mé-
thode de l'écho pour mesurer la hauteur des couches ionisantes qui entourent la terre.
Cette méthode reçut une application militaire en 1935. Quelques mois plus tard, un
britannique, Wattson-Watt, donnait les premiers plans de radar.
En 1938, la mise au point d'un tube électronique bien adapté à la production
d'impulsions électriques puissantes, le magnétron, permettait d'augmenter considé-
rablement la portée des radars.
C'est à partir de 1939 que les radars furent sans cesse développés et perfectionnés.
Les stations ﬁxes virent leur puissance augmentée et, par conséquence, leur portée
accrue.
Donc, la véritable éclosion de cette technique se situe entre 1930 et 1940 où les
recherches et développements ont été menés simultanément dans de nombreux pays,
notamment les États-Unis, la Grande-Bretagne, l'Allemagne et la France, mais aussi
la Russie, l'Italie, la Hollande et le Japon.
Après la guerre, des concepts de radar ont continué à être développés. Mais,
l'apparition du radar à ouverture synthétique, qui est devenu un secteur actif de
recherche pendant les années 1950 [58], a marqué un changement signiﬁcatif dans le
concept d'origine du radar.
Dans les années 1960, le développement d'antennes à réseau déphasé est devenu
un secteur de recherche important, permettant aux radars d'avoir un balayage élec-
tronique et une formation électronique de lobe d'antenne.
Pendant les années 1970, c'est le traitement numérique du signal et ses applica-
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tions aux radars qui sont devenus le domaine de recherche le plus actif.
Dans les dernières années, grâce aux avancées spectaculaires dans les capacités
du calcul numérique, qui ont permis aux designers des systèmes d'intégrer de plus
en plus des traitements complexes, les radars Multi-Input Multi-Output (MIMO)
sont devenus un domaine de recherche très actif en radar.
2.3 Equation radar
Le fonctionnement du radar à impulsion est basé sur l'émission d'un train d'im-
pulsions de durée faible et de très grande puissance. Ces impulsions sont produites
par un émetteur et ensuite rayonnées dans l'espace sous forme d'ondes électroma-
gnétiques grâce à une antenne (ou réseau d'antennes) dans une direction donnée.
Chaque fois que ces ondes rencontrent un obstacle, une partie ou la totalité de
l'énergie électromagnétique est réﬂéchie [58].
L'onde reçue est transformée en un signal électrique grâce à l'antenne. Un ré-
cepteur est ensuite employé pour ampliﬁer ce signal et obtenir une image sur un
écran.
Le retard entre l'impulsion transmise et l'écho de retour détermine la distance
de la cible.
L'écho provenant d'une cible en mouvement produit un décalage en fréquence
proportionnel à la vitesse radiale de la cible appelé fréquence Doppler.
L'angle entre la direction du nord et celle de la cible (appelé azimut) est déterminé
grâce à la directivité de l'antenne. Cette dernière est la capacité de l'antenne à
concentrer l'énergie rayonnée dans une direction particulière. Dans certains cas du
système radar, la mesure de cet angle peut être eﬀectuée par l'emploi des techniques
de traitement d'antenne.
L'équation radar, relie la puissance du signal reçu au niveau du récepteur à
celle du signal émis en fonction des paramètres dépendant de l'onde, des gains des
antennes, du trajet parcouru par l'onde et de la surface équivalente radar de l'objet.
Pour le cas d'un radar bistatique cette équation s'écrit [58] :
Pr =
PtGtGrλ
2σ
(4pi)3R2rR
2
tLtcLcrLi
(2.1)
où
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Pr puissance du signal reçu ;
Pt puissance du signal transmis ;
Gr gain de l'antenne de réception ;
Gt gain de l'antenne d'émission ;
λ longueur d'onde ;
Rr distance entre la cible et le récepteur ;
Rt distance entre la cible et l'émetteur ;
Ltc pertes de propagation le long du trajet émetteur-cible ;
Lcr pertes de propagation le long du trajet cible-récepteur ;
Li pertes à l'intérieur du système ;
σ surface équivalente radar (SER).
Cette dernière représente une mesure de la puissance réﬂéchie dans une direction
donnée par la cible illuminée par une onde plane incidente suivant une direction
donnée, elle est déﬁnie par [58] :
σ =
P ref
P inc
(2.2)
où P inc est la puissance incidente sur la cible et P ref est la puissance ré-rayonnée
par la cible dans tout l'espace.
Pour une cible se trouvant à une distance R du radar, cette équation peut être
écrite, en fonction du champ électrique, comme suit :
σ = lim
R→∞
4piR2
|Eref |2
|Einc|2 (2.3)
Ceci donne la valeur de σ en fonction du module du coeﬃcient de réﬂexion
(Eref/Einc) de la cible. Celui-ci ayant une structure complexe qui dépend de la
forme de la cible, de la fréquence, de la polarisation, des matériaux ...etc.
2.4 Fluctuation de cibles
Le comportement complexe de la cible nous mène à la description statistique de
ce coeﬃcient [58]. Ce qui signiﬁe que le coeﬃcient de réﬂexion pour une cible peut
être considéré comme une variable aléatoire avec une loi de distribution spéciﬁque.
Les modèles à points brillants dominants sont valables pour des cibles à faibles
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dimensions par rapport à la longueur d'onde du signal radar.
2.4.1 Modèles de Swerling
Les modèles proposés par Swerling [58] sont souvent employés. Ils sont basés sur
la représentation du coeﬃcient de réﬂexion par un processus aléatoire. La vitesse de
ﬂuctuation de la cible et la densité de probabilité distinguent les diﬀérents modèles.
 Swerling I : le coeﬃcient de rétrodiﬀusion est quasiment constant d'une im-
pulsion à autre, mais varie indépendamment d'un scan à un autre. La variation
du coeﬃcient de rétrodiﬀusion suit la loi de probabilité de Rayleigh.
 Swerling II : il varie d'une impulsion à une autre selon la même loi que celle
de Swerling I ;
 Swerling III : comme Swerling I, il varie d'un scan à un autre, mais selon la
loi exponentielle ;
 Swerling IV : il varie d'une impulsion à une autre selon la loi exponentielle ;
 Swerling V : le coeﬃcient de réﬂexion est quasiment constant.
Dans tous les cas cités ci-dessus, la phase du coeﬃcient de rétrodiﬀusion de
la cible peut être modélisée par un processus aléatoire uniformément distribué sur
[0, 2pi].
2.4.2 Modèle Gaussien
Un autre modèle aléatoire fréquemment adopté consiste à supposer que le coeﬃ-
cient de rétrodiﬀusion est, en fonction de l'angle d'observation, un processus aléatoire
gaussien complexe, localement stationnaire, à moyenne nulle. Le caractère gaussien
est justiﬁé par le théorème central-limite [58].
2.5 Signal radar
L'équation radar (2.1) ne spéciﬁe pas la nature du signal émis qui peut être onde
continue, modulé en amplitude ou en fréquence, ou impulsion. Le radar à impulsion
est le type le plus connu [58].
Deux catégories générales du signal radar à impulsion sont les plus fréquentes,
l'impulsion à fréquence constante et l'impulsion à modulation (compression d'im-
pulsion).
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2.5.1 Impulsion à fréquence constante
L'impulsion à fréquence constante est le signal le plus classique. En plus de son
utilisation dans les radars classiques, elle est employée en alternance avec l'impulsion
décomprimée dans les radars à compression d'impulsion pour couvrir la zone proche
aveugle.
Cette impulsion est caractérisée par sa fréquence constante, sa forme rectangu-
laire et sa durée courte qui déﬁnit le pouvoir séparateur du radar. L'expression de
l'impulsion peut être écrite comme suit :
r(t) = u(t)e(2jpifct+φ) (2.4)
 u(t) enveloppe complexe du signal émis
u(t) =
{
A si 0 ≤ t ≤ T
0 ailleurs
(2.5)
 fc fréquence d'émission (porteuse) ;
 φ phase initial.
Pour des raisons de contre mesure de guerre électronique et de performance, les
radars utilisent souvent un codage de phase d'une impulsion à une autre (changement
de φ d'une impulsion à une autre selon un code bien déterminé).
2.5.2 Compression d'impulsion
La compression d'impulsion est une technique de traitement du signal utilisée en
radar, sonar, séismiques, et autres systèmes. Dans le context radar, la compression
d'impulsion est conçue pour minimiser la puissance crête émise, maximiser le rapport
signal à bruit RSB, et avoir une bonne résolution. Deux modulations intra-impulsion
sont les plus utilisées, la modulation de fréquence et la modulation de phase.
2.5.2.1 Modulation de fréquence
L'approche la plus simple pour ce type de modulation de fréquence est la modu-
lation de fréquence linéaire (FML). La fréquence porteuse varie linéairement, dans
un intervalle ∆f , durant l'impulsion T , ce qui élargit le spectre du signal émis. La
contrainte majeure de la compression d'impulsion est l'apparition de lobes secon-
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daires dans le signal compressé qui peuvent dégrader la résolution du radar. Des
techniques pour réduire les lobes secondaires sont utilisées en radar, telles que la
pondération ou le ﬁltrage.
2.5.2.2 Codage de phase
Une des premières méthodes de compression d'impulsion est le codage de phase
[44]. L'impulsion de durée T , est divisée en L intervalles de durées identiques, et
chaque intervalle est assigné à une valeur de phase.
L'enveloppe complexe de l'impulsion codée en phase est donnée par [44] :
r(t) =
1√
T
L∑
l=1
rlrect
[
t− (l − 1)tp
tp
]
(2.6)
où rl = ejψl et le système de L phases ψ1, . . . , ψL est le code de phase associé à r(t) ;
tp = T/L.
La recherche d'une séquence de L phases (ou codes) pour diﬀérentes applications
radar a occupé les radaristes depuis très longtemps. Il existe un nombre illimité de
possibilités de générer une séquence de phases de longueur L [44].
Les critères de choix d'un code spéciﬁque sont la forme de la fonction d'ambi-
guïté, le spectre de fréquence et la simplicité d'implantation. Plusieurs codes ont été
développés tels que le code de Barker, le code Emboîté (Nested), ...etc [44].
2.6 Conﬁgurations du radar
Selon la disposition des éléments d'émission et de réception, on distingue deux
conﬁgurations principales du radar, dans la littérature. Il s'agit du radar monosta-
tique et le radar bistatique. Pour des raisons de technologies, les premiers radars
étaient de conﬁguration bistatique, apparus en 1930, car l'intégration de l'émetteur
et du récepteur dans un même radar n'était pas totalement maîtrisée. Mais grâce
à la mise en oeuvre de duplexeurs en 1936, les systèmes monostatiques se sont très
vite imposés par leur moindre coût [58].
Dans le radar monostatique (ﬁgure 2.1), l'émetteur et le récepteur partagent
une électronique et une antenne commune. Cependant le radar bistatique (la ﬁgure
2.2), ou même de conﬁguration multistatique (ﬁgure 2.3), l'émetteur(s) et le récep-
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teur(s) sont séparés. L'une et l'autre conﬁguration présentent des avantages et des
inconvénients.
Dans une conﬁguration monostatique, le partage de l'électronique et de l'antenne
permet de réduire l'encombrement et les coûts de synchronisation entre l'émetteur
et le récepteur, ce qui explique pourquoi l'immense majorité des radars sont mono-
statiques. En contrepartie, seul le signal rétrodiﬀusé par la cible dans une direction
est reçu par le radar.
D'autre part, la possibilité de positionner l'émetteur et le récepteur à volonté
permet d'explorer d'autres conﬁgurations de réﬂexion permettant d'augmenter le
volume d'informations disponibles sur la cible. En revanche, l'utilisation d'une conﬁ-
guration bistatique demande une bonne synchronisation entre l'émetteur et le récep-
teur, et l'utilisation d'une géométrie d'acquisition moins triviale.
Lorsqu'on parle du radar bistatique, on suppose implicitement que l'émetteur
et le récepteur sont réellement séparés (soit du point de vue de la distance, soit
d'un point de vue angulaire). Si l'émetteur et le récepteur sont distincts physique-
ment (antennes diﬀérentes) mais situés presque au même endroit, le signal reçu est
qualitativement proche d'un signal monostatique. On parle ainsi de conﬁgurations
fortement bistatiques ou faiblement bistatiques pour intégrer ces deux possibilités.
Figure 2.1  Conﬁguration du radar monostatique
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Figure 2.2  Conﬁguration du radar bistatique
Figure 2.3  Conﬁguration du radar multistatique
2.7 Concept MIMO en radar
Le concept Multiple Input Multiple Output (MIMO) a montré son eﬃcacité dans
le domaine des télécommunications. Le concept MIMO permet d'envoyer plusieurs
signaux diﬀérents sur des antennes diﬀérentes pour augmenter les performances du
système de transmission. Sa particularité passe donc par l'utilisation simultanée de
plusieurs antennes, émettrices et réceptrices. Ce concept est tout à fait adaptable au
système radar présenté ci-dessus.
Le radar MIMO peut être déﬁni simplement comme un radar avec de multiple
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rayonnements et de multiple sites de réception [24] et les informations reçues sont
traitées ensemble. En d'autres termes, le radar MIMO n'est qu'une généralisation
du concept multistatique.
D'après la déﬁnition la plus générale, on peut considérer beaucoup de systèmes
traditionnels comme des cas particuliers du radar MIMO. Par exemple, on peut
considérer le radar à ouverture synthétique (SAR) comme une forme de radar MIMO
[48].
De même, le radar polarimétrique, c'est-à-dire un radar qui mesure les deux
composantes de polarisation pour chaque polarisation émise, est un exemple de radar
MIMO [48].
Dans nombreux travaux existants, les antennes du radar MIMO émettent des
signaux, qui peuvent être ou non corrélés, supposés orthogonaux, mais ce n'est pas
une exigence pour le radar MIMO. Cependant, l'orthogonalité peut faciliter le trai-
tement.
2.7.1 Types du radar MIMO
Dans [24] et [26], il a été montré que la distance relative, entre les antennes
d'émission (et les antennes de réception) par rapport à la distance émetteur-cible
(cible-récepteur) et la dimension de la cible, déﬁnissent le degré de corrélation entre
les coeﬃcients de réﬂexion et par conséquent, deux cas se présentent (ﬁgure 2.4) :
 Cas 1 : Radar MIMO statistique
dae > deλ/d
c
e et d
a
r > drλ/d
c
r (2.7)
 Cas 2 : Radar MIMO cohérent
dae < deλ/d
c
e et d
a
r < drλ/d
c
r (2.8)
où λ est la longueur d'onde.
En général, deux conﬁgurations de base sont les plus considérées pour le ra-
dar MIMO. Dans la première conﬁguration, les antennes d'émission sont largement
espacées (même pour les antennes de réception) et par conséquent, les signaux cap-
tés à la réception sont indépendants. Ce radar MIMO est appelé "le radar MIMO
statistique". Dans la deuxième conﬁguration, les éléments d'émission (ainsi que les
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Figure 2.4  Radar MIMO
éléments de réception) sont étroitement espacés pour que la cible soit dans le champ
lointain par rapport à ces réseaux, cette conﬁguration est appelée "le radar MIMO
cohérent".
2.7.2 Avantages du radar MIMO
Pour la première conﬁguration, dans laquelle les éléments d'émission et les élé-
ments de réception sont largement espacés, la diversité de la multitude d'angles
de vision (spatiale) augmente les performances en termes de détection. La seconde
conﬁguration, où les antennes d'émission et de réception sont étroitement proches,
est avantagée par sa performance en termes de localisation.
L'application du concept MIMO dans le système radar permet la construction
d'un réseau virtuel plus grand que le réseau du système traditionnel. Cette envergure
importante du réseau virtuel permet d'augmenter considérablement les performances
en termes de détection pour le radar statistique et en termes de localisation pour le
radar cohérent.
Ce dernier est avantagé par un gain lié à la cohérence entre les signaux alors que
le radar MIMO statistique est avantagé par d'autre gain lié à la diversité spatiale.
Pour bénéﬁcier des deux gains, une conﬁguration plus générale, où chaque élément
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est constitué de plusieurs antennes proches (un sous-réseau), peut être considérée.
Les sous-réseaux sont suﬃsamment espacés pour avoir une indépendance statistique
entre les signaux de chaque paire émetteur-récepteur. Sans perdre de généralité, le
radar MIMO cohérent bistatique présente le cas particulier de cette conﬁguration
qui permet de bénéﬁcier des avantages de la diversité spatiale et des gains de la
cohérence.
Le radar MIMO adopté pour le reste de la thèse est le radar MIMO cohérent
bistatique tel qu'il est présenté dans la ﬁgure 2.5.
2.7.3 Modèle du signal du radar MIMO bistatique
En général, la cible est considérée comme une surface réﬂéchissante S rectangu-
laire. Cette cible se trouve dans l'espace au point (x0, y0). Le gain complexe, apporté
par la réﬂexion de la cible et qui dépend de la surface équivalente radar (SER), est
supposé une variable aléatoire complexe.
A chaque impulsion, le vecteur du signal reçu, pour un système radar composé
de M antennes d'émission et N antennes de réception, est donné par [26] :
Figure 2.5  Le radar MIMO bistatique
x (l, t) =
√
E
M
diag(a(x0, y0))Hdiag(b(x0, y0))s(l − τ, t) +w(l, t) (2.9)
2.7. Concept MIMO en radar 19
où E est l'énergie globale émise ; H est une matrice N ×M , dite matrice du canal
sachant que [H]ij = αij sont les coeﬃcients de réﬂexion liés à la Surface Équivalente
Radar (SER) ; a(x0, y0) = [1, ejϕ2 , ..., ejϕN ] est le vecteur de position de la cible par
apport aux récepteurs ; b(x0, y0) =
[
1, ejψ2 , ..., ejψN
]
est le vecteur de position de la
cible par rapport aux émetteurs ; s(l, t) = [s1(l, t), s2(l, t), . . . , sM(l, t)]
T représente
les signaux d'émission ; w(l) = [w1(l, t), ..., wN(l, t)]
T est un vecteur qui représente
le bruit additif supposé Gaussien, blanc, complexe, circulaire et de moyenne nulle ; l
représente le temps à l'intérieur de l'impulsion (temps rapide) ; t représente l'index
des impulsions radar (temps lent).
Dans le cas d'une conﬁguration bistatique, les M antennes d'émission sont étroi-
tement espacées et les N antennes de réception sont aussi étroitement espacées. En
raison de simpliﬁcation, les deux réseaux d'antennes sont considérés Linéaire et Uni-
formes (RLU) et chaque antenne est omnidirectionnelle. L'espace entre les antennes
d'émission et entre les antennes de réception sont respectivement, ∆t et ∆r. La por-
tée de la cible est supposée très supérieure à l'ouverture du réseau d'émission et celui
de réception (les éléments de la matrice H sont totalement corrélés et donnés par
α1MN où 1MN est une matrice de M ×N dont tous les éléments sont égaux à un).
Pour une cible se trouvant à la position azimutale (θr, θt) (où θt est la direction
par rapport au réseau d'émission appelée "Direction De Départ (DDD)" et θr est la
direction par rapport au réseau de récepteur appelée "Direction D'Arrivée (DDA)"),
et en exploitant la forme linéaire et uniforme du réseau d'émission et du réseau de
réception, l'expression (2.9) du signal reçu peut être réécrite comme suit [69], [39],
[11] :
x (l, t) = α(t)a (θr)b
T (θt)

s1(l, t)
...
sM(l, t)
+w (l, t) (2.10)
où
 a (θr) =
[
1 ej2pi
4rsin(θr)
λ . . . ej2pi(N−1)
4rsin(θr)
λ
]T
∈ CN×1 est le vecteur de trans-
fert (de direction) par rapport au récepteur ;
 b (θt) =
[
1 ej2pi
4tsin(θt)
λ . . . ej2pi(M−1)
4tsin(θt)
λ
]T
∈ CM×1 est le vecteur de trans-
fert (de direction) par rapport à l'émetteur ;
 α(t) est le coeﬃcient de réﬂexion de la cible qui dépend de la (SER) et de
l'énergie émise, supposé varier d'une impulsion à une autre selon le modèle
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Swerling II ou constant d'une impulsion à une autre selon le modèle Swerling
I ;
 w(l, t) est le vecteur bruit dont les éléments sont supposés indépendants, com-
plexes, à moyenne nulle et de distribution normale ;
 l représente le temps à l'intérieur de l'impulsion (temps rapide) ;
 t représente l'indexe des impulsions radar (temps lent).
Pour une meilleure séparation de signaux émis à la réception, des signaux ortho-
gonaux sont souvent émis c-à-d (< si(l, t),sj(l, t) >= 0 et < si(l, t),si(l, t) >= r(t),
i 6= j = 1 . . .M), où r(t) est le signal en bande de base à la sortie du ième ﬁltre
adapté.
Alors, la sortie du mème ﬁltre adapté, correspond à la forme d'onde émise par le
mème émetteur, est donnée par [69], [39], [11] :
ym (t) = α(t)a (θr)b
T (θt)

0
...
r(t)
...
0

+wm (t) (2.11)
Cette dernière expression peut être réarrangée pour obtenir la forme ﬁnale du
vecteur signal à la réception qui correspond à la forme d'onde émise par le mème
émetteur :
ym (t) = α(t)a (θr) bm (θt) r(t) +wm(t) (2.12)
avec bm (θt) lemème élément du vecteur de transfert par rapport au réseau d'émission
et wm le bruit à la sortie du mème ﬁltre adapté.
A la sortie de chaque élément récepteur, il y a M signaux émis par les M émet-
teurs et réﬂéchis par la cible. Donc, nous obtenons une matrice d'observation de
dimension M ×N éléments.
Posant z (t) ∈ CMN×1 comme le vecteur qui contient tous les éléments de la
matrice d'observation.
z (t) =
[
y1 (t)
T , . . . ,yM (t)
T
]T
(2.13)
Alors, z (t) peut être écrit
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z (t) = [b1 (θt) , . . . , bM (θt)]
T ⊗ a (θr)α(t)r(t) + n(t) (2.14)
d'où,
z (t) = c (θr, θt) s (t) + n (t) (2.15)
où c(θr, θt) = b (θt)⊗a (θr) est le vecteur de transfert global ; n(t) est le bruit additif ;
⊗ est l'opérateur de Kronecker ; s (t) = α(t)r(t).
Cette expression du vecteur d'observation peut être généralisée pour le cas de P
cibles comme suit :
z (t) = Cs(t) + n(t) (2.16)
avec la matrice de transfert donnée par
C =
[
c
(
θ1r , θ
1
t
)
, . . . , c
(
θPr , θ
P
t
)]
MN×P (2.17)
c(θpr , θ
p
t ) = b (θ
p
t )⊗ a (θpr) (2.18)
et,
s (t) =

α1(t)r1(t)
...
αP (t)rP (t)
 (2.19)
Selon les modèles de ﬂuctuation de cibles considérés, deux cas de modèle du
signal se présentent ici.
Cas du modèle Swerling I : les coeﬃcients de rétrodiﬀusion sont considérés
constants d'une impulsion à une autre et par conséquant :
s (t) =

α1r1(t)
...
αP rP (t)
 (2.20)
Cas du modèle Swerling II : les coeﬃcients de rétrodiﬀusion changent d'une
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impulsion à une autre :
s (t) =

α1(t)r1(t)
...
αP (t)rP (t)
 (2.21)
De plus dans la suite, nous considérons que les émetteurs transmettent des si-
gnaux en bande de base r(t) identiques.
2.8 Conclusion
Dans ce chapitre, nous avons présenté le système radar et ses conﬁgurations de
base. Ces dernières sont parfaitement adaptées au concept MIMO qui a montré ses
performances en télécommunication.
Aﬁn de bénéﬁcier des avantages qu'oﬀre le concept MIMO en radar, la conﬁ-
guration du radar MIMO multistatique généralisé, où chaque récepteur et chaque
émetteur sont un réseau d'antenne, est la plus appropriée. Néanmoins, cette conﬁ-
guration est très complexe et sa mise en oeuvre pratique est diﬃcile.
Le radar MIMO bistatique apparaît comme une conﬁguration d'excellent com-
promis entre la complexité et les gains qu'oﬀrent la diversité. En plus, cette conﬁgu-
ration bistatique cohérente du radar est déjà employée dans plusieurs applications
radar.
A la ﬁn, nous avons présenté le modèle du signal pour le radar MIMO bistatique
cohérent qui est le modèle adopté pour toute la thèse pour la localisation conjointe
de cible, par rapport à l'émetteur et par rapport au récepteur, qui est l'objet du
chapitre suivant dans le cas des signaux circulaires.
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3.1 Introduction
Le traitement d'antenne a beaucoup d'applications pratiques. En radar, il est
utilisé dans la localisation de cibles. Le développement des techniques de traitement
d'antenne dans l'application radar MIMO a été un des thèmes les plus importants
dans la littérature [48].
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Plusieurs travaux dans la littérature ont traité le problème de la localisation pour
le radar MIMO [16], [48], [71].
Comme il a été évoqué dans le chapitre précédent, la cohérence ne peut être
exploitée que si la distance relative entre éléments d'antenne est assez faible. Dans
ce cas nous distinguons deux conﬁgurations du radar MIMO cohérent. La première
est celle où les émetteurs sont largement espacés et les récepteurs sont étroitement
co-localisés. Cette conﬁguration ne permet d'estimer que les directions d'arrivée c-
à-d l'angle de localisation de la cible par rapport au récepteur. La seconde c'est la
conﬁguration bistatique cohérente où les éléments émetteurs sont proches les uns
des autres et les récepteurs aussi, alors que le réseau d'émission est largement espacé
du réseau de réception. Dans ce cas de ﬁgure, les signaux sont corrélés à l'émission
et aussi à la réception ce qui nous permet d'estimer conjointement la direction de
départ et aussi la direction d'arrivée [48].
Basée sur la première conﬁguration, Bekkerman et al. [7] ont proposé une tech-
nique de localisation multi-cible en utilisant l'algorithme de MUSIC (MUltiple SIgnal
Classiﬁcation). Dans [66], [65], [68], une extension du modèle du signal est proposée
et des approches basées sur le maximum de vraisemblance, Capon et sous-espace
ont été utilisées.
Concernant la deuxième conﬁguration, c'est à dire radar MIMO bistatique co-
hérent, plusieurs travaux ont été également menés. Dans [69] les auteurs ont utilisé
une estimation spatio-spectrale à deux dimensions basée sur l'algorithme de Capon.
Le nombre maximum de cibles localisables par cette technique est égal au produit
du nombre d'antennes d'émission par le nombre d'antennes de réception moins un.
Cette méthode nécessite une recherche exhaustive dans tout l'espace bidimensionnel
(2-D) pour déterminer conjointement DDD-DDA.
En exploitant la même conﬁguration du radar MIMO bistatique cohérent, Jin et
al. dans [39] ont proposé une approche d'estimation conjointe DDD-DDA basée sur la
méthode ESPRIT sans décomposition en valeurs propres. Une estimation conjointe
de la DDA-DDD de cible est obtenue avec un appairage automatique. Par contre,
le nombre maximum de cibles localisables (2N) par cette technique est inférieur à
celui (NM − 1) par l'approche proposée dans [69] .
Toujours pour le radar MIMO bistatique cohérent, une autre méthode basée-
ESPRIT est proposée dans [23] par l'exploitation de la propriété d'invariance dans
les deux réseaux émetteurs et récepteurs pour estimer conjointement DDD-DDA de
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cibles. L'appairage n'est pas automatiquement obtenu par cet algorithme, mais une
opération mathématique en plus pour l'appairage a été proposée.
Un autre travail pour résoudre le problème d'appairage est développé dans [40].
Il est basé sur une méthode sans décomposition en valeurs propres et utilise des
matrices d'inter-corrélation entre sous-réseaux virtuels. Les auteurs ont proposé une
approche similaire à [39].
Les méthodes à haute résolution (HR ou bien les méthodes à sous-espace) pré-
sentent la caractéristique de fournir en termes de résolution, des performances asymp-
totiquement inﬁnies et indépendantes du rapport signal sur bruit [60]. Elles sont plus
adaptées aux signaux à bande étroite ce qui est le cas de la majorité des signaux
radars.
Nos travaux sont focalisés sur l'utilisation de ces méthodes à sous-espace dans la
localisation conjointe DDD-DDA en radar MIMO bistatique cohérent.
En premier lieu, nous discutons la borne inférieure de Cramèr-Rao en fonction
de la position des cibles. Ensuite, nous présentons la méthode de localisation basée
sous-espace dite "ESPRIT-2D" proposée dans [23] avant de présenter les approches
qui ont été développées lors de cette thèse. Ces techniques sont également basées sur
les méthodes à sous-espace MUSIC et ESPRIT [11], [9], [12].
3.2 Matrice de covariance
La plupart des méthodes de traitement d'antenne à haute résolution exploitent
les propriétés de la matrice de covariance des signaux reçus pour minimiser l'inﬂuence
du bruit [37].
Le modèle du signal considéré est celui donné par l'expression (2.16) :
z (t) = Cs(t) + n(t) (3.1)
Les cibles, supposées dans la même case distance, ﬂuctuent selon le modèle
Swerling II. Par conséquent, elles se diﬀèrent par leurs coeﬃcients de réﬂexion
αp(t)|p=1,...,P . Le signal rp(t)|p=1,...,P peut aussi diﬀérencier les cibles dans une case
distance si l'eﬀet Doppler est pris en compte, c-à-d, rp(t) = ej2pifDp t
∣∣
p=1,...,P
. Donc,
dans tous les cas les éléments du vecteur signal s (t) ne sont pas totalement corrélés.
La matrice de covariance du vecteur d'observation z(t) est donnée par
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R = E
[
z(t)zH(t)
]
(3.2)
où l'opérateur E[.] représente l'espérance mathématique.
Substituant l'expression (3.1) du modèle du signal adopté dans l'équation ci-
dessus on obtient
R = CRssC
H + σ2nIMN (3.3)
avecRss la matrice de covariance des signaux émis et σ2nIMN la matrice de covariance
du bruit supposé, dans ce travail, complexe gaussien à moyenne nulle.
En pratique, la matrice de covariance est estimée à partir des échantillons tem-
porels du vecteur des observations
Rˆ =
1
T
T∑
t=1
z(t) zH(t) (3.4)
avec T le nombre d'échantillons (impulsions).
3.3 Borne de Cramèr-Rao BCR
En statistique, la borne de Cramèr-Rao (appelée aussi inégalité de Cramér-Rao)
donne une borne inférieure sur l'Erreur Quadratique Moyenne (EQM) d'un estima-
teur non biaisé.
En radar MIMO, la BCR a été l'objet de quelques publications. Dans [36], [31],
elle a été discutée en fonction des conﬁgurations du radar MIMO en termes d'esti-
mation des angles d'arrivée. Dans le même context, la BCR a été calculée et discutée
en termes de localisation [7], [5], [43], [69], [39].
Par ailleurs, cette limite de Cramèr-Rao a été aussi discutée pour l'optimisation
de la forme d'onde en radar MIMO dans [49].
La BCR est déﬁnie comme l'inverse de la Matrice d'Information de Fisher (MIF) :
BCR(η) = diag(J−1(η)) (3.5)
où η = [θTr ,θ
T
t ,σα, σ] et σα = [σα1 , . . . , σαP ] est le vecteur des inconnus qui para-
mètre la matrice de covariance des coeﬃcients de réﬂexion.
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Pour notre cas de ﬁgure, radar MIMO bistatique cohérent dont le modèle du
signal est donné par (3.1), la MIF peut être calculée comme suit [69] :
J(η) =
1
2
tr
[
R−1(η)
∂R(η)
∂η
R−1(η)
∂R(η)
∂η
]
=

Jθr,θr Jθr,θt Jθr,σα Jθr,σ
JTθr,θt Jθt,θt Jθt,σα Jθt,σ
JTθr,σα J
T
θt,σα
Jσα,σα Jσα,σ
JTθr,σ J
T
θt,σ
JTσα,σ Jσ,σ

(3.6)
où les expressions des sous-matrices avec leurs éléments sont :
Jθr,θr = {Jθ(p1)r ,θ(p2)r }P×P , Jθr,θt = {Jθ(p1)r ,θ(p2)t }P×P , Jθt,θt = {Jθ(p1)t ,θ(p2)t }P×P ,
Jθr,σα = {Jθ(p1)r ,σαp2}P×P , Jθt,σα = {Jθ(p1)t ,σαp2}P×P , Jσα,σα = {Jσαp1 ,σαp2}P×P ,
Jθr,σ = {Jθ(p1)r ,σ}P×1, Jθt,σ = {Jθ(p1)t ,σ}P×1, Jσα,σ = {Jσαp1 ,σ}P×1, Jσ,σ = {Jσ,σ}1×1,
pour p1, p2 = 1, . . . , P .
Les dérivées peuvent être calculées comme suit :
∂R(η)
∂θ
(p)
r
=
1
2
σ2αp
∂c(θ(p)r , θ
(p)
t )c
H(θ
(p)
r , θ
(p)
t )
∂θ
(p)
r
(3.7)
∂R(η)
∂θ
(p)
t
=
1
2
σ2αp
∂c(θ(p)r , θ
(p)
t )c
H(θ
(p)
r , θ
(p)
t )
∂θ
(p)
t
(3.8)
∂R(η)
∂σαp
= 2σαpc(θ
(p)
r , θ
(p)
t )c
H(θ(p)r , θ
(p)
t ) (3.9)
∂R(η)
∂σ
= 2σIMN (3.10)
Par conséquent, les BCR relatives à l'estimation de la DDA sont les P premiers
éléments BCR(η) et les BCR relatives à l'estimation de la DDD sont les P éléments
suivants.
3.3.1 Discussions sur BCR
Nous examinons dans cette simulation le comportement de la BCR relative à la
direction de la cible, à la résolution et au nombre de cibles à localiser.
Le radar MIMO bistatique cohérent considéré est constitué de deux réseaux
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linéaires et uniformes, le premier est composé deM = 3 antennes émettrices espacées
d'une demie longueur d'onde et le second de N = 4 antennes réceptrices espacées
aussi d'une demie longueur d'onde. Le nombre d'impulsions est ﬁxé à T = 256 et le
nombre d'itérations de Monte-Carlo à K = 200.
3.3.1.1 Eﬀet de la position de la cible
Figures 3.1 et 3.2 montrent la BCR en fonction du rapport signal sur bruit pour
diﬀérentes positions de la cible.
Ces positions de la cible prennent les valeurs (θr, θt) = (0o, 0o), (40o, 40o), (60o, 60o),
(80o, 80o). On peut observer que l'erreur augmente avec l'éloignement de la cible par
rapport à zero.
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Figure 3.1  Eﬀet de l'angle d'arrivée sur l'erreur d'estimation
3.3.1.2 Eﬀet de cibles proches
Trois cibles P = 3 sont considérées dans ce cas, la première se trouve à (θ(1)r , θ
(1)
t ) =
(30o, 30o), la deuxième à (θ(2)r , θ
(2)
t ) = (30
o+∆θ, 30o+∆θ) et la troisième se trouve à la
position (θ(3)r , θ
(3)
t ) = (10
o, 10o). Le rapport signal sur bruit est ﬁxé à RSB = 12dB.
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Figure 3.2  Eﬀet de l'angle de départ sur l'erreur d'estimation
Figures 3.3 et 3.4 montrent la BCR en fonction de ∆θ pour l'estimation de DDA
et DDD, respectivement. Nous remarquons que l'erreur de l'estimation est inverse-
ment proportionnelle à l'écart entre les cibles et que l'estimation de la troisième cible
n'est pas aﬀectée.
3.3.1.3 Eﬀet du nombre de cibles
Aﬁn de montrer l'eﬀet du nombre de cibles sur l'estimation conjointe de DDA-
DDD, nous considérons deux cas P = 2 et P = 4. On trace la BCR pour les deux
cibles qui ont les mêmes positions dans les deux cas (c-à-d la première cible et la
deuxième cible). Les quatres cibles se trouvent dans les directions : (θ(1)r , θ
(1)
t ) =
(10o, 80o) ; (θ(2)r , θ
(2)
t ) = (70
o, 20o) ; (θ(3)r , θ
(3)
t ) = (50
o, 30o) ; (θ(4)r , θ
(4)
t ) = (60
o, 40o) ;
Figures 3.5 et 3.6 montrent la BCR en fonction du RSB pour l'estimation de
DDA et DDD des deux premières cibles, respectivement. Nous remarquons que l'er-
reur de l'estimation augmente lorsque le nombre de cibles augmente.
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Figure 3.3  Eﬀet de cibles adjacentes sur l'estimation de DDA
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Figure 3.4  Eﬀet de cibles adjacentes sur l'estimation de DDD
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Figure 3.5  Eﬀet du nombre de cibles sur l'estimation de DDA
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Figure 3.6  Eﬀet du nombre de cibles sur l'estimation de DDD
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3.4 Approche basée ESPRIT
La méthode ESPRIT (Estimation of Signal Parameter via Rotational Invariance
Techniques) est une méthode de localisation de sources basée sur les propriétés des
éléments propres de la matrice de covariance. Elle a été proposée pour la première
fois dans [54], [53].
Cette technique exploite la structure équi-espacée en déphasage du vecteur di-
rectionnel. Selon cette propriété, le réseau linéaire de M capteurs est partitionné en
deux sous-réseaux identiques, par exemple, le premier sous-réseau est composé des
M − 1 premiers capteurs tandis que le second est composé des M − 1 derniers cap-
teurs. Les vecteurs directionnels de ces deux sous-réseaux sont égaux à un déphasage
près qui correspond à la direction de la source.
L'application directe de la méthode ESPRIT dans le radar MIMO bistatique
cohérent pour l'estimation conjointe de DDA-DDD a été proposée dans [23].
Pour le modèle du signal du radar MIMO bistatique donné par l'expression (3.1),
l'objectif est d'estimer conjointement les DDA-DDD ce qui conduit à déﬁnir quatre
sous-réseaux, et par conséquent, la déﬁnition de quatre sous-matrices. Deux sous-
réseaux liés à l'estimation de DDA et deux autres liés à l'estimation de DDD (ﬁgure
3.8).
Les sous-matrices de transfert Cr1 ∈ C(MN−N)×P et Cr2 ∈ C(MN−N)×P des sous-
réseaux liées à la DDA sont déﬁnies comme suit :
Cr1 =
[
b
(
θ
(1)
t
)
⊗ a1
(
θ
(1)
r
)
, . . . ,b
(
θ
(P )
t
)
⊗ a1
(
θ
(P )
r
)]
(3.11)
Cr2 =
[
b
(
θ
(1)
t
)
⊗ a2
(
θ
(1)
r
)
, . . . ,b
(
θ
(P )
t
)
⊗ a2
(
θ
(P )
r
)]
(3.12)
avec
a1
(
θ(p)r
)
=
[
1 ej2pi
4rsin(θ(p)r )
λ . . . ej2pi(N−2)
4rsin(θ(p)r )
λ
]T
(3.13)
a2
(
θ(p)r
)
=
[
ej2pi
4rsin(θ(p)r )
λ . . . ej2pi(N−1)
4rsin(θ(p)r )
λ
]T
(3.14)
De la même manière, les sous-matrices des sous-réseaux, liées à la DDD Ct1 ∈
C(MN−M)×P et Ct2 ∈ C(MN−M)×P , sont déﬁnies :
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Figure 3.7  Radar MIMO bistatique cohérent et réseau virtuel
Figure 3.8  ESPRIT-2D : Partition du réseau virtuel en sous-reseaux par rapport
à DDA (a) et par rapport à DDD (b)
Ct1 =
[
b1
(
θ
(1)
t
)
⊗ a
(
θ
(1)
r
)
, . . . ,b1
(
θ
(P )
t
)
⊗ a
(
θ
(P )
r
)]
(3.15)
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Ct2 =
[
b2
(
θ
(1)
t
)
⊗ a
(
θ
(1)
r
)
, . . . ,b2
(
θ
(P )
t
)
⊗ a
(
θ
(P )
r
)]
(3.16)
avec
b1
(
θ
(p)
t
)
=
[
1 ej2pi
4tsin(θ(p)t )
λ . . . ej2pi(M−2)
4tsin(θ(p)t )
λ
]T
(3.17)
b2
(
θ
(p)
t
)
=
[
ej2pi
4tsin(θ(p)t )
λ . . . ej2pi(M−1)
4tsin(θ(p)t )
λ
]T
(3.18)
Donc, le vecteur de transfert du premier sous-réseau d'antenne est lié au vecteur
de transfert du second sous-réseau d'antenne par un décalage de phase correspond
à la direction cherchée.
Alors, chaque sous-matrice est liée à sa contre-partie comme suit :
Cr2 = Cr1Φr (3.19)
Ct2 = Ct1Φt (3.20)
où Φr et Φt sont des matrices diagonales dont les éléments sont ρrp = e
j2pi∆r sin(θ
(p)
r )
λ
et ρtp = e
j2pi∆t sin(θ
(p)
t )
λ pour p = 1, . . . , P , respectivement.
L'idée principale de la technique ESPRIT dans ce cas est d'estimer la direction
d'arrivée et la direction de départ à partir des matrices Φr et Φt, respectivement.
Cette estimation s'eﬀectue par la décomposition en éléments propres de la matrice
de covariance des observations, ce qui permet de séparer le sous-espace signal du
sous-espace bruit :
R = UsΓsU
H
s +UnΓnU
H
n (3.21)
avec
 Us = [u1, . . . ,uP ] est la matrice des vecteurs propres engendrant le sous-espace
signal ;
 Γs = diag [λ1 + σ2, . . . , λP + σ2] est une matrice diagonale dont les éléments
diagonaux sont les plus grandes P valeurs propres ;
 Un = [uP+1, . . . ,uMN ] est la matrice des vecteurs propres engendrant le sous-
espace bruit ;
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 Γn = diag [σ2, . . . , σ2] est une matrice diagonale dont les éléments diagonaux
sont les MN − P plus petites valeurs propres.
D'autre part, les vecteurs de direction (de transfert) des cibles appartiennent au
sous-espace signal. Donc, il existe une matrice T de rang plein qui satisfait l'équation
suivante :
CT = Us (3.22)
Ce qui ramène à former les sous-matrices Us,r1 et Us,r2 de la matrice Us de la
même façon que les sous-matrices Cr2 et Cr1 ont été formées à partir de la matrice
de transfert C. Et d'une manière similaire, on forme aussi les sous-matrices Us,t1 et
Us,t2.
En utilisant les relations (3.19), (3.20) et (3.22), on obtient les équations suivantes
Us,r2 = Us,r1Ωr (3.23)
Et
Us,t2 = Us,t1Ωt (3.24)
avec
Ωr = T
−1ΦrT (3.25)
Ωt = T
−1ΦtT (3.26)
Donc, les éléments diagonaux des matrices Φr et Φt peuvent être obtenus par
la décomposition en valeurs propres des matrices Ωr et Ωt, respectivement. Ces
dernières peuvent être estimées à partir de la solution au sens des moindres carrés
donnée par :
Ωr =
(
UHs,r1Us,r1
)−1
UHs,r1Us,r2 (3.27)
Ωt =
(
UHs,t1Us,t1
)−1
UHs,t1Us,t2 (3.28)
Finalement, les valeurs propres des matrices Ωr et Ωt sont les estimées des élé-
ments diagonaux des matrices Φr et Φt, respectivement, et par conséquent, la di-
rection d'arrivée et de départ sont données par :
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θˆ(p)r = arcsin
(
λ
2pi∆r
arg (ω(p)r )
)
(3.29)
θˆ
(p)
t = arcsin
(
λ
2pi∆t
arg (ω
(p)
t )
)
(3.30)
où ω(p)r et ω
(p)
t sont les valeurs propres des matrices Ωˆr et Ωˆt, respectivement.
On remarque que cette méthode ne permet pas un appairage automatique entre
les directions d'arrivée et les directions de départ des cibles. Dans [23], une opération
d'appairage en plus a été proposée.
Cette opération d'appairage est basée sur la comparaison du produit des valeurs
propres ω(p)r et ω
(p)
t avec les valeurs propres ω
(p)
rt de la matrice Ωrt qui est le produit
des matrices Ωr et Ωt.
Donc, pour p1 = 1, 2, . . . , P , la valeur propre ω
(p2)
t de Ωt correspondant à la
valeur propre ω(p1)r de Ωr est l'élément de l'ensemble
{
ω
(p2)
t , p2 = 1, 2, . . . , P
}
qui
minimise l'expression suivante :
{∣∣∣ω(p1)r ω(p2)t − ω(p3)rt ∣∣∣ , p3 = 1, 2, . . . , P} (3.31)
3.4.1 Résultats de simulation
3.4.1.1 Performances en termes de l'EQM
Nous considérons un radar MIMO bistatique cohérent constitué d'un réseau
émetteur deM = 3 antennes et un réseau récepteur de N = 4 antennes. Les deux ré-
seaux sont linéaires et uniformes dont les éléments sont espacés d'une demie longueur
d'onde. Le nombre d'échantillons (nombre d'impulsions dans un intervalle cohérent
(CPI)) est ﬁxé à T = 256 et K = 200 est le nombre d'itérations exécutées.
Les ﬁgures 3.9 et 3.10 illustrent l'EQM de cette approche comparée à la BCR
pour deux cibles se trouvent aux positions angulaires (θr, θt)
 Cible 1 : (10◦, 80◦) ;
 Cible 2 : (70◦, 20◦) ;
On remarque que les courbes de l'EQM relative à l'approche ESPRIT-2D sont
très proches de celles de la BCR, ce qui implique les bonnes performances de cette
approche en termes de l'erreur quadratique moyenne.
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Figure 3.9  ESPRIT-2D : EQM dans l'estimation de DDA comparée à la BCR
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Figure 3.10  ESPRIT-2D : EQM dans l'estimation de DDD comparée à la BCR
38 Chapitre 3. Localisation de Cibles en Radar MIMO Bistatique
3.4.1.2 Nombre de cibles localisables
En deuxième étape, nous examinons le nombre maximal de cibles localisables
théorique (N(M − 1)). Dans ce sens, nous considérons un radar MIMO bistatique
de deux réseaux linéaires et uniformes, le premier est composé de M = 3 antennes
émettrices espacées d'une demie longueur d'onde et l'autre de N = 3 antennes
réceptrices espacées aussi d'une demie longueur d'onde. Le nombre d'impulsions est
toujours ﬁxé à T = 256, le nombre d'itérations Monte-Carlo à K = 200. Le rapport
signal sur bruit est ﬁxé à RSB = 25dB.
La ﬁgure 3.11 montre bien que cette approche est capable de localiser P = 6 cibles
qui correspond à la valeur théorique pour un radar MIMO bistatique deM = N = 3.
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Figure 3.11  ESPRIT-2D, pour P = 6, M = 3 et N = 3
3.4.2 Conclusion
Dans cette section, nous avons présenté la méthode proposée dans [23]. Cette
méthode basée sous-espace exploite l'invariance dans les réseaux d'émission et de
réception dans le radar MIMO bistatique cohérent pour estimer conjointement DDD-
DDA.
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Cette méthode haute résolution basée ESPRIT présente de bonnes performances
de localisation dans l'espace DDA-DDD. Néanmoins, l'appairage entre les directions
d'arrivée et les directions de départ n'est pas automatiquement obtenu, ce qui né-
cessite une autre opération d'appairage en plus. Pour palier à ce problème, nous
proposons des approches basées MUSIC.
3.5 Approche basée MUSIC
La technique MUSIC (Multiple Signal Classiﬁcation) est inventée par Schmidt
[55], [56],[13]. Elle exploite les propriétés de la décomposition en éléments propres
de la matrice de covariance du vecteur des observations. Ce qui nous permet de
séparer l'espace des observations en deux sous-espaces vectoriels orthogonaux : le
sous-espace du signal et le sous-espace du bruit [60].
Puisque les vecteurs de transfert d'une cible réelle appartiennent au sous-espace
signal, alors le principe est de chercher des vecteurs de transfert orthogonaux au
sous-espace bruit c-à-d :
P (θr, θt) = c
H (θr, θt)UnU
H
n c (θr, θt) = 0 (3.32)
Autrement dit, nous cherchons les vecteurs directionnels qui maximisent l'inverse
de la fonction ci-dessus appelé Pseudo Spectre MUSIC.
PMusic (θr, θt) =
1
P (θr, θt)
=
1
cH (θr, θt)UnU
H
n c (θr, θt)
(3.33)
Cette solution permet l'estimation des directions deMN−1 cibles avec appairage
automatique. Néanmoins, elle nécessite un balayage systématique sur tout l'espace
bidimensionnel DDA-DDD qui est très coûteux en temps de calcul.
Nous proposons [11] l'utilisation de la version polynômiale (paramétrique) de la
technique MUSIC appelée RootMUSIC qui présente des performances supérieures.
Car cette technique cherche les solutions proches du cercle unité et non seulement
sur le cercle unité.
Pour des réseaux d'antennes linéaires et onde supposée plane, les éléments des
vecteurs de transfert a (θr) et b (θt) sont des décalages de phase à pas constant
par rapport à sin (θr) et à sin (θt), respectivement. En posant zr = ej2pi
4r
λ
sin (θr) et
zt = e
j2pi
4t
λ
sin (θt), l'expression 3.32 devient une équation polynômiale à deux inconnus
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et s'écrit :
cT
(
z−1r , z
−1
t
)
Πnc (zr, zt) = 0 (3.34)
avec
Πn = UnU
H
n (3.35)
et
c (zr, zt) =
[
a (zr)
T , zta (zr)
T , z2t a (zr)
T , . . . , zM−1t a (zr)
T
]T
(3.36)
a (zr) =
[
1, zr, z
2
r , . . . , z
N−1
r
]T
(3.37)
La matrice Πn ∈ CMN×MN est constituée de M ×M sous-matrices de dimension
N ×N et peut être écrite de la manière suivante :
Πn =

Π11 . . . Π1M
...
. . .
...
ΠM1 . . . ΠMM
 avec Πm1m2 ∈ CN×N (3.38)
Remplaçant l'expression (3.38) dans (3.34), nous obtenons l'expression suivante :
a
(
z−1r
)T [ M∑
m1,m2=1
zm2−m1t Πm1m2
]
a (zr) = 0 (3.39)
Donc, l'estimation des directions θr et θt qui minimisent la projection du vecteur
de transfert c (θr, θt) sur le sous-espace bruit, est équivalente à la recherche des
racines de la fonction du polynôme ci-dessus (3.39).
Dans cette fonction du polynôme, si zt ne correspond pas à une des directions de
départ des cibles et si
Rank (Πn) = MN − P ≥ N ⇒ P ≤ N(M − 1), (3.40)
la matrice
[∑M
m1,m2=1 z
m2−m1
t Πm1m2
]
est inversible et son déterminant est non nul.
Par conséquent, pour résoudre le système polynômial donné par l'expression
(3.39), on peut premièrement, chercher les racines zt qui satisfont
D (zt) = det
[
M∑
m1,m2=1
zm2−m1t Πm1m2
]
= 0 (3.41)
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L'expression de ce dernier polynôme est donnée dans l'annexe A.
Les P racines zˆ(p)t
∣∣∣
p=1,...,P
du polynôme D (zt), qui sont à l'intérieur et les plus
proches du cercle unité et diﬀérent de son précédent, permettent l'estimation des
angles de départ :
θ
(p)
t = arcsin
(
λ
2pi4t arg(zˆ
(p)
t )
)
(3.42)
Substituant les racines trouvées zˆ(p)t dans la fonction polynômiale globale dans
(3.39), nous obtenons les polynômes à résoudre suivants :
a
(
z−1r
)T
Πˆ(p)a (zr) = 0
∣∣∣
p=1,...,P
(3.43)
où
Πˆ(p) =
M∑
m1,m2=1
(
zˆ
(p)
t
)m2−m1
Πm1m2, pour p = 1, . . . , P (3.44)
Pour déterminer la DDA dans (3.43), on peut utiliser encore la technique de la
recherche des racines. D'après le principe de MUSIC, on sait que (3.43) devient zéro
si et seulement si (zr, zt) correspond aux directions de la cible. Donc, pour chaque
zˆ
(p)
t , le polynôme (3.43) de degree 2N − 2 a P˙ racines à l'intérieur et proches du
cercle unité (où P˙ est le nombre de cibles qui ont la même DDD).
A condition que zˆ(p)r 6= zˆ(p`)r , p 6= p` = 1, . . . , P˙ , la racine zˆ(p)r , du polynôme (3.43),
à l'intérieur et proches du cercle unité détermine les directions d'arrivée :
θ(p)r = arcsin
(
λ
2pi4r arg(zˆ
(p)
r )
)
(3.45)
En résumé, l'approche proposée, qui décompose la recherche bidimensionnelle
DDA-DDD en double recherche unidimensionnelle, consiste en deux étapes :
1. Estimer les DDDs à partir de la résolution du polynôme (3.43) ;
2. Pour chaque racine obtenue zˆ(p)t correspondante à une direction de départ :
 Substituer la dans la fonction (3.44) ;
 Estimer les DDA à partir de résolution des polynômes (3.43).
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3.5.0.1 Remarque
La démarche proposée peut être aussi appliquée au pseudo spectre MUSIC 2-D
pour avoir un double pseudo spectre MUSIC 1-D.
Le vecteur de transfert c (θr, θt) peut être réécrit de la manière suivante :
c (θr, θt) = [b (θt)⊗ IN ] a (θr) (3.46)
où IN est une matrice d'identité de dimension N ×N .
En utilisant les formules (3.32), (3.33), l'estimation des directions de départ des
cibles (DDD) est équivalente à la détermination des θt qui annulent le déterminant
suivant :
det
[
[b (θt)⊗ IN ]H UnUHn [b (θt)⊗ IN ]
]
= 0 (3.47)
qui sont aussi celles qui maximisent le pseudo spectre donné par :
PMusic (θt) =
1
det
[
[b (θt)⊗ IN ]H UnUHn [b (θt)⊗ IN ]
] (3.48)
Pour chaque cible, nous constituons le vecteur de transfert relatif à la direction
DDD estimée b
(
θˆ
(p)
t
)
et le remplacer dans l'expression (3.32).
Donc, nous obtenons un pseudo spectre MUSIC dont les maximums fournissent
les directions DDA qui correspondent à chaque DDD estimée.
P
(p)
Music (θr) =
1[
b
(
θˆ
(p)
t
)
⊗ a (θr)
]H
UnU
H
n
[
b
(
θˆ
(p)
t
)
⊗ a (θr)
] (3.49)
Malgré que cette version de double pseudo spectre MUSIC unidimensionnelle
demande une recherche exhaustive comparativement à la version polynômiale, elle
permet une réduction importante de la complexité par rapport à la version pseudo
spectre MUSIC-2D. Cependant, le nombre de cibles localisables par rapport à MUSIC-
2D est réduit.
3.5.1 Résultats de simulation
Les simulations présentées dans cette section ont pour objet de montrer les per-
formances des méthodes basées MUSIC. Il s'agit de trois approches Pseudo Spectre
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MUSIC 2-D (3.32), Double Spectre MUSIC (3.48), (3.49), et Double RootMUSIC
(3.43), (3.43).
3.5.1.1 Pseudo Spectre MUSIC
Pour un radar MIMO bistatique composé de M = 3 antennes d'émission et
N = 4 antennes de réception, RSB = 20dB, T = 256 impulsions dans un CPI, la
ﬁgure 3.12 présente le résultat du pseudo spectre MUSIC-2D donnée par l'expression
(3.33), de quatre P = 4 cibles se trouvant aux directions (θ(1)r , θ
(1)
t ) = (5
◦, 10◦),
(θ
(2)
r , θ
(2)
t ) = (20
◦, 30◦), (θ(3)r , θ
(3)
t ) = (50
◦, 55◦), (θ(4)r , θ
(4)
t ) = (80
◦, 75◦).
Dans les mêmes conditions, les ﬁgures 3.13 et 3.14 illustrent les pseudo spectres
MUSIC-1D dans l'espace DDD et DDA, respectivement.
Nous constatons que ces approches localisent bien les cibles. Néanmoins, elles
requièrent une recherche exhaustive dans l'espace DDA-DDD qui est coûteuse en
temps de calcul.
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Figure 3.12  Pseudo spectre MUSIC-2D
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Figure 3.13  Pseudo spectre MUSIC-1D relatif à DDD
3.5.1.2 Double RootMUSIC
Nous comparons, dans cette simulation, l'erreur moyenne quadratique de l'esti-
mation conjointe de DDA-DDD par l'approche Double RootMUSIC à la borne de
Cramèr-Rao (BCR).
Nous considérons les mêmes paramètres de simulations que la section précédente
(M = 3, N = 4, T = 256, K = 200 et P = 2 se trouvent à (θ(1)r , θ
(1)
t ) = (10
◦, 80◦),
(θ
(2)
r , θ
(2)
t )(70
◦, 20◦).
Les ﬁgures 3.15 et 3.16 illustrent l'EQM de cette approche comparée à la BCR.
On remarque que la courbe de l'EQM relative à l'approche RootMUSIC présente
approximativement les mêmes performances en termes de l'EQM que l'approche
ESPRIT-2D.
Nombre de cibles localisables Théoriquement comme l'approche ESPRIT-
2D, l'approche Double RootMUSIC peut localiser (N(M − 1)) cibles. Nous consi-
dérons le même radar MIMO bistatique avec M = 3 antennes émettrices et N = 3
antennes réceptrices espacées aussi d'une demie longueur d'onde. Le nombre d'im-
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Figure 3.14  Pseudo spectre MUSIC-1D relatif à DDA
pulsions est ﬁxé à T = 256, le nombre d'itérations Monte-Carlo à K = 200 et le
rapport signal sur bruit à RSB = 25dB.
La ﬁgure 3.17 montre bien que cette approche est capable de localiser P = 6
cibles exactement comme l'approche ESPRIT-2D.
3.5.2 Conclusion
La première remarque sur ces approches basées MUSIC est que l'appairage entre
la DDD et la DDA de cibles est automatiquement obtenu, ce qui permet d'éviter le
problème classique d'appairage dans le radar bistatique.
Dans l'expression (3.39), le nombre maximum de cibles localisables par cette
approche, basée sur la recherche des racines des polynômes, est limité par la condition
(3.40). Ce nombre maximal de cibles dépend aussi de la manière de constitution du
vecteur d'observation z(t) à partir des vecteurs virtuels.
Les coeﬃcients du polynôme dans l'expression (3.43) deviennent très complexes
à déterminer lorsque le nombre d'antennes est important. Pour cette raison, nous
proposons une combinaison entre l'approche basée ESPRIT et celle basée MUSIC
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Figure 3.15  Double RootMUSIC : EQM dans l'estimation de DDA comparée à
la BCR
[9].
3.6 Combinaison ESPRIT-RootMUSIC
En exploitant l'idée de décomposer la recherche bidimensionnelle de direction
DDA-DDD en double recherche unidimensionnelle, nous proposons une approche
basée sur la combinaison entre la méthode ESPRIT-2D et la méthode RootMUSIC.
Dans l'approche basée ESPRIT, nous constatons que l'estimation de la DDA
est totalement indépendante de celle de la DDD. Par conséquent, nous pouvons
estimer que la direction de départ de cibles par cette approche basée ESPRIT en
utilisant les expressions (3.24), (3.26), (3.28) et (3.30) et pour chaque DDD estimée,
nous constituons le vecteur de transfert b
(
θˆ
(p)
t
)
correspondant et le remplacer dans
l'équation suivante :
Πˆ(p) =
[
b
(
θˆ
(p)
t
)
⊗ IN
]H
UnU
H
n
[
b
(
θˆ
(p)
t
)
⊗ IN
]
p=1,...,P
(3.50)
3.6. Combinaison ESPRIT-RootMUSIC 47
0 5 10 15 20 25 30 35
10−3
10−2
10−1
100
101
102
RSB (dB)
R
M
SE
 (°
)
 
 
BCR, DDD = 80°
BCR, DDD = 20°
Double RootMUSIC, DDA =80°
Double RootMUSIC, DDA =20°
Figure 3.16  Double RootMUSIC : EQM dans l'estimation de DDD comparée à
la BCR
A cette étape, la méthode RootMUSIC classique est utilisée pour l'estimation des
directions d'arrivée. Autrement dit, nous suivons les mêmes étapes que l'approche
précédente pour la détermination de DDA à partir de la fonction polynômiale donnée
par la substitution de (3.50) dans (3.43). Cette dernière étape est répétée pour chaque
DDD estimée.
Utilisant une seule décomposition en valeurs propres de la matrice de covariance,
cette approche est avantagée par le fait qu'elle :
 exploite les deux sous-espaces engendrés par cette décomposition en valeurs
propres, le sous-espace signal est utilisé pour l'estimation de la DDD et le
sous-espace bruit pour l'estimation de la DDA ;
 remédie au problème d'appairage rencontré dans la méthode ESPRIT-2D ;
 réduit de manière signiﬁcative la complexité de calcul par rapport à l'approche
double RootMUSIC où le calcul de déterminant se complique quand le nombre
d'antennes devient important.
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Figure 3.17  Double RootMUSIC, pour P = 6, M = 3 et N = 3
3.6.1 Résultats de simulation
De manière similaire aux approches citées précédemment, dans cette simulation,
nous examinons les performances de cette dernière approche proposée. Les para-
mètres considérés sont aussi les mêmes.
3.6.1.1 Performances en localisation
Nous comparons l'erreur moyenne quadratique de l'estimation conjointe de DDA-
DDD par l'approche ESPRIT-RootMUSIC à la borne de Cramèr-Rao (BCR). Les
ﬁgures 3.18 et 3.19 montrent la courbe de l'EQM de l'estimation conjointe de DDA-
DDD par cette approche avec celle de BCR.
On remarque que cette approche a approximativement les mêmes performances
que les approches ESPRIT-2D et Double RootMUSIC.
3.6.1.2 Nombre de cibles localisables
Théoriquement comme les approche ESPRIT-2D et Double RootMUSIC, la com-
binaison ESPRIT-RootMUSIC peut localiser N(M − 1) cibles comme le montre la
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Figure 3.18  ESPRIT-RootMUSIC : EQM dans l'estimation de DDA comparée à
la BCR
ﬁgure 3.20.
3.7 Complexité de calcul
Dans cette section, nous comparons tous les algorithmes cités dans ce chapitre
en termes de complexité de calcul par l'utilisation de la fonction MATLAB "CPU-
TIME" qui permet de calculer le temps que fait le CPU pour exécuter une des
approches.
La ﬁgure 3.21 présente la moyenne du temps de calcul CPU en fonction du
nombre d'antennes. Pour faciliter la présentation, on prend M = N .
Nous ﬁxons le rapport signal sur bruit à RSB = 15dB, le nombre de cibles à
P = 4, le nombre d'échantillons à T = 256, et le nombre d'itérations à K = 50.
Pour les méthodes spectrales MUSIC-2D et double MUSIC-1D, nous avons ﬁxé
l'intervalle [−90o, 90o] comme espace angulaire de recherche avec un pas de résolution
de 0, 5o.
A partir de la ﬁgure 3.21, nous pouvons tirer les remarques suivantes :
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Figure 3.19  ESPRIT-RootMUSIC : EQM dans l'estimation de DDD comparée à
la BCR
 La décomposition de la recherche bidimensionnelle en double recherche unidi-
mensionnelle permet de gagner un facteur de 20dB en temps de calcul entre
pseudo spectre MUSIC-2D et double pseudo spectre MUSIC ;
 Les algorithmes ESPRIT-2D, ESPRIT-RootMUSIC et Double RootMUSIC
restent moins gourmands en temps de calcul comparativement aux approches
spectrales malgré que le pas de résolution de ces dernières est incomparable à
la résolution inﬁnie des autres approches ;
 Les approches ESPRIT-2D et ESPRIT-RootMUSIC ont presque le même temps
d'execution qui est inférieur à celui de Double RootMUSIC.
3.8 Inﬂuence de l'eﬀet Doppler
Dans le modèle du signal (3.1), les signaux, provenant des cibles se trouvant
dans la même case distance, se diﬀèrent par leurs fréquences Doppler et/ou leurs
coeﬃcients de réﬂexion selon le modèle de ﬂuctuation considéré.
Pour évaluer l'inﬂuence de l'eﬀet Doppler, nous considérons premièrement le
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Figure 3.20  ESPRIT-RootMUSIC, pour P = 6, M = 3 et N = 3
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Figure 3.21  MATLAB CPUTIME en fonction N
modèle Swerling I du signal radar c-à-d le coeﬃcient de réﬂexion constant durant la
durée d'observation. Par conséquent, seul l'eﬀet Doppler diﬀérencie les cibles dans
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une case distance.
Considérons maintenant deux cibles localisées à un écart angulaire égal dans
l'espace DDA-DDD (θr, θt) = (30◦, 30◦), (50◦, 50◦) et notons Ds comme l'écart en
fréquence Doppler normalisée entre les deux cibles.
Les ﬁgures 3.22 et 3.23 montrent l'eﬀet de Ds sur l'EQM dans l'estimation de
la DDA et de la DDD, respectivement, pour les approches Double RootMUSIC,
ESPRIT-RootMUSIC et ESPRIT-2D. On remarque bien, que pour ce modèle de
signal (Swerling I), l'estimation des directions se dégrade lorsque l'écart en fréquence
Doppler Ds diminue pour toutes les approches.
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Figure 3.22  EQM relative à la DDA en fonction de Ds cas de Swerling I
Dans les ﬁgures 3.24 et 3.25, la même simulation est rééditée mais avec le modèle
du signal Swerling II c-à-d le coeﬃcient de réﬂexion change d'une impulsion à une
autre.
Nous remarquons que l'eﬀet du Doppler a beaucoup diminué par rapport à la
simulation précédente.
A partir de ces ﬁgures, on constate aussi que les approches double Root-MUSIC
et ESPRIT-RootMUSIC présentent une légère supériorité comparativement à l'ap-
proche ESPRIT-2D.
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Figure 3.23  EQM relative à la DDD en fonction de Ds cas de Swerling I
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Figure 3.24  EQM relative à la DDA en fonction de Ds cas de Swerling II
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Figure 3.25  EQM relative à la DDD en fonction de Ds cas de Swerling II
3.9 Conclusion
Dans ce chapitre, nous avons proposé des techniques de localisation conjointe de
DDA-DDD pour le radar MIMO bistatique cohérent basées sur la décomposition
de la recherche bidimensionnelle en double recherche unidimensionnelle. A partir de
cette décomposition, nous avons proposé les approches : double pseudo spectre MU-
SIC, Double Root-MUSIC et la combinaison ESPRIT-RootMUSIC. Cette dernière
approche, exploite les deux sous-espaces signal et bruit, issus de la décomposition
en valeurs propres de la matrice de covariance. Dans toutes les approches proposées
l'appairage est automatiquement obtenu.
En simulation, nous avons examiné les performances de chacune de ces approches.
A travers l'analyse des simulations relatives aux trois approches ESPRIT-2D, double
Root-MUSIC et ESPRIT-RootMUSIC, nous pouvons tirer les conclusions suivantes :
 Ces trois approches ont approximativement les mêmes performances en termes
de l'erreur quadratique moyenne, avec un léger avantage pour les approches
Double RootMUSIC et ESPRIT-RootMUSIC ;
 En termes de complexité de calcul, les deux approches ESPRIT-2D et ESPRIT-
RootMUSIC présentent presque la même complexité de calcul qui est inférieure
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à celle de Double RootMUSIC ;
 Les approches basées MUSIC et l'approche combinée fournissent un appairage
automatique contrairement à l'approche ESPRIT-2D.
L'étude eﬀectuée dans ce chapitre, sur l'estimation conjointe de DDA-DDD en
radar MIMO bistatique cohérent, suppose que le signal radar est stationnaire et
ergodique. Cependant, comme il était indiqué dans le chapitre 2, le signal radar est
souvent modulé en phase binaire soit en compression d'impulsions ou en impulsions
à fréquence constante. Cette modulation rend le signal non-circulaire ce qui motive
de prendre en considération cette propriété du signal dans la suite de cette étude.
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4.1 Introduction
La propriété de non-circularité des signaux est liée directement à la modulation
de ces signaux [61].
Grâce au potentiel d'amélioration des performances, l'exploitation de la non-
circularité dans l'estimation des directions d'arrivée a pris beaucoup d'attention, et le
domaine de traitement d'antenne exploitant cette propriété a rapidement développé
après l'apparition de NC-MUSIC [34]. Dans cet esprit, les méthodes NC-RootMUSIC
[15] et NC-ESPRIT [2] ont été proposées.
Récemment, Liu et al. [50] ont proposé 2q-MUSIC pour pousser plus loin les per-
formances d'estimation des directions d'arrivée dans le cas d'un signal non-gaussien
non-circulaire. Dans [3], Abeida et Delmas ont examiné les performances asymp-
totiques de l'algorithme du type MUSIC pour l'estimation des directions d'arrivée
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des sources non-circulaires. Par ailleurs, Delmas et Abeida [21] ont analysé la borne
inférieure de Cramèr-Rao dans l'estimation de DDA pour un signal non-circulaire et
un bruit additif non gaussien. L'algorithme MUSIC, pour la localisation des sources
non-circulaires avec un couplage mutuel, a fait l'objet d'une récente publication
[38]. Toujours avec l'algorithme NC-MUSIC, dans [1] les auteurs ont étendu cette
approche à un réseau d'antennes rectangulaire.
Néanmoins, à notre connaissance il n'y a pas de travaux qui ont exploité cette
propriété dans l'estimation conjointe de DDA-DDD en radar MIMO bistatique co-
hérent malgré que la majorité des signaux radar soient des signaux non-circulaires.
En eﬀet, nous proposons l'exploitation de cette propriété pour l'amélioration des
performances en termes de la localisation conjointe de DDA-DDD en radar MIMO
bistatique cohérent.
4.2 Non-circularité
L'objet de cette section est de rappeler (brièvement) les principales caractéris-
tiques des signaux non circulaires que nous utilisons par la suite. On se limite dans
ce travail aux déﬁnitions et propriétés de non-circularité d'ordre 2.
Soit un vecteur aléatoire z, considérons ses moments jusqu'à d'ordre deux, qui
sont sa moyenne E[z], sa matrice de covariance E[zzH ] et sa matrice de relation
E[zzT ] aussi appelée matrice de covariance elliptique. Le vecteur aléatoire z est
circulaire à l'ordre deux si sa moyenne et sa matrice de relation sont nulles. Les
propriétés statistiques d'un vecteur aléatoire circulaire au second ordre se résument
dans sa matrice de covariance.
En traitement d'antenne, la circularité est une propriété qui apparaît naturelle-
ment dans l'analyse de signaux à bande étroite, signaux qui comportent souvent une
phase aléatoire équirépartie entre 0 et 2pi.
Elle n'est pas pour autant universelle et l'on trouve de nombreux signaux non
circulaires (modulation d'amplitude, modulation binaire de phase, ...). Un vecteur
aléatoire est considéré non-circulaire à l'ordre deux si sa matrice de relation (appelée
aussi la matrice elliptique) est non nulle. Pour illustrer notre propos, nous prenons
un signal aléatoire scalaire non circulaire z(t) tel que le moment E[z(t)z(t)] soit non
nul. En supposant que le module et l'argument du signal soient indépendants, on
peut écrire :
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E[z(t)z(t)] = E[|z(t)|2]E[ej2 arg(z(t))] (4.1)
L'argument de z(t), étant un signal aléatoire stationnaire, l'équation (4.1) s'écrit
aussi comme suit :
E[z(t)z(t)] = E[z(t)z(t)∗]µejψ (4.2)
où µ et ψ sont des nombres constants.
En supposant maintenant que le signal aléatoire z(t) est l'expression en bande de
base d'un signal modulé en phase de façon binaire. L'argument de z(t) s'écrit alors :
arg z(t) = ρ+ φ (4.3)
où φ est la phase propre de la porteuse du signal et ρ est une variable aléatoire pre-
nant les valeurs 0 ou pi de façon equiprobable. Dans ce cas l'espérance mathématique
E[ej2 arg(z(t))] = ej2φ, et l'égalité (4.3) est vériﬁée pour µ = 1 et ψ = 2φ.
L'équation (4.3) peut être généralisée au cas multidimensionnel. Le vecteur z
est un vecteur aléatoire dont les composants sont des signaux non-circulaires. En
supposant que ces signaux soient non corrélés entre eux et de moyenne nulle, la
matrice de covariance et la matrice de relation du vecteur z sont alors diagonales et
elles sont liées par :
E[zzT ] = E[zzH ]zΨ (4.4)
où z et Ψ sont aussi des matrices diagonales.
Dans le cas de signaux radar codés en phase binaire (BPSK), la matrice z est
égale à la matrice identité, et l'expression précédente (4.4) devient :
E[zzT ] = E[zzH ]Ψ (4.5)
4.3 Modèle du signal étendu
Comme il était présenté dans le chapitre 2, la modulation en phase binaire dans
les systèmes radar est souvent utilisée, soit dans le cas de compression d'impulsions
ou non. Dans ce chapitre, et sans perte de généralité, nous considérons que le signal
en bande de base r(t) émis par les antennes d'émission est un signal de modulation
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de phase binaire.
Dans l'expression du modèle du signal (3.1) du radar MIMO bistatique cohérent,
les cibles, dans la même case distance, sont considérées ﬂuctuantes selon le modèle
Swerling II, et par conséquent, elles se diﬀèrent par les amplitudes du coeﬃcient de
réﬂexion αp(t)|p=1,...,P .
z (t) = Cs(t) + n(t) (4.6)
avec,
s (t) =

α1(t)r(t)
...
αP (t)r(t)
 (4.7)
Pour simpliﬁer sans perte de généralité, les émetteurs émettent le même signal
en bande de base r(t) supposé issue d'un codage de phase binaire.
Aﬁn d'exploiter la propriété de non-circularité de ce signal, nous utilisons le
modèle étendu du signal [10] donné par :
znc (t) =
[
z (t)
z∗ (t)
]
=
[
C 0
0 C∗
][
s (t)
s∗ (t)
]
+
[
n (t)
n∗ (t)
]
(4.8)
Sa matrice de covariance elliptique peut être écrite de la manière suivante :
E
[
s(t)sT (t)
]
= E
[
s(t)sH(t)
]
Ψ = ΓsΨ (4.9)
où Ψ = diag{ejψ1 , . . . , ejψP }, sont liées à des phases initiales de modulation.
Puisque le bruit additif et le signal utile sont non-corrélés, nous pouvons écrire :
Rnc = E
[
znc(t)z
H
nc(t)
]
= E
[
snc(t)s
H
nc(t)
]
+ E
[
nnc(t)n
H
nc(t)
]
(4.10)
Ce bruit additif étant circulaire E
[
n(t)nT (t)
]
= 0, par conséquent sa matrice de
covariance étendue est égale à σ2I, et la matrice de covariance du signal reçu étendue
s'écrit :
Rnc =
[
C
C∗Ψ∗
]
Rs
[
C
C∗Ψ∗
]H
+ σ2I (4.11)
La décomposition en valeurs propres de cette matrice de covariance Rnc permet
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d'écrire
Rnc = UsΓsU
H
s + σ
2UnU
H
n (4.12)
On pose,
Us =
[
Us1
Us2
]
(4.13)
4.4 Non-Circulaire ESPRIT-2D
Dans cette section, nous présentons une nouvelle approche basée sur ESPRIT-2D
présentée dans le chapitre précédent en exploitant la propriété de non-circularité du
signal.
Selon le principe d'ESPRIT, la matrice directionnelle étendue Cnc =
[
C
C∗Ψ∗
]
appartient au sous-espace généré par Us :
Us = CncT (4.14)
d'où, [
Us1
Us2
]
=
[
C
C∗Ψ∗
]
T (4.15)
En exploitant la géométrie invariante du réseau d'antenne de réception, nous
déﬁnissons les sous-matrices Cr1 ∈ C(MN−N)×P and Cr2 ∈ C(MN−N)×P , liées aux
directions d'arrivée, comme suit :
Cr1 = [b
(
θ
(1)
t
)
⊗ a1
(
θ
(1)
r
)
, . . . ,b
(
θ
(P )
t
)
⊗ a1
(
θ
(P )
r
)
] (4.16)
Cr2 = [b
(
θ
(1)
t
)
⊗ a2
(
θ
(1)
r
)
, . . . ,b
(
θ
(P )
t
)
⊗ a2
(
θ
(P )
r
)
] (4.17)
avec
a1
(
θ(p)r
)
=
[
1 ej2pi
4rsin(θ(p)r )
λ . . . ej2pi(N−2)
4rsin(θ(p)r )
λ
]T
(4.18)
a2
(
θ(p)r
)
=
[
ej2pi
4rsin(θ(p)r )
λ . . . ej2pi(N−1)
4rsin(θ(p)r )
λ
]T
(4.19)
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D'une manière similaire, l'exploitation de la géométrie invariante du réseau d'émis-
sion permet de déﬁnir les sous-matrices Ct1 ∈ C(MN−M)×P and Ct2 ∈ C(MN−M)×P ,
qui sont liées aux directions de départ, de la façon suivante :
Ct1 = [b1
(
θ
(1)
t
)
⊗ a
(
θ
(1)
r
)
, . . . ,b1
(
θ
(P )
t
)
⊗ a
(
θ
(P )
r
)
] (4.20)
Ct2 = [b2
(
θ
(1)
t
)
⊗ a
(
θ
(1)
r
)
, . . . ,b2
(
θ
(P )
t
)
⊗ a
(
θ
(P )
r
)
] (4.21)
avec
b1
(
θ
(p)
t
)
=
[
1 ej2pi
4tsin(θ(p)t )
λ . . . ej2pi(M−2)
4tsin(θ(p)t )
λ
]T
(4.22)
b2
(
θ
(p)
t
)
=
[
ej2pi
4tsin(θ(p)t )
λ . . . ej2pi(M−1)
4tsin(θ(p)t )
λ
]T
(4.23)
Alors, ces sous-matrices sont liées entre elles par les matrices diagonales Φr et
Φt selon les expressions suivantes
Cr2 = Cr1Φr (4.24)
Ct2 = Ct1Φt (4.25)
Les éléments de ces matrices diagonales sont, respectivement, ρrp = e
j2pi∆r sin(θ
(p)
r )
λ
et ρtp = e
j2pi∆t sin(θ
(p)
t )
λ pour p = 1, . . . , P .
Les expressions (4.24) et (4.25) expriment le fait que les colonnes de Cr2 et Cr1
(Ct2 et Ct1) sont les mêmes avec une rotation près Φr (Φt).
D'autre part, par l'exploitation de cette invariance oﬀerte par la conﬁguration
linéaire et uniforme des réseaux d'émission et de réception, nous pouvons écrire
aussi :
JC∗ = C
(
(Φ∗t )
M−1(Φ∗r)
N−1) (4.26)
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où JMN×MN =

0 . . 0 1
0 . . 1 0
. . . 0 .
0 . . . .
1 0 . . 0
 est la matrice d'identité retournée.
Comme,
Us1 = CT (4.27)
Us2 = C
∗Ψ∗T (4.28)
il vient donc :
Us2 = JUs2 = C
(
(Φ∗t )
M−1(Φ∗r)
N−1)Ψ∗T (4.29)
Nous formons les sous-matrice Us1,r2 et Us2,r2 ainsi que Us1,t2 et Us2,t2 à partir
des matrices Us1 et Us2 de la même façon que les sous-matrices Cr2 ( Ct2) ont été
formées de la matrice C. De manière similaire, nous refaisons l'opération pour les
sous-matrices Us1,r1, Us2,r1 Us1,t1 et Us2,t1.
Ces sous-matrices sont liées par les expressions suivantes :
Us2,r1 = Cr1
(
(Φ∗t )
M−1(Φ∗r)
N−1)Ψ∗T
Us2,r2 = Cr2
(
(Φ∗t )
M−1(Φ∗r)
N−1)Ψ∗T (4.30)
Us2,t1 = Ct1
(
(Φ∗t )
M−1(Φ∗r)
N−1)Ψ∗T
Us2,t2 = Ct2
(
(Φ∗t )
M−1(Φ∗r)
N−1)Ψ∗T (4.31)
Donc, les éléments diagonaux des matrices Φr et Φt sont respectivement les va-
leurs propres ω(p)r
∣∣∣
p=1,...,P
(
ω
(p)
t
∣∣∣
p=1,...,P
)
des matrices uniques Ωr = T
−1ΦrT et
Ωt = T
−1ΦtT, respectivement. Ces dernières matrices satisfont les relations sui-
vantes : [
Us1,r2
Us2,r2
]
=
[
Us1,r1
Us2,r1
]
Ωr (4.32)
[
Us1,t2
Us2,t2
]
=
[
Us1,t1
Us2,t1
]
Ωt (4.33)
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Ces matrices Ωr et Ωt peuvent être estimées à partir de la solution au sens des
moindres carrés donnée par :
Ωr =
[ Us1,r1
Us2,r1
]H [
Us1,r1
Us2,r1
]−1 [ Us1,r1
Us2,r1
]H [
Us1,r2
Us2,r2
]
(4.34)
Ωt =
[ Us1,t1
Us2,t1
]H [
Us1,t1
Us2,t1
]−1 [ Us1,t1
Us2,t1
]H [
Us1,t2
Us2,t2
]
(4.35)
Et par conséquent
θˆ(p)r = arcsin
(
λ
2pi∆r
arg (ω(p)r )
)
(4.36)
θˆ
(p)
t = arcsin
(
λ
2pi∆t
arg (ω
(p)
t )
)
(4.37)
Dans cette approche, l'appairage n'est pas automatiquement obtenu. Nous utili-
sons la même porcédure que celle présentée dans le chapitre précédent.
4.4.1 Résultats de Simulation
Dans cette simulation, nous montrons les performances de l'approche NC-ESPRIT-
2D.
4.4.1.1 Performance en termes de l'EQM
Le système radar MIMO bistatique considéré est constitué de deux réseaux li-
néaires et uniformes, le premier est composé de M = 3 antennes émettrices espacées
d'une demie longueur d'onde et le deuxième est de N = 4 antennes réceptrices espa-
cées aussi d'une demie longueur d'onde. Le nombre d'impulsions est ﬁxé à T = 256
et le nombre d'itérations Monte-Carlo à K = 200.
Les ﬁgures 4.1 4.2 illustrent l'EQM de cette approche comparée à l'approche
ESPRIT-2D, pour deux cibles se trouvant aux positions angulaires (θr, θt)
 Cible 1 : (10◦, 80◦) ;
 Cible 2 : (70◦, 20◦) ;
On remarque que les performances de l'approche NC-ESPRIT-2D sont bien
meilleures que celle de l'approche ESPRIT-2D.
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NC−ESPRIT 2−D, DDA = 10°
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Figure 4.1  EQM dans l'estimation de DDA par NC-ESPRIT-2D et par ESPRIT-
2D
4.4.1.2 Nombre de cibles localisables
En deuxième lieu, nous examinons le nombre maximal de cibles localisables par
cette approche. Nous considérons un radar MIMO bistatique de deux réseaux li-
néaires et uniformes, le premier est composé de M = 3 antennes émettrices espacées
d'une demie longueur d'onde et le deuxième est de N = 2 antennes réceptrices espa-
cées aussi d'une demie longueur d'onde. Le nombre d'impulsions est ﬁxé à T = 256,
le nombre d'itérations Monte-Carlo à K = 200 et le rapport signal sur bruit à
RSB = 25dB.
La ﬁgure 4.3 montre bien que cette approche est capable de localiser P = 2 ×
N(M − 1) = 8 cibles.
L'exploitation de la propriété de non-circularité a permis d'augmenter la dimen-
sion du vecteur virtuel d'observation de NM à 2NM . Cette extension du vecteur
d'observation justiﬁe l'amélioration des performances en termes de l'EQM et en
termes du nombre de cibles localisables.
66 Chapitre 4. Signaux Non-Circulaires en Radar MIMO Bistatique
0 5 10 15 20 25 30 35
10−3
10−2
10−1
100
101
102
RSB (dB)
R
M
SE
 (°
)
 
 
NC−ESPRIT 2−D, DDD = 80°
NC−ESPRIT 2−D, DDD = 20°
ESPRIT 2−D, DDD = 80°
ESPRIT 2−D, DDD = 20°
Figure 4.2  EQM dans l'estimation de DDD par NC-ESPRIT-2D et par ESPRIT-
2D
4.5 Non-Circulaire ESPRIT-RootMUSIC
Comme il était montré dans le chapitre précédant, l'approche ESPRIT-RootMUSIC
combinée permet de remédier au problème d'appairage et présente des performances
similaires à l'approche ESPRIT-2D. Dans cette section, nous exploitons la propriété
des signaux non-circulaires dans l'approche ESPRIT-RootMUSIC [10].
En tenant compte de l'expression (3.46), nous pouvons écrire :
cnc(θr, θt) = Bnc(θt)
[
a(θr)
a∗(θr)Ψ∗
]
(4.38)
avec
Bnc(θt) =
[
[b(θt)⊗ IN ] 0
0 [b(θt)⊗ IN ]∗
]
(4.39)
En se basant sur le principe de la méthode MUSIC, c-à-d, le vecteur directionnel
cnc est orthogonal au sous-espace bruit (4.12), donc :
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Figure 4.3  NC-ESPRIT-2D, pour P = 8, M = 3 et N = 2
[
a(θr)
a∗(θr)Ψ∗
]H
Bnc(θt)
HUnU
H
n Bnc(θt)
[
a(θr)
a∗(θr)Ψ∗
]
= 0,
θr = θ
(p)
r
θt = θ
(p)
t
∣∣∣∣∣
p=1,...,P
(4.40)
Cette expression permet d'estimer les directions de départ séparément des direc-
tions d'arrivée. Cette nouvelle approche, comme elle était présentée dans le chapitre
précédant, consiste en deux étapes. Dans la première étape, nous déterminons les
directions de départ DDD des cibles. Pour chaque DDD de cible estimée, la seconde
étape consiste à remplacer la matrice B(θˆt) dans (4.40) et à utiliser la technique
RootMUSIC pour estimer la DDA correspondante.
Puisque la matrice directionnelle appartient au sous-espace signal, on peut écrire :
Us = CncT (4.41)
où T est une matrice non singulière unique.
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Cette expression peut être réécrite autrement :
Us =
[
Us1
Us2
]
=
[
CT
C∗Ψ∗T
]
(4.42)
où Us1 et Us2 sont les MN × P sous-matrices de Us constituées des premières et
des dernières MN lignes, respectivement.
De façon similaire à l'approche présentée dans la section précédente, en exploitant
la géométrie invariante du réseau d'émission, les sous-matrices Ct1 ∈ C(MN−M)×P et
Ct2 ∈ C(MN−M)×P , liées aux directions de départ, sont déﬁnies par :
Ct1 = [b1
(
θ
(1)
t
)
⊗ a (θ(1)r ) , . . . ,b1 (θ(P )t )⊗ a (θ(P )r )] (4.43)
Ct2 = [b2
(
θ
(1)
t
)
⊗ a (θ(1)r ) , . . . ,b2 (θ(P )t )⊗ a (θ(P )r )] (4.44)
avec b1
(
θ
(p)
t
)
et b2
(
θ
(p)
t
)
les premiers et les derniers M − 1 éléments de b
(
θ
(p)
t
)
.
Alors,
Ct2 = Ct1Φt (4.45)
où Φt est une matrice diagonale avec les éléments ρ
(p)
t = e
j2pi
4tsin(θ(p)t )
λ , p = 1, . . . , P .
Pour un réseau d'antennes émettrices linéaire et uniforme, nous pouvons écrire :
JC∗ = C
(
(Φ∗t )
M−1) (4.46)
où J ∈ CMN×MN est une matrice de permutation, déﬁnie par :
J =

0N . . 0N IN
. . . IN 0N
. . . 0N .
0N . . . .
IN 0N . . 0N
 (4.47)
avec IN la matrice d'identité de N ×N et 0N la matrice de zéros de N ×N .
Comme Us2 = C
∗Ψ∗T, on peut écrire :
Us2 = JUs2 = C
(
(Φ∗t )
M−1)Ψ∗T (4.48)
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De la même manière que nous avons formé les matrices Ct1 et Ct2 à partir de la
matrice C, nous formons les matrices Us1,t1, Us1,t2, Us2,t1 et Us2,t2 des matrices Us1
et Us2, respectivement. Donc, on peut écrire :
Us2,t1 = Ct1
(
(Φ∗t )
M−1)Ψ∗T
Us2,t2 = Ct2
(
(Φ∗t )
M−1)Ψ∗T (4.49)
D'où, les éléments diagonaux de Φt sont les valeurs propres ωp=1,...,P de la matrice
unique Ωt = T
−1ΦtT qui satisfait :
[
Us1−t2
Us2−t2
]
=
[
Us1−t1
Us2−t1
]
Ωt (4.50)
Cette matrice Ωt peut être estimée à partir de la solution au sens des moindres
carrés donnée par :
Ωt =
[ Us1,t1
Us2,t1
]H [
Us1,t1
Us2,t1
]−1 [ Us1,t1
Us2,t1
]H [
Us1,t2
Us2,t2
]
(4.51)
Donc,
θˆ
(p)
t = arcsin
(
λ
2pi∆t
arg (ωp)
)
(4.52)
En se basant sur le principe de l'algorithme MUSIC, pour chaque DDD de cible
obtenue θˆ(p)t , si θr est la DDA correspondante à la cible réelle, le vecteur directionnel
est orthogonal au sous-espace bruit, et par conséquent, nous pouvons écrire :

gHAT (1/zr)
[
Πn11 Πn12
Πn21 Πn22
]
A(zr) 
g = 0 (4.53)
avec
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g =
[
1
e−jψ
]
, zr = e
j2pi
4rsin(θr)
λ
A(zr) =
[
a(zr) 0
0 a∗(zr)
]
[
Πn11 Πn12
Πn21 Πn22
]
= Bnc(θˆt)HUnU
H
n Bnc(θˆt)
Le système polynômial (4.53) peut être résolu par la recherche des racines du
polynôme suivant :
det
(
AT (1/zr)
[
Πn11 Πn12
Πn21 Πn22
]
A(zr)
)
= 0 (4.54)
qui s'écrit aussi de la manière suivante :
4N−3∑
k=1
qkz
k−1−2(N−1) = 0 (4.55)
avec qk calculés par [14] :
qk =
min[2N−1,k]∑
i=max[1,k−2N+2]
Q(i, k − i+ 1) (4.56)
et Q donnée par
Q = v11v
T
22 − v12vH21 (4.57)
où les éléments du vecteur vij sont :
vij(k) =
min[N,N−k]∑
l=max[1,1−k]
[Πnij]l,k+l
∣∣∣∣∣∣
k=−(N−1),...,(N−1)
(4.58)
L'estimation de l'angle θr, qui minimise la projection du vecteur directionnel sur
le sous-espace bruit, est équivalente à la recherche des racines du polynôme (4.54),
pour chaque θˆt donnée.
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θˆ(p)r = arcsin
(
λ
2pi∆t
arg (zˆr)
)
(4.59)
On constate, comme dans le cas classique, que cette approche permet d'obtenir
un appairage automatique entre les directions de départ et les directions d'arrivée
d'une cible. En plus, cette approche, qui exploite la non-circularité du signal dans le
radar MIMO bistatique, est capable de localiser un nombre de cibles plus important
que celui de l'approche classique. Le nombre maximum de cibles localisables par
cette méthode est 2N(M − 1).
4.5.1 Résultats de Simulation
Cette simulation a pour objectif de montrer les performances de l'approche NC-
ESPRIT-RootMUSIC par rapport à ESPRIT-RootMUSIC.
4.5.1.1 Performance en termes de l'EQM
Considérons les mêmes paramètres de simulations que dans la section précédente
M = 3, N = 4, T = 256, K = 200 et P = 2 cibles se trouvant à (θ(1)r , θ
(1)
t ) =
(10◦, 80◦) et (θ(2)r , θ
(2)
t ) = (70
◦, 20◦).
Les ﬁgures 4.4 et 4.5 illustrent l'EQM de cette approche comparée à l'approche
ESPRIT-RootMUSIC, pour les deux cibles.
On remarque que les performances de l'approche NC-ESPRIT-RootMUSIC sont
bien meilleures que celles de l'approche ESPRIT-RootMUSIC.
4.5.1.2 Nombre de cibles localisables
Pour montrer par simulation le nombre maximal de cibles localisables par cette
approche, on considère un radar MIMO composé de M = 3 antennes émettrices
espacées d'une demie longueur d'onde et de N = 2 antennes réceptrices espacées
aussi d'une demie longueur d'onde. Le nombre d'impulsions est ﬁxé à T = 256,
le nombre d'itérations Monte-Carlo à K = 200 et le rapport signal sur bruit à
RSB = 25dB.
La ﬁgure 4.6 montre bien que cette approche est capable de localiser P = 8
cibles.
72 Chapitre 4. Signaux Non-Circulaires en Radar MIMO Bistatique
0 5 10 15 20 25 30 35
10−3
10−2
10−1
100
101
RSB (dB)
R
M
SE
 (°
)
 
 
NC−ESPRIT−RootMUSIC, DDA = 10°
NC−ESPRIT−RootMUSIC, DDA = 70°
ESPRIT−RootMUSIC, DDA = 10°
ESPRIT−RootMUSIC, DDA = 70°
Figure 4.4  EQM dans l'estimation de DDA par NC-ESPRIT-RootMUSIC et par
ESPRIT-RootMUSIC
4.6 Conclusion
Le but de ce chapitre est d'exploiter la propriété statistique de non-circularité
des signaux radar pour l'amélioration de performances en termes de la localisation.
Un modèle du signal étendu a été employé pour deux approches basées sur les
méthodes à haute résolution. Cette exploitation de la propriété de non-circularité,
a permis d'améliorer de manière signiﬁcative les performances en termes de l'erreur
quadratique moyenne ainsi qu'en termes du nombre de cibles localisables.
Le concept MIMO a permis d'avoir M × N antennes de réception virtuelles et
l'exploitation de la propriété de la non-circularité a doublé ce nombre d'antennes
virtuelles (2×N ×M).
Dans cet esprit, nous proposons, dans le chapitre suivant, la localisation conjointe
de DDA-DDD en radar MIMO bistatique cohérent avec un récepteur de polarisation
croisée.
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Figure 4.5  EQM dans l'estimation de DDD par NC-ESPRIT-RootMUSIC et par
ESPRIT-RootMUSIC
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Figure 4.6  NC-ESPRIT-RootMUSIC, pour P = 8, M = 3 et N = 2
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Localisation de Cibles en Radar
Polarimétrique MIMO Bistatique
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5.1 Introduction
En traitement d'antenne, et en particulier dans l'estimation des angles d'arrivée
d'ondes planes à l'aide d'un réseau de capteurs, il existe plusieurs méthodes à haute
résolution qui exploitent la diversité de polarisation des ondes reçues [45], [46], [62],
[51], [61].
Ces méthodes montrent que la prise en compte de la diversité de polarisation
améliore eﬀectivement la performance par rapport aux méthodes qui ne tiennent
pas compte de l'aspect de la diversité de polarisation des ondes reçues.
L'exploitation de cette diversité de polarisation en traitement d'antenne est un
domaine de recherche très actif [63], [57], [52], [64], [73].
En radar, il a été montré par G. Sinclair [35] que la polarisation de l'onde diﬀusée
par une cible est modiﬁée par rapport à la polarisation de l'onde incidente suivant
la géométrie et les propriétés électromagnétiques de la cible.
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Cette propriété a été largement employée dans la télédétection et dans les appli-
cations du radar à ouverture synthétique (SAR) [42], [72].
En radar MIMO statistique, une analyse a été proposée dans [32], [33] qui quan-
tiﬁe l'amélioration en termes de détection apportée par la prise en compte de la
diversité de polarisation.
Pour la conﬁguration du radar MIMO bistatique cohérent, il a été proposé, dans
[20], l'estimation conjointe de DDA-DDD et des paramètres de polarisation en radar
MIMO bistatique avec un réseau rectangulaire de réception de polarisation croisée.
Dans ce chapitre, nous présentons quelques approches permettant l'exploitation
de la diversité de polarisation, par l'emploi d'un réseau d'antennes de réception de
polarisation croisée dans le système radar MIMO bistatique cohérent, en termes de
localisation en utilisant les méthodes ESPRIT-2D et ESPRIT-RootMUSIC [8].
5.2 Polarisation d'une onde
La polarisation est une propriété de l'onde électromagnétique qui décrit l'orien-
tation de son champ électrique, dans le plan perpendiculaire à la direction de pro-
pagation.
L'onde émise est habituellement polarisée avec un état de polarisation donné (par
exemple, horizontal ou vertical).
La polarisation de l'onde reﬂète le comportement vectoriel du champs électrique
E en un point donné. Les deux composantes Ex et Ey de ce champs électrique de
l'onde sont liées entre elles par l'équation suivante [30], [42]. :
(
Ex
E0x
)2 − 2 ExEy
E0xE0y
cos δ + (
Ey
E0y
)2 = sin2 δ (5.1)
avec
δ = δy − δx (5.2)
où δx et δy sont les phases des deux composantes du champs électrique E à l'origine
du temps et de l'espace (phases absolues).
La trajectoire décrite au cours du temps par la projection, sur le plan équiphase
z = z0, de l'extrémité du vecteur champ électrique, est une ellipse, dont l'équa-
tion est donnée par la relation 5.1. La polarisation d'une onde plane progressive
monochromatique peut se représenter graphiquement par la ﬁgure 5.1
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Figure 5.1  Ellipse de polarisation
La forme de cette ellipse évolue du segment de droite (polarisation linéaire) au
cercle (polarisation circulaire) suivant l'état de polarisation associé [30].
L'état de polarisation elliptique d'une onde est entièrement spéciﬁé par les para-
mètres géométriques décrivant l'ellipse de polarisation qui sont déﬁnis comme suit
[30] :
 l'angle γ représente l'orientation de l'ellipse, cet angle est repéré par le grand
axe de l'ellipse et l'axe (Ox). Le domaine de déﬁnition de cet angle est [−pi
2
, pi
2
] ;
 l'angle τ déﬁnit l'ellipticité représentant l'angle d'ouverture de l'ellipse. Le
domaine de déﬁnition de τ est [−pi
4
, pi
4
] ;
 le sens de polarisation est déterminé par le sens de rotation de l'ellipse le long
de l'axe de propagation. La polarisation est dite elliptique droite si l'ellipse
est parcourue dans le sens horaire lorsque l'évolution de l'onde a lieu dans le
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sens de propagation. Lorsque l'ellipse est parcourue dans le sens inverse alors
la polarisation est dite elliptique gauche ;
 l'amplitude A de l'ellipse lie la longueur du grand axe à celle du petit axe de
la façon suivante : A =
√
a2 + b2.
5.3 Modèle du signal
En radar, lorsqu'une cible est illuminée par une onde électromagnétique polarisée,
la polarisation de l'onde réﬂéchie est généralement diﬀérente de celle de l'onde inci-
dente. Ce changement d'état de polarisation dépend de la géométrie et des propriétés
physiques de la cible, mais également de l'angle d'observation et de la fréquence uti-
lisée [30], [19].
Dans ce travail, nous considérons que les antennes de réception sont de polarisa-
tion croisée et les antennes d'émission ont une seule polarisation et que la cible se
trouve dans le champ lointain (c-à-d onde plane).
Pour simpliﬁcation et sans perte de généralité, on suppose que la cible se trouve
dans le plan X−Y (β = 90o), alors que le réseau d'antenne de réception est localisé
dans le plan Y − Z, (ﬁgure 5.2).
Considérant un radar MIMO bistatique cohérent constitué de M antennes émet-
trices et de N antennes réceptrices de polarisation croisée, le modèle du signal étendu
peut être écrit comme suit :
zpo (t) =
[
z(v) (t)
z(h) (t)
]
=
[
C(v) 0
0 C(h)
][
s(v) (t)
s(h) (t)
]
+
[
n(v) (t)
n(h) (t)
] (5.3)
où
s(v) =

s1(t)cos(γ1)
...
sP (t)cos(γP )
 , s(h) =

s1(t)sin(γ1)e
jξ1
...
sP (t)sin(γP )e
jξP

sont les signaux à la sortie du banc des ﬁltres adaptés de la voie verticale et de
la voie horizontale, respectivement, mesurés à la réception, et où γ est l'angle de
polarisation et ξ est la diﬀérence de phase de l'onde polarisée [73].
5.3. Modèle du signal 79
Figure 5.2  Réseau de réception en duel polarisation
En supposant que la matrice de transfert est indépendante de la polarisation,
c-à-d, C(v)(θr, θt) = C
(h)(θr, θt), le modèle du signal étendu peut être réécrit de la
manière suivante :
zpo (t) =
[
C 0
0 C
][
G(v)
G(h)
]
s (t) +
[
n(v) (t)
n(h) (t)
]
(5.4)
où G(v) et G(h) sont des matrices diagonales dont les éléments diagonaux sont les
vecteurs g(v) et g(h) donnés par :
g(v) =
[
cos(γ1), . . . , cos(γP )
]
g(h) =
[
sin(γ1)e
jξ1 , . . . , sin(γP )e
jξP
] (5.5)
La matrice de covariance du vecteur d'observation étendu peut être exprimée
comme suit :
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Rpo = FΓsF
H + σ2I (5.6)
où
F =
[
C 0
0 C
][
G(v)
G(h)
]
Pour le cas d'une seule cible, le vecteur directionnel f est donné par ;
f(θr, θt) =
[
b(θt)⊗ a(θr)cos(γ)
b(θt)⊗ a(θr)sin(γ)ejξ
]
(5.7)
Le bruit additif est supposé indépendant, complexe et de distribution Gaussienne.
5.4 ESPRIT-2D Polarimétrique
Dans cette section, l'algorithme ESPRIT-2D est étendu aﬁn de prendre en compte
la polarisation de l'onde.
Considérons le modèle du signal polarimétrique donné ci-dessus (5.4). La dé-
composition en valeurs propres de la matrice de covariance, Rpo (5.6), est donnée
par :
Rpo = UspΓspU
H
sp + σ
2UnpU
H
np (5.8)
Puisque les vecteurs de la matrice F appartiennent au sous-espace de signal,
alors il existe une matrice de transformation T non singulière unique qui satisfait la
relation suivante :
Usp = FT (5.9)
Selon le principe de la technique ESPRIT, on déﬁnit les sous-matrices Cr1 ∈
C(MN−N)×P et Cr2 ∈ C(MN−N)×P , liées aux directions d'arrivée, comme suit :
Cr1 =
[
b
(
θ
(1)
t
)
⊗ a1
(
θ(1)r
)
, . . . ,b
(
θ
(P )
t
)
⊗ a1
(
θ(P )r
)]
(5.10)
Cr2 =
[
b
(
θ
(1)
t
)
⊗ a2
(
θ(1)r
)
, . . . ,b
(
θ
(P )
t
)
⊗ a2
(
θ(P )r
)]
(5.11)
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où a1
(
θ
(p)
r
)
et a2
(
θ
(p)
r
)
sont les N − 1 premiers éléments et les N − 1 derniers
éléments de a
(
θ
(p)
r
)
, respectivement.
Les sous-matrices Ct1 ∈ C(MN−M)×P et Ct2 ∈ C(MN−M)×P , liées aux directions
de départ, sont déﬁnies similairement comme suit :
Ct1 =
[
b1
(
θ
(1)
t
)
⊗ a (θ(1)r ) , . . . ,b1 (θ(P )t )⊗ a (θ(P )r )] (5.12)
Ct2 =
[
b2
(
θ
(1)
t
)
⊗ a (θ(1)r ) , . . . ,b2 (θ(P )t )⊗ a (θ(P )r )] (5.13)
où b1
(
θ
(p)
t
)
et b2
(
θ
(p)
t
)
sont les M − 1 premiers éléments et les M − 1 derniers
éléments de b
(
θ
(p)
t
)
, respectivement.
Les réseaux d'antennes de l'émetteur et du récepteur étant uniformes et linéaires,
il apparaît :
Fr2 = Fr1Φr (5.14)
où
Fr2 =
[
Cr2G
(v)
Cr2G
(h)
]
et Fr1 =
[
Cr1G
(v)
Cr1G
(h)
]
Ft2 = Ft1Φt (5.15)
où
Ft2 =
[
Ct2G
(v)
Ct2G
(h)
]
, Ft1 =
[
Ct1G
(v)
Ct1G
(h)
]
et Φr et Φt sont des matrices diagonales dont les éléments diagonaux sont ρ
(p)
r =
ej2pi
4rsin(θ(p)r )
λ et ρ(p)t = e
j2pi
4tsin(θ(p)t )
λ pour p = 1, . . . , P , respectivement.
D'autre part, nous formons les sous-matrices Uspr1 et Uspr2 ainsi que les sous-
matrices Uspt1 et Uspt2 à partir de la matrice Usp d'une manière similaire que les
sous-matrices Cr1, Cr2, Ct1 et Ct2 sont formées à partir de la matrice C.
Comme pour l'expression (5.9), les relations suivantes peuvent être établies :
Uspr1 = Fr1T (5.16)
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Uspr2 = Fr2T (5.17)
et,
Uspt1 = Ft1T (5.18)
Uspt2 = Ft2T (5.19)
Finalement, les éléments diagonaux de la matrice Φr sont les valeurs propres
ωr|p=1,...,P de la matrice Ωr = T−1ΦrT qui satisfait
Uspr2 = Uspr1Ωr (5.20)
La matrice Ωr peut être estimée à partir de la solution au sens des moindres
carrés, donnée par :
Ωr = (U
H
spr1
Uspr1)
−1UHspr1Uspr2 (5.21)
Donc, la direction d'arrivée (DDA) est donnée par
θˆ(p)r = arcsin
(
λ
2pi∆r
arg (ω(p)r )
)
(5.22)
Et même chose pour la direction de départ, les éléments diagonaux de la matrice
Φt sont les valeurs propres ωt|p=1,...,P de la matrice Ωt = T−1ΦtT qui satisfait :
Uspt2 = Uspt1Ωt (5.23)
De manière similaire, la matrice Ωt peut être estimée à partir de la solution au
sens des moindres carrés, donnée par :
Ωt = (U
H
spt1
Uspt1)
−1UHspt1Uspt2 (5.24)
θˆ
(p)
t = arcsin
(
λ
2pi∆t
arg (ω
(p)
t )
)
(5.25)
Pour l'appairage entre les DDAs et DDDs, la même procédure d'appairage pré-
sentée dans le chapitre 3, peut être utilisée.
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5.4.1 Résultats de Simulation
Cette simulation a pour but de monter les performances de l'approche ESPRIT-
2D Polarimétrique proposée en termes de l'erreur quadratique moyenne.
5.4.1.1 Performance en termes de l'EQM
Le système radar MIMO bistatique considéré est constitué de deux réseaux li-
néaires et uniformes, le premier est composé de M = 3 antennes émettrices espacées
d'une demie longueur d'onde et le deuxième est de N = 4 antennes réceptrices de
polarisation croisée espacées aussi d'une demie longueur d'onde. Le nombre d'im-
pulsions est ﬁxé à T = 256, le nombre d'itérations Monte-Carlo à K = 200 et P = 2
cibles se trouvant aux positions angulaires (θr, θt)
 Cible 1 : (10◦, 80◦) ;
 Cible 2 : (70◦, 20◦) ;
Les ﬁgures 5.3 et 5.4 illustrent l'EQM de l'approche ESPRIT-2D Polarimétrique
comparée à celle de l'approche ESPRIT-2D.
Nous constatons que l'approche ESPRIT-2D polarimétrique présente de meilleures
performances comparativement à l'approche ESPRIT-2D.
5.4.1.2 Nombre de cibles localisables
Maintenant, nous considérons un radar MIMO bistatique polarimétrique cohé-
rent avec M = 3 antennes émettrices et N = 2 antennes réceptrices de polarisation
croisée. Le nombre de d'impulsions est ﬁxé à T = 256, le nombre d'itérations à
K = 200 et le rapport signal sur bruit à RSB = 25dB.
D'après la ﬁgure 5.5, on remarque que cette approche permet de localiser P = 8
cibles c-à-d 2N(M − 1).
5.5 ESPRIT-RootMUSIC Polarimétrique
Dans cette section, nous proposons l'extension de l'approche ESPRIT-RootMUSIC
par la prise en compte de la diversité de polarisation à la réception pour un radar
MIMO bistatique.
Réécrivons l'expression (5.7) de la façon suivante :
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Figure 5.3  EQM dans l'estimation de DDA par ESPRIT-2D polarimétrique et
par ESPRIT-2D
f(θr, θt) = B(θt)
[
a(θr) cos(γ)
a(θr) sin(γ)ejξ
]
(5.26)
où
B(θt) =
[
[b(θt)⊗ IN ] 0
0 [b(θt)⊗ IN ]
]
(5.27)
Selon le principe de la méthode MUSIC, le vecteur directionnel f(θr, θt) est or-
thogonal au sous-espace bruit :
[
a(θr) cos(γ)
a(θr) sin(γ)ejξ
]H
B(θt)
HUnpU
H
npB(θt)
[
a(θr) cos(γ)
a(θr) sin(γ)ejξ
]
= 0,
θr = θ
(p)
r
θt = θ
(p)
t
∣∣∣∣∣
p=1,...,P
(5.28)
Cette expression permet d'estimer les directions de départ séparément des direc-
tions d'arrivée. Par conséquent, les étapes de cette approche sont les suivantes :
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Figure 5.4  EQM dans l'estimation de DDD par ESPRIT-2D polarimétrique et
par ESPRIT-2D
 la première étape consiste à déterminer les angles de départ en utilisant les
expressions, relatives aux directions de départ, de l'approche basée ESPRIT
présentée dans la section précédente ;
 la second étape consiste à remplacer, pour chaque cible, le vecteur directionnel
b(θˆt) estimé dans l'équation (5.26) puis à utiliser la technique RootMUSIC
pour l'estimation des directions d'arrivée.
Par conséquent, pour un angle de départ estimé θˆ(p)t d'une cible p, si θr correspond
à la direction d'arrivée de cette cible, nous pouvons écrire :

gHAT (1/zr)
[
Πn11 Πn12
Πn21 Πn22
]
A(zr) 
g = 0 (5.29)
avec
A(zr) =
[
a(zr) 0
0 a(zr)
]
, (5.30)
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Figure 5.5  ESPRIT-2D polarimétrique, pour P = 8, M = 3 et N = 2
et [
Πn11 Πn12
Πn21 Πn22
]
= B(θˆt)
HUnpU
H
npB(θˆt), (5.31)

g =
[
cos(γ)
sin(γ)ejξ
]
et, zr = ej2pi
4rsin(θr)
λ
Le système polynômial (5.29) peut être résolu par la recherche des racines du
polynôme suivant :
det
(
AT (1/zr)
[
Πn11 Πn12
Πn21 Πn22
]
A(zr)
)
= 0 (5.32)
qui peut être réécrit sous la forme suivante :
4N−3∑
k=1
qkz
k−1−2(N−1) = 0 (5.33)
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où, les coeﬃcients qk de ce polynôme sont donnés par :
qk =
min[2N−1,k]∑
i=max[1,k−2N+2]
Q(i, k − i+ 1) (5.34)
avec
Q = v11v
T
22 − v12vT21 (5.35)
et, les éléments du vecteur vij :
vij: =
min[N,N−k]∑
l=max[1,1−k]
[Πnij]l,k+l
∣∣∣∣∣∣
k=−(N−1),...,(N−1)
(5.36)
Les racines de ce polynôme qui sont à l'intérieur et proches du cercle unité
donnent une estimation des directions d'arrivée selon la relation suivante :
θˆ(p)r = arcsin
(
λ
2pi∆t
arg (zˆr)
)
(5.37)
Comme dans le cas des signaux non-circulaires, on remarque que cette approche
permet l'extension du vecteur d'observation de MN à 2MN . Par contre, dans cette
approche, il n'y a pas d'opération de rotation (4.29) comme dans le cas non-circulaire.
5.5.1 Résultats de Simulation
Cette section sert à montrer, par simulation, les performances de l'approche
ESPRIT-RootMUSIC Polarimétrique.
5.5.1.1 Performance en termes de l'EQM
Considérons les mêmes paramètres que la section précédente. On compare l'ap-
proche ESPRIT-RootMUSIC Polarimétrique à l'approche ESPRIT-RootMUSIC en
termes de l'EQM.
Les ﬁgures 5.6 et 5.7 présentent les courbes de l'EQM relatives aux directions
d'arrivée et aux directions de départ, respectivement.
On observe que l'approche ESPRIT-RootMUSIC Polarimétrique présente de bien
meilleures performances comparativement à l'approche ESPRIT-RootMUSIC clas-
sique. Cette amélioration des performances est justiﬁée par l'extension de la dimen-
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sion du vecteur d'observation de MN à 2MN .
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Figure 5.6  EQM dans l'estimation de DDA par ESPRIT-RootMUSIC polarimé-
trique et par ESPRIT-RootMUSIC
5.5.1.2 Nombre de cibles localisables
Considérons maintenant un radar MIMO polarimétrique bistatique cohérent avec
M = 3, N = 2 antennes réceptrices de polarisation croisée, T = 256, K = 200 et
RSB = 25dB. Théoriquement, ce radar est capable de localiser 2N(M − 1) = 8
cibles.
En eﬀet, la ﬁgure 5.8 montre que l'exploitation de la diversité de polarisation
à la réception permet eﬀectivement de doubler le nombre de cibles localisables par
rapport à l'approche classique.
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Figure 5.7  EQM dans l'estimation de DDD par ESPRIT-RootMUSIC polarimé-
trique et par ESPRIT-RootMUSIC
5.6 Conclusion
Dans ce chapitre, deux nouvelles approches ont été proposées pour un radar
MIMO bistatique cohérent, en tenant compte de la polarisation de l'onde reçue par
l'emploi d'un réseau d'antennes de polarisation croisée en réception. Ces deux ap-
proches, ESPRIT-2D Polarimétrique et ESPRIT-RootMUSIC Polarimétrique, oﬀrent
une amélioration signiﬁcative des performances en termes de l'erreur quadratique
moyenne ainsi qu'en termes du nombre de cibles localisables.
C'est dans l'esprit de "plus de diversités plus de performances" que le concept
MIMO a déjà prouvé son eﬃcacité.
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Figure 5.8  ESPRIT-RootMUSIC polarimétrique, pour P = 8, M = 3 et N = 2
Chapitre 6
Conclusion et Perspectives
6.1 Conclusion
L'objectif principal, à travers les travaux élaborés dans le cadre de cette thèse,
est d'améliorer les performances du système MIMO radar en termes de localisation
par l'exploitation des propriétés des signaux radar.
Dès le début de ces travaux, nous avons opté pour la conﬁguration bistatique
cohérente du radar MIMO pour bénéﬁcier des gains liés à la cohérence et ceux liés
au concept MIMO. La conﬁguration bistatique apparaît comme une conﬁguration
d'un excellent compromis entre la complexité, les gains liés à la cohérence et les gains
liés à la diversité spatiale. En outre, elle est déjà employée en pratique.
En premier lieu, nous avons proposé des approches de localisation conjointe de
DDA-DDD basées sur la décomposition de la recherche bidimensionnelle en double
recherche unidimensionnelle. Cette décomposition nous a permis de proposer deux
méthodes, la première est basée sur la version polynômiale de l'algorithme MUSIC et
la deuxième utilise une combinaison entre les algorithmes ESPRIT et RootMUSIC.
Cette dernière approche est avantagée par le fait qu'elle exploite les deux sous-
espaces engendrés à partir de la décomposition en valeurs propres de la matrice de
covariance à savoir le sous-espace signal et le sous-espace bruit.
L'analyse des performances de ces approches par simulation a montré qu'elles
ont des performances en terme d'erreur quadratique moyenne proches de la limite
inférieure de Cramèr-Rao. En termes de complexité, la version combinée ESPRIT-
RootMUSIC présente un temps d'exécution bien inférieur à celui de Double Root-
MUSIC.
Dans une seconde étape, nous avons proposé deux méthodes NC-ESPRIT-2D et
NC-ESPRIT-RootMUSIC pour l'estimation conjointe de DDA-DDD en exploitant la
propriété de non-circularité des signaux, pour le radar MIMO bistatique. Le signal
radar est souvent modulé en phase binaire ce qui nous a motivé de prendre en
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considération cette propriété de non-circularité. En eﬀet, cette propriété a permet
d'oﬀrir un autre degré de diversité en plus de ceux fournis par le concept MIMO.
Les simulations ont montré que les performances en termes de localisation sont
signiﬁcativement améliorées en tenant compte de cette propriété par rapport aux
méthodes classiques qui ne prennent pas en compte la non-circularité des signaux.
Dans la littérature, ll est montré qu'une cible est un modiﬁcateur de l'état de
polarisation. Dans le dernier chapitre, nous avons exploité ce changement d'état
de polarisation de l'onde émise, par la mise en oeuvre d'un réseau d'antenne à
la réception à double polarisation. Deux approches ont été proposées ESPRIT-2D
Polarimétrique et ESPRIT-RootMUSIC Polarimétrique pour l'estimation conjointe
de DDA-DDD pour un radar MIMO polarimétrique bistatique. Les simulations ont
montré l'amélioration des performances en termes de localisation apportée par cette
diversité de polarisation.
D'une manière générale, l'exploitation du concept MIMO en radar nous a permis
d'augmenter virtuellement le réseau d'antenne de N antennes à M × N antennes
ce qui a amélioré considérablement les performances par rapport au système radar
classique. En outre, l'extension du modèle du signal par l'exploitation de la pro-
priété de non-circularité (ou de la diversité en polarisation) a permis de doubler ce
nombre virtuel d'antennes, et par conséquent, une amélioration considérable dans
les performances et une augmentation du nombre de cibles localisables.
6.2 Perspectives
A l'issue de ce travail, plusieurs orientations peuvent être envisagées en perspec-
tives.
La suite la plus directe de ce travail est de continuer dans le sens d'exploitation
des degrés de diversités qu'oﬀre la prise en compte des propriétés des signaux radar
telles que la cyclostationnarité et/ou la non-circularité.
En outre, l'analyse de la fonction d'ambiguïté, dans l'optimisation de la forme
d'onde pour le radar MIMO bistatique cohérent, semble prometteuse en tenant
compte de ces propriétés.
En utilisant l'approche de décomposition de recherche bidimensionnelle en double
recherche unidimensionnelle que nous avons proposée, des antennes de grandes ca-
pacités de diversités [51] peuvent être utilisées en radar polarimétrique MIMO bi-
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statique, telles que les trois dipôles orthogonaux ou bien les réseaux d'antennes rec-
tangulaires à polarisation croisée pour l'estimation des directions, selon l'application
du système radar.
Par ailleurs, l'analyse Temps-Fréquence peut être bénéﬁque soit par l'utilisa-
tion de la Distribution Temps-Fréquence Spatiale (DTFS), au lieu de la matrice de
covariance, qui a prouvé sa robustesse face au bruit dans le domaine de traitement
d'antenne, soit par son exploitation dans le traitement des signaux radar large bande
(application radar passif).

Annexe A
Annexe A
A.1 Déterminant D(zt) de l'equation (3.41)
La matrice de sous-espace bruit Πn peut être écrite de la façon suivante :
Πn =

α1,1 . . . α1,N α1,N+1 . . . α1,NM
...
...
...
...
...
αN,1 . . . αN,N αN,N+1 . . . αN,NM
αN+1,1 . . . αN+1,N αN+1,N+1 . . . αN,NM
...
...
...
...
...
αNM,1 . . . αNM,N αNM,N+1 . . . αNM,NM

(A.1)
On réécrit le déterminant D(zt) comme :
det
[
M∑
j,i=1
zt
j−iΠij
]
=
∣∣∣∣∣∣∣∣
∑M
j,i=1 zt
j−iα[(i−1)N+1,(j−1)N+1] . . .
∑M
j,i=1 zt
j−iα[(i−1)N+1,jN ]
...
. . .
...∑M
j,i=1 zt
j−iα[iN,(j−1)N+1] . . .
∑M
j,i=1 zt
j−iα[iN,jN ]
∣∣∣∣∣∣∣∣
(A.2)
Par l'utilisation de la formule générale de calcul des déterminants, on a :
D(zt) =
M∑
j1,i1=1
. . .
M∑
jN,iN=1
∣∣∣∣∣∣∣∣
zt
j1−i1α[(i1−1)N+1,(j1−1)N+1] . . . zt
j1−i1α[(i1−1)N+1,j1N ]
...
. . .
...
zt
jN−iNα[iNN,(jN−1)N+1] . . . zt
jN−iNα[iNN,jNN ]
∣∣∣∣∣∣∣∣
(A.3)
Alors le polynôme dans l'expression (3.41) sera sous la forme
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D(zt) =
M∑
j1,i1=1
. . .
M∑
jN,iN=1
N∑
k1,...,kN
(−1)f(k1,k2,...,kN )
N∏
l=1
zt
jl−ilα[(i1−1)N+l,(j1−1)N+kl] (A.4)
où la dernière somme est calculée sur toutes les permutations des nombres 1, 2, . . . , N ,
et f(k1, k2, . . . , kN) est le nombre de permutations que redonne ce jeu entier.
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Résumé : L'objectif de cette thèse est d'exploiter les propriétés des signaux de
télécommunication utilisés dans le système MIMO radar pour améliorer les perfor-
mances en termes de localisation. En se basant sur la conﬁguration radar MIMO
bistatique cohérent, qui apparaît comme une conﬁguration d'un excellent compro-
mis entre la complexité, les gains liés à la cohérence et les gains liés à la diversité
spatiale, et sur les méthodes de localisation à haute résolution, nous avons proposé
quelques approches de localisation conjointe des directions d'arrivée et des directions
de départ. Ces approches décomposent la recherche bidimensionnelle des directions
en double recherche unidimensionnelle, ce qui a réduit de manière signiﬁcative la
complexité de calcul. Nous avons aussi proposé l'extension de ces approches en ex-
ploitent la non-circularité des signaux radar aﬁn d'améliorer les performances en
termes d'estimation conjointe des directions d'arrivée et des directions de départ et
en terme du nombre de cibles localisables. Par ailleurs, nous avons proposé des ap-
proches, qui exploitent la diversité de polarisation en réception dans le radar MIMO
bistatique cohérent, dans le but toujours d'améliorer l'estimation conjointe des di-
rections.
Mots-clés : Bistatique, Localisation, MIMO, Non-circularité, Polarisation, Radar.
Exploitation of signals properties in MIMO radar systems to
improve detection and localization performances
Abstract : The main objective of this thesis is to exploit the properties of the
signals used in MIMO radar systems to improve the localisation performances. The
cohérent bistatic MIMO radar conﬁguration present a good trade-oﬀ between the
complexity, the diversity gains and the coherence gains. For this conﬁguration, seve-
ral new approaches based on the hight resolution techniques, which decompose the
two dimensional joint estimation in double one dimensional estimation, have been
proposed. By exploitation of the non-circularity property of radar signals, approaches
have been developed to improve the performances and to handle more targets than
the classical proposed approaches. In same sens, we have proposed some approaches
which exploit the polarization diversity in the receiver array antennas in bistatic
MIMO radar.
Key Words : Bistatic, Localization, MIMO, Non-circularity, Polarization, Radar.
