As one of the most influential privacy definitions, differential privacy provides a rigorous and provable privacy guarantee for data publishing. However, the curator has to release a large number of queries in a batch or a synthetic dataset in the Big Data era. Two challenges need to be tackled: one is how to decrease the correlation between large sets of queries, while the other is how to predict on fresh queries. This paper transfers the data publishing problem to a machine learning problem, in which queries are considered as training samples and a prediction model will be released rather than query results or synthetic datasets. When the model is published, it can be used to answer current submitted queries and predict results for fresh queries from the public. Compared with the traditional method, the proposed prediction model enhances the accuracy of query results for non-interactive publishing. We prove that learning model can successfully retain the utility of published queries while preserving privacy.
I. INTRODUCTION
With advances in Big Data and online services, Privacy Preserving Data Publishing (PPDP) has attracted substantial attention [11] . In the past few years, a number of privacy definitions and mechanisms have been proposed in the literature. Among them, the most influential one is the notion of differential privacy [3] , which constitutes a rigorous and provable privacy definition. Existing work on differential privacy has mainly focused on interactive publishing, in which the curator releases query answers one by one [3] . However, curators have to releases a large number of queries or a synthetic dataset in may Big Data scenarios such as machine learning or data mining. The existing differentially private method fails to provide accurate results when publishing a large number of queries. [8] . This obstacle hinders the implementation of differential privacy in Big Data applications.
The difficulty in non-interactive data publishing lies on the high correlation between multiple queries [6] . High correlation leads to large volume of noise adding to the query results. Given a fixed privacy level, noise is determined by the sensitivity. The sensitivity is defined to capture the difference in the query results between the addition or removal of a single record in a dataset. When answering a query set, a curator has to calibrate the sensitivity of these queries, but as deleting one record may affect multiple query answers. In another word, the queries in the set may correlate to one another. Correlations between m queries lead to higher sensitivity (normally m multiplied by the original sensitivity) than independent queries [6] . Two challenges need to be tackled in the non-interactive publishing.
• How to decrease correlation among queries? As the correlation among queries will introduce large noise, and this high volume of noise must be added to every query according to the definition of differential privacy. We have to decrease the correlation. • How to deal with unknown fresh queries? As the curator cannot know what users will ask after the data has been published, he/she has to consider all possible queries and adds pre-defined noise.
Several works have been carried out over the last decade to address the first challenge by a strategy. Li et al. [8] applied the Matrix method to transform the set of queries into a suitable workload. Similarly, Huang et al. [6] transformed the query sets into a set of orthogonal queries. However, they can only partly solve the first challenge, while the second challenge has not been touched by these methods.
We observe that these two challenges can be overcome by transferring the data publishing problem to a machine learning problem. We treat the queries as training samples which are used to generate a prediction model, rather than releasing a set of queries or a synthetic dataset. The target of this paper is to propose a novel differentially private publishing method that can answer all possible queries with acceptable utility. The full version of the method can be found in [12] . We make the following contributions:
• We propose a novel differentially private data publishing method, MLDP, which transfers the data publishing problem to a machine learning problem, solving the current challenges of data publishing. • We analyze both the privacy and the utility of MLDP, demonstrating that the MLDP satisfies -differential privacy and proving the accuracy bound of the MLDP.
II. PRELIMINARIES

A. Notation
We consider a finite data universe X with the size |X |. Let r be a record with d attributes sampled from the universe X , while a dataset D is an unordered set of n records from domain X . Two datasets D and D are neighboring datasets if they differ in only one record. A query f is a function that maps dataset D to an abstract range R: f : D → R. A group of queries is denoted as F = {f 1 , ..., f m }, and F (D) denotes {f 1 (D), ..., f m (D)}. We use symbol m to denote the number of queries in F .
B. Differential Privacy
The target of differential privacy is to mask the difference in the answer of query f between the neighboring datasets [3] .
Definition 1 ( -Differential Privacy): A randomized algorithm M gives -differential privacy for any pair of neighboring datasets D and D , and for every set of outcomes Ω, M satisfies:
Sensitivity is a parameter determining how much perturbation is required in the mechanism with a given privacy level.
Definition 2 (Sensitivity): [3] For a query f : D → R, the sensitivity of f is defined as
The Laplace mechanism adds Laplace noise to the true answer. We use Laplace(σ) to represent the noise sampled from the Laplace distribution with the scaling σ. The mechanism is defined as follows:
Definition 3 (Laplace mechanism): [3] Given a function f : D → R over a dataset D, the Eq. 3 provides thedifferential privacy.
III. THE MACHINE LEARNING DIFFERENTIALLY PRIVATE PUBLISHING METHOD
For an original dataset D, suppose a set of query F y = {f 1 , ..., f y } on the D is waiting to be published. Fig. 1 presents the flow of the traditional Laplace method and the MLDP method. The first flow shows the Laplace method. When the F y is querying on D, the method will measure the sensitivity of the query set F y . To simplify the notation, we re-write the sensitivity of a group of queries in definition 4. 
Based on the definition, the sensitivity of F y is S Fy . The Laplace noise is calibrated by Lap( S Fy ) and is added to the true answer F y (D). The Laplace method finally outputs the noisy answer F y . The second flow presents the MLDP method. Unlike the traditional Laplace method, it first selects a query set F x for training. Sensitivity S Fx is measured and noise is added to query answers. Training set T =< F x , F x (D) > is carefully selected to make sure S Fx ≤ S Fy . When a learning model is generated, it will accept the query set F y and make the prediction F y (M ). The MLDP method eventually outputs F y = F y (M ).
Comparing with the Laplace method, the proposed MLDP adds less noise in the training set than that in the Laplace method. This is because F y normally has correlation with others, while F x can be selected with lower correlation. According to Definition 4, S Fx will be smaller than S Fy . A smaller sensitivity leads to less noise. This helps to solve the first challenge, high correlation problem in the Laplace method. In addition, prediction model accepts fresh queries, which are unknown to the curator before data publishing. Eventually, these two properties of MLDP help to tackle those two challenges in traditional Laplace method.
A. Implementation of MLDP
At a high level, MLDP works in three steps:
• Generating training samples: The curator selects a query set F x with m queries to generate training samples. • Training the model: The training set is used to train a prediction model M . In theory, we can select any machine learning algorithm. As most of the query answers are numerical values, regression algorithms will be more suitable.
Use regression algorithm or other prediction algorithms to generate model M ;
• Making prediction: The model is applied to make prediction of fresh queries F y . The prediction results F y (M ) will be output as the noisy answer of those queries.
Algorithm 1 illustrates the detail of the MLDP method. At the first step, we measure the sensitivity of the training sample F x . Because F x is a subset of F , S F x will be smaller than S F and the noise added to F x will be diminished accordingly. At Step 2, Laplace noise is added to the true answer F x (D) and we obtain the noisy answer F x (D).
Step 3 generates the
Step 4 uses T to learn a regression model M and consider it to be a synopsis of the original dataset D. At Step 5, model M will be released to the public and every time public users try to query the dataset D, the answer is predicted by the model M .
B. Training set Selection
The performance of the model is affected by two types of errors. One is noise error E N , which is incurred by noise added to the training set. Another is model error E M , which is triggered by the inaccuracy of the learning model. According to the union bound, the probability of the total error E total can be defined as
We define two criteria to measure the selection of training set. One is independent, which means how many queries are issued on one variable. The independent is highly related to the sensitivity: a high independent training set leads to lower sensitivity. Therefore, when queries in training set are independent to others, the noise error E N will be lower.
Another criteria is coverage, which means how many variables can be covered by the training set. It is obviously that if some variables cannot be covered by the training set, the model error E M will be very high. On the other hand, if one query covers all variable, the model error E N will still be very high as the model will be less fitting. Therefore, training set can be generated by those queries that have maximum coverage to the variables while with minimum correlations.
C. Training the Model and Making Prediction
Model M can be trained by various learning algorithms, for example, linear combinations of fixed nonlinear functions of the input variables can be used to train a model M .
where φ j (F x ) is the Gaussian basis function, as shown in Equation 7 .
where μ is the average value of F x (D) and u is a pre-defined parameter to control the scalability of the basis function. When model M is generated, queries, including fresh queries answers can be generated by M without consuming any privacy budget.
IV. ANALYSIS OF THE MLDP A. Privacy Analysis of the MLDP Method
Algorithm 1 shows that the privacy budget is only consumed in Step 2, in which Laplace noise is added to answers of training queries F x . As the original dataset D is only accessed by F x , following steps, model training and fresh query prediction, will not disclose any privacy information. Therefore, we ensure every step in Algorithm 1 satisfies differential privacy.
In addition, the model M will be published to the public to make prediction. No matter what type of learning algorithms we choose to train the model, it contains noise that will not release any privacy information. Similar to other non-interactive data publishing methods, once M is published, the privacy level of the model is fixed by that MLDP consumes in the training step. In general, we have transferred the differentially private non-interactive data publishing problem into a machine learning problem with the constraint of differential privacy.
B. Utility Analysis of the MLDP Method
The utility is determined by a widely used utility notion in differential privacy suggested by Blum et al. [1] :
Definition 5 ((α,β)-useful): A mechanism M is (α,β)-useful for a set of queries F and a dataset D, if: with probability 1 − β, for every query f ∈ F , we have
then α is the accuracy of the method and β is the confidence parameter. Equation 5 will help us to analyze the utility of MLDP. Based on the accuracy definition and the relationship between errors, we will demonstrate that errors of MLDP are bounded by a certain value α with high probability.
The model error E M is associated with the type of query and the learning algorithm. As MLDP does not specify the query type, we can use the range query as an example. When a dataset has n records, the range query will output true values in a range from 0 to n. For other types of queries, the difference is only in the range of query answers in the bound. MLDP also does not specify the learning algorithm. We suppose the learning algorithm we choose has a hypothesis set H = {h 1 , ...h i } with size |H|. The accuracy bound of model error E M will be estimated by Theorem 4.2 and will be proved with the help of the Chernoff-Hoeffding bound [7] . Lemma 4.1: (Real-valued Chernoff-Hoeffding Bound) [7] . Let X 1 , ..., X m be independent random variables with E[X i ] = μ and a ≤ X i ≤ b for all i, then for every α > 0,
Theorem 4.2: For any query f ∈ F , all β > 0, with probability at least 1 − β, the model error E M is bounded by α ≤ ( n 2 ln(2|H|/β) 2m ) 1/2 , where |H| dependents on the learning algorithm we choose for MLDP.
PROOF. As
As range query result is a true value with the maximum value of n and the minimum value of 0, according to Lemma 4.1, for every hypothesis h ∈ H, we have
. For all hypotheses, we then have
Let β = 2|H|exp(− 2mα 2 n 2 ), then α ≤ ( n 2 ln(2|H|/β) 2m ) 1/2 . The noise error E N is independent to the query type and the learning algorithm, and can be analyzed by the property of Laplace noise, which is presented by sums of Laplace random variables in Lemma 4.3. Lemma 4.3: (Sums of Laplace Random Variables) [7] . Let λ 1 , ..., λ m be a set of independent random variables drawn from Laplace(σ), then for every α > 0,
In the MLDP training set, the noise λ i is derived from Laplace( S T ). 
.
For each f i ∈ F , MLDP adds a random variable λ i as noise drawn from Laplace( S F ). When α > 0, we need to bound P r(E N > α) = P r(| λi m |≥ α). According to Lemma 2:
For all hypotheses h ∈ H, we then have
V. EXPERIMENT AND ANALYSIS
The experiments involve four datasets: NetTrace, Search Logs, Social Network and Netflix. Three are derived from Hay's work [5] . The last one is a Simulated Histogram, which contains 10 bins with random numbers. Two types of queries will be tested: range query and similarity query. We generated a training set with m = 1, 000 random queries F . The accuracy of results was measured by Mean Absolute Error (MAE).
A. Model Selection
To select the model that fits for a particular type of query, several algorithms have been tested with = 1, including regression, SVM, neural network, bagging, and boosting. Figure 2 shows the results on Social Network and Netflix datasets. Figure 2a illustrates that regression algorithm outperforms other algorithms in terms of the range query. When the size of the training set increases, the MAE of the regression decreases dramatically. When the size of the training set increases to more than 400, MAEs of all algorithm are stable. These mean that the regression algorithm can be fully trained in limited training samples, while others need more training samples.
However, for similarity queries, the performance of regression is worse than others. As shown in Figure 2b , the SVM algorithm has the lowest MAE comparing with other algorithms. This is because the similarity query needs complex combination that cannot be deduced easily. The SVM algorithm is more suitable to simulate the combination of queries. Due to limited space, we only used range query and regression model as examples in following set of experiments. 
B. Performance of MLDP with Different Sizes of Training Set
We set the size of training sets m from 1 to 1000, and set two different sizes of test query m t = 100. The MAE result is compared with the traditional Laplace method and the is fixed at 1. Fig. 3 shows that MAE drops quickly with the increase in m, but when m is larger than a certain value, the MAE reaches its minimum and continues to increase. The MAE then goes down slowly as m increases. When it reaches another inflexion, the MAE slowly rises. This result is consistent with Theorem 4.2 and 4.4 in Section IV-B, in which the performance of MLDP is impacted by the mixture of noise error and model error. The model error plays a dominate role when m is small, so the MAE decreases with m increasing. Beyond the threshold, however, the noise error dominates the results. As a larger m introduces a larger volume of noise, so the MAE is enhanced. Fig. 3b, Fig. 3c and Fig. 3d show the same trend. These results also confirm the theoretical analysis in sub-section IV-B: even a large m can increase the accuracy of the model, too large a m incurs a significant amount of noise in training sets and reduces the utility of the model. These results illustrate the relationship between m and the performance of the MLDP, which helps us to control the training set selection in MLDP.
C. Performance of MLDP with Different Sizes of Test Set
As the best size of training set varies with different datasets, we set m to 100. The MAE result is compared with the traditional Laplace method and the is fixed at 1. Fig. 4 shows the impact of the size of test set on the performance of the MLDP and the Laplace method. For all datasets, the MAEs of MLDP remain stable with increases in the test set. However, the MAEs of the Laplace method increase linearly with the enhancement of the test set. This is because the total sensitivity increases linearly with the growth in test set size. When the privacy budget is fixed, the volume of noise added to the test query answers is raised linearly.
We can also observe in Fig. 4 that when the size of the test set is small, the MAE of MLDP is larger than the MAE of the Laplace method. When the size is increased, MLDP outperforms the Laplace method. For example, Fig. 4a shows that when m t < 30, MLDP has a higher MAE than the Laplace method. This result means that MLDP will be more suitable for publishing large set of queries. When publishing a large set of queries, MLDP is more suitable than the Laplace method. However, if a single query is being published, MLDP may not outperform the Laplace method as the sensitivity of the single query is relatively lower.
D. Performance in Different Learning Algorithms
Apart from the traditional Laplace mechanism, we also compare MLDP with other two prevalent methods. The first is Matrix [8] , which aims to decrease the correlation between batches of queries. The second is PMW [4] .
As shown in Fig. 5 , we observe that MLDP has a lower MAE on all values of in all datasets. This trend is consistent with the increase in . When reaches 1, PMW is 22.3119 and Matrix is 19.3381, both of which are higher than that of MLDP with MAE= 8.4615. The improvement achieved by MLDP can also be observed in Fig. 5b, 5c, and Fig. 5d . The proposed MLDP mechanism has better performance because the prediction process for answering test queries does not consume any privacy budget, while noise is only added in the training queries. The traditional Laplace method consumes the privacy budget when answering every query in the test set, and the sensitivity is affected by the correlation between large sets of queries, which leads to inaccurate answers. The experimental results show the effectiveness of MLDP in answering a large set of queries. It is also worth noting that this test set is unknown by MLDP in the training process, but for PMW, Matrix and Laplace, it should be provided before publishing. This shows that MLDP can deal with unknown queries, while other methods cannot.
VI. RELATED WORK
Synthetic dataset publishing attempts to publish a perturbed dataset instead of the original one. Zhang et al. [10] assumed that there are correlations between attributes. If these correlations can be modeled, the model can be used to generate a set of marginals to simulate the distribution of the original dataset. Chen et al. [2] addressed the similar problem by proposing a clustering generated method. All of above works are focusing on the dataset perturbation, there is another line of works concerning on the sampling method based on the learning theory.
Another type of method is to release a batch of queries instead of a dataset. Li et al. [8] which answer sets of linear counting queries. Huang et al. [6] transformed the query sets to a set of orthogonal queries to reduce the correlation between queries. The correlation reduction helps to decrease the sensitivity of the query set. Yuan et al. [9] presented a low-rank mechanism (LRM), an optimization framework that minimizes the overall error of the results for a batch of linear queries.
VII. CONCLUSIONS
Differential privacy is an influential notion in privacy preserving data publishing, but the existing differentially private method fails to provide accurate results for publishing large numbers of queries. This paper proposes a query learning solution to deal with both challenges and makes the following contributions: We propose a novel MLDP method to transfer the data publishing problem to a machine learning problem and prove the accuracy bound of the MLDP. The MLDP method exploits a possible way to publish data structures.
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