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Q-DIFFERENTIAL OPERATORS
HANS PLESNER JAKOBSEN
Abstract. We set up a framework for discussing “q-analogues” of the usual covariant dif-
ferential operators for hermitian symmetric spaces. This turns out to be directly related to
the deformation quantization associated to quadratic algebras satisfying certain conditions
introduced by Procesi and De Concini.
1. Introduction
The investigation, of which we are here reporting some results, began with the question
about what should be “quantized wave operators” in the context of (quantized) hermitian
symmetric spaces. Immediately, there is a very simple thing one can do, namely one can pass
to the quantized enveloping algebra. Here, there are unitarizable highest weight modules and
the most singular of these have kernels which, in analogy with the case q = 1 can be said to
be “quantized wave operators” ([Dob95], [Jak97]). However, when q is generic, there is no
immediate space of functions on which these differential operators act.
The first objects we have come across in our attempt to repair on this are (families of) qua-
dratic algebras that seem to replace the hermitian symmetric spaces. See [JJJZ98], [Jak96],
and below. Secondly, a natural setting for differential operators (in an algebraic approach)
could be duality. Combining these two one comes across the following:
Let P be a projection (not necessarily self adjoint) in the tensor algebra T (V ) over some
(finite-dimensional) vector space. Suppose that P maps T r(V ) to T r(V ) for each r. Solutions
P of (⋆) or (⋆⋆) to the following equations, reminiscent of the Yang-Baxter equations, turn
out to have a fundamental importance.
(⋆) ∀r, s : (Ir ⊗P ⊗ Is)P = P
(⋆⋆) ∀r, s : P(Ir ⊗ P ⊗ Is) = P
Indeed, such a partial solution can be used to define an associative algebra of polynomial
functions on either V (case of (⋆)) or V ∗ (case of (⋆⋆)). And, once this has been established,
one may introduce, by duality, quantized differential operators.
We will construct below, for a quadratic algebra that satisfies a certain technical condition,
a projection P (a quantized symmetrization map) which solves both equations at the same
time. The condition is related to the condition in “the Diamond Lemma” by Bergman
([Ber78]) – a major influence for us in relation to this part. The condition is satisfied by the
quadratic algebras connected with hermitian symmetric spaces.
One aspect of some of the quadratic algebras that fulfill the condition (including those
from hermitian symmetric spaces) is that they give rise to Poisson structures. The deformed
products obtained from P is directly related to this in the usual way.
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Our way of quantizing holomorphic functions may be extended to all functions by quan-
tizing anti-holomorphic functions independently and then, based on considerations involving
e.g. reproducing kernels, letting holomorphic and anti-holomorphic variables commute. We
mention that other possibilities have been extensively studied by, in particular, D. Shklyarov,
S. Sinel’shchikov, and L. Vaksman. See e.g. [VS97] and references cited therein, or math.QA.
at http://xxx.lanl.gov/.
The material is organized as follows: In Section 2 we give a short description of the way
covariant differential operators arise in the classical case, c.f. [HJ83], [Jak85]. In Section 3
and Section 4, quadratic algebras are introduced, examples are given, and some technical
assumptions are discussed. Then, in Section 5 the operators P are finally constructed and
basic properties are given. The associative (non-commutative) polynomial algebras are in-
troduced via duality in Section 6, and it is briefly discussed how different choices of bases
may give different presentations of the same algebra. The quantized differential operators are
then introduced by means of the duality. In Section 7 the situation is analyzed in detail for
Mq(2). The “q-differential operators” are seen to consist of some rather agreeable components
together with possibly a more complicated term which points towards covariant differentia-
tion in infinite dimensional spaces. Further aspects of this will be presented in forthcoming
papers. Finally, some computations of the differential operators for Mq(n) are appended.
2. The classical situation or how to get the wave operator, the Dirac
operator, Maxwell’s equations etc. (in the mass 0 case/absence of
sources case) without physics.
Let B be an irreducible hermitian symmetric space of the noncompact type. Then (c.f.
Helgason [Hel62, Chapter VIII] B is diffeomorphic toG/K whereG is a connected noncompact
simple Lie group with trivial center and K is a maximal compact subgroup with non-discrete
center. If g, k denote the complexified Lie algebras of G,K, respectively, then there are
complex subalgebras p± such that
g = p− ⊕ k⊕ p+, (1)
[p±, p±] = 0,
[p+, p−] ⊆ k, and [k, p±] ⊆ p±.
Moreover, we choose a subalgebra h which is both a Cartan subalgebra for g and k. Observe
that we have
U(g) = U(p−) · U(k) · U(p+). (2)
Operationally, it is here more adequate to use the equivalent description where B is a
bounded symmetric domain in CN , G is the connected component of the group of biholo-
morphic bijections of B onto itself, and K is the isotropy group of a point. Indeed, we may,
and shall, take B to be an open bounded subset of p− such that 0 ∈ B and such that K acts
linearly.
Let τ be a unitary representation ofK in a finite dimensional vector space Vτ . Then G×KVτ
is a vector bundle over B and G acts naturally on the space Γh(G ×K Vτ ) of holomorphic
sections of G ×K Vτ . The bundle is equivalent to a trivial bundle B × Vτ and as a result
one obtains a representation Uτ of G in the space H(p
−) ⊗ Vτ of Vτ valued holomorphic
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functions on B. The algebraic span of the K types is exactly the space P(p−) ⊗ Vτ of Vτ
valued polynomials on p−.
We say that a differential operator
D : H(p−)⊗ Vτ1 7→ H(p
−)⊗ Vτ2
is covariant provided
∀g ∈ G : Uτ2(g)D = DUτ1(g). (3)
It follows from the assumptions that D is a holomorphic constant coefficient hom(Vτ1 , Vτ2)
valued differential operator.
It turns out that such operators indeed do exist, even under additional unitarity assump-
tions, but to get a better understanding of where they come from, we turn to another con-
struction:
Definition 2.1. For Vτ as before,
M(Vτ ) = U(g)⊗U(k+p+) Vτ
is called a generalized Verma module. It is a highest weight module generated by a non-zero
highest weight vector vτ . Specifically, p
+vτ = k
+vτ = 0 and ∀h ∈ h : h · vτ = Λτ (h) · vτ for
some (highest weight) Λτ ∈ h
∗.
The analogue of a covariant operator at this level is a U(g) homomorphism φ : M(Vτ2) 7→
M(Vτ1). A homomorphism φ is completely determined by vˆτ2 = φ(1) - a vector in M(Vτ1)
which has the same weight as vτ2 and which is annihilated by p
+ and k+. Conversely any such
so called primitive vector (for physicists: a secondary vacuum) determines a homomorphism.
The key fact now is the following
Proposition 2.2. There is a natural non-degenerate pairing between P ⊗ Vτ and M(Vτ ′) =
M(V ′τ ) under which the spaces as U(g) modules are the dual to each other. Under this duality,
a homomorphism between generalized Verma modules correspond to a covariant differential
operator in the dual picture - and conversely, a covariant differential operator determines in
the dual picture a homomorphism.
Another key fact is that there occur naturally some homomorphisms between generalized
Verma modules at singular unitary holomorphic representations. Indeed, the homomorphism
is defined in terms of the lowest “missing k type.
Consider the symmetric algebras
S(p±) = T (p±)/I±(XY − Y X) (4)
where I±(XY − Y X) denotes the ideal in T (p
±) generated by all elements of the form X ⊗
Y −Y ⊗X with X, Y ∈ p±. This is clearly a quadratic algebra. Let P±0 denote the projections
of T (p±) onto S(p±). These are well known maps:
P±0 are symmetrization maps. (5)
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The Killing form B on g gives a non-degenerate pairing between p+ and p−. For w+ ∈ p+
and z− ∈ p− we write 〈w+, z−〉 = B(w+, z−). This extends to a pairing between S(p+) and
S(p−) by
〈[w+1 ⊗ · · · ⊗ w
+
r ], [z
−
1 ⊗ · · · ⊗ z
−
s ]〉 = δr,s
∑
σ∈Sr
r∏
i=1
〈w+i , z
−
σ(i)〉 (6)
= δr,sr!〈w
+
1 ⊗ · · · ⊗ w
+
r ,P
−
0 (z
−
1 ⊗ · · · ⊗ z
−
s )〉.
Through this pairing, any element [w] = [w+1 ⊗ · · · ⊗ w
+
r ] ∈ S(p
+) defines a polynomial
F0[w] ∈ P(p
−) by
F0[w](z
−) = 〈P+0 (w
+
1 ⊗ · · · ⊗ w
+
r ), z
− ⊗ · · · z− ⊗ · · ·〉. (7)
In this way we get an identification of vector spaces (indeed, of k modules)
P(p−)⊗ Vτ = S(p
+)⊗ Vτ . (8)
Similarly,
M(V ′τ ) = S(p
−)⊗ V ′τ , (9)
and the pairing between the two modules is just the introduced pairing between S(p+) and
S(p−) augmented with the pairing between the module Vτ and its dual module V
′
τ .
Now observe that p− acts on P(p−) by contraction,
(z−0 F
0
[w])((z
−)) = 〈(w+1 ⊗ · · · ⊗ w
+
r ),P
−
0 (z
−
0 ⊗ z
− ⊗ · · · z− ⊗ · · ·〉
= ( ∂
∂z−
0
F0[w])((z
−)). (10)
But this is just a differentiation, and in this way, S(p−) can be viewed as either a space of
polynomials on p+ or as a space of constant coefficient differential operators on p−. Extending
the above to the case of generalized Verma modules, M(V ′τ ) is the space of V
′
τ valued constant
coefficient differential operators on p− and the pairing above can be formulated as follows: If
z− 7→ p−(z−)⊗ v ∈ P(p−)⊗ Vτ and if p
+( ∂
∂z−
)⊗ v′ ∈M(V ′τ ) then
〈p− ⊗ v, p+ ⊗ v′〉 =
(
p+
(
∂
∂z−
)
p−
)
(0) · 〈v, v′〉. (11)
Finally, observe that the product in e.g. P(p−) is given by
F0[wa] ⋆ F
0
[wb] = F
0
[wa⊗wb]. (12)
The well-definedness of this follows from
(Ir ⊗P
+
0 ⊗ Is)P
+
0 = P
+
0 (Ir ⊗P
+
0 ⊗ Is) = P
+
0 . (13)
This star is commutative simply because we work with real symmetrization.
3. Quadratic algebras
Our construction below, though inspired by hermitian symmetric spaces, works for a more
general class of algebras, namely quadratic algebras (subject to some technical assumptions
to be stated later). We first give some examples and then later the precise definitions.
Q-DIFFERENTIAL OPERATORS 5
3.1. Examples of quadratic algebras. The simplest quadratic algebras are the commu-
tative ones
XiXj −XjXi = 0.
We see that the symmetric algebras of the previous section fall in this category. Other
examples are “quantized objects” e.g.
AB = qBA (quantum plane)
AB − q2BA = 1 (quantized Weyl),
where q ∈ C∗ is the quantum parameter.
One of the most studied ones is the quantized function algebra of n × n matrices, Mq(n),
defined by the relations
AIII : Zi,jZi,k = qZi,kZi,j if j < k, (14)
Zi,jZk,j = qZk,jZi,j if i < k,
Zi,jZs,t = Zs,tZi,j if i < s and t < j,
Zi,jZs,t = Zs,tZi,j + (q − q
−1)Zi,tZs,j if i < s and j < t.
This algebra is in the class of quadratic algebras connected with quantized hermitian sym-
metric spaces and for this reason we sometimes refer to it as AIII. We mention two more
from the class, namely CI (but DIII is also covered by this) and BDI(q = 2). Observe that
a misprint in the relations for CI has been corrected and two missing relations have been
added compared to ([Jak96])
CI :
Wi,iWj,j −Wj,jWi,i =
1− q2
q + q−1
W 2i,j (i < j),
Wi,iWj,k −Wj,kWi,i = (1− q
2)Wi,jWi,k (i < j and j < k),
qWi,jWj,k −Wj,kWi,j = (q
−2 − q2)Wi,kWj,j (i < j < k),
Wi,jWk,l −Wk,lWi,j = q
−1Wi,kWj,l − qWi,kWj,l ( i < j < k < l),
Wi,jWk,k −Wk,kWi,j = (1− q
2)Wi,kWj,k,
Wi,jWk,l −Wk,lWi,j = (q
−1 − q)Wi,lWk,j (i, k < j < l),
Wi,iWi,j = q
−2Wi,jWi,i (i < j),
Wi,,jWj,j = q
−2Wj,jWi,j (i < j),
Wi,jWi,k = q
−1Wi,kWi,j (i < j < k),
Wi,kWj,k = q
−1Wj,kWi,k (i < j < k),
Wi,jWk,l = Wk,lWi,j (i ≤ j, k < i, and j < l).
The relations for type BDI are:
BDI : WiWi+r+1 = q
−1Wi+r+1Wi if r ≥ 0 and r 6= 2(n− i), (15)
WiW2n+1−i −W2n+1−iWi = −qWi+1W2n−i + q
−1W2n−iWi+1 (16)
for 1 = 1, . . . , n− 1. (17)
If we let Zi − 1 = (−q)
−iWi for i = 1, . . . , n and Z
∗
i = W2n−i for i = 0, . . . , n − 1 the
last relations are seen (replacing n by N) to be those of the quantized Heisenberg space
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(by some called the quantum symplectic space - a name which according to our classes is
somewhat confusing), Fq(N) of the quantum space C
N , i.e. the associative algebra generated
by z0, z1, · · · , zN−1, z
∗
0z
∗
1 , · · · , z
∗
N−1 subject to the following relations:
zizj = q
−1zjzi for i < j, (18)
z∗i z
∗
j = qz
∗
j z
∗
i for i < j,
ziz
∗
j = q
−1z∗j zi for i 6= j, and
ziz
∗
i − z
∗
i zi = (q
2 − 1)
∑
k>i
zkz
∗
k.
3.2. General definition. The general definition of a quadratic algebra is as follows:
Let V denote an N -dimensional complex vector space, let T = T (V ) denote the tensor
algebra over V , let R be a subspace of V ⊗ V , and let IR denote the 2-sided ideal in T
generated by the R. Then
Definition 3.1.
A = T/IR.
We say that IR is the space generated by the relations.
The starting point of our present investigation is the following fact:
Let g, k be as in the Section 2. Let Uq(g) and Uq(k) be the quantized enveloping algebras
of g and k, respectively. Then there are quadratic algebras A± which furthermore are Uq(k)
modules such that
Uq(g) = A
− · Uq(k) · A
+. (19)
The quadratic algebras satisfy the additional assumptions below.
4. Technical discussion
We consider a quadratic algebraA generated by (linearly independent) elementsX1, . . . , XN .
For each i = 1, . . . , N let Ai denote the algebra generated by X1, . . . , Xi. We assume that
the defining relations are of the form:
(Rel) If i > j then XiXj = bijXjXi + pij, with pij ∈ Ai−1.
Let V denote theN -dimensional complex vector space spanned by the elementsX1, . . . , XN ,
let T = T (V ) denote the tensor algebra over V , and let IR denote the ideal in T generated
by elements XiXj − (bijXjXi + pij). Then
A := T/IR. (20)
For r ∈ N we let T r = V ⊗ · · ·⊗︸ ︷︷ ︸
r
V . To an element X = Xi1 ⊗ Xi2 ⊗ · · · ⊗ Xir ∈ T
r we
associate the element ℓ(X) = (n1, n2, . . . , nN ) ∈ {0, 1, . . . , r}
N where
∀i = 1, . . . , N : ni = #{s | is = i}. (21)
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We shall from now on drop the ⊗ whenever this can be done without placing the presen-
tation in jeopardy.
We now introduce lexicographic ordering≤l on {0, 1, . . . , r}
N (according to which (0, . . . , 0, r)
is the biggest element) to introduce a partial ordering, also denoted ≤l, on the set of mono-
mials in T r simply by declaring u′ ≤l u⇔ ℓ(u
′) ≤l ℓ(u).
The essential assumption (EA) which we now make is introduced to avoid situations where,
due to some special cancelations, a sum of elements in IR might add up to an element which
strictly precedes all the summands in the order. Specifically, we assume for any element
u ∈ IR
(EA):
u ∈ Span{a · (XiXj − bijXjXi − pij) · b | a, b ∈ T and a · (XiXj) · b ≤l u}.
In the following we shall introduce certain operations which are related to thinking of (Rel)
as a reduction system. The reductions are then of the form
(XiXj, bijXjXi + pij) ( for all i > j). (22)
Indeed, we can, analogously to [Ber78, Section 3], introduce a misordering index i(Z) of an
element Z = Xi1 . . .Xir as the number of pairs of indices (ia, ib) in Z for which ia > ib. This
we can combine with the ordering ≤l to give a new partial ordering, ≤ on monomials as
follows:
u1 < u2
Def.
⇔
{
u1 <l u2 or
ℓ(u1) = ℓ(u2) and i(u1) < i(u2).
(23)
It is clear that if A,B are monomials in T , then u′ < u⇒ A · u ·B < A · u′ ·B. Thus, our
partial ordering is a semigroup partial ordering. Moreover, for all r, s with s > r we have that
bsrXrXs is of strictly smaller misordering index and psr is of strictly smaller lexicographic
order than XsXr. Thus bsrXrXs+psr is of strictly less order (w.r.t <) than XsXr and hence,
the reduction system is compatible with the reduction system.
The two mentioned properties are parts of the requirements for the Diamond Lemma
[Ber78, Theorem 1.2] to be applicable to our situation.
Proposition 4.1. All elements of T are reduction unique.
Proof: By observing that all reductions decrease the order it follows that the system satisfies
the descending chain condition. It remains, according to [Ber78, p. 181], to prove that
all ambiguities of the reduction system are resolvable. The only place where we can get
ambiguities are on terms XiXjXk with i > j > k. Here we must prove (still following [Ber78,
p. 181])
Y = (bijXjXi + pij)Xk −Xi(bjkXkXj + pjk) ∈ Ii,j,k, (24)
where Ii,j,k denotes the subspace spanned by all elements A((XsXr − bsrXrXs − psr)B with
s > r and A(XsXr)B < XiXjXk. But clearly, (bijXjXi + pij)Xk − Xi(bjkXkXj + pjk) ∈ IR
(it is the reduction of XiXjXk −XiXjXk). Secondly, the only monomials in Y that map to
ℓ(XiXjXk) under the map ℓ are bijXjXiXk and bjkXiXkXj . But after two more reductions,
they both become bijbjkbikXkXjXi plus something of lower lexicographic order. Since the two
original terms have opposite signs, the highest order terms cancel. The claim then follows
from (EA). According to the Diamond Lemma we are done.
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We immediately get
Corollary 4.2. The set {X i11 · · ·X
iN
N | 11, . . . , in ∈ N0} is a basis for A.
Corollary 4.3. A is a domain and is in fact an iterated twisted polynomial algebra. In
particular, the assumptions of Procesi and De Concini ([DCP93]) are satisfied.
Conversely we have the following result which implies that the algebras AIII, BDI, and
CI above fit into the framework:
Proposition 4.4. Given a quadratic algebra A as above, satisfying (Rel), and furthermore
satisfying
(DCP) In all cases where j < i set σi(Xj) = bijXj. Then for each i, σi defines an
automorphism of Ai−1.
Then it satisfies (EA).
Proof: As in ([DCP93]) it follows that the algebra is an iterated twisted polynomial algebra.
Suppose that (EA) is not satisfied. Let u ∈ IR be the smallest element which does not satisfy
(EA). Then up to this order, the algebra behaves exactly as an iterated twisted polynomial
algebra. But the advent of u then implies that there is at least one extra relation at this level.
But this contradicts the fact that the algebra has the same Hilbert series as its associated
quasipolynomial algebra (the algebra where the relations are XiXj = bijXjXi).
Remark 4.5. It would be interesting to classify all quadratic algebras that satisfy this reduc-
tion assumption (EA) or, equivalently, (DCP). It is clearly a quite strong assumption, on the
order of complication of e.g. the Jacobi Identity in the enveloping algebra.
In [Ber78, Theorem 1.2], Bergman goes on to define a product and projection etc. but we
are after something else - though also a projection.
5. The construction
Maintain the notation of Section 4.
Definition 5.1. We define a linear map S : V ⊗ V −→ V ⊗ V by
S(Xi ⊗Xj) = bijXjXi + pij if i > j, (25)
S(Xj ⊗Xi) = (bij)
−1(XiXj − pij) if i > j, and (26)
S(Xi ⊗Xi) = Xi ⊗Xi for all i = 1, . . . , N. (27)
Furthermore, we define S : V ⊗ V −→ V ⊗ V by
S(Xi ⊗Xj) = bijXjX if i > j, (28)
S(Xj ⊗Xi) = (bij)
−1(XiXj) if i > j, and (29)
S(Xi ⊗Xi) = Xi ⊗Xi for all i = 1, . . . , N. (30)
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From now on, we assume that
∀i, j : bij = q
αij , (31)
where q until further notice is a non-zero complex number. Recall that the associated quasi-
polynomial algebra is the quadratic algebra A, generated (for clarity) by elements x1, . . . , xN
with relations xixj = q
αijxjxi.
Definition 5.2. For i ∈ N, σi denotes the linear map T −→ T given by
σi(v1 ⊗ . . .⊗ vi−1 ⊗ vi ⊗ vi+1 ⊗ · · · ⊗ vn (32)
= v1 ⊗ . . .⊗ vi−1 ⊗ S(vi ⊗ vi+1)⊗ · · · ⊗ vn (33)
and σi denotes the linear map T −→ T given by
σi(v1 ⊗ . . .⊗ vi−1 ⊗ vi ⊗ vi+1 ⊗ · · · ⊗ vn (34)
= v1 ⊗ . . .⊗ vi−1 ⊗ S(vi ⊗ vi+1)⊗ · · · ⊗ vn. (35)
We now state and prove a series of lemmas about these maps.
Lemma 5.3. For each i,
u1 ≤l u2 ⇔ σi(u1) ≤l σi(u2)⇔ σi(u1) ≤l σi(u2). (36)
Proof: Clear from the definitions.
Lemma 5.4. For each i ∈ N, σi is equal to the identity modulo IR, i.e. for each u ∈ T there
exists an r ∈ IR such that
σi(u) = u+ r. (37)
Proof: This is obvious from the definitions.
Lemma 5.5. For each i ∈ N, σi σi+1 σi = σi+1 σi σi+1, and hence σ1, . . . , σn−1 define a
representation, called quasi-permutation, of the symmetric group Sn on T
n.
Proof: By choosing aij appropriately, we may write S(Xi ⊗ Xj) = q
aijXj ⊗ Xi for all i, j =
1, . . . , N . The claim follows easily from this by an elementary computation.
From now, in all statements involving order, we mean the lexicographical order ≤l.
Lemma 5.6. For each i ∈ N, σi = σi modulo lower order.
Proof: Obvious from the definitions.
Lemma 5.7. The following hold
1. For each i ∈ N, σi preserves IR.
2. For each i ∈ N, if for u ∈ T : σi(u) = u, then σi(u) = u.
3. σiσi+1σi = σi+1σiσi+1 modulo IR or modulo lower order terms.
Proof: The first claim follows from Lemma 5.4. To prove the second claim it is clearly enough
to prove that if for u ∈ V ⊗ V , S(u) = u, then S(u) = u, and for this, we may assume that
u = Xi ⊗Xj + q
aijXj ⊗Xi. (38)
The assertion then follows by an easy computation. The validity of the part of the last
statement that involves IR follows from Lemma 5.4 combined with the first item of this lemma.
The validity of the other part follows from Lemma 5.6 combined with Lemma 5.5.
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Lemma 5.8. Let u = a·(XiXk−bikXkXi−pik)·b ∈ IR, where a, b ∈ A and a is a homogeneous
polynomial of degree j − 1. Then there exists a positive integer p such that (1 + σj)
pu = 0.
Proof: We have that
(1 + σj) (a · (XiXk − bikXkXi − pik) · b) = a · (1− σj)pik · b. (39)
Since clearly, by construction and by Lemma 5.7, (1 − σj)pik is of lower order, is in IR, and
is of the right form ((EA) is not needed here) one may repeat the procedure with u replaced
by u′ = a · (1− σj)pik · b. After a finite number of steps one will reach 0.
We now wish to introduce an analogue of the usual symmetrization map on T . Let us
first consider the representation of Sn described in Lemma 5.5. For any σ ∈ Sn we denote the
resulting operator on T n as σ and we set
Pquasi-sym =
1
n!
∑
σ∈Sn
σ, (40)
and call this operator quasi-symmetrization. It is clear that this operator is the projection
onto the subspace of tensors in T n that are invariant under each σi, i = 1, . . . , n − 1. More
precisely, the following identities of course hold just as for ordinary symmetrization:
Lemma 5.9.
∀i : σi · Pquasi-sym = Pquasi-sym · σi = Pquasi-sym.
We next want to define a similar operator on T nwith respect to the σi’s. The problem is, of
course, that we do not have a bona fide representation. In spite of this we proceed by defining
for each σ ∈ Sn an operator σ̂ = σi1σi2 · · ·σir if σ = si1si2 · · · sir , where sj, j = 1, . . . , n − 1,
denotes the elementary transpositions in Sn and we set, for each such set of decompositions
of elements,
P =
1
n!
∑
σ∈Sn
σ̂. (41)
Notice that for each i = 1, . . . , n− 1 we have a left coset decomposition of Sn with respect
to the subgroup {1, si}; Sn = Ci × {1, si} for some suitable subset Ci of Sn. Hence we have,
among the operators P , some of the form (all denoted Pi)
Pi = P˜ · (1 + σi). (42)
More generally we can introduce
Pi,r = P˜ ·
(
1 + σi
2
)r
(43)
where r later will be taken to be a sufficiently big power.
Corollary 5.10. Each P leaves IR invariant and P = Pquasi-sym modulo lower order.
Proof: This follows directly from Lemma 5.6 and Lemma 5.7.
Lemma 5.11. Let u ∈ IR. Then there exists an N ∈ N such that
PN(u) = 0. (44)
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Proof: By linearity and by Lemma 5.8, we may assume that Pi,r(u) = 0 for some i, r. But
then, since P and Pi agree modulo lower order, P (u) is of lower order that u. And by
Corollary 5.10 P (u) ∈ IR. Now invoke (EA) to yield that we after finitely many steps get
PN(u) = 0.
Corollary 5.12. If u ∈ IR satisfies Pquasi-sym(u) = u then u = 0.
Proof: Combine Lemma 5.7 (2.) with Lemma 5.11.
Lemma 5.13. Let u ∈ T . Then there exists an N0 ∈ N such that
PN(u) = P˜N(u) (45)
for all N ≥ N0.
Proof: We have that P (u) = Pquasi-sym(u) + u1 where u1 is of lower order. By Lemma 5.6
and Lemma 5.7 it follows that P 2(u) = Pq-sym (u) +Pquasi-sym(u1) + u2. Thus, there exists a û
such that PN(u) = Pquasi-sym(û). Likewise, there exists a û such that P˜
N(u) = Pquasi-sym(u˜).
Moreover, clearly
Pquasi-sym(u˜) = Pquasi-sym(û) mod IR, (46)
and hence, by Corollary 5.12 the claim follows.
Definition 5.14. Set
Pq-sym = lim
N−→∞
PN . (47)
The following is immediate
Proposition 5.15. Pq-sym is a well-defined projection satisfying
Pq-sym(IR) = 0. (48)
Lemma 5.16. If P (u) = 0, then u ∈ IR. If Pq-sym(u) = 0 then u ∈ IR.
Proof: This follows directly from Lemma 5.4.
Lemma 5.17. If Pq-sym(u1) = 0 then Pq-sym(u1 ⊗ u) = 0 for all u ∈ T .
Proof: It follows by Lemma 5.16 that u1 ∈ IR. Hence u1 ⊗ u ∈ IR . The claim then follows
from Proposition 5.15.
We shall occasionally denote the restriction of Pq-sym to T
k by Pkq-sym, but most of the times
we drop the subscript. For r, s, k ∈ N define the linear operator Ir ⊗ P
k
q-sym ⊗ Is from T into
T by
Ir ⊗ P
k
q-sym ⊗ Is(v1 ⊗ · · · ⊗ vr ⊗ vr+1 ⊗ . . . vr+k ⊗ vr+k+1 · · · ⊗ vr+k+s) (49)
v1 ⊗ · · · ⊗ vr ⊗ P
k
q-sym(vr+1 ⊗ . . . vr+k)⊗ vr+k+1 · · · ⊗ vr+k+s
The crucial property of Pq-sym then is
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Proposition 5.18.
(⋆) ∀r, s : (Ir ⊗ P
k
q-sym ⊗ Is)P
r+k−s
q-sym = P
r+k−s
q-sym . (50)
Proof: As in the proof of Lemma 5.13 observe that for any u ∈ T , Pq-sym(u) is quasi-symmetric.
Hence the claim follows directly from Lemma 5.7 and Lemma 5.9.
We also have
Proposition 5.19.
(⋆⋆) ∀r, s : Pr+k−sq-sym (Ir ⊗ P
k
q-sym ⊗ Is) = P
r+k−s
q-sym . (51)
Proof: By Proposition 5.15, it suffices to prove that for any u ∈ T , (Ir⊗P
k
q-sym⊗Is)(u)−u ∈ IR.
Here, it suffices to consider a u of the form u1⊗ · · ·⊗ur⊗ v⊗ v1⊗ · · ·⊗ vs with v ∈ T . Then
(Ir ⊗P
k
q-sym ⊗ Is)(u)− u = u1 ⊗ · · · ⊗ ur ⊗ (P
k
q-sym(v)− v)⊗ v1 ⊗ · · · ⊗ vs (52)
and the claim follows from Lemma 5.16 since by construction, IR is an ideal in T .
Remark 5.20. It is of course possible to introduce an inner product in T (V ) in which the
projection Pq-sym is self-adjoint. Indeed, there is an infinite family of possible choices. It
remains to be decided, if there is a natural candidate.
6. Duality
6.1. New observations. We maintain the assumptions on A. Let V ∗ denote the linear dual
to V and denote the pairing by
V ∗ × V ∋ v∗, v 7→ 〈v∗, v〉. (53)
We extend this pairing to a pairing between T ∗ = T (V ∗) and T in the usual tensor product
fashion.
Clearly, the introduced structure can be transported to T ∗ by this duality. On the level of
the pairing between V ⊗ V and V ∗ ⊗ V ∗, we can consider the transposed of the S and S of
Definition 5.1. More generally, we can consider the projection (Pq-sym)
t on T ∗. Let I tR denote
the kernel of the restriction of (Pq-sym)
t to V ∗ ⊗ V ∗ and use I tR to define a quadratic algebra
At.
Proposition 6.1. At is a quasipolynomial algebra.
Proof: This follows from condition (26) which implies that the columns in the matrix of
Pq-sym corresponding to Xi ⊗ Xj and bij · Xj ⊗ Xi have simple sums and differences. The
transposed then have the same property for rows and this immediately gives that any pair
X∗i , X
∗
j satisfies a quasipolynomial identity. Of course, there might a priori be more relations
than that, but this is ruled out by dimension considerations in the dual algebra.
Remark 6.2. Proposition 6.1 is perhaps surprising to the point of being disappointing. No-
tice however that the result relies on the chosen duality between T (V ) and T (V ∗). Other
choices, e.g. based on inner products as in Remark 5.20 combined with a conjugation, may
perhaps lead to other algebras, but we shall not pursue this point here.
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For w ∈ T n∗ and z ∈ T n we define the Pq-sym-symmetrized pairing 〈〈·, ·〉〉 by
〈〈w, z〉〉 = n!〈w,Pq-sym(z)〉. (54)
This is the pairing that generalizes the pairing (q, p) = (q( ∂
∂z
), (p(·))(0) between polynomials
and differential operators.
Definition 6.3. For w ∈ T ∗ and z ∈ T :
Fw(z) = 〈w,Pq-sym(z)〉. (55)
It is clear that
Fw(z) = F[w]([z]) (56)
where [z] and [w] denote the equivalence classes in A and At, respectively, corresponding to
z and w.
Definition 6.4.
(F[w1] ⋆ F[w2]) := F[w1⊗w2]. (57)
Proposition 6.5. The product in Definition 6.4 is a well-defined associative product.
Proof: The associativity is clear as soon as it is well-defined. This it is by (50).
Remark 6.6. Of course, there is the expected direct relation between the Poisson structure
defined by the above non-commutative product,
lim
q→1
1
q − 1
(
F[w1] ⋆ F[w2] −F[w1] ⋆ F[w2]
)
,
and the usual Poisson structure for certain quadratic algebras as defined by Procesi and De
Concini ([DCP93, p. 84-85]).
We consider ways of representing the functions F[w] as functions on V .
Let X1, . . . , XN be a basis of V as in (Rel) in Section 4 and let
∀α = (α1, . . . , αN) ∈ (N0)
N : Xα = Xα11 ⊗ · · · ⊗X
αN
N . (58)
Furthermore, choose for each α ∈ (N0)
N a homogeneous polynomial
pCα = cαz
α1
1 . . . z
αN
N +
∑
β<α
dα,βz
β
where each dα,β is a complex number, where each cα is a non-zero constant, and where the
symbol C (e.g. a lower triangular∞×∞ matrix) represent these choices. The ordering β < α
is lexicographic.
Definition 6.7.
FC[w](z1, . . . zN) := 〈w,Pq-sym(
∑
α
pCαX
α)〉.
The following is immediate
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Proposition 6.8. For each C we get a faithful representation of the algebra At in an asso-
ciative algebra of polynomial functions on CN .
The family of algebras we have defined by means of C includes algebras defined by other
(PBW-like) bases since a change of basis will simply be equivalent to a change of C. For some
specific choice of C’s, a given element may give rise to a differential operator of an especially
simple form, c.f. Section 7 below.
Remark 6.9. We shall only pursue certain specific versions of Definition 6.7 below, but
we wish to mention here that one may in fact go even further and represent the abstract
functions of Definition 6.3 as non-commutative functions with values in certain algebras. In
doing this, the construction is related to some algebras occurring when q is an mth root of
unity. Specifically, for M(n,C), observe that
X
a1,1
1,1 · · ·X
an,n
n,n X
m·b1,1
1,1 · · ·X
m·bn,n
n,n (59)
with 0 ≤ ai,j ≤ m− 1 for all 1 ≤ i, j ≤ n form a basis of A for each m ∈ N. Suppose namely
that we could write 0 as a non-trivial linear combination of these. The coefficient of the
highest order term is then by definition non-zero. However, we can rewrite the basis elements
with respect to the standard basis. Doing this, the highest order term remains unchanged. But
then the coefficient must be zero since the other basis is indeed a basis. Thus the elements are
linearly independent, and by considering degrees, they must be a spanning set.
We can then interpret a specific element X
c1,1
1,1 · · ·X
cn,n
n,n X
m·d1,1
1,1 · · ·X
m·dn,n
n,n in (59) as corre-
sponding to the polynomial z
d1,1
1,1 · · · z
dn,n
n,n ⊗ (X
c1,1
1,1 · · ·X
cn,n
n,n ) with values in the space spanned
by the elements X
a1,1
1,1 · · ·X
an,n
n,n with 0 ≤ ai,j ≤ m− 1 for all 1 ≤ i, j ≤ n.
We now consider, for M(n,C), some specific instances of Definition 6.7:
Definition 6.10. If {zi,j}
n
i,j=1 ∈M(n,C) set z =
∑n
i,j=1 zi,jXi,j and
F
(1)
[w](z11, . . . , zn,n) = 〈w,Pq-sym(Z ⊗ · · · ⊗ Z)〉 (60)
F
(2)
[w](z11, . . . , zn,n) = 〈w,Pq-sym(
∑
α
cαz
αXα)〉,
where
cα =
(|α|)!
(α1,1)! · · · · · (αn,n)!
. (61)
Now, let [wβ] be determined by
F
(2)
[wβ ]
(z1,1, . . . , zn,n) = z
β, (62)
i.e.
〈(Pq-sym)
t(wβ), X
α〉 = (cβ)
−1δα,β . (63)
By duality we have
∂
∂X0
F
(i)
[wβ]
(·) =
1
(|β| − 1)!
〈〈wβ, X0(·)〉〉. (64)
Thus,
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(
∂
∂X0
F
(i)
[wβ ]
)
(Z) =
{
|β| · 〈wβ,Pq-sym(X0 ⊗ Z ⊗ · · · ⊗ Z)〉 for i = 1
|β| · 〈wβ,Pq-sym(X0 ⊗ (
∑
α cαz
αXα))〉 for i = 2
. (65)
If our ordering of X is X1,1, X1,2, . . . , Xn,n then we get in particular that
∂
∂X1,1
F
(2)
[wβ]
(Z) = |β|
cαz
α
cβ
δα−1,β = β1,1z
β1,1−1
1,1 z
β1,2
1,2 · z
βn,n
n,n . (66)
Likewise,
∂
∂X1,2
F
(2)
[wβ ]
(Z) = |β|
cαz
α
cβ
δα−1,β = q
−β1,1β1,2z
β1,1
1,1 z
β1,2−1
1,2 · z
βn,n
n,n , (67)
∂
∂X2,1
F
(2)
[wβ ]
(Z) = |β|
cαz
α
cβ
δα−1,β = q
−β1,1β2,1z
β1,1
1,1 z
β1,2
1,2 z
β2,1−1
2,1 · z
βn,n
n,n ,
and (for 2× 2) case
∂
∂X2,2
F
(2)
[wβ ]
(Z) = β2,2q
(−β2−β3)z
β1,1
1,1 z
β1,2
1,2 z
β2,1
2,1 z
β2,2−1
2,2
−q (1− q−2β1,1−2)
β1,2β2,1
β1,1 + 1
z
β1,1+1
1,1 z
β1,2−1
1,2 z
β2,1−1
2,1 z
β2,2
2,2 .
7. Mq(2)
We continue with the functions F
(2)
[wβ]
(z1,1, . . . , zn,n) from the previous section but specialize
further to the quantized function algebra of 2× 2 matrices.
Let z1 = z1,1, z2 = z1,2, z3 = z2,1, and z4 = z2,2. Then(
∂
∂z1
)
q
(zα11 z
α2
2 z
α3
3 z
α4
4 ) = α1z
α1−1
1 z
α2
2 z
α3
3 z
α4
4(
∂
∂z2
)
q
(zα11 z
α2
2 z
α3
3 z
α4
4 ) = q
−α1α2z
α1
1 z
α2−1
2 z
α3
3 z
α4
4(
∂
∂z3
)
q
(zα11 z
α2
2 z
α3
3 z
α4
4 ) = q
−α1α3z
α1
1 z
α2
2 z
α3−1
3 z
α4
4(
∂
∂z4
)
q
(zα11 z
α2
2 z
α3
3 z
α4
4 ) = q
−α2−α3α4z
α1
1 z
α2
2 z
α3
3 z
α4−1
4
+ α2α3Kα1q
−2α1+2zα11 z
α2−1
2 z
α3−1
3 z
α4
4
where, with q = e~,
Kα1 = −q
2α1−1(1− q−2α1−2)
z1
α1 + 1
(68)
= −e−3~(2~+ · · ·+
(2~)n
n!
(α + 1)n−1 + · · · ) · z1.
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If we let S1 = z1
∂
∂z1
then we see that Kα1 = K1 independently of α1 where the operator
K1 ≡ −e
−3~(2~+ · · ·+
(2~)n
n!
(S1)
n−1 + · · · ) · z1 (69)
only involves the variable z1. The factors q
−α1 and q−α2−α3 can of course also be dealt with
analogously. However, if we define
Ki(z
α1
1 z
α2
2 z
α3
3 z
α4
4 ) = q
−αizα11 z
α2
2 z
α3
3 z
α4
4 i = 1, 2, 3, 4 (70)
then these are just like the usual K operators and we may then also write (if there is no
subscript on a differential operator it means that it is a classical differential operator)(
∂
∂z1
)
q
=
(
∂
∂z1
)
(71)
(
∂
∂z2
)
q
= K1
(
∂
∂z2
)
(
∂
∂z3
)
q
= K1
(
∂
∂z3
)
(
∂
∂z4
)
q
= K2K3
(
∂
∂z4
)
+K1
(
∂
∂z2
)
q
(
∂
∂z3
)
q(
∂
∂z4
)
q
= K2K3
(
∂
∂z4
)
+O1
(
∂
∂z2
)(
∂
∂z3
)
,
where O1 = K1K
2
1 .
Notice that e−~S = K1,
∂
∂z1
· K1 = −e
−3~
(
e~(2S+2) − 1
)
= (q−3 − q−1K−21 ), and
∂
∂z1
· O1 =
(q−3K21 − q
−1).
The operators
(
∂
∂zi
)
q
, i = 1, 2, 3, 4, satisfy similar relations as (14) for X1,1, X2,1, X1,2,, X2,2
except that q → q−1. In particular, what corresponds to the wave operator q is the central
element
q =
(
∂
∂z1
)
q
(
∂
∂z4
)
q
− q−1
(
∂
∂z2
)
q
(
∂
∂z3
)
q
. (72)
It is perhaps somewhat surprising that in this case the mixed degrees disappear again and
q = K2K3
∂
∂z1
∂
∂z4
− q
∂
∂z2
∂
∂z3
. (73)
However, in the case of e.g. the Dirac operator, which basically will be a 2×2 matrix with
entries (up to constant multiples)
(
∂
∂z1
)
q
, . . . ,
(
∂
∂z4
)
q
, there is no cancelation of the second
order term arising from
(
∂
∂z4
)
q
.
We now discuss further the first order differential operators of (71). First of all we remark
that the simple appearance of
(
∂
∂z1
)
q
is a result of the given choice of ordering. Other choices
of orderings (or, equivalently, of constants cα) can make the other variables have a simple
appearance - at the expense of that of z1.
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Secondly introduce the coordinate functions
F
(2)
i (z1, . . . , z4) = zi for i = 1, 2, 3, 4. (74)
We can then introduce the left derivatives δLi for i = 1, 2, 3, 4:
(
δLi F
(2)
[w]
)
(z1, . . . , z4) = (75)
limu→0
((
F
(2)
i (uei)
)−1
⋆
(
F
(2)
[w] ((z1, . . . , z4) + uei)−F
(2)
[w] (z1, . . . , z4)
))
It follows easily that
(
∂
∂zi
)
q
= δLi for i = 1, 2, 3 and
(
∂
∂z4
)
q
= δL4 +K1δ
L
2 δ
L
3 .
We finish this section with a study of how in particular
(
∂
∂z4
)
q
may be viewed as a covariant
derivative. Let Oˆ = O1
(
∂
∂z2
) (
∂
∂z3
)
. Set
F (f) =

f
Oˆf
(Oˆ2 + [Oˆ, K2K3
(
∂
∂z4
)
])f
(Oˆ3 + [Oˆ2, K2K3
(
∂
∂z4
)
] +K2K3
(
∂
∂z4
)
[Oˆ, K2K3
(
∂
∂z4
)
])f
...

(76)
Let
A =

0 1 0 0 . . .
0 0 1 0 . . .
...
...
...
...
...
 (77)
Then
(K2K3
(
∂
∂z4
)
+ A)F (f) = F (
(
∂
∂z4
)
q
f). (78)
Another possibility is to let
G(f) =

f
K24
(
∂
∂z2
∂
∂z3
)
f
K44
(
∂
∂z2
∂
∂z3
)2
f
K64
(
∂
∂z2
∂
∂z3
)3
f
...

(79)
and
B =

0 O1K
−2
4 0 0 0 . . .
0 0 O1K
−2
4 0 0 . . .
0 0 0 O1K
−2
4 0 . . .
...
...
...
...
...
 . (80)
Then we also have
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(K2K3
(
∂
∂z4
)
+B)G(f) = G(
(
∂
∂z4
)
q
f). (81)
This last version is also well behaved with respect to the other generators.
Appendix
Here we compute the first order differential operators for Mq(n). Observe that we have
zn,i(z
αa,1
a,1 z
αa,2
a,2 · · · z
αa,n
a,n ) = (82)
i−1∑
x=1
ca,xq
(αa,x+1+···+αa,i−1)z
αa,1
a,1 · · · z
αa,x−1
a,x · · · z
αa,i+1
a,i · · · z
αa,n
a,n zn,x
+qαa,i(z
αa,1
a,1 z
αa,2
a,2 · · · z
αa,n
a,n )zn,i,
where ca,x = q(q
−2αa,x−1) and where the exponent to q should be interpreted as 0 for x = i−1.
With (82) to our disposal we can now give the general form of ∂
∂Xi,j
. Let Γi,j = Γ
d
i,j ∪ Γ
u
i,j
denote the union of the following sets of “paths” from (1, j) to (i, 1):
Γdi,j = {[i1, . . . , ir; j1, . . . , jr] | r ∈ N, (83)
1 = i1 < i2 < · · · < ir = i, 1 ≤ jr < · · · < j1 = j},
Γui,j = {[i1, . . . , ir; j1, . . . , jr] | r ∈ N,
1 < i1 < i2 < · · · < ir = i, 1 ≤ jr < · · · < j1 = j}.
For j = 1, i ≥ 1 we interpret the above as Γdi,1 = ∅ and Γ
u
i,1 = {[i; 1]} whereas for i = 1, j > 1
it is Γu1,j = ∅ and Γ
u
1,j = {[1; j]}.
For each zi,j we define an operator Ki,j in analogy with (69) and an operator Ki,j in analogy
with (70), and finally we set Oi,j = Ki,jK
2
i,j.
For g = [11, . . . , ir; j1, . . . , jr] ∈ Γ
d
i,j, set
Sg = {(s, t) | ∃x = 1, . . . , r − 1 : s = ix and jx+1 < t < jx},
Tg = {(s, t) | ∃x = 1, . . . , r − 1 : t = jx+1 and ix < t < ix+1},
and (84)
Ddi,j(g) =
r−1∏
y=1
Oiy ,jy+1
∏
(s,t)∈Sg
Ks,t
∏
(s,t)∈Tg
K−1s,t
∏
x<jr
K−1i,x
 r∏
x=1
∂
∂zix ,jx
.
Likewise, for g = [11, . . . , ir; j1, . . . , jr] ∈ Γ
u
i,j, set, for convenience, i0 = 0 and
Ug = {(s, t) | ∃x = 1, . . . , r − 1 : s = ix+1 and jx+1 < t < jx},
Vg = {(s, t) | ∃x = 1, . . . , r : t = jx and ix−1 < t < ix},
and (85)
Dui,j(g) =
r−1∏
y=1
Oiy,jy+1
∏
(s,t)∈Ug
Ks,t
∏
(s,t)∈Vg
K−1s,t
∏
x<jr
K−1i,x
 r∏
x=1
∂
∂zix,jx
.
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Then
∂
∂Xi,j
=
∑
g∈Γd
i,j
Ddi,j(g) +
∑
g∈Γu
i,j
Dui,j(g). (86)
Observe that the lowest order differential operator occurring as a summand in ∂
∂Xi,j
is(∏
y<jr K
−1
1,y
∏
x<iK
−1
x,j
)
∂
∂zi,j
.
It is not clear if an analogue of the operator G exists for higher order algebras.
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