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Introduction -Equations solved by BioFVM
In all the following sections, we solve the following system of partial differential equations on a computational domain Ω (with boundary ∂Ω) for a vector of densities ρ
ρ(x, t 0 ) = g in Ω. . . , a n ∇b n ] = [∇ · (a 1 ∇b 1 ), ∇ · (a 2 ∇b 2 ), . . . , ∇ · (a n ∇b n )] ∇a · n = [∇a 1 , ∇a 2 , . . . , ∇a n ] · n = [∇a 1 · n, . . . , ∇a n · n]
We shall use net sources of the following form:
We take the following form for net bulk sources (including reactions):
where S is the vector of supply rates (one for each substrate), ρ * are the saturation densities, and U are the uptake rates. In the formulation above, reactions can be included in the "remainder" term R or in U when quasi-linearized; for the first version of the software, we shall set R ≡ 0, but the nonzero case is readily addressed by adding an additional solver. See Section 3.3 on operator splitting below. Also, in the first version of the solver, we assume D is constant; the more general case will be handled in future versions of the software. The cell-based net source term f cells models substrate secretion and uptake across the cells' volumes:
where x k , W k , S k , U k , ρ * k is a set of "cells" centered at position x k , with volume W k , uptaking ρ at rates U k and secreting ρ with saturation densities ρ * k at rates S k . For any cell k, 1 k (x) is an indicator function satisfying 1 k (x) = 1 if x is in cell k 0 elsewhere.
2 Example: Oxygen and VEGF distribution in a large 3-D tissue
To demonstrate the code, we simulated oxygen release by blood vessels, consumption by a large number of tumor cells, and a simplified hypoxic response by the tumor cells. Oxygen is released by the vessels at a large rate so that pO 2 ∼ ρ * O2 = 70 mmHg on the vessels and approximately 50-60 mmHg nearby (typical of normal breast tissue) [23, 16] ; it diffuses through the stroma (D = 10 5 µm 2 /min [8] and λ = 0.1 min −1 for a 1 mm diffusion length scale ( D/λ) in low-density stroma [14] ), and is consumed by tumor cells. We set the tumor cell uptake rate U k according to the oxygen diffusion length scale L = D/U k , using an L with order of magnitude ∼ 100 µm in dense tumor tissue [14] . For L = 100 µm, U k = 10 min −1 ; we used this value in the example. More precise measurements find the diffusion length scale to be 140-190 µm [18, 7, 22] . These more precise diffusion lengths can be directly related the tumor cell oxygen consumption rates using recent work by Grimes et al. [6, 5] , which established a steady-state model for oxygen diffusion in both cylindrical and spherical configurations. The increased diffusion distances would yield lower oxygen consumption rates. We note that lower oxygen consumption rates may allow computations with a larger time step size. See Sections 4.2 and 4.3. Hypoxic tumor cells accumulate HIF-1α in low oxygen conditions [16] . (HIF-1α is a cellular hypoxia "sensor" molecule that stabilizes and accumulates in the absence of oxygen [10] .) HIF-1α accumulation reaches half maximum at pO 2 ≈ 11-15 mmHg (1.5-2% oxygen [16] ), and reaches its maximum value at pO 2 ≈ 4 mmHg (0.5% oxygen [16] ). Increased HIF-1α levels can trigger numerous downstream phenotype changes, including secretion of VEGF (vascular endothelial growth factor). Hypoxic phenotype changes (e.g., VEGF secretion to induce angiogenesis [16, 23] ) can be observed through gene expression and proteomic changes at 7-8 mmHg [23] .
For technical illustration, we use a simplified hypoxic response model where VEGF secretion begins at pO 2 = 15 mmHg (where HIF-1α expression is first observed), and increases as oxygen tension is decreased towards the onset of phenotypic changes (7) (8) , using the following form: 
In the simulation, the VEGF diffuses into the tissue with an ∼ 300 µm diffusion length scale (chosen for this example to exceed the oxygen diffusion length scale).
In Figure 1 , we show a simulation of 1 hour for this example in 125 mm 3 of vascularized tissue with a large irregular tumor at 20 µm resolution (15,625,000 voxels) and using and ∆t = 0.01 min. Panels A and B show the blood vessels (red curves) and tumor cells (green spheres) in this large domain. In panel A, the vasculature is rendered up to a gray clipping plane for clearer illustration. Panel B shows the tumor cells and vessels contained in the gray clipping plane. Panels C-D shows the concentration of oxygen and VEGF in this plane. The red contour marks the tumor boundary. This simulation-with 2.8 million cell source/sink terms-required approximately 80 minutes on a quad-core desktop computer (Intel i7-4790, 3.60 GHz, 16 GB of memory). As we shall show below, simulations on smaller domains in the 1-1.5 million voxel size range take approximately 5-10 minutes to complete 60 minutes of diffusion.
The code to replicate this result is included in every BioFVM download as main experiment.cpp. Users can either create their own initial cell and vessel positions or use the positions from this example. These initial cell and vessel positions are available at the BioFVM SourceForge site, under "Benchmark Datasets/Bioinformatics main example." The parameters used in this simulation are provided in Table 1 . 
Further discussion on blood vessel sources
Similar to many existing models (e.g., Frieboes et al. [3] , Powathil et al. [19] , Frieboes et al. [4] and Robertson-Tessi et al. [20] ), we simulated blood vessels as line sources, approximated as a series of point sources (with Dirac delta functional form), using cell-centered sources as discussed in the previous section. This simplified the example and allows us to model substrate densities in tissues near vessels. However, blood vessels often have cross-sectional area larger than cells (potentially spanning multiple voxels). Thus, it would be more ideal to model vessels as bulk sources. In this approach, we would set the "target" ρ * substrate densities equal to physiological value on the vessel outer walls, but note that any voxels "inside" a vessel may have non-physiologic values. Alternatively, one could set aside specific voxels for the vessel interiors, set the substrate concentrations to the arterial/venous value in the vessel voxels (e.g., from a separate flow code), and then change the diffusion coefficient along the boundaries of these vessel voxels to simulate perfusion across vessel walls. The first approach can be implemented in the current version of BioFVM, using bulk sources. The second approach ideally would require more general, non-Cartesian volumetric meshes, and a spatially varying diffusion coefficient. Variable diffusion coefficients are planned for later versions of BioFVM, but this will require a much more complex Thomas solver implementation with greater memory cost. Non-Cartesian lattices are also planned for future releases, but de-coupling dimensions is no longer possible, so either iterative matrix solvers are required (for implicit diffusion discretizations) or very small time steps (for explicit discretizations).
Computational details
The code is implemented in C++11, with parallelization in OpenMP. We have tested and support gcc (32-bit and 64-bit) Version 4.9.0 or later; in Windows, we use MinGW-W64 [17] (gcc Version 4.90 or better). The code does not require any installation or alteration of system environment variables (e.g., path); BioFVM.h can be included in the project, and the BioFVM*.h and BioFVM*.cpp files can simply be copied to the project's directory. The only external dependency is pugixml [9] (for XML parsing); a compatible version of this dependency is included with the BioFVM download.
Design goals and philosophy
• Goal: Simulate at least 5-10 diffusing substrates in 3-D, with a desktop workstation/supercomputer node.
• Goal: Simulate 3-D domains with at least 1 million voxels, with a desktop workstation/supercomputer node.
• Emphasize solving cell sources and sinks most commonly expected in biological problems.
• Use schemes that are stable but simple to implement.
• Reduce complexity by minimizing external dependencies. Never require an entire library if only using one or two functions.
• Prioritize earlier software release at first-order time, second-order spatial accuracy, rather than later release on higher-order time accuracy. Later releases can increase accuracy as needed.
• Prioritize earlier release on simple Cartesian meshes over full Voronoi mesh generality. Later releases can support more general meshes as needed.
• Simplify diffusion discretization to allow straightforward OpenMP parallelization.
• Prioritize execution speed over memory footprint.
Domain discretization and notation
be a set of voxels satisfying
, and bound-
. For each voxel i, let N i be the index set of neighboring voxels. For any voxel i and for each j ∈ N i , let Σ ij = Σ i ∩ Σ j be the shared boundary between Ω i and Ω j , with centroid x ij , outward normal vector (into Ω j ) n ij , and surface area
For a fixed time step size ∆t, let t n = t 0 + n∆t. For any voxel Ω i and any time t ≥ t 0 , define u n i = Ω i ρ n (x)dV , and denote the mean density ρ at time t n in voxel Ω i by
For any other function f (x, t) (e.g., bulk sources), denote f n i = f (x i , t n ) for any voxel Ω i and discretized time t n .
Operator splitting and the overall algorithm
We solve Eqn. 1 by splitting the overall operator into several simpler operators, each of which can individually be solved by tailored, optimized algorithms [15] . This allows extra flexibility in future performance/accuracy tradeoff decisions, and allows the introduction of future operators (e.g., advective terms) without rewriting the main solvers. As noted in section 1, we set R ≡ 0. Adding a reaction term is straightforward by generalizing the operator splitting: follow the other steps by an additional solver for the reaction term, such as by quasi-linearizing the operator and using an implicit solver. To advance the solution from ρ n at time t n to ρ n+1 at time t n + ∆t, we shall use a first-order splitting [15] :
See Section 3.4 for details on this solver (and particularly Section 3.4.1 on our LOD implementation for Cartesian meshes). Note that this uses a stable, implicit time discretization.
2. Bulk supply/uptake: Solve for σ * with the implicit time discretization:
which can then be solved for σ * i at each voxel Ω i by:
In practice, σ * can overwrite σ on the same data array, thus reducing memory allocation and copy time costs and accelerating the solver. These operations can be safely parallelized across the processor cores by OpenMP.
3. Cell supply/uptake: Solve for ρ n+1 with the implicit time discretization:
See Section 3.5 for details on this solver. In practice, ρ n+1 can overwrite σ * on the same data array, thus reducing memory allocation and copy time costs and accelerating the solver.
Finite volume method (FVM): Voronoi meshes and Cartesian meshes
We use the finite volume method (FVM) [2] to solve Eqn. 10 with Neumann boundary conditions. We will assume a Voronoi mesh, so that in particular, x ij = 1 2 (x i + x j ) and n ij = ∆x ij /∆x ij for any neighboring voxels i and j. For any voxel i, we integrate Eqn. 10 over Ω i and apply the divergence theorem, obtaining:
Finally, we divide by V i to obtain the implicit discretization of the finite volume method:
which requires solution as a large but sparse linear system.
Locally-one dimensional (LOD) method for Cartesian meshes
Consider the special case of
with a regular Cartesian discretization with x, y, and z step sizes given by ∆x, ∆y, and ∆z, respectively, with N x x-nodes, N y y-nodes, and N z z-nodes.
, the voxels are defined by
Notice then that V m = ∆x∆y∆z for all m, and
S m,m±Nx = ∆x∆z ∆x m,m±Nx = ∆y (19) S m,m±NxNy = ∆x∆y ∆x m,m±NxNy = ∆z. (20) For this mesh structuring, we can use the locally one-dimensional (LOD) method to obtain fast and accurate solutions [24, 15] . This method (like the related alternating directions implicit (ADI) method) splits a higherdimensional PDE into a series of related one-dimensional PDEs to be solved with fast matrix solvers. We do this by splitting the operator in Eqn. 10 as
Applying the finite volume method from Eqn. 14 to Eqn. 21 and setting D constant, for each voxel i we have:
For any fixed 0 ≤ j < N y and 0 ≤ k < N z , and over the range 0
, we obtain the tridiagonal vector system:
This tridiagonal linear system that can be solved efficiently and directly by the Thomas algorithm (applied vectorially) [21] . Similar calculations in the y− and z− directions (Equations 22-23) give additional tridiagonal linear systems to solve. Thus, our overall algorithm for the diffusion-decay equation is:
1. x-diffusion: For each 0 ≤ j < N y and each 0 ≤ k < N z , solve the tridiagonal system (Equations 25-27) along the strip 0
Solving along each strip is a serial operation, but the iteration across strips can be parallelized with OpenMP (a bundle of independent, simultaneous Thomas solvers). In practice, the updated solutions (η) can overwrite the previous solutions (ρ n ), thus reducing memory allocation and copy costs.
2. y-diffusion: For each 0 ≤ i < N x and each 0 ≤ k < N z , solve the analogous tridiagonal system along the strip 0 ≤ j < N y . Each strip can be solved with a separate Thomas solver, and thus parallelized with OpenMP as in x-diffusion. In practice, the updated solutions (η * ) can overwrite the previous solutions (η), thus reducing memory allocation and copy costs.
3. z-diffusion: For each 0 ≤ i < N x and each 0 ≤ j < N y , solve the analogous tridiagonal system along the strip 0 ≤ z < N z . Each strip can be solved with a separate Thomas solver, and thus parallelized with OpenMP as in x-diffusion. In practice, the updated solutions (σ) can overwrite the previous solutions (η * ), thus reducing memory allocation and copy costs.
Thus, Cartesian meshes with an additional locally one-dimensional (LOD) operator splitting allows us the stability of an implicit scheme without the difficulty of solving large linear systems; instead we directly solve simple tridiagonal systems. Morever, this formulation allows us to readily apply OpenMP to parallelize the code (by using independent Thomas solvers for each "strip").
Accelerations
To further accelerate the algorithm, we apply the Thomas solvers to the entire vector of substrates simultaneously, taking advantage of SIMD (single inststruction multiple data) optimizations on modern CPUs. Similarly, we use operator overloading (e.g., operator+=) on the vectors of substrates and vectors of coefficients to minimize the use of hidden, temporary variables that incur substantial memory allocation, copy, and dealloation costs. (For instance, x = x + y temporarily allocates memory for hidden variable z, stores the result of x + y in z, copies the result back onto x, and then de-allocates z. Using x += y eliminates these costs by directly overwriting each component x i with x i + y i .) We optimized custom level 1 BLAS "axpy" operators (y = a • x + y and y = ax + y) to streamline common operations in the Thomas and other solvers, without requiring an entire library for these simple instructions. We implemented a specialized vectorized Thomas solver tailored to the diffusion-decay system using these overloaded and axpy instructions, with further optimizations by pre-computing the forward sweeps and storing them for the x-, y-, and z-diffusion operators. Note that separating diffusion and decay terms from the overall PDE makes this optimization possible, as D and λ do not change from iteration to iteration, but the supply and uptake terms do.
Cell supply/uptake solver
In the first release of the solver, we approximate the cell supply/uptake term by "concentrating" it to a single voxel with a Dirac delta function. For each cell k, let i k be the index of the voxel containing the cell center x k ; i.e., x k ∈ Ω i k . Then we approximate Eqn. 12 by
where δ (x) is the Dirac delta function, which we approximate by
To solve this, we iterate over all cells k with:
These operations can be safely parallelized across the processor cores by OpenMP. Note that this discretization can be less accurate for cells that are the same size of typical computational voxel or larger. In this case, accuracy can be improved by either (1) "rasterizing" the cell-based supply and uptake onto individual voxels, effectively by calculating the intersection of each cell's volume on each voxel, or (2) sub-dividing the cell into smaller "subcells" and computing their contribution to transport directly, using the same algorithm as in Eqn. 30. We plan to add this capability in future releases.
Approximating Dirichlet conditions on selected voxels
To approximate Dirichlet conditions on one or more selected voxels, the code can overwrite the data stored in any voxel with a prescribed vector of values. The code performs this step after each operator of of the LOD algorithm (i.e., after x-diffusion, after y-diffusion, and after z-diffusion; see Section 3.4.1 above). However, to improve accuracy, we would need to modify the computational stencil of the diffusion operator anywhere a specified Dirichlet node appears. For the LOD algorithm, this would require individual Thomas solvers for each x-strip, for each y-strip, and each z-strip. We defer this development until a later release, which will also facilitate a discretization of ∇ · (D • ∇ρ) rather than D • ∇ 2 ρ.
Convergence testing 4.1 Example 1: 1-D diffusion (with analytical solution)
We first test the convergence of the diffusion-decay solver against a 1-D problem with a known analytical solution:
with exact solution
and where we used L 0 = 500 µm and D = 10 5 µm 2 /min (D = 1.75 × 10 −5 cm 2 /sec = 1.05 × 10 5 µm 2 /min for oxygen in tissues as measured in [8] ). The solution is plotted for several times in Fig. 2 . The source code for this problem can be found in the examples directory of any BioFVM download (file: convergence test1.cpp). 
Convergence in time
Let ρ ∆t,∆x denote the numerical solution simulated with time step size ∆t and spatial step size ∆x. For any given norm ||·||, the error for the algorithm should take the form
To test for the convergence in ∆t, we must choose ∆x sufficiently small that B∆x n A∆t m . In this case,
Thus, we calculate the order of convergence as the slope of the linear least squares fit of log(Err) versus log(∆t). We use the ∞ norm (the maximum absolute error over all voxels). We perform convergence testing with ∆x = 5 µm, with ∆t ∈ 10 −5 , 10 −4 , 10 −3 , 10 −2 , 10 −1 , 1 min. The error values are plotted in Fig. 3 (left) and recorded in Table 2 . In this example, we see first-order convergence in time at several solution times (showing good accuracy on both short and long time scales), and stability even for ∆t much larger than the CFL condition for explicit discretizations (on the order of ∆t CFL ∼ 10 −4 min). Note that the for any fixed ∆t, the errors decrease over time; this shows that the solutions demonstrate better accuracy as solutions approach steady state. The errors show evidence of saturating for very small ∆t, where the error from the spatial discretization is likely to dominate, and so B∆x n A∆t m no longer holds for the convergence calculation. The error for ∆t = 1 min (an unlikely choice of time step size in most applications) is comparatively large, giving a large drop in error between ∆t = 1 min and ∆t = 0.1 min; this large drop may unduly increase the computed convergence rate. For these reasons, we also calculated the convergence rate based upon the data for 10 −4 ≤ ∆t ≤ 10 −1 ; see the rightmost column in Table 2 . Table 2 . Right: Convergence in ∆x for Example 1 (Section 4.1), with ∆t = 10 −5 min. Each curve gives the error across ∆x at a different time (from top to bottom: t=0.5, 1, 2, 3, 4, and 5 minutes). Notice that for each fixed resolution ∆x, the error improves in time as the solution approaches steady state. The slope of each linear least squares fit (black curves) gives the order of convergence at that time; see Table 3 . Table 2 : Convergence in ∆t for Example 1 (Section 4.1), with ∆x = 5 µm. At each time, we observe first-order convergence. The solutions are stable even for large ∆t, whereas the CFL condition for explicit solvers is ∆t < 1.25 × 10 −4 min. * As we cannot compute ρ1 min,5 µm(0.5 min), we used the data for 10 −5 ≤ ∆t ≤ 10 −1 to compute the order of convergence at 0.5 min. * * At each time, the error approaches a saturating value when the spatial discretization errors begin to dominate (below ∼ ∆t = 10 −4 ). Moreover, the large errors for ∆t = 1 min (a step size we would not anticipate using) artificially increase the order of convergence. Thus, we also computed the the order of convergence based on the data for 10 −4 ≤ ∆t ≤ 10 −1 . 
and the order of convergence can be calculated as the slope of the linear least squares fit of log(Err) versus log(∆x). The errors are reported in Table 3 and plotted in Figure 3 (right). At all times, the solutions demonstrate approximately second-order convergence. Moreover, for any fixed ∆x, the accuracy improves over time as the solution approaches steady state. After investigating convergence in ∆t and ∆x, we also examined the relative accuracy (max |ρ ∆t,∆x − ρ| / |ρ|) of solutions at ∆x = 20 µm (a typical spatial resolution for large multicellular systems problems in cancer and tissue engineering) at a variety of time step sizes. In Fig. 4 and Table 4 , we see for the solutions are stable for all tested time steps, and that for ∆t = 0.01 min, the relative error never exceeds approximately 0.5% at any of the tested times; with ∆t = 0.1 min, the error remains below approximately 5% all tested times, and below approximately 0.7% for all t ≥ 1 min (close to quasi-steady conditions that may be expected in many cancer and tissue engineering problems). This means that for diffusion-decay problems with parameters of this order of magnitude, we can use step sizes that are 10-100 times larger than the explicit CFL condition (1D: (20 µm) 2 /(2 × 10 5 µm 2 /min) ∼ 0.002 min) and still obtain reasonable accuracy, especially as systems approach a quasi-steady state. 
Example 2: 3-D diffusion-reaction with bulk sources
We next tested the convergence of the overall 3-D simulator, including "bulk sources", using the problem where
with L 0 = 500 µm, and f is defined by
As in the prior example, we set D = 10 5 µm 2 /min, and we choose λ = 0.1 min −1 so that the diffusional length scale L = D/λ = 1000 µm in "background tissue" with no cell uptake sources (similarly to our work in [14] ). We set ρ * = 38 mmHg (corresponding to 5% oxygenation conditions, typical of physiologic conditions of 1-11% oxygenation in tissue [1, 16] ). We set a large value of r (for simplicity, r = 38 min −1 ) to simulate a very strong source that maintains the nearest tissue close to ρ * . A typical solution (∆x = 10 µm, ∆t = 10 −4 min) at t = 4 min is plotted in Figure 5 . The source code for this problem can be found in the examples directory of any BioFVM download (file: convergence test2.cpp). 
Convergence in time
Unlike the previous example, we do not have an analytical solution. Following our prior work [11, 12, 13] , we define the numerical rate of convergence by first denoting ρ ∆t,∆x (x, t) = numerical solution at (x, t) obtained with ∆t and ∆x (41) Err(∆t, ∆x, t) = max
where ρ(x, t) is an approximation to the true solution, typically computed with very fine ∆x and ∆t. Here we use ρ = ρ 10 −4 ,10 (∆t in units of minutes, and ∆x in units of µm); that is, at each time t, we compare the simulated solution at larger time step sizes ∆t to the simulated solution at the finest time step size to estimate the errors at each time. With these definitions, we calculate the numerical order of convergence by order = log Err(∆t 1 ,10) Err(∆t 2 ,10)
The convergence results are stated in Table 5 (left) and plotted in Fig. 6 (left) . First-order convergence is observed at all computed times. Table 5 . Right: Convergence in ∆x, with ∆t = 10 −4 min. Each curve gives the error across ∆x at a different time (from top to bottom: t=0.5, 1, 2, 3, and 4 minutes). The convergence rates are computed as in Eqn. 46. See Table 5 .
Convergence in space
To test convergence in space, we set ∆t = 10 −4 min and simulated 4 minutes of diffusion at spatial resolutions ∆x = 10 µm (high or fine resolution), 20 µm (medium resolution), and 40 µm (low resolution). As before, we will use ρ 10 −4 ,10 as an estimate of the exact solution. Because the voxel centers do not align for the simulated spatial resolutions, we cannot simply compute the ∞ norm voxel by voxel as before. Instead, we define a norm to help quantify the errors. First, noting that ρ n i is the simulated mean value of ρ in the i th voxel at resolution ∆x (hereafter denoted by Ω ∆x i ), we first coarse grain the solution on the finest mesh to the simulation resolution:
For ∆x = 20 µm, this average is computed over 8 voxels from the fine-grained mesh for each voxel in the medium resolution mesh; for ∆x = 40 µm, the average is computed over 64 voxels from the fine-grained mesh for each (46)
The convergence results are stated in Table 5 (right) and plotted in Fig. 6 (right) . Approximately second-order convergence is observed at all computed times.
Selecting ∆t for reasonable accuracy at ∆x = 20 µm resolution
As before, we next investigated the relative accuracy of solutions at ∆x = 20 µm at a variety of time step sizes. In Fig. 7 and Table 6 , we see for the solutions are stable for all tested time steps, and that for ∆t = 0.01 min, the relative error never exceeds 0.6% at any of the tested times, and with ∆t = 0.1 min, the error remains below approximately 5% all tested times. This means that for diffusion-decay problems with parameters of this order of magnitude, we can use step sizes that are 10-100 times larger than the explicit CFL condition (3D: (20 µm) 2 /(2 × 3 × 10 5 µm 2 /min) ∼ 6.7 × 10 −4 min) and still obtain reasonable accuracy. 
Example 3: 3-D diffusion-reaction with bulk sources, grid-aligned cell uptake
Next, we added grid-aligned cells to uptake substrate, as would be expected in cellular automata and cellular potts methods. The modified problem took the form where
All parameters are as in Example 4.2, and we set W k = 10 3 µm 3 and U k = 10 min −1 for each cell, so that the diffusion length scale satisifes L = D/U k = 100 µm in areas densely filled with cells [14] . The cells were introduced to fill a spherical tumor focus centered at (0, 0, 0) with radius 400 µm. That is, we introduced all cells that satisfied x n = (x in , y jn , z kn ) with ||x n || ≤ 400 µm
and where x in , y jn , z kn ∈ {−495, −485, ..., 485, 495} µm. (That is, the cells are centered at voxel centers at 10 µm resolution.) A typical solution (∆x = 10 µm, ∆t = 10 −4 min) at t = 4 min is plotted in Figure 8 . The source code for this problem can be found in the examples directory of any BioFVM download (file: convergence test3.cpp). 
Convergence in time
We calculated the convergence rate in time as defined in Section 4.2.1, using ∆x = 10 µm and ∆t = 10 −4 min to calculate ρ. The convergence results are stated in Table 7 (left) and plotted in Fig. 9 (left) . First-order convergence is observed at all computed times. Table 7 . Right: Convergence in ∆x, with ∆t = 10 −4 min. Each curve gives the error across ∆x at a different time (from top to bottom: t=0.5, 1, 2, 3, and 4 minutes). The convergence rates are computed as in Eqn. 46. See Table 7 . 
Convergence in space
To test convergence in space, we set ∆t = 10 −4 min and simulated 4 minutes of diffusion at spatial resolutions ∆x = 10µm (high or fine resolution), 20µm (medium resolution), and 40µm (low resolution). As before, we will use ρ 10 −4 ,10 as an estimate of the exact solution, with the errors and order of convergence defined as in Section 4.2.2.
The convergence results are stated in Table 7 (right) and plotted in Fig. 9 (right) . Approximately second-order convergence is observed at all computed times.
Selecting ∆t for reasonable accuracy at ∆x = 20 µm resolution
As before, we next investigated the relative accuracy of solutions at ∆x = 20 µm at a variety of time step sizes. In Fig. 10 and Table 8 , we see for the solutions are stable for all tested time steps, and that for ∆t = 0.01 min, the relative error never exceeds 4% at any of the tested times. This means that for diffusion-decay problems with parameters of this order of magnitude, we can use step sizes that are ∼ 10 times larger than the explicit CFL condition (3D: (20 µm) 2 /(2 × 3 × 10 5 µm 2 /min) ∼ 6.7 × 10 −4 min) and still obtain reasonable accuracy. 
Example 4: 3-D diffusion-reaction with bulk sources, off-lattice cell uptake
Next, we tested off-lattice cells to uptake substrate, as would be expected in cell-centered agent-based models. The modified problem took the form
where
All parameters are as in Example 4.2. 417,000 cells with radius 5 µm (volume: W k = 4 3 π5 3 µm 3 ) were introduced with a hexagonal arrangement to fill the same spherical tumor focus centered at (0, 0, 0) with radius 400 µm. See Figure 11 . The source code for this problem can be found in the examples directory of any BioFVM download (file: convergence test4.cpp). 
Convergence in time
We calculated the convergence rate in time as defined in Section 4.2.1, using ∆x = 10 µm and ∆t = 10 −4 min to calculate ρ. The convergence results are stated in Table 9 (left) and plotted in Fig. 12 (left) . First-order convergence is observed at all computed times. Table  9 .
Right: Convergence in ∆x for Example 4 (Section 4.4), with ∆t = 10 −4 min. Each curve gives the error across ∆x at a different time (from top to bottom: t=0.5, 1, 2, 3, and 4 minutes). The convergence rates are computed as in Eqn. 46. See Table 9 .
Convergence in space
To test convergence in space, we set ∆t = 10 −4 min and simulated 4 minutes of diffusion at spatial resolutions ∆x = 10µm (high or fine resolution), 20µm (medium resolution), and 40µm (low resolution). As before, we will use Table 9 (right) and plotted in Fig. 12 (right) . Approximately second-order convergence is observed at all computed times.
Selecting ∆t for reasonable accuracy at ∆x = 20 µm resolution
As before, we next investigated the relative accuracy of solutions at ∆x = 20 µm at a variety of time step sizes. In Fig. 13 and Table 10 , we see for the solutions are stable for all tested time steps, and that for ∆t = 0.01 min, the relative error never exceeds ∼ 5% at any of the tested times. This means that for diffusion-decay problems with parameters of this order of magnitude, we can use step sizes that are approximately 15 times larger than the explicit CFL condition (3D: (20 µm) 2 /(2 × 3 × 10 5 µm 2 /min) ∼ 6.7 × 10 −4 min) and still obtain reasonable accuracy. Next, we tested off-lattice cells to uptake substrate, as would be expected in cell-centered agent-based models. The modified problem took the form
All parameters are as in Example 4.2. K 1 is the set of 417,000 cells uptaking ρ within the 400 µm tumor focus introduced in Example 4 (Section 4.4), and K 2 is a set of 200 randomly-placed cell-centered sources, with S k = 10 min −1 , ρ * = 38 mmHg, and same size as in Example 4. A typical solution (∆x = 10 µm, ∆t = 10 −4 min) at t = 4 min is plotted in Figure 14 . The source code for this problem can be found in the examples directory of any BioFVM download (file: convergence test5.cpp). 
Convergence in time
We calculated the convergence rate in time as defined in Section 4.2.1, using ∆x = 10 µm and ∆t = 10 −4 min to calculate ρ. The convergence results are stated in Table 11 (left) and plotted in Fig. 15 (left) . First-order convergence is observed at all computed times. Table  11 . Right: Convergence in ∆x for Example 4 (Section 4.5), with ∆t = 10 −4 min. Each curve gives the error across ∆x at a different time (from top to bottom: t=0.5, 1, 2, 3, and 4 minutes). The convergence rates are computed as in Eqn. 46. See Table 11 . 
Convergence in space
To test convergence in space, we set ∆t = 10 −4 min and simulated 4 minutes of diffusion at spatial resolutions ∆x = 10 µm (high or fine resolution), 20 µm (medium resolution), and 40 µm (low resolution). As before, we will use ρ 10 −4 ,10 as an estimate of the exact solution, with the errors and order of convergence defined as in Section 4.2.2. The convergence results are stated in Table 11 (right) and plotted in Fig. 15 (right) . Approximately second-order convergence is observed at all computed times.
4.5.3
Selecting ∆t for reasonable accuracy at ∆x = 20 µm resolution
As before, we next investigated the relative accuracy of solutions at ∆x = 20 µm at a variety of time step sizes. In Fig. 16 and Table 12 , we see for the solutions are stable for all tested time steps, and that for ∆t = 0.01 min, the relative error never exceeds ∼ 5% at any of the tested times. This means that for diffusion-decay problems with parameters of this order of magnitude, we can use step sizes that are approximately 15 times larger than the explicit CFL condition (3D: (20 µm) 2 /(2 × 3 × 10 5 µm 2 /min) ∼ 6.7 × 10 −4 min) and still obtain reasonable accuracy. 
Performance testing
We tested the performance and scalability of BioFVM with respect to the number of simulated substrates (Sec. 5.1), the number of voxels (scales with the simulated domain size and/or the spatial resolutions; Sec. 5.2), and the number of cells releasing and/or consuming substrates (Sec. 5.3). The computational cost (measured as total wall time for a fixed problem) was found to scale linearly with each of these. All tests were performed on a desktop workstation with a quad-core Intel i7-4790 processor (3.60 GHz) and 16 GB of memory, using MinGW-W64 (gcc version 4.9.1) on Windows 7. We used the compiler flags:
-march=core-avx2 -O3 -s -fomit-frame-pointer -mfpmath=both -fopenmp -m64 -std=c++11
Performance scaling with number of substrates
We first tested the computational impact of increasing the number of simulated substrates, by solving for each i, we used the same source f as in Section 4.2, and we randomly chose D i ∼ 10 5 mm 2 /min for each i.
See Fig. 17 . The computational cost-the wall time for the 2 minute diffusion simulation-scaled linearly with the number of simulated substrates (N ), with linear least squares fit given by Time (sec) ≈ 5.4704 + 1.1620N substrates .
Increasing from 1 substrate to 10 substrates increases computational time a factor of approximately 2.6. The source code for this problem can be found in the examples directory of any BioFVM download (file: performance test substrates.cpp).
Notice that this says that approximately 8-9 minutes would be required to simulate 1 hour of diffusion by 10 substrates on a 1-million voxel mesh, and 3-4 minutes to simulate a single substrate. 
Number of

Performance scaling with number of voxels
We next tested the computational impact of increasing the number of voxels, by solving Eqn. 57 for 2 simulated minutes (∆t = 0.01 min) on increasingly large domains (from 8,000 to over 4 million voxels) with ∆x fixed at 10 µm; D and λ were as in the previous test, and f was changed to a bulk source throughout the region f = 1 if |x| < 5 or |y| < 5 or |z| < 5 0 otherwise.
See Fig. 18 . The computational cost scaled linearly with the number of voxels, with linear least squares fit Time (sec) ≈ 0.05727 + 6.2 × 10 −6 N voxels .
Notice that using ∆t = 0.1 min would decrease these computational times by a factor of 10. The source code for this problem can be found in the examples directory of any BioFVM download (file: performance test voxels.cpp).
Performance scaling with number of cells (uptake/source terms)
We next tested the computational impact of increasing the number of cells, by solving Eqn. 57 for 2 simulated minutes (∆t = 0.01 min) on the same domain as before, but at a resolution of ∆x = 20 µm (125,000 voxels) tailored to the 20-µm diameter cell size. We simulated an increasing number of cells (1,000 to over 4 million); D, λ and f were as in the previous tests. See Fig. 19 . The computational cost scaled linearly with the number of voxels, with linear least squares fit given by A closer examination of Fig. 19 shows that the cells' contribution to the overall computational cost was negligible through approximately 100,000 to 150,000 cells. Notice that using ∆t = 0.1 min would decrease these computational times by a factor of 10. The source code for this problem can be found in the examples directory of any BioFVM download (file: performance test numcells.cpp). 
Number of
