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Derivative expansions of Euclidean thermal effective actions
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I compute the derivative expansion of an effective action at finite temperature using the
imaginary time approach. I show that it is a well behaved expansion giving a unique seriers
contrary to previous results. This disparity is shown to originate in the choice of thermal Green
functions used in the calculations.
PACS: 11.10.Wx, 11.10.Lm. Preprint Imperial/TP/97-98/21, hep-ph/9808382
Effective actions provide a powerful tool for analysing complex systems. They enable the complicated effects of
different sectors of the theory to be incorporated in a compact way into a description of the one sector of interest. For
example, in thermal field theory the effective action encodes the effects that the quantum and thermal fluctuations
of several fields have on the specific field under consideration. However, as effective actions of quantum fields are
often very complicated, it is common to consider the low energy/momentum behaviour of one field by expanding
the effective action in terms of the derivatives of that field. This is a well trodden path in zero temperature quantum
field theory [1–3].
It is therefore surprising that similar calculations of derivative expansions of thermal effective actions give strange
results [4–11]. It has been shown in the literature that series is not unique as it depends on the order in which one
performs the time and space derivative expansions. In particular the lowest order term, which is usually identified
as the effective potential or free energy [1–3], varies significantly. The importance of this fact has been stressed in
the condensed matter literature, for instance [4,11]. In relativistic particle physics, such derivative expansions are
also frequently used but at finite temperature it is common to address only the spatial derivatives [12]. However,
many practical problems are dynamical ones, such as tunnelling rates, or the slow roll of fields in inflation, so
temporal derivatives are required.
In this letter I show how to calculate a well behaved derivative expansion of an effective action using the Euclidean
approach to thermal field theory. The key idea is that such expansions describe field configurations which vary
slowly in time and space and hence are not thermal equilibrium configurations. By explicit calculation, I will
show that the retarded thermal Green functions used in previous analyses are not relevant to this problem. These
Green functions describe how the system responds to a sudden impulse as linear response theory shows. Important
physical processes, especially Landau damping, do contribute to my unique derivative expansion whereas they
caused the problems in the literature where retarded Green functions were incorrectly used.
Recently, the problem was clearly demonstrated by Das and Hott [10] in a simple relativistic model, putting
earlier comments [4–9] into context. Following [10] I use a model with two scalar fields
L[φ, η] =
1
2
η∆−1η −
1
2
gφη2 + L0[φ]
where ∆ is the η field propagator and L0[φ] is the free Lagrangian for φ with arbitrary dispersion relation and
source. Treating φ as the background field, whose effective action I wish to calculate, and integrating out the η
field fluctuations gives a generating functional of the form
Z =
∫
Dφ exp{i
∫
d4xL0[φ] + iS
′
eff [φ]}
S′eff [φ] =
i
2
Tr {ln [1− g∆(x, x′)φ(x′)]}
Four-vectors are always Minkowskii, e.g. kµ = (E,~k), k2 = E2 − ~k2, with E ∈ Re for physical values.
The only non-trivial contribution to the effective action comes from the non-local logarithmic term S′eff which I
expand as a series in gφ, S′eff =
∑∞
p=1 S
(p)
eff . The non-locality is first clearly visible in the O(g
2φ2) term, S
(2)
eff ,
S
(2)
eff =
−ig2
4
∫
d4x
∫
d4x ′ φ(x)∆(x, x′)φ(x′)∆(x′, x) (1)
so we will focus on this term c.f. [10].
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The derivative expansion is an attempt to represent such non-local terms as a series of local terms. Thus φ(x′)
of (1) is expressed in terms of φ(x) through a Taylor series, which we may write as
φ(x′) = exp{λ[(x′ − x).
∂
∂x′′
]}φ(x′′)
∣∣∣∣
x′′=x,λ=1
(2)
In (2) the formal counting parameter λ allows us to generate the terms of the derivative expansion as a λ power
series. This gives
S
(2)
eff = −
1
2
∫
d4x φ(x)B(−iλ∂µ)φ(x)
∣∣∣∣
λ=1
(3)
−iB(p) =
(−ig)2
2
∫
d4k
(2π)4
i∆(k)i∆(k + p)
Thus, all the information needed about the contribution of the η field fluctuations to the derivative expansion of
S
(2)
eff comes from a small four-momentum expansion of the bubble diagram B(p). The formal parameter p
µ = −iλ∂µ
is not in general small so such a derivative expansion of the bubble diagram B can only have any meaning if φ(p)
dies off sufficiently fast as pµ moves away from zero, i.e. the expansion is valid only for small deviations from
space-time independent φ field configurations. At zero temperature with real Minkowskii or Euclidean times and
energies, this works perfectly [1–3].
Now let us turn to finite temperature and use the Euclidean time approach [13]. At first sight the arguments
which led from (1) to (3) work equally well in thermal field theory provided one changes the time integrations to
run from τi to τi− iβ, uses scalar fields which are periodic over this range, and alters the propagators appropriately.
However, the precise meaning of B is not clear in the thermal context because the same diagram represents many
different Green functions with distinct values [14,15]. Existing analyses of the effective action in this language
[4–7,10] (but not [9]) assume without proof that retarded functions should be used. This is the most natural for
Euclidean thermal field theory [14,15] and the effective potential at finite temperature is most easily linked to an
expansion in terms of retarded diagrams [7]. For later comparison, let us see what this gives for S
(2)
eff . In (1) we set
B = Bret, the retarded bubble diagram, which can be calculated with any thermal field formalism to give
Bret(pµ = (E, ~p);β) = −
g2
2
∫
d3~k
(2π)3
∑
s0,s1=±1
s0s1
4ωΩ
1
E + s0ω + s1Ω
(eβ(s0ω+s1Ω) − 1)
(eβs0ω − 1)(eβs1Ω − 1)
(4)
where ω = ω(~k) and Ω = ω(~k + ~p) and we have assumed ∆(E,~k) = (E2 − ω2)−1.
The problem with this thermal retarded diagram is that it does not have a unique value in the pµ → 0 limit
[4–11,16]. In (4), it comes from a divergence in the denominator when E + s0ω+ s1Ω→ 0 as p
µ → 0 for the terms
s0 = −s1 when β < ∞. A more familiar form for the retarded bubble is obtained if we now assume a relativistic
dispersion relation and then perform the angular integration, but this still has the same problems in the limit of
pµ → 0. This strange behaviour of the retarded bubble diagram at zero momentum is not due to any technical
calculational problems [7,16]. From a physical point of view the origin of this branch point is well known and arises
from the physical processes known as Landau damping [13]. These processes have particles from the heat bath
involved in the in or out states and thus are only present at non-zero temperature.
Physically, using Bret implies that the behaviour of fields described by an effective action is very sensitive to the
way I approach the zero momentum point. It implies that almost constant fields, which vary only on scales much,
much bigger than any physical scale in the problem, have a significantly different behaviour when they vary faster
in space than time as compared to the opposite case.
It is therefore worth performing the calculation more carefully, focusing on the temporal aspect as this changes
most radically at finite temperature. Starting from (1) I find
S
(2)
eff =
−ig2
4
∫ τi−iβ
τi
dτ
∫
d3~p
(2π)3
φ(τ, ~p).
∫ τi−iβ
τi
dτ ′
∫
d3~k
(2π)3
∆(τ, τ ′;~k)φ(τ ′,−~p)∆(τ ′, τ ;~k + λ~p)
∣∣∣∣∣
λ=1
(5)
The propagators are for the η field in thermal equilibrium. For illustrative purposes we again work with a relativistic
field for which the most convenient representation here is
∆(τ, τ ′;~k) =
i
β
∑
n∈Z
∑
s=±1
e−iE(τ−τ
′) s
2ω
1
E − sω(~k)
∣∣∣∣∣
E=2piin/β
2
The key point comes in the need to expand the second field in (5) as in (2)
φ(τ ′,−~p) = exp{λ(τ ′ − τ)
∂
∂τ ′′
}φ(τ ′′,−~p)
∣∣∣∣
τ ′′=τ,λ=1
(6)
Performing the τ ′ integration in S
(2)
eff (5) gives
I =
∫ τi−iβ
τi
dτ ′ ei(E
′′+E−E′)τ ′e−i(E
′′+E−E′)τ =
(e(E
′′+E−E′)β − 1)
i(E′′ + E − E′)
ei(E
′′+E−E′)(τi−τ) (7)
where E′′ ≡ −iλ(∂/∂τ ′′) coming from (6). When we use the result I in (5), E and E′ come from the two propagators
and so are both identical to Matsubara frequencies 2πin/β, n ∈ Z. If and only if E′′ is also limited to Matsubara
frequencies does I then reduce to the usual energy conserving delta function I = −iβδn′′,n′−n. From (6) it is clear
that taking E′′ ≡ −iλ(∂/∂τ ′′) identically equal to one of the Matsubara frequencies is equivalent to saying that
the background field φ must be periodic in imaginary time.
However, I intend to truncate the derivative expansion of the φ field. This is a disaster in the compact time
coordinate because the truncated Taylor series of a periodic function is not necessarily periodic! A perturbation of
interest to a periodic background field φ(τ ′′) may be small and periodic itself, but keeping only a finite numbers
of terms in the Taylor series (6) leaves us with a non periodic perturbation. Thus I am forced to consider energies
of the background φ field, E′′ in (7), which are merely in the neighbourhood of zero energy and are not a pure
Matsubara frequency, so that exp{βE′′} 6= 1. The derivative expansion is good for studying small, but arbitrary
deviations from an constant background. This includes non-periodic, i.e. non-equilibrium, perturbations where for
a short time the heat bath will remain in equilibrium.
To put the point more forcefully, existing analyses assume exp{βE′′} = 1 and are therefore only correct if
they impose equilibrium rigorously. Consequently they are correct only for static configurations and expanding
such results about zero energy is invalid. One exception is [9] where it is also argued that the limitation of E′′
to Matsubara frequencies makes no sense. However, in [9] no rigorous algorithm for the choice of the analytic
continuation in energy away from discrete E′′ is provided c.f. [14,15], and Weldon [16] has shown the use of
“Feynman parameterisation” in [9] is incorrect.
With non-periodic perturbations allowed, one can show that the calculation is no longer expected to be inde-
pendent of the initial time τi, which is the time at which the temperature and density matrix were defined [17,19].
Taking great care over factors such as exp{βE} and over the analytic properties of integrands at large energies
when energy sums over E,E′ are performed, contour integration techniques [13] give
S
(2)
eff = −
1
2
∫ τi−iβ
τi
dτ
∫
d3~p
(2π)3
φ(τ, ~p)B(−iλ
∂
∂τ ′′
, λ~p;m; τ − τi)φ(τ
′′,−~p)
∣∣∣∣
τ ′′=τ,λ=1
(8)
B(E′′, ~p;m; τ − τi) =
g2
2
∫
d3~k
(2π)3
∑
s0,s1=±1
s0s1
4ωΩ
1
(E′′ + s0ω + s1Ω)
1
(eβs0ω − 1)(eβs1Ω − 1)
.
{
(eβ(E
′′+s0ω+s1Ω) − 1) + (e−i(τ−τi)(E
′′+s0ω+s1Ω) − 1).(eβE
′′
− 1)eβ(s0ω0+s1Ω)
}
Note that the earlier problems with the derivative expansion in (4) stemmed from the E′′+s0ω+s1Ω denominator,
which in the limit of static and homogeneous fields (E′′ ≡ −iλ(∂/∂τ ′′) = 0, ~p = 0) is divergent. The same
denominator is present in (8) but now the numerators are zero in this limit. Thus the space and time derivative
expansion of this expression is well defined. It also means that there are no branch points at E′′2 = ~p2 or
E′′2 = 4m2 + ~p2 though the latter can never be seen in a small E′′, ~p expansion.
Equation (8) shows that B = Bret of (4) only if I set exp{βE
′′} = 1, i.e. limit myself to exactly periodic φ
field configurations. This again emphasises the fact that the use of the retarded bubble diagram in the derivative
expansion for effective actions is valid only for static configurations.
In order to make the spatial derivative expansion, I need the form of the dispersion relation of the η field. Taking
this to be the usual relativistic form, ω(~k)2 = |~k|2 +m2, it is straight forward to generate the expansion. Up to
first order I have
S
(2)
eff
′
=
g2
32π2
∫ τi−iβ
τi
dτ
∫
d3~x φ(τ, ~x)
[
γ0,0 − iβγ1,0(τ − τi)
∂
∂τ
+O(
∂2
∂τ2
, ~∇2)
]
φ(τ, ~x) (9)
γ0,0 =
∫ ∞
0
dk
−k2
ω3
[
eβω + 1
eβω − 1
+ 2βω
eβω
(eβω − 1)2
]
=
k2
ω
d
dω
(
1
ω
coth(
1
2
βω)
)
γ1,0(τ) =
1
2
γ0,0 +
∫ ∞
0
dk
[
2k2
ω2
eβω
(eβω − 1)2
(−iτ) +
k2
2ω3
(e−2iτω − 1)(1 + e2i(τ−iβ)ω)
(eβω − 1)2
]
3
This first order expansion illustrates several features of the general result (8). Galliean invariance tells us that
there can be no terms odd in ~∇, and no such terms are present in (8) or (9). Terms with no time derivatives
correspond to pure static perturbations in the background fields. These are trivially periodic and hence [17,19]
must be independent of τ − τi. γ0,0 and the explicit form (8) confirm this. Interestingly, there is a term linear in
the time derivative. This unfamiliar term is a Lorentz scalar at finite temperature because of the existence of an
extra four-vector, uµ, the four velocity of the observer with respect to the heat bath. I have implicitly chosen to
measure quantities with respect to the heat bath rest frame so that uµ = (1,~0)µ and the relevant Lorentz scalars
are ∂µ∂
µ and ∂/∂τ ≡ ∂µ.u
µ.
Most importantly, the lowest order term is the contribution to the effective potential and γ0,0 is indeed found to
be precisely that obtained in standard calculations of the effective potential at finite temperature, be they real- or
imaginary-time calculations. Only now with this analysis and its well behaved derivative expansion can we justify
the use such a free energy term as a potential in an evolution equation for quantum fields in a heat bath, something
which has often been assumed at in the past.
Contrary to previous suggestions, this result shows that Landau damping does not destroy the derivative expan-
sion. Indeed, Landau damping terms are present in the above calculation as they are the s1 = −s2 terms with
ω − Ω factors in (8).
Further confirmation that this approach to derivative expansions of thermal effective actions is correct comes
from a real-time calculation [17] and from one using a general path-ordered formalism [18,19] calculation, both
of which give the same result as this Euclidean calculation. Likewise, the generalization to other types of field is
straight forward [19].
Finally, this analysis of thermal effective actions is not in conflict with linear response [13], where retarded Green
functions are relevant. In linear response one considers perturbations which are space-time delta functions. This is
the exact opposite of the nearly constant field configurations described by the derivative expansion of approximation
to thermal effective actions. Thus we should not be surprised when we find Green functions like B of (8) and not
retarded Green functions control the dynamics of slowly varying fields.
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