Abstract: This paper presents an application of image tracking using an omnidirectional wheeled mobile robot (WMR). The objective of this study is to integrate image processing of hue, saturation, and lightness (HSL) for fuzzy color space, and use mean shift tracking for object detection and a Radio Frequency Identification (RFID) reader for confirming destination. Fuzzy control is applied to omnidirectional WMR for indoor patrol and intruder detection. Experimental results show that the proposed control scheme can make the WMRs perform indoor security service.
Introduction
With the development of human civilization and technologies, human life has changed a lot in the past few decades. One of the technologies that has progressed is robot systems. Intelligent robots are now used in daily life for entertainment, medical care, home security, and services in other fields. Intelligent robots integrate electronics, mechanics, control, automation, and communication technologies. Different types of robots have been developed in recent years to meet a variety of needs. The development of robot systems combines the theoretical expertise of many professionals. Related studies and applications are extensive, including obstacles avoidance, path planning, and visual image processing. How to improve the accuracy of a robot's performance is one of the main foci in the field of intelligent robotic control. Omnidirectional wheeled mobile robot (WMR) is one of the mobile robot models that has been discussed widely. It has more advantages than normal WMR, such as mode of action, easy control, and high mobility [1] [2] [3] [4] [5] . Designing an intelligent system for omnidirectional WMR to search and track moving objects automatically is the objective of this study. When omnidirectional WMR is working, one must consider how to adapt to the environment and improve the efficiency of the mission. Many researchers have presented studies on intelligent robot control. Studies on intelligent robots include aspects such as obstacle avoidance, path planning, object tracking, etc. Lin implemented obstacle avoidance and Zigbee control functions for an omnidirectional mobile robot [6] . Tsai applied a omnidirectional mobile robot to remote monitoring [7] . Juang presented wheeled mobile robot obstacle avoidance and object following control based on real-time image tracking and fuzzy theory [8] . Paola proposed multi-sensor surveillance of indoor environments by an autonomous mobile robot. The robot was equipped with a monocular camera, a laser scanner, encoders, and an RFID device, and used a multi-layer decision and control scheme. Fuzzy logic was applied to integrate information from different sensors [9] . Zhong utilized an omnidirectional mobile robot for map building applications [10] . Lee et al. proposed three fuzzy control systems for obstacle avoidance, target seeking, and wall following. The fuzzy control system was integrated in the mobile robot and applied to home security patrol [11] . Chen presented intelligent strategies for a WMR to avoid obstacles and move to a target location. In a short-distance obstacle avoidance model, the WMR is applied to obstacle avoidance and tracking moving objects. RFID is applied to verify the destination. Section 4 shows the results of this study. By image processing and path planning, the omnidirectional wheeled mobile robot can automatically search for and track moving objects. Section 5 describes the advantages and disadvantages of the method based on the results of this study and then conclusions are given. This section also provides future research directions and suggestions.
Image Processing

Color Space Transformation
The webcam captures images in Red, Green, Blue (RGB) color space. Then the RGB image is transformed to HSL color space by code transform processing [26] . RGB color space uses additive color by primary color to produce many colors, but colors produced by the primary color component are not so intuitive. HSL color space includes the hue, saturation, and lightness. This space is similar to human vision. RGB color space values are transformed to HSL color space values by 
In the process of catching visual image, we used a Microsoft LifeCam studio webcam, and put it on the photographer's left shoulder. The camera is used for target tracking and pattern recognition. Figure 1 shows the images in the RGB and HSL color spaces. In target pattern processing, we use RGB color space to decide the R, G, and B values for getting the color that is needed. This method can help us to filter out the colors that are not needed.
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Color Space Transformation
The webcam captures images in Red, Green, Blue (RGB) color space. Then the RGB image is transformed to HSL color space by code transform processing [26] . RGB color space uses additive color by primary color to produce many colors, but colors produced by the primary color component are not so intuitive. HSL color space includes the hue, saturation, and lightness. This space is similar to human vision. RGB 
In the process of catching visual image, we used a Microsoft LifeCam studio webcam, and put it on the photographer's left shoulder. The camera is used for target tracking and pattern recognition. Figure 1 shows the images in the RGB and HSL color spaces. In target pattern processing, we use RGB color space to decide the R, G, and B values for getting the color that is needed. This method can help us to filter out the colors that are not needed. 
Fuzzy Color Histogram Classification
Color image segmentation using fuzzy classification is a pixel-based segmentation method [27] . A pixel is assigned a specific color by the fuzzy system; any given pixel is then classified according to the segments it lies in. Color classification can recognize all colors from the image and define the Appl. Sci. 2016, 6, 349 5 of 28 specific color. To define the specific color, a color spectrum is used to decide the threshold of hue, saturation, and lightness. When we have established the environmental background color with known samples, after training the webcam can automatically capture non-sample colored objects. In this study we used this method to detect desired doors and objects. An example is shown in Figure 2 , where these blocks are in different colors. If we need to find a non-defined color, we must first establish the known pattern color. The hue value, saturation value, and lightness value are all preset. In Figure 2 , a red frame is used to circle detected blocks in the image frame. The red object is the unknown object. Then the threshold is applied, as shown in Table 1 . The values of the known color are put into the fuzzy rules.
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Color image segmentation using fuzzy classification is a pixel-based segmentation method [27] . A pixel is assigned a specific color by the fuzzy system; any given pixel is then classified according to the segments it lies in. Color classification can recognize all colors from the image and define the specific color. To define the specific color, a color spectrum is used to decide the threshold of hue, saturation, and lightness. When we have established the environmental background color with known samples, after training the webcam can automatically capture non-sample colored objects. In this study we used this method to detect desired doors and objects. An example is shown in Figure  2 , where these blocks are in different colors. If we need to find a non-defined color, we must first establish the known pattern color. The hue value, saturation value, and lightness value are all preset. In Figure 2 , a red frame is used to circle detected blocks in the image frame. The red object is the unknown object. Then the threshold is applied, as shown in Table 1 . The values of the known color are put into the fuzzy rules. Orange  17  185  155  Yellow  43  255  226  Green  52  120  192  Blue  128  196  192  Purple  213  116  110 The proposed fuzzy color classification system has three inputs and one output. H, S, and L are inputs of the fuzzy system, and the data points are the values of its H, S, and L. H fuzzy sets are Orange, Yellow, Green, Blue, Purple, Object, and Object 1. S fuzzy sets are S (somber), G (gray), P (pale), D (dark), and DP (deep). L fuzzy sets are Li (light), LU (luminous), M (medium), and B (bright). Output EO is the turning pixel for environment background or objects, fuzzy sets are EB (Environment Background), OB1 (Object 1), and OB (Object). Fuzzy rules are shown as follows, and the fuzzy sets are shown in Figure 3 . The undefined object color (Red) is classified as shown in Figure  4 and the values are shown in Table 2 The proposed fuzzy color classification system has three inputs and one output. H, S, and L are inputs of the fuzzy system, and the data points are the values of its H, S, and L. H fuzzy sets are Orange, Yellow, Green, Blue, Purple, Object, and Object 1. S fuzzy sets are S (somber), G (gray), P (pale), D (dark), and DP (deep). L fuzzy sets are Li (light), LU (luminous), M (medium), and B (bright). Output EO is the turning pixel for environment background or objects, fuzzy sets are EB (Environment Background), OB1 (Object 1), and OB (Object). Fuzzy rules are shown as follows, and the fuzzy sets are shown in Figure 3 . The undefined object color (Red) is classified as shown in Figure 4 and the values are shown in Table 2 In fuzzy color space, the hue component (H) represents the color tone (red or blue), saturation (S) is the amount of color (vivid red or pale red), and lightness (L) is the amount of light (it allows us to distinguish between a dark color and a light color) [14] . Fuzzy color space transforms the environmental background color and calculates the average distribution of hue, saturation, and lightness ( Figure 5 ). It isolates an object from the background environment, and obtains the image of the object as an intruder. In fuzzy color space, the hue component (H) represents the color tone (red or blue), saturation (S) is the amount of color (vivid red or pale red), and lightness (L) is the amount of light (it allows us to distinguish between a dark color and a light color) [14] . Fuzzy color space transforms the environmental background color and calculates the average distribution of hue, saturation, and lightness ( Figure 5 ). It isolates an object from the background environment, and obtains the image of the object as an intruder. 
Color Hue Value Saturation Value Lightness Value
Mean Shift Tracking
Mean shift algorithm is a simple interactive procedure that shifts each data point to the average of data points in its neighborhood. For Gaussian kernels, mean shift is a gradient mapping. Convergence is guaranteed for mean shift iterations. Cluster analysis is treated as a deterministic problem of finding a fixed point of mean shift that characterizes the data [28] . The pixel from HSL color space is used in clustering. Similar colors of the pixel will be clustered into the same group. Each pixel in the image corresponds to a point in fuzzy color space. Mean shift can obtain locally similar colors of the pixel to achieve the maximum density clustering effect [29] . The fuzzy color histogram of a target is constructed to characterize the tracked object. The target is represented by a square region in the image. By the use of the trained fuzzy cluster and a kernel function, weighting factors with respect to all pixels within the square region are calculated. Mean shift can find the highest color density of sample points from the fuzzy color space of the target objects, and the objects can be tracked continuously. Given the position of the detected moving object, we want to extract its color distribution information. Let pattern image color density function be q(u), and the candidate image in the color density be a function of position y; p (u, y) is used to find the position of y, such that p (u, y) and q(u) have the highest similarity [21, 30] .
Pattern image color density function is: 
Pattern image color density function is:
where u is the HSL full-color image, x * i is the object position of pattern image (from fuzzy color classification), b(x * i ) is the transform of the corresponding color index of
2 ) is the kernel function, C is the normalization factor, δ(x) is the Kronecker delta function, and
Candidate image color density function is:
where x i is the real object position of candidate image, C h is the normalization factor, h is the kernel radius length, y is the initial position of the candidate image, and k(
) is the kernel function. The highest estimated Bhattacharyya coefficient is:
Taylor expansion of Equation (6) is applied to deduce the color image density (patterns and candidate) and to make the Bhattacharyya coefficient have the maximum similarity value.
w (x i ) are the weights of candidate image at x i . In order to obtain the greatest similarity, the Bhattacharyya coefficient in Equation (9) must be at its maximum. According to the probability density function estimation in [22] , the Epanechnikov kernel function resulting average of all error (Average Global Error) will be minimal, thus the Epanechnikov kernel function is chosen as the core function. The Epanechnikov kernel function is:
where d is the dimensions of space, C d is the dimensional space, and the unit area of the circle is C d = π. Kernel density estimation is:
is defined as k(x) and
The average motion vector is:
g(
An example of the mean shift method is shown in Figure 6 . 
An example of the mean shift method is shown in Figure 6 . Using the Epanechnikov kernel average displacement vector with the average maximum Bhattacharyya coefficient simplifies the computation, so we can calculate the average displacement and find the pattern image that has the greatest similarity to the candidate image. This method can quickly and effectively identify the image with the most similar moving object candidate, and track the image. Procedures of the mean shift are shown as follows:
Step 1: Calculate the color image density of the patterns.
Step 2: Calculate the color image density of the candidate.
Step 3: Substitute the color image density (patterns and candidate) into Equation (6) and obtain the Bhattacharyya coefficient at .
Step 4: Obtain the w weights using Equation (10).
Step 5: From
, calculate a new position of the candidate image
Step 6: Use new point 1 y to update Using the Epanechnikov kernel average displacement vector with the average maximum Bhattacharyya coefficient simplifies the computation, so we can calculate the average displacement and find the pattern image that has the greatest similarity to the candidate image. This method can quickly and effectively identify the image with the most similar moving object candidate, and track the image. Procedures of the mean shift are shown as follows:
Step 3: Substitute the color image density (patterns and candidate) into Equation (6) and obtain the Bhattacharyya coefficient at y 0 .
Step 4: Obtain the w(x i ) weights using Equation (10).
Step 
Step 6: Use new point y 1 to update {p(u, y 1 )} u=1...m and ρ(y).
Step
Step 8: If (y 1 − y 0 ) < ε, stop iteration, otherwise update y 0 and let y 0 = y 1 and return to Step 2.
Through iteration of the above steps, we can calculate the similarity to the highest candidate image to achieve effective tracking. Figure 7 shows an example of a static background with a moving object. Figure 8 shows an example of a dynamic background with a moving object.
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Control Scheme
The proposed control scheme is performed through experiment verification by an omnidirectional WMR, as shown in Figure 9 . The omnidirectional WMR's chassis size is 240 mm radius. Three omni wheels are configured in space 120° and three 12V-DC motors are installed to provide rated torque of 68 mNm. The robot is 600 mm in length, 400 mm in width, and 850 mm high. It has mechanical arms and fingers that are able to grip things; their length is 470 mm and 150 mm, respectively. The robot arms have six MX-64 motors, two in the shoulder and one in the elbow on both sides. MX-64 is 40.2 mm in length, 41 mm in width, and 61.1 mm high. Its stall torque is 6.0 mNm. There are two MX-28 motors at the wrist on both sides. MX-28 is 35.6 mm in length, 35.5 mm in width, and 50.6 mm high. Its stall torque is 2.5 mNm. The motors are shown in Figure 10 . 
The proposed control scheme is performed through experiment verification by an omnidirectional WMR, as shown in Figure 9 . The omnidirectional WMR's chassis size is 240 mm radius. Three omni wheels are configured in space 120 • and three 12V-DC motors are installed to provide rated torque of 68 mNm. The robot is 600 mm in length, 400 mm in width, and 850 mm high. It has mechanical arms and fingers that are able to grip things; their length is 470 mm and 150 mm, respectively. The robot arms have six MX-64 motors, two in the shoulder and one in the elbow on both sides. MX-64 is 40.2 mm in length, 41 mm in width, and 61.1 mm high. Its stall torque is 6.0 mNm. There are two MX-28 motors at the wrist on both sides. MX-28 is 35.6 mm in length, 35.5 mm in width, and 50.6 mm high. Its stall torque is 2.5 mNm. The motors are shown in Figure 10 . The omnidirectional WMR kinematic model [6, 7] is described as follows. First, we assume the WMR is set on a coordinate system as shown in Figure 11 , where m v is the speed of target direction, In Figure 12 , we know m v vector consists of m x  and m y  . So we can get the 2 v speed for the m v direction as in Equation (15): The omnidirectional WMR kinematic model [6, 7] is described as follows. First, we assume the WMR is set on a coordinate system as shown in Figure 11 , where m v is the speed of target direction, In Figure 12 , we know m v vector consists of m x  and m y  . So we can get the 2 v speed for the m v direction as in Equation (15): The omnidirectional WMR kinematic model [6, 7] is described as follows. First, we assume the WMR is set on a coordinate system as shown in Figure 11 , where v m is the speed of target direction, The omnidirectional WMR kinematic model [6, 7] is described as follows. First, we assume the WMR is set on a coordinate system as shown in Figure 11 , where m v is the speed of target direction, In Figure 12 , we know m v vector consists of m x  and m y  . So we can get the 2 v speed for the m v direction as in Equation (15): y m . So we can get the v 2 speed for the v m direction as in Equation (15):
Then we also know how to get v 1 and v 3 for v m direction as in Equations (16) and (17): 
Then we also know how to get 1 v and 3 v for v m direction as in Equations (16) and (17) There are six ultrasonic sensors installed in front of the second layer of the chassis and they are PARALLAX PING ultrasonic distance sensor. The detection distance is approximately 2 cm to 3 m, the burst frequency is 40 KHz, the current is 30 mA, and the voltage is 5 V, as shown in Figure 13 . The sensors are used to measure the distance and detect and avoid obstacles. Fuzzy theory is applied to obstacle avoidance control. The fuzzy control structure has four inputs and one output. Ultrasonic signals S1, S3, and S6 are inputs and the value is distance. Fuzzy sets are F (far), M (medium), and N (near). Output DA is the angle for left or right; fuzzy sets are VL, L, S, R, and VR. Fuzzy rules are shown as follows, and the fuzzy sets are shown in Figure 14 .
Rule 1: If S1 is N and S3 is N and S6 is M, then DA is VR. Rule 2: If S1 is N and S3 is N and S6 is F, then DA is VR. Rule 3: If S1 is N and S3 is M and S6 is N, then DA is VR. Rule 4: If S1 is N and S3 is M and S6 is M, then DA is VR. Rule 5: If S1 is N and S3 is M and S6 is F, then DA is R. Rule 6: If S1 is N and S3 is F and S6 is N, then DA is R. Rule 7: If S1 is N and S3 is F and S6 is M, then DA is R. Rule 8: If S1 is N and S3 is F and S6 is F, then DA is S. Rule 9: If S1 is M and S3 is N and S6 is N, then DA is L. …. Rule 26: If S1 is F and S3 is F and S6 is M then DA is S. Rule 27: If S1 is F and S3 is F and S6 is F, then DA is S. There are six ultrasonic sensors installed in front of the second layer of the chassis and they are PARALLAX PING ultrasonic distance sensor. The detection distance is approximately 2 cm to 3 m, the burst frequency is 40 KHz, the current is 30 mA, and the voltage is 5 V, as shown in Figure 13 . The sensors are used to measure the distance and detect and avoid obstacles. Fuzzy theory is applied to obstacle avoidance control. The fuzzy control structure has four inputs and one output. Ultrasonic signals S1, S3, and S6 are inputs and the value is distance. Fuzzy sets are F (far), M (medium), and N (near). Output DA is the angle for left or right; fuzzy sets are VL, L, S, R, and VR. Fuzzy rules are shown as follows, and the fuzzy sets are shown in Figure 14 .
Rule 1: If S1 is N and S3 is N and S6 is M, then DA is VR. Rule 2: If S1 is N and S3 is N and S6 is F, then DA is VR. Rule 3: If S1 is N and S3 is M and S6 is N, then DA is VR. Rule 4: If S1 is N and S3 is M and S6 is M, then DA is VR. Rule 5: If S1 is N and S3 is M and S6 is F, then DA is R. Rule 6: If S1 is N and S3 is F and S6 is N, then DA is R. Rule 7: If S1 is N and S3 is F and S6 is M, then DA is R. Rule 8: If S1 is N and S3 is F and S6 is F, then DA is S. Rule 9: If S1 is M and S3 is N and S6 is N, then DA is L.
. . . . Rule 26: If S1 is F and S3 is F and S6 is M then DA is S. Rule 27: If S1 is F and S3 is F and S6 is F, then DA is S. A flowchart of the control sequence is shown in Figure 15 . First, the robot will search for the predefined door in the experimental environment. When the robot detects the specified color target, it moves forward. On the way to this objective, the robot will correct its path by detecting the image range at all times. When the robot reaches the specified distance from the door, it will correct its angle to aim at the door. Then it recognizes the room color and checks whether it has reached the destination or not. If the room color represents the desired destination, the robot moves to the door and RFID, as shown in Figure 16 , reconfirms at the specified distance to verify the target. If the room is not the destination, the robot will search for the next similar target. The RFID will verify the destination again and make sure it is true. When the robot is 500 mm away from the door, the robot will turn to patrol the corridor. When an object appears in the corridor and is intercepted, an image of the object will be transmitted to the control center via Wi-Fi. Staff in the control center can check the object; if it is an intruder they will send a security guard to the scene to ensure safety. If the object is not an intruder, the robot will return to the starting position along the planned route. A flowchart of the control sequence is shown in Figure 15 . First, the robot will search for the predefined door in the experimental environment. When the robot detects the specified color target, it moves forward. On the way to this objective, the robot will correct its path by detecting the image range at all times. When the robot reaches the specified distance from the door, it will correct its angle to aim at the door. Then it recognizes the room color and checks whether it has reached the destination or not. If the room color represents the desired destination, the robot moves to the door and RFID, as shown in Figure 16 , reconfirms at the specified distance to verify the target. If the room is not the destination, the robot will search for the next similar target. The RFID will verify the destination again and make sure it is true. When the robot is 500 mm away from the door, the robot will turn to patrol the corridor. When an object appears in the corridor and is intercepted, an image of the object will be transmitted to the control center via Wi-Fi. Staff in the control center can check the object; if it is an intruder they will send a security guard to the scene to ensure safety. If the object is not an intruder, the robot will return to the starting position along the planned route. A flowchart of the control sequence is shown in Figure 15 . First, the robot will search for the predefined door in the experimental environment. When the robot detects the specified color target, it moves forward. On the way to this objective, the robot will correct its path by detecting the image range at all times. When the robot reaches the specified distance from the door, it will correct its angle to aim at the door. Then it recognizes the room color and checks whether it has reached the destination or not. If the room color represents the desired destination, the robot moves to the door and RFID, as shown in Figure 16 , reconfirms at the specified distance to verify the target. If the room is not the destination, the robot will search for the next similar target. The RFID will verify the destination again and make sure it is true. When the robot is 500 mm away from the door, the robot will turn to patrol the corridor. When an object appears in the corridor and is intercepted, an image of the object will be transmitted to the control center via Wi-Fi. Staff in the control center can check the object; if it is an intruder they will send a security guard to the scene to ensure safety. If the object is not an intruder, the robot will return to the starting position along the planned route.
A team with two robots is presented in this subsection. These two robots use the same path planning and tracking control scheme. When the first robot finds the intruder, the robot will send a warning message to the control center in the remote site and to the second robot. The second robot acts as a backup security guard. Figure 17 shows the initial setup and experimental environment with the starting location and destination room given. In Figure 18 , the target door is not detected at the initial position, so the robot will turn left to face the door. When DL section detects the target, the robot turns left and moves forward. If the DR section detects the target, the robot turns right. When the DM section detects the target, the robot stops turning and moves forward to the door, as shown in Figure 19 . A team with two robots is presented in this subsection. These two robots use the same path planning and tracking control scheme. When the first robot finds the intruder, the robot will send a warning message to the control center in the remote site and to the second robot. The second robot acts as a backup security guard. Figure 17 shows the initial setup and experimental environment with the starting location and destination room given. In Figure 18 , the target door is not detected at the initial position, so the robot will turn left to face the door. When DL section detects the target, the robot turns left and moves forward. If the DR section detects the target, the robot turns right. When the DM section detects the target, the robot stops turning and moves forward to the door, as shown in Figure 19 . A team with two robots is presented in this subsection. These two robots use the same path planning and tracking control scheme. When the first robot finds the intruder, the robot will send a warning message to the control center in the remote site and to the second robot. The second robot acts as a backup security guard. Figure 17 shows the initial setup and experimental environment with the starting location and destination room given. In Figure 18 , the target door is not detected at the initial position, so the robot will turn left to face the door. When DL section detects the target, the robot turns left and moves forward. If the DR section detects the target, the robot turns right. When the DM section detects the target, the robot stops turning and moves forward to the door, as shown in Figure 19 . The RFID reader and tag are applied to verify the destination. When omnidirectional WMR approaches a door, the RFID reader will check the tag's UID. Each RFID tag has its own UID code. Each UID corresponds to a certain room number. A tag posted on the door is shown in Figure 20 .
In Figure 21 , the RFID reader will read the tag UID to verify the destination at a specified distance. If it is the destination, the robot will move forward to the door. Figure 22 shows that the robot turns right if RFID verifies the correct result. In Figure 23 , the webcam and ultrasonic sensor will verify the destination at a specified distance. If it is the destination, then the second robot will move forward to the door. Figure 24 shows the second robot turning right after the webcam verifies the correct result. The RFID reader and tag are applied to verify the destination. When omnidirectional WMR approaches a door, the RFID reader will check the tag's UID. Each RFID tag has its own UID code. Each UID corresponds to a certain room number. A tag posted on the door is shown in Figure 20 . The RFID reader and tag are applied to verify the destination. When omnidirectional WMR approaches a door, the RFID reader will check the tag's UID. Each RFID tag has its own UID code. Each UID corresponds to a certain room number. A tag posted on the door is shown in Figure 20 . In Figure 21 , the RFID reader will read the tag UID to verify the destination at a specified distance. If it is the destination, the robot will move forward to the door. Figure 22 shows that the robot turns right if RFID verifies the correct result. In Figure 23 , the webcam and ultrasonic sensor will verify the destination at a specified distance. If it is the destination, then the second robot will move forward to the door. Figure 24 shows the second robot turning right after the webcam verifies the correct result. In Figure 21 , the RFID reader will read the tag UID to verify the destination at a specified distance. If it is the destination, the robot will move forward to the door. Figure 22 shows that the robot turns right if RFID verifies the correct result. In Figure 23 , the webcam and ultrasonic sensor will verify the destination at a specified distance. If it is the destination, then the second robot will move forward to the door. Figure 24 shows the second robot turning right after the webcam verifies the correct result. In Figure 25 , the second robot moves forward along the wall. If the robot is too close to the wall, the WMR will be controlled to move away from the wall. Figure 26 shows a robot in the corridor environment. In Figure 25 , the second robot moves forward along the wall. If the robot is too close to the wall, the WMR will be controlled to move away from the wall. Figure 26 shows a robot in the corridor environment. In Figure 25 , the second robot moves forward along the wall. If the robot is too close to the wall, the WMR will be controlled to move away from the wall. Figure 26 shows a robot in the corridor environment. In Figure 27 , twin robots patrol the corridor and check whether there is an intruder or not. At the other end of the corridor, a man walks in front of the robot. The proposed control scheme can detect environmental colors and find the intruder. When an object appears in the corridor and is intercepted, the image of the object and an alarm signal will be transmitted to the control center and to the second robot via DataSocket server connection IP address and Wi-Fi, as shown in Figures 28  and 29 . In Figure 27 , twin robots patrol the corridor and check whether there is an intruder or not. At the other end of the corridor, a man walks in front of the robot. The proposed control scheme can detect environmental colors and find the intruder. When an object appears in the corridor and is intercepted, the image of the object and an alarm signal will be transmitted to the control center and to the second robot via DataSocket server connection IP address and Wi-Fi, as shown in Figures 28 and 29 . In Figure 27 , twin robots patrol the corridor and check whether there is an intruder or not. At the other end of the corridor, a man walks in front of the robot. The proposed control scheme can detect environmental colors and find the intruder. When an object appears in the corridor and is intercepted, the image of the object and an alarm signal will be transmitted to the control center and to the second robot via DataSocket server connection IP address and Wi-Fi, as shown in Figures 28  and 29 . In Figure 30 , when the control center receives the object detection message and the intruder is confirmed, security guards will move to the scene and check the environmental conditions. 
Experimental Results
This experiment presents a twin robot indoor patrol. There are six steps in the control sequence: (1) Search for a predefined target and track a designated door; (2) Correct the direction and recognize the first room color; (3) Approach the first room and verify via RFID; (4) Move forward along the In Figure 30 , when the control center receives the object detection message and the intruder is confirmed, security guards will move to the scene and check the environmental conditions. 
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This experiment presents a twin robot indoor patrol. There are six steps in the control sequence: (1) Search for a predefined target and track a designated door; (2) Correct the direction and recognize the first room color; (3) Approach the first room and verify via RFID; (4) Move forward along the wall; (5) Detect an object; (6) Send a message to the control center. Communications of WMR, notebook, control center, and mobile phone are shown in Figure 31 . The proposed control scheme detects environmental colors and finds intruders. When an object appears in the corridor and is intercepted, an image of the object and an alarm signal will be transmitted to the remote control center and to the user's mobile phone via Wi-Fi, as shown in Figure  32 . The proposed control scheme detects environmental colors and finds intruders. When an object appears in the corridor and is intercepted, an image of the object and an alarm signal will be transmitted to the remote control center and to the user's mobile phone via Wi-Fi, as shown in Figure 32 .
When the first robot detects an intruder, an alarm message will be sent to the second robot, as shown in Figure 33 . After receiving the alarm message, the second robot starts image processing and sends a captured intruder image to the control center. Data transmitting times of moving objects by different Wi-Fi stations are shown in Table 3 .
When the robot finds the destination door, the next step is to recognize the room color. If the room color is verified then the robot moves forward and approaches the door. If the tag UID of the room is reconfirmed, the robot will turn and move along the wall and search for moving objects. Figure 34 shows the dual-robot patrol experimental results. The proposed control scheme detects environmental colors and finds intruders. When an object appears in the corridor and is intercepted, an image of the object and an alarm signal will be transmitted to the remote control center and to the user's mobile phone via Wi-Fi, as shown in Figure  32 . When the first robot detects an intruder, an alarm message will be sent to the second robot, as shown in Figure 33 . After receiving the alarm message, the second robot starts image processing and sends a captured intruder image to the control center. Data transmitting times of moving objects by different Wi-Fi stations are shown in Table 3 . When the first robot detects an intruder, an alarm message will be sent to the second robot, as shown in Figure 33 . After receiving the alarm message, the second robot starts image processing and sends a captured intruder image to the control center. Data transmitting times of moving objects by different Wi-Fi stations are shown in Table 3 . When the robot finds the destination door, the next step is to recognize the room color. If the room color is verified then the robot moves forward and approaches the door. If the tag UID of the room is reconfirmed, the robot will turn and move along the wall and search for moving objects. Figure 34 shows the dual-robot patrol experimental results. When the robot finds the destination door, the next step is to recognize the room color. If the room color is verified then the robot moves forward and approaches the door. If the tag UID of the room is reconfirmed, the robot will turn and move along the wall and search for moving objects. Figure 34 shows the dual-robot patrol experimental results. (c) moving forward to destination door; (d) when the robot approaches to the door, it will correct its position to aim at the room plate and door; (e) if it is the correct destination, the robot will approach the door and use RFID to verify the tag UID; (f) the robot turns right after verification is confirmed; (g) shifting path; (h) find moving object; (i) mean shift tracking and send message to the control center; (j) come to the end and rotate; (k) shifting path; (l) find the starting point of the elevator; (m) go straight to the elevator; (n) arrive back at the starting position.
Conclusions
In this study, we propose an intelligent scheme based on fuzzy control, RFID, image processing, fuzzy color classification, and mean shift tracking to control omnidirectional WMR for indoor patrol. In image processing, we integrate the webcam and vision builder to process images and navigate the robot to the destination. A normal image is in RGB color space; however, the composition of three color components and the produced colors are not so intuitive and are susceptible to light interference. So we use HSL color space to solve the problem of light interference. We apply fuzzy color histogram classification to recognize all colors from the pattern image and define the background color. Mean shift tracking can find the highest color density of sample points from the fuzzy color space of the target objects and the objects can be tracked continuously. In the control scheme we used a human-machine interface by LabVIEW 2014 (National Instruments Corporation, Austin, TX, USA) and integrated the MATLAB 2015b (The MathWorks, Inc., Natick, MA, USA) codes and image information by vision builder to control the robot to track the target and reach the destination. RFID reader and tag's UID can verify the destination to avoid recognition error from image processing. A fuzzy controller can drive the WMR to avoid obstacles easily. This study develops a dual-robot patrol system. The second robot acts as a backup to the first robot while on patrol. Intruder information can be sent to a remote site via the Internet by both robots. The experimental results show that the proposed control scheme can make the dual-robot system perform indoor security service. The proposed system can therefore free up human resources. Further improvements of this study will be to have the robots extinguish unnecessary sidewalk lights and lock unlocked office doors. Although the goal of this study has been achieved, the disadvantage of the proposed system is that the robots can only be applied to indoor service. In the future, GPS will be installed on the robots so that they can also perform outdoor patrols.
