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Abstract—In the present work we outline the first computer
game which is operated by real-time emotion recognition from
speech. Urgency is detected from the voice of a player and
conveyed to control parameters like speed during a race or
accuracy while shooting on a target for a biathlon sports
simulation. Moreover, the game showcases the world’s first
automatic speech emotion recognition which is based on the
Component Process Model, a fundamental theory of cognitive
psychology.
1. Introduction
Computational intelligence has reached quasi-human
qualities when estimating emotional characteristics such as
arousal from speech [1], [2]. With many real-life systems
being capable of deployment outside of laboratory settings
[3], emotion recognition tasks are ready to expand into
consumer products. In that regard, the entertainment and
sports sectors, which play a major role for fun and well-
being, can benefit from affective computing.
Therefore, we present a first of its kind show-case which
demonstrates how automatic vocal affect recognition can be
used as natural and fun input modality for virtual sports
gaming. We show a real-time software prototype of such a
game running on PC and smartphone platforms. Further, it
is the first real-time embedded show-case application of our
novel acoustic emotion recognition technology based on a
solid psychological model instead of big-data and machine
learning. The demonstrator is the first implementation in
that regard, and as such shows a fully working example of
applied psychological research.
The remainder of this paper is structured as follows:
Section 2 briefly describes the underlying VocEmoApI emo-
tion recognition technology, Section 3 describes the gaming
prototype, and Section 4 gives evaluation results of a pre-
liminary user study before we conclude our presentation in
Section 5.
2. Speech Emotion Recognition
In order to provide a control variable to the game in
real-time, voice segments are analysed by our VocEmoApI
emotion recognition software, resulting in continuous es-
timates of the player’s affective state. VocEmoApI detects
vocal markers which are caused by changes in physiological
processes due to appraisal checks in the cognitive affective
process [5], [6] – i. e., the cognitive process which happens
when we process emotion eliciting events in our mind.
The acoustic voice analysis is based on an extension of
the Geneva Minimalistic Acoustic Parameter set [7] imple-
mented in audEERING’s openSMILE toolkit [8]. The infer-
ence of scores for appraisal criteria is based on empirical
correlations between vocal markers and appraisal process
criteria. Scherer’s component process model describes four
major appraisal dimensions [5], [9], [10], [11], [12]: the
Novelty, the intrinsic Pleasantness or goal conduciveness,
the ability of the person to Control the event, and the
resulting Urgency for action and behavioural excitation. For
our sports gaming context, urgency is the most meaningful
appraisal criterion and thus was chosen as only variable to
control the game (Section 3). On the acoustic side, urgency,
which leads to increased vocal activation, causes – among
several other parameters – e.g., the speaking speed, volume,
and pitch to change.
3. The Game
We present a computer game in which the operation
mode is based on emotional urgency conveyed by the
player’s voice. The player is engaged in a biathlon sports
competition which naturally consists of two parts: skiing and
rifle shooting. In the first part (Figure 1, left), a skier avatar
needs to be ‘cheered’ to the target line as fast as possible.
In the second part (Figure 1, right), the player has to aim a
shot at the centre of a target disc. Affect-wise, this setting
is highly interesting, as it requires the player to change
between high and low vocal urgency. Likewise, it offers an
opportunity to train one’s control of vocal emotional display
by switching between these different ends of expressed
urgency.
Technically, voice activity is detected in a first step
by audEERING’s noise-robust voice activity detection [13]
based on recurrent neural networks with Long Short-Term
Memory. Secondly, voice segments are analysed by our
VocEmoApI emotion recognition software in real-time (see
Section 2), resulting in continuous estimates of the player’s
emotional state.
For the ski racing (Figure 1, left), high urgency in the
voice makes the skier moving faster, which is necessary to
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Figure 1. Screenshots of both parts of the vocal affect controlled biathlon game. Left: Ski racing of the player (red) vs two computer-controlled avatars
(blue). Right: Target shooting. Urgency is detected from the voice in real-time leading to faster (high urgency) or slower (low urgency) skiing, and to
more precise (low urgency) or more off-target (high urgency) shots.
Figure 2. Players playing the affect controlled biathlon game at a public event [4].
to win this part of the game. Maximum points are rewarded
for being fastest of the three skiers, and no points for being
the last. This part of the game induces strong vocal emotions
by creating an urgency for action in the player if the skier
moves too slow.
In contrast, the shooting part of the game demands the
opposite behaviour of the player (Figure 1, right). Calmness
and focus is of essence for aiming precisely at a target. Thus,
speaking calm causes the cross-hairs to move slower and
closer to the centre of the bull’s eye. The shot is fired after
a fixed duration of speech activity, removing any urgency
from the player. The score depends on the distance of the
shot from the centre of the target.
The game additionally provides a leaderboard listing the
player names sorted by their achieved points. This leads
to more competition and thus more engagement in social
settings, which in turn encourages players to show even
stronger emotions when competing against each others.
4. Evaluation
The game was first showcased at a public demonstration
event of audEERING’s VocEmoApI technology [4] – see the
some of the players in action on the photographs in Figure 2.
More than 50 participants participated at the event. Most of
them played the game and were fascinated by the way they
could influence the game solely by the tone of their voice. 21
players filled in questionnaires with feedback of the game.
They were from various nationalities (including English,
Italian, German, and Chinese) and aged from approx. 20 to
50 years with a mean around 35 years; approx. 30% were
female players, and 70% male. They rated on a scale of 1
(worst) to 5 (best) how well they thought A) the system
did pick up their emotional tone, and B) how much fun the
game was.
The mean rating for question A (emotion recognition)
is 4.05 with a standard deviation of 1.09, which indicates
excellent emotion recognition performance as perceived by
the players of the game. The mean rating for question
B (fun) is 4.57 with a standard deviation of 0.73, which
proves that the game was well received due to its novel and
innovative input mechanism, which has not been available
for gaming so far.
5. Conclusion
This paper introduced the world’s first computer game
fully operated by emotions expressed by voice. It showcases
the real-world applicability of ground-breaking, fundamental
psychological research and theories through the VocEmoApI
technology. A brief description of the VocEmoApI technol-
ogy and the relation to Scherer’s Component Process Model
was given. Preliminary player feedback indicates a 4.05 out
of 5 (best) score for the perceived accuracy of the emotion
recognition and a 4.57 out of 5 (best) score for the fun-factor
of the game.
We aim to make the game available as an Android App
and add more levels in the future with further affect related
game elements.
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