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RESUMEN
En el presente documento se realiza un análisis comparativo entre tres filtros de Kalman,
a la salida de una etapa de pre-procesamiento. Para este propósito serán empleados los
filtros de estadística robusta (Weighted robust Kalman filter (wrKF), Robust statistics
Kalman filter (rsKF), Thresholded Kalman filter (tKF)). Todo esto, teniendo en cuenta
las falencias presentes en los sistemas de adquisición de datos, como lo son la aparición
recurrente de datos atípicos (un valor atípico es generalmente definido como una
observación que "está fuera de algún patrón general de distribución") [1]. Estos valores
atípicos pueden surgir debido a problemas con los datos principales, perturbaciones
ambientales transitorias, fallos temporales de los sensores, por instrumentos defectuosos
en el sistema de medición de las señales de tensión y corriente presentes en el sistema
SCADA, mediciones erróneas o por las características de ruido que son intrínsecas a los
sensores. Si no se toman en serio, los valores extremos pueden conducir a conclusiones
falsas sobre la actividad real de la variable de interés, afectando negativamente los
procesos de monitoreo y control [2].
El enfoque de este trabajo, es el de utilizar los filtros robustos de Kalman como una etapa
de pre-procesamiento de señales en presencia de valores atípicos. Para este propósito,
las señales de prueba serán modificadas a partir de la inclusión de datos espurios, hasta
alcanzar un 20% de contaminación. Para el desarrollo del análisis, son utilizados conjuntos
de datos procedentes de un sistema SCADA, estos datos corresponden a las curvas de
demanda diaria presentes en los transformadores de una empresa de energía dedicada al
negocio de la distribución y comercialización de energía a nivel regional.
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ABSTRACT
In this document a comparative analysis is performed between three Kalman filters at
the output of a pre-processing step. For this purpose, robust statistics filters are used
(weighted robust Kalman filter (wrKF), robust Kalman filter Statistics (rsKF), Thresholded
Kalman filter (tKF)). Everything is taking into account the shortcomings that occur in data
acquisition systems, as in the emergence of a periodic resource of atypical data [1]. These
atypical values may arise due to problems with the main data, transient environmental
disturbances, temporary sensory failures, faulty instruments in the measurement system
of the voltage and current signals in the SCADA system, erroneous measurements or by
noise characteristics Which are intrinsic to the sensors. If they are not taken seriously,
extreme values can lead to false conclusions about the actual activity of the interest
variable, negatively affecting the monitoring and control processes [2].
The focus of this work is the use of robust Kalman filters as a stage of signal preprocessing
in the presence of atypical values. For this purpose, the test signals are modified from
the inclusion of spurious data, until reaching a 20% contamination. For data diversions,
the data used are data from a SCADA system, these data correspond to the daily
demand curves, the data of the transformers of a power company dedicated to the energy
distribution and commercialization business at a regional level.
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Capítulo 1
Introducción
1.1 Justificación
La red de energía eléctrica interconectada en todos los países, es uno de los objetos
más grandes y más complejos jamás creados por el hombre,[3] donde cada uno de sus
componentes en una red de energía, genera datos que pueden ser de gran interés para
los operadores de sistemas eléctricos; éstos últimos, dada la competencia económica y
las fuerzas ecológicas, se ven obligados a mantener una supervisión remota y un control
permanente de la red de energía, la cual hoy en día mantiene un carácter centralizado.
Un sistema típico utilizado por las empresas prestadoras del servicio eléctrico, para
la supervisión remota de las redes eléctricas, es el sistema de Supervisión, Control y
Adquisición de Datos (Supervisory Control And Data Acquisition SCADA). El SCADA
proporciona varias funciones tales como, la representación gráfica del sistema de potencia
con valores actualizados, respecto a tres elementos precisos: Tendencias, Informes y
Alarmas [4].
Los datos registrados por los sistemas de adquisición de datos como el sistema SCADA,
a menudo resultan ser inadecuados para la transformación directa al computador,
generalmente una etapa de pre-procesamiento suele ser necesaria. La mala calidad de los
datos almacenados se puede atribuir a diferentes factores, por ejemplo, el ruido añadido
por los amplificadores de señal y circuitos de acondicionamiento, la no linealidad y
ruido de cuantificación en la conversión analógica-digital, y, en general, el ruido ajeno
recogido del ambiente. Una vez que los datos están disponibles para el procesamiento
digital, una serie de problemas de instrumentación todavía pueden afectar a la etapa
previa de almacenamiento; algunos ejemplos típicos son los picos resultantes de la
corrupción de datos dentro del sistema. En la práctica, la primera operación sobre los
datos registrados por lo general consiste en "editar" la información con el fin de eliminar
el mayor número posible de problemas; esto se conoce como "pre-procesamiento" de la
información. La salida de la etapa de pre-procesamiento se considera entonces adecuada
como entrada para los programas de aplicación, los cuales constituyen la etapa formal de
"procesamiento" [5].
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A nivel local, las empresas que se dedican a la distribución y comercialización de energía
eléctrica presentan problemas con las bases de datos proporcionadas por sus sistemas
SCADA, al estar contaminadas por valores atípicos de diferente naturaleza (datos
saturados, valores extremos o por fuera de la varianza de la señal, datos contaminados
por ruido). Por tal motivo, resulta indispensable realizar una etapa de pre-procesamiento
para evitar conclusiones erróneas en análisis posteriores. Debido al problema de los
valores atípicos y a la falta de un software destinado al pre-procesamiento de las señales
de entrada, estas empresas realzan una validación manual de los datos, esto implica un
proceso lento y propenso a errores humanos.
En este documento se aborda el problema de contaminación por datos atípicos en curvas
de demanda diaria para transformadores de distribución y se plantea una posible solución
por medio de una etapa de pre-procesamiento a partir de las cualidades de los filtros
robustos de Kalman, además, se requiere de un análisis comparativo para determinar cuál
de los filtros proporciona la mejor predicción con respecto a las señales de prueba (curvas
de demanda diaria en transformadores de distribución bajo carga).
OBJETIVOS
1.2 Objetivo General
Realizar un análisis comparativo entre tres diferentes filtros robustos de Kalman y de
esta manera determinar el método de filtrado óptimo para curvas de demanda diaria en
transformadores de distribución.
1.3 Objetivos Específicos
• Implementar una tubería de datos para la aplicación de filtros de Kalman robustos a
curvas de demanda diaria en transformadores de distribución.
• Realizar la sintonización de los parámetros de los diferentes filtros de Kalman
robustos.
• Comparar el desempeño de los diferentes filtros de Kalman robusto en la tarea de
detección de outliers.
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Capítulo 2
Marco teórico y Estado del arte
2.1 Conceptos básicos
Modelo de espacio de estados: es un conjunto de ecuaciones matemáticas de primer
orden que describen un sistema físico a partir de entradas, salidas y variables de estado.
El conjunto de ecuaciones algebraicas se pueden escribir de forma matricial [6].
Sistema dinámico: es un sistema cuyo estado evoluciona con el tiempo. Se le llaman
sistemas porque están descritos por un conjunto de ecuaciones y dinámicos porque sus
parámetros varían con respecto a alguna variable que generalmente es le tiempo. Los
modelos físicos, económicos y matemáticos son ejemplos de sistemas dinámicos[7].
Covarianza: es un valor que indica el grado de variación conjunta de dos variables
aleatorias. Si los valores bajos de una variable se corresponden con los valores bajos de
otra variable, o si lo mismo ocurre con los valores altos de ambas, la covarianza tiene un
valor positivo y es calificada como directa. En cambio, si los valores bajos de una variable
se corresponden con los valores más altos de otra variable y viceversa, la covarianza
resulta negativa y se define como inversa. Si la covarianza es cero no hay una correlación
clara en ninguno de los dos sentidos. La covarianza, por lo tanto, nos permite descubrir si
las variables mantienen un vínculo de dependencia [8].
Ruido blanco: El ruido blanco es una señal aleatoria, caracterizada porque sus valores
en instantes de tiempo distintos no tienen relación alguna entre sí, es decir, no existe
correlación estadística entre sus valores, por tal motivo su densidad espectral de potencia
es una constante. Se describe como "blanco" por analogía con la luz blanca, que es una
mezcla de todas las longitudes de onda de la luz visible [9].
Distribución Gaussiana: En estadística y probabilidad se conoce como distribución
normal o distribución de Gauss. Una de sus características más importantes es que la
densidad está concentrada en torno a la media y se hace muy pequeña conforme se aleja
de este valor central [10].
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Outliers: son valores anormales u observaciones distantes del resto de los datos que
componen una muestra. Cualquier estudio estadístico que contenga valores atípicos
arrojará resultados engañosos [11].
Proceso estocástico: Se denomina proceso estocástico a toda variable aleatoria que
evoluciona generalmente a lo largo del tiempo. Cada una de las variables aleatorias de un
proceso estocástico tienen sus propias funciones de distribución de probabilidad, y entre
ellas, pueden estar correlacionadas o no [12].
2.2 Filtro de Kalman (KF)
El filtro de Kalman es a menudo considerado como el predecesor de los sistemas de
filtrado modernos [13], [14]. Posee la cualidad de producir el error cuadrático medio
más pequeño cuando se aplica a sistemas dinámicos lineales-Gaussianos. Sin embargo,
su rendimiento se degrada en presencia de ruido no Gaussiano [15]. El criterio del
error cuadrático es muy sensible a las mediciones periféricas [16] y produce muy malas
estimaciones para sistemas con perturbaciones transitorias. El problema reside en las
colas de la distribución Gaussiana, debido a que el filtro de Kalman descarta la idea de
que cualquier medida es siempre un valor atípico [17].
El filtro de Kalman, basado en la formulación de un modelo de espacio de estados de
un sistema dinámico lineal, proporciona una solución recursiva al problema de filtrado
óptimo lineal [18]. La solución es recursiva dado que cada estimación actualizada del
estado se calcula a partir de la estimación anterior y de los nuevos datos de entrada, por lo
que sólo la estimación anterior requiere almacenamiento [19]. El sistema dinámico lineal
se puede describir a través de las siguientes relaciones,
θk = Aθk−1 + ωk
Zk = Cθk + vk
(1)
Donde {Zk}Nk=1 son observaciones sobre N instantes de tiempo, θk son los estados ocultos
correspondientes (donde θk ∈ Rnx1, y Zk ∈ Rmx1), C ∈ Rmxn es la matriz de observación,
A ∈ Rnxn es la matriz de transición de estado, ωk ∈ Rnx1 es el estado del ruido en el
instante de tiempo k, y vk ∈ Rmx1 es el ruido de observación en el instante de tiempo
k. También se supone que ωk y vk son ruidos Gaussianos no correlacionados de media
igual a cero, esto es, ωk ∼ N (0; Q), vk ∼ N (0; R), donde Q ∈ Rnxn y R ∈ Rmxm. Q
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y R son matrices diagonales de covarianza para el estado y el ruido de observación,
respectivamente.
El valor esperado de los estados ocultos se puede calcular usando las ecuaciones de
propagación y actualización. Las ecuaciones de propagación se dan como [19]
θ−k = A〈θk−1〉
Σ−k = AΣk−1A
T +Q
(2)
Las ecuaciones de actualización son las siguientes,
Kk = Σ
−
k C
T (CΣ−k C
T +R)−1
〈θk〉 = θ−k +Kk(Zk − Cθ−k )
Σk = (I −KkC)Σ−k
(3)
Donde 〈〉 denota el valor esperado; 〈θk〉 es la estimación posterior del vector de estado θk;
Σk es la matriz de covarianza de θk; θ−k y Σ
−
k representan la estimación previa de θk, y la
matriz de covarianza previa, respectivamente, que están disponibles en el tiempo k. La
matriz Kk se conoce como la ganancia de Kalman y se utiliza para calcular la estimación a
posteriori del vector de estado [19].
La segunda ecuación mostrada en (3), se conoce como la actualización para el vector
de estado y se obtiene maximizando la probabilidad entre el vector de estado θk y la
observación Zk en el tiempo k, dadas las observaciones hasta el tiempo k − 1. Se
puede demostrar que maximizar la probabilidad es equivalente a minimizar el logaritmo
negativo de la verosimilitud, llevando al problema de minimización siguiente [19],
〈θk〉 = argθkmin
{
n∑
i=1
(pik − dikθk)2 +
m∑
j=1
(sjk − bjkθk)2
}
(4)
Donde n es el número de estados; m es el número de salidas; pik son las entradas del
vector Pk = (Σ−k )
− 1
2 θ−k ; sjk son las entradas del vector Sk = (R)
− 1
2Zk; dik son las entradas
de la matriz Dk = (Σ−k )
− 1
2 ; y bjk son las entradas del vector Bk = (R)
− 12C [19].
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Resulta importante anotar que la dinámica del sistema (C,A,R y Q) es generalmente
desconocida. Para los experimentos realizados en el capítulo 4, los valores de C,A,R y Q
son sintonizamos manualmente.
2.3 Curva de demanda diaria
Estas curvas se dibujan para el día pico de cada año del período estadístico seleccionado.
Las curvas de demanda diaria están formadas por los picos obtenidos en intervalos de
una hora para cada hora del día. Las curvas de carga diaria dan una indicación de las
características de la carga en el sistema, sean estas predominantemente residenciales,
comerciales o industriales y de la forma en que se combinan para producir el pico.
Su análisis debe conducir a conclusiones similares a las curvas de carga anual, pero
proporcionan mayores detalles sobre la forma en que han venido variando durante el
período histórico y constituye una base para determinar las tendencias predominantes
de las cargas del sistema, permite seleccionar en forma adecuada los equipos de
transformación en lo que se refiere a la capacidad límite de sobrecarga, tipo de
enfriamiento para transformadores de subestaciones y límites de sobrecarga para
transformadores de distribución [20].
Figura 1: Curva de demanda diaria [21].
En la figura 1. Se muestran las curvas de carga diarias típicas en nuestro país, estas
muestran el porcentaje pico contra el tiempo y permite observar el comportamiento de las
mismas [20].
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2.4 Sistema SCADA
El primer tipo de SCADA se utilizó en aplicaciones tales como tuberías de gas y líquidos,
la transmisión y distribución de energía eléctrica y en los sistemas de distribución de
agua, para su control y monitoreo automático [22].
2.4.1 Descripción general de un SCADA
Los sistemas SCADA se conocen en español como Control Supervisor y Adquisición de
Datos. Según [23], el SCADA permite la gestión y control de cualquier sistema local o
remoto gracias a una interfaz gráfica que comunica al usuario con el sistema.
Un sistema SCADA es una aplicación o conjunto de aplicaciones de software
especialmente diseñadas para funcionar sobre ordenadores de control de producción,
con acceso a la planta mediante la comunicación digital con instrumentos y actuadores, e
interfaz gráfica de alto nivel para el operador (pantallas táctiles, ratones o cursores, lápices
ópticos, etc.).
2.4.2 Características de un SCADA
Un SCADA abarca la recolección de la información y la transferencia de datos al sitio
central, llevando a cabo el análisis y el control necesario, para luego mostrar la información
sobre una serie de pantallas de operador y de esta manera permitir la interacción, cuando
las acciones de control requeridas se transportan de nuevo al proceso [24].
Las características principales de un SCADA son las siguientes:
• Adquisición y almacenado de datos para recoger, procesar y almacenar la
información recibida en forma continua y confiable.
• Representación gráfica y animada de variables de proceso y su monitorización por
medio de alarmas.
• Ejecutar acciones de control para modificar la evolución del proceso, actuando ya
sea sobre los reguladores autónomos básicos (consignas, alarmas, menús, etc.) o
directamente sobre el proceso mediante las salidas conectadas.
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• Arquitectura abierta y flexible con capacidad de ampliación y adaptación.
• Conectividad con otras aplicaciones y bases de datos, locales o distribuidas en redes
de comunicación.
• Supervisión, para observar desde un monitor la evolución de las variables de control.
• Transmisión de información con dispositivos de campo y otros PC.
• Base de datos, gestión de datos con bajos tiempos de acceso.
• Presentación, representación gráfica de los datos. Interfaz del Operador o HMI.
• Explotación de los datos adquiridos para gestión de la calidad, control estadístico,
gestión de la producción y gestión administrativa y financiera.
• Alertar al operador sobre cambios detectados en la planta, tanto aquellos que no se
consideren normales (alarmas) como los que se produzcan en su operación diaria
(eventos). Estos cambios son almacenados en el sistema para su posterior análisis.
2.4.3 Gestión y archivo de datos
Se encarga del almacenamiento y procesado ordenado de los datos, según formatos
inteligibles para elementos periféricos de hardware (impresoras, registradores) o software
(bases de datos, hojas de cálculo) del sistema, de forma que otra aplicación o dispositivo
pueda tener acceso a ellos. Pueden seleccionarse datos de planta para ser capturados
a intervalos periódicos y almacenados como un registro histórico de actividad, o para
ser procesados inmediatamente por alguna aplicación de software para presentaciones
estadísticas, análisis de calidad o mantenimiento. Esto último se consigue con un
intercambio de datos dinámico entre el SCADA y el resto de aplicaciones que corren
bajo el mismo sistema operativo. Por ejemplo, el protocolo DDE de Windows permite el
intercambio de datos en tiempo real. Para ello, el SCADA actúa como un servidor DDE
que carga variables de planta y las deja en la memoria para su uso por otras aplicaciones
Windows, o las lee en memoria para su propio uso después de haber sido escritas por
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otras aplicaciones. Una vez procesados, los datos se presentan en forma de gráficas
analógicas, histogramas, representación tridimensional, etc., que permiten analizar la
evolución global del proceso [25].
Esquemáticamente, un sistema SCADA conectado a un proceso automatizado consta de
las siguientes partes:
Figura 2: Esquema de un sistema SCADA [26].
1. Proceso objeto de control: es el proceso que se desea supervisar. En consecuencia, es el
origen de los datos que se requieren colectar y distribuir.
2. Adquisición de datos: son un conjunto de instrumentos de medición dotados de alguna
interface de comunicación que permita su interconexión.
3. SCADA: combinación de hardware y software que permita la colección y visualización
de los datos proporcionados por los instrumentos.
4. Clientes: conjunto de aplicaciones que utilizan los datos obtenidos por el sistema
SCADA.
Capítulo 3
Materiales y métodos
3.1 Materiales
En esta sección se describe el conjunto de señales de prueba y el recurso físico utilizado
durante el desarrollo de este trabajo.
3.1.1 Conjunto de datos
El conjunto de datos de prueba corresponde a curvas de demanda diaria en
transformadores de distribución bajo carga. Se cuenta con 9 señales de este tipo. las
observaciones de cada señal están en unidades de potencia activa (kW), con un registro de
1000 horas (muestras) para cada una. Cabe resaltar que cada señal es normalizada antes
de realizar el análisis comparativo.
3.1.2 Recurso físico
Los materiales y software utilizados durante el desarrollo de este proyecto, se describen
en el cuadro mostrado en la figura 3.
Figura 3: Cuadro de materiales utilizados.
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3.2 Métodos
Para llevar a cabo el análisis comparativo, en este trabajo se emplean 3 técnicas de filtrado
robusto de Kalman como lo son: (Weighted robust Kalman filter (wrKF), Robust statistics
Kalman filter (rsKF), Thresholded Kalman filter (tKF)). A continuación se realiza una
descripción de cada uno de ellos.
3.2.1 Filtro de Kalman Robusto Ponderado (wrKF)
La idea de proporcionar al wrKF la cualidad de ser robusto a los Outliers. Nace a partir
de la inclusión de un peso escalar wk el cual es modelado probabilisticamente y aplicado
a cada porción de observaciones Zk de forma tal que la varianza de las observaciones
es ponderada por wk [27]. Según Ting et al. Los pesos escalares wk son considerados
variables aleatorias positivas que siguen una distribución Gamma [27].
Las distribuciones resultantes se dan como:
θk|θk−1 ∼ N (Akθk−1, Qk)
Zk|θk, wk ∼ N (Ckθk, 1
wk
Rk)
wk ∼ G(awk , bwk)
(5)
Donde awk y bwk corresponden a los parámetros de la distribución Gamma G(, ). Como
factor diferenciador entre el KF y el wrKF, aparece el peso escalar wk en la probabilidad
condicional de la observación zk para cada estado θk. El filtro de Kalman Robusto
Ponderado (wrKF), conserva el concepto de ecuaciones iterativas de propagación y
actualización para realizar la inferencia sobre el vector de estado θk [19]. Las ecuaciones
de propagación se describen a continuación:
θ−k = Ak〈θk−1〉
Σ−k = Qk
(6)
Donde Qk es la matriz de covarianza calculada a partir del vector de estado en los
instantes k y k − 1. Las ecuaciones de actualización se muestran a continuación:
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Kk = Σ
−
k C
T
k
(
CkΣ
−
k C
T
k +
1
〈wk〉Rk
)−1
〈θk〉 = θ−k +Kk(Zk − Ckθ−k )
Σk = (I −KkCk)Σ−k
(7)
En la primer ecuación mostrada en (7), se puede evidenciar la influencia de los pesos
wk sobre la ganancia de Kalman Kk. Para el desarrollo del presente trabajo, el vector
de observaciones Zk corresponde a los datos de potencia activa registrada cada hora en
transformadores de distribución bajo carga (curva de demanda diaria).
3.2.2 Filtro de Kalman de Estadística Robusta (rsKF)
Después de realizar una comparacion entre el rsKF y el wrKF, se advierte que a diferencia
del filtro de Kalman Robusto Ponderado (wrKF) donde se introduce un peso escalar para
cada observación, el filtro de Kalman de Estadística Robusta (rsKF) introduce un vector.
La estimación para el vector de estado θk se puede obtener al minimizar [29],
〈θk〉 = argθkmin
{
n∑
i=1
(pik − dikθk)2 +
m∑
j=1
ρ(sjk − bjkθk)2
}
(8)
Donde ρ() es una función de pérdida dada como [28]:
ρ(y) =
{
1
2y
2, |y| ≤ c
c|y| − 12c2, |y| > c
La estimacion para el vector de estado θk, nace a partir de teoría de las estimaciones
de máxima verosimilitud para las estadísticas robustas discutidas por Huber [28]. Las
definiciones para pik, dik, sjk y bjk fueron descritas en la Ec. (4). La función de pérdida ρ()
en la ecuación (4) es igual a la función identidad y la constante c se elige según el grado de
penalización de pérdida. Para el rsKF, se puede demostrar [21] que la matriz de ganancia
de Kalman se da como:
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Kk = Σ
−
k C
T
(
CΣ−k C
T +R
1
2W−1k R
1
2
)−1
(9)
DondeWk = diag {w1k, ..., wmk}. Los pesos {wjk}mj=1 en el instante de tiempo k se calculan
usando,
wjk =
ψ(sjk − bjkθ−k )
sjk − bjkθ−k
(10)
Donde ψ() es la función de pérdida de Huber,
ψ(y) =
{
y, |y| ≤ c
c sgn(y), |y| > c
Donde sgn() es la función signo. Para aplicar el rsKF, usamos las ecuaciones de
propagación y las ecuaciones de actualización para el filtro de Kalman estándar (ver
sección 2.2), excepto para la matriz de ganancia de Kalman que toma la forma de la Ec. (9)
[19].
3.2.3 Filtro de Kalman Umbralizado (tKF)
El filtro de Kalman Umbralizado (tKF) es una variación del Filtro de Kalman Robusto
Ponderado (wrKF) discutido anteriormente. En lugar de ponderar la contribución de las
diferentes observaciones hechas en el wrKF y el rsKF, el tKF descarta observaciones para
las cuales el error residual entre la observación, Zk y la observación prevista, Cθ−k , es
"demasiado grande" [19].
El error residual se define como γk = Zk − Ckθ−k . Según [27] se puede demostrar que la
covarianza para el error residual γk es la siguiente:
S−k = (CkΣ
−
k C
T
k +Rk)
−1 (11)
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Donde los valores de Ck y Rk se calculan utilizando las mismas ecuaciones iterativas
empleadas para el wrKF, que se derivaron de un algoritmo variacional EM propuesto por
Ting et al. [27]. La matriz Σ−k se calcula usando la ecuación (7). Para cada observación Zk,
se evalúa la siguiente condición,
γTk S
−
k γk < β, (12)
Donde β es un umbral positivo ajustado experimentalmente para cada conjunto de
datos. La cantidad γTk S
−
k γk es conocida como la distancia de Mahalanobis, que da una
medida del tamaño del error residual ponderado por la covarianza S−k . Si la distancia de
Mahalanobis para γk es mayor que β, entonces se descarta la observación Zk y se asigna al
vector de estado de estimación posterior 〈θk〉 el mismo valor de la estimación previa del
vector de estado θ−k [19].
3.2.4 Validación
Para realizar la validación de los resultados obtenidos, se utiliza un parámetro de
comparación conocido como el error cuadrático medio (EMC). El EMC es una medición
de las diferencias entre los valores pronosticados y los valores observados. Esto quiere
decir que a menor EMC mayor precisión [30]. La ecuación que describe el EMC es la
siguiente:
EMC =
√√√√ 1
n
n∑
i=1
(Yi −Hi)2 (13)
Donde Y es un vector de n predicciones y H es el vector de los valores reales. Para nuestro
caso, utilizamos θ en lugar de Y y Z en lugar de H. EL principal criterio para elegir un
determinado estimador de un parámetro, es tomar aquel que cometa, en promedio, el
menor error en la estimación [30].
Capítulo 4
Resultados y discusión
En este capítulo se presentan los resultados obtenidos en la etapa de pre-procesamiento,
pasando por la sintonización de cada uno de los métodos de filtrado robusto en dos
escenarios distintos. El primer escenario corresponde a las señales de potencia sin
datos espurios, en el segundo escenario se incluyen Outliers hasta alcanzar un 20% de
contaminación.
4.1 Resultados sobre la base de datos sin Outliers
Filtro de Kalman (KF)
Los parámetros de sintonización que corresponden a los valores iniciales de las matrices
de transición de estado A0, observación C0, covarianza del estado Q0 y de ruido de las
observaciones R0 son 1, 1, 1e−1 y 1e−3 respectivamente.
La estimación realizada por el filtro de Kalman se muestra a continuación:
Figura 4: Estimación del KF sin contaminación por datos espurios.
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La linea aguamarina corresponde a la estimación realizada por el KF y los puntos en color
gris indican los valores de potencia activa (observaciones) normalizados. Se obtiene un
EMC = 0.0024.
Filtro de Kalman robusto ponderado (wrKF)
Los valores iniciales de las matrices de transición de estadoA0, observaciónC0, covarianza
del estado Q0, de ruido de las observaciones R0, son 1, 1, 1e−1 y 1e−1 respectivamente. En
este método de filtrado se incluyen Los parámetros de la distribución gamma awk = 11 y
bwk = 1e
−16 como valores de sintonización.
La estimación realizada por el wrKF se muestra a continuación:
Figura 5: Estimación del wrKF sin contaminación por datos espurios.
La linea verde corresponde al cálculo realizado por el wrKF. Los puntos en color gris
indican los valores de potencia activa (observaciones) normalizados. Se obtiene un EMC
mínimo = 0.4662.
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Filtro de Kalman de Estadística robusta (rsKF)
En el rsKF se introduce c como una variable a sintonizar y se elige de acuerdo al grado
de penalización de pérdida. El valor recomendado y utilizado en [19] es de 1.645,
válido para señales que tienden a ser planas. Se puede observar que la señal de prueba
“powerdata_Carga1” tiene naturaleza fluctuante. Por tal motivo, es necesario aumentar el
valor de c para alcanzar los picos de la señal. Experimentalmente se elige c = 20.645. Los
valores iniciales de A0, C0, Q0, R0, son 2, 2, 10 y 10 respectivamente.
La estimación realizada por el filtro de Kalman bajo una contaminación del 0% se muestra
a continuación:
Figura 6: (a) Estimación del rsKF sin contaminación por datos espurios.
La linea azul corresponde al calculo realizado por el rsKF. Los puntos en color gris
representan las observaciones. Como resultado de la estimación realizada, se obtiene un
EMC = 0.4097. Es de resaltar que a pesar del aumento de la constante c por encima de
20.645, la estimacion del rsKF no alcanza los valores pico de la señal.
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Filtro de Kalman Umbralizado (tKF)
Los parámetros de sintonización que corresponden a los valores iniciales de A0, C0, Q0,
R0, son 1, 1, 1e−1 y 1e−1 respectivamente. El error residual γk igual a 2.3 se determina de
forma experimental.
La estimación realizada por el filtro de Kalman se muestra a continuación:
Figura 7: Estimación del tKF sin contaminación por datos espurios.
La linea en color magenta corresponde a la estimación realizada por el tKF. Los puntos en
color gris representan las observaciones. El EMC minimo obtenido es igual a 0.0107.
En esta sección, previo a la inclusión de datos espurios sobre las señales de prueba. Los
métodos de filtrado que entregan las mejores predicciones, gracias a que poseen errores
medios cuadráticos por debajo del 2% son el KF y el tKF con un EMC igual a 0.24% y
1.07% respectivamente.
4.2 Resultados sobre la base de datos con Outliers
En esta sección se introducen datos espurios para realizar el análisis de las señales
de prueba en un intervalo de contaminación entre el 1 y el 20%. Con los parámetros
previamente sintonizados en la sección 4.1 y un porcentaje de contaminación del 20%, se
obtienen los siguientes resultados:
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Filtro de Kalman (KF)
Figura 8: Estimación del KF bajo una contaminación del 20% antes de la resintonización.
La linea aguamarina corresponde a la estimación realizada por el KF. Los puntos en color
gris indican los valores de potencia activa (observaciones) y los puntos en color rojo
representan los datos espurios introducidos en la señal de prueba.
Filtro robusto ponderado (wrKF)
Figura 9: Estimación del wrKF bajo una contaminación del 20% antes de la resintonización.
La linea verde corresponde al cálculo realizado por el wrKF. Los puntos en color
gris indican los valores de potencia activa (observaciones) y los puntos en color rojo
representan los datos espurios.
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Filtro de Kalman de Estadística robusta (rsKF)
Figura 10: Estimación del rsKF bajo una contaminación del 20% antes de la resintonización.
La linea azul corresponde al calculo realizado por el rsKF. Los puntos en color gris
representan las observaciones y los puntos en color rojo representan los datos espurios
introducidos a la señal de prueba.
Filtro de Kalman Umbralizado (tKF)
Figura 11: Estimación del tKF bajo una contaminación del 20% antes de la resintonización.
La linea en color magenta corresponde a la estimación realizada por el tKF. Los puntos en
color gris representan las observaciones y los puntos en color rojo representan los datos
espurios.
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En la tabla 1, se muestran los resultados del EMC calculados para cada método de filtrado.
CONTAMINACIÓN EMC (KF) EMC (wrKF) EMC (rsKF) EMC (tKF)
1% 0,003 0,111 0,049 0,053
2% 0,003 0,131 0,049 0,062
3% 0,003 0,102 0,049 0,030
4% 0,003 0,125 0,049 0,035
5% 0,447 0,397 0,449 0,423
6% 0,552 0,364 0,502 0,354
7% 0,487 0,357 0,441 0,333
8% 0,482 0,345 0,444 0,367
9% 0,698 0,365 0,447 0,411
10% 0,714 0,525 0,635 0,598
11% 0,771 0,503 0,657 0,551
12% 0,730 0,501 0,696 0,563
13% 0,856 0,500 0,659 0,578
14% 0,931 0,598 0,777 0,686
15% 0,889 0,615 0,849 0,704
16% 0,916 0,633 0,803 0,706
17% 1,079 0,687 0,831 0,825
18% 1,039 0,745 0,977 0,845
19% 1,188 0,691 0,936 0,829
20% 1,073 0,789 0,975 0,864
Tabla 1: EMC calculado para cada filtro de Kalman en un intervalo de contaminación entre el 1 y
20%.
En la tabla 1, se puede apreciar el aumento significativo del EMC para todos los métodos de
filtrado, producto de la inclusión de Outliers sin el ajuste los parámetros de sintonización
mencionados en la sección 4.1. A partir del 5% de contaminación, todos los filtros
presentan un comportamiento similar. Es decir, a medida que aumenta el porcentaje de
contaminación, aumenta el error cuadrático medio. Cabe destacar que la estimación de los
métodos de filtrado para valores de contaminación por debajo del 5%, presentan un EMC
constante y sin incremento.
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En la figura 12, se muestra la comparación gráfica que surge a partir de los datos obtenidos
en la tabla 1.
Figura 12: Comparación gráfica entre los EMC de cada método de filtrado antes de la
resintonización.
Según los resultados de la tabla 1 y la figura 12, se logra observar que entre el 0 y 4%
de contaminación, el EMC de todos los métodos de filtrado se encuentra por debajo del
5.4%. Sin embargo, a partir del 5% de corrupción de los datos, se presenta un aumento
importante de este parámetro validador (EMC), llegando a porcentajes de error superiores
al 78% para una contaminación del 20%.
Debido a la inclusión de Outliers en las señales de prueba, es necesario re-sintonizar todos
los filtros. La contaminación de los datos provocan los siguientes problemas:
• Cuando se realiza la sintonización de los parámetros de los filtros para valores
pequeños de contaminación (entre 1 y 5 %), y se calcula el EMC para valores
cercanos al 20% de contaminación. El EMC aumenta de forma considerable.
• Al resitonizar los parámetros de los filtros para valores grandes de contaminación
(entre 15 y 20%), Los filtros logran ignorar gran cantidad de Outliers, aunque pierden
la capacidad de seguir la dinámica de la señal, por este motivo también presentan
un aumento importante del EMC.
La señal de prueba “powerdat_Carga1” representa una curva de demanda diaria donde
las muestras son tomadas cada hora. Esto es un problema ya que cada 24 muestras la
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señal se repite, dando como resultado un comportamiento casi periódico (los valores
de potencia en cada periodo de 24 horas difieren muy poco). Debido a esto y a la
naturaleza de la señal (dos máximos y dos mínimos en 24 horas), se presenta una alta
fluctuación de los valores consecutivos de potencia. Por tal motivo y dados los problemas
de sintonización previamente mencionados, se plantean las siguientes soluciones:
• Sintonizar nuevamente la señal para alcanzar una métrica lo más pequeña y
constante posible a través del intervalo de contaminación (entre 1 y 20%).
• Fraccionar la señal de 1000 muestras (horas) en ventanas de 24 muestras (horas)
para un total de 41 ventanas.
• Calcular ±2 desviaciones estándar a partir de la media de los EMC de cada ventana.
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Filtro de Kalman (KF)
Los nuevos valores de los parámetros de sintonización de las matrices de transición de
estado A0, observación C0, covarianza del estado Q0 y de ruido de las observaciones R0
son 1, 1, 1e−1 y 1e−1 respectivamente. A continuación se muestran los resultados de la
estimación y la métrica calculada para el KF.
Figura 13: Estimación del KF bajo una contaminación del 20%.
Figura 14: Métrica para el KF.
En la figura 14, la linea en color aguamarina representa el valor medio del EMC calculado
a partir de la estimación del KF para cada porcentaje de contaminación. las lineas en
color rojo indican la variación esperada con respecto a la media del EMC, donde el rango
utilizado es de ±2 desviaciones estándar.
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Filtro de Kalman robusto ponderado (wrKF)
Los valores resintonizados de A0, C0, Q0, R0, awk , bwk son 1, 1, 1e
−4, 1e−6, 4 y 1e−1
respectivamente. A continuación se muestran los resultados de la estimación y la métrica
calculada para el wrKF.
Figura 15: Estimación del wrKF bajo una contaminación del 20%.
Figura 16: Métrica para el wrKF.
En la figura 16, la linea en color verde representa el valor medio del EMC calculado a
partir de la estimación del wrKF para cada porcentaje de contaminación. las lineas en
color rojo representan ±2 desviaciones estándar.
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Filtro de Kalman de Estadística robusta (rsKF)
Los valores resintonizados de c, A0, C0, Q0, R0 son 20.645, 1, 1, 1e−2 y 1e−3
respectivamente. A continuación se muestran los resultados de la estimación y la
métrica calculada para el rsKF.
Figura 17: Estimación del rsKF bajo una contaminación del 20%.
Figura 18: Métrica para rsKF.
En la figura 18, la linea en color azul representa el valor medio del EMC calculado a partir
de la estimacion del rsKF para cada porcentaje de contaminación. las lineas en color rojo
representan ±2 desviaciones estándar.
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Filtro de Kalman Umbralizado (tKF)
Los valores resintonizados de A0, C0, Q0, R0, γk son 1, 1, 1e−4, 1e−4 y 10 respectivamente.
A continuación se muestran los resultados de la estimación y la métrica calculada para el
tKF.
Figura 19: Estimación del tKF bajo una contaminación del 20%.
Figura 20: Métrica para tKF.
En la figura 20, la linea en color magenta representa el valor medio del EMC calculado a
partir de la estimación del tKF para cada porcentaje de contaminación. las lineas en color
rojo representan ±2 desviaciones estándar.
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En la tabla 2, se muestra el EMC calculado para cada método de filtrado.
CONTAMINACIÓN EMC (KF) EMC (wrKF) EMC (rsKF) EMC (tKF)
1% 0,240 0,201 0,313 0,106
2% 0,236 0,212 0,319 0,141
3% 0,240 0,201 0,302 0,135
4% 0,238 0,190 0,313 0,121
5% 0,388 0,286 0,363 0,292
6% 0,424 0,270 0,356 0,227
7% 0,440 0,277 0,369 0,246
8% 0,435 0,259 0,349 0,201
9% 0,586 0,286 0,396 0,286
10% 0,562 0,392 0,408 0,424
11% 0,562 0,296 0,390 0,293
12% 0,568 0,312 0,427 0,321
13% 0,711 0,404 0,475 0,423
14% 0,643 0,419 0,446 0,462
15% 0,724 0,374 0,465 0,414
16% 0,725 0,378 0,425 0,371
17% 0,716 0,444 0,474 0,528
18% 0,735 0,430 0,494 0,462
19% 0,852 0,448 0,482 0,486
20% 0,786 0,476 0,507 0,517
Tabla 2: EMC calculado para cada filtro de Kalman en un intervalo de contaminación entre el 1 y
20% posterior a la resintonización.
En la figura 21, se muestra la comparación gráfica que surge a partir de los datos obtenidos
en la tabla 2.
Figura 21: Comparación gráfica entre los EMC de cada método de filtrado posterior a la
resintonización.
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En la tabla 2 y la figura 21. se logra apreciar que los métodos de filtrado de Kalman
Umbralizado (tKF) y robusto ponderado (wrKF), tienen comportamientos similares si
de crecimiento porcentual se habla. Sin embargo, cada uno destaca en un determinado
intervalo de contaminación. Por ejemplo, entre el 0 y 9% el tKF cuenta con el EMC mas
bajo. Esto cambia, a partir del 9% que corresponde al 55% del periodo de evaluación.
Donde el wrKF presenta el menor error de estimación
En la figura 21, se observa que el filtro de Kalman de Estadística robusta (rsKF) presenta
la métrica mas plana con un crecimiento no superior al 20% durante todo el intervalo de
contaminación estudiado. Como consecuencia de este comportamiento, se produce un
EMC elevado para valores bajos de contaminación en comparacion con los demás filtros.
En contra parte, para valores de contaminación superiores al 20%, la estimación del rsKF
cuenta con el EMC mas bajo. Siendo esta una cualidad importante a la hora de elegir un
método de filtrado estable para señales corruptas por Outliers.
Capítulo 5
Consideraciones finales
5.1 Conclusiones
Después de realizar el análisis del comportamiento de cada filtro robusto de kalman
reportado en la sección 4.2, se puede concluir que:
Para valores de contaminación por debajo del 9%, la mejor predicción la proporciona
el tKF. Para porcentajes de contaminación superiores al 9%, la estimación de mayor
aproximación la proporciona el wrKF. Por otra parte, si bien la predicción del rsKF no es
la mejor a lo largo del intervalo de contaminación analizado, su comportamiento estable
sí se destaca de los demás filtros, con un incremento en el EMC inferior al 20%.
Las soluciones propuestas para reducir el impacto negativo sobre el error en la estimación
de los filtros robustos, provocado por la inclusión de valores atípicos, resultan ser
altamente efectivas. Esto se puede observar en las figuras 13, 15, 17, 19 y la talaba 2, donde
se evidencia una disminución de entre un 30 a 40% del EMC para cada método.
De acuerdo a los resultados presentados en la sección 4.1, donde las señales de prueba
se consideran sanas o libres de valores atípicos, se puede afirmar que el KF es la mejor
opción cuando las señales de interés no se encuentran corruptas por valores atípicos, ya
que el EMC calculado para este método es inferior al 1%.
5.2 Trabajos futuros
Basado en mi experiencia profesional y en el análisis aquí realizado, se propone continuar
con el estudio de los filtros robustos de Kalman aplicados a señales de tensión en redes de
distribución. Algunas empresas electrificadoras poseen un problema similar al abordado
en el presente trabajo, ya que los datos de tensión necesarios para realizar el monitoreo
y control de los equipos de protección remota como reconectadores, seccionadores y
seccionalizadores, presentan valores por fuera de la varianza de la señal. Esto resulta ser
un problema bastante importante, ya que la mala operación de uno de estos equipos puede
poner en riesgo la vida de las personas encargadas de intervenir la red eléctrica.
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Apéndice A
Filtro de Kalman (KF)
s = RandStream(’mt19937ar’, ’Seed’, 1e5);
RandStream.setDefaultStream(s);
outperce =0.01;
porcentcont=20;
Yn = textread(’powerdata_R0111.txt’);
Yn = Yn(A:Q);
Yn = (Yn - mean(Yn))./std(Yn);
% E = textread(’powerdata_CargaEDQ1.txt’);
E = Yn;
Nd = length(Yn);
N = length(E)-1;
Ndt = Nd;
Xt = 1:Ndt;
numDim = 1;
n_out = floor(outperce*Nd);
n = floor(1+(Ndt-1)*rand(1,n_out));
out_gene = 3*randn(n_out,1)+Yn(n);
Yn(n) = out_gene;
%Inicialización de parametros KF
% For the standard Kalman filter
A0 = 1; % state transition matrix
C0 = 1; % observation matrix
Q0 = 1e-1; % state noise variance
R0 = 1e-1; % observation noise variance
P = 0.1*ones(numDim);
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z_predictedKF = zeros(Nd,numDim);
for t=2:Nd;
[x_hat(t,:), P] = kf_prop(x_hat(t-1,:), P, A0, Q0);
function [x, P] = kf_prop(x_prev, P, A, Q)
% Propagation of state
x = A * x_prev;
% Propagation of covariance
P = A * P * A’ + Q;
[x_hat(t,:), S, P]=kf_update(x_hat(t,:), Yn(t), P, C0, R0);
function [x, S, P] = kf_update(x_prev, z, P, C, R)
dim = size(P,1);
S = C * P * C’ + R;
K = P * C * inv(S);
x = x_prev + K * (z - C * x_prev);
P = (eye(dim) - K * C) * P;
z_predictedKF(t,:) = C0 * x_hat(t,:);
end
Apéndice B
Filtro de Kalman Robusto Ponderado (wrKF)
s = RandStream(’mt19937ar’, ’Seed’, 1e5);
RandStream.setDefaultStream(s);
outperce =0.01;
porcentcont=20;
Yn = textread(’powerdata_R0111.txt’);
Yn = Yn(A:Q);
Yn = (Yn - mean(Yn))./std(Yn);
%E = textread(’powerdata_CargaEDQ1.txt’);
E = Yn;
Nd = length(Yn);
N = length(E)-1;
Ndt = Nd;
Xt = 1:Ndt;
numDim = 1;
n_out = floor(outperce*Nd);
n = floor(1+(Ndt-1)*rand(1,n_out));
out_gene = 3*randn(n_out,1)+Yn(n);
Yn(n) = out_gene;
%Inicialización de parametros KF
%For the standard Weighted robust Kalman filter
A_wrKF = 1;
C_wrKF = 1;
Q_wrKF = 1e-4;
R_wrKF = 1e-6;
P_wrKF = P;
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ss_wrKF.sum_wzxT = 0;
ss_wrKF.sum_wxxT = 0;
ss_wrKF.sum_xxold = 0;
ss_wrKF.sum_xxoldT = 0;
ss_wrKF.sum_N = 0;
ss_wrKF.sum_wzz = 0;
ss_wrKF.sum_wzx = 0;
ss_wrKF.sum_ExTx = 0;
ss_wrKF.sum_Exxold = 0;
z_predicted_wrKF = zeros(Nd,numDim);
for t=2:Nd;
%wrKF
[x_hat_wrKF(t,:), , S_wrKF, P_wrKF, A_wrKF, ...
C_wrKF, Q_wrKF, R_wrKF, ss_wrKF] =...
wrKF_learn(x_hat_wrKF(t-1,:), Yn(t), P_wrKF, A_wrKF, ...
function [x, weight, S, P, A, C, Q, R, ss] = ...
wrKF_learn(x_prev, z, P, A, C, Q, R, ss)
% A small constant to avoid computationally problems SMALL = 1e-6;
% Initial priors for weight of the observed data sample
alpha = 4;
beta = 1e-1;
% Calculate posterior mean and covariance of state
oldP = P;
r = z - C*x_prev;
omega = r’*r + trace(C’*C*oldP);
weight = (alpha + 0.5)/(beta + (0.5/(R+SMALL))*omega);%(alpha + 0.5)/(beta +
(r’*(0.5*inv(R+SMALL))*r)+trace(C’*C*oldP))
P = inv((weight*(C’/(R+SMALL))*C + 1/Q + SMALL));
S = C*(Q)*C’ + R/(weight+SMALL);
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x = P/((Q))*A*x_prev + weight*P*C’/((R+SMALL))*z;
% Update sufficient statistics for A, C, Q and R
ss.sum_wzxT = ss.sum_wzxT + weight*z*x’;
ss.sum_wxxT = ss.sum_wxxT + weight*(x*x’ + P);
ss.sum_xxold = ss.sum_xxold + x*x_prev’;
ss.sum_xxoldT = ss.sum_xxoldT + (x_prev*x_prev’ + oldP);
ss.sum_N = ss.sum_N + 1;
ss.sum_wzz = ss.sum_wzz + weight*(z’*z);%ss.sum_wzz + weight*(z*z’)
ss.sum_wzx = ss.sum_wzx + weight*(z.*x);%ss.sum_wzx + weight*(z*x’)
ss.sum_ExTx = ss.sum_ExTx + (x’*x + P);%ss.sum_ExTx + (x’*x + P)
ss.sum_Exxold = ss.sum_Exxold + x.*x_prev;%ss.sum_Exxold + x*x_prev’
% Calculate new system dynamics
A = ss.sum_xxold / ss.sum_xxoldT;
C = ss.sum_wzxT / ss.sum_wxxT;
R = ss.sum_wzz - diag(2*sum(ss.sum_wzx’*C)) +
diag(diag(C*ss.sum_wxxT*C’));%ss.sum_wzz - diag(2*sum(ss.sum_wzx’*C)) +
diag(diag(C*ss.sum_wxxT*C’))
R = R / ss.sum_N;
Q = ss.sum_ExTx - diag(2*sum(ss.sum_Exxold’*A)) +
diag(diag(A*ss.sum_xxoldT*A’));%ss.sum_ExTx - 2*sum(ss.sum_Exxold’*A) +
diag(A*ss.sum_xxoldT*A’)
Q = Q / ss.sum_N;
C_wrKF, Q_wrKF, R_wrKF, ss_wrKF);
z_predicted_wrKF(t,:) = C_wrKF * x_hat_wrKF(t,:);
end
Apéndice C
Filtro de Kalman de Estadística Robusta (rsKF)
s = RandStream(’mt19937ar’, ’Seed’, 1e5);
RandStream.setDefaultStream(s);
outperce =0.01;
porcentcont=20;
Yn = textread(’powerdata_R0111.txt’);
Yn = Yn(A:Q);
Yn = (Yn - mean(Yn))./std(Yn);
% E = textread(’powerdata_CargaEDQ1.txt’);
E = Yn;
Nd = length(Yn);
N = length(E)-1;
Ndt = Nd;
Xt = 1:Ndt;
numDim = 1;
n_out = floor(outperce*Nd);
n = floor(1+(Ndt-1)*rand(1,n_out));
out_gene = 3*randn(n_out,1)+Yn(n);
Yn(n) = out_gene;
%Inicialización de parametros KF
% For the Psi Kalman filter Q_psi <= R_psi
A_psi = 1; % state transition matrix
C_psi = 1; % observation matrix
Q_psi = 1e-2; % state noise variance
R_psi = 1e-3; % observation noise variance
P_psi = 0.01*ones(numDim);
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z_predicted_KF_psi = zeros(Nd,numDim);
for t=2:Nd;
%KF_psi
[x_hatpsi(t,:), P_psi] = kf_prop(x_hatpsi(t-1,:), P_psi, A_psi, Q_psi);
st=((R_psi)∧(−0.5)) ∗ Y n(t);
at = ((P_psi) ∧ (−0.5));
bt = ((R_psi) ∧ (−0.5)) ∗ C_psi;
fact = st− bt ∗ x_hatpsi(t, :);
valu_psi = psirobust(fact);
W_psi = valu_psi/fact;
[x_hatpsi(t, :), S, P_psi] = ...
function v_psi=psirobust(fact)
c = 2.645;
if abs(fact) <= c
v_psi=fact;
else
v_psi=c*sign(fact);
end
kfpsi_update(x_hatpsi(t-1,:), Yn(t), P_psi, C_psi, R_psi , W_psi);
function [x, S, P] = kfpsi_update(x_prev, z, P, C, R , W_psi)
dim = size(P,1);
S = C * P * C’ + (R∧(0.5)) ∗ (inv(W_psi)) ∗ (R ∧ (0.5));
K = P ∗ C ′ ∗ inv(S);
x = x_prev +K ∗ (z − C ∗ x_prev);
P = (eye(dim)−K ∗ C) ∗ P ;
z_predicted_KF_psi(t, :) = C_psi ∗ x_hatpsi(t, :);
end
Apéndice D
Filtro Kalman Umbralizado (tKF)
s = RandStream(’mt19937ar’, ’Seed’, 1e5);
RandStream.setDefaultStream(s);
outperce =0.01;
porcentcont=20;
Yn = textread(’powerdata_R0111.txt’);
Yn = Yn(A:Q);
Yn = (Yn - mean(Yn))./std(Yn);
% E = textread(’powerdata_CargaEDQ1.txt’);
E = Yn;
Nd = length(Yn);
N = length(E)-1;
Ndt = Nd;
Xt = 1:Ndt;
numDim = 1;
n_out = floor(outperce*Nd);
n = floor(1+(Ndt-1)*rand(1,n_out));
out_gene = 3*randn(n_out,1)+Yn(n);
Yn(n) = out_gene;
%Inicialización de parametros KF
% For the Thresholded Kalman filter
P_thres = P;
A_thres = 1;
C_thres = 1;
R_thres = 1e-4;
Q_thres = 1e-4;
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ss_thres.sum_zxT = 0;
ss_thres.sum_xxT = 0;
ss_thres.sum_xxold = 0;
ss_thres.sum_xxoldT = 0;
ss_thres.sum_N = 0;
ss_thres.sum_zz = 0;
ss_thres.sum_zx = 0;
ss_thres.sum_ExTx = 0;
ss_thres.sum_Exxold = 0;
z_predicted_thres = zeros(Nd,numDim);
for t=2:Nd;
%Thresholded Kalman filter
% Use the learnt system dynamics of wrKF as initial values
’
A_thres = A_wrKF;
C_thres = C_wrKF;
R_thres = R_wrKF;
Q_thres = Q_wrKF;
% Optimal threshold value % (found experimentally for each data set)
gamma = 10;
tcputKF=cputime;
[x_hat_thres(t,:), P_thres] = ...
function [x, S, P, A, C, Q, R, ss BetaCom] = ...
kf_update_learn(x_prev, z, P, A, C, Q, R, gamma, ss)
% A small constant to avoid computationally problems
SMALL = 1e-6;
oldP = P;
r = z - C * x_prev; S = C * P * C’ + R;
BetaCom = r’ * inv(S + SMALL) * r;
if (r’ * inv(S + SMALL) * r <= gamma)
K = P * C’ * inv(S + SMALL);
x = x_prev + K * r;
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P = P - P * C’ * inv(S + SMALL) * C * P;
else
x = x_prev;
P = P;
end
% Update sufficient statistics only if sample was not an outlier
if (r’ * inv(S + SMALL) * r <= gamma)
% Update sufficient statistics for A, C, Q and R
ss.sum_zxT = ss.sum_zxT + z*x;
ss.sum_xxT = ss.sum_xxT + (x*x’ + P); ss.sum_xxold = ss.sum_xxold + x*x_prev;
ss.sum_xxoldT = ss.sum_xxoldT + (x_prev∧2 + oldP );
ss.sum_N = ss.sum_N + 1;
ss.sum_zz = ss.sum_zz + z’*z;
ss.sum_zx = ss.sum_zx + z.*x;
ss.sum_ExTx = ss.sum_ExTx + (x’*x + P);
ss.sum_Exxold = ss.sum_Exxold + x.*x_prev;
% Calculate new system dynamics
A = ss.sum_xxold / ss.sum_xxoldT; C = ss.sum_zxT / ss.sum_xxT;
R = ss.sum_zz - 2*sum(ss.sum_zx’*C) + diag(C*ss.sum_xxT*C);
R = R / ss.sum_N;
Q = ss.sum_ExTx - 2*sum(ss.sum_Exxold’*A) + diag(A*ss.sum_xxoldT*A);
Q = Q / ss.sum_N;
end
kf_prop(x_hat_thres(t-1,:), P_thres, A_thres, Q_thres);
[x_hat_thres(t,:), S_thres, P_thres, A_thres, ...
C_thres, Q_thres, R_thres, ss_thres] = ...
kf_update_learn(x_hat_thres(t,:), Yn(t), P_thres, ...
A_thres, C_thres, Q_thres, R_thres, ...
gamma, ss_thres);
z_predicted_thres(t,:) = C_thres * x_hat_thres(t,:);
end
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