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Abstract: The aim of this paper is to give an overview of a basic algebraic tool intensively used in describing
the notational semantics of recursive programs. Specifically $\backslash \mathrm{v}\mathrm{e}’11$ present some elements on complete partial
orders, continuous functions and fixpoints. Finally $\backslash \mathrm{v}\mathrm{e}1\prime 1$ give an example covering all necessary steps in
proving the correctness of the computation by a recursive program. Our approch follows a classical line and the
reader can find further details in [1], [2] and [3].
1 Preliminaries
In accordance with [3] a partial order set (poset) is a pair $M=(A;\leq)$ in which a binary
relation $\leq$ on the set $A$ is reflexive, antisymmetric and transitive. There are countless
examples of posets. Some ofthe simplest are:
EXAMPLE 1.1 Let $P(A)$ be the set of all subsets of a given set $A$ (including the empty
set $\emptyset$ and $A$ $\mathrm{i}\mathrm{t}\mathrm{s}\mathrm{e}\mathrm{l}\mathit{0}$ and $X\subseteq Y$ mean $X$ is a subset of $Y$ . Then $(P(A);\subseteq)$ is a poset.
EXAMPLE 1.2 Let $Z^{+}$ be the set of positive integers and $n|m$ mean $\mathrm{n}$ divides $\mathrm{m}$ .
Then $(Z^{+} ; |)$ is a poset.
EXAMPLE 1.3 Let $A$ be a nonempty set and $\omega$ be an element that does not belong
to $A$ . Define a relation $\leq \mathrm{o}\mathrm{n}$ $A_{\omega}=A \cup\oint a$)] by
$a\leq b$ if and only if $a=\omega$ or $a=b$
then $(A_{\omega^{1}}\cdot\leq)$ is a poset and is called the flat poset pertaining to $A$ .
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Let $S$ be a subset of $A$ . An element $1_{s}\in S$ is the least ele..ment of $S$ if $1_{s}\leq a$ for all $a\in S$ .
The element $a’\in A$ is an upper bound of $S$ , if $a\leq a’$ for all $a\in S$ . The least upper bound
of $S$ , denoted by $lubS$ or $\mathrm{s}upS$ , is the least element of all upper bounds of $S$ .
The subset $S$ is called a chain in $A$ if $a\leq a’$ or $a’\leq a$ for any $a.a’\in S$ .
A relation $f\subseteq A\cross B$ with the property
if $(a,b_{1}),(a,b_{2})\in f\supset b_{1}=b_{\sim}$, for any $a\in A,$ $b_{1},b_{\sim},$ $\in B$
is called a partial ffinction from $A$ to $B$ . If $do’(f)=A$ then $f$ is a (total) hnction.
By using the composition offfinctions the $n$th iterate $f^{n}$ of $f:Aarrow A$ is defined by
$f^{n+l}=f\circ f^{n}$ with $f^{0}=\tau_{A}$ (identity hnction).
Let $M=(A;\leq_{A})$ and $M’=(B;\leq_{B})$ be two posets. If the ffinction $f:Aarrow B$ has the
property $(\forall a_{1},O_{2}\in A)(a_{1}\leq_{A}a_{2}\Rightarrow f(a_{1})\leq_{B}f(a_{2}))$ then $f$ is a monotonic ffinction
(homomorphism). The hnction$f$ preserves the order in $M’$ .
If $f:A_{l}\cross\ldots\cross A_{n}arrow B$ be a hnction then any function $f_{\omega j\omega}$: $A\cross\ldots\cross A_{n\omega}arrow B_{\omega}$ with
$f_{\omega|\mathrm{A}\mathrm{x}\mathrm{x}A}1-\cdot,\iota=f$
is called $a$)-extension of $f$
2 Complete Partial Orders
DEFINITION 2.1 A partial order $M=(A;\leq)$ is a complete partial order $(\mathrm{c}\mathrm{p}\mathrm{o})$ ifthe
two conditions hold:
(1) The set $M=(A;\leq)$ has aleast element $1_{M}$ .
(2) For every chain $K$ in $M$ the least upper bound $snpK$ exists.
EXAMPLE 2.1 Every poset with a least element and only finite chains is a $\mathrm{c}\mathrm{p}\mathrm{o}$ .
So flat posets are $\mathrm{c}\mathrm{p}\mathrm{o}’\mathrm{S}$ .
2
EXAMPLE 2.2 The set of the natural numbers with the common relation is a poset but
not complete. The chain $N$ has no supremum.
EXAMPLE 2.3 Let $A$ and $B$ are two sets and $(A\vdash\Rightarrow B)$ the set of all partial ffinctions
from $A$ to $B$ . With the relation
$f\leq g\mathrm{o}dom(f)\subseteq d_{om}(g),f(X)=g(x),\forall x\in dom(f)$
$((A|\Rightarrow B);\leq)$ is a $\mathrm{c}\mathrm{p}\mathrm{o}$ .
This fact is easy to be shown: The empty set $\emptyset$ is the least element of $(A\vdash\Rightarrow B)$ .
If $K=\{f_{i}|i\in I\}$ is a chain ofpartial ffinctions then the function $f:A\vdash\Rightarrow B$
with $dom(f)= \bigcup_{i\in:}d_{\mathit{0}}m(f_{i})$ and $f(x)=f_{i}(x)$ for all $x\in dom(f)$ where $x\in dom(fi)$
is the supremum of $K:f= \sup K$ .
EXAMPLE 2.4 $(P(A);\subseteq)$ with the inclusion relation is a $\mathrm{c}\mathrm{p}\mathrm{o}$ .
More generally the following Theorem holds:
THEOREM 2.1 Let $M_{i}=(A_{i} ; \leq_{i}),$ $\mathrm{i}=1,\ldots,\mathrm{n}$, be $\mathrm{c}\mathrm{p}\mathrm{o}’\mathrm{S}$ . With the relation $\leq$ on
$A_{\mathit{1}}\cross\ldots\cross A_{n}$ defined by
$(f_{\mathit{1}},\ldots,f_{n})\leq(g_{\mathit{1}},\ldots,\mathrm{g}_{n})\mathrm{o}f_{i}\leq_{i}g_{i},\forall i=l,\ldots,n$
the cartesian product $M_{\mathit{1}}\cross\ldots\cross M_{n}$ ofthis sets
$(A_{\mathit{1}^{\cross}}\ldots\cross \mathrm{A}_{n} ; \leq)$
is a $\mathrm{c}\mathrm{p}\mathrm{o}$ .
This theorem can also be extended to infinite cartesian products.
As a consequense the cartesian product of a flat cpo with itself is a $\mathrm{c}\mathrm{p}\mathrm{o}$ .
EXAMPLE 2.5 The set $(N_{\omega}\cross\ldots\cross N_{\omega} ; \leq)$ is a $\mathrm{c}\mathrm{p}\mathrm{o}$ .
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In order to show that the set of all ffinctions equiped with a suitable relation built
a cpo we need this technical lemma:
LEMMA 2.1 Let $A$ be a set and $(B;\leq)$ a poset.
On the set $(Aarrow B)$ of all total hnctions from $A$ to $B$ we define a relation $\leq’$ by
$f\leq\prime g\mathrm{o}f(a)\leq g(a),$ $\forall a\in A$ .
Then, the supremum $\sup S$ of a subset $S\subseteq(Aarrow B)$ exists if and only ifthe supremum
ofthe sets $S(a)=;f(a)|f\in SJ$ exists for every $a\in A$ . If the ffinction $\sup S$ exists, then
$( \sup S)(a)=\sup S(a)$ for every $a\in A$ .
Proof Suppose the supremum $\sup S$ exists and $a\in A$ . We show that $(snpS)(a)$ is the least
upper bound of $S(a)$ . Indeed, $f\leq’$ snpS for any ffinction $f\in S$ , that is
$f(x) \leq(\sup S)(X),\forall X\in A$ . Hence $f(a)\leq(snpS)(a)$ and so $( \sup S)(a)$ is an upper bound
$\mathrm{o}\mathrm{f}S(a)$ .
Let $b$ be another upper bound of $S(a)$ , that is $f(a)\leq b,\forall f\in S$ , and let the hnction $g$
defined by
$g(x)=\{$
$(\mathrm{f}\mathrm{l}\prime ps)(_{X)},$ $X\neq a$
$b,$ $x=a$
Then $f\leq’g$ for every $f\in S$ . Since $\sup S$ is the least upper bound of $S$ we have $snpS\leq’g$
and so $( \sup S)(a)\leq g(a)=b$ .
Analogous it can be shown that if $\sup S(a)$ exists for arbitrary $a\in A$ then the ffinction $\sup S$
exists and $( \sup S)(a)=\sup S(a)$ for all $a\in A$ . $\square$
EXAMPLE 2.6 Let $K=;f_{i}|i\geq \mathit{0}J$ be a set of ffinctions $f_{i}$ : $N_{\omega}arrow N_{\omega}$ , defined by
$f_{i}(n)=\{$
$\omega$ , if $\mathrm{n}=\omega$ or $n\in N,n\geq i$
$n^{l}.$, if $n\in N,0\leq n\leq i-1$
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Now we are able to show the completeness of the total hnctions with respect to the
above relation.
THEOREM 2.2 Let $A$ be a set and $(B;\leq)$ a $\mathrm{c}\mathrm{p}\mathrm{o}$ .
Then the set $((Aarrow B),\leq’)$ is a cpo (with the relation $\leq’$ ofLemma 2.1).
Proof The ffinction $\perp_{(Aarrow B)}:Aarrow B$ defined by $1_{(Aarrow B)}(a)=1_{B}$ for all $a\in A$ is the
least element of $(Aarrow B):\perp_{(Aarrow B)}(a)=1_{B}\leq f(a)$ for all $a$ $\in A$ and every ffinction
$f:Aarrow B$ . Consider a chain $S\subseteq(Aarrow B)$ .
To show that the least upper bound of $S$ exists, it is sufficient by Lemma 2.1 to prove that for
every $a\in A$ the set $S(a)$ is a chain ( $(B;\leq)$ is a $\mathrm{c}\mathrm{p}\mathrm{o}$).
Let $b_{1},b_{2}\in S(a)$ then there are ffinctions $f,g\in S$ with $b_{1}=f(a)$ and $b_{2}=g(a)$ It is
$f\leq’g$ or $g\leq’f$ and hence $b_{1}\leq b_{2}$ or $b_{-},$ $\leq b_{1}$ and $S(a)$ is a chain. $\square$
EXAMPLE 2.7 The set $((N_{\omega}arrow N_{\omega}),\leq’)$ is a cpo (see Example 2.1 with $A=N$ ).
We have seen that the property ’completeness’ can carry over from $(B,\cdot\leq)$ to the set
$((Aarrow B);\leq’)$ . This is not necessarily the case for a subset of a $\mathrm{c}\mathrm{p}\mathrm{o}$ : the subset does not
necessarily have a least element and the supremum of every chain don’t must lie in the subset.
So the following definition is justified.
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DEFINITION 2.2 Let $M=(A;\leq)$ be a cpo and $B\subseteq A$ . Then $M’=(B;\leq_{\mathrm{I}B})$ is called a
sub-cpo of $M$, if
(1) the poset $M’$ is a cpo and
(2) $\sup_{M},$ $K= \sup_{M}K$ for all chains $K$ in $M’$ .
We mention that the second condition does not necessarily follow from the first. To
demonstrate this we consider the cpo $M=(P(N);\subseteq)$ and the set
$X=p\mathrm{Q}C\subseteq N,C\mathrm{f}\mathrm{i}\mathrm{n}\mathrm{i}\iota \mathrm{e}J\mathrm{u}r\emptyset,NJ\subseteq P(N)$ . It is easy to see that the subset $M’=(X;\subseteq_{x})$ is
a $\mathrm{c}\mathrm{p}\mathrm{o}$, but the chain
$K=(\{\mathrm{o}y,i^{0,2J,;0},2,4J,\ldots y$
has in $M$ the supremum $\sup_{M}K=;0,2,4,\ldots J$ and in $M’$ the supremum $\sup_{M},$ $K=N$ .
The second condition is not meet and $M’\mathrm{i}\mathrm{s}\mathrm{n}’\mathrm{t}$ a sub-cpo of $M$ .
THEOREM 2.3 Let $M=(A.\cdot\leq)$ be a cpo and $B$ a subset $\mathrm{o}\mathrm{f}A‘$ . Then $M’=(B;\leq)|B$ is a
sub-cpo of $M$, if and only ifthe two conditions hold:
(1) $M’$ has a least element,
(2) $\sup_{M}K$ lies in $M’$ for every chain $K$ in $M’$ .
Proof Suppose $M’$ is a sub-cpo $\mathrm{o}\mathrm{f}M$. Then $M’$ is a cpo and has aleast element.
If $K$ is a chain in $M’$ then $\sup_{M}K=snp_{M},$ $K$ . This shows us that $\sup_{M}K$ lies in $B$ and
$\sup_{M’}K$ too.
Conversely, the conditions (1) and (2) leeds us to the fact that $M’$ is a $\mathrm{c}\mathrm{p}\mathrm{o}$ . Moreover from
(2) we have $\sup_{M}K=\sup_{M},$ $K$ , since otherwise the supremum in $M’$ woudn’t be unique. $\square$
EXAMPLE 2.8 Let $(A;\leq_{A})$ be a poset, $(B;\leq_{B})$ a cpo and $(A-_{m}B)$ the set of all
monotonic ffinctions ffom $A$ to $B$ . Then $M’=((A-_{m}B);\leq’)$ with the above relation is a
sub-cpo ofthe cpo $M=((Aarrow B);\leq’)$ .
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3 Continuous Functions
To establish the existence of fixpoints we need continuous ffinctions.
Similar to the case in analysis a ffinction is continuous if it is compatible with the construction
of least upper bounds.
DEFINITION 3.1 Let $M=(A;\leq_{A})$ and $M’=(B,\cdot\leq_{B})$ be $\mathrm{c}\mathrm{p}\mathrm{o}’\mathrm{s}$ . A ffinction $f:Aarrow B$ is
said to be continuous if for every chain $K$ in $M$ the supremum $\sup_{M},$ $f(K)$ of the set $f(K)$
exists and $f( \sup_{M}K)=\sup_{M},$ $f(K)$ .
We remark that the ’completeness’ $\mathrm{o}\mathrm{f}M$ and $M’$ don’t ensures the existence of the supremum
of the set $f(K)$ because we don’t know if $f(K)$ is a chain. The formulation ’ the supremum
$\sup_{M}.f(K)$ ofthe set $f(K)$ exists’ is necessarily.
The set of all continuous ffinctions from $M=(\mathrm{A};\leq_{A})$ to $M’=(B;\leq_{B})$ will be denoted
by [$Marrow M’j$ or $[Aarrow B]$ ifthe partial orders are clear.
The following theorem establishes a helpfiJll connection between continuity and monotonicity.
THEOREM 3.1 Let $M=(A;\leq_{A})$ and $M’=(B;\leq_{B})$ be $\mathrm{c}\mathrm{p}\mathrm{o}’\mathrm{S}$ and $f:Aarrow B$ be a
hnction. The ffinction$f$ is continuous if and only iff is monotonic and for every chain $K$ in $M$
is
$f( \sup_{M}K)\leq_{B}\sup_{M},$ $f(K)$ .
Proof Let $f$ be continuous. It remains to show the monotonicity of $f$, since
$f(supK)\leq_{B}supf(K)$ follows directly from the continuity of $f$ .
Let $a,a’\in A$ be such that $a\leq_{A}$ a’. Then $K= \oint a,a’J$ is a chain in $M$ and $snpK$ exists ($M$ is
complete) with $\sup K=a’$ Consider the set $f(K)=\gamma f(a),f(a’)J$ . The Continiuty of $f$
establishes the existence of $supf(K)$ and $snpf(K)=f(snpK)=f(a’)$ ,
7
that is $f(a)\leq_{B}f(a)’$ . Hence $f$ is monotonic.
Conversely, suppose that $f$ is monotonic and for every chain $K$ in $M$ is
$f(supK)\leq_{B}supf(K)$ .
We have to show that for every chain $K$ in $M$ the supremum $snpf(K)$ exists and
$supf(K)\leq_{B}f(supK)$ . Is $K$ a chain so $f(K)$ too because of the monotonicity of$f$ (with
$a,a’\in K$ we have either $f(a)\leq_{B}f(a)$’ or $f(a’)\leq_{B}f(a))$ . This together with the
completeness of $M’$ delivers the existence of $s\iota pf(K)$ .
Since $a\leq_{A}supK$ for evelY $a\in K$ , by the monotonicity off, $f(a)\leq_{B}f(supK),$ $\forall a\in K$ .
Therefore $f(supK)$ is an upper bound of the chain $f(K)$ . Since $supf(K)$ is the least upper
bound we have $supf(K)\leq_{B}f(supK)$ . This together with the hypothesis gives the
continuity of $f$ . $\square$
Two important consequenses ofthis theorem are the following corollaries.
COROLLARY 3.1 Let $M=(A;\leq_{A})$ and $M’=(B\cdot\leq_{B})|$ be $\mathrm{c}\mathrm{p}\mathrm{o}\mathrm{s}$’ and $f:Aarrow B$ a
ffinction. If $M$ contains only finite chains then$f$ is continuous if and only if $f$ is monotonic.
Proof By Theorem 3.1 it remains to show that for every finite chain $K$ in $M$ and every
monotonic ffinctionffrom $A$ to $B$ : $f(s\iota pK)\leq_{B}s\uparrow pf(K)$ . Let $K=(a_{1},\ldots,a_{n}J,$ $’\geq 1$ , be
any finite chain in $M$, then $\sup K=a_{n}$ . Then $f(a_{1})\leq_{B}f(a_{2})\leq_{B}\ldots\leq_{B}f(a_{n})=f(supK)$
for the elements ofthe chain $f(K)$ because$f$ is monotonic. So $f(supK)=f(a_{n})\in f(K)$
and hence $f(supK)\leq_{B}supf(K)$ . Furthermore, we have $supf(K)=f(a_{n})=f(snpK)$ . $\square$
COROLLARY 2.2 Let $M_{i}=(A_{j} ;\leq_{j}),$ $\mathrm{i}=1,\ldots,\mathrm{n}$ , be flat posets and $M’=(B,\leq_{B})$ a
$\mathrm{c}\mathrm{p}\mathrm{o}$ . A monotonic ffinction from $M=M_{l}\cross\ldots\cross M_{n}$ in $M’$ is continuous.
Proof Any flat poset is complete and the Cartesian product of this $\mathrm{c}\mathrm{p}\mathrm{o}’\mathrm{S}$ is a cpo with
only finite chains {$\perp,aJ$ . By the previous corollary we get the assertion. $\square$
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The continuity offfinctions must be proved from case to case. Here is one important result.
THEOREM 3.2 Let $M=(A;\leq_{A})$ and $M’=(B;\leq_{B})$ be two $\mathrm{c}\mathrm{p}\mathrm{o}’\mathrm{S}$ . Then the set
$[Marrow M’]$ of all continuous hnctions is a sub-cpo of the set $(Marrow M’)$ of all
ffinctions from $A$ to $B$ (with the partial order from Lemma 2.1).
4 Fixpoints
There are many practical problems where the fixpoint of a ffinction is the solution of this
problem.
DEFINITION 4.1 Let $A$ be a set and $f$ a function from $A$ into itself An element $x\in A$ is
called a fixpoint of $f$, if $f(x)=x$ .
There are ffinctions with one, several or no fixpoints. For example the hnction $f:Rarrow R$ ,
defined by $f(x)=a\kappa+b$ , has the unique fixpoint $x_{\mathit{0}}= \frac{b}{l-}$
a
, where $a\neq l$ . For $a=l$ and
$b\neq 0$ the ffinction has no fixpoints.
So the question arise: How we can ’see’ if a ffinction has a fixpoint ? To realise some
properties we consider the following lemma.
LEMMA 4.1 Let A be a set and $(P(A);\subseteq)$ be the poset of all subsets of $A$ . Then any
monotonic ffinction $f:P(A)arrow P(A)$ has a fixpoint in $P(A)$ .
Proof Let $C=[B\in P(A)|B\subseteq f(B)\mathit{4}\cdot C$ is nonempty since $\emptyset\in C$ . Let $X=\cup C$ .
We will show that $X$ is a fixpoint of$f$. For any $B\in C$ is $f(B)\subseteq f(X)$ by monotonicity of$f$
$(B\subseteq\cup C=X)$ . With the definition of the set $C$ we have $B\subseteq f(B)\subseteq f(X),$ $\forall B$ and
therefore $\cup iB|B\in CJ\subseteq f(X)$ , that $\mathrm{i}\mathrm{s}\cup C=X\subseteq f(X)$ . Hence $X\subseteq f(X)$ .
By monotonicity of $f,$ $f(X)\subseteq f(f(X))$ , that is $f(X)\in C$ and then $f(X)\subseteq\cup C=X$ .
Finally $f(X)=X$ . $\square$
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We have seen, ffom Example 2.4, the set $(P(A);\subseteq)$ is a $\mathrm{c}\mathrm{p}\mathrm{o}$ .
Furthermore the ffinction $f$ is continuous: Let $K=tA_{i}|i\in IJ$ be a chain in $(P(A);\subseteq)$ . By
monotonicity of $f,$ $f(K)$ is a chain too. $\bigcup_{i\in l}A_{i}$ and $\bigcup_{i\in l}f(A_{i})$ are the least upper bounds of
$K$ and $f(K)$ , respectively. With the rules ofDe Morgan, $f( \bigcup_{i\in I}A_{i})=\bigcup_{i\in l}f(A_{i})$ , hence$f$ is
continuous.
It can be shown that a continuous hnction from a cpo into itself has fixpoints and the least
fixpoint is unique.
This lemma has a technical character.
LEMMA 4.2 Let $M=(A;\leq)$ be a poset and $f:Marrow M$ a monotonic ffinction.
If $M$ has a least $\mathrm{e}\mathrm{l}\mathrm{e}\mathrm{m}\mathrm{e}\mathrm{n}\mathrm{t}\perp$ then
1, $f(\perp),\ldots,f^{n}(\perp),\ldots$
is a chain.
Proof By induction it will be shown that for all $,$ $\geq 0,$ $f^{n}(\perp)\leq f^{n+l}(\perp)$ .
In the case $n=0$ it is $\perp\leq f(\perp)$ , since 1 is the least element ofthe poset $M$ .
Suppose $f^{n}(\perp)\leq f^{n+l}(\perp)$ , then by the monotonicity off, we have $f^{n+l}(\perp)\leq f^{n+\mathit{2}}(\perp)$
and the induction step is done. $\square$
Now we obtain the Fixpoint Theorem:
THEOREM 4.1 A continuous $\mathrm{f}\mathrm{f}\mathrm{i}\mathrm{n}\mathrm{c}\iota \mathrm{i}\mathrm{o}\mathrm{n}f$ from a cpo $M$ into itself has a unique least
fixpoint. Furthermore, if $\perp$ is the least element of $M$ then the least fixpoint of $f$ is the
supremum ofthe $\mathrm{c}\mathrm{h}\mathrm{a}\mathrm{i}\mathrm{n}\perp,f(\perp),\ldots.f^{n}(\perp),\ldots$
Proof . Let a be the supremum ofthe chain $K=(f^{i}(\perp)|i\in NJ$ (this element exists since
$M$ is a $\mathrm{c}\mathrm{p}\mathrm{o}$). It will be shown that a is the least fixpoint of $f$ . By the continuity offwe have
$f(a)=f(supK)=supf(K)=supK=a$ . Thus, a is a fixpoint of $f$ . Let $b$ be another
fixpoint of$f$ . Then $\perp\leq b$ and by induction one obtains $f^{n}(\perp)\leq b,\forall n\geq \mathit{0}$ . Hence $b$ is a
supremum ofthe chain $K$ and $\sup K\leq b$ , that is $a\leq b$ . $\square$
THEOREM 4.2 Let $M=(A.\cdot\leq)$ be a $\mathrm{c}\mathrm{p}\mathrm{o}$ . The ffinction $\mu:[Marrow M]arrow M$ , defined by
$\mu(f)$ is the least fixpoint ofthe continuous function $f:Marrow M$ , is continuous.
10
COROLLARY 4.1 Let $M=(A;\leq)$ be a cpo and $f:Marrow M$ be a continuous ffinction.
If $\exists x\in A,$ $f(x)\leq X$ then $\mu(f)\leq x$ .
Proof By induction over $i\in N$ it will be shown that $f^{i}(\perp)\leq x$ with $f(x)\leq x$ .
The induction basis $\perp\leq x,\forall x\in A$ is clear. Assume $f^{\dot{i}}(\perp)\leq x,$ $i\geq 0$ then by monotonicity
of $f$, $f^{i+l}(1)\leq f(x)$ . Thus, $f^{i+\mathit{1}}(\perp)\leq x$ . So $\mathrm{x}$ is an upper bound of the chain
$\perp,f(\perp),\ldots,f^{n}(\perp),\ldots$ and hence $\mu(f)\leq x$ by Theorem 2.6. $\square$
This Corollary is said to be the Park’s Theorem.
The construction ofthe least fixpoint $\mu(f)$ as the least upper bound of a chain suggest to the
so-called Induction Principle of Scott. In fact, that fixpoint induction principle is nothing more
than usual induction on $\mathrm{n}$ to show a property for the chain $K= \oint f^{n}(\perp)|n\geq 0J$ and its
supremum $\mu(f)$ . On reaching this a special class of predicates will be introduced.
DEFINITION 4.2 Let $M=(A;\leq)$ be a cpo and $P:Aarrow t\mathit{0},IJ$ be a predicate. $\mathrm{P}$ is called
admissible if for every chain $K$ in $M$ the condition holds: $P(a),\forall a\in K=P(supK)$ .
Now the Induction Principle of Scott can be formulated.
THEOREM 4.3 Let $M=(A;\leq)$ be a $\mathrm{c}\mathrm{p}\mathrm{o},$ $f:Marrow M$ be a continuous ffinction and
$P:Marrow;0,lJ$ an admissible predicate. If $P(\perp)$ and $P(x)$ implies $P(f(x))$ for every
$x\in M$ , then $P(\mu(f))$ .
Proof By the Theorem 4.1, $K:\perp,f(1),\ldots,f^{n}(1),\ldots$ is a chain and $\mu(f)=s\iota pK$ . By
classical induction on $\mathrm{n}$ one can show that $P(f^{n}(1)),\forall’$ . Since $P$ is an admmissible predicate
the Theorem is proved. $\square$
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5 Application
One important application of the Fixpoint Theorem consists in the proof of the correctness of
the computation by recursive programs.
Consider the recursive program for computing factorials:
$F(x)\not\subset ifx=0$ then 1 else $x^{*}F(X-\mathit{1})$ .
The computation starts by a call to the hnction procedure of the ffinction variable $F$ and the
program is recalled by itself Normally the computation sequence will be finished after finite
steps and will provide the output value of the program for the given input value $\mathrm{x}$ (meaning or
semantics ofthe program).
In fact, this recursive program defines a hnction $fac:Narrow N$ with
$fac(n)=n^{*}(n-1)^{*}\ldots*2*1,$ $n\in N$ .
By interpreting $’\not\subset$ ’ as an equality sign the meaning of this program is defined as a ffinction
$f:N_{\omega}arrow N_{w}$ such that
$f(x)=i;-then-elSe(x=0,1,x^{*}f(x-1))$ for all $x\in N_{\omega}$ .
This ffinctions are the fixpoints ofthe ffinctional $\Phi:(N_{\omega}arrow N_{\omega})arrow(N_{w}arrow N_{o},)$
defined by
$\Phi(f)(x)=if-then-else(x=0,1,x^{*}f(x-1))$ .
By applying the ffinctional $\Phi$ to the hnction $f$ : $N_{a)}arrow N_{w}$ we obtain
$\Phi(f)(n)=$
$\omega$ , if $r\iota=\omega$
1, if $’=0$
$\omega$ , if $’\neq 0$ and$f(n-1)=\omega$
$\sim$
$n^{*}f(n-1)$, othewise
It can be shown ([1]) that a ffinctional $\Phi$ is associated to every recursive program that is the
least fixpoint of $\Phi$ exists and has the semantics of the program.
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We show that this ffinctional $\Phi$ is continuous: It is enough to show, by Theorem 3.1, that
(i) $\Phi$ is monotonic and
(ii) $\Phi(\sup K)\leq’\sup\Phi(K)$ for every chain $K$ in $M=((N_{w}arrow N_{\omega});\leq’)$ .
For (i) consider $f,g:N_{w}arrow N_{\varpi}$ with $f\leq’g$ (with the relation in Lemma 2.1). According to
the definition of $\Phi$ we have to distinguish the three cases:
(1) $n=\omega:\Phi(f)(n)=\omega\leq\Phi(g)(n)$
(2) $n=0:\Phi(f)(n)=1=\Phi(g)(n)$
(3) $n\neq\omega,0:i;f(n-1)=\omega$ then $\Phi(f)(n)=\omega\leq\Phi(g)(n)$
iff$(n-1)\neq\omega$ then $\Phi(f)(n)=n^{*}f(n-1)=n^{*}g(n-1)=\Phi(g)(n)$ ,
since $f(n-1)=g(n-1)$ .
It follows $\Phi(f)\leq’\Phi(g)$ and $\Phi$ is monotonic.
To show (ii) let $K= \oint f_{i}|i\in NJ$ be a chain in $M$ . Because ofLemma 2.1 we have to prove
that
$\Phi(\sup K)(n)\leq(\sup\Phi(K))(n)=s?\prime p(\Phi(K)(7’))\equiv s\iota lpi^{\Phi(}fi)(n)|f\dot{|}\in KJ,$ $\forall n\in N_{\omega}$ .
We have to distinguish the three cases:
(1) $n=\omega:\Phi(supK)(n)=\omega\leq sllp(\Phi(K)(\Upsilon\}))$
(2) $n=0: \Phi(supK)(n)=1=\sup(\Phi(K)(n))$
(3) $n\neq\omega,0$:iff$(n-1)=\omega$ for all $f_{i}\in \mathrm{K}$ then $s\iota pK(n-1)=_{\omega},$ ’
hence $\Phi(supK)(n)=\omega\leq snp(\Phi(K)(n))$
iff$(n-1)=m\neq\omega$ for at least $\mathrm{o}\mathrm{n}\mathrm{e}f_{i}\in \mathrm{K}$ then
$supK(n-1)= \sup\oint fi(’?-1)|f\mathrm{i}\in KJ=m$ and so it is
$\Phi(\sup K)(n)=n(_{S\iota}*lpK)(Pl-1)=llm*=s\mathrm{t}lp(\Phi(K)(n))$ .
Hence $\Phi(\sup K)(n)\leq\sup(\Phi(K)(n)),$ $\forall n\in N_{w}$ or $\Phi(s\iota pK)\leq’snp\Phi(K)$ for all $K$.
By the Fixpoint Theorem the hnctional $\Phi$ has aleast fixpoint $\mu(\Phi)$ and it is
$\mu(\Phi)=s\iota/p\gamma\Phi^{i}(1_{(\omega)})N_{\Phi}arrow N|i\in NJ$ .
By induction on $\mathrm{i}$ we can show that
$\Phi^{i}(1_{(N_{\Phi}N_{\omega}}arrow))(n)=fi(n)=\{$
$\omega$ , if $n=\omega$ or $n\in N,n\geq i\sim$
for all $i\in N$ .
$n’.,$ $\mathrm{i}\mathrm{f}n\in N,0\leq l\leq i-1$
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Since by Example 2.6
$\sup[f_{i}(n)|i\in N\mathit{1}=\{$
$\omega$ , if $n=\omega$
$n’.$. $\mathrm{i}\mathrm{f}n\in N$
the fixpoint $\mu(\Phi)$ is the $\omega$ -extension ofthe factorial ffinction $fac$ .
Finally the correctness ofthe computing by the given recursive program is proved.
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