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Introduction
Let d be a positive integer and p a probability measure on the Bore1 subsets of Rd. We assume that p has finite moments of any order, (i.e., SRd IxiIPdx < 00, for all p > 0 and i E {1,2,. . . denotes the total degree o f f . Because p has finite moments of any order, it follows from Holder's inequality that F, C L2(Rd,p), for all n 2 0. Moreover, F, is a closed subspace of L2(Rd, p ) , since F, is finite dimensional, for all n 2 0. Thus, for all n 2 0, we may define the spaces Gn := F, 8  where F, 8 F,-l denotes the orthogonal complement of F,-1 into F, with respect to the inner product given by p, and F-1 := { 0 } is the null space.
We define the Hilbert space H as the direct sum of the orthogonal subspaces {G,},>o ( i e . , ' H := en2OGn). Let V be the space of all polynomial functions of d-variables: 2 1 , 2 2 , . . . , x d , and of arbitrary degree, in which any two polynomials, that are equal p-almost surely, are considered to be identical.
For all i E {1,2,. . . , d}, we denote by Xi the operator of multiplication by the variable xi. This operator is defined on the space V, which is dense in H, as ( X i f ) ( x l , x 2 , .
. . ,xd) := x i f ( x 1 ,~2 , .
. . ,Q).
The following lemma leads us to the notion of creation, neutral (preservation), and annihilation operators. See [2] for details. Lemma 1.1. For all n 2 0 and i E {1,2,. . . , d } , XiG,IGk, for all k # n -1, n, n + 1, where I denotes the orthogonality relation with respect to the inner product generated by the probability measure p.
From Lemma 1.1, it follows that, for all n 2 0 and a+(j)} commutes with any operator from the set {a-(k), ao(k), a+(k)}.
A Combinatorial Identity
We will prove now an identity that will have remarkable connections with the standard Gaussian probability measure on R. 
where a+ := max(a, 0 ) , for all real numbers a Proof. Let us consider 2 n people called: a1, a2, . . . , azn, such that any two of them are of different ages. We assume that a1 < a2 < ... < a2n, where ai < aj means that person ai is younger than person aj. We would like to split these 2 n people into n disjoint teams (couples) of two people each. Each couple will play a game of tennis with any other couple. We can count the number of such partitions in two different ways.
The first way is to use the multinomial coefficient (2,;n,,2) , to count the number of ways in which we can form team 1, team 2, . . . , team n. After fixing team 1, team 2, . . . , team n, if for example we move the two people from team 1 into team 2, and the two people from team 2 into team 1, leaving all the other teams unchanged, then from the playing tennis point of view the teams are the same, they have only changed their names (team 2 is called now team 1, and team 1 is team 2, but the players within each team have remained the same). Thus by permuting the names (counting) of the teams we over-counted the number of partitions n! times. Hence, the total number of partitions is: Therefore, we have obtained the number from the right-hand side of the formula from our lemma.
The second way is to order first the two people within each team and then to order the teams. Since the team ( a i , a j ) is the same as the team (aj , a i ) , to avoid over-counting, we will always specify a team by listing first the younger member of the team and second the older member of the team. Thus for example ( a l , a2) is a legitimate team, while (a2, a l ) is not. We also order the teams among themselves, by saying that team 1 is less than team 2 if the older person from team 1 is younger than the older person from team 2. To avoid over-counting we will select the teams in their increasing order (that means the older member of team 1 is younger than the older member of team 2 who in turn is younger than the older member of team 3 and so on). We count now the number of partitions, by selecting first the older member from each team in their increasing order. Let ajl be the older member from team 1, a j , the older member from team 2, and so on.
Since we have ordered the teams, we have 1 _< jl < j 2 < . . . < j, 5 2n. Let us fix for the moment j1, j 2 , . . . , j,. We need to select now the younger member from each team, whom we call a i l , ai, , . . . , aim. Since the younger person from team 1, a i l , is younger than his(her) team-mate ajl , we must have 1 5 i~ < j~. Therefore, there are jl -1 choices for 21, namely: 1, 2, . .. , jl -1, if j 1 > 1, and no choice (room) if jl = 1. Thus, we can say that in both cases, the number of ways to select a younger partner for person ajl is (jl -1)+. Let us assume now that the partner ail of ajl has been chosen and fixed and let us proceed to select the partner ai, of aj, from team 2. Since aiz is younger than aj,, we must have a2 < j 2 . Since there are j 2 -1 numbers (positions) less than j 2 , namely: 1, 2, . . . , j 2 -1, out of which two are already occupied by a1 and j1, we can see that there are j 2 -3 choices left for 22, if j 2 > 3, and no choices if j 2 5 3. Thus the number of ways in which 22 can be selected is ( j 2 -3)+. Similarly we can see that after Zl and 22 have been selected and fixed, the number of ways in which we can select a younger partner for the player aj, is ( j 3 -5)+, and so on. Finally, there are (jn -( 2 n -1)) ways to select a younger partner for the player aj,. Using the generalized principle of counting, we conclude that if the older players from each team: aj,, a j , , . . . , aj, have been fixed and ordered as jl < j 2 < < j,, then the number of ways in which we can pair each of them with a younger partner is: 
Standard Gaussian Probability Measure
In this section we characterize the standard Gaussian probability measure on Rd in terms of the neutral (preservation) and commutators between the creation and annihilation operators. 
and where [ u -( j ) 
Proof. (e)
If p is the standard Gaussian probability measure on Rd, then it is well-known that relations ( 6 ) and (7) hold.
(+) Let us assume now that p is a probability measure on Itd, having finite moments of all orders, such that for i,
and [a-(j), u + ( k ) ] = d j , k I . We will compute all the mixed moments of p. 
Since for all j # k , any operator from the set { a -( j ) , u o ( j ) , u + ( j ) } commutes with any operator from the set {u-(k), ao(k), u+(k)},

. X i $ = X y $ . Sincexi =a-(i)+ao(i)+a+(i) andao(i) = 0 ,
we have Xi = a-(i) + a+(i). Because the index i has been fixed, we will denote a-(i) and a + ( i ) shortly by a-and a+, respectively. We denote by (-, -) , the inner product with respect to p. Then, we have:
where el E { -, +}, for all j E { 1 , 2 , . . . , m}. Actually, it will be better to count the epsilons from right to left since otherwise ern is applied first to the vacuum vector 4, then and so on. Therefore, we have: C ( a B m . . . a L 2 a B 1 $ ,~) . If m = 2n + 1 is odd, where n is some non-negative integer, then in every term (a'm ..-a'Za'l$,+), of the sum from formula (8) , the number of forward steps is different from the number of backward steps. Since we start from Go (because $ E Go) and we do a number of forward steps and a 0, if the number of backward steps is greater than the number of forward steps, or a'-. . . a'zacl 4 E Gk, for some k L 1 (k is actually odd, but this is not important for us), if the number of forward steps is greater than the number of backward steps. Because Gk i s orthogonal to Go, for all k 2 1, and 4 E Go (here we refer to the $ that appears after the comma in = 0, since we start out from the vacuum space Go and do more steps backward (k) than we do forward (at most k -1). This is the reason why the factors (jl -l)+, ( j 2 -3)+, . . . , (j, -(272 -1))' and not  j l -1, j z -3, . . . , j , -(2n -1) will appear later in this proof.
Indeed, this can be checked by induction on k. Since [a-, a+] = I , formula (10) holds for k = 1. Let us assume that it holds for k and prove that it also holds for k + 1. This is true since:
Thus we can see that a-(a+)"+' = ( u + )~+~u -
and subtracting (a+)"'afrom both sides of this equality we obtain that the commutator of a-and = (k + l ) (~+ )~. Thus according to the principle of mathematical induction, formula (10) holds for all positive integers k .
is [a-,
We now interchange a-and ( u + ) '~-~, if j~ > 5, and so on until all the aoperators disappear. Each time we interchange a-with a power of a+, the power of a+ decreases by 1, as we can see from formula (10) . Because the total power of a+ was initially n (n forward steps), we can see that after n interchanges all the a+ operators disappear, too. Since 4 = 1, we obtain in the end:
. . , and jn > 2n -1. If at least one jk is less than or equal to 2k -1, for 1 5 k 5 n, then
as was explained before. Thus we can say that, for all 1 _< j l < j 2 < . . . < jn 5 272, we have:
Applying now formulas (9) and (11) we obtain
Using now Lemma 2.1, we conclude that
for all positive integers n. This formula holds also for n = 0, if we define
Therefore we can say that, for all non-negative integers il, i 2 , . . . , id, = 0, otherwise. Thus p has the same mixed moments as the standard Gaussian probability measure on Rd. Since there is only one probability measure on Rd having the same moments as the standard Gaussian probability measure (namely the standard Gaussian measure itself), we conclude that p must be the standard Gaussian measure. for all non-negative integers i l , i 2 , . . . , i d . We believe that this theorem is a fundamental theorem of the theory of Interacting Fock Spaces and we will publish it in a forthcoming paper.
2)
We have proven Lemma 2.1 by counting, the number of partitions of 2n different people into n teams, in two different ways. From the proof of Theorem 3.1, we can see that the second way of counting the teams is strongly connected with the fact that, for the standard Gaussian probability measure on R, This way is also strongly connected to the Gaussian random variables if one recalls the Wick formula for calculating the expectation of a product of the form JI . J 2 . . . cm, where J1 J2, . . . , Jm is a finite sequence of jointly normally distributed random variables with mean zero. This expectation is computed in terms of the complete Feynman diagrams. Namely, a complete Feynman diagram of order m is a graph composed of m vertices and some edges connecting these vertices, such that each vertex is connected to exactly one other vertex (no vertex is connected to itself, no vertex is connected to two different vertices, and no vertex is left unconnected to some other vertex). We place J1 on one vertex, (2 on another vertex, and so on Jm on the last vertex. If we choose a complete Feynman diagram y, in which J1 is connected to J i l , J2 to &, , and so on ( n to ti,, , then we define: In this way we can see the strong connection between the standard Gaussian probability measure and each of the sides of the combinatorial identity from Lemma 2.1.
