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Abstract
We obtain estimates for the counting function of the Neumann Laplacian on a planar domain bounded
by the graph of a lower semicontinuous L1-function. These estimates imply necessary and sufficient con-
ditions for the validity of the classical one-term Weyl formula for the counting function and, under certain
restrictions, give an order sharp remainder estimate in this formula.
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0. Introduction
Let Ω be a planar domain bounded by the graph of a lower semicontinuous L1-function. Let
us consider the Neumann Laplacian N on Ω and denote by NN(Ω,λ) its counting function.
We shall be assuming that NN(Ω,λ) := +∞ whenever N has essential spectrum below λ (see
Section 1.1 for rigorous definitions).
It is well known that if Ω is an open, bounded and connected set with Lipschitz boundary
then NN(Ω,λ) satisfies
NN(Ω,λ) = μ2(Ω)4π λ+ o(λ), λ → +∞, (0.1)
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For the Dirichlet Laplacian, the Weyl formula holds for all domains of finite measure. For the
Neumann Laplacian the situation is significantly different. For a general open set Ω ⊂ R2 with
the finite measure, the estimate (0.1) may fail for a variety of reasons. In particular, it does not
hold for many domains with irregular boundaries or infinite cusps; see, for example, [2–4,8,12,
14] or [26].
Moreover, the Neumann Laplacian on a bounded domain may well have essential spectrum
[10,25]. The necessary and sufficient conditions for absence of the essential spectrum in terms
of capacities have been obtained in [17,18]. In [7] it was shown that NN(Ω,λ) is polynomially
bounded whenever the Sobolev space W 1,2(Ω) is embedded in Lq(Ω) for some q > 2. If the
log-Sobolev inequality holds on Ω then NN(Ω,λ) is exponentially bounded [16].
To the best of our knowledge, all other papers, devoted to the study of the spectrum of the
Neumann Laplacian, were concerned either with domains where the Sobolev extension theorem
holds [5,20], or with some special domains such as self-similar domains [4,9,15,21] or domains
with model singularities [2,3,8,12,14,26]. The only exception seems to be [22], where the authors
obtained a remainder estimate for multi-dimensional domains with rough boundaries under the
assumption that the boundary locally coincides with the graph of a continuous function.
The main results of this paper are Theorems 1.6 and 1.7, which give estimates for the differ-
ence
RN(Ω,λ) := NN(Ω,λ)− μ2(Ω)4π λ (0.2)
in terms of geometric characteristics of the boundary. For the Dirichlet Laplacian, the absolute
value of this difference can be estimated in terms of the volume of the interior ε-neighbourhood
of the boundary. This was proved, for example, in [22]. A similar (but weaker) estimate, which
includes the exterior neighbourhood of ∂Ω , had been obtained in [1].
It turns out that the behaviour of RN(Ω,λ) are determined by much more subtle characteris-
tics.
Our estimates are order sharp as λ → +∞ whenever the function λ−1/2RN(Ω,λ) grows
faster than a power of λ and satisfies certain regularity conditions (see Theorem 1.6). Note that
λ−1/2RN(Ω,λ) = O(1) as λ → +∞ for bounded domains with sufficiently smooth boundaries
(see, for example, [11] or [13]).
In particular, our results imply necessary and sufficient conditions for the Weyl formula (0.1)
(see Theorem 1.7). The validity of these conditions is solely determined by explicit and com-
putable geometric characteristics of the domain Ω . In [22] only sufficient conditions for (0.1)
were obtained.
It should be emphasized that the technical tools used in this paper are based on the variational
technique and are very different from those developed for domains with a smooth boundary
[11,24]. The “smooth technique” allows one to obtain more precise asymptotic results but for
a narrower class of domains. It has been adapted for the study of domains with non-smooth
boundaries [6,13,28] but is not applicable to domains with very irregular boundaries. It is quite
possible, though, that a combination of our methods and those developed in [6] and [13] will
enable one to study more interesting non-smooth spectral problems. For instance, it may be
possible to single out a class of domains where |RN(Ω,λ)| C(lnλ)λ1/2 (which seems to be a
very difficult problem).
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1.1. Basic definitions and notation
Throughout the paper we shall be using the following notation. Let
• μd denote the d-dimensional Lebesgue measure,
• χA denote the characteristic function of a set A,
• ϕ : (0,1) → [0,∞)∪{+∞} be a lower semicontinuous function which is finite almost every-
where, and
• Gϕ be the open set defined by
Gϕ =
{
(x, y) ∈ R2 ∣∣ 0 < x < 1, −1 < y < ϕ(x)}.
We shall always be assuming that μ2(Gϕ) < ∞.
If B is a non-negative number, denote by E(ϕ,B) the open set defined by
E(ϕ,B) = {x ∈ (0,1) ∣∣ (x,B) ∈ Gϕ},
and denote by {Δi}i∈Γ (ϕ,B) the unique countable family of disjoint open intervals such that⋃
i∈Γ (ϕ,B)
Δi = E(ϕ,B),
where Γ (ϕ,B) is an index set.
Let A > 0 for every j ∈ N, denote by {Δi,j }i∈Γ (ϕ,Aj) the family of open disjoint intervals
which form the set E(ϕ, jA). Define
n(ϕ,A, δ) :=
+∞∑
j=1
#
{
i ∈ Γ (ϕ, jA) ∣∣ μ1(Δi,j )δ < μ1(Δi,j ∩E(ϕ, (j + 1)A))},
here and further on n(ϕ,A, δ) may be +∞.
The function n, depending on ϕ and on two additional parameters A > 0 and δ ∈ (0,1), de-
scribes the geometry of Gϕ relevant for our spectral estimates. We shall see (e.g., in Theorem 1.6)
that the parameter A controls, roughly speaking, the number of boundary-induced eigenvalues
λ lying below A−2. The additional parameter δ is introduced solely for technical convenience,
and the reader may assume, for instance, that δ = 12 in the formulation of main results. Through-
out the paper we shall denote by C1,C2, . . . , c1, . . . various constants depending only on the
parameter δ ∈ (0,1).
Let Ω be an open subset of R2. Given t > 0, let us denote by Vt (Ω) the set {x ∈ Ω |
d(x, ∂Ω) t}, where d(x, ∂Ω) is the distance between the point x and the boundary of Ω .
Let B be a subset of R2. Denote by cl(B) the closure of B .
Recall that the Sobolev space W 1,2(Ω) is the space of functions f ∈ L2(Ω) such that ∇f ∈
L2(Ω), and is endowed with the norm
‖f ‖W 1,2(Ω) = ‖∇f ‖L2(Ω) + ‖f ‖L2(Ω).
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1,2(Ω) of the set {f ∈ W 1,2(Ω) |
f ≡ 0 in some neighbourhood of Y }.
Definition 1.1. We shall say that an open subset Ω of R2 satisfies the Poincaré inequality if there
exists a constant C > 0 such that
inf
a∈R ‖f − a‖
2
L2(Ω)  C‖∇f ‖2L2(Ω), ∀f ∈ W 1,2(Ω).
We denote by CPoin(Ω) the minimal possible constant C in the above estimate.
Let λ 0. Denote
NN,D(Ω,Y,λ) := sup(dimEλ),
where the supremum is taken over all subspaces Eλ ⊂ W 1,20,Y (Ω) such that
‖∇f ‖2
L2(Ω) < λ‖f ‖2L2(Ω), ∀f ∈ Eλ \ {0}.
One can see that
NN,D(Ω,Y,λ) = inf(codim E˜λ),
where the infimum is taken over all subspaces E˜λ ⊂ W 1,20,Y (Ω) such that
‖∇f ‖2  λ‖f ‖2
L2(Ω), ∀f ∈ E˜λ.
Clearly, NN(Ω,λ) = NN,D(Ω,∅, λ). Let ND(Ω,λ) = NN,D(Ω,∂Ω,λ).
1.2. Main results
Our main result are Theorems 1.6 and 1.7, which give order sharp remainder estimates in the
one-term Weyl formula (0.1) for the Neumann Laplacian on Gϕ .
Theorems 1.2, 1.3, and 1.5 are of independent interest. Theorem 1.2 gives a two-sided estimate
for the constant arising in the Poincaré inequality for the domain Gϕ . Theorem 1.3 gives an
estimate for the essential spectrum of the Neumann Laplacian on the domain Gϕ . Theorem 1.5
gives a bound for the quantity NN(Gϕ,λ) for small λ, in contrast to Theorems 1.6 and 1.7 which
give asymptotic results for large λ. The proofs of Theorems 1.2, 1.3, and 1.5 are in essence much
simpler than those of Theorems 1.6 and 1.7.
Theorem 1.2. The following two statements are equivalent.
(i) There is a constant A> 0 such that n(ϕ,A, δ) = 0.
(ii) The domain Gϕ satisfies the Poincaré inequality.
Moreover, there exist constants C1,C2 such that
C1(B + 1) CPoin(Gϕ)C2(B + 1).
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Theorem 1.3. The following two statements are equivalent.
(i) There exists λ > 0 such that NN(Gϕ,λ) = +∞.
(ii) There exists A> 0 such that n(ϕ,A, δ) = +∞.
Moreover, there are constants C1,C2 such that the following estimates hold:
C1B  inf
{
λ > 0
∣∣NN(Gϕ,λ) = +∞} C2B,
where B = inf{A> 0 | n(ϕ,A−1/2, δ) = +∞}.
Corollary 1.4. The spectrum of the Neumann Laplacian is discrete if and only if n(ϕ,A, δ) < +∞
for all A> 0.
Theorem 1.5. There are constants c1, c2, c3, c4 such that for all λ < 1/400, the following esti-
mate holds:
c1
(
n
(
ϕ, c2λ
1/2, δ
)+ 1)NN(Gϕ,λ) c3(n(ϕ, c4λ1/2, δ)+ 1).
Theorem 1.6. Let a > 1/2, b a,M  1, and let Ψ : [1,+∞) → (0,+∞) be a function satisfy-
ing the following conditions:
Ψ (t1)
ta1
MΨ(t2)
ta2
and
tb1
Ψ (t1)
M
tb2
Ψ (t2)
for all t2  t1  1. (1.1)
Then the following two statements are equivalent.
(i) There exist constants A1,A2 and λ0 such that
A1Ψ (λ)RN(Gϕ,λ)A2Ψ (λ), λ λ0.
(ii) There exist constants A3,A4 and t0 such that
A3Ψ (t) n
(
ϕ, t−1/2, δ
)
A4Ψ (t), t  t0.
Here the constants A1,A2,A3,A4 depend on the parameters δ, a, b and M only.
Theorem 1.7. Theorem 1.6 remains valid if we replace the two-sided inequalities for RN(Gϕ,λ)
and n(ϕ, t−1/2, δ) in (i) and (ii) with the estimates∣∣RN(Gϕ,λ)∣∣A2Ψ (λ) and n(ϕ, t−1/2, δ)A4Ψ (t),
respectively. In particular, this implies that
lim
λ→+∞
(
λ−1RN(Gϕ,λ)
)= 0 if and only if lim
t→+∞n
(
ϕ, t−1/2, δ
)
t = 0. (1.2)
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NN(Gϕ,λ) in Theorems 1.6 and 1.7. The conditions of Theorem 1.6 imply that Ψ (t)  c ta
(recall that a > 1/2). Therefore the reminder estimate obtained with the use of Theorems 1.6
and 1.7 cannot be better than O(λa).
To illustrate our results, let us consider the following known example.
Example 1.9. Let ϕ(x) = (−lnx)α where α > 0 and x ∈ (0,1). One can show that in this case
n(ϕ,A, δ) ≡ +∞ whenever α > 1. If α = 1 then
n(ϕ,A, δ) =
{+∞ for all A< −ln δ,
0 for all A−ln δ.
Finally, if α ∈ (0,1) then λ− 12−2α n(ϕ,λ−1/2, δ) converges to a constant as λ → +∞. Therefore:
(1) Theorem 1.2 implies that Gϕ satisfies the Poincaré inequality if and only if α  1.
(2) Theorem 1.2 shows that the essential spectrum of −N :
(2a) coincides the positive half-line for all α > 1,
(2b) is empty for all α < 1,
(2c) is compact and contains nonempty interval of the form [0, c] if α = 1.
(3) Theorem 1.6 implies that:
(3a) NN(Gϕ,λ) = O(λ 12−2α ) as λ → +∞ for each α ∈ (1/2,1),
(3b) RN(Gϕ,λ) = O(λ 12−2α ) as λ → +∞ for each α ∈ (0,1/2),
(3c) NN(Gϕ,λ) = O(λ) as λ → +∞ for α = 1/2.
Note that, in view of (1.2), in the last case the Weyl formula (0.1) does not hold.
More precise results for the domains discussed in the above example can be found in [12],
where the author obtained an asymptotic expansion of NN(Gϕ,λ) up to the order O(λ1/2).
However, in this paper we are only concerned with estimating the remainder in the one-term
Weyl formula.
2. Proofs of the main results
2.1. Poincaré inequality
The main result of this subsection is Lemma 2.1. This lemma represents a Poincaré type
inequality for the domain Gϕ and plays the central role in the proof of our main results. Other
lemmas in this section are of a technical nature.
Let Q = (0,1)× (−1,0). Given a function f ∈ W 1,2(Gϕ), let us denote
fQ =
∫
Q
f (x, y)dx dy and f˜ (x) =
0∫
−1
f (x, y)dy, where x ∈ (0,1).
Yu. Netrusov / Journal of Functional Analysis 250 (2007) 21–41 27Lemma 2.1. Assume that n(ϕ,A, δ) = 0 for some A 1. Then
‖f − fQ‖2W 2(Gϕ) 
(
4
√
2 + 2
√
3
1 − δ1/2
)2
A2‖∇f ‖2
L2(Gϕ)
for all f ∈ W 1,2(Gϕ).
In order to prove this result, we shall need the following lemmas.
Lemma 2.2. Let A 1 and ϕ A. Then for any function f ∈ W 1,2(Gϕ) we have
‖f − fQ‖L2(Gϕ)  4A‖∇f ‖L2(Gϕ).
Proof. Let f ∈ W 1,2(Gϕ). Then for every x ∈ (0,1) and all points y1, y2 such that (x, y1),
(x, y2) ∈ Gϕ , we have
∣∣f (x, y1)− f (x, y2)∣∣=
∣∣∣∣∣
y2∫
y1
f ′y(x, y)dy
∣∣∣∣∣ |y1 − y2|1/2
( y2∫
y1
∣∣f ′y(x, y)∣∣2 dy
)1/2

(
1 + ϕ(x))1/2( ϕ(x)∫
−1
∣∣f ′y(x, y)∣∣2 dy
)1/2
.
Hence
∣∣f (x, y1)− f˜ (x)∣∣ (1 + ϕ(x))1/2( ϕ(x)∫
−1
∣∣f ′y(x, y)∣∣2 dy
)1/2
. (2.1)
Then
∫
Gϕ
|f (x, y)− f˜ (x)|2 dx dy  (1 +A)2 ∫
Gϕ
|f ′y(x, y)|2 dy and therefore
‖f − fQ‖L2(Gϕ)  ‖f − f˜ ‖L2(Gϕ) + ‖f˜ − fQ‖L2(Gϕ)
 (1 +A)‖f ′y‖L2(Gϕ) + (1 +A)1/2
∥∥∥∥∥f˜ −
1∫
0
f˜ (x)dx
∥∥∥∥∥
L2(0,1)
 (1 +A)‖f ′y‖L2(Gϕ) + (1 +A)‖f ′x‖L2(Q)
 (2 + 2A)‖∇f ‖L2(Gϕ)  4A‖∇f ‖L2(Gϕ). 
Lemma 2.3. Suppose that the conditions of Lemma 2.2 are fulfilled. Denote
ai = 1
μ2(Qi)
∫
f (x, y)dx dy,Qi
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intervals introduced in Section 1.1. Then∑
i∈Γ (ϕ,A)
|ai − fQ|2μ1(Δi) 6A‖∇f ‖2L2(Gϕ).
Proof. Similarly to the proof of Lemma 2.2, for all i ∈ Γ (ϕ,A) we have
|ai − fQ| ‖u‖L∞ + (A+ 1)1/2 α1/2i μ1(Δi)−1/2,
where u(x) = f˜ (x) − fQ and αi =
∫
Δi
∫ ϕ(x)
−1 |f ′y(x, y)|2 dy dx. Squaring the above inequality,
we obtain
|ai − fQ|2μ1(Δi) ‖u‖2L∞μ1(Δi)+ 2
√
A+ 1‖u‖L∞α1/2i μ1(Δi)1/2 + (A+ 1)αi .
From this estimate and the inequalities∑
i∈Γ (ϕ,A)
μ1(Δi) 1, ‖u‖L∞  ‖f ′x‖L2(Q),
∑
i∈Γ (ϕ,A)
αi  ‖f ′y‖2L2(Q),
it follows that∑
i∈Γ (ϕ,A)
|ai − fQ|2μ1(Δi) ‖∇f ‖2L2(Q) + 2
√
A+ 1‖∇f ‖2
L2(Gϕ)
+ (A+ 1)‖∇f ‖2
L2(Gϕ)
.
Since the right-hand side does not exceed 6A‖∇f ‖2
L2(Gϕ)
, the required estimate follows from
this inequality. 
Proof of Lemma 2.1. Define G˜ϕ = {(x, y) ∈ Gϕ | y < A}. Let j ∈ N∪{0}, and let {Δi,j }i∈Γ (ϕ,Aj)
be the family of open disjoint intervals which form the set E(ϕ, jA). Denote
Qi,j = Δi,j ×
[
Aj −μ1(Δi,j ),Aj
]
,
ai,j = 1
μ2(Qi,j )
∫
Qi,j
f (x, y)dx dy,
G˜ϕ(i, j) =
{
(x, y) ∈ Gϕ
∣∣ x ∈ Δi,j , jA < y < j(A+ 1)}
and
Γ (i, j) = {s ∈ Γ (ϕ,A(j + 1)) ∣∣Δs,j+1 ⊂ Δi,j}.
We have ( ∫
G
|f − fQ|2 dx dy
)1/2
 I1 + I2,
ϕ
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I1 =
(
‖f − fQ‖2L2(G˜ϕ) +
+∞∑
j=1
∑
i∈Γ (ϕ,jA)
‖f − aij‖2L2(G˜ϕ(i,j))
)1/2
,
I2 =
(+∞∑
j=1
∑
i∈Γ (ϕ,jA)
|ai,j − fQ|2μ2
(
G˜ϕ(i, j)
))1/2
.
By Lemma 2.2, I1  4
√
2A‖∇f ‖L2(Gϕ). The condition n(ϕ,A, δ) = 0 implies that
I2 
A1/2
1 − δ1/2
(+∞∑
j=0
∑
i∈Γ (ϕ,Aj)
∑
s∈Γ (i,j)
|ai,j − as,j+1|2μ1(Δs,j+1)
)1/2
.
Finally, by Lemma 2.3, we have I2  2
√
3A(1 − δ1/2)−1‖∇f ‖L2(Gϕ). Hence
‖f − fQ‖L2(Gϕ) A
(
4
√
2 + 2
√
3
1 − δ1/2
)
‖∇f ‖L2(Gϕ). 
2.2. Proofs of Theorems 1.2 and 1.5
Lemma 2.4. We have μ2(Gϕ)A(1 − δ)−1(n(ϕ,A, δ)+ 1) for all A> 0.
Proof. Let Δi,j be the intervals introduced in the proof of Lemma 2.1,
Ĝ(i, j) = {(x, y) ∈ Gϕ ∣∣ x ∈ Δi,j , y > jA},
γ = {(i, j) ∣∣ j ∈ N, i ∈ Γ (ϕ,Aj), δμ1(Δi,j ) μ1(E(ϕ,A(j + 1))∩Δi,j )},
and G∗0 = Gϕ \ (
⋃
(i,j)∈γ Ĝ(i, j)). Denote also G∗i,j = Ĝ(i, j) \ (
⋃
Ĝ(i0, j0)) where (i, j) ∈ γ
and the union is taken over all (i0, j0) ∈ γ such that j0 > j . We have #γ = n(ϕ,A, δ), μ2(G∗0)
1 + A1−δ and μ2(G∗i,j ) A1−δ for all (i, j) ∈ γ . Hence
μ2(Gϕ) = μ2
(
G∗0
)+ ∑
(i,j)∈γ
μ2
(
G∗i,j
)
 A
1 − δ
(
n(ϕ,A, δ)+ 1)+ 1. 
Lemma 2.5. Let A 1. Then
NN
(
Gϕ,4A−2
(
4
√
2 + 2√3(1 − δ−1/2))2) n(ϕ,A, δ)+ 1.
Proof. We shall use the notation from the proofs of Lemmas 2.1 and 2.4. Let f ∈ W 1,2(Gϕ).
Assume that
∫
f dx dy = 0 for all (i, j) ∈ γ and ∫ f dx dy = 0. By Lemma 2.1, we haveQi,j Q
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(
4
√
2 + 2√3(1 + δ−1/2)−1)A‖∇f ‖L2(G∗0),
‖f ‖L2(G∗i,j ) 
(
4
√
2 + 2√3(1 + δ−1/2)−1)A‖∇f ‖L2(G∗i,j∪Qi,j )
for all (i, j) ∈ γ . The required estimate is a simple consequence of these inequalities. 
Remark 2.6. Let A 1. Then there exists a family of sets {Ui}i∈I such that:
(i) #I  n(ϕ,A, δ)+ 1 and ⋃i∈I Ui = Gϕ ;
(ii) NN(Ui,4((4
√
2 + 2√3)(1 − δ−1/2))2A−2) = 1 for all i ∈ I ;
(iii) every point of the set Gϕ belongs to at least two sets from the family {Ui}i∈I .
Indeed, if we take
{Ui}i∈I =
{
G∗0
}∪( ⋃
(i,j)∈γ
{
G∗i,j
})
,
where the sets G∗0,G∗i,j are defined in the proof of Lemma 2.4, then the required result is a
consequence of the proofs of Lemmas 2.5 and 2.4.
Lemma 2.7. Let A> 0. Then NN(Gϕ,Y,π2A−2/δ) n(ϕ,A, δ)+1, where Y is the intersection
of the boundary of the cube (0,1)× (−1,0) and the boundary of Gϕ.
Proof. Let γ be the set defined in the proof of Lemma 2.4. Given (i, j) ∈ γ , let us define func-
tions fi,j in the following way:
fi,j (x, y) = sin(πy/A) if (x, y) ∈ Gϕ, x ∈ Δi,j and jA y  (j + 1)A;
fi,j (x, y) = 0 otherwise.
Then the sets {(x, y) ∈ Gϕ | fi,j (x, y) = 0} with (i, j) ∈ γ are disjoint, and
(π/A)2‖fi,j‖2L2(Gϕ)  δ‖∇fi,j‖2L2(Gϕ). 
Theorem 1.2 immediately follows from Lemmas 2.1 and 2.7.
Proof of Theorem 1.5. If (4
√
2 + 2√3(1 − δ1/2)−1) < 9 then the theorem follows from Lem-
mas 2.5 and 2.7. For other values of δ it is a consequence of the previous result and the obvious
estimate n(ϕ,A, δ) n(ϕ,A/2,
√
δ ). 
2.3. Proofs of Theorems 1.3, 1.6 and 1.7
In this section we shall use the following new notation. Let (x, y) ∈ Gϕ and 0 < b < 1. Denote
• θ(x, y) = sup |x1 − x2| where the supremum is taken over all x1, x2 ∈ (0,1) such that
[x1, x2] × {y} ⊂ Gϕ and x1 < x < x2,
• Gϕ(b) = {(x, y) ∈ Gϕ | θ(x, y) > b}.
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‖f ‖∗BV =
∣∣ lim
x→a f (x)
∣∣+ ∣∣ lim
x→b f (x)
∣∣+ Var(f ).
Lemma 2.8. For every b ∈ (0,1) there exists a function ϕ˜b of bounded variation, such that
Gϕ(b) =
{
(x, y) ∈ R2 ∣∣ 0 < x < 1, −1 < y < ϕ˜b(x)}.
Moreover, we have
‖ϕ˜b‖∗BV  2d/b + n(ϕ, d,1/2) d for all d ∈ (0,1).
Proof. Let a > 0, and let
Ua =
{
(x, y) ∈ Gϕ(b)
∣∣ a < θ(x, y) 2a}.
This set contains at least 1/a components, and for every component U˜ there exist a function
ϕU˜ :Δ → R, closed intervals Δ1,Δ2,Δ3,Δ (the intervals Δ1 or Δ3 may be empty) and a number
bU˜ such that the following conditions hold:
• U˜ = {(x, y) ∈ Gϕ | x ∈ Δ, bU˜ < y < ϕU˜ (x)};• the interiors of the intervals Δ1, Δ2 and Δ3 are disjoint;
• Δ = Δ1 ∪Δ2 ∪Δ3;
• the interval Δ2 lies between intervals Δ1 and Δ3;
• ϕU˜ is increasing on Δ1;• ϕU˜ is constant on Δ2;• ϕU˜ is decreasing on Δ3.
Let {U˜w}w∈W be the set of all such components constructed from sets Ub,U2b,U4b, . . . . Then
we have
#W  1
b
+ 1
2b
+ · · · 2
b
and
∑
w∈W
⌊
d−1a(U˜w)
⌋
 n(ϕ, d,1/2),
where a(U˜w) = supx∈Δ ϕU˜w(x) − bU˜w and d−1a(U˜w) denotes the integer part of the number
d−1a(U˜w). Hence
∑
w∈W a(U˜w) 2b d + n(ϕ, d,1/2)d . 
Theorem 1.3 is a simple consequence of Lemmas 2.5, 2.7 and 2.8.
In order to complete the proof of Theorems 1.6 and 1.7 we shall a number of auxiliary results,
including Theorems 2.11 and 2.12 which may be of independent interest.
Lemma 2.9. There a constant c such that∣∣RN(Gϕ,λ)∣∣ c(‖ϕ‖∗BV + 1)λ1/2(1 + lnλ)
for every function ϕ of bounded variation and all λ 1.
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it till Section 2.4.
Remark 2.10. For a continuous function ϕ, Lemma 2.9 follows from the results of [22]. It also
holds for the Dirichlet Laplacian. The latter result is well known and has been proved in many
papers (see for instance [1,23]).
Theorem 2.11. There are constants c1, c2 and c3 such that∣∣RN(Gϕ,λ)∣∣ c1(λ1/2 + n(ϕ, c2λ−1/2, δ))+ c3dλ1/2(1 + lnλ)(n(ϕ, d,1/2)+ λ1/2)
for all λ 1 and all d ∈ (0,1).
Proof. Let ϕ˜b be the function from Lemma 2.8, λ > 1 and bλ = λ−1/2/80.
Put Îλ = {x ∈ (0,1) | ϕ˜bλ(x) < ϕ(x)}, and let {Δ̂i}i∈Γ̂ be a family of disjoint open intervals
such that Îλ =⋃i∈Γ̂ Δ̂i .
Now denote by {Δi}i∈Γ a family of disjoint open intervals such that
(a) the length of any interval Δi is less than 2bλ;
(b) #Γ  c4λ1/2(1 + ‖ϕ˜bλ‖∗BV);
(c) for every i ∈ Γ̂ there exists j ∈ Γ such that Δ̂i ⊂ Δj ;
(d) for all i ∈ Γ the variation of function ϕ˜bλ on the interval Δi is less than 4bλ;
(e) Δi ⊂ (0,1) for all i ∈ Γ ;
(f) the set (0,1) \⋃i∈Γ Δi is finite.
Define the numbers {ai}i∈Γ and the functions ϕ1, ϕ2 : (0,1) → R by
ai = sup
x∈Δi
ϕ˜bλ(x)− inf
x∈Δi
ϕ˜bλ(x)+ 4bλ,
ϕ1 = ϕ˜bλ −
∑
i∈Γ
aiχcl(Δi), ϕ2 = ϕ˜bλ −
∑
i∈Γ
aiχΔi
(recall that clB is the closure of B). Let
G1 =
{
(x, y) ∈ Gϕ
∣∣ y < ϕ1(x)} and G2 = {(x, y) ∈ Gϕ ∣∣ y > ϕ2(x)}.
By Lemmas 2.8 and 2.9, for all d ∈ (0,1) we have
∣∣RN(G1, λ)∣∣ c5λ1/2(1 + lnλ)(‖ϕbλ‖∗BV + 1)
 c3dλ1/2(1 + lnλ)
(
n(ϕ, d,1/2)+ λ1/2). (2.2)
By Lemma 2.5,
μ2(G2) c7
(
λ−1/2 + λ−1n(ϕ, c8 λ−1/2, δ)). (2.3)
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function on the interval (0,1) defined by
ϕj (x) = ϕ(Tjx)− ϕ˜bλ(Tj x).
Put Γ̂0 = {j ∈ Γ̂ | n(ϕj , λ−1/2, δ) = 0} and, for j ∈ Γ̂ \ Γ̂0, denote
G2(j) =
{
(x, y) ∈ G ∣∣ x ∈ Δ̂j , ϕ(x) > y > ϕ˜bλ(x)−μ1(Δ̂j )}.
Also denote G2,i := {(x, y) ∈ G2 | x ∈ Δi} and G2,0(i) := G2,i \ ⋃j∈Γ̂ \Γ̂0 cl(G2(j)), where
i ∈ Γ .
The family {G2(j)}j∈Γ̂ \Γ̂0 ∪ {G2,0(i)}i∈Γ consists of disjoint sets and
μ2
(
G2 \
(( ⋃
j=Γ̂ \Γ̂0
G2(j)
)
∪
(⋃
i∈Γ
G2,0(i)
)))
= 0.
By Theorem 1.5 we have ∑
j∈Γ̂ \Γ̂0
NN
(
G2(j), λ
)
 c9n
(
ϕ, c10λ
−1/2, δ
)
and ∑
i∈Γ
NN
(
G2,0(i), λ
)
 c11λ1/2 + c12‖ϕbλ‖∗BVλ1/2.
Applying these two estimates and inequalities (2.1), (2.2), we obtain the required result. 
Theorem 2.12. There are constants c1, c2, c3, c4, such that
RN(Gϕ,λ) c1n
(
ϕ, c2λ
−1/2, δ
)− c3dλ1/2(1 + lnλ)(n(ϕ, d,1/2)+ λ1/2)− c4λ1/2
for all λ > 1 and all d ∈ (0,1).
Proof. Let ϕ˜b be the function from Lemma 2.8 λ > 1 and bλ = ελ−1/2/20, where ε is a small
constant which will be chosen later.
Let I = {x ∈ (0,1) | ϕ˜bλ(x) < ϕ(x)}, and let {Δi}i∈Γ be the family of disjoint open intervals
such that I =⋃i∈Γ Δi. Define the functions ϕ1, ϕ2 : (0,1) → R and the sets G1, G2 by
ϕ1 = ϕ˜bλ −
∑
i∈Γ
μ1(Δi)χcl(Δi), ϕ2 = ϕ˜bλ −
∑
i∈Γ
μ1(Δi)χΔi ,
G1 =
{
(x, y) ∈ Gϕ
∣∣ y < ϕ1(x)} and G2 = {(x, y) ∈ Gϕ ∣∣ y > ϕ2(x)}.
By Remark 2.10 and Lemma 2.8 we have∣∣ND(G1, λ)− (4π)−1λμ2(G1)∣∣A1dλ1/2(1 + lnλ)(n(ϕ, d,1/2)+ λ1/2).
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NN,D(G2, Y,λ) n
(
ϕ,π(δλ)−1/2, δ
)−A2λ1/2 −A2dλ1/2(n(ϕ, d,1/2)+ λ1/2),
where Y = ∂G2 ∩Gϕ . The above two estimates hold for all d ∈ (0,1), and the constants A1,A2
depend on parameters ε and δ only. Finally, by Lemma 2.4 we have
μ2(G2) C6ελ−1n
(
ϕ,π(δλ)−1/2, δ
)+C6λ−1/2,
where the constant C6 is independent of ε. If we take ε such that C6ε < 1/2 then the above three
estimate imply the required inequality. 
The following two lemmas are of technical nature. They will be proved in Section 2.4.
Lemma 2.13. Let b  a > 1/2, M  1, L > 0 and let Ψ : [1,+∞) → (0,+∞) be a function
satisfying the condition (1.1) of Theorem 1.6. Let n : (0,1) → [0,+∞) be a decreasing function
such that limt→0 n(t) = +∞, and let n̂(λ−1/2) = inf(n(t)t + tλ1/2)λ1/2(1 + lnλ) where the
infimum is taken over t ∈ (0,1).
Assume that there exists a constant A1 > 0 such that
n
(
λ−1/2
)−Ln̂(λ−1/2)A1Ψ (λ) for all λ 1.
Then there exists a constant A2 > 0 such that
n
(
λ−1/2
)+Ln̂(λ−1/2)A2Ψ (λ) for all λ 1.
Lemma 2.14. Let the conditions of Lemma 2.13 be fulfilled. Suppose, in addition, that there is a
constant A such that n(λ−1/2)AΨ (λ) for all λ 1.
Assume that there exist constants A1 and λ1 > 1 such that
n
(
λ−1/2
)+Ln̂(λ−1/2)A1Ψ (λ) for all λ > λ1.
Then there exist constants A2 and λ2 > 1 such that
n
(
λ−1/2
)−Ln̂(λ−1/2)A2Ψ (λ) for all λ > λ2.
Theorems 1.6 and 1.7 are simple consequences of Theorems 2.11, 2.12, and Lemmas 2.13,
and 2.14.
2.4. Proofs of Lemmas 2.9, 2.13 and 2.14
In order to prove Lemma 2.9, we shall need the following simple result [22, Remark 2.3].
Lemma 2.15. Let {Ωγ }γ∈J be a finite family of open subsets of R2 and L ∈ N. Suppose that
#{γ ∈ J | x ∈ Ωγ }  L for all x ∈ R2. Then NN(⋃γ∈J Ωγ ,λ/L) ∑γ∈J NN(Ωγ ,λ) for all
λ > 0.
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Lemma 2.16. Let ϕ be a function of bounded variation. Then there exists a family of open sets
{Ωω}ω∈W such that ⋃ω∈W Ωω = Gϕ , #W  ‖ϕ‖∗BV + 1, NN(Ωω,1/9) = 1 for all ω ∈ W and
#{ω ∈ W | x ∈ Ωω} 3 for all x ∈ Gϕ .
Proof. Let j ∈ N, and let {Δi,j }i∈Γ (ϕ,j) be the family open disjoint intervals which form the set
E(ϕ, j). Put
Ω0 =
{
(x, y) ∈ R2 ∣∣ 0 < x < 1, −1 < ϕ(y) < min(2, ϕ(x))},
W1 =
{
ω = (j, i) ∣∣ j ∈ N, i ∈ Γ (ϕ, j),Δi,j ∩E(ϕ, j + 1) = ∅},
Ωω =
{
(x, y) ∈ Gϕ
∣∣ x ∈ Δij , j − 1 < y < j + 2}, where ω = (j, i) ∈ W1.
Then, in view of Lemma 2.2, the family {Ωω}ω∈W = {Ω0} ∪ {Ωω}ω∈W1 satisfies the required
conditions. 
Lemmas 2.15 and 2.16 immediately imply the following
Corollary 2.17. Let ϕ be a function of bounded variation. Then
NN(Gϕ,1/27) ‖ϕ‖∗BV + 1.
Proof of Lemma 2.9. Given λ 1, let us choose m ∈ N such that 2m−9 < λ1/2  2m−8.
Let j = 1,2, . . . ,2m and kj be the maximal integer such that 2−m(kj + 2)  ϕ(x) for all
x ∈ [(j − 1)2−m, j2−m]. Consider the lower semicontinuous function ϕ1 which is identically
equal to kj2−m on the intervals ((j − 1)2−m, j2−m), and define
G0 =
{
(x, y) ∈ Gϕ
∣∣−1 < y < ϕ1(x)},
Gj =
{
(x, y) ∈ Gϕ
∣∣ x ∈ ((j − 1)2−m, j2−m), ϕ1(x) < y < ϕ(x)}.
We have
j=2m∑
j=1
μ2(Gj ) c1λ−1/2
(‖ϕ‖∗BV + 1) (2.4)
and, by Corollary 2.17,
j=2m∑
j=1
NN(Gj ,λ) c2λ1/2
(‖ϕ‖∗BV + 1). (2.5)
Now consider the disjoint dyadic cubes
Qi,k =
(
2−ik1,2−i (k1 + 1)
)× (2−ik2,2−i (k2 + 1)),
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the dyadic cubes satisfying the following two conditions:
(1) Qi,k ⊂ Gϕ for all (i, k) ∈ Γ ,
(2) if (i′, k′) ∈ Z × Z2 and Qi′,k′ ⊂ Gϕ then Qi′,k′ ⊂ Qi,k for some (i, k) ∈ Γ
(one can see that this family exists and it is unique). From the definition of the family
{Qi,k}(i,k)∈Γ it follows that
#
{
(i0, k0) ∈ Γ
∣∣ i0 = i} c3μ2(V2−i+2(Gϕ))22i
(recall that Vε(Gϕ) denotes the interior ε-neighborhood of the boundary ∂Gϕ).
Since∣∣NN ((0,1)2, t)− (4π)−1t∣∣ 1 +C1t1/2 and ∣∣ND((0,1)2, t)− (4π)−1t∣∣ C1t1/2
for all t > 0, the above estimate implies that
RN(G0, λ)
i=m∑
i=0
C3 μ2
(
V2−i+2(Gϕ)
)
22i
(
1 +C2λ1/22−i
)
 C4λ1/2
1∫
C5λ−1/2
μ2
(
Vt (Gϕ)
)
t−2 dt
 C6
(‖ϕ‖∗BV + 1)λ1/2(1 + lnλ)
and
∣∣ND(G0, λ)− (4π)−1μ2(G0)∣∣ i=m∑
i=0
C3μ2
(
V2−i+2(Gϕ)
)
22i
(
C2λ
1/22−i
)
 C7λ1/2
1∫
C8λ−1/2
μ2
(
Vt (Gϕ)
)
t−2 dt
 C9
(‖ϕ‖∗BV + 1)λ1/2(1 + lnλ).
Applying these two estimates and the inequalities (2.4), (2.5) we obtain the required result. 
Proof of Lemma 2.14. The proof proceeds in two steps. First we shall show that the estimate
n(λ−1/2) − Ln̂(λ−1/2)  A1Ψ (λ) implies that n(λ−1/2)  A3Ψ (λ) with some constant A3.
Then, using this result, we shall estimate n̂.
Let us take ε = (a − 1/2)/2 and fix a number t0  1 such that
Mu−ε(lnu+ 1) 1 and MLu−ε2(lnu+ 1) < 1/16 for all u t0.
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n(u−1/2)
Ψ (u)
 (2A1 + 4L)+ sup
t∈[1,t0]
n(t−1/2)
Ψ (t)
. (2.6)
One can see that it is sufficient prove (2.6) assuming that
2n(u−1/2)
Ψ (u)
 sup
t∈[1,u]
n(t−1/2)
Ψ (t)
.
Let us take u satisfying the above inequality. Let d ∈ (0,1] be an arbitrary number such that
n(d/2) u1/2  n(d). We have
(a) either d/2 u−1/2+ε ,
(b) or d/2 u−1/2+ε .
If (a) is true then
n̂
(
u−1/2
)

(
u1/2 + n(d))du1/2(lnu+ 1) 2du(lnu+ 1)
 4uε+1/2(lnu+ 1) 4MΨ(u)u−ε(lnu+ 1),
and hence
n
(
u−1/2
)
 n
(
u−1/2
)−Ln̂(u−1/2)+Ln̂(u−1/2) (A1 + 4L)Ψ (u).
Now assume that (b) holds. Then
u1/2 + n(d) 2n(d/2), n(d/2) 2n(u−1/2)Ψ (4/d2)/Ψ (u),
Ψ
(
4/d2
)
du1/2  2MΨ(u)
(
u1/2d/2
)−ε
,
(
u1/2d/2
)−ε  u−ε
and 8Mu−ε2(lnu + 1) < 1/(2L) (note that the first and the last estimates do not require the
condition (b)). Consecutively applying these five estimates to the right-hand side of the inequality
n̂
(
u−1/2
)

(
u1/2 + n(d))du1/2(lnu+ 1),
we see that
n̂
(
u−1/2
)

(
u1/2 + n(d))du1/2(lnu+ 1) 2n(d/2)du1/2(lnu+ 1)
 4
(
n
(
u−1/2
)
/Ψ (u)
)
Ψ
(
4/d2
)
du1/2(lnu+ 1)
 8M
(
n
(
u−1/2
)
/Ψ (u)
)
Ψ (u)
(
u1/2d/2
)−ε
(lnu+ 1)
 8Mu−ε2(lnu+ 1)n(u−1/2) n(u−1/2)/(2L).
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n(u−1/2)  2A1Ψ (u). Thus, there exists a positive constant A3 such that n(u−1/2)  A3Ψ (u)
for all u 1.
Now we are going to estimate n̂. Let t1  1 be an arbitrary number such that Mu−ε(lnu+1)
1/4 and 2MA3u−ε
2
(lnu + 1) 1 for all u t1. Let us fix u t1 and a number d1 ∈ (0,1) such
that n(d1/2) u1/2  n(d1). We have
(c) either d1/2 u−1/2+ε ,
(d) or d1/2 u−1/2+ε .
If (c) holds then
n̂
(
u1/2
)

(
u−1/2 + n(d1)
)
d1u
1/2(lnu+ 1) 2d1u(lnu+ 1)
 4uε+1/2(lnu+ 1) 4MΨ(u)u−ε(lnu+ 1) Ψ (u).
On the other hand, (d) implies that
n̂
(
u−1/2
)
 2n(d1/2)d1u1/2(lnu+ 1) 2A3Ψ
(
4/d21
)(
d1u
1/2/2
)
(lnu+ 1)
 2MA3Ψ (u)
(
d1u
1/2/2
)−ε
(lnu+ 1) 2MA3Ψ (u)u−ε2(lnu+ 1) Ψ (u).
Thus, we have n(u−1/2)A3Ψ (u) and n̂(u−1/2) Ψ (u). This implies the required estimate for
all sufficiently large u. 
Proof of Lemma 2.14 repeats the second part of the proof of Lemma 2.13. Therefore we shall
omit it.
2.5. Concluding remarks
2.5.1. The next example shows that for any β ∈ (1/2,+∞) there exists a lower semicontin-
uous non-negative function ϕ defined on (0,1) such that μ2(∂Gϕ) > 0 and
A1λ
β RN(Gϕ,λ)A2λβ
for all sufficiently large λ (here A1 and A2 are some positive constants).
Example 2.18. Let 0 < α < 1, and let {Δi}+∞i=0 be a sequence of open intervals in (0,1) satisfying
the following two conditions:
(i) μ1(Δi) = 4−i , i = 0,1,2, . . . ;
(ii) if i, j ∈ {0,1,2, . . .} and j > i then either Δi ∩Δj = ∅ or Δj ⊂ Δi .
Consider the function ϕ : (0,1) → [0,+∞] defined by
ϕ(x) =
m=+∞∑ 1
(m+ 1)α χΔm(x),
m=0
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Since α  1, the family of intervals {Δi}+∞i=0 can be chosen in such a way that the closure of
the set Gϕ coincides with the set [0,1]× [−1,+∞). The estimate 1/2 >∑+∞n=1 1/4n implies the
inequality
+∞∑
s=1
max
{
0,
⌊
s−αλ1/2
⌋− 1} n(ϕ,λ−1/2,1/2) +∞∑
s=1
⌊
s−αλ1/2
⌋
, λ > 1,
where s−αλ1/2  is the integer part of s−αλ1/2. From this inequality it follows that
c1(α)λ
1
2α  n
(
Gϕ,λ
−1/2,1/2
)
 c2(α)λ
1
2α
with some constants c1(α) and c2(α).
Now Theorem 1.6 implies that for all sufficiently large λ we have the estimates
c3(α)λ
1
2α NN(Gϕ,λ)− λ4π μ2(Gϕ) c4(α)λ
1
2α
with some other constants c3(α) and c4(α).
2.5.2. Analyzing the proofs of Theorem 2.11 and Lemma 2.9, and using Remark 2.6, one
can obtain the following result (in the spirit of [22]).
Theorem 2.19. For any ε ∈ (0,1] and any d ∈ (0,1] there exists a family of open sets {Gi}i∈I
such that:
(1) NN(Gi,1/ε2) = 1,
(2) #{i ∈ I | x ∈ Gi} c1 for all x ∈ R2,
(3) {x ∈ Gϕ | d(x,Y ) c2ε} ⊂⋃i∈I Gi ⊂ {x ∈ Gϕ | d(x,Y ) c3ε},
(4) #I  c4n(ϕ, c5ε, δ)+ c6(n(ϕ, d,1/2)+ ε−1)d(1 − ln ε)ε−1.
Here Y = ∂G \ ∂([0,1] × [−1,0]), d(x,Y ) is the distance between the point x and the set Y ,
and c1, . . . , c6 are some constants.
2.5.3. Let k ∈ N and let Ω be domain in R2. Denote by Wk,2(Ω) the Sobolev space endowed
with the norm
‖f ‖L2 +
k∑
i=0
∥∥∥∥ ∂kf
∂xi1∂x
k−i
2
∥∥∥∥
L2(Ω)
and denote by Qk the quadratic form of the operator (−)k . Denote by (−)kN and (−)kD
the self-adjoint operators in the space L2(Ω) generated by the quadratic form Qk with domains
Wk,2(Ω) and Wk,20 (Ω), respectively. Here W
k,2
0 (Ω) is the closure of C
∞
0 (Ω) in W
k,2(Ω). De-
note by NN((−)k,Ω,λ) and ND((−)k,Ω,λ) the number of eigenvalues of the operator
(−)k and (−)k , respectively, lying below λ.N D
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In particular, one can prove the following theorem.
Theorem 2.20. Let k ∈ N, a > 12k , b  a, M  1. Let Ψ : [1,+∞) → (0,+∞) be a function
satisfying the condition (1.1) of Theorem 1.6. Then the following two statements are equivalent.
(i) There exist constants A1,A2 and λ0 such that
A1Ψ (λ)
∣∣NN ((−)kN,Gϕ,λ)− (4π)−1λ1/kμ2(G)∣∣A2Ψ (λ) for all λ λ0.
(ii) There exist constants A3,A4 and t0 such that
A3Ψ (t) n
(
ϕ, t1/(2k), δ
)
A4Ψ (t) for all t  t0.
Here the constants A1,A2,A3,A4 depend on parameters k, a, b,M and δ only.
The proof of Theorem 2.20 uses the lemma from [19, Section 1.2.5] and the following lemma
(see [11,24,27] where much more general results are proved).
Lemma 2.21. Let k ∈ N. Then there exists a constant A such that for all λ 1∣∣NN ((−)k, (0,1)2, λ)− (4π)−1λ1/k∣∣A(λ1/(2k) + 1),∣∣ND((−)k, (0,1)2, λ)− (4π)−1λ1/k∣∣Aλ1/(2k).
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