Previous work has suggested that large repositories of data can revolutionize healthcare activities; however, there remains a disconnection between data collection and its effective usage. The way in which users interact with data strongly impacts their ability to not only complete tasks but also capitalize on the purported benefits of such data. Interactive visualizations can provide a means by which many data-driven tasks can be performed. Recent surveys, however, suggest that many visualizations mostly enable users to perform simple manipulations, thus limiting their ability to complete tasks. Researchers have called for tools that allow for richer discourse with data. Nonetheless, systematic design of human-data interaction for visualization tools is a non-trivial task. It requires taking into consideration a myriad of issues. Creation of visualization tools that incorporate rich human-data discourse would benefit from the use of design frameworks. In this paper, we examine and present a design process that is based on a conceptual human-data interaction framework. We discuss and describe the design of interaction for a visualization tool intended for sensemaking of public health data. We demonstrate the utility of systematic interaction design in two ways. First, we use scenarios to highlight how our design approach supports a rich and meaningful discourse with data. Second, we present results from a study that details how users were able to perform various tasks with health data and learn about global health trends.
Introduction
The massive influx of data has the potential to revolutionize population health efforts and enhance personalized medicine. Health data can help reduce healthcare costs, support early detection of diseases, improve insurance fraud detection, manage population health, and facilitate identification of epidemics or at-risk groups in society [1] [2] [3] [4] . While health data presents rich opportunities, the health community has historically been slow to leverage the data [4] . This is in part due to the nature of the data. Health data is relatively large, comes from a variety of sources, is generated at different velocities, is largely unstructured, and sometimes is erroneous or incomplete [1, [5] [6] [7] . These characteristics make it difficult for users to effectively work with the data. Interactive visualizations, when properly designed, can provide a means for analyzing and exploring large sets of data. Interactive visualizations can help maintain context during exploration, support the identification of patterns, and facilitate a wide variety of tasks in which users engage [8, 9] . When involved in data-driven efforts, the tasks that users perform are mostly non-routine, exploratory, and interrelated [9] [10] [11] [12] . Users need to be able to interact with data seamlessly to complete these tasks. As data is accessible through the visually-perceptible interface of the tool, the ability of users to complete tasks is partially dependent on how effectively the visualization mediates the discourse. This back-and-forth between users and the tool is made possible by interaction.
Through interaction, users can become active participants in the analysis of data. For example, interaction can allow users to gradually retrieve or display data. This progressive unfoldment of data is critical, as encoding only one aspect of the data in a visualization, while encoding too much data strains the cognitive resources of users [13, 14] . Allowing users to reveal data gradually within a visualization has been shown to be an effective way of aiding analysts to explore and understanding large, multivariate datasets [15] . To date, much of the interaction available in visualizations allows users to perform simple manipulations and selections of model choices [8, 16] . This is unfortunate, as researchers note that in addition to allowing users to control which subset of data be visualized, interactions need to enable users to analyze and view data from different perspectives (e.g., change visualizations' density, complexity, configuration, and so on) or add their own inferences (e.g., annotate visualizations) [11, 17, 18] . The more ways by which users can interact with the data, the more involved their discourse with the data can be, and the more effective their analysis will be [10, [19] [20] [21] [22] [23] .
Researchers have highlighted the need for a deeper understanding of interaction [18, 21, [24] [25] [26] [27] [28] . As visualizations are often designed for different domains, the research on how to properly design interaction is fragmented across disciplines. There is a need for theoretical structures that can help designers systematically create interactive visualizations, frameworks that bring together concepts from multiple fields, provide a consistent vocabulary, and have structure while at the same time allowing for designer creativity are needed [29] [30] [31] .
This research would benefit the health field, in which currently there is a lack of guidance on how to create interactive visualizations [22, [32] [33] [34] . Sedig et al. have developed a comprehensive framework concerned with the different aspects of human-data discourse mediated by visualizations tools. In a previous paper, we have demonstrated how designers can use a framework to create non-trivial visualizations for health data [35] . The purpose of this paper is to demonstrate the utility of frameworks for the systematic design of interaction for visualizations, particularly health data visualizations. Such systematic interaction design can in turn help support meaningful human-data discourse and task performance.
To this end, the rest of the paper is organized as follows. Section 2 provides the necessary terminological and conceptual background. Section 3 presents elements of a framework used to guide the design of interaction for visualizations. Section 4 details a design process that we developed based on the framework. Section 5 presents three usage scenarios, highlighting interactive human-data discourse to make sense of global health trends. Section 6 offers some of the observations from a user-study conducted with the visualizations. Finally, Section 7 presents some general conclusions.
Background

Data-Driven Tasks
The field of health historically has generated massive amounts of data. As far back as the 1980s, the widening gap between data collection and usage was discussed [36] . For humans, our ability to solve problems does not solely rely on the collection and storage of data but on our ability to use the data to complete tasks. We conceptualize health tasks as any set of goal-oriented behaviors that involve the use of health data. Consequently, our discussion of health tasks is not limited to one specific task but encompasses a variety of tasks in which users engage. This includes, but is not limited to, the use of data by health professionals to diagnose patients, ascertain the cause of disease, and determine if there is an outbreak, as well as the use of data by laypeople to understand their treatment options, explore risk factors that relate to a disease, and seek support from an online community.
In the context of interactive visualizations, tasks can be thought of as having three aspects: cognitive, visual, and interactive [37] . Cognitive tasks are conscious and deliberate mental processes such as generating hypotheses, comparing them to existing mental structures, and constructing analogies [38] . Visual tasks are behaviors carried out by our visuoperceptual system as we look at visualizations [37] . For instance, consider the scenario in which an individual is using a choropleth map to understand the distribution of HIV/AIDS in South Asia. Some of the visual tasks may include locating Bhutan and perceiving which nation has the highest mortality rate. Interactive tasks require users to manipulate data visualizations. For instance, in the example above, the user may need to rank nations based on mortality rate, identify the nation with the lowest transmission rate, and assess countries to determine those that would benefit from external aid. In this paper, our discussion centers on how to support interactive tasks.
At a fundamental level, tasks are emergent in nature, co-occurring, and can be performed in an iterative and ill-defined manner [28, 39] . In many situations, completing tasks in a straightforward progression is unlikely and may be impossible [10, 11] . For instance, as users interact with data, new questions arise that may change which tasks need to be performed, as well as the order in which they are executed. It is important to allow users to not only complete a single task but engage in a series of tasks in the manner of their choosing [7, 28] . In the next section, we briefly discuss how visualizations can support users' tasks.
Visualization Tools
In this paper, we use the term visualization to refer to computational tools that represent data in a visual format and allow users to manipulate how the data is shown. Visualizations can extend the capacity of individuals to complete tasks [37, 40] . When a visualization tool mediates a user's discourse with data, a joint cognitive system is formed. This system is comprised of a set of couplings and partnerships between the user and the tool's sub-systems: the user and the tool's data visualizations, the user and the tool's data processing, the user and the tool's interactions, and so on [41, 42] . For instance, a doctor who needs to diagnose a patient may first observe the patient's symptoms. Next, she may use a visualization to view the summary of the patient's medical history before asking for certain tests to be done. This partnership between the user and the tool allows for the computational strengths of the tool to be used in conjunction with human abilities.
As data is accessible through the visually-perceptible interface of the tool, the user's ability to complete tasks is partially dependent on how effectively the tool encodes data [43, 44] . Even when the visual elements of the tool are properly designed, there still exists a perceptual and cognitive distance between the internal and external realms [45, 46] . In other words, a gap exists between users' internal representations and the tool's external representations. Hence, part of the analysis process involves users coordinating these distinct representational forms. Interaction allows users to harmonize and coordinate their internal cognitive representations with external visual representations [28, [45] [46] [47] . In the next section, we discuss the role of interaction.
Interaction
When discussing visualization tools, interaction can be conceptualized as the actions users perform and the consequent reactions that occur via the tool's interface [28] . Interaction is critical to human-data discourse, as it allows users to engage in the process of testing assertions, assumptions, and hypotheses [48] . The ability of the user to pose a question and get an answer from the data is made possible by interaction [10] . Also, interaction can strengthen the partnership and coupling between the user's cognition and the tool [23, 28] . This is important, as humans have an irreplaceable role in the analysis process. For example, even when using advanced statistical techniques, human judgment plays a vital role in outlier analysis tasks [49] . Through interaction, the analysis of data can be user-directed, and this is beneficial for several reasons. First, it promotes a seamless flow of data and reduces the cognitive load of users [13] . Second, it allows for the incorporation of the users' knowledge in the analysis process [21, 29, 50] . Furthermore, interaction allows users to adjust features of the tool to suit their cognitive, perceptual, and contextual needs, thus better supporting their exploration experience [11, 51] .
If visualizations are to be used to capitalize on the potential of collected health data, interaction must allow users to reach into the dataset and perform various tasks. As human judgment is at the center of successful data analysis, the more ways humans can control their discourse with data the better their analysis will be [9, 10, 18] . Pike et al. note that "this manipulative aspect is crucial; the more ways users can 'hold' the data; the more insight will accumulate" [10] . In a survey of visualizations for web-linked data, researchers note that visualizations need to have interactions that provide users with the ability to customize the exploration experience based on their preferences and the problem requirements [11] . To this end, users need to be able to view data from different perspectives (i.e., changing the visual representation form), select latent data (i.e., filtering or drilling into the data), or add their inferences (i.e., annotating data items) [28] .
There is a need for tools that allows humans to have more control in the analysis and exploration of data [9, 11, 16, 27, 52, 53] . To date, most of the interactive tasks that are supported by visualization tools allow users to perform simple visual representation manipulations (e.g., panning and zooming) and selection of model choices (e.g., selecting Naïve-Bayes or Support Vector Machine technique). In a recent survey of biomedical visualizations, it was observed that tools typically offer interactions like rotating and zooming but provide limited support for querying and other more advanced interactive tasks [8] . Ko et al. conducted a survey of visualizations for financial data and noted that most visualizations failed to support tasks such as exploring, annotating, and linking [16] . In a comprehensive survey of malware visualizations, it was noted that most tools did not have interactions that allowed users to incorporate their expert knowledge sufficiently in the analysis process [54] . Creating visualizations that effectively support users' interaction with data is not a trivial task. In the next section, we present conceptual constructs that can help systematize the design of interaction.
Elements of Theoretical Framework
In the previous section, we highlighted the importance of interaction. But how does one design it? To properly design interaction, there is a need to consider the cognitive and perceptual capacities of users, their cognitive and visual tasks, the nature of the data, and the potential avenues in which data can be explored [21, 23, 41, 55] . Interaction should be designed in such a manner that users can complete tasks that are dependent on or related to other tasks in a harmonious fashion. Trying to design interaction while considering the above issues is not an easy task. Designers need support structures to help them systematically think about issues.
Researchers have developed taxonomies, theories, models, and frameworks that deal with the different aspects of interaction design [10, [56] [57] [58] [59] [60] [61] . Frameworks can provide structure, a common language, and a better understanding of the design space of interaction [28, 59] . Also, frameworks can provide the theoretical rationale that justifies design choices [62] . In this work, we use elements of a comprehensive framework developed by Sedig and colleagues. The comprehensive nature of their framework ensures that different aspects that impact human-data discourse are examined in tandem with one another, thus ensuring a holistic approach to interaction design. Their framework includes elements that deal with the design of visualizations, the analysis of visual properties that affect the performance of cognitive tasks, the analysis of the anatomical structure of interaction, and the design of interaction for visualization tools [17, 28, 31, 37] . In this section, we focus on two elements of the framework that can help guide the design of interaction.
Conceptualization of the Human-Data Discourse
In their framework, Sedig and Parsons characterize the human-data discourse mediated by visualization tools at four levels of granularity: events, actions, tasks, and cognitive activities (shown in Figure 1 ). Events are physical occurrences that users perform on the visualization. Examples include clicking, touching, swiping, and tapping. Performance of a series of events gives emergence to epistemic actions. For instance, for a data analyst to filter data, he may need to click on a visual item or swipe the screen to reveal a sub-menu that he then clicks on. Filtering and other epistemic actions transform the world to facilitate mental information-processing needs [28, 63] . In other words, these actions alter the visualization in a manner that supports cognitive processes. Table 1 includes a subset of the actions identified in the framework [28] . Tasks can be thought of as having three aspects: cognitive, interactive, and visual. Different tasks require different degrees of visual, cognitive, and interactive processing. Interactive tasks are goaloriented behaviors that emerge from the completion of actions. For example, to complete the task of triaging with a visualization, an ER nurse may need to arrange patient records based on the severity of symptoms and then annotate each record to assign a priority level. Performance of a sequence of tasks gives emergence to activities. Activities (e.g., decision-making, analytical reasoning, problemsolving) are made up of not only interactive tasks but also visual and cognitive tasks. For instance, for an epidemiologist to decide that an epidemic of West Nile virus exists, she may have to engage in the cognitive task of testing a hypothesis, the visual task of observing the spread of the disease on the visualization, and the interactive task of categorizing the severity of the disease in each country. While our discussion centers on interactive tasks, it is worth mentioning that cognitive and visual tasks can also be characterized at multiple levels of granularity (see [28, 37] for a more detailed analysis of cognitive activities and tasks). At this point, it is important to note that even though events are the only physical forms of discourse with visual representations of data, the relationship across the granularity levels of human-data discourse is not unidirectional. Indeed, the discourse is bidirectional: human intentions and goals flow from overall activities that need to be accomplished down to a few tasks and sub-tasks (visual, cognitive, and interactive), to a multiplicity of epistemic actions, and then to a great many physical events; emergence flows from physical events up to epistemic actions, to tasks, and, finally, to activities.
The conceptualization of the human-data discourse as a multi-leveled phenomenon is of benefit, because it helps designers structure the design process [21, 28] . Let us imagine a doctor who needs to diagnose a patient. How does one create a visualization that supports diagnosis? First, designers can break down the activity into a series of tasks that doctors typically perform with data. Next, for each task, designers can select epistemic actions that facilitate the data-driven mental processes of physicians. For instance, for doctors to assess a patient, they may need to be able to filter out extraneous data, select relevant medical information, and compare current physiological data to previous data. Once actions have been determined, designers can then decide how to best operationalize them with events. Tasks can be thought of as having three aspects: cognitive, interactive, and visual. Different tasks require different degrees of visual, cognitive, and interactive processing. Interactive tasks are goal-oriented behaviors that emerge from the completion of actions. For example, to complete the task of triaging with a visualization, an ER nurse may need to arrange patient records based on the severity of symptoms and then annotate each record to assign a priority level. Performance of a sequence of tasks gives emergence to activities. Activities (e.g., decision-making, analytical reasoning, problem-solving) are made up of not only interactive tasks but also visual and cognitive tasks. For instance, for an epidemiologist to decide that an epidemic of West Nile virus exists, she may have to engage in the cognitive task of testing a hypothesis, the visual task of observing the spread of the disease on the visualization, and the interactive task of categorizing the severity of the disease in each country. While our discussion centers on interactive tasks, it is worth mentioning that cognitive and visual tasks can also be characterized at multiple levels of granularity (see [28, 37] for a more detailed analysis of cognitive activities and tasks). At this point, it is important to note that even though events are the only physical forms of discourse with visual representations of data, the relationship across the granularity levels of human-data discourse is not unidirectional. Indeed, the discourse is bidirectional: human intentions and goals flow from overall activities that need to be accomplished down to a few tasks and sub-tasks (visual, cognitive, and interactive), to a multiplicity of epistemic actions, and then to a great many physical events; emergence flows from physical events up to epistemic actions, to tasks, and, finally, to activities.
The conceptualization of the human-data discourse as a multi-leveled phenomenon is of benefit, because it helps designers structure the design process [21, 28] . Let us imagine a doctor who needs to diagnose a patient. How does one create a visualization that supports diagnosis? First, designers can break down the activity into a series of tasks that doctors typically perform with data. Next, for each task, designers can select epistemic actions that facilitate the data-driven mental processes of physicians.
For instance, for doctors to assess a patient, they may need to be able to filter out extraneous data, select relevant medical information, and compare current physiological data to previous data. Once actions have been determined, designers can then decide how to best operationalize them with events. 
Quality of Interaction
The manner in which interaction is operationalized contributes to the quality of users' discourse with data and thus is an important consideration for designers [53, 64] . For instance, one visualization might allow users to change the subset of data being visualized, while another may only allow users to change aesthetic qualities of the visualization such as size and color. While both visualizations are interactive, the difference is in the quality of the interaction. The mere presence of interaction does not guarantee effectiveness. The distinction between interaction and the quality of interaction is important, because if the quality of interaction is inadequate, the ability of users to complete tasks will be negatively impacted [31] . In our subsequent discussions, we will refer to the quality of interaction as interactivity. As the exploration and analysis of data requires the performance of inter-related tasks, it is important to examine interactivity at the level of actions. At this level, interactivity is concerned with how the combination and chaining of individual actions affects and facilitates tasks. Sedig and colleagues [31] have identified some factors that influence interactivity at the level of actions. In this paper, we focus on two of those factors: complementarity and flexibility.
Complementarity is concerned with how well actions work with and supplement each other. It is important to provide users with actions that, when performed in conjunction, lead to the emergence of a task. Studies suggest that complementary actions can contribute towards the completion of sensemaking tasks [64] [65] [66] [67] . For example, in a study on making sense of 4D mathematical structures, the authors note that providing complementary actions can enhance the user's discourse with the data [64] . Furthermore, complementary actions support flexibility by increasing the ways in which users can complete a specific task [21] . For each task, designers should consider which actions should be used conjunctively. For instance, let us examine the task of triaging data; designers can allow users to filter the data, select items of the data, and annotate encoded data items for further analysis. Thus, the actions of filtering, annotating, and selecting should be operationalized to support this task.
Flexibility is concerned with the degree to which users can adjust properties of the interface to suit their preferences, characteristics, and goals. This factor is of great importance in health, as past computational tools that adopted a one-size-fits-all approach failed to sufficiently support the diverse user groups and their needs [32, 68, 69] . One way of making a visualization flexible is by allowing users to adjust properties of the visualization. Parsons and Sedig have identified essential properties of visualizations that influence cognitive and visual processes [17] . As activities emerge from the completion of visual, cognitive, and interactive tasks, it is important for us to consider how interacting with the visualization (i.e., completion of interactive tasks) facilitates visual and cognitive tasks. Some of the adjustable properties include the following: o
Appearance: aesthetic features (e.g., color and texture) by which data items are encoded in a visualization o Complexity: degree to which encoded data items exhibit elaborateness and intricacy in terms of their quantity and interrelationships in a visualization o Configuration: manner of arrangement, organization, and ordering of data items that are encoded in a visualization o Density: degree to which data items are encoded compactly in a visualization o
Interiority: degree to which data items are latent and remain hidden below the surface of a visualization but are potentially accessible and encodable o Type: form of a visualization in which data items are encoded While in this paper we focus on the conceptualization of interaction as a tiered phenomenon and the quality of interaction, it is worth mentioning that other factors can influence human-data discourse. The interested reader can refer to [17, 31, 38] for a more thorough discussion.
Systematic Design of Interactions
Here, we present a process for designing interactive visualizations for health data. This process is based on the two elements of the framework presented in Section 3. We first explicate the design process and then illustrate the process with an example.
Process for Designing Interaction for Visualizations
The process has four main stages: analyzing data and tasks, mapping tasks to actions, linking actions to adjustable properties in the visualization, and operationalizing actions with events. Figure 2 depicts the major stages. While in this paper we focus on the conceptualization of interaction as a tiered phenomenon and the quality of interaction, it is worth mentioning that other factors can influence human-data discourse. The interested reader can refer to [17, 31, 38] for a more thorough discussion.
Systematic Design of Interactions
Process for Designing Interaction for Visualizations
The process has four main stages: analyzing data and tasks, mapping tasks to actions, linking actions to adjustable properties in the visualization, and operationalizing actions with events. Figure  2 depicts the major stages. The first stage is concerned with understanding the data and users' tasks. At this stage, designers need to consider the sources of data, how often the data is updated, as well as the properties, relationships, and typology of data items. Task analysis requires a detailed exploration of users' intended discourse with data at the level of activities and tasks. In this stage, we are primarily concerned with determining what the users' goals and intentions are in relation to the data. For more information on how to analyze data and tasks, the interested reader can consult [21, 37, 70, 71] .
The second stage involves selecting actions for each task. In this stage, designers need to consider how users will manipulate the data via the interface of the tool. While it may seem that having every possible action operationalized is a good idea, research indicates that too many actions may result in increased temporal and cognitive cost, thus negatively impacting users' ability to complete tasks [72, 73] . At this stage, it is beneficial to itemize the actions that will contribute to the completion of each task and then check to see whether the selected actions are appropriate for the users and the context in which the tool will be used.
The third stage is concerned with linking actions to properties in the visualization that can be adjusted. The reader should recall that interaction is composed of the action of the user and the reaction that takes place in the tool. The reaction is evident in the change in certain properties of the visualization. The manipulation of the properties can influence cognitive and perceptual processes, thereby strengthening the bond between the user and the tool [17] . Designers need to determine which properties of the visualization need to be adjusted so that an action can be performed.
The last stage involves the operationalization of the actions with lower-level events. In this stage, designers need to consider how to present each action so that users know it is available and how to The first stage is concerned with understanding the data and users' tasks. At this stage, designers need to consider the sources of data, how often the data is updated, as well as the properties, relationships, and typology of data items. Task analysis requires a detailed exploration of users' intended discourse with data at the level of activities and tasks. In this stage, we are primarily concerned with determining what the users' goals and intentions are in relation to the data. For more information on how to analyze data and tasks, the interested reader can consult [21, 37, 70, 71] .
The last stage involves the operationalization of the actions with lower-level events. In this stage, designers need to consider how to present each action so that users know it is available and how to activate/use it. One consideration at this level is the number of events necessary to complete an action. For instance, if a user needs to drill, does he first click the visual item, drag it to another location, and then click a button? Or can he just click the item and drilling occur? Another consideration at this level pertains to when the reaction occurs. Should it occur immediately or be delayed? While in this paper we do not focus on interactivity at the level of events, it is an important aspect that impacts human-data discourse.
The design process outlined above is an iterative one, in which designers can go back and forth between stages to modify and improve their design. In addition, the process can be carried out multiple times for each visualization or sub-visualization that exists in the tool. While in this paper, we focus primarily on interaction design, it must not be construed that interaction should be designed in isolation. Typically, the design of interaction happens in conjunction with the design of the visualization. This provides the designer with maximum flexibility. However, even with previously designed static visualizations, designers can use the presented process to create interactive visualizations.
An Illustrative Example of the Design Process
We have created a visualization tool to facilitate making sense of the global burden of disease. This tool includes visualizations that allow users to explore the demographical, geographical, and chronological distribution of mortality. In this section, we illustrate how the design process helped systematize the design of interaction for the demography visualization.
The Institute for Health Evaluation and Metrics (IHME) aggregated the data used in our tool [74] . The datasets include over 12 million records that present estimates of mortality for causes, risk factors, cause-clusters, and risk-clusters. We use the term cluster to refer to an intermediary level of grouping. For example, the physiological risk-cluster includes the following risk factors: high blood pressure, high body-mass index, high fasting plasma glucose, high total cholesterol, and low bone mineral density. The datasets include 235 causes of death that are grouped into 21 cause-clusters that are further aggregated into three main groups: (1) non-communicable; (2) injury-based; and (3) communicable, maternal, neonatal, and nutritional. The datasets also include estimates for 57 risk factors which are grouped into 10 risk-clusters and further categorized into three groups: (1) behavioral; (2) metabolic; and (3) environmental and occupational. From a geographical perspective, mortality rates are aggregated at the level of regions or location-clusters. From a geographic standpoint, the datasets include estimates for 187 countries that belong to 21 regions (e.g., Eastern Europe, southern sub-Saharan Africa, and tropical Latin America). In terms of age groups, mortality is aggregated into 17 age groups and also at a higher level into five main age groups: 1-4, 5-14, 15-49, 50-69, and over 70. For more information on how the data was collected and aggregated, refer to [74] .
The demography visualization shows the distribution of mortality by age group. In its initial configuration, the visualization, shown in Figure 3a , encodes over 800 data items. The risk and cause-clusters are encoded as arcs. Each visual item also identifies the group to which the cluster belongs. For the cause groups, we use blue, red, and black for non-communicable, communicable, and injury clusters, respectively. For the risk groups, we use light shades of orange, green, and pink for metabolic, behavioral, and environmental and occupational risk groups, respectively. The location-clusters are encoded as grey bars. The clusters are ranked and arranged according to their mortality rate per 100,000 people. For the cause and risk aspects, the cluster with the highest rank is on top, while location-clusters are arranged in descending order left to right. Figure 3b shows an enlarged portion of the visualization. For certain age groups, not all risk-or cause-clusters contribute to mortality; these clusters are encoded as light grey circles. Through observation, users are able to learn about how mortality affects different age groups. That being said, the visualization is densely packed and without interaction, so it is difficult for users to perform diverse tasks. Having reported the analysis of the data and the design of the visualization previously [35] , here we focus on the analysis of the activities and tasks of users. The overall activity that the visualization supports is sensemaking. Sensemaking typically involves users performing a variety of tasks including searching and filtering data; organizing, categorizing, and examining relevant data; developing, proving, and discarding hypotheses; and integrating data into mental models [38] . More specifically, to make sense of the demographic distribution of mortality, users need to be able to identify the ranking of clusters, explore mortality rates and ranking across age groups for different aspects (i.e., cause-, risk-, or location-clusters), assess mortality across geographical regions, explore age-specific trends, examine the distribution of mortality at lower levels of granularity, and investigate relationships that exist across aspects.
To support these tasks, we need to break them down into epistemic actions. For users to be able to identify a cluster's ranking, we will need to enable users to select each cluster that is represented. To facilitate exploration, users need to be able to select, search for, and filter clusters. In order to assess mortality for specific age groups, users need to be able to select, filter, and compare data items. In the visualization, mortality is depicted at the level of clusters. To allow users to investigate the distribution of mortality at lower levels of granularity (e.g., country), users need to be able to retrieve data that is latent in the system. To do this, they need to be able to drill. To allow users to explore relationships among data, they need to be able to link and unlink items.
Before operationalizing the above actions, it is important to consider if there are additional actions that may work in tandem with the chosen epistemic actions. As an example, since our visualization has many data items encoded in its default configuration, identifying specific items may be tedious and time-consuming. To facilitate such identification, when needed, it may help to allow users to reduce the amount of visualized data. Collapsing and expanding are two actions that enable users to control the number of visualized items. Giving users this control can help reduce the burden that high density data visualization may cause. In addition, it may be advantageous to allow users to change the visualization in order to assess the properties of data items. Different types of visualizations have different benefits and limitations for communicating information [35, 70] ; consequently, changing the visualization may help users understand the various aspects of the data. As a further example, a map is better at showing the dispersion of a disease across a geographical area than a bar chart, while a bar chart is better than a map for an accurate comparison of disease prevalence. Translating is the action that allows users to convert a given visualization to an alternative informationally and/or conceptually equivalent visualization. Hence, augmenting the visualization with this epistemic action may support user tasks better. We carried out a similar process to determine complementary actions for other tasks that users would need to perform. At the Having reported the analysis of the data and the design of the visualization previously [35] , here we focus on the analysis of the activities and tasks of users. The overall activity that the visualization supports is sensemaking. Sensemaking typically involves users performing a variety of tasks including searching and filtering data; organizing, categorizing, and examining relevant data; developing, proving, and discarding hypotheses; and integrating data into mental models [38] . More specifically, to make sense of the demographic distribution of mortality, users need to be able to identify the ranking of clusters, explore mortality rates and ranking across age groups for different aspects (i.e., cause-, risk-, or location-clusters), assess mortality across geographical regions, explore age-specific trends, examine the distribution of mortality at lower levels of granularity, and investigate relationships that exist across aspects.
Before operationalizing the above actions, it is important to consider if there are additional actions that may work in tandem with the chosen epistemic actions. As an example, since our visualization has many data items encoded in its default configuration, identifying specific items may be tedious and time-consuming. To facilitate such identification, when needed, it may help to allow users to reduce the amount of visualized data. Collapsing and expanding are two actions that enable users to control the number of visualized items. Giving users this control can help reduce the burden that high density data visualization may cause. In addition, it may be advantageous to allow users to change the visualization in order to assess the properties of data items. Different types of visualizations have different benefits and limitations for communicating information [35, 70] ; consequently, changing the visualization may help users understand the various aspects of the data. As a further example, a map is better at showing the dispersion of a disease across a geographical area than a bar chart, while a bar chart is better than a map for an accurate comparison of disease prevalence. Translating is the action that allows users to convert a given visualization to an alternative informationally and/or conceptually equivalent visualization. Hence, augmenting the visualization with this epistemic action may support user tasks better. We carried out a similar process to determine complementary actions for other tasks that users would need to perform. At the end of stage two of the design process, the final list of the actions was comprised of selecting, searching, filtering, drilling, comparing, linking, unlinking, collapsing, expanding, and translating. Now that we have our list of actions, we need to determine which properties of the visualization will be manipulated. In other words, we need to determine the reaction (i.e., how the visualization will change). Selecting is concerned with focusing on an item or group of items, searching is concerned with seeking out specific items or relationships, and filtering is concerned with displaying a subset of elements that meet specific criteria. For these three actions, changing the aesthetic features (e.g., color, texture, saturation) can facilitate and increase the speed of identification of visual items. For example, in Figure 4a , the risk track has been selected, and the saturation of the cause and location visual items has been altered. In Figure 4b , the cause track has been filtered, and only the visual items for nutritional deficiencies are emphasized. end of stage two of the design process, the final list of the actions was comprised of selecting, searching, filtering, drilling, comparing, linking, unlinking, collapsing, expanding, and translating. Now that we have our list of actions, we need to determine which properties of the visualization will be manipulated. In other words, we need to determine the reaction (i.e., how the visualization will change). Selecting is concerned with focusing on an item or group of items, searching is concerned with seeking out specific items or relationships, and filtering is concerned with displaying a subset of elements that meet specific criteria. For these three actions, changing the aesthetic features (e.g., color, texture, saturation) can facilitate and increase the speed of identification of visual items. For example, in Figure 4a , the risk track has been selected, and the saturation of the cause and location visual items has been altered. In Figure 4b , the cause track has been filtered, and only the visual items for nutritional deficiencies are emphasized. Linking allows users to establish a relationship or association between items. To support linking and unlinking, we need to allow users to alter the complexity of the visualization. Complexity is an adjustable property that is concerned with the quantity and relationships between data items in the visual representation. Research indicates that a significant burden is placed on the mental resources of users when visual complexity is not suitable for the task at hand [14, 75] . If users were not able to manipulate the configuration property of the visualization, the visualization would look like Figure  5a . Alternatively, the approach we take is to have the data items shown without any relationships (see Figure 5b ) and allow users to select which relationships to explore (see Figure 5c ). Linking allows users to establish a relationship or association between items. To support linking and unlinking, we need to allow users to alter the complexity of the visualization. Complexity is an adjustable property that is concerned with the quantity and relationships between data items in the visual representation. Research indicates that a significant burden is placed on the mental resources of users when visual complexity is not suitable for the task at hand [14, 75] . If users were not able to manipulate the configuration property of the visualization, the visualization would look like Figure 5a . Alternatively, the approach we take is to have the data items shown without any relationships (see Figure 5b ) and allow users to select which relationships to explore (see Figure 5c ). end of stage two of the design process, the final list of the actions was comprised of selecting, searching, filtering, drilling, comparing, linking, unlinking, collapsing, expanding, and translating. Now that we have our list of actions, we need to determine which properties of the visualization will be manipulated. In other words, we need to determine the reaction (i.e., how the visualization will change). Selecting is concerned with focusing on an item or group of items, searching is concerned with seeking out specific items or relationships, and filtering is concerned with displaying a subset of elements that meet specific criteria. For these three actions, changing the aesthetic features (e.g., color, texture, saturation) can facilitate and increase the speed of identification of visual items. For example, in Figure 4a , the risk track has been selected, and the saturation of the cause and location visual items has been altered. In Figure 4b , the cause track has been filtered, and only the visual items for nutritional deficiencies are emphasized. Linking allows users to establish a relationship or association between items. To support linking and unlinking, we need to allow users to alter the complexity of the visualization. Complexity is an adjustable property that is concerned with the quantity and relationships between data items in the visual representation. Research indicates that a significant burden is placed on the mental resources of users when visual complexity is not suitable for the task at hand [14, 75] . If users were not able to manipulate the configuration property of the visualization, the visualization would look like Figure  5a . Alternatively, the approach we take is to have the data items shown without any relationships (see Figure 5b ) and allow users to select which relationships to explore (see Figure 5c ). Comparing is concerned with determining the degree of similarity or difference between items. It is worth mentioning that the term 'comparing' can be used to refer to visual, cognitive, or interactive tasks. In this paper, we use the term 'comparing' in an interactive sense at the level of epistemic actions, not tasks. In other words, comparing refers to the ability of users to select two or more visual items so that the tool will emphasize differences and similarities. In this context, in addition to selecting the items that will be compared, users may need to change the arrangement, organization, or ordering of items (i.e., altering the configuration). Translating is concerned with converting the visualization into an alternative form. To facilitate this action, we will allow users to change the visualization's type. For instance, users can change a bar chart into a choropleth map to better explore how mortality impact individuals across a region.
Next, we need to determine which property needs to be adjusted so that users can collapse and expand segments of the visualization. The main idea behind collapsing and expanding is changing the amount of data visualized at a specific point in time. They can be used to adjust the density of a visualization. Density is concerned with the degree to which items are compactly encoded in a visualization. Research indicates that when the density is too high, perceptual tasks such as locating and extracting pertinent information become difficult [76] . That being said, sometimes it is beneficial to have a high level of density, as it may allow users to obtain a high-level overview of the data [77] . By giving users control over the number of data items encoded, they can control the density to suit their needs. Figure 6 shows the state of the visualization with density controlled by users.
Comparing is concerned with determining the degree of similarity or difference between items. It is worth mentioning that the term 'comparing' can be used to refer to visual, cognitive, or interactive tasks. In this paper, we use the term 'comparing' in an interactive sense at the level of epistemic actions, not tasks. In other words, comparing refers to the ability of users to select two or more visual items so that the tool will emphasize differences and similarities. In this context, in addition to selecting the items that will be compared, users may need to change the arrangement, organization, or ordering of items (i.e., altering the configuration). Translating is concerned with converting the visualization into an alternative form. To facilitate this action, we will allow users to change the visualization's type. For instance, users can change a bar chart into a choropleth map to better explore how mortality impact individuals across a region.
Next, we need to determine which property needs to be adjusted so that users can collapse and expand segments of the visualization. The main idea behind collapsing and expanding is changing the amount of data visualized at a specific point in time. They can be used to adjust the density of a visualization. Density is concerned with the degree to which items are compactly encoded in a visualization. Research indicates that when the density is too high, perceptual tasks such as locating and extracting pertinent information become difficult [76] . That being said, sometimes it is beneficial to have a high level of density, as it may allow users to obtain a high-level overview of the data [77] . By giving users control over the number of data items encoded, they can control the density to suit their needs. Figure 6 shows the state of the visualization with density controlled by users. Drilling is concerned with revealing data that is not currently visualized. To do this, we need to allow users to change the degree to which data items are latent and remain hidden in the visualization. In the default arrangement of the visualization, users can obtain an overview of the demographic distribution of mortality, but if they wanted to learn about the mortality rate for children living in Eastern European countries, they would need to access data that is not currently visualized. Drilling can be used to adjust the degree of interiority of a visualization. By adjusting the interiority of the visualization, we enable users to access this data, thus controlling the flow of information.
Now that we have determined the adjustable properties, in the last stage we focus on the events the users will perform on the visualization to prompt the change. To ensure consistency in how users interact with the demography visualization, as well as the rest of visualization in the tool, we opted to use the clicking event. In addition to clicking visual items, buttons were used to indicate the presence of actions that required multiple events. For example, to filter cause-clusters, users will first need to click on the filter button for cause-clusters; this results in the presentation of a subvisualizations that shows the different cluster options. At this point, users would need to click on a particular cluster in order to filter. Drilling is concerned with revealing data that is not currently visualized. To do this, we need to allow users to change the degree to which data items are latent and remain hidden in the visualization. In the default arrangement of the visualization, users can obtain an overview of the demographic distribution of mortality, but if they wanted to learn about the mortality rate for children living in Eastern European countries, they would need to access data that is not currently visualized. Drilling can be used to adjust the degree of interiority of a visualization. By adjusting the interiority of the visualization, we enable users to access this data, thus controlling the flow of information. Now that we have determined the adjustable properties, in the last stage we focus on the events the users will perform on the visualization to prompt the change. To ensure consistency in how users interact with the demography visualization, as well as the rest of visualization in the tool, we opted to use the clicking event. In addition to clicking visual items, buttons were used to indicate the presence of actions that required multiple events. For example, to filter cause-clusters, users will first need to click on the filter button for cause-clusters; this results in the presentation of a sub-visualizations that shows the different cluster options. At this point, users would need to click on a particular cluster in order to filter.
Scenarios
The three visualizations presented in this section are part of a tool designed to facilitate making sense of the global burden of disease. The first visualization is the demography visualization discussed in the preceding section, while the other two visualizations focus on the geographical and temporal distribution of mortality. For each visualization, we present a scenario to illustrate how through interaction users can engage in a meaningful discourse with data to learn about global health trends.
Demography Visualization
Let us consider a college student who is interested in knowing the causes of death for young people. The student may start by learning the rank of different cause-clusters. To focus specifically on causes, he collapses the risk and location parts of the visualization as shown in Figure 7a . At this point, he observes that for individuals between the ages of 15 and 34, injury-related causes of death are highly ranked (i.e., for each age group in the range, black-colored arcs are in the top 5 positions). To explore the demographical distribution, he may choose to filter by cause-cluster. Figure 7b depicts the state of the visualization when the self-harm and interpersonal violence cluster is filtered. He continues this process until he understands the ranking of clusters. One trend he observes is that mortality from neglected tropical diseases and malaria decreases as one gets older. He also observes an opposite trend for cardiovascular and circulatory diseases. To get a better understanding of what causes the make-up of the self-harm and interpersonal violence cluster that affects young people, he drills and then explores the mortality rates, as shown in Figure 7c . At this point, he can assess death rates and notices that self-harm has a higher mortality rate than assault by firearm for individuals between the ages of 15 and 19. By clicking on each arc, he notices that the same trend applies to the other young adult age groups (i.e., [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] . This dispels a previous notion he had that, on a global scale, assault by weapon was the primary cause of death for young people. At this point, he collapses the cause part, expands the risk part, and engages in a similar exploration of risk factors. Next, he chooses to explore mortality across geographical regions, so he collapses the risk tracks and expands the cause and location tracks. By filtering, he learns that the location-cluster with the highest mortality rate for young people is southern sub-Saharan Africa. He focuses specifically on the age group 25-29 and notices that for this age group, in addition to the injury-related cause-clusters, there is a communicable cluster (i.e., red colored arc) that is highly ranked. He drills to retrieve latent data that relates to the causes that make up this cluster. As shown in Figure 7d , tuberculosis (TB) and two strains of HIV/AIDS make up this cluster. At this point, he explores the relationship between cause-, risk-, and location-clusters. By drilling and linking visual items, he notes that there are five location-clusters with a strong relationship between HIV/AIDS & TB and the physiological risk-cluster (see Figure 7e ). The student can continue to use the visualization to learn more about mortality for different age groups. 
Scenarios
Demography Visualization
Let us consider a college student who is interested in knowing the causes of death for young people. The student may start by learning the rank of different cause-clusters. To focus specifically on causes, he collapses the risk and location parts of the visualization as shown in Figure 7a . At this point, he observes that for individuals between the ages of 15 and 34, injury-related causes of death are highly ranked (i.e., for each age group in the range, black-colored arcs are in the top 5 positions). To explore the demographical distribution, he may choose to filter by cause-cluster. Figure 7b depicts the state of the visualization when the self-harm and interpersonal violence cluster is filtered. He continues this process until he understands the ranking of clusters. One trend he observes is that mortality from neglected tropical diseases and malaria decreases as one gets older. He also observes an opposite trend for cardiovascular and circulatory diseases. To get a better understanding of what causes the make-up of the self-harm and interpersonal violence cluster that affects young people, he drills and then explores the mortality rates, as shown in Figure 7c . At this point, he can assess death rates and notices that self-harm has a higher mortality rate than assault by firearm for individuals between the ages of 15 and 19. By clicking on each arc, he notices that the same trend applies to the other young adult age groups (i.e., [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] . This dispels a previous notion he had that, on a global scale, assault by weapon was the primary cause of death for young people. At this point, he collapses the cause part, expands the risk part, and engages in a similar exploration of risk factors. Next, he chooses to explore mortality across geographical regions, so he collapses the risk tracks and expands the cause and location tracks. By filtering, he learns that the location-cluster with the highest mortality rate for young people is southern sub-Saharan Africa. He focuses specifically on the age group 25-29 and notices that for this age group, in addition to the injury-related cause-clusters, there is a communicable cluster (i.e., red colored arc) that is highly ranked. He drills to retrieve latent data that relates to the causes that make up this cluster. As shown in Figure 7d , tuberculosis (TB) and two strains of HIV/AIDS make up this cluster. At this point, he explores the relationship between cause-, risk-, and location-clusters. By drilling and linking visual items, he notes that there are five locationclusters with a strong relationship between HIV/AIDS & TB and the physiological risk-cluster (see Figure 7e ). The student can continue to use the visualization to learn more about mortality for different age groups. 
Geography Visualization
The next visualization supports making sense of the burden of disease from a geographic perspective. One of the datasets we used quantifies mortality as attributed to each risk for each cause of death, thus focusing on the relationship between causes and risks. Additional datasets include the global, regional, and country-level estimates of mortality for causes, cause-clusters, risk-clusters, and risks.
Depicted in Figure 8 , the top half of the visualization details the relationship between risk factors and causes at a global level, as well as the geographical distribution of mortality for a selected risk or cause across the 21 regions of the world. The circular sub-visualization on the left shows the relationship between causes and risks. Each cause is encoded as an arc, while each risk factor is encoded as a circle. Risk factors are colored and clustered together to emphasize their grouping. For instance, the largest orange circle represents high blood pressure, where the color orange signifies it is a member of the metabolic group. Causes and their clusters are similarly colored and arranged circularly based on their group. The links between the arcs and the circles represent the attributed mortality between a cause and risk factor. The circular sub-visualization on the right shows the same information but in a different manner. In this visualization, the causes are encoded as circles, while the risk factors are encoded as arcs. For instance, the largest blue circle represents ischemic heart disease, while the longest green arc represents the cluster dietary risks and physical inactivity. One of the reasons why both representations are shown is that they emphasize different aspects of the data and thus may facilitate different tasks. The choropleth map in between them shows the geographical distribution of death for a selected cause, risk, or cluster across regions of the world. In its default configuration, the bottom half of the visualization is comprised of four main elements. The circular track is divided into segments that represent each region of the world. In the center of the track is a partial flow diagram that shows the relationship between cause-and risk-clusters for a 
Depicted in Figure 8 , the top half of the visualization details the relationship between risk factors and causes at a global level, as well as the geographical distribution of mortality for a selected risk or cause across the 21 regions of the world. The circular sub-visualization on the left shows the relationship between causes and risks. Each cause is encoded as an arc, while each risk factor is encoded as a circle. Risk factors are colored and clustered together to emphasize their grouping. For instance, the largest orange circle represents high blood pressure, where the color orange signifies it is a member of the metabolic group. Causes and their clusters are similarly colored and arranged circularly based on their group. The links between the arcs and the circles represent the attributed mortality between a cause and risk factor. The circular sub-visualization on the right shows the same information but in a different manner. In this visualization, the causes are encoded as circles, while the risk factors are encoded as arcs. For instance, the largest blue circle represents ischemic heart disease, while the longest green arc represents the cluster dietary risks and physical inactivity. One of the reasons why both representations are shown is that they emphasize different aspects of the data and thus may facilitate different tasks. The choropleth map in between them shows the geographical distribution of death for a selected cause, risk, or cluster across regions of the world. In its default configuration, the bottom half of the visualization is comprised of four main elements. The circular track is divided into segments that represent each region of the world. In the center of the track is a partial flow diagram that shows the relationship between cause-and risk-clusters for a specific region. On either side of the flow diagram are heatmaps that show the mortality rates for countries for each cause or risk in the selected cluster.
To design interaction, we analyzed the tasks in which users may engage. These tasks include examining mortality or the relationship between causes and risk factors at different levels of granularity, focusing on a region, assessing the variability of mortality, exploring prevalent causes and risks for regions, and discovering the similarities and differences of the burden of disease between two regions, or between countries in a region. To support these tasks we have operationalized the following actions: selecting, drilling, filtering, searching, arranging, translating, and comparing. Similar to the demography visualization, to activate or initiate an action, users can either click on a visual item or, for compound interactions (i.e., interactions that involve multiple steps), click on the appropriate button. specific region. On either side of the flow diagram are heatmaps that show the mortality rates for countries for each cause or risk in the selected cluster.
To design interaction, we analyzed the tasks in which users may engage. These tasks include examining mortality or the relationship between causes and risk factors at different levels of granularity, focusing on a region, assessing the variability of mortality, exploring prevalent causes and risks for regions, and discovering the similarities and differences of the burden of disease between two regions, or between countries in a region. To support these tasks we have operationalized the following actions: selecting, drilling, filtering, searching, arranging, translating, and comparing. Similar to the demography visualization, to activate or initiate an action, users can either click on a visual item or, for compound interactions (i.e., interactions that involve multiple steps), click on the appropriate button. Let us imagine a situation in which an analyst in a non-governmental agency needs to develop a proposal that reduces mortality by tackling risk factors in high-risk regions of the world. Using the circular sub-visualizations, she can select a risk factor or cluster to determine the distribution across the regions of the world. An alternative approach may be to search for a specific risk factor using the searching capabilities of the tool. Figure 9a shows the top half of the visualization when alcohol use has been selected. Unfortunately, while this view allows her to see how alcohol affects different regions, it is not effective in determining whether Eastern Europe has a higher rate than East Asia. To address this issue, she switches the representation to a bar chart as shown in Figure 9b and observes that Eastern Europe has the higher rate. Next, she drills to get a more detailed look at the relationships between causes and risk factors for Eastern Europe, as shown in the bottom half of Figure 9b . As she also wants to understand how alcohol use affects each country in the region, she drills to display country-level data related to substance abuse. The heatmap in the lower left portion of Figure 9b depicts how both alcohol and drug use affect the nations in Eastern Europe. By filtering, she can ascertain the countries in Eastern Europe that have a high mortality from alcohol use (i.e., Let us imagine a situation in which an analyst in a non-governmental agency needs to develop a proposal that reduces mortality by tackling risk factors in high-risk regions of the world. Using the circular sub-visualizations, she can select a risk factor or cluster to determine the distribution across the regions of the world. An alternative approach may be to search for a specific risk factor using the searching capabilities of the tool. Figure 9a shows the top half of the visualization when alcohol use has been selected. Unfortunately, while this view allows her to see how alcohol affects different regions, it is not effective in determining whether Eastern Europe has a higher rate than East Asia. To address this issue, she switches the representation to a bar chart as shown in Figure 9b and observes that Eastern Europe has the higher rate. Next, she drills to get a more detailed look at the relationships between causes and risk factors for Eastern Europe, as shown in the bottom half of Figure 9b . As she also wants to understand how alcohol use affects each country in the region, she drills to display country-level data related to substance abuse. The heatmap in the lower left portion of Figure 9b depicts how both alcohol and drug use affect the nations in Eastern Europe. By filtering, she can ascertain the countries in Eastern Europe that have a high mortality from alcohol use (i.e., Belarus, Russia, and Ukraine). The employee repeats this process of searching for risk factors, determining the region that has the highest mortality rate and exploring the distribution at the level of countries until she has a better understanding of which nations can benefit from intervention measures directed at certain risk factors.
Multimodal Technol. Interact. 2018, 2, x FOR PEER REVIEW  15 of 25 Belarus, Russia, and Ukraine). The employee repeats this process of searching for risk factors, determining the region that has the highest mortality rate and exploring the distribution at the level of countries until she has a better understanding of which nations can benefit from intervention measures directed at certain risk factors. Next, to assess the similarities in mortality between geographical areas, she uses the comparing action. Figure 10a shows the bottom of the visualization when she is comparing the regions of western and central sub-Saharan Africa. Next, she decides to contrast the mortality rates for cause-clusters across countries in central Europe. To identify the cause-cluster that has the highest mortality rate for Bulgaria, she can choose to re-arrange the heatmap as shown in Figure 10b . With this method, she notices that the cardiovascular cluster has the highest mortality rate. An alternate and timeconsuming approach would be to select each one of the cause-clusters and mentally keep track of each cluster's mortality rate.
Next, because she is interested in determining which country has the highest rate of death from diarrheal diseases, she re-arranges the heatmap by cause-cluster (as opposed to country). While she may deviate slightly from her original task of understanding the impact of certain risk factors, the interactive nature of the tool supports this divergence. She observes that Slovenia has the highest rate, as shown in the bottom portion of Figure 10c . To get the exact rate for this nation, she hovers Next, to assess the similarities in mortality between geographical areas, she uses the comparing action. Figure 10a shows the bottom of the visualization when she is comparing the regions of western and central sub-Saharan Africa. Next, she decides to contrast the mortality rates for cause-clusters across countries in central Europe. To identify the cause-cluster that has the highest mortality rate for Bulgaria, she can choose to re-arrange the heatmap as shown in Figure 10b . With this method, she notices that the cardiovascular cluster has the highest mortality rate. An alternate and time-consuming approach would be to select each one of the cause-clusters and mentally keep track of each cluster's mortality rate.
Next, because she is interested in determining which country has the highest rate of death from diarrheal diseases, she re-arranges the heatmap by cause-cluster (as opposed to country). While she may deviate slightly from her original task of understanding the impact of certain risk factors, the interactive nature of the tool supports this divergence. She observes that Slovenia has the highest rate, as shown in the bottom portion of Figure 10c . To get the exact rate for this nation, she hovers over the visual item for Slovenia and notes the mortality rate is 37.51 (hovering over an item reduces its saturation; this is why the rectangle for Slovenia appears lighter than the one for Slovakia). Next, she chooses to investigate, at a global level, which regions are most affected by diarrheal diseases, and so she returns to the top half of the visualization and selects that cluster (top of Figure 10c ). At this point, she notices that diarrheal diseases significantly impact Oceania and regions in Africa. She makes a note of these regions and leaves for the day, with the intention of beginning at this point the following day.
over the visual item for Slovenia and notes the mortality rate is 37.51 (hovering over an item reduces its saturation; this is why the rectangle for Slovenia appears lighter than the one for Slovakia). Next, she chooses to investigate, at a global level, which regions are most affected by diarrheal diseases, and so she returns to the top half of the visualization and selects that cluster (top of Figure 10c ). At this point, she notices that diarrheal diseases significantly impact Oceania and regions in Africa. She makes a note of these regions and leaves for the day, with the intention of beginning at this point the following day.
In this scenario, the analyst was able to navigate between data aggregated at different levels. She started by exploring the cause-risk relationship at a global level, then moved on to exploring how risk factors affect different regions of the world, and ended her session by learning about the impact of certain cause-clusters on specific nations. In this scenario, the analyst was able to navigate between data aggregated at different levels. She started by exploring the cause-risk relationship at a global level, then moved on to exploring how risk factors affect different regions of the world, and ended her session by learning about the impact of certain cause-clusters on specific nations.
Chronology Visualization
The last visualization we present facilitates the understanding of temporal trends of mortality. The data utilized includes estimates of mortality at regional and global levels for each cause and cause-cluster. The estimates are at five different points in time: 1990, 1995, 2000, 2005, and 2010 . The visualization has three main parts (see Figure 11 ). The first part (i.e., the left panel) presents the ranking for cause-clusters at a global level. Each rectangle represents a cause-cluster for a specific year. We use color to represent the group to which each cluster belongs, and the position of the rectangle represents the cluster's rank. The scale on the left side shows the rank values from 1 to 21, with 1 representing the cluster with the highest mortality rate. For instance, one can notice that the cardiovascular-diseases cluster is consistently ranked number 1, while the nutritional deficiencies cluster starts at position 11, goes up to position 9, and drops to position 16 in 2010. Embedded within each rectangle is the hierarchical and proportional make-up of the cluster. Each cluster is comprised of several causes, each with varying prevalence. For example, the HIV/AIDS & TB cluster is made up of three causes: Tuberculosis, HIV from TB, and HIV diseases that result in other unspecified diseases. In 1990, tuberculosis accounted for over 80% of the deaths in this cluster, but by 2010, tuberculosis accounted for less than 50%. The proportion of each cause for a cluster is also depicted in the second panel (i.e., Cause Mortality by Proportion). This sub-visualization uses a multi-line chart to depict the proportion of mortality for causes. 
The last visualization we present facilitates the understanding of temporal trends of mortality. The data utilized includes estimates of mortality at regional and global levels for each cause and cause-cluster. The estimates are at five different points in time: 1990, 1995, 2000, 2005, and 2010 . The visualization has three main parts (see Figure 11 ). The first part (i.e., the left panel) presents the ranking for cause-clusters at a global level. Each rectangle represents a cause-cluster for a specific year. We use color to represent the group to which each cluster belongs, and the position of the rectangle represents the cluster's rank. The scale on the left side shows the rank values from 1 to 21, with 1 representing the cluster with the highest mortality rate. For instance, one can notice that the cardiovascular-diseases cluster is consistently ranked number 1, while the nutritional deficiencies cluster starts at position 11, goes up to position 9, and drops to position 16 in 2010. Embedded within each rectangle is the hierarchical and proportional make-up of the cluster. Each cluster is comprised of several causes, each with varying prevalence. For example, the HIV/AIDS & TB cluster is made up of three causes: Tuberculosis, HIV from TB, and HIV diseases that result in other unspecified diseases. In 1990, tuberculosis accounted for over 80% of the deaths in this cluster, but by 2010, tuberculosis accounted for less than 50%. The proportion of each cause for a cluster is also depicted in the second panel (i.e., Cause Mortality by Proportion). This sub-visualization uses a multi-line chart to depict the proportion of mortality for causes. The third part of the visualization uses area charts to depict the temporal distribution of a selected cluster for each region of the world. For example, one can observe that for South Asia, death from HIV & TB has decreased over the 20-year period. The area charts are arranged according to their mortality rate, with the region with the highest mortality rate at the top.
To design interaction, we once again considered the tasks that users would perform with the data. These tasks include assessing trends for cluster-specific mortality at a global and regional level, comparing cause and cause-cluster ranks, exploring temporal trends within a cluster on a global scale, and comparing rates between geographical regions. To support these tasks, we have operationalized the following actions: selecting, drilling, filtering, arranging, collapsing, expanding, and comparing. The third part of the visualization uses area charts to depict the temporal distribution of a selected cluster for each region of the world. For example, one can observe that for South Asia, death from HIV & TB has decreased over the 20-year period. The area charts are arranged according to their mortality rate, with the region with the highest mortality rate at the top.
To design interaction, we once again considered the tasks that users would perform with the data. These tasks include assessing trends for cluster-specific mortality at a global and regional level, comparing cause and cause-cluster ranks, exploring temporal trends within a cluster on a global scale, and comparing rates between geographical regions. To support these tasks, we have operationalized the following actions: selecting, drilling, filtering, arranging, collapsing, expanding, and comparing.
For this last scenario, let us imagine a student, enrolled in a global health course, who has an assignment that requires him to answer the following questions:
1.
Between 1990 and 2010, which cause-cluster increased in rank the most? 2.
Over the 20-year period, what was the highest rank for liver cirrhosis? 3.
Between 1990 and 2005, which digestive diseases significantly decreased in proportion? 4.
Which region of the world had the lowest mortality rate from cardiovascular and circulatory diseases between 1995 and 2005?
After reading over the questions, the student recognizes that the first three questions do not require regional-level data, and so he collapses the third panel. By selecting each cluster, he observes that the neurological disorders cluster increased from position 17 to 12 over the 20-year period. He selects this cluster (see Figure 12a ), writes down the answer, and then proceeds to the second question. To determine the highest rank for the liver cirrhosis cluster, he changes the time range and then selects the cluster as shown in Figure 12b . He notes that the highest position for liver cirrhosis was 13 in 2010. To discover the digestive disease that significantly decreased in proportion between 1990 and 2005, he changes the time range, selects the cluster, and then focuses his attention on the cause mortality panel. Next, he performs a visual search and determines that peptic ulcers significantly decreased in proportion (see Figure 12c ). To answer the last question, he collapses the cause panel and expands the region panel as shown in Figure 12d , and also changes the time frame so that only data between 1995 and 2005 is visualized. Next, he selects the cardiovascular and circulatory disease cluster and notices that western Sub-Saharan Africa has the lowest mortality rate during the specified time frame. For this last scenario, let us imagine a student, enrolled in a global health course, who has an assignment that requires him to answer the following questions:
1. Between 1990 and 2010, which cause-cluster increased in rank the most? 2. Over the 20-year period, what was the highest rank for liver cirrhosis? 3. Between 1990 and 2005, which digestive diseases significantly decreased in proportion? 4. Which region of the world had the lowest mortality rate from cardiovascular and circulatory diseases between 1995 and 2005?
After reading over the questions, the student recognizes that the first three questions do not require regional-level data, and so he collapses the third panel. By selecting each cluster, he observes that the neurological disorders cluster increased from position 17 to 12 over the 20-year period. He selects this cluster (see Figure 12a ), writes down the answer, and then proceeds to the second question. To determine the highest rank for the liver cirrhosis cluster, he changes the time range and then selects the cluster as shown in Figure 12b . He notes that the highest position for liver cirrhosis was 13 in 2010. To discover the digestive disease that significantly decreased in proportion between 1990 and 2005, he changes the time range, selects the cluster, and then focuses his attention on the cause mortality panel. Next, he performs a visual search and determines that peptic ulcers significantly decreased in proportion (see Figure 12c ). To answer the last question, he collapses the cause panel and expands the region panel as shown in Figure 12d , and also changes the time frame so that only data between 1995 and 2005 is visualized. Next, he selects the cardiovascular and circulatory disease cluster and notices that western Sub-Saharan Africa has the lowest mortality rate during the specified time frame. The scenarios presented in this section highlight some of the ways in which users can interact with the underlying data. In the first and second scenarios, we demonstrated how exploring the data in an open-ended fashion may occur. In the third scenario, we focused on how users can answer specific questions. We have shown that when interaction is designed in a systematic fashion; users can perform a variety of tasks. The way users perform tasks is dependent on the complementary actions that are made available to them and the way in which the visualization reacts to users' actions.
User Study
To underscore how our design approach supports a meaningful discourse with data, in this section, we briefly highlight results from a recent study conducted with the visualizations. This study is part of a larger work that explores the use of elaborate visualizations to make sense of large repositories of health data. For a more thorough discussion of the study, the interested reader is directed to [78] .
Twenty-eight students from a university in Canada were recruited to participate in the study. Half of the students interacted with the visualization, while the other 14 were part of the control group. Participants in the treatment group were asked to use a visualization tool, comprised of 4 visualizations (three of which were presented in Section 5) to complete a series of tasks. After completing the tasks, participants were given a health literacy quiz to determine if the visualization tool improved their understanding of health trends. Following the quiz, they completed a short questionnaire in which they described their experience using the tool. Some of the participants were later invited back for an interview in which they discussed their use of the tool. Participants in the control group did not use the tool and only completed the health literacy quiz.
The tasks that participants were asked to complete varied in difficulty. Some tasks were atomic, while others had sub-tasks and required multiple actions. For instance, for the Demography visualization, participants were asked to determine which country in Central Asia had the highest The scenarios presented in this section highlight some of the ways in which users can interact with the underlying data. In the first and second scenarios, we demonstrated how exploring the data in an open-ended fashion may occur. In the third scenario, we focused on how users can answer specific questions. We have shown that when interaction is designed in a systematic fashion; users can perform a variety of tasks. The way users perform tasks is dependent on the complementary actions that are made available to them and the way in which the visualization reacts to users' actions.
The tasks that participants were asked to complete varied in difficulty. Some tasks were atomic, while others had sub-tasks and required multiple actions. For instance, for the Demography visualization, participants were asked to determine which country in Central Asia had the highest mortality rate for individuals between the ages of 75 and 79. This task can be completed in multiple ways; one would be for the participant to, first, filter by region; next, select the appropriate bar for the age group; and, finally, move their mouse over the embedded visualization to determine the name of the country. There were 20 tasks, 5 for each visualization, that participants were asked to complete. While participants were provided with a brief (3-4 min) video tutorial for each visualization that described the basic methods of interaction, they were not told how to complete the tasks.
The average score on the health literacy test was 79% for those in the treatment group and 21% for those in the control group. In the treatment, 9 out of the 14 participants scored 80% or above. These results suggest that all participants in the treatment group could use the visualizations to improve their understanding of global health trends. In addition to their test scores, we used a 7-point Likert scale to obtain their opinion of the tool. Their responses were mostly positive. 13 out of 14 participants reported that the tool was engaging, easy to use, and easy to learn. Some of their positive remarks centered around the interactive nature of the tool. Participant 1 noted that it was easy to get more information and filter down a search, and that the visualization was not too cluttered. This sentiment was echoed by Participant 2, who wrote, "Elegant presentation of a mind-boggling amount of information." Participant 5 highlighted that the interactive quality allowed for easy navigation through the data; they wrote, "I like how I can move through it and make sense of the information. A tool like this that you can go and eliminate data is easy. Better than Google. The information was very direct; you don't have to go through a lot of reading to find it."
In designing the tool, our goal was to create an environment in which users could perform a myriad of tasks and engage in meaningful discourse with data. While this is not an in-depth usability study of the developed visualizations, the results suggest that with the tool participants were able to interact with the data and explore different health trends while at the same time not being overwhelmed by the size of the data.
Conclusions
Data has the potential to impact health care efforts positively. However, in the past, the health community has been slow to leverage the data and capitalize on the opportunities it presents. This is partially due to the complexity of the data and the challenges it presents for individuals trying to complete tasks. Interactive visualizations can play a role in supporting the data-driven health tasks. While research indicates that visualizations allow users to interact with the data, to date, recent surveys suggest that much of the interaction in visualizations allows for simple manipulations.
In this paper, we contend that when dealing with large sets of data, users need to be able to interact with it and change its form so that they can perform a variety of tasks effectively. Designing interaction is a non-trivial issue, and efforts to design it in an ad-hoc manner may lead to tools that inadvertently constrain users' ability to complete tasks. There is a need for conceptual structures to help systematize the design process. In this work, we have demonstrated how elements of a theoretical framework contribute to the process of structuring the design process for interaction. We have presented a process for designing human-data interaction and illustrated its usage and benefit using health data. In addition, we reported on results from a recent study that highlight the ability of users to make sense of health trends and perform a myriad of tasks with the visualizations.
As previously discussed, this work is part of a broader effort to explore the use of elaborate visualizations to improve health literacy. In our previous work, we have explored why the use of simple visual representations may not be sufficient to address the challenges of individuals working with large datasets. In the past, people have argued that such sophisticated visualizations cannot be used by the general public, so part of our goal was to test this assumption. As human-data discourse is influenced by both the design of visual representations and interaction, we investigated how users interpreted and interacted with the tool. We observed that users were able to not only make sense of how the data was encoded, but, with short minimalist video tutorials, they were also able to figure out how to interact with the data and engage in a meaningful discourse with it.
We intend to help raise awareness of the potential of interactive visualizations to support data-driven health tasks. Although this research uses global health data, we anticipate that the presented design process may be beneficial in supporting other datasets in healthcare, as well as other domains. Furthermore, the systematic design of interaction has applications for large datasets, in which leveraging expert knowledge is critical.
