A computer-aided diagnosis ͑CAD͒ system is presented to automatically distinguish normal from abnormal tissue in high-resolution CT chest scans acquired during daily clinical practice. From high-resolution computed tomography scans of 116 patients, 657 regions of interest are extracted that are to be classified as displaying either normal or abnormal lung tissue. A principled texture analysis approach is used, extracting features to describe local image structure by means of a multi-scale filter bank. The use of various classifiers and feature subsets is compared and results are evaluated with ROC analysis. Performance of the system is shown to approach that of two expert radiologists in diagnosing the local regions of interest, with an area under the ROC curve of 0.862 for the CAD scheme versus 0.877 and 0.893 for the radiologists.
I. INTRODUCTION
High-resolution computed tomography ͑HRCT͒ scans can visualize the lungs with anatomical detail comparable to that of gross pathological specimens or lung slices. 1 Whereas conventional CT scans have a slice thickness in the range of 5-10 mm, HRCT scans are made up of slices of approximately 1 mm. It is the extraordinary visual detail that has made HRCT the method of choice in the evaluation of patients with suspected parenchymal lung disease, but this also makes HRCT a difficult modality to assess.
An increase in the amount of data from HRCT chest exams is expected in the near future with the introduction of multi-detector-row CT ͑MDRCT͒ scanners. New scanners with 16 or more detector rows are able to create a contiguous high resolution volume of the entire thorax within a single breath hold. The result is a nearly isotropic data set with voxel dimensions well within the submillimeter range. With these scanners, in essence, every CT examination will be HRCT. Apart from this vast increase in the amount of slices per scan, the introduction of multi-slice technology has even been reported to lead to an increase in the amount of scans acquired. 2 For a modality that can be challenging to read, this will put an excessive burden on radiological resources. This calls for the development of computer-aided diagnosis ͑CAD͒ tools to streamline evaluation processes. The aim of the work presented in this paper is to automatically distinguish normal from abnormal tissue in HRCT chest scans acquired during daily clinical practice.
HRCT scans show a wide variety of patterns in the appearance of both normal and pathological tissue. In HighResolution CT of the Lung by Webb, Müller, and Naidich, 1 a first subdivision on the appearances of abnormal lung tissue is made into four categories:
͑a͒ linear and reticular opacities, ͑b͒ nodular or reticunodular opacities, ͑c͒ parenchymal opacification, ͑d͒ cysts and emphysema. Figure 1 presents regions of lung parenchyma chosen from our database as examples for these four categories, along with examples of normal lung tissue ͑E1 and E2͒. In Fig. 2 the lung fields can be seen from which these regions of interest were taken. Within these four main textural categories however, many subdivisions can still be made. Figures 1 and 2 contain two instances for each category to illustrate this variety.
Given the large number of patterns in HRCT, the first type of computer assistance needed is to distinguish between the appearances of normal and abnormal tissue. This particular type of CAD has not received much research attention. A large amount of the work on the automatic interpretation of chest CT scans is related to early detection of lung cancer. 3 This involves nodule detection, 4, 5 classification of nodules into benign or malignant, 6 and measurement of nodule size and growth rate in follow-up studies. 7, 8 Other researchers have focused on the detection and quantification of specific diseases or patterns, such as emphysema 9, 10 or ground-glass opacities. 11 Uppulari and co-workers 12, 13 developed a general system for regional lung classification. They used small areas that were classified into one of six categories based on fifteen texture features. Delorme and co-workers 14 use a pixel-based approach to classify lung tissue in six classes using local texture measures. Shyu and co-workers 15, 16 take a different approach to computeraided diagnosis. They have developed a system that retrieves reference cases similar to the case at hand from a proven database. Based on a large set of features, manually delineated pathological regions are first class-FIG. 1. Some regions of interest taken from slices of HRCT scans of the lung. Images A1 and A2 through D1 and D2 show pathological patterns chosen as examples for each of the four main textural categories: ͑A͒ linear and reticular opacities, ͑B͒ nodular or reticonodular opacities, ͑C͒ parenchymal opacification, ͑D͒ cysts and emphysema. Images E1 and E2 show normal lung tissue. Figure 2 shows the complete lung fields from which these regions of interest were taken. The images are displayed using window mean Ϫ600 HU and window width 1600 HU. Fig. 1 are taken. The images are displayed using window mean Ϫ600 HU and window width 1600 HU. Note that images A1, A2, B2, D1, and D2 were mirrored horizontally. Reasons for this are explained in Sec. II A.
FIG. 2. The lung fields from which the regions of interest shown in
sified into one of ten pattern categories and subsequently linked to a specific disease. From the images in the database in the same disease subcategory, a similar image is presented. Normal lung tissue is not represented.
In previous work on texture analysis in HRCT, cases to be included in the study were chosen from specific patient groups. However, in the daily routine of a general hospital, scans acquired show an extremely diverse appearance, both in normal and in pathological regions. How will a CAD system perform in that clinical reality? In order to answer this question, we collected scans from daily practice without any selection. From these scans we extracted large regions of interest ͑ROIs͒ to be classified as representing normal or abnormal lung tissue. To this end, we use a principled texture analysis approach, extracting features to describe local image structure by means of a multi-scale filter bank. We compare various classifiers and feature subsets and the results are evaluated with ROC analysis. The performance of the system is compared with that of two expert radiologists.
The remainder of the article is organized as follows: Section II describes the method, starting out with the details of the data set, continuing with the explanation and motivation of the automated system, and ending with descriptions of how the experiments are conducted. In Sec. III the results are presented, followed by the discussion in Sec. IV and the conclusions in Sec. V.
II. METHODS

A. Data set
From daily clinical practice we collected 167 scans from 167 different subjects without any selection. All scans were acquired at the University Medical Center Utrecht, The Netherlands, on Philips Tomoscan AV scanners ͑Philips, Best, The Netherlands͒. Patients were in supine position. A tube voltage of 140 kVp and current of 175 mAs were used. Data were reconstructed to 512ϫ512 matrices. Slice thickness was either 1.0 or 1.5 mm with 10 mm increment. The in-plane resolution was 0.59 mm on average, varying from 0.33 to 0.82 mm, depending on patient size.
From each scan, circular ROIs with an 80 pixel diameter were extracted from the peripheral lung region in slices at the height of the aortic arch. The circles were placed manually by the first author ͑I.C.S.͒ by using the mouse to indicate the circle center. This was done under the supervision of the radiologist responsible for setting the ground truth ͑as described in the following͒.
In scans or regions of scans showing severe artifacts due to movement or the presence of metal or contrast agents, no ROIs were placed. First, as many ROIs as possible showing abnormal lung tissue were extracted. The set was then filled up with a roughly equal amount of ROIs showing normal lung tissue. As a result, the amount of ROIs taken from each scan varied from one to six and a total of 116 scans was used. The final set contained 657 ROIs out of which 349 showed normal and 308 showed abnormal tissue.
Two considerations were taken into account in extracting the ROIs from the scans.
͑1͒ Since the lung is not a homogeneous or isotropic entity, ROIs that are to be compared to each other should be extracted from anatomically similar locations. Therefore all ROIs were taken from slices at approximately the same height ͑the aortic arch͒ and were located mostly in the anterior part of the left and right lung field. In the collection of ROIs showing abnormal lung tissue, if only the posterior part of the lung field contained an abnormality, the ROI was placed there. This was not allowed in the collection of ROIs showing normal lung tissue. ROIs taken from the right lung and/or the posterior part of the lung field were made to resemble ROIs taken from the left lung and/or the anterior part of the lung field by simply mirroring the lung slice horizontally or vertically before extracting the ROI. This was done to prevent a possible bias toward the location of the ROIs in the lung as parts of the automated method are sensitive to direction.
͑2͒ For every ROI encompassing ͑part of͒ an abnormality it was required that the abnormal tissue showed in at least 75% of its area. It is undesirable to use ROIs that contain abnormalities in only a small part of their area because the texture measures employed in the automated analysis perform averaging over the entire ROI area. The use of smaller regions of interest would alleviate this problem but would, on the other hand, limit the size of the abnormalities and abnormal textures identifiable by the system.
As a reference for the diagnosis of the ROIs we took the opinion of an expert chest radiologist ͓over 30 years experience, the second author ͑P.F.v.W.͔͒. When assessing the images, the radiologist reviewed the complete scan and classified the ROI as one showing either normal or abnormal lung tissue. One might conceive that ideally, verified diagnostic information should be available for each ROI. This ground truth should then come from histology or be determined in follow-up studies. However, it is clearly impossible to generate such information for the chosen ROIs. It is also not an option to limit our data set to those patients for which biopsy or follow-up results are available. First of all, this would completely alter our objective: we would have had to put severe restrictions on which patients and what types of pathology to include in the study. Second, since disease manifestations are not evenly distributed across the lung, it is questionable whether it is possible to extract ROIs from the scans of these patients that encompass exactly the part of tissue for which the aforementioned diagnostic information holds. Asking whether a piece of lung tissue appears to be normal in a scan is, from our point of view, equivalent to asking the opinion of an expert radiologist.
B. System overview
The textural appearance of the abnormalities in HRCT scans justifies a pattern-recognition approach. ''Learning by example'' or statistical pattern recognition methods are often feature based methods. 17 Each ROI is represented by a vector of features and classification is performed in feature space. From a set of training samples a classifier statistically determines the decision boundaries in feature space, based on which new test samples ͑independent from the training data͒ can be classified. As a first step, before the classifier is trained, the original feature vectors are subjected to a normalization and a feature selection process. The following explains these procedures in detail.
C. Choice of features
Images can be represented by feature vectors in numerous different ways. We extract feature vectors from our ROIs by means of a generally applicable filter bank method. The ROIs are convolved with the filters in the filter bank and features are calculated from the intensity distributions in the resulting set of filtered images. This has been shown 18 to be a powerful approach to texture discrimination, which can outperform co-occurrence features. 19 To discriminate between textures, the choice we made for the filters in our filter bank was inspired by the presumed functioning of the early stages of the primate visual system. As summarized by Malik et al., 20 the simple cells in the visual cortex can roughly be grouped into three groups based on the shapes of their receptive fields: cells having radially symmetric, oriented odd-symmetric or oriented evensymmetric receptive fields. These types of receptive field are modeled well by various derivatives of the Gaussian function:
͑1͒
The texture filters thus derived are insensitive to offsets in absolute intensity. In many pattern recognition tasks this is a valuable invariance. In CT images however, the gray values are calibrated and related to an actual physical quantity. They convey important information about the imaged tissue that should not be ignored. We therefore extend the set with a filter representing the Gaussian itself. Our filter bank then contains the following filters ͑Fig. 3͒:
͑3͒ the first-order derivative ‫ץ‬G(x ជ )/‫ץ‬x ͑at 6 angles͒; ͑4͒ The second-order derivative ‫ץ‬ 2 G(x ជ )/‫ץ‬x 2 ͑at 6 angles͒. All these filters were calculated on scales sϭ0.5, 1, 2, and 4 pixels.
The first-and second-order derivative filters are not radially symmetric. Of these filters 6 rotated versions were used with rotation angles spaced equally between 0 and . The filters that would result from rotations over angles between and 2 are identical to these ͑except for the sign change in the odd-symmetric filters͒.
The features that are extracted from the filtered images are the first four central moments of their gray value distributions. These are the mean, standard deviation, skew, and kurtosis and they are defined as follows, where summation is over all N pixels and x i denotes the intensity at pixel i: kurtosis: kϭ
Alternatively, Eqs. ͑2͒-͑5͒ can be seen as summations over bins of the histogram of the filtered image. Histograms are used in texture analysis to decouple the appearance of textural primitives in the image from their exact spatial location. The entire histogram could be used as a feature vector, but to create a more sparse representation it can be expanded into its moments. For a histogram displaying a Gaussian shape, the third and fourth moments as defined in Eqs. ͑4͒ and ͑5͒ would be zero.
D. Normalization and feature selection
The described method results in a large amount of features. Some of these features will be correlated and not all the features have equal discriminatory power. A more discriminatory subset of features can be chosen by means of feature extraction or selection. 21, 22 Feature selection is the process of directly choosing a subset of the original features. In feature extraction linear or nonlinear combinations of the original features are made.
We have chosen to do feature selection. For this we use a sequential forward search ͑SFS͒. 23 SFS is a wrapper approach, using as its optimization criterion the performance of a classifier. Features are added to the chosen subset in a stepwise fashion. In each step, the feature that most increases classification performance is added. SFS is a greedy algorithm: once a feature has been added to the subset it will not be removed, although in some cases this could increase performance. SFS does not guarantee to find the optimal subset of features, but it is a favorable approach in terms of computational cost.
For each experiment we used the same classifier and the same method of measuring its performance both in the SFS procedure and in the rest of the experiment.
Depending on the classifier, classification results are influenced by scaling of the feature space. We chose to normalize all features independently to zero mean and unit variance. This is done on the train data. The calculated scalings and offsets are then stored and also used on the feature vectors calculated for the test data.
E. Choice of classifier
Any classifier could be trained to discriminate between the classes in feature space. We evaluated a linear discriminant ͑LD͒ classifier, a quadratic discriminant ͑QD͒ classifier, a support vector machine ͑SVM͒, and a k-nearest-neighbors (kNN) classifier. All these classifiers can be used to perform a hard classification, where the output of the classifier is a class label. The LD, QD, and kNN classifiers were also used to perform soft classifications. The output of the classifier is then a set of probabilities that the test sample belongs to each of the classes that the classifier was trained on.
The LD and QD classifiers 17 assume Gaussian distributions for the data. Their linear or quadratic decision boundaries ͑in hard classification͒ or their a posteriori probabilities of class membership ͑in soft classifications͒ are calculated directly from the means and covariance matrices of the data. Additionally, the LD classifier assumes that the covariance matrices for each class are equal.
The kNN classifier 17 is a nonparametric classifier that can generate a decision boundary of arbitrary complexity. The class label of a new data sample is determined by means of a majority vote amongst its k nearest neighbors in feature space. For soft classification, the probability that a sample belonged to class C is taken to be the percentage of the k nearest neighbors that belongs to class C.
Support vector machines 24 have recently gained popularity. They determine their decision boundaries by choosing a set of samples from the data ͑called the support vectors͒ that can be used to describe those boundaries. They embed the features vectors in a high dimensional space through a kernel, which makes feature extraction implicit in the training procedure. Therefore we have not performed feature selection with the SVM classifier.
For the kNN classification we used the ANN library by Arya and Mount. 25 For the SVM classifier we used the implementation by Duin et al. in the MATLAB toolbox ''PRTOOLS'' ͑Version 3.0͒ ͑R. P. W. Duin, PRTools Version 3.0, A Matlab Toolbox for Pattern Recognition, Delft University of Technology, January 2000, http:// www.ph.tn.tudelft.nl/prtools/͒. This implementation selects an optimal kernel for the SVM during training.
F. Cross-validations
To make optimal use of the available data, all experiments were performed as cross-validations. We used fourfold crossvalidations, dividing the data set into 4 parts and performing the experiments 4 times. Each time a different fold was used as test data and training was performed on the remaining three folds. On average there were 493 ROIs in the train set. The subdivision into folds was made randomly and care was taken to perform this subdivision on the basis of the scans, not the ROIs themselves. In this way we ensured that the ROIs from a particular scan were always all in the train set or all in the test set. It was therefore never the case that both test and train set contained ROIs from the same scan.
G. Performance evaluation
Evaluation of system performance is by means of receiver operating characteristic ͑ROC͒ curves. 26 The ROC curves shown in the figures were calculated using the program LABROC1 ͑version 1.2 for IBM-PC͒. 26 The values that are given for the area under the ROC curve A z are the mean and standard deviation of the values of A z for the 4 folds in the cross-validations.
III. RESULTS
The objective of the work presented in this paper is to automatically distinguish between the appearance of normal and abnormal lung tissue in HRCT scans of the lung. We use a principled texture analysis approach to tackle this normal versus abnormal classification problem. In Secs. III A-III C, results of experiments are described detailing various aspects of the computer method. In Sec. III D, performance of the automated method is compared to that of two expert observers.
A. Comparison of classifiers
For the comparison of the LD, QD, and kNN classifiers, an experiment was performed employing a soft classification, using normalization and feature selection by means of SFS. The optimization criterion for feature selection was A z and the maximum number of features allowed to be chosen was 10. All classifiers were trained and tested on the same ͑random͒ subdivision into test and train sets. For the kNN classifier kϭ23 turned out to give the best results.
For both LD and QD classifiers A z was 0.821Ϯ0.020. The kNN classifier gave a slightly better performance with A z ϭ0.849Ϯ0.039.
We also compared the performance of a SVM with the kNN classifier. Because it is not straightforward to perform a soft classification using a SVM, a hard classification was performed. This comparison experiment was another 4-fold cross-validation, again using the same subdivision into test and train sets. After optimization of their parameters both SVM and kNN classifiers achieved comparable results as they gave classification accuracies of 0.76 and 0.77, respectively.
For both ease in implementation and ease in the use for soft classifications the kNN classifier was chosen. An optimization experiment was conducted varying k as well as the maximum size of the feature subset during feature selection. Using kϭ23 and a maximal subset size of 4 features the best results were obtained, giving an A z of 0.862Ϯ0.025. For the remaining experiments a kNN classifier was used with k ϭ23 and a maximum of 4 features was allowed to be selected in the SFS procedures. Figure 4 shows the dependence of A z on the amount of ROIs in the train set. For this experiment, 24 scans ͑133 ROIs͒ were randomly chosen to serve as a fixed test set. Out of the 92 scans ͑524 ROIs͒ that were left, scans were chosen randomly and added to the train set one by one. Upon each addition, all elements of the system ͑i.e., normalization, feature selection, and classification͒ were retrained. After each such iteration, its performance on the test set was evaluated.
B. Effect of train set size
It can be seen that the performance in classifying the fixed test set fluctuates as a function of the data that the system was trained on; addition of a scan to the train set can, degrade performance after retraining. After the train set has reached a size of 300-400 ROIs there is no more increase in the average performance. During the four-fold crossvalidations used for all the experiments there were on average 493 ROIs in the train set. This ensured that the size of the train set did not pose restrictions on the performance of the system.
C. Comparison of feature subsets
In Tables I and II results are presented using subsets of the features, with and without the use of feature selection. The entries in these tables are values of A z averaged over the 4 folds in the cross-validations. Table I summarizes results for subsets using sets of filters calculated on different scales. In the middle column are results for each such subset when all its 56 features were used; no automatic feature selection step was performed. In the right column are the results when using SFS to select at maximum 4 features from the original 56. The train set is expanded with one scan ͑1-6 ROIs͒ at a time. Each time the complete system is retrained and A z is computed on the test set. TABLE I. Classification results for different subsets of the features, given as the average value of A z over the 4 folds in the cross-validations. The difference between the subsets is the scale at which they were calculated. Results in the left column were obtained using all 56 features in each subset, results in the right column were obtained using SFS. When using SFS, results either improve or do not alter significantly. The best result is obtained using filters calculated on scale sϭ0.5 and with SFS. Table II contains results for feature subsets with respect to scale as well as filter type. For each set, two results are given. One result is obtained using all features in the set, the other result is obtained using SFS to select from those a more discriminatory subset.
Comparing the results obtained with and without the use of SFS, we see that performance goes down when using SFS on the feature set derived from the Gaussian filter on a single scale. Feature selection is only beneficial when many features are used and/or features are correlated or do not all have discriminatory power. Correlation exists between features derived from a single filter type on multiple scales, and it exists between features derived from a several filter types on the same scale. The feature set for the Gaussian filter on a single scale contains only 16 features and does not contain highly correlated features, which explains why the use of feature selection degrades performance.
The results obtained using all filter types are lower than the results obtained using only the Gaussian filter, except when all filter types are included on all scales and feature selection is employed. In this case the best performance is obtained, as well as a smaller spread of A z values over folds.
D. System performance compared to expert observers
System performance was compared to the performance of two expert observers by comparing ROC curves. Both observers are experienced chest radiologists ͑over 15 years experience͒. They were asked to review each ROI and give a confidence rating for it on a continuous scale, indicating their impression of the likelihood that the ROI belongs to the abnormal class.
Both observers diagnosed all ROIs twice, with an interval of 4 months between the first and second reading. In the first reading we deliberately restricted the observers to using the same amount of information available to the computer program. They were presented with only the isolated ROIs, as circular images cut from the original scans. They did not have access to the context of the ROIs in the form of the rest of the slice or scan. These diagnoses will be referred to as ''local'' diagnoses in the remainder of this paper. In clinical practice however, a radiologist would never be asked to diagnose a region of interest without taking into consideration the rest of the scan. Therefore, in the second reading, the observers were presented with the ROIs as yellow circles superimposed upon the original scans. Again they were asked to set a diagnosis specifically for the tissue visible within the ROI, but now it was possible for them to review the complete scan. Observer diagnoses set in this way will be referred to as ''global'' diagnoses in the remainder of this paper. Figures 5 and 6 show the resulting ROC curves. Each figure also contains the ROC curve for the automated system. The automated system made use of the features of all filter types on all scales and SFS ͑best performance in Table  II͒ . Values for A z are listed in Table III .
Comparing the performance of the automated system ͑thick solid line in Figs. 5 and 6͒ with the performance of the two observers when presented with the isolated ROIs alone ͑dotted lines in Figs. 5 and 6͒, each of these three ROC curves lies within the 95% confidence intervals of the ROC fit of the other two curves, as given by the LABROC1 program. Figure 7 shows eight ROIs that are misclassified by the computer when putting a threshold of 0.5 on its soft classification results. From both the false positives and false negatives 4 examples were chosen randomly. ROIs A1 through A4 are the actually abnormal cases, ROIs B1 through B4 are the actually normal cases. Figure 7 clearly illustrates the complexity of this task ͑considering, e.g., the visual similarity between ROIs A1 and B2͒.
IV. DISCUSSION
The discrimination between normal and abnormal tissue in HRCT scans of the lung is not an easy task. This can be clearly seen from the performance of the two expert observers in Figs. 5 and 6. High inter-and intraobserver variabilities in the interpretation of these types of scans have also been reported in the work of Uppaluri and co-workers. 13 Here average interobserver agreements of around 50% are mentioned for classification experiments using 6 classes. Other previous work on texture classification in HRCT scans also consists of classifications into multiple categories. References 13 and 14 use a 6-class classification scheme with 1 of the 6 classes being ''normal.'' Both report accuracies for hard-classification experiments of around 70%. These results are not directly comparable to the results presented in this paper as they cannot be translated to the 2-class case without knowing the confusion matrix.
As a reference for the diagnoses of our ROIs we have used the opinion of a single expert radiologist. Unfortunately a ground truth established by a consensus panel of radiologists was not available. This means that in evaluating the performance of both computer and observers, we measure their ability to reproduce the opinion of a single expert. This sets a potential limitation to performance as inter-and intraobserver variabilities are implicitly incorporated. We tried to limit this effect by asking the most senior expert chest radiologist involved in this study to establish the ground truth.
To classify the ROIs with the automated method, we extracted features from them by means of several types of filters on multiple scales. Classification experiments were performed using different classifiers, with and without feature selection. In general it can be seen that good performance can be obtained for many different subsets of features, even for subsets derived from a single filter on a single scale. Best results with least variance over different test sets are obtained using SFS on a feature set derived from all filter types on all scales. In this configuration, the computer achieves a value of 0.86 for A z . From Figs. 5 and 6 it can be seen that its performance is slightly worse than that of the expert observers when presented with the isolated ROIs.
Although all tested classifiers ͑LD, QD, kNN, SVM͒ performed well, we have chosen to use the kNN classifier. It achieved slightly better results and is considerably easier to use in soft classification schemes than, e.g., a support vector machine.
When using many and correlated features, the use of feature selection can be expected to improve classification results. As can be seen in Table II , the system benefits more from the use of SFS for the larger feature sets containing features for all filter types ͑the right column͒ than for the smaller feature sets containing features for only the Gaussian filter ͑the middle column͒. However, SFS does not guarantee finding the optimal subset of features and performance even degrades when using SFS on the feature set for the Gaussian filter on a single scale. The use of a more sophisticated feature selection scheme could improve these results. The data used for the experiments presented in this paper consisted of a set of ROIs. A logical extension is to apply the analysis to entire lung regions, making it possible to perform an automated evaluation of an entire scan. Furthermore, when contiguous three-dimensional ͑3D͒ scans become available in the near future, a second logical ͑and straightforward͒ extension is to use the proposed filter bank method on 3D ROIs.
The ROIs we used were circular with an 80 pixel diameter. This size was fixed in this work. Two opposing criteria play a role in determining the size for the ROIs. On the one hand, the use of small ROIs has as a result that textures with primitives larger than the ROI size cannot be recognized. On the other hand, when using large ROIs, small patches of abnormal tissue will not be recognized ͑due to averaging over the ROI͒. One could even argue that the size of the ROI should depend on the size of the lungs and/or on the resolution in the image. Further research is necessary to establish the influence of the ROI diameter on system performance as well as observer performance.
It should be borne in mind that the automated system operates on local information alone. Its performance is shown to approach that of the expert observers when presented with the isolated ROIs. However, contextual information plays an important role in establishing diagnoses. This is clearly illustrated by the ROC curves for the global and local readings of observer 2 in Fig. 6 .
For example, a source of error to be considered is that of vessels and bronchi being mistaken for abnormal structures. In the work of Delorme and co-workers 14 -in which 5 ϫ5 pixel ROIs are used to classify all pixels in the entire lung field into 1 of 6 categories-it is noted that classification of the normal anatomical structures proves difficult. This problem will be less pronounced with the use of larger ROIs, but it is always likely that unusual intersections through bronchi and vessels are classified as abnormalities. The availability of 3D scans can play an important role in correcting this. For these scans it would be possible to make a segmentation of the bronchial and/or vessel trees, effectively eliminating those structures prior to the analysis. This is one example of how global information could be incorporated into the system.
V. CONCLUSION
We demonstrated the use of a computer-aided diagnosis system in the distinction between normal and abnormal tissue in high-resolution CT scans of the lungs. The system is based on a general principled pattern recognition approach, calculating features from filtered images on multiple scales. The filters used were the Gaussian, its first-and second-order derivative, and the Laplacian. Considering the large amount of features this results in, a feature selection step was necessary, for which sequential forward search was used. Of the tested classifiers, the k-nearest-neighbor classifier gave the best performance. Features extracted by means of a Gaussian filter on a single scale were enough to achieve good classification results. Slightly better results, with less variance over the different test sets, were obtained including all filter types on all scales and employing feature selection. The computer system is shown to approach the performance of the two expert observers in diagnosing local regions of interest and can be used to bring possibly abnormal areas to the radiologists' attention.
