This paper describes a new trial to estimate the statistical input-output relationship of complicated sound insulation systems in an actual situation when the input-output data are roughly observed due to the level-quantization mechanism of measuring equipment, especially from a practical viewpoint.
Then, the output probability distribution for another kind of input can be predicted by using the estimated regression relationship.
Finally, the effectiveness of the proposed method is experimentally confirmed by applying it to the actually observed data.
INTRODUCTION
In most of actual environmental sound systems, a specific signal fluctuates complicatedly in a nonGaussian distribution form, owing to the compound effect of various kinds of factors. The non-linearity of the system makes it more difficult to evaluate the objective system from the viewpoint of internal physical mechanism. It becomes very important to analyze such a complicated system even from a functional viewpoint. So, a new type of regression analysis method1) (so-called extended regression analysis) was proposed on the basis of the Bayes' theorem matched to the linear and nonlinear correlation information, instead of the usual regression analysis method2) treating artificially the fluctuation around the regression function as a meaningless error.
On the other hand, it is very often that the reliable observation value can be obtained only in a levelquantized form, because nowadays many measuring equipments of digital type are employed. Recently, a method3) of estimating the probability distribution and/or the statistics of original random wave before the level-quantization operation was proposed by using the roughly level-quantized observation along the same line as the idea in a study on the saturation observation.4) However, the previous method was given in a complicated mathematical form and needed to solve the non-linear simultaneous equations.
In this paper, a new trial to estimate a response probability property of complicated sound insulation systems is proposed without introducing any artificial error criterions like a minimum error squares in an actual situation when the input-output data are roughly observed due to the level- where y denotes a conditional expectation concerning y. It should be noticed that all of linear and nonlinear correlation information between input and output are originally included in the conditional probability density function (abbr., conditional pdf) p(y/x). Now, the problem is how to extract various kinds of correlations between x and y from the conditional pdf and how to utilize them in the regression analysis. First, we pay our attention to the well-known Bayes' theorem expressed by the conditional pdf p(y/x) by using the joint pdf p(x, y) and the pdf p(x). Then, the joint pdf p(x, y) can be expanded into the series expansion by use of the weighting pdf's po(x) and po(Y) describing the dominant parts of fluctuations x and y, respectively.' Finally, the conditional pdf p(y/x) can be written as follows: corresponding to the input-output original waves x(k) and y(k), respectively, the input-output observations x'(k) and y'(k) after the level-quantization operation can be formulated as:
The mean values and variances for x'(k) and y'(k) can be written on the basis of an assumption of statistical independency between the original random wave and the quantization noise as:
with From Eq. (3), the mean values and variances for original input-output waves x(k) and y(k) can be first obtained by using those of roughly observed input-output data and the statistics of quantization noises, as follows:
In the joint pdf p(x, y) of series expansion type (i.e., Eq. (2)), let us adopt the well-known Gaussian distribution as the fundamental pdf 's po(x) and po(y), as follows:
Then, the orthonormal functions cb,, (1) Similarly, the expansion coefficient Amn' reflecting linear and nonlinear correlation information between roughly observed input-output data x'(k) and y'(k) can be also expressed as follows:
By substituting Eq. (3) into Eq. (10) 
PREDICTION METHOD FOR
OUTPUT RESPONSE PROBABILITY
DISTRIBUTION
The output pdf p(y") or the output probability distribution for another kind of input x"(k) can be predicted by substituting these estimated statistics into Eq. (2), as follows:
Here, 13(y"|x") denotes the conditional pdf given in Eq. (2) and its statistics are obtained from Eqs. (6) and (13).
APPLICATION TO THE ACTUAL SOUND ENVIRONMENTS
First, we have taken two laboratory rooms shown in Fig. 3 as the actual case of sound insulation system. The actual traffic noise radiated from the loud-speaker has been adopted as an input sound source.
Then, the observed level data have been measured through the microphones 1 and 2 as an input x(k) and an output y(k), respectively. The measured input and output sound have been roughly sampled Table 1 The fundamental statistics of the input and output observations for the actual sound insulation system. relationship only from the quantized input-output observations. Then, the output probability distribution for the input within a different time interval from that for the estimation process based on the above estimated relationship has been predicted. Figure 5 (a) shows a comparison between the experimentally sampled points and the theoretically predicted curves for the output probability distribution by using the estimated statistics and new input series. Figure 5 (b) also shows a comparison between theory and experiment for the deviation to clarify the effect of the higher order statistics in our estimation and prediction methods.
From these results, there is a good agreement between theory and experiment, regardless of using the roughly observed input-output data. The more the degree of an extended regression function of series expansion type has been increased, the closer the theoretical curve has become to the experimental values.
CONCLUDING REMARKS
This paper describes a new trial for evaluating the sound insulation system along the same line as a previous study on the extended regression analysis based on the Bayes' theorem, in an actual situation when the input-output data are roughly observed due-to the level-quantization mechanism of measuring equipment. The statistics of the joint pdf before level-quantization operation which reflects originally some proper correlation information between the system input and the output fluctuations can be estimated, especially from a practical viewpoint. Then, the output probability distribution for another kind of input can be predicted by using the estimated regression relationship.
Finally, the effectiveness of the proposed method has been experimentally confirmed by applying it to the actually observed acoustic data of living environment.
The proposed method has some advantages such as;
systems (e.g., non-linear and non-Gaussian properties), 
