Abstract. In this paper we solve a problem posed by M.E. Rossi: Is the Hilbert function of a Gorenstein local ring of dimension one not decreasing? More precisely, for any integer h > 1, h / ∈ {14 + 22k, 35 + 46k | k ∈ N}, we construct infinitely many one-dimensional Gorenstein local rings, included integral domains, reduced and non-reduced rings, whose Hilbert function decreases at level h; moreover we prove that there are no bounds to the decrease of the Hilbert function. The key tools are numerical semigroup theory, especially some necessary conditions to obtain decreasing Hilbert functions found by the first and the third author, and a construction developed by V. Barucci, M. D'Anna and the second author, that gives a family of quotients of the Rees algebra. Many examples are included.
Introduction
Given a one-dimensional Cohen-Macaulay local ring (R, m, k), let G be its associated graded ring G = ⊕ h≥0 m h /m h+1 and H R be the Hilbert function of R, defined as H R (h) =
The Cohen-Macaulayness of G and the behaviour of the Hilbert function are classic topics in local algebra. Starting from 1970s with the basic results of J.D. Sally [26] , [27] , [28] , many authors have contributed to these themes; for instance we recall J. Elias [16] , M.E. Rossi and G. Valla [25] and Rossi's survey [24] . It is well-known that if G is Cohen-Macaulay, the function H R is non-decreasing. On the other hand, when depth(G) = 0, H R can decrease, i.e. H R (h − 1) > H R (h) for some h; in this case we say that H R decreases at level h and that R has decreasing Hilbert function. When R is Gorenstein, M.E. Rossi asked in [24, Problem 4.9] if H R is always non-decreasing and in the last decade several authors found partial positive answers to this problem, especially in the case of numerical semigroup rings: • In [19] R. Jafari and S. Zarzuela Armengou, for some families of numerical Gorenstein semigroup rings through the concept of extension;
• In [1] F. Arslan, A. Katsabekis, and M. Nalbandiyan, for other families of Gorenstein 4-generated numerical semigroup rings;
• In [21] the first and the third author, for numerical semigroup rings such that ν ≥ e − 4, where ν and e denote respectively the embedding dimension and the multiplicity of R.
In this paper we show that Rossi's problem has negative answer, by constructing, among others, explicit examples of Gorenstein numerical semigroup rings with decreasing Hilbert function. They are particular rings of a family introduced and studied by V. Barucci, M. D'Anna and the second author in [6] and [7] to provide a unified approach to Nagata's idealization and amalgamated duplication. Given a commutative ring R and an ideal I, for any a, b ∈ R the rings R(I) a,b are defined as suitable quotients of the Rees algebra of I. These have many good properties, in particular, if R is a one-dimensional local ring, so is R(I) a,b . If R is Cohen-Macaulay, another important fact is that R(I) a,b is Gorenstein if and only if I is a canonical ideal of R; in this case, when R is almost Gorenstein, we prove that the Hilbert function of R(I) a,b depends only on the Cohen-Macaulay type and the Hilbert function of R. The 
crucial result is that if R is an almost Gorenstein ring with H R (h − 2) > H R (h) for some h ≥ 3 and I is a canonical ideal of R, then R(I) a,b is a one-dimensional Gorenstein local ring with Hilbert function decreasing at level h.
We find such rings through numerical semigroup theory. A numerical semigroup S is a submonoid of the natural numbers that has finite complement in N; if S is generated by s 0 , . . . , s ν−1 and k is a field, then k [ Hence to achieve our results we look for almost symmetric semigroups with decreasing Hilbert function. If e and ν are the multiplicity and embedding dimension of S (or equivalently of k [[S] ]) we first show that we need e − v ≥ 4. By using a result of [21] and a theorem of H. Nari [20] we give an explicit construction of a family of almost symmetric semigroups with the required properties. We also show other examples with the above properties. In conclusion we prove that for any integers m ≥ 1 and h > 1, h / ∈ {14 + 22k, 35 + 46k | k ∈ N}, there exist infinitely many non-isomorphic one-dimensional Gorenstein local rings R such that H R (h − 1) − H R (h) > m; this class always contains numerical semigroup rings, nonreduced rings, and reduced rings that are not integral domains.
We include several examples in the numerical semigroup case. In fact if R is a numerical semigroup ring and b = t m , with m odd, the ring R(I) 0,−b is isomorphic to the numerical semigroup ring associated with the numerical duplication, a construction introduced and studied by M. D'Anna and the second author in [14] .
The structure of the paper is the following. In the first section we introduce the family R(I) a,b and show how to reduce the problem to find a suitable almost Gorenstein ring, see Corollary 1.5. In Section 2 we describe a procedure that gives infinitely many almost Gorenstein semigroup rings satisfying the desired properties, see Construction 2.6 and Theorem 2.9. In Section 3 we prove the main result, see Theorem 3.3; moreover we give explicit examples of one-dimensional Gorenstein local semigroup rings with decreasing Hilbert function and other interesting examples based on the above constructions; see e.g. Example 3.4 with Hilbert function [1, 53, 54, 54, 53, 53, 56, 59 , 61, 63, 64 →], Example 3.9 with Hilbert function decreasing at many levels, and Example 3.10 for a ring with smaller multiplicity and embedding dimension. Finally the appendix contains the technical results needed to prove Theorem 2.9.
Reduction to the almost Gorenstein case
Let R be a commutative ring with identity and let I be a proper ideal of R. The Rees algebra of I is the ring
, where a and b are elements of R, and let I 2 (t 2 + at + b) denote its contraction to the Rees algebra. In [6] it is introduced and studied the following family of rings
.
One aim of this construction was to provide a unified approach to Nagata's idealization (see [5] ) and amalgamated duplication (see [11] and [13] ), which are isomorphic to R(I) 0,0 and R(I) −1,0 respectively. In fact in [6] and [7] it is proved that several properties of the family are independent of a and b. We are interested in the case in which R is a one-dimensional Cohen-Macaulay local ring and I is a canonical ideal of R. In this case we can easily compute ℓ R (Im h−1 /Im h ), under an extra hypothesis on R: almost Gorensteinness. Following [8] and [18] we recall the definition in the one-dimensional case: Definition 1.2. Let (R, m) be a one-dimensional Cohen-Macaulay local ring with a canonical module ω R such that R ⊆ ω R ⊆ R. Then R is said to be almost Gorenstein if mω R = m.
From now on we assume that R is one-dimensional. In the setting of the previous definition, chosen a regular element a ∈ R such that aω R ⊂ R, the ideal I = aω R is a canonical ideal of R and all canonical ideals of R can be obtained in this way (see e.g. [18, Corollary 2.8] ). If R is an almost Gorenstein ring and I is a canonical ideal of R, for any h ≥ 2 we have
Therefore we get the following: 
Proof. By Proposition 1. 
Proof. Since I is a canonical ideal, R(I) a,b is a Gorenstein ring by [6, Corollary 3.3] . Moreover, by the previous proposition, for any h ≥ 3 we have
The first formula can be found in the same way, since H R (1) = ν(R). 
Construction of almost symmetric semigroups
In order to obtain Gorenstein local rings with decreasing Hilbert function, by Corollary 1.5 it is enough to find almost Gorenstein rings R such that H R (h − 2) > H R (h); in this section we construct infinitely many semigroup rings verifying these conditions. First, we briefly recall some definitions and properties about numerical semigroup theory that we need. A numerical semigroup S is a submonoid of the natural numbers such that |N \ S| < ∞. The maximum element of N \ S is called Frobenius number of S and it will be denoted by f (S). If S is generated by n 0 ≤ n 1 ≤ · · · ≤ n ν−1 , we write S = n 0 , . . . , n ν−1 . It is well-known that a numerical semigroup has an unique minimal system of generators and its cardinality is the embedding dimension ν of S. The smallest non-zero element of S is n 0 ; it is called multiplicity of S and we will denote it by e(S) or simply e, if the semigroup is clear from the context. A numerical semigroup ring is a local ring of the form
, where S = n 0 , n 1 . . . , n ν−1 is a numerical semigroup and k a field. A relative ideal E of a numerical semigroup is a subset of Z such that there exists x ∈ N for which x + E ⊆ S and E + S ⊆ E; if E is contained in S we say that E is a (proper) ideal of S. An example of ideal is the maximal ideal M = M(S) := S \ {0} = v(m), where m = (t n 0 , t n 1 , . . . , t n ν−1 ) and v : k((t)) −→ Z∪{∞} is the usual valuation. An example of a relative ideal is the standard canonical ideal K(S) := {x ∈ N | f (S) − x / ∈ S}; more generally, we call canonical ideals all the relative ideals K(S) + z for any z ∈ Z. The properties of a semigroup ring are strictly related to those of the associated numerical semigroup. In particular: 
We notice that [10] and [22] .
The following theorem of H. Nari characterizes the almost symmetric numerical semigroups by means of their Apéry sets. First we recall that a pseudo-Frobenius number of S is an integer x ∈ Z \ S such that x + s ∈ S for any s ∈ M. We denote the set of pseudo-Frobenius number of S by PF(S); it is straightforward to see that f (S) ∈ PF(S). The cardinality of PF(S) is the type of S and it will be denoted by t
(S); it is well-known that t(S) = t(k[[S]]).

Theorem 2.2. [20, Theorem 2.4] Let S be a numerical semigroup. Set
Ap = A ∪ B, where A := {0 < α 1 < · · · < α m }, B := {β 1 < · · · < β t(S)−1 }, with m = e − t
(S), and
Since we are looking for a semigroup with decreasing Hilbert function, we need that |Ap 2 | ≥ 3, by [12, Corollary 3.11]; then we focus on the simpler case, |Ap 2 | = 3. Proof. The assumptions on the Apéry set imply that ν = e − 3. Since H S decreases, by [21, Theorem 4.2.3] there exist n 1 = n 2 ∈ Ap 1 such that Ap 2 = {2n 1 , n 1 + n 2 , 2n 2 } and we assume n 1 < n 2 . The element n 1 − e is not a pseudo-Frobenius number, because 2n 1 − e / ∈ S; therefore if S is almost symmetric, with the notation of the previous theorem, A is nonempty. It follows that ord(α m ) > 1 and so α m = 2n 2 . On the other hand by [21, Proposition 4.3.1] we have 3n 2 − e ∈ Ap, that is a contradiction because 3n 2 − e > 2n 2 .
According to the above proposition, we consider the next case |Ap 3 | = 1. In this context the following proposition holds:
The next proposition shows that, in the setting of the previous one, we only need to find an almost symmetric semigroup with decreasing Hilbert function. This is not true in general, for instance the numerical semigroup S = 30, 35, 42, 47, 108, 110, 113, 118, 122, 127, 134, 139 is almost symmetric and its Hilbert function is 
and Proposition 2.4 for the notation). iii. If S is almost symmetric, then ℓ ≥ 3.
Proof. i. By Proposition 2.4, if 2 < h < ℓ we have
because of the previous proposition. Hence for any h = 2, . . . , ℓ − 1 we have
. As for the last part of the statement it is enough to note that, by the previous proposition, we have
ii. Of course α m is the greatest element of the Apéry set and in our case it can be either dn 1 or 2n 2 . If α m = 2n 2 , then there would exist n ∈ Ap, such that (
iii. Assume ℓ = 2. By Proposition 2.4, (d + 1)n 1 − e ∈ D 2 and so ord((d + 1)n 1 − e) = 1; consequently, if S is almost symmetric, there exists n ∈ Ap such that (d + 1)n 1 − e + n = dn 1 + ke, with either k = 0 or k = 1. Hence n 1 + n = (1 + k)e ≤ 2e, impossible.
The next construction is based on Proposition 2.4 and indeed we will prove that it defines almost symmetric numerical semigroups with decreasing Hilbert functions satisfying the assumptions of Proposition 2.4.
and let S be the semigroup generated by the subset Γ ⊆ N Γ = {e, n 1 , n 2 } ∪ {t 1 , t 2 } ∪ {s p,q }∪{r p,q } \ {n 1 +n 2 , 2n 2 } where:
We note that the elements {e, n 1 , n 2 , t 1 } ∪ {s p,q } are given to obtain the structure of S required in Proposition 2.4, with d = ℓ, while the elements {r p,q } ∪ {t 2 }, impose the almost symmetry of S following Theorem 2.2 (with α m = ℓn 1 , and B ⊇ {t 1 } ∪ {s p,q } \ {s 0,ℓ+1 }). In this construction, for s ∈ {qn 2 − (q − 2)e, 2 ≤ q ≤ ℓ + 1} ∪ {n 2 } ∪ {pn 1 , 1 ≤ p ≤ ℓ}, we don't need to add the corresponding ℓn 1 +e−s, or ℓn 1 − s, because such element is already inside S (see Lemma 4.2. i).
Remark 2.7. Looking for an almost symmetric semigroup S satisfying Proposition 2.4, with d = ℓ, it is natural to impose e ≥ ℓ 2 + 3ℓ + 4. In fact the first idea to construct this semigroup is to impose that a system of generators of S contains the set {e,
By counting the number of conditions for a given ℓ, we get
Further, following Proposition 2.4, we need
If |{r p,q }| = |{s p,q }|−ℓ and ℓn 1 − n 2 ∈ {s p,q }, we could fix the minimal value e = ℓ 2 + 3ℓ + 4, for the multiplicity. This happens if we define e, n 1 , and n 2 as in Construction 2.6. In fact this choice gives the basic relation ℓn 1 = (ℓ + 2)n 2 − (ℓ − 1)e which assures that, for 2 ≤ q ≤ ℓ, ℓn 1 + e − s 0,q ∈ {s p,q } and so it reduces the number of independent conditions to 2|{s p,q }| − ℓ + 3 (see Lemma 4.2).
We give some examples before to prove of the exactness of the construction. 
Hence the thesis follows, recalling that for each k ≥ 2 : 
. By definition, C 2 = Ap 2 and by Proposition 4.5, D 2 ⊇ {2n 1 + n 2 − e, n 1 + 2n 2 − e, 3n 2 − e}. Then D 2 = {2n 1 + n 2 − e, n 1 + 2n 2 − e, 3n 2 − e}, otherwise the Hilbert function decreases at level 2, impossible by Proposition 2.5.iii. Hence C 3 = (D 2 + e) ∪ {3n 1 }.
Now we proceed by induction on k. First we recall that, if x ∈ C k has maximal rep- 
iii. The Cohen-Macaulay type of k[ [S] ] is the cardinality of the Pseudo-Frobenius set of S:
Without using Construction 2.6, but by similar techniques, it is possible to construct other almost symmetric semigroups such that 
The Gorenstein case
In this section we give explicit examples of local one-dimensional Gorenstein rings with decreasing Hilbert function and other interesting examples. Several computations are performed by using the GAP system [17] and, in particular, the NumericalSgps package [15] .
Luckily, if R is a numerical semigroup ring and b = t m ∈ R, with m odd, then R(I) 0,−b is a numerical semigroup ring and it is exactly the ring associated with the so-called numerical duplication. Anyway we note that in general, for other choices of a and b, the ring R(I) a,b is not a numerical semigroup. For example if a = −1 and b = 0 it is isomorphic to the amalgamated duplication that, in this case, is reduced but not a domain; while R(I) 0,0 is isomorphic to the idealization and then it is not reduced. In this section we describe the particular case of the numerical duplication, that is probably the easiest case; we show the most notable and simple examples among the various we have constructed.
Let S be a numerical semigroup, b ∈ S be an odd integer and E be a proper ideal of S. The numerical duplication of S with respect to E and b, introduced in [14] , is the numerical
where 2 · X = {2x | x ∈ X} for any set X; we note that 2 · X is different from 2X = X + X.
As mentioned above, if R = k[[S]
] is a numerical semigroup ring and b = t m ∈ R with m odd, it is proved in [6, Theorem 3.4] that
where E := v(I) is the valuation of I, see [6] for more detail. We recall that I is a canonical ideal of R if and only if v(I) is a proper canonical ideal of S; hence S ✶ b E is symmetric if and only if E is a canonical ideal, see also [14, Proposition 3.1] for a simpler proof.
It is easy to compute the generators of S ✶ b E, in fact if G(S) = {n 1 , . . . , n r } is the set of the minimal generators of S and E is generated, as ideal, by {m 1 , . . . , m s }, then
In particular, we recall that K(S) is minimally generated by the elements f (S) − x, where x ∈ PF(S), and therefore, if E = K(S) + z, the semigroup S ✶ b E is generated by
moreover if S is almost symmetric, it follows from Theorem 2. The next lemma will allow us to show that in general, even if R is Gorenstein, there are no bounds for H R (h − 1) − H R (h). 
Proof. If h = 2 consider the ring
by the previous lemma. We achieve the proof using Corollary 1.5 applied with R = R (i) : In the next example we show how the construction of Lemma 3.2 and Theorem 3.3 works.
Example 3.5. Let T (0) be the second semigroup of Example 2.8 and construct the numerical semigroups of Lemma 3.2 applying the numerical duplication, that can be considered a particular case of the lemma.
• T (0) is almost symmetric with type 37 and If we are looking for symmetric semigroups with bigger difference between H(4) and H (5), we can continue in this way before to consider the numerical duplication with respect to a canonical ideal. Anyway, we note that in this example T has 1215 minimal generators included between 1408 and 23835. • The semigroup Since a symmetric numerical semigroup is almost symmetric the Hilbert functions above can be computed from the one of T 0 by means of Proposition 1.4.
The next two examples show that it is possible to find symmetric semigroups with decreasing Hilbert function even if we start with non-almost symmetric semigroups.
Further we recall that, by [21, Corollary 4.11] , in a symmetric semigroup with decreasing Hilbert function the difference between the multiplicity and the embedding dimension has to be greater or equal to 5: in the following example is 6. It is possible to define the numerical duplication S ✶ b E, even if the ideal E is not contained in S; in this case we have to require that E + E + b ⊆ S, that is true if E ⊆ S, otherwise the set S ✶ b E is not a numerical semigroup. In [29, Corollary 3.10] it is proved that, even if E is not proper, S ✶ b E is symmetric if and only if E is a canonical ideal; actually every symmetric numerical semigroup can be constructed as S ✶ b K(S) for some S and some odd b ∈ S (see also [29, Proposition 3.3] and [30, Section 3] ). However, if the ideal is not proper, the Hilbert function of the numerical duplication can be different from the expected one; on the other hand the next examples show that also in this case it is possible to find symmetric semigroups with decreasing Hilbert function. If one consider the semigroups constructed in the previous section and their numerical duplications with respect to non proper canonical ideals, it is possible to find symmetric semigroups whose Hilbert functions decrease at more levels. For instance the next example shows a symmetric semigroup that decreases 13 times. We also note that it decreases at level 14, thus this suggests that the restrictions of Theorem 3.3 can be removed. Proof. i. The equality follows from ℓn 1 = (ℓ+2)n 2 −(ℓ−1)e, see Construction 2.6. Moreover:
ii. The first statement follows by a direct check. To see that ℓn 1 is the greatest element, first note that ℓn 1 > kn 1 , if 1 ≤ k < ℓ, and ℓn 1 > n 2 . Moreover:
Lemma 4.3. Denote respectively by
verify one of the following systems:
where systems (2) , (3), (4) Proof. i. Note that e = −ℓ + (ℓ + 2) 2 . Therefore if ℓ is odd:
while if ℓ is even we have (ℓ − 3)e = −ℓ (ℓ − 3) + (ℓ 2 − ℓ − 6)(ℓ + 2) and
ii. It is immediate by part i.
iii. Let ℓ be odd and a(2ℓ
Since ℓ − 3 divides the first member and (ℓ − 3, e) = 1 by the previous lemma, it follows that h = (ℓ − 3)µ for some µ and then a + b(ℓ + 2) = µe. Hence in both cases we obtain the equality a + b(ℓ + 2) = µe. Now consider a+b(ℓ+2) = µe; since −ℓ·1+(ℓ+2)(ℓ+2) = e, we get: 
Hence ν ∈ {−1, 0, 1}, µ = 1 and we get the systems (2), (3), (4) of the thesis.
Lemma 4.4. As above, let
Proof. i . In fact for any element s ∈ Γ ′ , we have s = aF + bG + ke. Then if s = λe for some λ ≥ 0, it follows that aF + bG = he with h = λ − k. Note that
Every case verifies the assumptions of Lemma 4.3.iii. Hence we can apply this result: note that in cases (1 ii. Let m, n ∈ Γ ′ and let m = n + he, h > 0. Then 
As in i, by Lemma 4.3.iii one can easily see that no case is possible.
iii. We denote by:
We divide the elements of Γ ′ in three types:
Denote by σ 1 any sum p 1 + p ′ 1 :
Denote by σ 2 the sum p 1 + n 2 :
, and denote by σ 3 = aF + bG + βe any sum p 3 
In conclusion we can write:
, assume σ i = p j + αe and consider the following table:
To prove that, in all possible cases, either α > 0 or α = 0 and p j ∈ Γ ′′ , we can apply Lemma 4.3.iii, since the integers a, b, a + b verify the required assumptions. It is straightforward to see that the cases 2n 2 − p 1 and 2n 2 − p 3 are impossible, except when 2n 2 = p 3 .
• Case 2n 2 = p 3 : this equality means 2G + 2e = a Proof. We have that |{0} ∪ Γ ′ | = e, as follows by Construction 2.6; further these elements are all distinct mod e by the previous lemma. Now we want to prove that for s, s 1 , . . . , s r ∈ Γ ′ , the equality s = s 1 + ... + s r + βe, r ≥ 2, with β ≥ 0, is impossible or implies β = 0 and s ∈ Γ ′′ = {n 1 + n 2 , 2n 2 } ∪ {kn 1 | k ≥ 2}. Lemma 4.4 .ii this means that Ap = 0 ∪ Γ ′ ; moreover the elements in Γ ′ of order greater than 1 are in Γ ′′ . Now we show that Ap 2 = {2n 1 , n 1 + n 2 , 2n 2 }. In fact, recalling that, by Lemma 4.2.ii, n 1 < n 2 are the smallest elements in Γ ′ , it follows that ord(2n 1 ) = ord(n 1 + n 2 ) = 2. On the other hand ord(2n 2 ) = 2, because in the proof of Lemma 4.4.iii we proved that σ i = 2n 2 ⇐⇒ σ i = n 2 + n 2 .
Moreover ord(kn 1 ) = k because n 1 is the smallest element of S and then Ap k = {kn 1 }. Finally, it follows from Lemma 4.2.ii that (ℓn 1 − e) is the Frobenius number of S and, by construction and by Lemma 4.2.i, we have: A = {0, n 2 , s 0,ℓ+1 } ∪ {kn 1 | k ∈ [1, ℓ ] }, B = {s p,q | q = ℓ + 1} ∪ {r p,q } ∪ {t 1 , t 2 }.
