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5Chapitre 1
Introduction
D’une grande importance dans des secteurs variés du monde industriel tels que
l’aéronautique, l’énergie nucléaire ou pétrolière, les techniques de Contrôle Non Des-
tructif (CND) consistent à détecter la présence de défauts (corrosion, inclusion, plis,
fissures ...) au sein d’une structure sans l’altérer. Le CND est notamment employé
pour le contrôle des pièces en cours de production (afin d’en garantir la qualité), ou
encore pour leur contrôle en maintenance (afin d’en déterminer l’état de santé). Pour
ces deux applications, la simulation numérique est un support aux études expérimen-
tales pour la démonstration de performance des procédés, qui aide à l’interprétation
des signaux et au diagnostic.
Le CEA LIST développe des outils de simulation et d’instrumentation en CND
pour différentes techniques : ultrasons, rayons X et courants de Foucault (CF). En
termes de simulation, les outils qui y sont développés sont intégrés à la plate forme
de simulation CIVA 1. Cette thèse s’inscrit dans le domaine de la modélisation des
procédés de CND par courants de Foucault pour des configurations impliquant des
géométries complexes.
Présentation de la technique de CND par CF
La technique de CND par CF est basée sur les interactions électromagnétiques
entre une sonde à courants de Foucault et la pièce à contrôler. Ces interactions dé-
pendent, d’une part, de la bobine qui induit un champ électromagnétique et, d’autre
part, des caractéristiques électromagnétiques du matériau (conductivité, perméabi-
lité, permittivité...). La bobine induit des courants dans la pièce, qui créent un champ
électromagnétique de réaction et entraînent une variation de l’impédance de la bo-
bine. Dans le cas où la pièce présente un défaut, c’est-à-dire une perturbation locale
des caractéristiques électromagnétiques du matériau, les trajets des courants dans
la pièce sont modifiés, ce qui entraîne une nouvelle variation d’impédance. Cette




Lors d’un contrôle CF sur des matériaux conducteurs, le courant a tendance à
ne circuler qu’en surface de la pièce. Ce phénomène, appelé effet de peau, a pour
conséquence la difficulté voire l’impossibilité de détecter un défaut situé à une dis-
tance de la surface supérieure à quelques épaisseurs de peau. C’est pour cette raison
que le contrôle CF est valide sur des pièces métalliques fines. Dans le cas d’un plan
semi-infini, l’épaisseur de peau est donné par δ = (pifµσ)−1/2, avec f la fréquence, µ
la perméabilité et σ la conductivité de la pièce. Dans notre domaine d’application,
la conductivité des pièces à traiter varie de 105S/m à 5 107S/m et le régime fréquen-
tiel de fonctionnement des sondes CF varie de quelques Hz à une dizaine de MHz.
Du fait de l’épaisseur de peau, l’utilisation du régime à haute fréquence est inutile.
A très haute fréquence, il est d’ailleurs commun de considérer le cas limite d’un
conducteur parfait dans les simulations (σ →∞, pièce "imperméable" au champ).
Le contrôle CF est donc plus particulièrement adapté à la détection de défauts
débouchants ou faiblement enfouis (quelques millimètres) sur tout matériau conduc-
teur. Le principal avantage des sondes CF est leur facilité de mise en oeuvre. Le
dispositif le plus simple est constitué d’une unique bobine avec un générateur, d’un
voltmètre et d’un ampèremètre. Quelque soit le procédé, le contrôle est réalisé sans
contact (sans utilisation de couplant) et le signal CF est obtenu instantanément.
Aujourd’hui, la simulation en CND par CF [13, 74] dans la plateforme CIVA
permet de modéliser la réponse d’un capteur sur une pièce de géométrie canonique
(plaque [17, 130] ou tube [100, 119]) loin des bords (les effets de bords ne sont pas
pris en compte). La méthode utilisée pour résoudre ce problème est la méthode des
équations intégrales volumiques (VIE pour Volume Integral Equations). Ce forma-
lisme, qui fait intervenir des dyades de Green [23, 126] appropriées à la géométrie
(expression analytique), présente l’avantage d’être compact et bien adapté à ces
configurations simples. Dans un premier temps, le champ émis par la bobine sur la
pièce est calculé (champ primaire) sans prendre en compte le défaut. Puis, la réaction
du défaut soumis à ce champ est calculée. Cette réaction induit sur la bobine une
variation d’impédance, qui est calculée par un théorème de réciprocité [5, 6, 30,85].
Une difficulté majeure liée à l’approche VIE consiste à exprimer la dyade de
Green dans des géométries complexes que l’on peut rencontrer en contrôle indus-
triel. Nous avons donc été amenés à formuler différemment le problème électroma-
gnétique, en nous fixant comme objectif de modéliser des applications sur des pièces
de géométrie plus générales (plaques déformées, bords de pièce...), homogènes par
morceaux, isotropes et pouvant présenter un défaut homogène.
Présentation des principales méthodes existantes
La première étape de ce travail a consisté à choisir une formulation appropriée
au CND pouvant traiter des pièces de géométries plus générales. Deux principales
approches numériques permettent de résoudre les équations de Maxwell : la méthode
des éléments finis et la méthode intégrale.
La méthode des éléments finis, apparue dans les années 40, s’est rapidement im-
posée dans la majeure partie des domaines scientifiques. De nombreux outils théo-
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mas numériques et pour résoudre rigoureusement des problèmes numériques [88] [89].
La méthode des éléments finis permet de traiter des configurations de contrôle
très variées, d’un point de vue de la géométrie comme des caractéristiques phy-
siques [2,84,125]. L’une des caractéristiques de cette méthode est qu’elle requiert de
mailler tout le volume du capteur, de la pièce et de l’air à proximité du capteur. Elle
mène donc à résoudre un système linéaire large (mais creux) et donc à l’emploi d’un
solveur itératif et ce, même pour de petites configurations. Notons que certaines
configurations impliquant une géométrie multi-échelle (défaut de petite dimension
par rapport à la pièce, fine couche d’air entre le capteur et la pièce...) compliquent la
réalisation d’un maillage conforme performant (au sens où une bonne précision est
atteinte par un nombre d’inconnues réduit), et motivent la recherche de méthodes
adaptatives [10,26].
La mise en équations intégrales d’un problème physique a débuté à la fin du
XIXème siècle [120]. Les équations obtenues sont basées sur la formulation de re-
présentation de Green d’un problème aux limites [40]. De manière pratique, les
deux grandes familles de méthodes de résolution par une approche semi-analytique
sont la méthode des équations intégrales de volume (VIE) [15, 37, 96] et la mé-
thode des équations intégrales de surface (SIE pour Surface Integral Equations)
[12,69,70,79,123,138,140].
Les géophysiciens ont contribué grandement au développement du calcul de la
fonction de Green : le tenseur électrique de Green est dérivé pour des milieux plans
deux ou trois couches [97] et les calculs des dyades de Green sont décrites pour des
milieux stratifiés [23]. Ces travaux dédiés à la géophysique ont inspiré de nombreux
développements tel que l’induction électromagnétique en présence d’inhomogénéités
[87]. Une formulation VIE, pour la modélisation d’interactions entre les courants
induits et un défaut volumique dans une plaque semi-infinie est développé [14], à
la limite quasi-statique. Une méthode VIE pour la géométrie cylindrique [110] avec
calculs dans le domaine spectral est développée, puis pour le cas plaque [101].
La méthode VIE fait intervenir des dyades de Green appropriées à la géomé-
trie 2. Les expressions des dyades de Green pour des pièces canoniques (plaques ou
tubes) peuvent être dérivées analytiquement. Pour cette raison, la résolution du
problème est particulièrement rapide. Les dyades de Green sont à nouveau utilisées
pour décrire la réaction du défaut soumis au champ primaire, exprimé par la for-
mulation VIE. La méthode nécessite donc un nombre important d’inconnues pour
de grands défauts, ce qui pénalise le temps de calcul et le stockage mémoire. Elle se
limite également à des géométries canoniques en raison de l’utilisation des dyades
de Green.
Ces dernières années, différentes formulations SIE ont été développées pour trai-
ter des problèmes CND par CF. Au début des années 80, la méthode SIE est mise
en oeuvre dans le cadre de l’électromagnétisme pour un cas 2D plan [91] puis pour
une formulation 3D axisymétrique [71].
2. La méthode VIE peut également être formulée avec la solution fondamentale de l’espace infini
(équations intégrales de type Lippmann Schwinger).
8 1. Introduction
Le développement de la mise en équations intégrales d’un problème de courants
de Foucault 3D avec un minimum d’inconnus (ordre minimum), est proposé, faisant
apparaître les densités fictives de courants et de charges magnétiques aux frontières
du domaine [78]. L’amélioration de cette formulation SIE a ensuite été adaptée à
un problème CND d’une fissure débouchante [81]. Un soin particulier a été apporté
à l’évaluation de l’intégrale fortement singulière et à l’efficacité des schémas numé-
riques linéaires et quadratiques. Une autre formulation SIE (à l’ordre minimum)
a également été développée [118], en utilisant le potentiel vectoriel de second ordre
dans le sous-domaine conducteur et le potentiel scalaire dans l’air. Cette formulation
contient également des intégrales fortement singulières.
Une formulation SIE utilisant le potentiel vectoriel magnétique et le potentiel
scalaire électrique est présentée [86]. Un ensemble de conditions limites est utilisé
pour satisfaire la jauge de Coulomb, afin de donner une solution unique à un pro-
blème contenant plusieurs sous-domaines connexes. Au total, douze inconnues sont
requises à chaque noeud et des intégrales fortement singulières apparaissent dans
cette formulation. D’autres formulations SIE sont développées : celle où les incon-
nues sont le flux magnétique, le potentiel vectoriel magnétique et le potentiel scalaire
électrique [107] ou encore celle impliquant des solutions des moindres carrés [59].
La méthode SIE [7, 28, 39, 109] ramène le problème volumique à un problème
de transmission équivalent à l’interface (2D) entre deux sous-domaines homogènes.
De fait, le champ électromagnétique peut être déterminé partout dans l’espace à
partir des densités de courants électrique (J) et magnétique (M) sur ces interfaces.
Ainsi, une géométrie complexe peut être décomposée en plusieurs sous-ensembles
simples dont les maillages sont indépendants les uns des autres (le capteur, la pièce,
le défaut...) [28]. En outre, les formulations SIE reposent sur l’utilisation de la dyade
de green de l’espace homogène, dont l’expression est indépendante de la géométrie.
Pour ces raisons nous pensons que l’approche SIE permettrait de traiter efficacement
des configurations géométriques complexes. Par ailleurs, les inconnues du problème
n’étant définies que sur des interfaces 2D, la taille du système linéaire sous-jacent
devrait être suffisamment faible pour envisager de résoudre les petites configurations
par un solveur direct (et donc de se défaire des contraintes liées au conditionnement).
En revanche ce système est plein (toutes les inconnues interagissent entre elles) ;
aussi la résolution de problèmes moins localisés requiert l’utilisation d’une méthode
itérative adaptée [7,109]. Enfin notons que, contrairement à l’approche VIE, il s’agit
ici de calculer la réaction de la pièce (avec ou sans défaut) lorsqu’elle est soumise au
champ primaire émis par une bobine dans le vide.
Dans la lignée des précédents travaux développés dans CIVA, fondés sur une ap-
proche semi-analytique, nous nous proposons dans cette thèse d’adapter la méthode
SIE aux applications de CND par CF.
Mise en oeuvre de la formulation intégrale
Le problème intégral est ramené à la résolution d’un système linéaire par la mé-
thode des moments [52]. Cette méthode repose sur un maillage de la surface de la
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du Hdiv (i.e. la propriété de conservation de charge 3 doit être satisfaite au niveau
discret) [57]. Cette conformité est obtenue lorsque les flux sont continus à travers
les arêtes du maillage. Lors de l’assemblage du système linéaire, l’évaluation des
équations intégrales est effectuée de façon approchée par une formulation de qua-
drature Gauss-Legendre. Le caractère singulier de la fonction de Green nous impose
de considérer deux types d’interactions : les interactions lointaines (lorsque les élé-
ments sont disjoints) et les interactions proches (lorsque les éléments sont adjacents
ou confondus) pour lesquelles une méthode d’intégration appropriée est employée
pour lever la singularité. De nombreuses méthodes d’intégrations de ce type, analy-
tiques [11,19,41,46,93,137] ou numériques [45,67,68,104,115,129], existent dans la
littérature.
Du fait du caractère surfacique du maillage par la méthode SIE, l’usage d’un
solveur direct (par pivot de Gauss) est envisageable pour de petites configurations.
L’intérêt de ce solveur est de traiter plusieurs seconds membres (i.e. différentes po-
sitions de capteurs) pour une seule inversion de la matrice d’impédance. Pour de
grandes configurations, la résolution d’un système à N inconnues par un solveur di-
rect entraîne un stockage mémoire en O(N2) et un temps de calcul en O(N3). Pour
contourner cette difficulté, la méthode itérative "classique" [7,108,113,114] permet la
résolution du problème par des produits matrice-vecteur à chaque itération et donc
l’obtention d’un temps de calcul en O(N2). Ces produits peuvent être accélérés et
allégés en mémoire par la méthode multipôle rapide (FMM). Introduite par Rokhlin
et Greengard pour le problème à N corps dans les années 80 [47], l’utilisation de
la méthode a été ensuite étendue à la résolution de l’équation de Laplace formulée
par des équations intégrales de frontières en deux dimensions [102] puis en trois
dimensions [43,48]. Depuis, elle conquiert tous les domaines de la physique ; elle est
utilisée en mécanique [75,92,139], adaptée par Rokhlin [103] et Chew [122] en élec-
tromagnétisme [24,34,35,124] dans les années 90, apparue en France à la fin du XXe
siècle [33] et appliquée au contexte CND sous un régime quasi-statique [105,106,109]
(qui est limité aux très basses fréquences [29]). L’idée de cette méthode est de re-
grouper les inconnues par paquets selon un critère de proximité. Les interactions
lointaines ne sont plus calculées inconnues par inconnues. En effet, des points fictifs
équivalents permettent de traiter les interactions "paquet d’inconnues" par "pa-
quet d’inconnues" (pour un algorithme mono-niveau, de complexité O(N3/2)) ou
encore par "paquets de paquets" (pour un algorithme multi-niveaux, de complexité
O(N logN)). La matrice complète n’est donc plus assemblée (seule la partie proche
l’est). En contrepartie, le produit matrice-vecteur ainsi réalisé n’est plus exact mais
approché.
Plan du manuscrit
La méthode intégrale surfacique utilisée dans ce travail de thèse est introduite
au chapitre 2. Dans un premier temps, le système des équations de Maxwell est pré-
3. Le courant solution est approché par les fonctions de base, et la charge par leur divergence.
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senté et la configuration du problème est détaillée. Ensuite, les équations intégrales
sont développées pour le cas d’une pièce homogène, isotrope linéaire, et le cas limite
d’un objet parfaitement conducteur est également présenté. Les équations qui en dé-
coulent, connues sous le nom d’Electric Field Integral Equation (EFIE) [8,9,27,58],
Magnetic Field Integral Equation (MFIE) ou encore Combined Field Integral Equa-
tion (CFIE) [82], nous ont permis par la suite de valider séparément les opérateurs
intégraux qui interviennent dans la formulation surfacique complète. Bien que la
suite de notre étude se concentre sur la formulation SIE pour une pièce homogène,
des formulations prenant en compte des configurations plus complexes sont dévelop-
pées dans ce chapitre : une extension de la formulation SIE pour considérer plusieurs
volumes homogènes, et un couplage avec une formulation VIE pour traiter le cas
d’une pièce localement inhomogène. Finalement, nous discuterons des problèmes
engendrés pour cette formulation par les facteurs d’échelle physique.
Le chapitre 3 présente la mise en oeuvre numérique de la formulation SIE. Nous
décrivons le maillage constitué de quadrilatères bilinéaires ainsi que les fonctions
de base, de type "rooftop" [88, 98, 99, 135], qui respectent la conformité Hdiv. Pour
cela, chaque fonction de base est associée à une arête et définie de sorte à respecter
la conservation du flux (cela implique un système de numérotation aux arêtes du
maillage). Lors de l’assemblage du système linéaire, une attention est portée sur
l’évaluation des interactions proches faiblement singulières. Après un bref récapi-
tulatif des différentes approches existantes, nous décrivons la méthode (numérique)
que nous avons retenue.
Le chapitre 4 présente les validations numériques des développements pour de
petites configurations (le système est résolu par un solveur direct). Les validations
numériques sont dans un premier temps effectuées dans un contexte différent du
domaine CND pour manipuler des données de sorties "universelles" (au sens où de
nombreuses et diverses références existent dans la littérature). Cela nous permet de
valider séparément les opérateurs intervenant dans la formulation SIE et de souligner
leurs spécificités. Cette formulation a été ensuite appliquée à des configurations
rencontrées dans le domaine du CND. Les tests numériques sont dans un premier
temps effectués au centre d’une plaque suffisamment grande pour négliger l’influence
des bords (comparaison avec CIVA, valide sur des plaques infinies). D’autres tests
qui prennent en compte les effets de bords (arêtes et coin) de la plaque sont ensuite
validés (comparaison avec une méthode éléments finis). Puis, des résultats sur des
plaques déformées (variation de l’épaisseur et légère courbure) et sur une plaque
comportant un défaut rectangulaire sont présentés. Finalement, les limites de la
méthode sont mises en évidence.
Le chapitre 5 présente le principe de la résolution du système par un solveur
itératif avec la méthode FMM. Des tests numériques ont permis de définir les condi-
tions dans lesquelles le calcul FMM fonctionne correctement dans le contexte CND
(l’accélération de la méthode est déjà, en théorie, connue) et également de choisir la
formulation FMM la mieux adaptée pour nos types d’applications. Ce travail préli-




Formulation intégrale : présentation
Ce chapitre présente le formalisme intégral utilisé dans notre étude. Dans un
premier temps, on présente le système des équations de Maxwell. Le formalisme in-
tégral est ensuite mis en place dans le cas d’une pièce homogène, isotrope (section
2.2). La suite de notre étude se concentrera sur ce type de configuration, mais le
formalisme proposé est cependant étendu à des configurations plus complexes (sec-
tion 2.3) par souci d’exhaustivité. Finalement, nous discuterons des problèmes de
facteurs d’échelles physiques rencontrés pour cette formulation.
2.1 Equations de Maxwell
Les phénomènes électromagnétiques sont régis par le système des équations de
Maxwell [53]
∇× E(r, t) = −∂B(r, t)
∂t
∇×H(r, t) = ∂D(r, t)
∂t
+ Js(r, t)
∇ ·D(r, t) = ρe
∇ ·B(r, t) = 0
où l’on note
E(r, t) : Champ électrique (V/m)
H(r, t) : Champ magnétique (A/m)
D(r, t) : Champ d’induction électrique (c/m2)
B(r, t) : Champ d’induction magnétique (T)
Js(r, t) : Densité de courant électrique source (A/m2)
ρe : Densité volumique de charges électriques (c/m3).
Dans un milieu non borné homogène, les champs E et H vérifient une condition
de rayonnement à l’infini dite de Silver-Müller :
lim
|r|→+∞
(|r|E(r, t)−H(r, t)× r) = 0.
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Nous nous intéressons aux solutions harmoniques des équations de Maxwell,
caractérisées par une pulsation ω pour une fréquence f = ω/2pi, c’est-à-dire telles
que
X(r, t) = X˜(r) · ejωt
où X˜ est la composante spatiale de X(r, t). On utilisera la notation X(r) au lieu
de X˜(r) dans la suite. Dans un milieu linéaire et isotrope, E(r) et H(r) sont liés à
D(r) et B(r) (resp.) par les relations de comportement
D(r) = ε(r) · E(r)






r(r), µ(r) = µ0µ
r(r) (2.1)
où ε0 est la permittivité du vide, µ0 la perméabilité du vide, εd(r) la partie réelle de
la permittivité relative et σ la conductivité. La permittivité électrique relative εr(r)
et la perméabilité magnétique relative µr(r) caractérisent le milieu où les champs
E et H se propagent. Sous ces conditions, les équations de Maxwell harmoniques
s’écrivent
∇× E(r) = −jωµH(r)
∇×H(r) = jωεE(r) + Js(r)
∇ ·D(r) = ρe = j
ω
∇ · Js(r)
∇ ·B(r) = 0
Le champ électrique vérifie donc l’équation vectorielle
∇×∇× E(r)− k(r)2E(r) = −jωµJs(r) ∀r, r′ ∈ V (2.2)
où k(r) = k0
√
εr(r)µr(r) est le nombre d’onde associé au milieu. Dans un milieu
homogène, où εr, µr et donc k sont des constantes, la dyade de Green
Gk(r − r′) = [I + 1
k2




4pi|R| , R ∈ R
3 (2.4)
est solution élementaire de l’équation vectorielle (2.2) :
∇×∇×Gk(r − r′)− k2Gk(r − r′) = Iδ(r− r′).
où δ est la distribution de Dirac.
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2.2 Formulation surfacique mise en oeuvre
Une configuration typique de CND par CF, représentée sur la figure 2.1 (a),
comporte une bobine et la pièce à contrôler. Cette dernière est caractérisée par sa
conductivité σ et sa permittivité relative εr. On suppose ici que la pièce n’est pas
magnétique. La bobine, placée dans l’air, est parcourue par un courant alternatif
sinusoïdal de pulsation ω. La densité électrique du courant Js imposée par la bobine
est nulle en dehors de la bobine (Js et ρe sont nulles dans la pièce).
(a) (b)
Figure 2.1: (a) Configuration et (b) notations du problème traité
Pour formuler les interactions électromagnétiques, on fait appel aux notations
introduites dans la représentation schématique de la configuration de la figure 2.1
(b). La configuration est composée de deux volumes complémentaires dans R3 : un
volume V0 connexe qui s’étend à l’infini et un volume V1 ouvert borné de frontière
Γ = ∂V0 ∩ ∂V1 (de régularité au moins C2). On note nˆ la normale unitaire toujours
orientée de V1 vers V0. Le volume V0 représente l’air assimilé au vide (εr0 = µ
r
0 = 1)
et le volume V1 représente la pièce à contrôler en supposant que εr1 6= 1 et/ou µr1 6= 1.
On souhaite calculer la réponse de la pièce au champ émis par la bobine. On ne
prend en compte que la pièce dans ce modèle : la bobine est prise en compte sous
la forme d’un champ produit par la source Js placée dans V0. On note Einc et Hinc
les champ incidents électrique et magnétique (resp.) créés dans R3 entier (munis









Le problème extérieur (dans V0) et intérieur (dans V1) sont ramenés à un pro-
blème de transmission sur Γ par la formulation intégrale. On introduit alors sur Γ
les densités de courants surfaciques magnétique Mi et électrique Ji propres à chaque
volume Vi définis par
Ji = nˆi × γt(i)H(i) et Mi = −nˆi × γt(i)E(i) pour i = 0, 1 (2.5)
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où γt(i) est la trace tangentielle de Vi sur Γ et nˆi la normale entrante dans Vi (nˆ =
nˆ0 = −nˆ1). Les courants Mi et Ji vérifient les conditions de transmission sur Γ
nˆ× γt(0)E(0) − nˆ× γt(1)E(1) = 0, (2.6)
nˆ× γt(0)H(0) − nˆ× γt(1)H(1) = 0, (2.7)
ce qui revient à écrire J0 = −J1 et M0 = −M1. Les champs électrique E(i) et













scat sont les champs diffractés. Ces derniers sont entièrement déterminés
dans Vi par les densités de courants surfaciques Mi et Ji [32] :
E
(i)






L(i)Mi(r) ∀ r ∈ Vi, (2.11)
où εi = ε0εri , µi = µ0µ
r








X(r′)×∇gki(r − r′)dΓ, (2.13)




scat(r) = −γt(i)L(i)Ji(r) + γt(i)K(i)Mi(r) +
1
2








Ji(r)× nˆi ∀r ∈ Γ.
(2.14)
















Finalement, en notant que nˆ × γtA = nˆ × γtB implique que γtA = γtB, on
obtient le système suivant[
ε0
µ0
γt(0)L(0) + ε1µ1γt(1)L(1) γt(0)K(0) + γt(1)K(1)













1. δ[i]=1 si i = 0 et δ[i]=0 sinon.
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Ce système est celui que nous utilisons dans la suite de la thèse 2. Pour une valida-
tion numérique séparée des opérateurs intégraux, il semble également intéressant de
détailler le cas d’un objet parfaitement conducteur (ou PEC pour Perfect Electric
Conductor) qui se traduit par
E
(0)
scat × nˆ = −Einc × nˆ ⇒ E(0) × nˆ = 0 sur Γ, E(1) = H(1) = 0 dans V1.
Dès lors, seule la densité de courant surfacique J = J0 intervient dans (2.14), et les
champs diffractés sont donnés en tout point de Γ par
γt(0)Escat(r) = −γt(0)L(0)J(r)
γt(0)Hscat(r) = −γt(0)K(0)J(r) + 1
2
J(r)× nˆ
La première équation et les conditions de bord PEC implique que
nˆ× γt(0)Escat = −nˆ× γt(0)L(0)J = −nˆ× γt(0)Einc.
On en déduit l’équation connue sous le nom d’Electric Field Integral Equation
(EFIE)
γt(0)L(0)J = γt(0)Einc. (2.16)





En ajoutant le champ incident nˆ × γt(0)Hinc de part et d’autre de l’équation et en
tenant compte de (2.5) et (2.9), on obtient l’équation
1
2
J+ nˆ× γt(0)K(0)J. = nˆ× γt(0)Hinc. (2.17)
connue sous le nom de Magnetic Field Integral Equation (MFIE). Ces deux équations
sont sensibles à des phénomènes de résonance. La combinaison de l’EFIE et de la
MFIE, connue sous le nom de Combined Field Integral Equation (CFIE), donne une
équation bien posée pour un objet homogène quelle que soit la fréquence utilisée :
CFIE = (1− α)EFIE + αMFIE, α ∈]0, 1[. (2.18)
2.3 Extensions possibles de la formulation
Nous pouvons être confrontés à des pièces homogènes par morceaux ou à un ma-
tériau localement anisotrope voire inhomogène, qui caractérise le défaut de la pièce.
Dans le premier cas, il est possible d’étendre la formulation surfacique en considé-
rant plusieurs volumes homogènes. Dans le second cas, la formulation surfacique est
combinée à une formulation volumique dans le volume du défaut (on obtient une
formulation mixte : volumique et surfacique).
2. Notons que cette formulation surfacique (SIE pour Surface Integral Equation) s’étend de
façon immédiate au cas de plusieurs volumes homogènes disjoints.
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2.3.1 Prise en compte de plusieurs surfaces homogènes avec une formu-
lation surfacique
Cette formulation est une extension de la précédente à plusieurs volumes ho-
mogènes adjacents. Soit l’air V0 et la pièce constituée des volumes homogènes Vi
où i = 1, Nvol tels que V0 soit connexe et que les Vi≥1 soient des ouverts bornés
(∪Nvoli=0 Vi = R3 et Vi ∩Vj = ∅, ∀ i 6= j). On note V(i) l’ensemble des indices j 6= i tels
que Γij = ∂Vi ∩ ∂Vj 6= ∅ (∂Vi =
∑
k∈V(i) Γik) et nˆij = nˆi = −nˆj la normale unitaire
orientée de Vj à Vi (Fig. 2.2).
(a) (b)
Figure 2.2: (a) Découpage multi-surface homogène de la pièce et (b) notation dans
le cas d’une frontière Γij entre les volumes Vi et Vj
On introduit les densités de courants surfaciques magnétique Mij et électrique
Jij sur la frontière Γij par
















désigne la restriction de X sur la frontière Γij. Sur la frontière Γij, les



























ce qui, compte tenu de (2.19), revient à écrire Jij = −Jji et Mij = −Mji. Les
champs électrique E(i) et magnétique H(i) sont définis en tout point de Vi par
E
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où les expressions des champs diffractés E(i)scat et H
(i)
scat sont données par (2.10) et
(2.11) à la différence que les opérateurs intégraux L(i) (2.12) et K(i) (2.13) portent































= nˆij × γt(i)Eincδ[i]
∣∣∣
Γij





















= nˆij × γt(i)Hincδ[i]
∣∣∣
Γij




Finalement, on obtient un système analogue à (2.15) en prenant en compte toutes
les Nsurf frontières de la pièce.
2.3.2 Prise en compte d’une pièce localement inhomogène par un cou-
plage avec une formulation volumique
Lorsque la pièce est localement inhomogène dans un volume Vi, une formulation
mixte volumique et surfacique peut être utilisée (la formulation surfacique est utilisée
dans les autres volumes). Dans ce volume, la permittivité relative et la perméabilité







































où I est la dyade identité, εbi et µ
b
i sont des constantes. Pour un volume homogène et






j = I). La formulation dépend
de trois inconnues : les densités des courants surfaciques Mij et Jij sur les frontières
Γij et le champ électrique Ei dans le volume Vi. Il est donc nécessaire de considérer
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trois équations d’état :
E






























scat(Jik,Mik) + (γt(i))I(i)(µ∆i ,Hi)− εbi(γt(i))J (i)(ε∆i ,Ei),
où les champs Escat(Jik,Mik) et H
(i)
scat(Jik,Mik) sont donnés par (2.10) et (2.11) et





Gki(r − r′) · (α(r′)− I)X(r′)dr′
J (i)(α,X) = jk0
∫
Vi
∇′gki(r, r′)× [(α−1(r′)− I) ·X(r′)]dr′ .
On utilise à nouveau les conditions de transmissions (2.20) et (2.21) pour obtenir
un système similaire à (2.15). Notons que lorsque tous les volumes sont homogènes
et isotropes, on obtient εj = εbj ∀j donc I(j) = J (j) = 0, ce qui revient à utiliser la
formulation surfacique précédente.
2.4 Calcul du signal de réponse à l’aide du principe de réci-
procité
La présence d’un défaut dans une pièce entraîne une perturbation de la circula-
tion des lignes de champ dans la pièce, ce qui induit une variation de l’impédance
de la sonde. La variation de l’impédance ∆Z peut s’exprimer de la façon suivante :
∆Z = Z − Zinc (2.23)
où Z est l’impédance en présence de la pièce et Zinc l’impédance en l’absence de la
pièce. La formulation SIE précédemment décrite permet de déterminer les densités
de courants surfaciques J et M de la pièce. A partir de ces données, nous pouvons
en déduire la variation de l’impédance à l’aide du théorème de réciprocité [4,5], qui
fait intervenir ces courants surfaciques :





J · Einc −M ·Hinc
)
ds (2.24)
où I désigne le courant d’alimentation de la sonde.
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2.5 Difficultés relatives aux problèmes d’échelle
Nous souhaitons appliquer la formulation SIE dans un contexte CND, où le
régime fréquentiel de fonctionnement des sondes à courants de Foucault varie de
quelques Hz à une dizaine de MHz, la conductivité des pièces à traiter varie de 105S/m
à 5 107S/m, et la taille d des pièces traitées est de l’ordre de 10−2m. La longueur
d’onde dans le vide λ0 = c/f 3 est alors comprise entre 10m et 107m, et celle dans la
pièce, λ1 = λ0/
√
εrµr, est comprise entre 10−5m et 10m. L’échelle physique corres-
pondant aux grandeurs calculées peut être quantifiée au moyen du nombre adimen-
sionnel λ0d−1, qui est compris entre 10−1 et 105. Celle du problème intérieur est de
l’ordre de |λ1|d−1, compris entre 10−7 et 10−1. Nous remarquons que l’écart de ces
valeurs est particulièrement élevé (de l’ordre de 106).
Par ailleurs, la formulation SIE a été particulièrement utilisée dans plusieurs do-
maines d’applications tels que le domaine de la furtivité radar [31, 62, 63, 65] et les
radiations d’antennes [64]. Le régime fréquentiel de ces applications est de l’ordre
de quelques GHz et la taille d des objets traités est de l’ordre de la longueur d’onde
λ0 (m). A ces hautes fréquences, les objets conducteurs sont considérés comme par-
faitement conducteurs (épaisseur de peau δ → 0). Dans ce cas, seul le problème
extérieur (λ0) est pris en compte. Les objets faiblement conducteurs (δ 9 0) sont
traités en tant que tels, mais ne présentent pas d’écart significatif entre les longueurs
d’onde internes et externes (|λ1| ∼ λ0 en général).
Les écarts d’échelle attendus dans le contexte CND, que ce soit entre les pro-
blèmes internes et externes (|λ1| ∼ 10−6λ0) ou que ce soit la taille des pièces traitées
dans le contexte CND (d ∼ 10−9λ0), n’ont pas été traités dans le domaine de la
furtivité radar. Nous allons présenter des résultats numériques de la formulation
SIE dans le contexte CND avec ces écarts d’échelle. La configuration typique que
nous souhaitons traiter est le cas d’une déformation d’une plaque (Fig 2.3 (b)) de
conductivité σ= 106S/m pour une fréquence f= 105Hz (Fig 2.3 (a)).
(a) Caractéristique de la plaque (b) Déformation d’une plaque
Figure 2.3: Configurations de pièces plus générales à traiter




Mise en oeuvre numérique
Ce chapitre présente la mise en oeuvre numérique de la formulation intégrale in-
troduite au chapitre précédent. Le problème est ramené à la résolution d’un système
linéaire par la méthode des moments. La description de cette méthode est présentée
et une attention particulière est portée sur le choix des fonctions de base. Ensuite,
le calcul des termes de la matrice d’impédance est décrit. En particulier, ce calcul
prend en compte le comportement singulier de la fonction de Green. Finalement, le
choix d’un solveur pour résoudre le système linéaire est discuté.
3.1 Etablissement du système linéaire
3.1.1 Méthode des moments
Nous présentons de manière générale la méthode des moments [52] puis l’ap-
pliquons au problème (2.15). C’est le schéma de discrétisation le plus utilisé pour
résoudre numériquement un problème linéaire de type (2.15), qui peut s’écrire de
manière générale comme
AX = Y
où X est une variable sur la frontière Γ, A est un opérateur sur Γ et Y est le second
membre.
La frontière Γ de la pièce est approchée par un maillage Γh généralement consti-
tué d’éléments triangulaires ou quadrilatéraux (aux arêtes droites ou courbes) sur
lequel on cherche une approximation Xh de la variable X. Xh est obtenue par une




αXb fb(r) ∀r ∈ Γh
où {αXb }b=1...Nb sont les coefficients à déterminer. On force ensuite le résidu
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à être orthogonal à un second sous-espace de dimension Nt décrit par {ft}Ntt=1. Cet
espace est appelé l’espace des fonctions de test. En particulier, la variante de Galer-
kin consiste à choisir les fonctions tests ft identiques aux fonctions de bases fb. En





on obtient après projection le système linéaire
Nt∑
t=1
Zt,bαXb = gt, ∀b = 1 . . . Nb
avec
Zt,b = 〈ft, Afb〉
gt = 〈ft,Y〉
La méthode des moments est appliquée à nos équations intégrales (2.15) en




αMb fb(r) et Jh(r) =
Nb∑
b=1
αJb fb(r) ∀r ∈ Γh. (3.1)














































(l’opérateur trace γt est implicite dès lors que les fonctions ft sont tangentielles à
la surface Γ). Les expressions développées des équations des sous-matrices de Z
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donnent































∇gki(r − r′)× fb(r′)dΓdΓ.
3.1.2 Hyper-singularité de la dyade de Green
Les équations intégrales font intervenir la dyade de Green Gki(r − r′) dans L(i)tb .


















La double intégrale de droite est hyper-singulière (de singularité 1/‖ r− r′ ‖3) lorsque
r tend vers r′ en raison de la présence du double gradient. Cependant, cette sin-
gularité peut être affaiblie en appliquant un procédé bien connu [51, 90] basé sur la
formule de Stokes . Soient fb et ft, les fonctions de base et de test définies sur les























g(r − r′) · · ·













g(r − r′)(∇′Γ · fb)(r′)dr′dr · · ·






g(r − r′)(nˆ∂K′ · fb)(r′)dr′dr
où nˆ∂K et nˆ∂K′ sont les normales unitaires sortantes à ∂K et ∂K ′, ∇Γ· est la di-
vergence surfacique sur Γh. Les intégrales sur les bords des éléments, notées
∮
, sont
nulles dès lors que l’on choisit nos fonctions fb et ft (variante de Galerkin) dans un
sous-espace de
Hdiv(Γh) := {f ∈ (L2(Γh))3; nˆ · f = 0,∇Γ · f ∈ L2(Γh)} (3.4)
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∇ · ft(r) ·
∫
Γ
gki(r − r′)∇′ · fb(r′)dΓdΓ
]
.
Nous prendrons dans la suite des fonctions de bases (et de tests) qui respectent la
conformité Hdiv.
3.2 Construction du système linéaire
La méthode des moments repose sur un découpage de la surface de la pièce (le
maillage) et une discrétisation des inconnues (les fonctions de base). Les choix du
maillage et des fonctions de base qui respectent la conformité Hdiv sont présentés
ci-dessous.
3.2.1 Description du maillage
Pour cette première étape, nous avons choisi de discrétiser la surface de la pièce
par des quadrilatères quelconques (i.e. des éléments plus généraux que des paral-
lélogrammes, qui ne sont pas nécessairement plans) aux arêtes droites. Ce type
d’élements est bien adapté aux pièces que nous rencontrons pour nos applications
CND. En effet, les pièces principalement traitées sont assimilables à des plaques ou
des cylindres déformés et se prêtent bien à une discrétisation par des quadrilatères.
Chaque élément K du maillage est l’image d’un carré unité Kˆ dans R2 (Kˆ =
[0, 1]2), dit élement de référence, par une transformation bilinéaire (Fig. 3.1).
1. Nous remarquons que nˆ · f = 0 signifie que f est tangentielle à Γ, l’opérateur γt est alors
implicite dans le second membre.
(a) Quadrilatère quelconque K (b) Carré de référence Kˆ
Figure 3.1: Représentation d’un quadrilatère K (a) image du carré unité Kˆ (b)
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Un point r dans un quadrilatère K de sommets V1, V2, V3 et V4 donné dans
un système de coordonnées u et v où u, v ∈ [0, 1], est
r(u, v) = (1− u)(1− v)V1 + (1− u)vV4 + u(1− v)V2 + uvV3 (3.5)
Le point r peut également être représenté par :
r(u, v) = rc + ruu+ rvv + ruvuv
avec
rc = V1
ru = V2 −V1
rv = V4 −V1
ruv = V1 −V2 +V3 −V4









= rv + ruvu.
Les vecteurs tangents suivent les isolignes du quadrilatère (Fig. 3.1). Le jacobien
JS(u, v) et la normale unitaire nˆ(u, v) sont définis par
JS(u, v) = |au(u, v)× av(u, v)|,
nˆ(u, v) =
au(u, v)× av(u, v)
|au(u, v)× av(u, v)| =
au(u, v)× av(u, v)
JS(u, v)
.
Par la suite, les coordonnées u et v sont omises afin de simplifier la lecture. Nous
aurons également besoin de l’expression des normales aux arêtes nˆei = nˆ∂K|ei (i =
Figure 3.2: Normales aux arêtes nˆei sur chaque arête ei de K
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1 . . . 4) situées dans le plan tangent à l’élément
nˆe1 =
av × nˆ
|av| et nˆe3 = −nˆe1 ,
nˆe2 =
nˆ× au
|au| et nˆe4 = −nˆe2 .
Les produits scalaires des normales aux arêtes et des vecteurs de la base du plan
tangent sont données par
nˆe1/3 · au = ±




nˆe2/4 · av = ±




nˆe1/3 · av = 0,
nˆe2/4 · au = 0.
(3.6)
Remarque
– Pour u (resp. v) constant, la fonction r(u, v) est linéaire en v (resp. u) et le
vecteur tangent av (resp. au) est constant. Pour cette raison, les arêtes (u = 0
ou 1 et v = 0 ou 1) sont droites .
– Dans l’élement K, au, av, JS sont variables en v, en u, en u et v (resp.) et sont
constants dans le cas d’un parallélogramme (pour lequel on a ruv = 0 et dont
la représentation paramétrique est donc linéaire en (u, v)).
3.2.2 Description des fonctions de base
Nous utilisons des fonctions de base de type "rooftop" [135] sur nos quadrila-
tères quelconques (ou encore fonctions dites de Raviart-Thomas [99], l’amalgame
des fonctions RWG [98] sur les triangles et qui appartiennent à la première famille
de Nédélec [88]).









S (1− u)au, fv−(r) = J−1S (1− v)av.
Notons que
fu+(0) = fu−(1) = fv+(0) = fv−(1) = 0. (3.7)
La divergence surfacique des fonctions de base est donnée par
∇Γ · fu±(r) = ±J−1S et ∇Γ · fv±(r) = ±J−1S .
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La continuité des flux à travers les arêtes du maillage permet de respecter la confor-
mité du sous-espace Hdiv (3.4). Les fonctions de bases f doivent donc respecter
nˆei · f = |ai|−1, où ai est le vecteur tangent à l’arête ei (3.8)
et doivent être identiques sur les deux éléments qui se partagent l’arête ei. Les
relations d’orthogonalité (3.6) et la remarque (3.7) permettent de calculer (3.8)
pour chaque fonction de base sur les quatres arêtes ei de K pour u, v = 0 ou 1 (Tab.
3.1).
nˆe1 nˆe2 nˆe3 nˆe4
fu+ 1/|av| 0 0 0
fu− 0 0 1/|av| 0
fv+ 0 1/|au| 0 0
fv− 0 0 0 1/|au|
Tableau 3.1: Valeurs de nˆei · fj pour i = 1 . . . 4 et j = {u±, v±}
Cela permet de remarquer que pour chaque fonction de base f , f · nˆ∂K est
constante (1/|au| ou 1/|av|) sur une seule arête, et nulle sur les trois autres. Par
abus de langage, chaque fonction f est associée à cette arête.
Figure 3.3: Sens du flux de la fonction fu+ (de K) et de la fonction fu− (de K
′) à
travers K et K ′ sur l’arête commune
La figure 3.3 illustre le sens du flux de la fonction fu+ (de K) et de la fonction fu−
(de K ′) à travers les deux élements sur l’arête commune. Cette arête est définie soit
par V2 et V3, sommets de K, soit par V′1 et V
′
4, sommets de K
′. Une numérota-
tion globale permet d’éviter cette redondance de numérotation. Les numérotations
locales iloc et i′loc des sommets des élements K et K
′ (resp.) sont associées à une
numérotation globale iglob aux sommets du maillage
{K, iloc}, {K ′, i′loc} → iglob et iglob
{ → {K, iloc}
→ {K ′, i′loc} (3.9)
Ce processus est décrit dans le tableau 3.2 pour les sommets de la figure 3.3.
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Tableau 3.2: Association de chaque numérotation locale {K, iloc} vers une numé-
rotation globale iglob
Figure 3.4: Sens du flux de la fonction fu+ (de K) et de la fonction fu+ (de K
′) à
travers K et K ′ sur l’arête commune
De manière pratique, la même orientation des élements ne peut pas être obtenue.
L’exemple le plus typique est le cas où le flux est défini de deux sens opposés sur
une même arête (Fig. 3.4).
Il est donc nécessaire d’orienter chaque arête pour fixer le sens du flux. Nous
avons choisi d’orienter une arête dans le sens suivant : du sommet de numéro le plus
petit vers le sommet de plus grand numéro. Par défaut, le sens des arêtes locales
d’un élement est pris suivant le sens croissant de u et v. Nous vérifions que ce
(a) (b)
Figure 3.5: (a) Orientation des arêtes de K et (b) des arêtes de K ′
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sens correspond à l’orientation donné aux arêtes du maillage. On associe à chaque
numéro local {K, iloc} un signe positif si l’orientation des arêtes locales correspond
au sens des arêtes globales du maillage (Fig. 3.5 (a)), et un signe négatif dans le cas
contraire, ce qui permet d’inverser le sens de l’arête (Fig. 3.5 (b)). Le signe négatif
est introduit sur l’arête si
– le numéro de V1 est inférieur à celui de V2,
– le numéro de V3 est inférieur à celui de V2,
– le numéro de V4 est inférieur à celui de V3,
– le numéro de V4 est inférieur à celui de V1.
3.3 Calcul des termes matriciels
Les termes de la matrice Z (de dimension Nsurf×Nsurf 2) sont calculés à l’aide des
sous-matrices Zloc. Chaque sous-matrice est composée des interactions des fonctions
de bases et des fonctions de tests (de dimension 4×4). Les termes Zloc(iloc, jloc) sont
ensuite restitués dans la matrice Z en prenant en compte la numérotation globale
(iglob, jglob) par (3.9) et le signe précédemment calculé de l’arête concernée.
Le calcul des termes des sous-matrices Zloc issu de L(i)tb et de K (i)tb , consiste à












h(r(u, v), r′(u′, v′))J ′S(u
′, v′)du′dv′JS(u, v)dudv.
en procédant à un changement de variable pour ramener le calcul sur l’élément de
référence Kˆ. L’évaluation de l’intégrale sur un élément de référence est effectuée de
façon approchée par une formule de quadrature∫
Kˆ




où Nq est le nombre de points de quadratures et l’ensemble des points et poids
associés à la formule de quadrature est donné par
{(ξq, ωq), 1 ≤ q ≤ Nq}.
Le choix de l’ordre p (p+1 points par direction donc Nq = (p+1)2 points), des poids
ωi et des noeuds xi de la formule de quadrature influe sur le degré de précision n de
l’approximation. Plusieurs formules existent : Newton-Cotes (méthode de trapèze, de
Simpson), Gauss-Legendre, Gauss-Lobatto... Pour notre développement, la méthode
de Gauss-Legendre a été choisie pour valider les résultats : c’est la méthode la plus
2. Chaque densité de courant M et J est déterminée par Ne inconnues (nombre d’arêtes), ce
qui donne Nsurf = 2Ne.
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couramment utilisée et une méthode de quadrature exacte pour un polynôme de
degré 2p+1 par rapport à chaque variable u et v. La double intégrale de la fonction















Dans notre cas, la fonction de Green contient un terme exponentiel, ce qui rend
l’évaluation de son intégrale par une formule de quadrature toujours approximatif.
Le caractère singulier de la fonction de Green, en 1/||r− r′|| lorsque r tend vers
r
′ , nous impose de considérer deux types d’interactions : les interactions lointaines
(K ∩K ′ = ∅) et les interactions proches (K ∩K ′ 6= ∅).
Interactions lointaines
Par définition, la double intégrale d’une interaction lointaine est supposée suf-
fisamment régulière pour être estimée à l’aide d’une simple formule de quadrature.
Des tests numériques ont permis de prendre une formule de quadrature d’ordre p = 1
sur un quadrilatère d’observation et également sur celui de source, afin d’obtenir un
résultat satisfaisant pour l’intégration de I.
Interactions proches
Lorsque K ∩K ′ 6= ∅, le problème de singularité intervient. La fonction de Green
gki(r−r′) a une singularité (en 1/‖ r− r′ ‖) pour r = r′ . Cette singularité faible reste
cependant intégrable sur une surface. Plusieurs méthodes spécifiques d’intégration
permettent de la prendre en compte. Des méthodes de calcul analytique permettent
d’intégrer la fonction de Green [3, 56, 60, 61, 66]. D’autres méthodes lèvent d’abord
la singularité 1/‖ r− r′ ‖ puis son intégration est ensuite calculée numériquement
[18,55,116,127,131].
Nous avons choisi, dans un premier temps, une approche numérique par des
transformations de Duffy [42, 128]. La fonction de Green est tout d’abord séparée
en une partie singulière et une partie régulière à l’aide du développement en série
entière de la fonction exponentielle :
gki(r − r′) =
1










‖ r− r′ ‖1−n︸ ︷︷ ︸
partie régulière
La partie régulière est intégrée numériquement de manière classique (Gauss-Legendre).
Pour évaluer la composante en 1/ ‖ r− r′ ‖, on décompose chaque quadrilatère du
maillage en deux triangles, sur lesquels la singularité est levée par une transforma-
tion de Duffy (Annexe A). Cette transformation repose sur la factorisation de la
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déformation linéaire d’un triangle unité vers le triangle du maillage. Elle n’est donc
efficace que pour des déformations linéaires des quadrilatères (i.e. parallélogrammes),
ce qui correspond à la plupart de nos applications.
Dans un souci de généralité, nous avons mené une étude sur une seconde méthode
afin de lever la singularité sur des cas plus généraux : quadrilatères bilinéaires. La
méthode retenue repose sur un changement de variable en coordonnées polaires
[36]. Sur l’élement de référence Kˆ, la singularité est notée par le point (us, vs). Les




q ) sont définis sur Kˆ pour intégrer une fonction















Les points et poids de ces formules sont obtenus par les 3 étapes suivantes :
1. Le quadrilatère Kˆ est découpé en 4 triangles Tˆi, de sommet commun (us, vs).
Chaque triangle est caractérisé par sa hauteur, sa mesure et par ses angles




{(Vˆi,2 − Vˆi,1)× (Vˆi,3 − Vˆi,1)}.
2. Pour chaque triangle Tˆi, on définit l’ordre des formules de quadratures de
Gauss selon θ et ρ. Ils sont notés rθ et rρ, respectivement, et sont déterminés en
fonction des caractéristiques du triangle (c’est-à-dire hauteur et angles) et de
l’ordre d’approximation p. Dans un premier temps, la restriction à rρ = rθ = 3
peut convenir pour une première approche.
(a) (b)
Figure 3.6: (a) Découpage d’un quadrilatère Kˆ en 4 triangles Tˆi et (b) caractéris-
tiques d’un triangle Tˆi par (h,θmin,θmax)
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3. Les points selon θ sont placés sur l’intervalle [θmin, θmax] pour jθ = 1, . . . , rθ+1.














on fait correspondre à chaque angle θ = pi
2




2 + (1− ξrθjθ )2.
Les points selon ρ = ρmaxξ
rρ
jρ
sont alors placés sur l’intervalle ]0, ρmax(θ)] :
ξpoli = F˜i(ρ cos θ, ρ sin θ), pour jρ = 1, . . . , rρ + 1
avec (u, v) = F˜i(u˜, v˜) = (1 − u˜ − v˜)Vˆi,1 + u˜Vˆi,2 + v˜Vˆi,3. Finalement, le poids











Les points de quadratures sont répartis uniformément dans ces 4 triangles (on
se reportera en Annexe B pour les détails des points et poids de quadratures).
Figure 3.7: Points de quadratures selon les formules polaires sur Kˆ : résultats
obtenus pour ρ = θ = 5
Lorsque K et K ′ sont adjacents, cette méthode ne prend pas en compte le carac-
tère singulier de l’intégrale sur K×K ′. Mais elle semble convenir pour une première
approche (une extension peut être faite sur les élements adjacents [36]).
Notons que l’expression K (i)tb comporte un terme ft(r) · (∇gki(r − r′) × fb(r′)),
qui peut également s’écrire ∇gki(r− r′) · (ft(r)× fb(r′)). L’expression du gradient de
Green
∇gki(r− r′) = −gki(r− r′)
(
− jki + 1‖ r− r′ ‖
)
r− r′
‖ r− r′ ‖ ,
se comporte comme le vecteur tangent lorsque r tend vers r′. Or, les fonctions de
base fb et de test ft sont orientés selon le vecteur tangent. Le produit (ft(r)× fb(r′))
est alors orienté selon la normale lorsque r tend vers r′. Cela implique que ∇gki(r−
r
′) · (ft(r)× fb(r′)) tend vers 0 lorsque r tend vers r′.
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3.4 Résolution du système linéaire
Comme la matrice Z est pleine, la résolution du système linéaire (3.2) devient
coûteuse dès que la taille de Z augmente. Deux grandes familles de solveurs per-
mettent de résoudre ce problème : les solveurs directs, qui consistent à déterminer
la solution directement à partir de Z et du second membre, et les solveurs itératifs
qui fournissent une suite convergente de valeurs de la solution.
3.4.1 Solveur direct par pivot de Gauss
La méthode directe suit un processus qui aboutit à la solution si la matrice n’est
pas excessivement mal conditionnée, au bout d’un nombre d’opérations connu à
l’avance. Les avantages de cette méthode sont :
– Sa robustesse : les besoins en puissance de calcul et en mémoire sont connus à
l’avance avec une certaine précision.
– Sa capacité multi-second membre : une fois la matrice Z inversée, le système
peut être résolu rapidement quel que soit le nombre de seconds membres (car
la matrice Z est indépendante du second membre à fréquence constante). Dans
notre application, cela correspond à plusieurs positions du capteur.
Malgré ses avantages, cette méthode est rapidement inutilisable dans un contexte
industriel. En effet, les inconvénients d’une telle méthode sont :
– son coût en mémoire : la création de la matrice Z nécessite le calcul et son
stockage en N2, ce qui restreint à un faible nombre d’inconnues
– Son temps d’exécution : on est amené à effectuer O(N3) opérations.
Dès lors que le conditionnement est particulièrement mauvais, la recherche du
pivot peut être longue et la précision de la méthode n’est plus assurée au delà d’un
certain seuil (par exemple si l’inverse du conditionnement est inférieur à la précision
machine).
3.4.2 Solveur itératif par GMRES
La méthode itérative fournit une suite de valeurs qui converge vers la solution
pour un seuil fixé par l’utilisateur à partir duquel la solution sera considérée comme
satisfaisante. A chaque étape de cette progression, le solveur réalise un produit
matrice-vecteur (de complexité N2). Par rapport à une méthode directe, la perfor-
mance d’un solveur itératif est beaucoup plus incertaine. Elle va dépendre essentiel-
lement du nombre d’itérations Niter, lequel va dépendre du conditionnement de la
matrice Z et du niveau de la précision demandée. A chaque itération , NRHS pro-
duits matrice-vecteur sont calculées, où NRHS est le nombre de seconds membres,
ce qui donne une complexité Niter ×NRHS ×N2.
La méthode GMRES [7, 108, 113, 114] permet de traiter la résolution de sys-
tèmes matriciels formés autour de matrices non symétriques définies positives. C’est
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la raison pour laquelle nous avons choisi cette méthode pour résoudre notre sys-
tème linéaire, contrairement à la méthode du gradient conjugué qui est adaptée aux
matrices symétriques et positives. Afin éviter des problèmes de saturation de la mé-
moire, une variante de GMRES propose un redémarrage de l’algorithme dès qu’une
taille critique est atteinte avec comme valeur initiale, la dernière approximation cal-
culée. Cette taille limite, nommée "restart", sera notée m. Notons que GMRES est
une méthode efficace tant que le nombre d’itérations ne dépasse pas m, ce qui incite
à l’utilisation de préconditionneur.
Néanmoins, dans la mesure où la matrice Z n’intervient que via des produits
matrice-vecteur, il serait intéressant de pouvoir réaliser ces produits sans recourir
à l’assemblage complet de Z. C’est précisément ce que propose la méthode FMM.
Cette méthode permet de calculer les produits matrice-vecteur de façon plus rapide
et plus économique en espace mémoire, de complexité N3/2 ou N logN , selon la
variante (mono-niveau ou multi-niveaux, resp.) de la méthode FMM utilisée. Cette
méthode est présentée dans le chapitre 5.
3.4.3 Choix du solveur
Dans le domaine d’applications CND, nous sommes amenés à considérer des
problèmes impliquant un grand nombre d’inconnues. Cependant, dans un premier
temps, nous nous restreignons à de premiers tests numériques qui permettent la
validation de l’implémentation numérique de la formulation. De ce fait, le solveur
direct répond à nos besoins. De plus, une fois la matrice Z inversée, un grand nombre
de second membres peut être calculés en un temps très court, ce qui correspond
dans notre cas à plusieurs déplacements de la bobine. Cependant, un inconvénient
notable est soulevé : le mauvais conditionnement de la matrice Z fausse la validité




Ce chapitre présente des tests numériques de la formulation SIE présentée au cha-
pitre 2.2. Dans un premier temps, la formulation SIE est validée dans un contexte dif-
férent du domaine CND pour, d’une part, simplifier les données d’entrée et, d’autre
part, manipuler des données de sortie "universelle" (au sens où de nombreuses et
diverses références existent dans la littérature). La formulation SIE a été ensuite
appliquée à des configurations rencontrées dans le domaine du CND puis validée au
centre d’une plaque suffisamment grande pour négliger l’influence des bords (com-
paraison des résultats avec ceux obtenus avec les modèles VIE implémentés dans
la plateforme CIVA) et en prenant compte les effets de bords (comparaison avec
une méthode éléments finis). Des simulations CND sur des géométries plus com-
plexes sont également présentées. Finalement, les limites de la méthode sont mises
en évidence.
4.1 Validation numérique de la formulation SIE
Dans cette partie, la formulation SIE est validée dans un contexte différent du
domaine CND. D’une part, l’excitation de la pièce est effectuée par des ondes planes
pour simplifier les données d’entreé et, d’autre part, la section efficace radar (SER)
est calculée afin de se comparer aux données de sortie "universelle". Cela revient à
éclairer un objet placé dans l’air par une onde plane et à mesurer la quantité d’énergie
diffractée dans une direction donnée. L’intérêt de cette approche est de valider le
système linéaire (2.15) qui reste inchangé. Notons cependant que les cas tests trouvés
dans la littérature correspondent à des simulations à haute fréquence (la taille de
l’objet est de l’ordre de la longueur d’onde λ) contrairement aux applications CND.
Après avoir décrit les données d’entrées et de sorties dans ce nouveau contexte, nous
validons séparément les opérateurs intégraux L et K utilisés dans (2.15) sur des
objets parfaitement conducteurs. Puis, la formulation SIE est validée sur des objets
(simplement) conducteurs voire diélectriques.
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4.1.1 Présentation des données d’entrée et de sortie
Nous décrivons ci-dessous les données d’entrée et de sortie dans le contexte de la
SER. La figure 4.1 représente la configuration de la SER et les notations utilisées.
Figure 4.1: Configuration de la SER.
Données d’entrée
L’onde plane incidente est caractérisée dans le vide par
– le nombre d’onde du vide k0
– la direction de l’onde incidente kˆinc(φinc, θinc) donnée par
kˆinc(φinc, θinc) = −(xˆ cosφinc sin θinc + yˆ sinφinc sin θinc + zˆ cos θinc)
où φinc ∈ [0, 2pi[ et θinc ∈ [0, pi]



















où Eφinc + E
θ
inc = 1 et 0 ≤ Eφinc, Eθinc ≤ 1. Si Eθ/φinc = 1 alors on parle de polari-
sation θ/φ.









µ0/ε0. Elle est représentée sur une sphère de rayon λ avec f=3 108Hz
pour les polarisations θ et φ, et sur un cube d’arête λ avec f=3 108Hz pour les
polarisations θ et φ (Annexe C).
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Données de sortie
La SER (RCS pour radar cross section en anglais) est également caractérisée par
une direction d’observation kˆscat(φscat, θscat) ,
kˆscat = xˆ cosφscat sin θscat + yˆ sinφscat sin θscat + zˆ cos θscat,




scat). Elle s’exprime par








Escat(r) = −Z0LFFJ(r) +KFFM(r)
Hscat(r) = −Z0KFFJ(r)− LFFM(r)
où KFF et LFF sont les opérateurs intégraux donnés par


















Dans les exemples suivants, on calculera la SER bistatique (une direction inci-
dente pour N directions de sorties) pour les polarisations θincθscat et φincφscat lorsque
r→∞.
4.1.2 Validation des opérateurs L et K sur des objets parfaitement conduc-
teurs
Les formulations intégrales pour le cas d’un objet parfaitement conducteur sont
décrites par les équations EFIE (2.16), MFIE (2.17) et CFIE (2.18). La validation
numérique de ces équations permet une validation séparée des opérateurs intégraux
L et K utilisés dans (2.15). On cherche ici à souligner les spécificités de ces opéra-
teurs, particulièrement en termes de précision et de conditionnement.
La SER bistatique est calculée sur une sphère de rayon R = λ = c/f 1 avec
f=3 108Hz (cas test donné [133]). La sphère est discrétisée avec 4332 arêtes/inconnues
(2166 élements). On utilise l’équation EFIE, où le système linéaire qui en résulte est
résolu par un solveur direct (pivot de Gauss). Ce résultat (Fig. 4.2 et 4.3) constitue
notre référence (coïncide en tout point avec [133]).
Observons l’effet de la discrétisation sur la précision de la SER (Fig. 4.4 (a)).
Nous remarquons qu’à partir de 972 inconnues, la SER converge vers la SER de
1. Notons que les résultats sont indépendants du choix de la fréquence dès lors que R est
proportionnel à λ : la SER bistatique reste identique au résultat obtenu avec f=3 108Hz à un
décalage près. De plus, les conditionnements des matrices d’impédance des trois équations sont
également identiques.
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Figure 4.2: SER bistatique (φφ et θθ) pour la sphère de rayon λ avec f=3 108Hz :
résultat obtenu avec 4332 inconnues pour la EFIE.
(a) Partie réelle (b) Partie imaginaire (c) Module
Figure 4.3: Représentation de la densité de courant solution Jh pour une sphère
de rayon λ avec f=3 108Hz : résultat obtenu avec 4332 inconnues pour
la EFIE.




































Figure 4.4: SER bistatique (θθ) pour la sphère de rayon λ avec f=3 108Hz : (a)
résultat obtenu pour la EFIE avec 192, 432, 1728 et 4332 inconnues
avec la EFIE et (b) résultat obtenu avec 1728 inconnues pour la EFIE,
la MFIE et la CFIE.
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référence. Il est pratique de se donner un critère de maille déterminant la précision
de la solution. Le tableau 4.1 décrit pour plusieurs maillages de la sphère, le nombre
d’inconnues par élément d’aire en λ2 (= (N × λ2)/Aire) et le nombre de points par
longueur d’onde λ (=
√
(N × λ2)/(2× Aire)). De façon générale dans le contexte
d’une onde plane en haute fréquence, la convergence de la solution est atteinte en
prenant 6 à 10 points (8 points en moyenne) par longueur d’onde [134], ce qui
correspond au maillage de la sphère avec 1728 inconnues.
N N/λ2 Nb pts/λ Erreur φφ Erreur θθ
972 77 6.2 1.54 4.9
1728 137.58 8.3 0.6 1.93
2700 215 10.3 0.2 0.7
4332 344.72 13.1 × ×
Tableau 4.1: Nombre d’inconnues par λ2, nombre de points par λ et erreur relative
(en %) de la SER obtenue pour la polarisation φφ et θθ par rapport à
la SER de référence, en fonction du nombre d’inconnues sur la sphère
de rayon λ avec f=3 108Hz pour l’EFIE.
Nous représentons maintenant la SER bistatique pour l’EFIE, la MFIE et la
CFIE (avec α = 0.8) sur la configuration précédente avec 1728 inconnues (Fig.
4.4 (b)). Des trois équations, l’équation EFIE est celle qui concorde la plus avec
notre référence (ainsi qu’aux valeurs analytiques de la SER dans [133]). L’équation
CFIE donne une équation dont la solution est proche de la valeur exacte, tandis
que l’équation MFIE n’est toujours pas précise pour une discrétisation par 1728
inconnues (elle converge avec plus d’inconnues).
N EFIE MFIE CFIE sans / avec normalisation
972 46.2 11.4 46.1 / 6.2
1728 67.0 10.4 66.7 / 6.4
2700 100.7 10.0 99.8 / 6.5
4332 173.0 9.7 170.6 / 6.6
Tableau 4.2: Conditionnement de l’EFIE, MFIE et CFIE en fonction du maillage
sur la sphère de rayon λ avec f=3 108Hz
Nous observons à présent le comportement du conditionnement des matrices
d’impédance propres à chaque équation (Tab. 4.2). Nous remarquons le dégrade-
ment du conditionnement de la matrice d’impédance calculé avec l’EFIE lorsque le
maillage de l’objet est plus fin (pour 4332 inconnues, la taille moyenne d’une arête
est de 5.2 10−2λ m). Notons que le mauvais conditionnement de la CFIE peut être
réduit en introduisant la normalisation par Z0 [134]. Le champ magnétique norma-
lisé est alors défini par H˜ = Z0H et la densité de courant magnétique normalisée
par J˜ = Z0J. La figure 4.5 représente la résolution du système linéaire calculée à
l’aide d’un solveur itératif, comme GMRES.
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Figure 4.5: Comparaison du nombre d’itérations nécessaires pour obtenir un ré-
sidu en 10−9 pour les équations EFIE, MFIE et CFIE pour 1728 in-
connues par la méthode GMRES
On considère maintenant une sphère de rayon R=1m discrétisée avec 864 élé-
ments (1728 inconnues) et on fait varier la fréquence de 3 108Hz à 3 102Hz. Ce
test met en évidence le mauvais conditionnement de l’opérateur L à basse fréquence
(Tab. 4.3) ou, plus généralement, pour de petites arêtes par rapport à la longueur
d’onde [16, 44, 95, 132]. Ce comportement risque de rendre problématique l’adap-
tation de la méthode au contexte CND, pour lequel la taille des mailles n’est pas
dictée par la longueur d’onde (de l’ordre du km) mais par la géométrie de la pièce
et la taille de la bobine (de l’ordre du mm). En effet, l’allure des champs primaires
dépend directement du diamètre de la bobine, et un maillage fin est nécessaire pour
bien approcher les fortes variations de champs en dessous de celle-ci. Enfin, remar-
quons que la technique de normalisation de la CFIE n’est plus efficace ici (Tab.
4.3). Le problème n’est plus de manipuler deux opérateurs, L et K, aux grandeurs
différentes ; il est intrinsèque à l’opérateur L.
f EFIE MFIE CFIE avec normalisation
3 108Hz 6.7 101 10.4 6.4
3 105Hz 6.1 107 5.6 1.9 103
3 103Hz 6.2 1013 5.6 1.9 106
Tableau 4.3: Conditionnement de l’EFIE, MFIE et CFIE en fonction de la fré-
quence f sur la sphère de rayon R = 1m : résultats obtenus avec
1728 inconnues
4.1.3 Validation de la formulation SIE sur des objets conducteurs ou
diéléctriques
La formulation intégrale pour le cas d’un objet conducteur ou diélectrique est
décrite dans le chapitre 2.2. C’est la formulation SIE que nous utilisons par la suite
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dans le domaine CND. L’interêt de ces tests numériques est la validation du couplage
des densités de courants M et J qui interviennent toutes les deux dans la formula-
tion SIE, contrairement au cas précédent (PEC) où seule la densité du courant J
intervenait. Par la suite, nous parlons en terme de nombre d’arêtes, ce qui donne
deux fois plus d’inconnues (pour M et J). Les tests numériques sont effectués sur
des objets de géométries différentes : une sphère [134] et un cube [69]. Sur chaque
type de géométries, la permittivité relative de l’objet est considérée entièrement
réelle (diélectrique) puis complexe (conducteur). Tous les résultats obtenus coinci-
dent exactement avec les références. Par défaut, le système linéaire qui en résulte
est résolu par un solveur direct.
Sphère homogène diélectrique
Nous calculons le champ diffracté par une sphère homogène de permittivité rela-
tive εr = 9 et de rayon R = 0.5λ0 (cas test présenté dans [134]). Un test numérique
est effectué sur la configuration précédente pour 48 à 1728 arêtes (Fig. 4.6). Nous
remarquons que, par comparaison aux conditionnement de la matrice d’impédance
obtenues dans le cas PEC (Tab. 4.2), le caractère diélectrique de l’objet (avec εr ∈ R)
entraîne un conditionnement de la matrice d’impédance très élevé : 106.








































Figure 4.6: SER bistatique pour une sphère homogène diélectrique avec εr = 9 :
résultats obtenus pour 48 à 1728 arêtes pour la polarisation (a) (θθ)
et (b) (φφ).
Sphère homogène conductrice
Nous calculons le champ diffracté par une sphère homogène de rayon de 0.2λ0
et de permitivitté relative εr = 1.75 − 0.3j, ce qui est équivalent à εd=1.75 et
σ=5 10−3S/m pour f=3 108Hz (cas test présenté dans [134]). Comme observé sur
la figure 4.7 (a), la solution approchée par la formulation SIE converge vers le ré-
sultat de référence à partir de 192 arêtes. Nous remarquons que la résolution du
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système linéaire par un solveur itératif n’est pas efficace (Fig. 4.7 (b)) en raison du
conditionnement de la matrice d’impédance (107).



















































Figure 4.7: (a) SER bistatique (θθ en trait plein et φφ en pointillés) pour une
sphère homogène avec εr = 1.75 − 0.3j : résultats obtenus pour 48,
108 et 192 arêtes et (b) Résidu en fonction du nombre d’itérations
pour un solveur itératif GMRES avec 192 arêtes.
Cube homogène diélectrique
Nous calculons le champ diffracté par un cube homogène diélectrique d’arête
a = λ0/5 = 3/5λ1 et de permittivité relative εr = 9 (cas test présenté dans [69]). La
figure 4.8 représente la SER bistatique sur un cube où chaque face est discrétisée
par 9 éléments (54 élements et 108 arêtes au total par densité de courant), ce qui
donne 216 inconnues pour M et J.

















Figure 4.8: SER bistatique (θθ et φφ) pour un cube homogène diélectrique avec
εr = 9 : résultats obtenus pour 108 arêtes
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Cube homogène conducteur
La figure 4.9 (a) représente la SER bistatique sur le cube précédent, avec cette
fois une permittivité relative de la forme εr = 1−j10K , K = 2, 3, 4 (cas test présenté
dans [69]). Le cube est discrétisé de sorte que chaque face correspond à 9 élements
du maillage (54 éléments et 108 arêtes au total par densité de courant), ce qui donne
216 inconnues pour M et J.

















































Figure 4.9: (a) SER bistatique (θθ) pour un cube homogène avec εr = 1− j10K ,
K = 2, 3, 4 : résultats obtenus pour 108 arêtes et (b) Résidu en fonction
du nombre d’itérations pour un solveur itératif GMRES avec 108 arêtes
(216 inconnues)
Notons qu’en augmentant K, le résultat tend vers celui du cas parfaitement
conducteur (avec 48 élements). Ce cas test est intéressant car il permet de valider
un cas avec une permittivité relative dont la partie imaginaire est importante. Or
dans les applications CND, la forte conductivité des pièces traitées entraîne une
permittivité relative avec une grande partie imaginaire. Nous remarquons que la
résolution du système linéaire par un solveur itératif n’est pas efficace (Fig. 4.9 (b)).
K=2 K=3 K=4 PEC - CFIE
(a) sans normalisation 3.3 104 1.2 104 5.9 103 12.4
(b) avec normalisation 1.0 102 3.9 102 8.6 102 5.6
Tableau 4.4: Conditionnement de la matrice d’impédance (a) sans et (b) avec
normalisation pour εr = 1− j10K , K = 2, 3, 4 et le cas PEC avec la
CFIE
Nous observons que le conditionnement des matrices d’impédance avec normali-
sation tend à se dégrader lorsque la conductivité augmente, et inversement sans la
normalisation des densités de courants (Tab. 4.4). On travaillera sans normalisation
par la suite (application CND).
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4.2 Tests numériques dans le contexte CND
Dans cette partie, la formulation SIE est appliquée à des configurations ren-
contrées dans le domaine du CND : les excitations d’une bobine sont les données
d’entrée et la variation de l’impédance, la donnée de sortie.
Les excitations de la bobine sont représentées par les champs incidents Einc et
Hinc. Ces champs sont calculés dans le vide par la méthode de Dodd et Deeds [38]
aux sommets d’une boîte 3D régulière contenant la surface Γ, puis interpolés sur
chaque point du maillage de Γ. Après résolution du système linéaire, la variation
d’impédance est calculée par le théorème de réciprocité (2.24), soit




J · Einc −M ·Hincds,
où M et J sont les densités de courants surfaciques données par la formulation SIE.
Quatre types de tests numériques sont considérés : des tests pour lesquels la
bobine est placée au centre d’une plaque (la variation d’impédance obtenue est
comparée à celle calculée par CIVA), des tests pour lesquels la bobine se déplace
autour d’une arête ou d’un coin (la variation d’impédance obtenue est comparée à
celle calculée par une méthode éléments finis conventionnelle 2). Enfin, des résultats
sur des variations de forme d’une plaque (variation de l’épaisseur, légère courbure)
et sur une plaque comportant un défaut rectangulaire sont présentés.
4.2.1 Cas CND sur des pièces de géométrie canonique
Les tests numériques sont effectués au centre d’une plaque suffisamment grande
pour négliger l’influence des bords. La variation d’impédance obtenue est comparée
à celle calculée par un module de CIVA (valide sur des plaques infinies) par (2.23)
∆Z = Zpièce − Zinc,
où Zpièce, l’impédance de la bobine en présence de la pièce et Zinc, celle dans le vide
(sans la pièce), sont calculés par la méthode de Dodd et Deeds.
On considère une bobine placée au centre d’une plaque de dimension 2.5 10−2m×
2.5 10−2m × 2.5 10−3m (L×l×h) et de conductivité σ. La bobine est circulaire,
de rayon intérieur r1=3 10−3m, de rayon extérieur r2=3.75 10−3m, de hauteur
h=2 10−3m avec 328 spires, un entrefer de 3 10−4m, une intensité I= 10−3A et
de fréquence f . La figure 4.10 représente les densités de courants surfaciques M et
J pour une épaisseur de peau δ=2.9 10−4m (f=3 106Hz et σ= 106S/m).
Nous nous sommes intéressés à la précision de la méthode en fonction de la
fréquence et/ou de la conductivité. Les tests numériques ont été réalisés à maillage
fixe (4080 arêtes). La figure 4.11 représente la variation d’impédance calculée par la
2. Formulations variationnelles A-V et T-Phi. Ces deux formulations encadrent la valeur théo-
rique de la variation d’impédance.
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(a) Partie réelle de M (b) Partie imaginaire de M
(c) Partie réelle de J (d) Partie imaginaire de J
Figure 4.10: Représentation des densités de courant M et J pour δ=2.9 10−4m
(f=3 106Hz et σ= 106S/m) : résultats obtenus pour 2496 arêtes
formulation SIE et par la méthode de Dodd et Deeds, ainsi que l’erreur relative par
ces deux méthodes pour une fréquence variant de 102Hz à 107Hz et une conductivité
variant de 105S/m à 5 107S/m. Nous remarquons que les résultats obtenus par la
formulation SIE concordent avec ceux calculés par la méthode de Dodd et Deeds,
sauf pour de faibles fréquences et de conductivités. Dès que la fréquence est inférieure
à 103Hz, le conditionnement de la matrice d’impédance est si mauvais (Fig. 4.12)
qu’il fausse la validité de la solution calculée par la formulation SIE.
Pour des raisons de précision, la variation d’impédance pour une épaisseur de
peau δ=2.25 10−5m (σ=5 107S/m et f= 107Hz) a été calculée avec un maillage
différent (une plaque de dimension 1.5 10−2m × 1.5 10−2m × 2.5 10−3m avec 4080
arêtes). En effet, nous obtenions 15% d’erreur sur la partie réelle du fait du sous-
maillage avec une pièce de 2.5 10−2m de côté (nous avons pris une plaque plus petite
et non un maillage plus fin du fait des limitations machines). De manière générale,
la précision de la zone haute fréquence-forte conductivité peut être plus améliorée en
raffinant le maillage (nous nous sommes contentés de nos résultats car ils suffisent
à présenter le domaine de validité).
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(c) Méthode de Dodd et Deeds


































(d) Méthode de Dodd et Deeds






























































Figure 4.11: Partie réelle (à gauche) et partie imaginaire (à droite) de la varia-
tion d’impédance (en base log10) selon les différentes méthodes en
fonction de la fréquence (en base log10) et en fonction de la conduc-
tivité (en base log10) et l’erreur relative (en base log10) de la varia-
tion d’impédance entre les 2 méthodes : résultats obtenus pour 4080
arêtes.
4.2.2 Cas CND sur des pièces de géométrie plus générale
Les tests numériques sont ici effectués, dans un premier temps, sur des cas non
canoniques : bord de plaque tel que l’arête (Fig.4.13) et le coin (Fig. 4.14) pour
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Figure 4.12: Conditionnement de la matrice d’impédance en fonction de la fré-
quence (en base log10) et de la conductivité (en base log10) avec
4080 arêtes.
Figure 4.13: Déplacement de la bobine suivant l’axe x
Figure 4.14: Déplacement de la bobine suivant l’axe x = y
différents déplacements de la bobine. La variation d’impédance est comparée à celle
calculée par la méthode des éléments finis. Des résultats sont ensuite présentés sur
des variations de forme d’une plaque (Fig. 4.22).
On considère une plaque de dimension 10−2m× 10−2m× 1.55 10−3m (L×l×h)
σ (S/m) f (Hz) εr k1 (m−1)
Configuration 1 105 106 1-1.8 109j 628.32+628.32j
Configuration 2 106 105 1-1.8 1011j 628.32+628.32j
Configuration 3 107 104 1-1.8 1013j 628.32+628.32j
Tableau 4.5: Configurations pour la pièce et la bobine
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et de conductivité σ et une bobine circulaire de rayon intérieur 10−3m, de rayon
extérieur 1.625 10−3m, de hauteur 2 10−3m, d’entrefer 3 10−4m, nombre de spires
328, d’intensité 10−3A et de fréquence f . La plaque est discrétisée avec NL×Nl×Nh
(= 10×10×5) éléments. On considère trois types de configurations (δ=1.6 10−3m)
pour la pièce et la bobine (Tab. 4.5).
Effets d’arêtes
Dans un premier temps, la bobine est déplacée suivant l’axe x (Fig. 4.13) pour
observer l’effet de bord causé par une arête.
La figure 4.15 représente les valeurs obtenues de la variation d’impédance pour
les trois configurations en fonction de la position de la bobine. Les figures 4.16 et
4.17 représentent les densités de courants M et J (resp.). La méthode éléments
finis [10, 25, 94, 111, 112] utilisée pour produire les résultats de référence 3 utilise un
raffinement automatique du maillage piloté par l’écart entre les formulations A-V et
T-Phi, qui encadrent la valeur théorique
αA-V+ (1− α)T-Phi, α ∈ [0, 1].
Cette approche est particulièrement efficace lorsqu’une zone spécifique demande un
surmaillage (typiquement en présence d’un défaut). Les résultats présentés corres-
pondent à α=1/2 avec 104796 arêtes.
Effets de coins
Dans un second temps, la bobine est déplacée suivant l’axe x = y (Fig. 4.14)
pour observer l’effet de coin. La figure 4.18 représente les valeurs obtenues de la
variation d’impédance pour les trois configurations en fonction de la position de la
bobine. Les figures 4.19 et 4.20 représentent les densités de courants M et J (resp.).
Les résultats obtenus par la formulation SIE sont en accord avec ceux calculés
par la méthode des éléments finis. L’écart observé sur la partie imaginaire semble
provenir du calcul de la valeur d’impédance dans le vide. Dans notre cas, la valeur
d’impédance dans le vide est Zinc=114.68j Ω. Nous regroupons les résultats obtenus
pour la configuration 2 et pour les deux déplacements sur la figure 4.21, en ajoutant
la valeur d’impédance dans le vide Zinc et celle dans une plaque infinie Zmilieu=3.6057
+ 111.81j Ω. Les résultats de la variation d’impédance obtenues sont bien compris
entre Zmilieu (lorsque la bobine est au centre de la pièce) et Zinc (lorsque la bobine
s’éloigne de la pièce). Notons que l’écart obtenu au centre de la pièce correspond aux
contributions des effets de bords (car Zmilieu est calculée pour une plaque infinie).
En considérant une plaque plus large, 2 10−2m× 2 10−2m× 1.55 10−3m, nous avons
obtenu Zpièce=3.8+111.8j Ω ≃ Zmilieu par la formulation SIE.
3. Je remercie le Laboratoire de Génie Electrique de Paris (LGEP) de leur aide préciseuse lors
de ces validations expérimentales.






























































































































(f) Configuration 3 : partie imaginaire
Figure 4.15: Partie réelle (à gauche) et partie imaginaire (à droite) de la variation
d’impédance pour les configurations 1 (a,b), 2 (c,d) et 3 (e,f) en
fonction de la position du capteur x (y=5 10−3m) : - valeurs obtenues
par la formulation SIE pour 1020 arêtes, (+,+,+) valeurs obtenues
par la méthode Elements finis pour la formulation A-V, T-Phi et
α=1/2 (resp.) pour 104796 arêtes.
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(a) x=6.3 10−3m (b) x=6.3 10−3m
(c) x=7.5 10−3m (d) x=7.5 10−3m
(e) x=8.8 10−3m (f) x=8.8 10−3m
(g) x= 10−2m (h) x= 10−2m
Figure 4.16: Partie réelle (à gauche) et partie imaginaire (à droite) de la densité
de courant M pour δ=1.6 10−3m (f= 105Hz et σ= 106S/m) pour
différentes positions du capteurs x (y=5 10−3m) : résultats obtenus
pour 1020 arêtes
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(a) x=6.3 10−3m (b) x=6.3 10−3m
(c) x=7.5 10−3m (d) x=7.5 10−3m
(e) x=8.8 10−3m (f) x=8.8 10−3m
(g) x= 10−2m (h) x= 10−2m
Figure 4.17: Partie réelle (à gauche) et partie imaginaire (à droite) de la densité
de courant J pour δ=1.6 10−3m (f= 105Hz et σ= 106S/m) pour
différentes positions du capteurs x (y=5 10−3m) : résultats obtenus
pour 1020 arêtes






























































































































(f) Configuration 3 : partie imaginaire
Figure 4.18: Partie réelle (à gauche) et partie imaginaire (à droite) de la variation
d’impédance pour les configurations 1 (a,b), 2 (c,d) et 3 (e,f) en
fonction de la position du capteur x = y : - valeurs obtenues par la
formulation SIE pour 1020 arêtes, (+,+,+) valeurs obtenues par la
méthode Elements finis pour la formulation A-V, T-Phi et α=1/2
(resp.) pour 104796 arêtes.
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(a) x=6.3 10−3m (b) x=6.3 10−3m
(c) x=7.5 10−3m (d) x=7.5 10−3m
(e) x=8.8 10−3m (f) x=8.8 10−3m
(g) x= 10−2m (h) x= 10−2m
Figure 4.19: Partie réelle (à gauche) et partie imaginaire (à droite) de la densité
de courant M pour δ=1.6 10−3m (f= 105Hz et σ= 106S/m) pour
différentes positions du capteurs x = y : résultats obtenus pour 1020
arêtes
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(a) x=6.3 10−3m (b) x=6.3 10−3m
(c) x=7.5 10−3m (d) x=7.5 10−3m
(e) x=8.8 10−3m (f) x=8.8 10−3m
(g) x= 10−2m (h) x= 10−2m
Figure 4.20: Partie réelle (à gauche) et partie imaginaire (à droite) de la densité
de courant J pour δ=1.6 10−3m (f= 105Hz et σ= 106S/m) pour
différentes positions du capteurs x = y : résultats obtenus pour 1020
arêtes















































Figure 4.21: Partie réelle (a) et partie imaginaire (b) de la variation d’impédance
pour la configuration 2 en fonction de la position du capteur x pour
les 2 déplacements : valeurs obtenues pour 1020 arêtes avec −− la
valeur de Zmilieu et −− la valeur de Zinc.
Variations de forme d’une plaque
Nous considérons à présent des variations de forme d’une plaque de dimension
1.4 10−2m × 10−2m × 1.55 10−3m (L×l×h) et de conductivité σ= 106S/m (Fig.
4.22(a)). Trois types de variations sont testées :
– une variation de l’épaisseur de 4.5 10−4m de manière linéaire entre x = 6 10−3m
et x = 8 10−3m (Fig. 4.22(b)),
– une courbure de la plaque pour un rayon de courbure R = 1.25 10−2m et
θ ∈ [−22.91˚ , 22.91˚ ] (Fig. 4.22(c)),
– une combinaison des deux variations (Fig. 4.22(d)).
La plaque d’origine est discrétisée avec NL×Nl×Nh (=21×15×6) éléments répartis
uniformément dans chaque direction, ce qui donne au total 1062 arêtes. Les maillages
sont les images du maillage d’origine par la déformation. La bobine précédente, de
fréquence f= 105Hz et d’épaisseur de peau δ=1.6 10−3m, est déplacée suivant l’axe
x au milieu de la longueur de la pièce (y = 5 10−3m).
Pour une configuration donnée, le temps de calcul pour l’assemblage de la ma-
trice et la résolution du problème est de 12 minutes (sur une machine munie d’un
Intel Core 17CPU 870, 2.93 GHz). Les variations d’impédances pour les différentes
configurations géométriques sont représentées sur les figures 4.23.
Défaut rectangulaire sur une plaque
Nous considérons maintenant une plaque de dimension 2.8 10−2m× 1.9 10−2m×
1.55 10−3m (L×l×h) et de conductivité σ= 106S/m avec un défaut rectangulaire
de dimension 10−3m × 10−3m × 0.62 10−3m (L×l×h) du côté de la bobine. La
discrétisation de la pièce et celle du défaut sont décrites suivant x et y sur la figure
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(a) Configuration d’une plaque
(b) Configuration d’une plaque avec variation d’épaisseur
(c) Configuration d’une plaque avec une légère courbure
(d) Configuration d’une plaque avec une légère courbure et une
variation d’épaisseur
Figure 4.22: Configurations des géométries complexes traitées
4.25. Nous avons discrétisé l’épaisseur du défaut avec 4 éléménts et celle du reste
de la plaque avec 2 éléments, ce qui donne au total 9760 éléments (17520 arêtes).
La bobine précédente, de fréquence f= 105Hz et d’épaisseur de peau δ=1.6 10−3m,
est déplacée suivant l’axe x = [−5 10−3m, 33 10−3m] (y = 9.5 10−3m). Le temps de
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(a) Position de la bobine : toute la pièce























(b) Position de la bobine : toute la pièce





















(c) Position de la bobine : centre de la pièce

























(d) Position de la bobine : centre de la pièce





















(e) Position de la bobine : bord de la pièce






















(f) Position de la bobine : bord de la pièce
Figure 4.23: Partie réelle (à gauche) et partie imaginaire (à droite) de la variation
d’impédance pour δ=1.6 10−3m (f= 105Hz et σ= 106S/m) en fonc-
tion de la position du capteur x pour les différentes configurations
présentées sur la figure 4.22 : valeurs obtenues pour 1062 arêtes.
calcul pour l’assemblage de la matrice et la résolution du problème est d’environ de
14 heures (dont 45 minutes pour l’affichage des densités de courants J et M) sur
une machine munie d’un processeur Intel Xeon X5482 (3.2GHz), 24Go de RAM.
Nous représentons les densités de courants M et J sur la figure 4.28, la varia-
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(a) Configuration (a) (b) Configuration (a)
(c) Configuration (b) (d) Configuration (b)
(e) Configuration (c) (f) Configuration (c)
(g) Configuration (d) (h) Configuration (d)
Figure 4.24: Partie imaginaire de la densité de courant J pour δ=1.6 10−3m
(f= 105Hz et σ= 106S/m) pour les différentes configurations pré-
sentées sur la figure 4.22 : résultats obtenus pour 1062 arêtes vu de
dessus (à gauche) et vu de dessous (à droite)
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tion d’impédance sur la figure 4.26. Lorsque la bobine est à proximité du défaut
(Fig. 4.27 en rouge), nous observons que la partie réelle de la variation d’impédance
calculée par la formulation SIE concorde avec celle obtenue par le logiciel CIVA (ap-
proche VIE). En revanche, la partie imaginaire de la variation d’impédance souffre
de bruit numérique au dessus du défaut (que l’on retrouve dans la densité de courant
magnétique, Fig. 4.28 (c)). La version actuelle de notre code ne permettant pas de
travailler avec davantage d’inconnues (i.e. pas d’inversion de matrice par blocs), nous
n’avons pas réalisé de calculs plus fins bien que nous ayons constaté une amplifica-
tion de ce bruit avec un relâchement du maillage 4. Par ailleurs, la dégradation du
conditionnement due à un sur-maillage risquerait de rendre non-inversible la matrice
d’impédance. Ce phénomène est mis en évidence dans la section suivante.
4.2.3 Limites de la méthode
Nous souhaitons à présent considérer le cas d’une entaille (au centre d’une
plaque) de largueur plus fine que le défaut précédent. Un cas test présenté dans CIVA
considère une entaille de dimension 2 10−2m×1.1 10−4m×6.2 10−4m (L×l×h). Pour
des raisons de précision, il est nécessaire de mettre plusieurs mailles pour représenter
correctement l’entaille.
Or, nous avons remarqué dans la section 4.1.2 que l’opérateur L est mal condi-
tionné pour de petites arêtes (par rapport à la longueur d’onde). Le conditionnement
de Z est si mauvais qu’il entraîne une solution erronée, même avec un solveur direct.
Cela vient du fait qu’au sein de l’opérateur L, la contribution du potentiel vectoriel
est très faible par rapport à celle du potentiel scalaire. Elle est si faible qu’elle finit par
passer sous le seuil de précision de la machine (i.e. considérée comme nulle) [77,136].
Or, ces contributions sont indispensables au caractère bien posé du problème. Une
bonne prise en compte de ces termes devrait pouvoir être obtenue en appliquant une
décomposition de Helmholtz sur les fonctions de base qui approchent les densités de
courants surfaciques [141]. Notons que pour le cas PEC avec une machine à double
précision et une résolution du système par un solveur direct, cette rupture apparait
avec des objets dont la taille des arêtes est inférieure à 8 10−8λ0 (m) [95]. Or, le
maillage de notre pièce contient une taille d’arêtes très petite. Par exemple avec la
configuration 2 (Tab. 4.5), pour 3 éléments suivant la largeur de l’entaille, la taille
d’une arête est de 3.6 10−5 = 7.2 10−3|λ1| = 1.2 10−8λ0 (m).
Afin de mettre en évidence le problème numérique lié aux petites arêtes, nous
considérons le cube homogène conducteur présenté dans la section 4.1.3 (d’arête
a = λ0/5 = 0.2m). Le cube est discrétisé avec NL ×Nl ×Nh (=8× 8× 8) éléments
et on ajoute 8 éléments entre x = 9.99 10−2m et x = 10.01 10−2m. Cela donne des
tailles d’arêtes de 2.5 10−5m.
Nous allons observer la partie imaginaire de la densité de courant J pour ces deux
4. Nous avons représenté la variation d’impédance pour une discrétisation du défaut comportant
uniquement 1 élément suivant x et 1 élément suivant y (6118 éléments et donc 12236 arêtes) en
vert sur la figure 4.27 (5 heures et 30 minutes de calculs).
60 4. Validations numériques
Figure 4.25: Discrétisation de la pièce et du défaut (en rouge).
















































Figure 4.26: Variation d’impédance par la formulation SIE (en rouge) et par CIVA
(en bleu) en fonction de la position de la bobine pour δ=1.6 10−3m
(f= 105Hz et σ= 106S/m) : résultats obtenus pour 17520 arêtes












































Figure 4.27: Variation d’impédance calculée par la formulation SIE (en rouge pour
17520 arêtes et en vert pour 12236 arêtes) et par CIVA (en bleu) en
fonction de la position de la bobine (à proximité du défaut) pour
δ=1.6 10−3m (f= 105Hz et σ= 106S/m).
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(a) Partie réelle de J
(b) Partie imaginaire de J
(c) Partie réelle de M
(d) Partie imaginaire de M
Figure 4.28: Représentation des densités de courants J et M pour δ=1.6 10−3m
(f= 105Hz et σ= 106S/m) sur toute la pièce (à gauche) et à proximité
du défaut (à droite) : résultats obtenus pour 17520 arêtes
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configurations : une variation de εr = 1 − j10K1 avec f = c pour K1 = 6, 4, 2 (Fig.
4.29 à gauche) et une variation de f = c/K2 avec εr = 1 − j106 pour K2 = 2, 4, 8
(Fig. 4.29 à droite). Les épaisseurs de peau et les tailles des arêtes pour chaque
configuration sont décrites dans le tableau 4.6. Pour la configuration avec f = c,
nous remarquons que les vecteurs des densités de courants J sont en accord avec
la référence de la littérature pour une taille d’arête de 3.5 10−2|λ1| m. Par contre,
nous observons un phénomène de rupture dès que la taille d’arête est inférieure à
3.5 10−3|λ1| m. Pour la configuration avec εr = 1 − j106, nous observons que le
phénomène de rupture risque d’être présent dès que la taille des arêtes est inférieure
à 8.9 10−3|λ1|.
Configuration 1 K1 = 6 K1 = 4 K1 = 2
δ (m) 2.25 10−4 2.3 10−3 2.25 10−2
|λ1| (m) 7.0 10−4 7.1 10−3 7.1 10−2
Taille des arêtes (m) 3.5 10−2|λ1| 3.5 10−3|λ1| 3.5 10−4|λ1|
Configuration 2 K2 = 2 K2 = 4 K2 = 8
δ (m) 4.5 10−4 9 10−4 1.8 10−3
|λ1| (m) 1.4 10−3 2.8 10−3 5.7 10−3
Taille des arêtes (m) 1.7 10−2|λ1| 8.9 10−3|λ1| 4.4 10−3|λ1|
Tableau 4.6: Epaisseurs de peau et tailles des arêtes par rapport à |λ1| pour la
configuration 1 (εr = 1 − j10K1 avec f = c) et la configuration 2
(f = c/K2 avec ε
r = 1− j106)
4.2.4 Conclusion
Après une validation de la formulation SIE dans la section 4.1, des tests nu-
mériques de la formulation SIE ont été effectués dans le contexte CND. Dans un
premier temps, la bobine est placée au centre d’une plaque suffisamment grande
pour négliger l’influence des bords. Les résultats obtenus par la formulation SIE
concordent avec ceux calculés par la méthode de Dodd et Deeds, sauf pour les fré-
quences inférieures à 103Hz où le conditionnement de la matrice d’impédance est si
mauvais qu’il fausse la validité de la solution calculée par la formulation SIE.
Des tests numériques sont ensuite réalisés sur des géométries plus générales. Les
effets de bords de plaque tels que l’arête et le coin ont été pris en compte (les résultats
sont en accord avec ceux obtenus par la méthode des éléments finis). Des résultats
sur des variations de forme d’une plaque et sur une plaque comportant un défaut
rectangulaire ont été présentés. Finalement, un problème numérique lié à la taille
des arêtes par rapport à la longueur d’onde |λ1| a été mis en évidence sur un cube
homogène conducteur. Le phénomène de rupture a été observé dès que la taille des
arêtes est de l’ordre de 5 10−3|λ1| m.
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(a) K1 = 6 (b) K2 = 2
(c) K1 = 4 (d) K2 = 4
(e) K1 = 2 (f) K2 = 8
Figure 4.29: Représentation de la partie imaginaire des vecteurs du courants J
(polarisation φφ) pour un cube d’arête λ0/5 avec f = c et ε
r =
1− j10K1 (à gauche) et avec f = c/K2 avec εr = 1− j106 (à droite)




Résolution numérique à l’aide de la
méthode multipôle rapide
Dans le chapitre précédent, le problème a été ramené à un système linéaire (3.2)
de type ZX = b. Le problème a été traité à l’aide d’un solveur direct, qui requiert
l’assemblage complet de la matrice Z puis son inversion. Lorsque la fréquence est
constante, le nombre d’onde k1 intervenant dans le calcul de la matrice Z ne varie pas
pour une même pièce traitée. Cela permet de calculer plusieurs seconds membres
à l’aide de la même matrice Z, car cette dernière est dans ce cas, indépendante
du second membre. L’avantage de ce solveur est la résolution de plusieurs seconds
membres une fois la matrice Z inversée, ce qui signifie donc plusieurs positions du
capteur dans notre application. Par contre, pour la résolution d’un système plein
avec N inconnues, cette démarche est consommatrice en stockage mémoire O(N2)
et en temps de calcul O(N3). Ces incovénients limitent le problème en nombres
d’inconnues. Pour contourner cette difficulté, la méthode itérative "classique" (de
type GMRES [7, 108, 113, 114]) permet la résolution du problème par des produits
matrice-vecteur à chaque itération O(N2), ce qui permet d’améliorer les temps de
calcul. Cependant, cette méthode reste tout de même limitée en nombre d’inconnues
et rend par ailleurs difficile le traitement économique de seconds membres multiples.
Les produits matrice-vecteur utilisés dans la méthode itérative peuvent être accé-
lérés et allégés en mémoire par la méthode multipôle rapide (Fast Multipole Method
ou FMM) [20,24,34,35,124]. La complexité du produit matrice-vecteur est alors ré-
duite à O(N3/2) ou O(N logN) selon la variante (mono-niveau ou multi-niveau,
respectivement) de la FMM utilisée. L’idée est de regrouper les inconnues par pa-
quets selon un critère de proximité. Le produit matrice-vecteur est alors calculé en
utilisant non plus les inconnues locales, mais des points fictifs équivalents permet-
tant ainsi de traiter l’information par paquets (pour un algorithme mono-niveau)
ou par paquets de paquets (pour un algorithme multi-niveaux). Nous rappelons le
principe de la méthode multipôle rapide, connu, dans ce chapitre. Les résultats de
tests numériques préliminaires sont ensuite présentés. Ce travail préliminaire est ef-
fectué dans le but d’une future incorporation de la méthode FMM à la formulation
SIE dans le contexte CND.
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5.1 Principe de la méthode
5.1.1 Généralités




















où ϕt et ϕb sont définies respectivement sur K et K ′ (elles représentent soit ft,b
soit ∇ft,b dans nos applications), gki la fonction de Green et α′b les inconnues à
déterminer. On s’intéresse par la suite à






gki(r − r′)ϕb(r′)α′bdr′dr. (5.1)
L’idée de base de la méthode FMM est de séparer les variables r et r′ afin de pouvoir
transformer une intégrale double de type (5.1) en somme de produits d’intégrales
simples. Pour cela, la fonction de Green doit être réécrite différemment. Cette réécri-
ture déterminera la forme que prendront les fonctions manipulées par la méthode
FMM. Pour fixer les idées, considérons la configuration représentée sur la figure

















Pour une configuration avec plusieurs points sources r (centrés en O) et obser-
vations r′ (centrés en O′), les interactions peuvent être calculées soit une par une
(Fig. 5.2 (a)) , soit à l’aide de la méthode FMM (Fig. 5.2 (b)) en 3 étapes :
– une centralisation des éléments ri vers O,
– une fonction de transfert est appliquée de O à O′ ,
– une redistribution vers les éléments r
′
i à partir de l’information en O
′ .
La méthode FMM permet de condenser les effets d’une multitude de sources et de
créer une source équivalente. L’effet de cette source est calculé en un point d’obser-
vation équivalent, et enfin redistribué localement aux points d’observation réels.
Figure 5.1: Configuration type
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(a) (b)
Figure 5.2: Traitement des interactions (a) sans et (b) avec la FMM
Afin de pouvoir regrouper par paquets les points d’observations et les points
sources de l’intégrale (5.1), l’espace est découpée en régions de tailles homogènes.
Après avoir discrétisé la frontière Γ de la pièce, une grille 3D cubique de pas a englo-
bant la pièce est construite. Seuls les cubes d’intersections non-vide avec la surface
de la pièce sont conservés. Le résultat final est une grille 3D régulière (Fig. 5.3). En
choisissant un point d’observation, on définit le paquet d’observation contenant ce
point, ainsi que les paquets adjacents au paquet précédent, dits paquets proches, et
les paquets non-adjacents, dit paquets lointains.
Figure 5.3: Découpage de la pièce avec une grille 3D
On considère alors deux types d’interactions entre paquets : les interactions loin-
taines (Fig. 5.4 a) et les interactions proches (Fig. 5.4 b).
– Si les deux paquets sont voisins, alors la séparation de variables dans la fonction
de Green n’est pas valide. Les interactions de l’intégrale (5.1), dites interac-
tions proches se calculent alors directement à l’aide de méthodes classiques
d’intégration comme dans la section 3.3.
– Si les deux paquets ne sont pas voisins, les interactions dites lointaines se
calculent à l’aide de l’algorithme FMM.
68 5. Résolution numérique à l’aide de la méthode multipôle rapide
(a) (b)
Figure 5.4: (a) Interactions FMM lointaines et (b) interactions FMM proches par
rapport au paquet d’observation choisi
5.1.2 Algorithme FMM
On souhaite calculer l’intégrale (5.1) qui fait intervenir la fonction de Green, selon
le principe (5.2). Le théorème d’addition de Gegenbauer [1] permet de développer la








(−1)l(2l + 1)h(1)l (ki|R|)jl(ki|R0|)Pl(cos(R,R0)), (5.3)
où h(1)l est la fonction sphérique de Hankel de première espèce d’indice l, jl la fonction
sphérique de Bessel, et Pl le polynôme de Legendre d’ordre l.
Cette forme du théorème de Gegenbauer ne sépare pas complètement les variables
R et R0, mais met déjà en évidence la question de la troncature de la série tout en
garantissant un contrôle de l’erreur. Dans le cas où ki est réel, un contrôle simple
de l’erreur de troncature est donné dans [33] pour une convergence de la série de
Gegenbauer sur






, z0 ∈ R3.
Dans le cas d’une partition de Γ à l’aide d’une grille cubique 3D de pas a, la condition
(5.4) peut s’écrire, en considérant deux paquets P et P ′ de centres respectifs O et
O
′ , sous la forme suivante
|O −O′ | ≥ 2aα0,
critère qui s’applique aisément dans le cadre FMM précédemment décrit. Afin de
décrire le principe de la méthode FMM, posons
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où ψl est régulière près de l’origine O′ , φl est régulière à l’infini et O′ est un certain
point telle que l’inégalité |−−→O′r| > |−−→O′r′ | soit satisfaite. On se reportera aux sections
5.2 et 5.3 pour les détails de ψl et de φl selon le choix de la décomposition de la




















′dr, r ∈ K et r′ ∈ K ′,
Les trois étapes de la méthode FMM sont décrites ci-dessous.
Etape 1. Cette étape consiste à calculer un terme source placé en O′ et équivalent
à la concentration des points sources r′ sur l’élément K ′. On qualifie de "moment
multipôle" le terme résultant de l’influence des points sources (Fig. 5.5). L’intégrale




















Figure 5.5: Concentration des points sources r′ vers le moment multipôle O′
Etape 2. Il s’agit maintenant de calculer l’influence en O du terme placée en
O




























Cette formulation est utilisé pour transférer le moment multipôle centré en O′ vers
le moment multipôle en O.
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Figure 5.6: Etape de transfert
Etape 3. Pour l’étape finale, l’information située au moment multipôle O est










Figure 5.7: Redistribution de l’information du moment multipôleO vers les points
d’observations r
5.1.3 Choix de la formulation FMM
Dans la littérature, différentes décompositions FMM sont possibles : celle dite
Haute Fréquence (ou HF) [73,102,103,122], celle à Basse Fréquence (ou BF) [49,92,
139] et celle à toute fréquence [22]. Le choix de la décomposition FMM ne dépend
pas uniquement de la fréquence mais aussi et surtout de la conductivité σ de la pièce.




Comme les applications CND utilisent des bobines à basses fréquences, il est logique
de penser que la décomposion FMM BF est la mieux adaptée pour ce type d’ap-
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Une forte conductivité σ et une basse fréquence f peuvent induire un nombre adi-
mensionnel |k1|a élevé. La question se pose alors sur le choix de la décomposition
FMM dans la pièce V1, contrairement à l’air où le choix de la formulation FMM
BF s’impose naturellement. En effet, pour une taille de paquet variant de 3 10−3m
à 10−2m, le nombre adimensionnel |k1|a dans le vide est compris entre 0.0188 et
0.0628. Pour une pièce de conductivité variant de 7 105S/m à 3 107S/m et une fré-
quence f de 104Hz à 107Hz, ce nombre adimensionnel varie entre 0.16 à 344.14. Nous
présentons dans un premier temps les formulations FMM HF et FMM BF. Des tests
numériques sont ensuite effectués afin d’évaluer la précision de ces deux formulations
et de déterminer la formulation FMM la mieux adaptée pour le contexte CND.
5.2 Formulation FMM BF
La décomposition de la fonction de Green (2.4) en FMM BF [49, 92, 139] est
définie par















r), |−−→O′r| > |−−→O′r′ |, (5.5)






























′ |)Y mn (Ô′r′).
Dans ces formulations, jn(z) et h
(1)
n (z) sont des fonctions de Bessel sphérique et des
























































Notons que cette méthode est limitée à la basse fréquence car les fonctions de Wi-
gner (5.6) permettent de bonnes approximations pour de faibles valeurs de nombres
d’onde. Cependant, la nécessité de considérer beaucoup de termes (dans la somma-
tion) pour approcher correctement les grandes valeurs de k1 limite cette méthode
à la basse fréquence. Les 3 étapes de la méthode FMM sont décrites comme précé-
demment.
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Etape 2. À l’aide du symbole de Wigner-3j [50,76,80], la propriété suivante permet
de décomposer la fonction Omn en somme de produit de deux fonctions de variables
O
′













(2n′ + 1)(−1)m+n′Wn,n′,m,m′,l · · ·









où Wn,n′,m,m′,l est donné par :














représente le symbole de Wigner-3j. Sa






(j1 + j2 − j3)!(j1 − j2 + j3)!(−j1 + j2 + j3)!
(j1 + j2 + j3 + 1)!
]1/2
· · ·
· · · ×
[
(j1 +m1)!(j1 −m1)!(j2 +m2)!(j2 −m2)!(j3 +m3)!(j3 −m3)!
]1/2
· · ·
· · · ×
∑
i
(−1)i+j1−j2−m3[(j3 − j2 +m1 + i)!(j3 − j1 −m2 + i)!]−1
i!(j1 + j2 − j3 − i)!(j1 −m1 − i)!(j2 +m2 − i)! .
La sommation sur i est telle que chaque nombre dans les parenthèses du dénomina-






























5.3 Formulation FMM HF 73








(2n′ + 1)Mm′n′ (O)









Troncature. Afin d’approcher la série infinie dans (5.5) pour le cas d’un nombre
d’onde k1 réel, la troncature proposée par Song at al. [121] est utilisée
Lref(k1, a) = k1
√
3a+ 5 ln(pi + k1
√
3a). (5.7)
5.3 Formulation FMM HF
La décomposition de la fonction de Green en FMM HF utilise deux identités : la
forme particulière du théorème de Gegenbauer (5.3) et le développement en ondes







En posant R = r −O −O′ − r′ et R0 = O′ −O, la décomposition de la fonction
de Green en FMM HF (ou forme diagonale) est obtenue par

















Cette décomposition peut être réécrite par [73,102,103,122]













r′O′ds, |−−→O′r| > |−−→O′r′ |, (5.8)
où R = |r − r′ |, O et O′ sont les centres des deux paquets non-adjacents et la




O) est définis avec les polynômes de Legendre Pl de














O|)Pl(s · Ô′O). (5.9)


























Les trois étapes de la méthode FMM HF sont alors :
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Troncature Une étude réalisée par Sylvand [124] nous assure l’existence d’une
troncature convenable pour un nombre d’onde k1 réel. Dans la pratique, c’est un
point qui demeure assez empirique. La formule suivante donne de bons résultats,
avec une erreur en moyenne de l’ordre de 10−3 :
Lref(k1, a) =
√
3k1a+ 7, 5 log10(
√
3k1a+ pi). (5.10)
5.4 Premiers tests numériques du développement
Dans la littérature, plusieurs études ont été faites [33, 124, 139] sur le rôle, et le
contrôle, des paramètres FMM, et notamment les troncatures de sommations, pour
les problèmes électromagnétiques. Cependant, notre domaine d’applications diffère
des situations en raison de la forte conductivité de la pièce, de la basse fréquence
et des ordres de grandeur associés aux applications visées. Dans les applications en
furtivité radar par exemple, les objets sont diélectriques, ce qui donne le nombre
d’onde réel, et la taille d des objets est de l’ordre de λ. Or dans le contexte CND, la
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taille des pièces traitées est de l’ordre de 10−2m, c’est-à-dire de l’ordre de 10−9λ0 et
le problème fait intervenir un nombre d’onde k1 complexe dû à la forte conductivité







où la fréquence f varie de quelques Hz à une centaine de kHz, voire MHz et la
conductivité de 7 105S/m à 3 107S/m. De ce fait, nous proposons de premiers tests
numériques concernant les paramètres FMM dans le contexte CND faisant inter-
venir des nombres d’onde complexes. Les perspectives de ces tests numériques sont
l’incorporation de la méthode FMM à la méthode intégrale SIE sur l’architecture du
code SIE en Matlab. Les tests numériques ont directement été faits sur l’architecture
de ce code. Ainsi les bases de l’implémentation de la méthode FMM sont déjà en
place pour une incorporation complète de la méthode FMM à la méthode intégrale
SIE. Les tests numériques qui suivent étudient la précision du calcul de la double








gki(r − r′)drdr′ , r ∈ K, r′ ∈ K ′ (5.11)
en comparant son calcul explicite aux calculs FMM BF et FMM HF dans deux
paquets multipôles lointains comme décrits sur la figure 5.8.
Considérons une pièce de dimension 4 10−2m en longueur, 4 10−2m en largeur et
2 10−3m de hauteur, dont la frontière est discrétisée avec des élements de 10−3m, et
deux paquets non adjacents de taille a variant de 3 10−3m à 10−2m. Par exemple,
si la taille des paquets de la figure 5.8 est de 10−2m, il y a 200 points par paquet,
de sorte que 40 000 interactions doivent être calculées dans le calcul explicite et 401
interactions pour la méthode multipôle. Même si moins d’interactions sont necés-
saires avec la méthode FMM, le temps de calcul pour l’intégrale (pour la FMM HF)
et les sommations (pour la FMM BF) doit être pris en compte pour comparer ces
méthodes.
Le but principal de cette étude n’est pas de mesurer l’accélération de la mé-
thode (qui est déjà, en théorie, connue). L’objectif de cette étude est de définir les
conditions dans lesquelles le calcul FMM fonctionne correctement (précision, conver-
gence...) dans le contexte CND. Nous considérons, dans nos tests, uniquement les
Figure 5.8: Comparaison d’un calcul explite aux calculs FMM entre deux paquets
lointains
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paquets lointains. Cela nous permet d’éviter le calcul des interactions proches, qui
augmente avec la taille des paquets multipôles pour une discrétisation fixée.
5.4.1 Test numérique de la formulation FMM HF
Pour une configuration donnée, on étudie dans un premier temps la variation de
la précision de la formulation FMM HF. La précision de cette formulation dépend de
deux paramètres : la troncature L de la fonction de transfert (5.9) et la quadrature
pour l’intégrale sur la sphère unité (5.8). L’intégrale sur la sphère unité est approchée
par une quadrature à 2Q+1 points de Gauss-Legendre sur θ = [0, 2pi] (longitude θ)
et Q+ 1 points de Gauss-Legendre sur φ = [0, pi] (latitude φ).
Dans la littérature, les points uniformes sont plutôt employés sur θ pour faciliter
la mise en oeuvre de l’algorithme FMM multi-niveaux [54,124], qui n’est pas abordé
dans cette étude. Pour un nombre d’onde réel k1, il est préconisé de prendre L + 1
termes suivant φ et 2L + 1 termes suivant θ et une troncature L calculée par la
formulation Lref (5.10) car ∀k1 ∈ R, Lref(k1 ∈ R, a) ∈ R. La question que l’on se
pose sur la troncature L : que prendre pour la troncature L lorsque le nombre d’onde
k1 est complexe, car Lref(k1 ∈ C, a) ∈ C. Pour nos tests numériques, deux points de
comparaisons se sont imposés naturellement :
Lreal = ℜ(Lref(k1 ∈ C, a)) (5.12)
Limag = ℑ(Lref(k1 ∈ C, a)). (5.13)
Les tests suivants calculent la précision de la formulation FMM HF dans le
contexte CND. Les paramètres L et Q observés sont comparés à ceux calculés par
les formulations Lreal (5.12) et Limag (5.13) afin de vérifier la validité de ces dernières
dans notre domaine d’applications. Plusieurs tests numériques sont effectués sur le
maillage précédemment donné. Tout d’abord, la taille a des paquets, la fréquence
f et la conductivité σ de la pièce sont fixées. Ensuite d’autres tests prennent en
compte la variation de ces paramètres. Finalement, la cohérence des formulations
Lreal (5.12) et Limag (5.13) dans le contexte CND est étudiée avec les paramètres
obtenus.
Première étude de la formulation FMM HF
Considérons deux paquets de taille a=3 10−3m où les centres de paquets sont
éloignés de 2a, une bobine de fréquence f= 103Hz et une pièce de conductivité
σ=7 105S/m (k1=52+52j m−1 et δ=1.9 10−2m). Observons l’erreur relative de la
formulation FMM HF par rapport au calcul explicite en fonction de L et Q sur la
figure 5.9.
Notons que l’erreur relative est acceptable à 10−3 près pour la zone bleue. Pour
le paramètre L, la formulation FMM HF converge pour une précision à 10−3 près
dès que L = 2. Par exemple, la figure 5.10 (a) représente la variation de l’erreur de
la formulation FMM HF pour L = 2 en fonction des points de quadrature.
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Figure 5.9: Erreur relative (en base log10) de la formulation FMM HF en fonction
de L et de Q pour δ=1.9 10−2m (k1 = 52 + 52j m
−1) et a=3 10−3m






















































Figure 5.10: Erreur relative (en base log10) de la formulation FMM HF (a) en
fonction de Q pour L = 2 et (b) en fonction de L pour Q = 6, pour
δ=1.9 10−2m (k1 = 52 + 52j m
−1) et a=3 10−3m
La formulation FMM HF converge pour une précision à 10−3 près pour L = 2 et
dès que Q = 6. Cependant, notons que pour Q fixé, la formulation FMM HF diverge
au-delà d’une certaine valeur de L. Par exemple, la figure 5.10 (b) représente la
variation de l’erreur de la formulation FMM HF en fonction de L pour Q = 6.
On peut se demander si la précision ne vient pas du nombre de points de qua-
dratures sur les deux intégrales sur les élements K et K ′ dans (5.11). Un test a été
fait avec 25 points de quadratures au lieu 4 points de quadratures pour estimer ces
deux intégrales. Mais le fait de prendre plus de points de quadratures pour estimer
ces deux intégrales semble avoir peu d’influence sur la précision de la formulation
FMM HF. La divergence observée sur la figure 5.10 (b) vient du fait que la fonction
de transfert fait intervenir des fonctions h(1)l (x) (fonction de Hankel sphérique de
première espèce d’indice l) qui diverge lorsque l tend vers +∞. De là survient toute
la difficulté : il faut prendre suffisamment de termes dans la fonction de transfert
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pour que la convergence ait lieu dans la formulation, mais pas trop car sinon la série
(5.9) diverge.
Etude en fonction de la taille des paquets
Considérons la même configuration (une bobine de fréquence f= 103Hz, une pièce
de conductivité σ=7 105S/m et une épaisseur de peau δ=1.9 10−2m) mais avec des
paquets de taille a variant de 3 10−3m à 10−2m, où les centres des paquets sont
éloignés de 2a. La figure 5.11 représente la variation de l’erreur de la formulation
FMM HF selon la troncature L et le nombre de quadratures Q. Le tableau 5.1
regroupe les valeurs conseillées de la troncature L et du nombre de quadratures
Q pour une précision à 10−3 près de la formulation FMM HF pour δ=1.9 10−2m
(k1 = 52 + 52j m−1) selon les différentes tailles des paquets.
























































































































Figure 5.11: Précision (en base log10) de la formulation FMM HF en fonction de
L et de Q pour δ=1.9 10−2m (k1 = 52+52j m
−1) et pour différentes
tailles de paquets des paquets, où les centres de paquets sont éloignés
de 2a
5.4 Premiers tests numériques du développement 79


























Valeurs obtenues de L
Figure 5.12: Variation de la troncature L en fonction de la taille des paquets pour
δ=1.9 10−2m (k1=52+52j m
−1) pour une précision à 10−3 près de
la formulation FMM HF
a (m) 3 10−3 5 10−3 7 10−3 10−2
L 2 4 2 2
Q 6 9 6 6
Tableau 5.1: Valeurs conseillées de la troncature L et du nombre de quadrature Q
pour δ=1.9 10−2m (k1 = 52 + 52j m
−1) en fonction de la taille des
paquets pour une précision à 10−3 près de la formulation FMM HF
La figure 5.12 représente une comparaison des valeurs obtenues de la troncature
L avec les valeurs des formulations Lreal (5.12) et Limag (5.13) en fonction de la taille
des paquets pour δ=1.9 10−2m (k1=52+52j m−1).
La troncature de L semble se comporter de la même manière que les formulations
Lreal (5.12) et Limag (5.13) tout en restant entre ces deux formulations. Concernant
les points de quadratures sur la sphère, il semble nécessiter 3L + 1 termes en φ et
6L+ 1 termes en θ (avec Q = 3L) pour la discrétisation de la sphère unité. Notons
que classiquement, on utilise plutôt L+ 1 termes en φ et 2L+ 1 termes en θ.
Etude en fonction de la fréquence et de la conductivité
Considérons à présent les mêmes tests que précédemment avec une fréquence
f= 104Hz, une conductivité σ=3 107S/m et une épaisseur de peau δ=9.18 10−4m
(Fig. 5.13) et une fréquence f= 107Hz, une conductivité σ=7 105S/m et une épais-
seur de peau δ=1.9 10−4m (Fig. 5.14). Le tableau 5.2 regroupe les valeurs conseillées
de la troncature L et du nombre de quadratures Q pour une précision à 10−3 près de
la formulation FMM HF pour les deux cas selon les différentes tailles des paquets.
La figure 5.15 représente une comparaison des valeurs obtenues de la tronca-
ture L avec les valeurs des formulations Lreal (5.12) et Limag (5.13) en fonction
de la taille des paquets pour δ=9.18 10−4m (k1=344+344j m−1) et δ=1.9 10−4m
(k1=1662+1662j m−1).
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Figure 5.13: Précision (en base log10) de la formulation FMM HF en fonction
de L et de Q pour δ=9.18 10−4m (k1 = 344 + 344j m
−1) et pour
différentes tailles de paquets, où les centres de paquets sont éloignés
de 2a
δ=9.18 10−4m
a (m) 3 10−3 5 10−3 7 10−3 10−2
L 4 6 8 8
Q 8 11 14 14
δ=1.9 10−4m
a (m) 3 10−3 5 10−3 7 10−3 10−2
L 12 22 28 40
Q 19 36 42 62
Tableau 5.2: Valeurs conseillées de la troncature L et du nombre de quadrature
Q pour δ=9.18 10−4m (k1 = 344+344j m
−1) et δ=1.9 10−4m (k1 =
1662 + 1662j m−1) en fonction de la taille des paquets pour une
précision à 10−3 près de la formulation FMM HF
La troncature de L semble respecter la tendance suggérée par l’encadrement
des formulations d’ajustements Lreal (5.12) et Limag (5.13). Concernant les points
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Figure 5.14: Précision (en base log10) de la formulation FMM HF en fonction
de L et de Q pour δ=1.9 10−4m (k1 = 1662 + 1662j m
−1) et pour
différentes tailles de paquets, où les centres de paquets sont éloignés
de 2a
de quadratures sur la sphère, il semble nécessiter moins de termes lorsque |k1|a
augmente (entre Q = 2L à Q = 1.5L).
Nous en déduissons qu’en raison de la forte conductivité de la pièce, les formu-
lations Lreal (5.12) et Limag (5.13) peuvent être réutilisées, en les modifiant de telle
sorte qu’elles nous indiquent le comportement à suivre. Nous conseillons de choisir
la troncature LCND [72] suivante dans le domaine CND
LCND(k1, a) = 0.55(Lreal(k1, a) + Limag(k1, a)) (5.14)
avec
Lreal(k1, a) = ℜ(Lref(k1 ∈ C, a))
Limag(k1, a) = ℑ(Lref(k1 ∈ C, a))
Lref(k1, a) =
√
3k1a+ 7, 5 log10(
√
3k1a+ pi)
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Valeurs obtenues de L
(a) δ=9.18 10−4m



























Valeurs obtenues de L
(b) δ=1.9 10−4m
Figure 5.15: Variation de la troncature L en fonction de la taille des paquets
pour (a) δ=9.18 10−4m (k1=344+344j m
−1) et (b) δ=1.9 10−4m
(k1=1662+1662j m
−1) pour une précision à 10−3 près de la formu-
lation FMM HF
























Valeurs proposées L CND
Valeurs obtenues (cas 1)
Valeurs obtenues (cas 2)
(a) troncature L

























Valeurs proposees (1.5 L)
Valeurs proposees (1.2 L)
Valeurs obtenues (cas 1)
Valeurs obtenues (cas 2)
(b) quadrature Q
Figure 5.16: Variation des paramètres FMM HF en fonction de |k1|a
et le nombre de quadrature QCND suivant
QCND = 1.5LCND. (5.15)
Cependant, les tests numériques ont été effectués sur des paquets où les centres
sont éloignés de 2a. Lorsque tous les paquets sont pris en compte, les paquets plus
éloignés (par exemple, les paquets situés aux extrémités opposés de la pièce) sont
influencés par la décroissance exponentielle de la fonction de Green. D’autres confi-
gurations complètent les tests précédents en faisant varier la taille des paquets a (et
l’épaisseur de peau δ) situés aux extrémités opposés de la pièce (Fig. 5.17).
Les mêmes tests que précédemment sont proposés pour les épaisseurs de peau
δ=1.9 10−2m (Fig. 5.18), δ=9.18 10−4m (Fig. 5.19) et δ=1.9 10−4m (Fig. 5.20).
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(a) a=3 10−3m (b) a=5 10−3m
(c) a=7 10−3m (d) a= 10−2m
Figure 5.17: Distance de deux paquets multipôle selon la taille des paquets
Le tableau 5.3 regroupe les valeurs conseillées de la troncature L et du nombre de
quadrature Q pour une précision à 10−3 près de la formulation FMM HF selon les
différentes valeurs de k1 et des tailles des paquets.
δ=1.9 10−2m
a (m) 3 10−3 5 10−3 7 10−3 10−2
L 1 2 2 4
Q 3 5 5 8
δ=9.18 10−4m
a (m) 3 10−3 5 10−3 7 10−3 10−2
L 4 4 6 10
Q 8 8 11 18
δ=1.9 10−4m
a (m) 3 10−3 5 10−3 7 10−3 10−2
L 9 16 18 32
Q 17 25 27 51
Tableau 5.3: Valeurs obtenues de la troncature L et du nombre de quadrature Q
pour différentes valeurs de δ en fonction de la taille des paquets
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Figure 5.18: Précision (en base log10) de la formulation FMM HF en fonction de
L et de Q pour δ=1.9 10−2m (k1 = 52+ 52j m
−1) pour des paquets
de tailles différentes, situés aux extrémités opposées de la pièce
Notons le cas 1, la configuration où les centres des paquets sont éloignés de 2a
et le cas 2, celle où les paquets situés aux extrémités opposées de la pièce. La figure
5.16 regroupe les différentes valeurs obtenues de la troncature L et de la quadrature
Q en fonction du nombre adimensionnel |k1|a. Remarquons que le fait de considérer
le cas 2 nécessite moins de termes pour la troncature L et moins de termes pour
la quadrature Q que dans le cas 1 (Q = 1.2LCND au lieu de Q = 1.5LCND). La
troncature proposée en (5.14) et la quadrature en (5.15) restent valables quelque
soit la distance des paquets (la formulation FMM HF sera alors plus précise pour le
cas 2).
Bien que dans les applications CND, les problèmes électromagnétiques sont trai-
tés dans un régime en basse fréquence, la forte conductivité des pièces à traiter nous
conduit à utiliser la formulation FMM dite haute fréquence pour toutes les valeurs
de nombres d’onde utiliseés dans le domaine d’applications CND dans la pièce (V1).
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Figure 5.19: Précision (en base log10) de la formulation FMM HF en fonction
de L et de Q pour δ=9.18 10−4m (k1 = 344 + 344j m
−1) pour des
paquets de tailles différentes, situés aux extrémités opposées de la
pièce
5.4.2 Test numérique de la formulation FMM BF
Pour une configuration donnée, on étudie dans un premier temps la variation
de la précision de la formulation FMM BF par les mêmes tests que précédemment.
La précision de la formulation FMM BF ne dépend que d’un seul paramètre : la
troncature L de la sommation dans (5.5). Pour un nombre d’onde k1 réel, il est
préconisé de prendre L termes pour la troncature suivant la formulation Lref (5.7).
Des tests numériques étudient la précision de la formulation FMM BF selon la taille
a des paquets multipôles (la fréquence f et la conductivité σ de la pièce sont fixées).
D’autres tests étudient cette précision selon la fréquence f et la conductivité σ (la
taille a des paquets est fixée). Finalement, la cohérence de la formulation Lref (5.7)
est étudiée dans notre domaine d’applications avec les résultats obtenus.
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Figure 5.20: Précision (en base log10) de la formulation FMM HF en fonction de
L et de Q pour δ=1.9 10−4m (k1 = 1662 + 1662j m
−1) pour des
paquets de tailles différentes, situés aux extrémités opposées de la
pièce
Etude en fonction de la taille des paquets
Considérons deux paquets de taille variant de 3 10−3m à 10−2m dont les centres
sont éloignés de 2a, pour une fréquence f= 103Hz, une conductivité σ=7 105S/m et
donc une épaisseur de peau δ=1.9 10−2m. Observons la variation de la précision de
la formulation FMM BF selon la troncature L et la taille des paquets sur la figure
5.21.
Notons que l’erreur est acceptable à 10−3 près dès que L=2 pour les différentes
tailles de paquets. La variation de l’erreur pour L=1 en fonction de la taille des
paquets est représentée sur la figure 5.22.
Remarquons que plus la taille des paquets augmente et moins la formulation
FMM BF est précise pour L=1. Par contre, on obtient un résultat acceptable à 10−3
près dès que L=2 quelque soit la taille des paquets dans ce cas présent.
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Figure 5.21: Précision de la formulation FMM BF (en base log10) en fonction
de la troncature L et de la taille a des paquets pour δ=1.9 10−2m
(k1 = 52 + 52j m
−1)























Figure 5.22: Précision de FMM BF (en base log10) en fonction de la taille a des
paquets pour L=1 et δ=1.9 10−2m (k1=52+52j m
−1)
Etude en fonction de la fréquence et de la conductivité
Considérons à présent deux paquets de taille 3 10−3m, une fréquence f variant
de 103Hz à 107Hz et une conductivité σ de 7 105S/m à 3 107S/m. L’épaisseur de
peau varie donc de 1.9 10−2m à δ=2.9 10−5m et le nombre d’onde k1 de 52+52j m−1
à 5256+5256j m−1. Observons la variation de l’erreur en fonction du nombre d’onde
k1 sur la figure 5.23.
Remarquons que la formulation FMM BF peine à converger pour les grandes
valeurs de nombre d’onde. La convergence nécessite beaucoup trop de termes L. En
effet, les fonctions de Wigner permettent de bonnes approximations pour de faibles
valeurs de nombres d’onde. Cependant, ces fonctions nécessitent beaucoup de termes
pour approcher correctement de grandes valeurs de |k1|a. La formulation FMM BF
converge uniquement pour de faibles valeurs de |k1|a mais ne convient pas à de
nombreuses valeurs de nombres d’onde de nos applications.
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(a) en fonction de grandes valeurs de |k1|




























(b) en fonction de faibles valeurs de |k1|
Figure 5.23: Erreur relative (en base log10) de la troncature de la série FMM
BF en fonction de (a) grandes et (b) faibles valeurs de |k1| pour
a = 3 10−3m
Explication théorique
Il est également possible d’expliquer théoriquement ce résultat en analysant l’ex-
pression du nombre d’onde avec et sans atténuation :
– expression du nombre d’onde avec atténuation :
|k21| = |ω2µ0(ε0εd + jσ/ω)| ≃ ωµ0σ
– expression du nombre d’onde sans atténuation :
k21 = ω
2µ0ε0
Par exemple, dans les applications CND utilisant de basses fréquences, pour une
conductivité σ = 7 105S/m et une fréquence f = 105Hz, on obtient
|k21| = 5.5 105m−1.
A titre de comparaison, pour obtenir la même valeur de |k21| pour un problème
sans atténuation, on doit avoir une fréquence f = 3.5 1010Hz. Ce qui justifie que la
formulation FMM HF est la mieux adaptée pour les applications CND dans la pièce
(problèmes électromagnétique en basse fréquence avec des régions avec atténuation).
5.4.3 Conclusion
La formulation haute fréquence est choisie pour le problème intérieur (de volume
V1) avec les paramètres conseillés (5.14) par les tests précédents et la formulation
basse fréquence est choisie pour le problème extérieur (de volume V0). On pourrait
dans un premier temps se contenter de la formulation Lref (5.7) pour le choix des
paramètres de la formulation FMM BF dans le volume V0. Cependant, un dernier
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Fréquence 103Hz 105Hz 106Hz 107Hz
Nombre d’onde (m−1) 2.0944 ×10−5 0.0021 0.0209 0.2094
Tableau 5.4: Valeurs du nombre d’onde k1 selon la fréquence f dans le volume V0
test donne les valeurs du nombre d’onde k1 selon la fréquence f (de 1kHz à 1MHz)
dans le volume V0 (Tab. 5.4).
Les valeurs de troncatures conseillées par la formulation Lref (5.7) sont décrites
dans le tableau 5.5 pour nos échelles de grandeurs (la taille des paquets varie
de 10−3m à 10−2m).
Longueur paquet f= 103Hz f= 105Hz f= 106Hz f= 107Hz
10−3m 2.48575 2.48575 2.48578 2.48606
5 10−3m 2.48575 2.48576 2.4859 2.48728
10−2m 2.48575 2.48578 2.48606 2.48882
Tableau 5.5: Valeur conseillée de troncature pour FMM BF d’après la formulation
(5.7)
D’après les tests numériques, les valeurs conseillées de troncatures sont L = 2
correspondent aux résultats obtenues.
5.5 Perspectives
Les tests numériques préliminaires ont permis de mettre en évidence la nécessité
d’adopter deux formulations FMM différentes pour nos types d’applications : la for-
mulation FMM BF pour le problème extérieur (l’air de volume V0) et la formulation
FMM HF pour le problème intérieur (la pièce de volume V1). Les bases des deux for-
mulations FMM utilisées ont été implémentées ainsi que les applications théoriques
sur nos équations intégrales (voir annexe D pour plus de détails).
Ce travail préliminaire est effectué dans le but d’une incorporation de la mé-
thode FMM à la formulation SIE dans le contexte CND. Cependant, en raison des
difficultés scientifiques soulevées au chapitre 2.5 tels que le couplage de la formula-
tion FMM HF-BF dans les volumes V0 et V1 et le conditionnement de la matrice
d’impédance Z, l’utilisation de la méthode FMM en complément avec un solveur







Dans cette thèse, le problème électromagnétique sous-jacent au contrôle non
destructif d’une pièce par courant de Foucault est formulé par une approche intégrale
surfacique (SIE pour Surfacic Integral Equation). Cette approche, qui ramène le
problème volumique en un problème de transmission équivalent à l’interface (2D)
entre sous-domaines homogènes, repose sur l’utilisation de la dyade de Green de
l’espace homogène, dont l’expression est indépendante de la géométrie. Elle nous
semblait donc bien adaptée à l’étude de configurations impliquant des géométries
complexes.
Nous avons d’abord développé la formulation SIE pour une pièce homogène,
isotrope linéaire. Cette formulation fait intervenir deux opérateurs intégraux notés
L et K. Le cas limite d’un objet parfaitement conducteur (σ → ∞), ne faisant
intervenir que L ou K, a également été présenté. Puis, la formulation SIE a été
étendue au cas d’une pièce homogène par morceaux. Cette extension ne nécessite
qu’une gestion supplémentaire d’interactions des différentes surfaces du problème,
par rapport à la formulation SIE, mais ne fait pas apparaître de nouveaux opérateurs.
Enfin, une perturbation localement inhomogène de la pièce peut également être prise
en compte par un couplage de la formulation SIE avec une formulation volumique,
en introduisant deux nouveaux opérateurs intégraux volumiques (I et J ).
Dans le chapitre 3, le problème est ramené à la résolution d’un système linéaire
par la méthode des moments afin de résoudre numériquement la formulation SIE.
Nous avons choisi des quadrilatères bilinéaires et des fonctions de base de type
"rooftop" respectant la conformité Hdiv. Lors de l’assemblage du système linéaire,
l’évaluation des doubles intégrales L et K (versions discrète de L ou K) est effec-
tuée de façon approchée par une formulation de quadrature de Gauss-Legendre. Ces
formules de quadratures ont été modifiées par un changement de variable en coor-
données polaires pour lever la singularité (en 1/R) de la fonction de Green lors du
calcul des interactions proches. Une autre méthode numérique similaire, par trans-
formations de Duffy [42], a également été décrite en annexe.
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L’approche SIE ne nécessitant qu’un nombre restreint d’inconnues (du fait du
caractère surfacique du maillage), un solveur direct a pu être employé pour résoudre
le système linéaire. L’intérêt de ce solveur est de traiter plusieurs seconds membres
(i.e. différentes positions de capteurs) pour une seule inversion de la matrice d’im-
pédance. Les validations numériques ont d’abord été effectuées dans un contexte
différent du domaine CND en considérant une excitation de la pièce par des ondes
planes et en calculant la section efficace radar afin de se comparer aux diverses réfé-
rences de la littérature. Une première étude pour des objets parfaitement conducteur
(PEC) a permis de valider séparément les opérateurs L et K sur des objets parfai-
tement conducteurs et de mettre en évidence la dépendance du conditionnement du
système à la finesse du maillage. Puis la formulation SIE a été validée sur des objets
(simplement) conducteurs voire diélectriques.
La formulation SIE a ensuite été appliquée à des configurations rencontrées dans
le domaine CND (les excitations d’une bobine sont les données d’entrées et la varia-
tion d’impédance, les données de sorties) et des tests numériques ont été effectués
pour de petites configurations (le système est résolu par un solveur direct). Les ré-
sultats obtenus au centre d’une plaque suffisamment grande pour négliger l’influence
des bords sont en accord avec ceux obtenus analytiquement dans une plaque infinie
dès lors que la fréquence est supérieure à 103Hz. En dessous de cette fréquence, le
mauvais conditionnement du système matriciel ne permet plus de résoudre précisé-
ment le problème (même avec un solveur direct). Des résultats concluants sur des
géométries plus complexes (effets de bord, variation de l’épaisseur et courbure de
la pièce) ont ensuite été présentés. Puis, nous nous sommes intéressés à la prise en
compte de défauts (entailles) dans une pièce plane. Pour ces applications, le raffi-
nement du maillage dans le défaut (pour représenter une entaille fine, par exemple)
pose à nouveau le problème de conditionnement rencontré aux très basses fréquences.
Cet effet a été mis en évidence sur un objet conducteur simple (cube sans entaille,
localement sur-maillé).
Dans le domaine d’applications CND, nous sommes amenés à considérer des pro-
blèmes impliquant un grand nombre d’inconnues. Afin de contourner ce problème,
nous nous sommes intéressés à la méthode multipôle rapide (FMM). Des tests nu-
mériques préliminaires ont permis de définir les conditions dans lesquelles le calcul
FMM fonctionne correctement dans le contexte CND (l’accélération de la méthode
est déjà, en théorie, connue) et également de mettre en évidence la nécessité d’adop-
ter deux formulations FMM différentes pour nos types d’applications : la formulation
FMM BF pour le problème extérieur et la formulation FMM HF pour le problème
intérieur.
6.2 Perspectives
Le mauvais conditionnement du système linéaire à basse fréquence est lié au fait
qu’au sein de l’opérateur L, la contribution du potentiel vectoriel, proportionnelle à
f , est très faible par rapport à celle du potentiel scalaire, proportionnelle à 1/f . Elle
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est si faible qu’elle finit par passer sous le seuil de précision de la machine (i.e. consi-
dérée comme nulle) [77,136]. Or, ces contributions sont indispensables au caractère
bien posé du problème. Une bonne prise en compte de ces termes devrait pouvoir
être obtenue en appliquant une décomposition de Helmholtz sur les fonctions de base
qui approchent les densités de courants surfaciques. Cette décomposition a déjà été
faite avec succès sur des objets parfaitement conducteurs [44] et diélectriques [21].
L’espace d’approximation est décomposé en deux sous-espaces : un sous-espace à di-
vergence nulle et un sous-espace à divergence non nulle (d’intersection non vide avec
le sous-espace des fonctions à rotationnel nul) [132,141]. Un coefficient de normalisa-
tion 1/ω est alors appliqué aux interactions des composantes à divergence nulle (et
donc au potentiel vectoriel puisque le potentiel scalaire est nul pour ces fonctions)
et un coefficient ω est appliqué aux interactions des composantes complémentaires.
Cela permet de prendre en compte les contributions du potentiel vectoriel. Dès lors,
la matrice d’impédance n’est plus singulière et les solutions sont plus précises. La
décomposition de Helmholtz a été appliquée avec succès à la formulation FMM BF
à des objets de faible contraste par rapport à l’air [29] où seule cette formulation
FMM intervient.
Même si cette normalisation devrait nous permettre de contrer le phénomène de
rupture rencontré à basse fréquence dans un contexte CND, elle ne résout pas pour
autant tous les problèmes de conditionnement. Par conséquent, il est nécessaire de
développer un préconditionneur efficace en vue de la mise en oeuvre de l’algorithme
FMM, au sein d’un solveur itératif. La difficulté tient au fait que ce préconditionneur





Gestion de la singularité - Méthode
par transformée de Duffy
Nous décrivons l’implémentation pratique des équations intégrales, en particu-
lier, le calcul numérique des intégrales avec la fonction de Green gk1(r − r′) et son
gradient ∇gk1(r − r′). Ce noyau possède une singularité pour r = r′ ce qui rend
son intégration par des méthodes purement numériques difficile. La méthode numé-
rique repose sur des transformations de Duffy [42,128]. Cette transformation repose
sur la factorisation de la déformation linéaire d’un triangle unité vers le triangle du
maillage. Elle n’est donc efficace que pour des déformations linéaires des quadrila-
tères (i.e. parallélogrammes), qui est le cas considéré par la suite.
Le but est de calculer l’intégrale de la fonction F (r, r′) = gk1(r − r′)h(r, r′) où
gk1(r − r′) est la fonction de Green et h(r, r′) une fonction régulière, sur l’élément




F (r, r′)dr′dr, r ∈ K, r′ ∈ K ′. (A.1)
Cette intégrale peut se calculer numériquement par des méthodes classiques de qua-
drature siK∩K ′ = ∅. Par contre, lorsqueK∩K ′ 6= ∅, alors le problème de singularité
intervient. L’intégrale est alors décomposée en une partie régulière et une partie sin-
gulière. La partie régulière de l’intégrale peut alors être calculée numériquement avec
des méthodes classiques. La partie singulière est, quand à elle, tout d’abord modifiée
à l’aide de changements de variables, selon la nature de l’intersection des éléments
d’observations K et de source K ′, avant d’être intégrée.
Décomposition en partie régulière et singulière
La décomposition de l’intégrale (A.1) en deux parties (régulière et singulière)
s’effectue à partir de la série entière de la fonction exponentielle, en utilisant le
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La fonction de Green peut donc s’exprimer comme la somme d’une fonction singu-
lière et d’une fonction régulière :























= gsingk1 (r − r′) + gregk1 (r − r′).
La fonction F est donc décomposée en une partie singulière et une partie régulière :
F (r, r′) = FS(r, r
′) + FR(r, r
′)
= h(r − r′)[gsingk1 (r − r′) + gregk1 (r − r′)].
La partie régulière FR peut être intégrée par la méthode de Gauss car chaque terme
est bien défini quelque soit les valeurs de R. On s’intéresse par la suite au calcul de
l’intégrale de FS. Cette partie est singulière car lorsque r est proche de r′ (c’est-à-
dire R proche de 0), le terme 1
R
diverge. La singularité de ce dernier peut être réglée
par un changement de variable.
La singularité du gradient de la fonction de Green ∇′gk1(r − r′) est également
traitée en décomposant de la même manière :
∇′gk1(r− r′) = ∇′gsingk1 (r− r′) +∇′gregk1 (r− r′),
où











′)au′ + ϕv(r, r
′)av′).
















′) = (Rˆ · au′)|av′ |2 − (Rˆ · av′)(au′ · av′)
ϕv(r, r
′) = (Rˆ · av′)|au′ |2 − (Rˆ · au′)(au′ · av′),
où Rˆ = (r − r′)/ ‖ r − r′ ‖ est le vecteur position unitaire. Cela nous ramène à
traiter une singulartié en 1
R2
. Cette singularité se traite de la même façon que dans
le cas de la fonction de Green.
97
Intégration de FS sur des triangles
Le problème numérique du calcul des équations intégrales singulières peut être
contourné par des changements de variables sur des triangles. On présente une dé-
composition d’un quadrilatère (parallélogramme) en triangle et des modifications
des coordonnées triangulaires afin de coïncider avec les coordonnées quadrilatères
d’origines.
Décomposition d’un quadrilatère en triangles
On considère chaque quadrilatère K comme une union de 2 triangles Tˆi selon
la nature de la singularité comme décrite sur la figure A.1, ce qui nous amène à
considérer la décomposition suivante
K = TˆA ∪ TˆB.
(a) (b) (c)
(d) (e)
Figure A.1: Différentes décompositions de K et K ′ en triangles selon le nombre
de points singuliers communs : un point singulier (a) (b), deux points
singuliers (c) (d) et quatre points singuliers (e)
L’intégrale de FS sur l’élément d’observation K et sur l’élément de source K ′ est
calculée par la somme des intégrales sur les éléménts d’observation TˆA et TˆB et les
éléments de source Tˆ ′A et Tˆ
′
B. Ce qui nous amène à considérer le calcul de la partie
singulière de (A.1) sous la forme suivante :































FS(ζ1, ζ2, η1, η2) dη dη dζ dζ
avec J i,jS le jacobien de la transformation, ζ1, ζ2 les coordonnées du triangle Tˆi et η1, η2
ceux de Tˆj. Par la suite, on s’intéresse à l’intégrale I(i,j) qui représente l’interaction
de la fonction F˜S entre un élément d’observation sur le triangle Tˆ de coordonnées
ζ1, ζ2 et un élément de source sur le triangle Tˆ ′ de coordonnées η1, η2.
Modification des coordonnées triangulaires
Sur un triangle Tˆ de sommets Vˆ1, Vˆ2 et Vˆ3, les coordonnées triangulaires d’un
point r (Fig. A.2) sont représentées par
r(u, v) = (1− u)Vˆ1 + (u− v)Vˆ2 + vVˆ3 où (u, v) : 0 ≤ u ≤ 1, 0 ≤ v ≤ u.
Figure A.2: Représentation des coordonnées triangulaires sur le triangle Tˆ
Dans le cas d’interaction singulière, un triangle Tˆ de sommets Vˆ1, Vˆ2 et Vˆ3 et




3 ont un (ou des) sommet(s) commun(s). On
verra par la suite qu’il est possible de factoriser l’expression de la distance R = r−r′
(A.2) (A.3) (A.4). Cependant, ces expressions peuvent s’avérer différentes si le (ou
les) point(s) singulier(s) est(sont) affecté(s) soit à Vˆ1, à Vˆ2 ou à Vˆ3. L’ordre des
sommets a une importance pour cette simplification.
En considérant un quadrilatère de sommets 1, 2, 3 et 4 (Fig. A.3), on associe un
ordre aux sommets à chaque triangle par
Triangle de style abc où a, b, c ∈ {1, 2, 3, 4}
avec a (réciproquement b et c) représente le sommet Vˆ1 (réciproquement Vˆ2 et Vˆ3)
(Fig. A.8). Lorsque Kˆ ∩ Kˆ ′ = {rs} (resp. Kˆ ∩ Kˆ ′ = {rs1, rs2}) alors on affecte rs à
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Figure A.3: Notation des sommets d’un quadrilatère
Vˆ1 (resp. rs1 à Vˆ1 et r
s
2 à Vˆ2). Les coordonnées triangulaires u, v doivent être modi-
fiées afin de coïncider aux coordonnées quadrilatères u′, v′ avec les transformations
présentées dans le tableau A.1.
u v
Style 134 u′ v′
Style 421 −u′ −v′
Style 124 v′ u′
Style 431 −v′ −u′
Style 143 u′ u− v′
Style 142 v − v’ u′
Style 214 −u′ u+ v′
Style 314 −u′ v + v′
Tableau A.1: Changement de coordonnées u et v des triangles afin de coïncider
avec les coordonnées quadrilatères u′, v′ du carré de référence de
départ
Calcul de l’intégrale I
Dans cette partie, on s’intéresse à l’intégrale I(i,j) qui représente l’interaction de
la fonction FS entre un élément d’observation sur le triangle Tˆ de coordonnées ζ1, ζ2
et un élément de source sur le triangle Tˆ ′ de coordonnées η1, η2









FS(ζ1, ζ2, η1, η2) dη dη dζ dζ
Le calcul de cette intégrale I s’effectue selon le nombre de sommets communs des
triangles Tˆ et Tˆ ′. On note l’intégrale I de différentes manières selon le nombre de
sommets commun entre les triangles Tˆ et Tˆ ′ :
– IS0 : aucun point commun entre Tˆ et Tˆ
′,
– IS1 : 1 point commun entre Tˆ et Tˆ
′,
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– IS2 : 2 points communs entre Tˆ et Tˆ
′,
– IS3 : 3 points communs entre Tˆ et Tˆ
′.
Cas S0 : les deux triangles n’ont aucun point commun
Considérons deux triangles Tˆ et Tˆ ′ n’ayant aucun point commun (Fig A.4), le
problème de singularité n’est pas présent. L’intégrale IS0 peut alors être calculée par
des méthodes classiques d’intégrations numériques.
Figure A.4: Représentation de Tˆ et Tˆ ′ ayant aucun sommet commun
Cas S1 : les deux triangles ont un point commun
Considérons deux triangles ayant un sommet commun Vˆ1 = Vˆ′1 (Fig. A.5), la
distance R s’exprime par
R(ζ1, ζ2, η1, η2) = (η1 − ζ1)Vˆ1 + (ζ1 − ζ2)Vˆ2 + ζ2Vˆ3 − (η1 − η2)Vˆ′2 − η2Vˆ′3. (A.2)
Figure A.5: Représentation de Tˆ et Tˆ ′ ayant 1 sommet commun
L’ordre des variables d’intégrations de I est réordonné : on passe de (ζ1, ζ2, η1, η2)











FS(ζ¯ , η¯) + FS(η¯, ζ¯)
]
dη dζ dη dζ.


















FS(ζ¯ , η¯) + FS(η¯, ζ¯)
]
z2ω
3 dz dz dz dω
où z2ω3 est le jacobien de la transformation.
Précalcul des intégrales IS2 et IS3
Pour les deux cas suivants, l’intégrale I doit préalablement être décomposée sous
forme de somme de six sous-intégrales. En introduisant les coordonnées relatifs
µ1 = η1 − ζ1
µ2 = η2 − ζ2,










FS(ζ¯ , η¯) dµ dζ dµ dζ.
L’ordre des variables d’intégrations de I est réoganisé : on passe de (ζ1, µ1, ζ2, µ2) à
(µ1, µ2, ζ1, ζ2), ce qui donne





























































FS(ζ¯ , η¯) dζ dζ dµ dµ.
Cas S2 : les deux triangles ont deux points communs
Considérons deux triangles ayant une arrête commune, soit deux points iden-
tiques Vˆ1 = Vˆ′1 et Vˆ2 = Vˆ
′
2 (Fig. A.6), la distance R s’exprime par
R(µ1, µ2, ζ2) = µ1(Vˆ1 − Vˆ2) + µ2(Vˆ2 − Vˆ′3) + ζ2(Vˆ3 − Vˆ′3). (A.3)
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Figure A.6: Représentation de Tˆ et Tˆ ′ ayant 2 sommets communs
Les transformations de Duffy suivantes permettent d’enlever la singularité :
ζ1 ζ2 µ1 µ2
E1 (1− ω)χ1 + ω ω(1− x1 + x1x2) −ωx1 −ωx1x2
E2 (1− ω)χ1 + ω(1− x1) ω(1− x1) ωx1 ωx1x2
E3 (1− ω)χ1 + ω ω(1− x1) −ωx1x2 ωx1(1− x2)
E4 (1− ω)χ1 + ω(1− x1x2) ω(1− x1x2) ωx1x2 −ωx1(1− x2)
E5 (1− ω)χ1 + ω ω −ωx1x2 −ωx1
E6 (1− ω)χ1 + ω(1− x1x2) ω(1− x1) ωx1x2 ωx1
L’intégrale I se décompose alors en six intégrales En












2)(1− ω) dχ dx dx dω
où x1ω2 est le jacobien de la transformation et (1− ω) est la normalisation de χ1.
Cas S3 : les deux triangles sont confondus
Considérons deux triangles confondus, soit ayant tous les points identiques Vˆi =
Vˆ
′
i pour i = 1, 2, 3 (Fig. A.7), la distance R s’exprime par
R(µ1, µ2) = µ1Vˆ1 + (µ2 − µ1)Vˆ2 − µ2Vˆ3 (A.4)
Les transformations de Duffy permettent d’enlever la singularité :
E1 E2 E3 E4 E5 E6
µ1 ω ωx ωx
µ2 ωx ω(x− 1) ω
L’intégrale I est alors composée de 6 intégrales En
IS3 = E1 + E2 + E3 + E4 + E5 + E6
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FS(ζ¯ , η¯)(+ω) dζ dζ dx dω
où ±ω est le jacobien de la transformation.
104 A. Gestion de la singularité - Méthode par transformée de Duffy
(a) Style 134 (b) Style 421 (c) Style 124
(d) Style 431 (e) Style 143 (f) Style 142
(g) Style 214 (h) Style 314




Gestion de la singularité -
Changement en coordonnées polaires
Dans la section 3.3, la gestion de la singularité par le changement en coordonnées
polaires est présentée. Pour chaque triangle, les formules de quadratures de Gauss
sont définis selon θ et ρ (Fig. 3.6 (b)). Nous avons choisi de décrire les points de
quadratures polaires pour un carré de référence Kˆ pour ρ = θ = 3 avec 4 points de
singularité rs comme présentés sur la figure B.1.
Figure B.1: Représentation de Kˆ avec les 4 points de singularité rs (en rouge)
La décomposition de Kˆ en triangles dépend de la position du point singulier
choisi :
– rs=(0.21132486540519 , 0.21132486540519) (Fig. B.2(a)),
– rs=(0.21132486540519 , 0.78867513459481) (Fig. B.2(b)),
– rs=(0.78867513459481 , 0.21132486540519) (Fig. B.2(c)),
– rs=(0.78867513459481 , 0.78867513459481) (Fig. B.2(d)).
Pour une décomposition de Kˆ donnée, les points de quadratures dans chaque triangle
Tˆj sont au nombre de 16 ((3+1) points selon ρ et (3+1) points selon θ). Les points
de coordonnées (ui, vi), définis par (3.5), et les poids ωi de quadratures sont décrits
dans les triangles Tˆ (1)j de la décomposition 1 (Tab. B.1 et B.2).
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Pour la décomposition 2, les coordonnées (u, v) des points des triangles Tˆ (2)j sont
décrits par les coordonnées (v, 1−u) des triangles Tˆ (1)n avec n = (j ≡ 4)+1. Les poids
de quadratures des triangles Tˆ (2)j sont décrits par ceux de Tˆ
(1)
n . La décomposition
3 est composée des triangles Tˆ (3)j dont les coordonnées des points sont décrits par
les coordonnées (1 − v, u) des triangles Tˆ (1)n avec n = (j + 2 ≡ 4) + 1, et les poids
de quadratures des triangles Tˆ (3)j par ceux de Tˆ
(1)
n . Finalement, les coordonnées des
points des triangles Tˆ (4)j sont décrits par les coordonnées (1− v, u) des triangles Tˆ (1)n
avec n = (j + 1 ≡ 4) + 1. Les poids de quadratures des triangles Tˆ (4)j sont décrits
par ceux de Tˆ (1)n .
(a) Décomposition 1 (b) Décomposition 2
(c) Décomposition 3 (d) Décomposition 4
Figure B.2: Décomposition de Kˆ en triangles selon la position du point de singu-
larité
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i Point ui Point vi Poids ωi
1 0.20327629788728 0.19622401612805 0.00057975442013
2 0.17307003295197 0.13955054560069 0.00516604275554
3 0.13365929259916 0.06560749317001 0.01048818264307
4 0.10345302766385 0.00893402264265 0.00777022427890
5 0.22206956087521 0.19637659655927 0.00069623586373
6 0.26239439101355 0.14027576022044 0.00620397898681
7 0.31500703325044 0.06707983549222 0.01259541738358
8 0.35533186338879 0.01097899915339 0.00933138001954
9 0.24141959990742 0.19637659655927 0.00069623586373
10 0.35436510499385 0.14027576022044 0.00620397898681
11 0.50172744802145 0.06707983549222 0.01259541738358
12 0.61467295310788 0.01097899915339 0.00933138001954
13 0.26062972038568 0.19622401612805 0.00057975442013
14 0.44567078624298 0.13955054560069 0.00516604275554
15 0.68709770270315 0.06560749317001 0.01048818264307
16 0.87213876856045 0.00893402264265 0.00777022427890
i Point ui Point vi Poids ωi
1 0.26768200214491 0.20327629788728 0.00216367295184
2 0.47919027359426 0.17307003295197 0.01927993403775
3 0.75514950213231 0.13365929259916 0.03914243050301
4 0.96665777358165 0.10345302766385 0.02899887179508
5 0.26711256422335 0.22206956087521 0.00259838761751
6 0.47648373578697 0.26239439101355 0.02315356478785
7 0.74965464577967 0.31500703325044 0.04700673761804
8 0.95902581734328 0.35533186338879 0.03482518433764
9 0.26711256422335 0.24141959990742 0.00259838761751
10 0.47648373578697 0.35436510499385 0.02315356478785
11 0.74965464577967 0.50172744802145 0.04700673761804
12 0.95902581734328 0.61467295310788 0.03482518433764
13 0.26768200214491 0.26062972038568 0.00216367295184
14 0.47919027359426 0.44567078624298 0.01927993403775
15 0.75514950213231 0.68709770270315 0.03914243050301
16 0.96665777358165 0.87213876856045 0.02899887179508
Tableau B.1: Points et poids de quadratures du triangle Tˆ
(1)
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i Point ui Point vi Poids ωi
1 0.26062972038568 0.26768200214491 0.00216367295184
2 0.44567078624298 0.47919027359426 0.01927993403775
3 0.68709770270315 0.75514950213231 0.03914243050301
4 0.87213876856045 0.96665777358165 0.02899887179508
5 0.24141959990742 0.26711256422335 0.00259838761751
6 0.35436510499385 0.47648373578697 0.02315356478785
7 0.50172744802145 0.74965464577967 0.04700673761804
8 0.61467295310788 0.95902581734328 0.03482518433764
9 0.22206956087521 0.26711256422335 0.00259838761751
10 0.26239439101355 0.47648373578697 0.02315356478785
11 0.31500703325044 0.74965464577967 0.04700673761804
12 0.35533186338879 0.95902581734328 0.03482518433764
13 0.20327629788728 0.26768200214491 0.00216367295184
14 0.17307003295197 0.47919027359426 0.01927993403775
15 0.13365929259916 0.75514950213231 0.03914243050301
16 0.10345302766385 0.96665777358165 0.02899887179508
i Point ui Point vi Poids ωi
1 0.19622401612805 0.26062972038568 0.00057975442013
2 0.13955054560069 0.44567078624298 0.00516604275554
3 0.06560749317001 0.68709770270315 0.01048818264307
4 0.00893402264265 0.87213876856045 0.00777022427890
5 0.19637659655927 0.24141959990742 0.00069623586373
6 0.14027576022044 0.35436510499385 0.00620397898681
7 0.06707983549222 0.50172744802145 0.01259541738358
8 0.01097899915339 0.61467295310788 0.00933138001954
9 0.19637659655927 0.22206956087521 0.00069623586373
10 0.14027576022044 0.26239439101355 0.00620397898681
11 0.06707983549222 0.31500703325044 0.01259541738358
12 0.01097899915339 0.35533186338879 0.00933138001954
13 0.19622401612805 0.20327629788728 0.00057975442013
14 0.13955054560069 0.17307003295197 0.00516604275554
15 0.06560749317001 0.13365929259916 0.01048818264307
16 0.00893402264265 0.10345302766385 0.00777022427890
Tableau B.2: Points et poids de quadratures du triangle Tˆ
(1)






Représentation de l’onde plane
incidente
L’onde plane incidente, présentée dans la section 4.1.1, est donné dans sa version
discrète par (3.3), soit :








Les coefficients de b sont obtenus par
αb =M−1b





L’onde plane incidente est réprésentée sur la surface d’une sphère de rayon λ avec
f=3 108Hz pour la polarisation θ (Fig. C.1) et pour la polarisation φ (Fig. C.2) ; et
sur un cube d’arête λ avec f=3 108Hz pour la polarisation θ (Fig. C.3) et pour la
polarisation φ (Fig. C.4). Selon la polarisation choisie, l’onde plane incidente peut
être observée à la surface de l’objet.
110 C. Représentation de l’onde plane incidente
(a) Partie réelle (b) Partie imaginaire (c) Module
Figure C.1: Représentation de b pour θinc pour une sphère de rayon λ avec
f=3 108Hz : résultat obtenu avec 2352 inconnues
(a) Partie réelle (b) Partie imaginaire (c) Module
Figure C.2: Représentation de b pour φinc pour une sphère de rayon λ avec
f=3 108Hz : résultat obtenu avec 2352 inconnues
(a) Partie réelle (b) Partie imaginaire (c) Module
Figure C.3: Représentation de b pour θinc pour un cube d’arête λ avec f=3 10
8Hz :
résultat obtenu avec 2352 inconnues
(a) Partie réelle (b) Partie imaginaire (c) Module
Figure C.4: Représentation de b pour φinc pour un cube d’arête λ avec f=3 10
8Hz :




Détails des équations SIE
Le système linéaire (2.15)[
ε0
µ0
γt(0)L(0) + ε1µ1γt(1)L(1) γt(0)K(0) + γt(1)K(1)


























avec le second membre
bMt =< ft, γtHinc >
bJt =< ft, γtEinc >



















ZJMtb = −ZMJpq .
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∇gki(r − r′)× fb(r′)dΓdΓ,
Détails des équations FMM
Les interactions sont traitées en deux parties avec le principe de la méthode
multipôle rapide : lorsque les paquets multipôles sont adjacents, les équations in-
tégrales du système linéaire (3.2) sont détaillés afin de pouvoir effectuer le produit
matrice-vecteur avec les densités de courants surfaciques M et J pour les interac-
tions proches. Lorsque les paquets multipôles ne sont pas adjacents, les équations
intégrales intervenant dans le produit matrice-vecteur, avec la décomposition FMM
de la fonction de Green, sont exprimées.
Interactions proches




La méthode multipôle rapide est appliquée à chaque produit matrice-vecteur de
(3.2). Contrairement aux interactions proches, la matrice Z n’est pas explicitée. Les
quatres produits matrice-vecteur ZMM ·M, ZMJ ·J, ZJM ·M et ZJJ ·J sont détaillés.
Comme chaque produit matrice-vecteur contient chacun deux expansions multipôles,
l’une dans V0 et l’autre dans V1, deux décompositions sont alors présentées.
Détails des équations intégrales dans V1 L’expression FMM HF du gradient




























Les quatre produits matrice-vecteur sont détaillés ci-dessous :
L
(1)
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Pour simplifier la notation, l’expression de ∇′I˜mn (k0,O′r′) n’est pas insérée dans les



























)Rn−1,m−1(Ô′r′) · · ·










jmφ et Y mn (Ô′r′) =
√
(n−m)!(n+m)!Rn,m(Ô′r′).
Les quatre produits matrice-vecteur sont détaillés ci-dessous :
L
(0)
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