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In this paper we prove the following result about vertex list colourings, which
shows that a conjecture of the ﬁrst author (1999, J. Graph Theory 31, 149–153) is
asymptotically correct. Let G be a graph with the sets of lists SðvÞ; satisfying that for
every vertex jSðvÞj ¼ ð1þ oð1ÞÞd and for each colour c 2 SðvÞ; the number of
neighbours of v that have c in their list is at most d : Then there exists a proper
colouring of G from these lists. # 2002 Elsevier Science (USA)1. INTRODUCTION
An instance of a list colouring problem consists of a graph G and a set of
lists SðvÞ of available colours, one for each vertex. We are asked if there is an
acceptable colouring of G; that is, a choice for each vertex v of a colour cðvÞ
from SðvÞ such that if u and v are adjacent then cðuÞ=cðvÞ:
List colourings arise naturally in a number of ways. If we want to
complete a partial colouring of a graph using some set of colours to a
complete colouring then we have a list colouring problem in the graph
induced by the uncoloured vertices where SðvÞ consists of those colours not
appearing on any of the coloured neighbours of v: A famous conjecture due
to Dinitz on completing Latin Squares can be phrased in this way. It was
recently resolved by Galvin [4], as a consequence of a more general result on
list colourings.1Research supported in part by NSF Grants DMS-0106589, CCR-9987845, and by the State of
New Jersey.
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REED AND SUDAKOV28List colourings can also arise from the consideration of more practical
problems. For example, assigning frequencies to transmitters so as to avoid
interference can be modeled as a graph colouring problem where vertices are
transmitters, colours are frequencies, and two transmitters are adjacent if
assigning them the same frequency could result in interference. If some
transmitter is restricted to some subset of the frequencies, because of hardware
capabilities or other practical difﬁculties, then we have a list colouring
problem. For a survey on list colouring problems and results consult [6].
Now, if for every vertex v; we have that the size of jSðvÞj is at least DðGÞ þ 1
where D is the maximum vertex degree of G; then we can obtain an
acceptable colouring greedily by simply assigning each vertex in turn a
colour which does not yet appear on any of its neighbours. The same
argument actually shows that a similar local condition ensures that we can
ﬁnd an acceptable colouring, we need only insist that jSðvÞj is at least one
more than the degree of v:
We note that if colours occur infrequently, then we can improve on this
bound. For example, if every colour appears in at most one SðvÞ; then, as
long as each SðvÞ is non-empty, any choice of a colour cðvÞ for each v yields
an acceptable colouring. Less trivially, if each colour appears at most d
times then, provided each list has length at least d; we can ﬁnd an acceptable
colouring in which each colour is used on at most one vertex. That is, we can
ﬁnd a system of distinct representatives (SDR) for the sets SðvÞ: This follows
from a classical result of Hall on SDRs.
We want to investigate the possibility that this global condition can also
be weakened to obtain a local condition. In [10], Reed conjectured that if
each colour appears at most d times in each neighbourhood and each list has
at least d þ 1 elements then an acceptable colouring exists.
Reed [10] proved the weakening of this conjecture where the bound on the
list sizes is equal to 2ed ; here e is the base of the natural logarithm. In [5],
Haxell, using completely different methods, proved that actually a bound of
2d on the lists size sufﬁces. Reed’s conjecture has recently been disproved by
Bohman and Holzman [2]. They present an example in which each list have
d þ 1 elements and yet there is no acceptable colouring. On the other hand,
in this paper we show that Reed’s conjecture is true asymptotically, i.e., we
obtain the following result.
Theorem 1.1. For every constant e > 0; there exist a d0 such that if d5d0
the following is true. If G ¼ ðV ;EÞ is a graph with the sets of lists SðvÞ; one for
each vertex v of G, satisfying that
(1) for every vertex jSðvÞj ¼ dð1þ eÞd e and
(2) for each colour c 2 SðvÞ; the number of neighbours of v that have c in
their list is at most d. Then there exist a proper colouring of G from these lists.
LIST COLOURING CONSTANTS 29We prove this theorem using the semi-random method (which is also
called the R .odl nibble). This method had a great inﬂuence on Combina-
torics in the last decade (see, e.g., [7]). Many other graph coloring problems
also been resolved using this technique. For an overview, including history,
we refer the interested reader to the recent book [8].
The rest of this short paper is organized as follows. The next section
contains a description of probabilistic tools which we will use to prove
Theorem 1.1. The proof of our main result appears in Section 3. Finally, the
last section contains some concluding remarks.
2. PROBABILISTIC TOOLS
In this section we describe few results which we will need later. We begin
with two classical results in discrete probability. The ﬁrst one is the
symmetric version of the Lov!asz Local Lemma.
Lov !asz Local Lemma [1]. Let A1; . . . ;An be events in a probability
space. Suppose that each event Ai is mutually independent of a set of all the
other events Aj but at most d, and that Prob½Ai
4p for all i. If
epðd þ 1Þ41; ðe ¼ 2:71 . . .Þ; then Prob½^ %Ai
40:
To state the next result we need the following deﬁnitions. Let O ¼
Qn
i¼1 Oi
where each Oi is a probability space and O has the product measure and let
h :O! R: Let r be an integer then h is r-certifiable if whenever hðxÞ5s there
exist a subset I  f1; . . . ; ng of size at most rs so that all y 2 O that agree
with x on the coordinates from I have hðyÞ5s: We also call h; c-Lipschitz if
jhðxÞ  hðyÞj4c whenever x; y differ in at most one coordinate.
Talagrand’s Inequality [8]. Let X be a random variable determined by
n independent trials t1; . . . ; tn; ti 2 Oi and let EðX Þ be the expected value of X.
If for some c and r, X is c-Lipschitz and r-certifiable then
PrðjX  EðX Þj > t þ 30c
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
rEðX Þ
p
Þ44e
 t
2
8c2rEðX Þ:
This inequality in slightly different, but essentially equivalent form
appears also in [1]. Finally we present the following weaker version of
Theorem 1.1 from [10] (see also Proposition 5.5.3 in [1]) whose easy prove
we include for the sake of completeness.
Proposition 2.1. Let G be a graph with the sets of lists SðvÞ; satisfying
that for every vertex jSðvÞj ¼ d2ed e; ðe ¼ 2:71 . . .Þ and for each colour c 2 SðvÞ;
the number of neighbours of v that have c in their list is at most d. Then there
exist a proper colouring of G from these lists.
REED AND SUDAKOV30Proof. For every vertex v 2 V ðGÞ choose a colour c 2 SðvÞ uniformly at
random, making independent choices for different vertices. For an edge
e ¼ ðu; vÞ and a colour c such that c appears in the colour lists of both u and
v let Ae;c be the event that ‘‘the vertices u and v are coloured c:’’ As jSðvÞj ¼
d2ed e for every v; we get Pr½Ae;c
 ¼ 1=½2ed
2: The event Ae;c is independent of
all other events Ac0 ;e0 but those for which e\ e0=| and both endpoints of e0
contain c0 in their lists. It is easy to see that the number of such events can be
estimated from above by 2d d2ed e  1: Hence by the symmetric version of the
Local Lemma, with positive probability none of the events Ae;c happens.
Therefore there exists a proper colouring of G from the lists. ]
3. PROOF OF THE MAIN THEOREM
In this section we present a proof of our main theorem. We may and will
assume whenever this needed that the parameter d is sufﬁciently large and e
is less than 1.
3.1. Random Colouring
Here we describe the colouring procedure that we use to obtain a proper
list colouring of a graph G; which satisﬁes the properties (1) and (2) from
Theorem 1.1. Our algorithm will consist of several iterations of the wasteful
colouring procedure described below. During the iterations, for each vertex
v; we maintain a list Lv of available colours. Initially, Lv ¼ SðvÞ is the original
list of permitted colours for vertex v and has size dð1þ eÞd e:
Wasteful Colouring Procedure (ith iteration).
(1) For each uncoloured vertex v; activate v with probability 1
ln d:
(2) For each activated vertex v; assign to v a colour chosen uniformly at
random from Lv:
(3) For each activated vertex v; remove the colour assigned to v from
the list of every neighbour of v:
(4) Uncolour every vertex which receives the same colour as a
neighbour.
During the execution of the above procedure we keep track of two
parameters: the size of the lists and the number of neighbours of a vertex
which have a certain colour in their list. Let liðvÞ be the size of Lv at the
beginning of iteration i: Also, let Niðv; cÞ denote the set of uncoloured
neighbours u of v with c 2 Lu at the beginning of iteration i; and let tiðv; cÞ be
the size of Niðv; cÞ: Also, let ziðv; cÞ be the number of uncoloured neighbours
u of v such that at the beginning of iteration i; c 2 LiðuÞ and u was
successfully coloured during the iteration i: Clearly tiþ1ðv; cÞ4tiðv; cÞ
LIST COLOURING CONSTANTS 31ziðv; cÞ: This fact will be extremely useful since tiþ1ðv; cÞ is not concentrated,
but ziðv; cÞ is.
Rather than keeping track of the parameters liðvÞ and tiðv; cÞ for every v
and c; we focus instead on their extreme values. In particular we estimate
liðvÞ and tiðv; cÞ by Li and Ti respectively. The values of Li and Ti are deﬁned
by the following recurrences.
* L1 ¼ ð1þ eÞd; T1 ¼ d
* Liþ1 ¼ ð1 1ð1þ3e=4Þ ln dÞLi
* Tiþ1 ¼ ð1 1ð1þe=4Þ ln dÞTi:
We will show by induction that with positive probability the following
property holds for every i in some speciﬁc range.
Property P(i). At the start of iteration i for every uncoloured vertex v of
the graph G and each colour c 2 Lv the following is true,
liðvÞ5Li; tiðv; cÞ4Ti:
More precisely in the next section we prove the following statement.
Proposition 3.1. With positive probability, P ðiÞ holds for every i410e ln
d þ 2:
We ﬁnish this section by showing how this proposition implies the main
result of the paper.
Proof of Theorem 1.1. We carry out the wasteful colouring procedure
for up to i0 ¼ d10e ln d e iterations. By Proposition 3.1, with positive
probability, at the end of iteration i0 the size of the each list is at least
Li0þ1; each colour c 2 Lv appears in the list of at most Ti0þ1 neighbours of v;
and
Ti0þ1
Li0þ1
¼
1 1ð1þe=4Þ ln d
 i0
T1
1 1ð1þ3e=4Þ ln d
 i0
L1
4
1 1ð1þe=4Þ ln d
1 1ð1þ3e=4Þ ln d
 !i0
4 1 e
5 ln d
 	10 ln d
e 4e2:
Now we can complete the colouring of the graph G using Proposition
2.1. ]
3.2. Concentration Lemma
In this section we prove Proposition 3.1. The crucial part of the proof is
the following statement.
REED AND SUDAKOV32Lemma 3.2. If property P ðiÞ holds and i410e ln d þ 1; then for any
uncoloured vertex v and colour c 2 Lv;
(a) Prðliþ1ðvÞ5Liþ1Þ5dln d
(b) Prðtiþ1ðv; cÞ > Tiþ1Þ5dln d :
Proof. If P ðiÞ holds and i410e ln d þ 1; then by deﬁnition we have the
following inequalities
liðvÞ5Li ¼ 1
1
ð1þ 3e=4Þ ln d

 i1
L1
5 1
1
ð1þ 3e=4Þ ln d

 10
e ln d
d ¼ YðdÞ;
Ti ¼ 1
1
ð1þ e=4Þ ln d

 i1
T1
5 1
1
ð1þ e=4Þ ln d

 10
e ln d
d ¼ YðdÞ:
Also note that Ti=Li5T1=L1 ¼ 1=ð1þ eÞ for all i: We will use these facts later
in the proof. Now consider the values liþ1ðvÞ and tiþ1ðv; cÞ after the ith step
of the colouring procedure.
(a) It is easy to see that the expected value of liþ1ðvÞ is equal to
Eðliþ1ðvÞÞ ¼
X
c2Lv
Y
u2N ðv;cÞ
1
1
ln d
1
liðuÞ

 
5 1
1
ln d
1
Li

 Ti
liðvÞ
5 1
Ti
Li ln d
Y
T 2i
L2i ln
2 d
 ! !
liðvÞ
5 1
1
ð1þ eÞ ln d
Y
1
ln2 d

 
 
liðvÞ:
Next we show that this variable is concentrated. More precisely, instead of
proving that liþ1ðvÞ i.e., the number of colours which remain in Lv after the
ith iteration is concentrated, we prove that liðvÞ  liþ1ðvÞ; i.e., the number of
colours which are removed from Lv in the ith iteration is concentrated.
Denote this random variable by R: Clearly changing the assignment of any
vertex adjacent to v can change R by at most one and changing the
assignment of any other vertex cannot affect R at all. Also if R5s then there
are s neighbours of v who were assigned different colours form Lv; so the
LIST COLOURING CONSTANTS 33outcomes of this trials certify that R5s: Therefore Talagrand’s concentra-
tion inequality (with r ¼ c ¼ 1) yields
Pr jR EðRÞj >
liðvÞ
ln2d

 
5e
Y
liðvÞ
ln4 d
 
5dln d :
By linearity of expectation Eðliþ1ðvÞÞ ¼ liðvÞ  EðRÞ; and thus
Pr jliþ1  Eðliþ1ðvÞÞj >
liðvÞ
ln2 d

 
¼ Pr jR EðRÞj >
liðvÞ
ln2 d

 
5dln d :
Note that since d is large enough
Liþ14 1
1
ð1þ 3e=4Þ ln d

 
liðvÞ4 1
1
ð1þ eÞ ln d
Y
1
ln2 d

 
 
liðvÞ
4Eðliþ1ðvÞÞ 
liðvÞ
ln2 d
:
This ﬁnally implies that
Prðliþ1ðvÞ5Liþ1Þ4Pr liþ1ðvÞ5Eðliþ1ðvÞÞ 
liðvÞ
ln2 d

 
5dln d :
(b) If initially tiðv; cÞ4Tiþ1 then there is nothing to prove, so suppose
that tiðv; cÞ > Tiþ1 ¼ YðdÞ: Note that since d is large enough, we have that if
ziðv; cÞ is at least tiðv; cÞ=ln d Yðtiðv; cÞ=ln
2 dÞ then
tiþ1ðv; cÞ4tiðv; cÞ  ziðv; cÞ
4 1
1
ln d
Y
1
ln2 d

 
 
tiðv; cÞ4 1
1
ln d
Y
1
ln2 d

 
 
Ti
4 1
1
ð1þ e=4Þ ln d

 
Ti ¼ Tiþ1:
This yields that
Prðtiþ1ðv; cÞ > Tiþ1Þ4Pr ziðv; cÞ5
tiðv; cÞ
ln d
Y
tiðv; cÞ
ln2 d

 
 
and therefore it is enough to bound the probability on the right.
To analyze the behavior of ziðv; cÞ we divide the ith step of the colouring
procedure into three independent phases. First we activate all vertices in
Niðv; cÞ uniformly at random with probability 1=ln d: Let X1 be the set of
activated vertices. Then the size of X1 is binomially distributed random
variable with parameters tiðv; cÞ and 1=ln d: Thus by the standard estimates
REED AND SUDAKOV34for Binomial distributions (see, e.g., [1, Appendix A]) and since tiðv; cÞ ¼
YðdÞ it easily follows that
Pr jX1j 
tiðv; cÞ
ln d

 > tiðv; cÞln2 d

 
5
1
3
dln d :
Next, conditioned on the event that jjX1j  tiðv; cÞ=ln d j5tiðv; cÞ=ln
2 d;
we arbitrarily order vertices from X1 and in this particular order
we pick for each vertex a random colour from its lists. Let X2  X1 be
the set of vertices whose colour is unique in this colouring and hence this
vertices will retain their colour at this step. For each of the vertices in X1 the
probability that it gets repeated colour is equal to the number of colours
already assign to other vertices in X1 (which is at most jX1j4tiðv; cÞð1=ln d þ
1=ln2 dÞÞ divided by the size of its list (which is at least Li5ð1þ eÞtiðv; cÞÞ:
Therefore this probability is at most 1=ln d: Thus the probability that
there are more than 4tiðv; cÞ=ln
2 d vertices which get repeated colours
is at most
tiðv;cÞ
ln d
4 tiðv;cÞ
ln2 d
 !
1
ln d

 4 tiðv;cÞ
ln2 d
4
etiðv; cÞ=ln d
4tiðv; cÞ=ln
2 d
1
ln d
 !4 tiðv;cÞ
ln2 d
¼
e
4
 4 tiðv;cÞ
ln2 d5
1
3
dln d :
Therefore with probability at least 1 2
3
dln d we get that jX2j5jX1j 
8tiðv; cÞ=ln
2 d ¼ tiðv; cÞ=ln d Yðtiðv; cÞ=ln
2 dÞ: Finally, conditioned on this
event, we complete our colouring procedure for the rest of the vertices and
uncolour vertices from X2 if their neighbours outside Niðv; cÞ got the same
colour. Denote by X3  X2 the set of vertices which retain their colour after
this phase. Clearly the size of X3 is a lower bound on ziðv; cÞ: It is easy to see
that the expected value of jX3j; conditioned on the event that jX2j >
tiðv; cÞ=ln d Yðtiðv; cÞ=ln
2 dÞ; is at least
EðjX3jÞ5 1
1
ln d
1
Li

 Ti
jX2j
5 1
Ti
Li ln d
Y
T 2i
L2i ln
2 d
 ! !
tiðv; cÞ
ln d
Y
tiðv; cÞ
ln2 d

 
 
5 1
1
ð1þ eÞ ln d
Y
1
ln2 d

 
 
tiðv; cÞ
ln d
Y
tiðv; cÞ
ln2 d

 
 
5
tiðv; cÞ
ln d
Y
tiðv; cÞ
ln2 d

 
:
LIST COLOURING CONSTANTS 35Note also that again by Talagrand’s inequality jX2j  jX3j; i.e., the number of
vertices in X2 which lost their colour, is highly concentrated. Indeed, all
vertices in X2 have different colours and thus changing an assignment to any
vertex from outside Niðv; cÞ can change jX2j  jX3j by at most one. Also it is
easy to see that if jX2j  jX3j > s; then there is a set of neighbours of vertices
from X2 of size s; each assigned a different colour, which force this change.
Also by linearity of expectation jX3j  EðjX3jÞ ¼ ðjX2j  jX3jÞ  EðjX2j 
jX3jÞ: Therefore
Pr jjX3j  EðjX3jÞj >
tiðv; cÞ
ln2 d

 
5
1
3
dln d :
So ﬁnally we obtain that
ziðv; cÞ5jX3j5EðjX3jÞ 
tiðv; cÞ
ln2 d
¼
tiðv; cÞ
ln d
Y
tiðv; cÞ
ln2 d

 
;
happens with probability at least 1 3ðdln d=3Þ ¼ 1 dln d : This com-
pletes the proof. ]
Proposition 3.1 now follows easily.
Proof of Proposition 3.1. We use induction on i: The base of induction is
trivially true. Suppose now that P ðiÞ holds. Let Av be the event that liþ1ðvÞ
5Liþ1 and Bv;c be the event that tiþ1ðv; cÞ > Tiþ1: Then by Lemma 3.2 the
probability of each of these events is less than dln d : On the other hand it is
easy to see that both Av and Bv;c are independent from all but at most dOð1Þ
other such events. Indeed, they are independent from all Au and Bu;c0
corresponding to vertices u whose distance form v is bigger than 4 and it is
easy to see that the maximum degree of the graph G is at most Oðd2Þ:
Therefore by the Local Lemma, with positive probability, no event Av or Bv;c
happens. This implies that the property P ðiþ 1Þ holds and completes the
induction step. ]
4. CONCLUDING REMARKS
* A more careful analysis of our colouring procedure yields that the
value of e in the assertion of Theorem 1.1 can be made as small as 1=ln1d d
for any positive constant d:
* The results of Molloy and Reed [9], about the algorithmic version of
the local lemma, can be combined with our method here to design an
efﬁcient algorithm for ﬁnding the desired colourings of graphs, which satisfy
conditions of Theorem 1.1.
* Consider a graph G ¼ ðV ;EÞ and a set of lists SðvÞ; v 2 V satisfying
that for each colour c 2 SðvÞ; the number of neighbours of v that have c in
REED AND SUDAKOV36their list is at most d: We deﬁne an auxiliary graph H by taking vertex set
V ðH Þ to be fðv; cÞ j v 2 V ; c 2 SðvÞg and joining two vertices ðv; cÞ and ðu; c0Þ
by an edge if and only if c ¼ c0 and ðv; uÞ 2 EðGÞ: By deﬁnition, the
maximum degree of H is at most d and V ðH Þ is the disjoint union of
independent sets Vv ¼ fðv; cÞ j c 2 SðvÞg; each of size jSðvÞj: Clearly in order to
list-colour G it is enough to ﬁnd an independent set in H which
intersects each independent set Vv in one vertex.In [5] Haxell proved
that if graph H has maximal degree d and it’s vertex set has a partition
into disjoint independent sets V1; . . . ; Vn; each of size 2d; then H contains
an independent set which intersects each Vi in one vertex. By the
above discussion this immediately implies that the lists of size 2d
are enough to colour the vertices of graph G: Therefore it is natural
to ask if the 2d bound on the size of the independent sets Vi can be
improved, thus proving a slight generalization of Reed’s conjecture?
Unfortunately, there are examples (see, e.g., [3, 11]) which show that the
above bound is tight.
* Consider again a graph G ¼ ðV ;EÞ and a set of lists SðvÞ; v 2 V
satisfying that for each colour c 2 SðvÞ; the number of neighbours
of v that have c in their list is at most d: Let f ðdÞ be the smallest
integer such that if every list SðvÞ has a size at least f ðdÞ; then G
has an acceptable coloring from these lists. It remains an interesting
problem to give a better estimate on the function f ðdÞ: So far we
know that d þ 24f ðdÞ4ð1þ oð1ÞÞd: Hence an intriguing open question is
to determine whether f ðdÞ  d is bounded by a constant which does
not depends on d:
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