All Painlevé equations can be written as a time-dependent Hamiltonian system, and as such they admit a natural generalization to the case of several particles with an interaction of Calogero type (rational, trigonometric or elliptic). Recently, these systems of interacting particles have been proved to be relevant in the study of β-models. An almost two decade old open question by Takasaki asks whether these multi-particle systems can be understood as isomonodromic equations, thus extending the Painlevé correspondence. In this paper we answer in the affirmative by displaying explicitly suitable isomonodromic Lax pair formulations. As an application of the isomonodromic representation we provide a construction based on discrete Schlesinger transforms, to produce solutions for these systems for special values of the coupling constants, starting from uncoupled ones; the method is illustrated for the case of the second Painlevé equation.
Introduction
The celebrated Painlevé-Calogero correspondence [17, 26] consists in the remarkable observation that all Painlevé equations can be written in the particular formq = −V (q; t)
for some function V depending explicitly on both the dependent and independent variables. In other words, they all can be thought of as systems with a physical Hamiltonian H(p, q; t) := p 2 2 + V (q; t) (and standard symplectic form), describing the motion of a particle in a time-dependent potential. For the sixth Painlevé equation (PVI), this result is due to Manin 4 [17] , and the Hamiltonian is written as
where ℘ is the Weierstrass function and the four parameters {g i , i = 0, . . . , 3} are in correspondence with the parameters in the PVI equation (see the subsection 3.1 for their explicit expression). The four coefficients ω i reads (ω 0 , ω 1 , ω 2 , ω 3 ) = (0, 1/2, −(1 + τ )/2, τ /2), where τ is the modular parameter and plays the role of the independent time variable t.
It was Levin and Olshanetsky [16] that pointed out that the Hamiltonian (1.1) corresponds to the rank-one case of Inozemtsev's extensions [7] of the Calogero-Moser systems, when one considers τ as a parameter and not as the independent variable. Takasaki, in [26] , found the Calogero form of each of the Painlevé equations by observing that they all can be deduced from the Okamoto's ones [20] by some explicit canonical transformation. Moreover, he extended the CalogeroPainlevé correspondence to what he called "multi-component" Painlevé equations. More precisely, he proved that there are some canonical transformations between:
• The Inozemstev's multi-component systems and their degenerations (from PVI to PI).
• A multi-component generalization of the Okamoto polynomials.
For the reader's convenience, we report here the list of the Hamiltonians of what we call "Calogero-Painlevé" systems. 
(1.2)
In the concluding remarks of his paper, Takasaki stated that "a central issue will be to find an isomonodromic description of the multi-component Painlevé equations. If such an isomonodromic description does exist, it should be related to a new geometric structure". The main result of this paper is exactly the description of this isomonodromic formulation: Theorem 1.1. All the Hamiltonian systems in the Takasaki list (1.2) have an isomonodromic formulation in terms of a 2n × 2n Lax pair, where n is the number of particles.
In each case the variables {x j , j = 1, . . . , n} appear as the eigenvalues of an n × n matrix, which we denote hereafter q, evolving in accordance to a matrix (i.e. non-commutative) version of the corresponding Painlevé equation. Our result is constructive and the Lax pairs are explicitly written. They are obtained by Hamiltonian reductionà la Kazhdan-KonstantSternberg [14] on the Lax systems for the matrix Painlevé equations recently introduced by Kawakami 5 [14] .
An implicit result of the isomonodromic representation is the remarkable property (which is subsumed by the naming convention in the literature but was never proved), that all the equations satisfy the Painlevé property, namely, the solutions q(t) have only movable poles when considered as functions of the complex time t (note, however, that the eigenvalues of q(t) in general are not meromorphic functions, only their symmetric polynomials are).
A second important observation is that the space of initial data of each equation is identifiable with a suitable manifold of (generalized) monodromy data, which is an algebraic variety that can be easily written in explicit form. We do so here only in the case of the second Painlevé system (Section 4, and particularly Theorem 4.2) but the construction is clearly general, with the due modifications. This manifold plays, in this setting, a role similar to the one played by the completed Calogero-Moser space C n (the adelic Grassmannian of [30] ) in the "classical" setting (see Remark 4.5).
The structure of the paper is as follows: in the Section 2 we explain the general structure of the construction, while in Section 3 we provide details for each of the equations. The Section 4 focuses on the case of the second Painlevé equation. Here we start studying its Stokes phenomena in a more general setting (instead of a matrix-valued Painlevé II equation we study the equation with values in an arbitrary non-commutative algebra, as in [23] ) and we relate it to the quantization of the monodromy manifold of the Flashka-Newell Lax pair for the second Painlevé equation [18] . Finally, in the subsection 4.2, we show how to use discrete Schlesinger transformations to construct solutions of the second Calogero-Painlevé system, out of n "decoupled" solution of the second Painlevé equation.
Quantization, beta models and open questions
Zabrodin and Zotov, in [31, 32] , provided a quantized version of the Calogero-Painlevé correspondence. Namely, they proved that for each of the Painlevé equation it exists a Lax pair such that the first component ψ(z; t) of its eigenfunction satisfies the equation
whereH here indicates any of the Hamiltonian in the Takasaki's list, in the case n = 1. It would be interesting to extend this quantum Calogero-Painlevé correspondence to the higher rank cases n > 1.
The quantum Painlevé equations have interesting applications in the theory of beta models, which are statistical models generalising (unitary-invariant) random matrices (which correspond to β = 2). For instance, as the fluctuations of the largest eigenvalue of a random matrix (under suitable assumptions) is governed by the Hasting Mc-Leod solution of the second Painlevé equation and the Tracy-Widom distribution [27] , in the same way the position of the largest particle in a β-ensemble is governed by the β-dependent quantum Painlevé II equation
as discovered in [4] . The equation (1.4), indeed, for β = 2, is of the same type of (1.3), except for the fact that a different Hamiltonian
had been used, and that F (ξ; s) = e K ψ(ξ; s), where K is the (indefinite) integral of the Hamiltonian. In [24] , Rumanov provided an important step in extending the quantum Calogero-Painlevé correspondence to general values of β. Namely, consider an arbitrary Lax pair 6 Up to a shift on the parameters of the equation.
Following [24] we impose that β ∈ 2N is an even integer and that the ratio of B + and L + has the following form
The result of Rumanov can be summarized as follows:
then there exists a Lax pair as in (1.5) such that F is a solution of (1.4).
Up to a rescaling of the variables, the equation (1.7) is nothing but the Hamiltonian dynamics induced byH II in Takasaki's list (1.2).
As an interesting parallel, one might say that Rumanov's result is a sort of analogue of the famous theorem by Krichever [15] stating that the poles of a rational function of the KP equation evolve according to the "classical" (i.e. without potential) Calogero system. Finally, the study of the monodromy manifold of the second Painlevé system gives the first concrete realization of the "quantization" of the Stokes manifolds, in a sense demystifying the concept since it becomes simply a (structured) manifold of generalized monodromy manifold in the usual sense. The real leap to the quantum setting is provided by passing to operator-valued Stokes' parameters (see Rem. 4.4), which should be pursued on a more analytical footing. Studying the precise form of the monodromy manifold for the other Calogero-Painlevé systems and the relation with the quantization of the Painlevé equations is an interesting issue we plan to address in subsequent works.
The general scheme
As explained in the introduction, our aim is to give an isomonodromic formulation of the Calogero-Painlevé Hamiltonian systems found by Takasaki [26] . This result is achieved by performing a reductionà la Kazdan-Konstant-Sternberg on some matrix-valued Lax pairs for the corresponding Painlevé equations. For most of the cases, the Lax pairs we used are the ones found by Kawakami 7 [12, 13] , with the exception of the second Painlevé equation where we used the one found in [2] , giving an isomonodromic formulation of the "fully non-commutative" second Painlevé equation introduced in [23] . For all the cases the starting point is a Lax system of type
7 Strictly speaking, for the ramified cases (PIII D6 , PIII D7 , PIII D8 , PI), the Lax pairs of Kawakami are written for blocks of size 2 × 2, but it is easy to realise that Kawakami's formulas hold more generally for matrices of arbitrary size, and even for general non-commutative algebras.
where the pair of matrices A, B are 2 × 2 block matrices with blocks of arbitrary size n. A and B depend rationally on the spectral parameter z ∈ CP 1 and their entries are polynomials in the n × n matrices {q, q −1 , p}. The dependence on t is both implicit and explicit. If a joint solution of (2.1) exists, then necessarily the matrices A, B satisfy the zero curvature equations
These conditions can be satisfied if A, B have the special form listed in Section 3; for the time being we point out the common features to all the cases here below.
1. The isomonodromic equations for the matrices p and q can be expressed in a Hamiltonian form with Hamiltonian function of the form Tr H(p, q, q −1 ), where H is a non-commutative polynomial depending on the indicated variables.
For all the cases the Hamiltonian H is a polynomial depending just on p and q except for the case PIII D8 , where it is linear in q −1 . These provide non-commutative versions of the Okamoto polynomial Hamiltonians. The matrices p, q are canonically conjugate with respect to the symplectic structure ω(p, q) := Tr (dp ∧ dq) = dθ,
2. The resulting equations for p, q have the forṁ
with A, B polynomials in q (and q −1 for PIII D8 ) and
A is of degree at most 1 in p and B is of degree at most 2 in p.
3. The "angular momenta"
are conserved quantities for the equations (2.4) and the level-sets of M are the coadjoint orbits of the group GL n (C). This conservation law is a consequence of the invariance of the Hamiltonian under simultaneous conjugations
and the fact that the adjoint action of GL n (C) is symplectic.
4. Reinforcing the previous point, in all cases the commutator [p, q] has an additional interpretation in terms of the (generalized) monodromy data associated to the z-ODE in (2.1), which are conserved by the isomonodromic deformation (i.e. the t-equation in (2.1)).
Remark 2.1. In all the cases illustrated below, the Lax pairs can be considered in the more general setting in which p, q and t are elements of a general non-commutative unital algebra, equipped with a derivation ∂ t such that ∂ t t = 1 (see [23] ), and with t in the center of the algebra. In particular, the features 2,3 and 4 are still valid, even if 2 has to be verified by direct computations and it does not have an interpretation in terms of symplectic actions. This more general setting will be very useful in the Section 4, where the Stokes manifold associated to the (non-commutative) second Painlevé equation is studied in relation with the quantization proposed in [18, 19] , see Remark 4.4.
The independence of [p, q] on t allows us to write reduced equations for the eigenvalues of q on special coadjoint orbits M(p, q); this reduction follows an idea that first appeared in [14] .
Lemma 2.2. [14]
Let p, q be matrices satisfying
and assume that q is diagonalizable. Then there exists an invertible matrix C such that:
• The matrices X and Y := C −1 pC satisfy the same commutation relation as q and p :
In particular, for every j = k, j, k ∈ {1, . . . , n},
Remark 2.3. The diagonal entries of Y are not determined by the equation (2.7), in the sequel they will be denoted y 1 , . . . , y n .
The proof is contained in [14] and we report it here for convenience only. Proof. LetĈ be any diagonalising matrix for q. From (2.7) we deduce (conjugating both sides) that
where b = vĈ and a = vĈ −T . In the (matrix) equation above, the diagonal elements on the left hand side are zero, and then we deduce that a j = b
SinceĈ is defined up to right multiplication by any invertible diagonal matrix A, we have that C :=ĈA also diagonalises q and satisfies the conditions of the Lemma.
The reduction to the eigenvalues now proceeds as follows; let C = C(t), det C ≡ 1, be the diagonalizing matrix of Lemma 2.2 and introduce the new wave function
The following proposition is an immediate consequence of the standard formulas for gauge transformations together with the definition of the matrices X and Y .
Proposition 2.4. The wave function Ψ(z; t) is an eigenfunction of the Lax system
where F := (C −1Ċ ) ⊗ 1 2 . Consequently, the isomonodromic equations (2.4) becomė
It is also possible to express the entries of F just in terms of the eigenvalues {x 1 , . . . , x n } of X, as explained in the following lemma.
Lemma 2.5. Let C be the conjugating matrix satisfying the conditions of Lemma 2.2 and F = C −1Ċ . Then the entries of F are given by
15)
and they are rational functions of (x 1 , . . . , x n ) only.
Proof : We start from (2.13). Taking the commutator [Ẋ, X], we get the equation
from which we deduce, since X is diagonal, the formula (2.15).
Since A is a polynomial of first degree in Y (see (2.5)), and X is diagonal, the commutator in (2.15) does not contain the diagonal entries of Y . On the other hand, the off-diagonal entries of Y are expressed by (2.9) and therefore F j,k , j = k are rational functions of (x 1 , . . . , x n ) only. In order to find the diagonal terms of F , we take the derivative of the commutator
Using (2.13) and (2.14) we then obtain
Now, we know that also [q, p] is constant and therefore [q, p] + [q,ṗ] = 0; using (2.4) we then obtain
By conjugating the equation (2.19) with C we obtain that also
The off-diagonal entries of the equation (2.20) give the linear system of equations
which has (2.16), (2.17) for solution.
The details of the expressions of F in terms of X depend on the specific case considered, as will be seen in Section 3. At the general level, however, it already follows that the eigenvalues of X evolve according to a "Calogero-Moser" type system, in the sense specified by the following proposition: Proposition 2.6. The equations (2.13), (2.14) are Hamiltonian with respect to the standard symplectic structure n i=1 dy i ∧ dx i . Moreover, they yield a closed differential system of the second order for the eigenvalues of X, with poles along the diagonals x j = x k , j = k.
Proof : The fact that the equations (2.13), (2.14) are Hamiltonian comes from the fact that the equations for q and p (2.4) are Hamiltonian and the action q → CqC
From (2.13) and the fact that A is of first degree in Y , we realise that the diagonal entry y j = Y jj is an expression involving only x j ,ẋ j :
At this point Y given by (2.9) is completely determined by X,Ẋ and then the equation (2.14) yields a closed differential system of second order for the eigenvalues of X. The poles along the diagonals appear as a consequence of the formula (2.9).
Finally, when necessary (in all the cases but Painlevé I and II), following [26] , in the next sections we provide the explicit canonical change of variable {x j , y i } → {q j , p j } necessary to transform the equations (2.13), (2.14) in the dynamical equations for the Hamiltonian functions in the Takaksaki's list.
The isomonodromic formulation of the Calogero-Painlevé systems
Following the scheme introduced in the previous Section, we explicitly display, for each of the Calogero-Painlevé systems, an isomonodromic formulation. More specifically, for each cases, we report:
• The explicit expression of the Lax system (2.1).
• The matrix Hamiltonian related to the equations (2.4).
• The explicit expression of F .
• The Hamiltonian related to the equations (2.13), (2.14).
• When necessary, the change of coordinates necessary to go from the Hamiltonian of the previous point to the one of the Calogero-Painlevé system (see [26] ).
Painlevé VI
We start from the Fuchsian system of spectral type nn, nn, nn, n n − 1 1 as written by Kawakami (up to a renaming of the constants) [ 
where the matrices are explicitly given by
θ 0 , θ 1 , θ t and k are free parameters while θ = θ 0 + θ t + θ 1 . The resulting Hamiltonian equations for p and q are given by
with
The matrix Hamiltonian is given by
The matrix F reads 5) leading to the multi-particle Hamiltonian
We now recall, following Takasaki, the change of variables that brings the Hamiltonian (3.6) in "physical" form. We start by rewriting (3.6) as
Now introduce the Weierstrass ℘ function with periods 1 and τ
and define
We perform the following change of variable 8 :
where f (u) := ℘(u)−e1 e2−e1 , and f τ is its derivative with respect to τ . The resulting elliptic Hamiltonian is given by
where
Painlevé V
We start from the isomonodromic system of type (n)(n − 1 1), nn, nn, see equation (5.12) in [12] : 14) where the matrices are explicitly given by
Here
The resulting Hamiltonian equations for p and q are given by 8 The second equation in (3.10) should be thought as an implicit relation between t and τ .
The matrix F reads 17) leading to the multi-particle Hamiltonian
In order to write the physical Hamiltonian, we proceed in two steps. First we perform the change of coordinates
leading to the (more familiar) Hamiltonian
This is the same (up to renaming the variables) as the one written in [26] . Takasaki's change of coordinates (adding a change in the time variable) reads 21) leading to the Hamiltoniañ
(3.22) 9 Here and below, actually, we write a slightly modified version of Takasaki's change of coordinates, because we prefer to write transformations that are genuinely canonical, and not canonical up to a constant, as in the Takasaki's paper (see sub-section IV.2 of [26] ). That is the reason why our Hamiltonians have a different normalisation with respect to the ones written in the Introduction.
Painlevé IV
The starting point is the isomonodromic system of spectral type ((n))((n − 1 1)), nn as written in [12] , equation (5.16) : 23) and the resulting Hamiltonian equations for p, q are given by
The matrix F reads 25) leading to the multi-particle Hamiltonian
(3.26)
In order to write the physical Hamiltonian we perform the following change of variable 27) bringing H IV intõ 
Painlevé III D6
The Lax system we start from is a straightforward generalization 10 of the one of spectral type (11) 2 , 22, 22 written in [13] ,
equation (3.28):
10 Here and below, when we say that the Lax system is a straightforward generalization of the one presented in [13] , we means that here we use it as a system whose blocks are of arbitrary size, while the system was originally written for 2 × 2 blocks. 29) and the resulting Hamiltonian equations for p, q are given by
The matrix F reads 31) leading to the multi-particle Hamiltonian
(3.32)
In order to write the physical Hamiltonian we perform the following change of variable
(3.34)
Painlevé III D7
The Lax system below is a straightforward generalization of the one of spectral type (11) 2 , (2)(2) in [13] , equation (3.49): 
The matrix F reads
leading to the multi-particle Hamiltonian
(3.38)
In order to write the physical Hamiltonian one has to perform the following change of variable
Painlevé III D8
The Lax system, generalising the one of spectral type (2) 2 , (11) 2 , equation (3.57) in [13] , reads
and the resulting Hamiltonian equations for p, q are given by
(3.44)
Painlevé II
The Lax system, which is a particular case of the one used in [2] , is the following:
This is already in the Takasaki's form, and no additional canonical transformation is required.
Painlevé I
The Lax system reads
This is already in the Takasaki's form, and no additional canonical transformations is required.
A case study: the second Calogero-Painlevé system
In this section as an example, we study the monodromy data manifold associated to the second Calogero-Painlevé system (3.47)-(3.50). Quite interestingly this analysis leads to a non-commutative deformation of the usual cubic defining the monodromy surface of the PII equation. This deformation shares many similarities with the quantization procedure proposed in [18, 19] . In the second part we show how, using Schlesinger transformations, we can compute solutions of the CalogeroPainlevé system (3.47)-(3.50) (for particular values of the interaction constant g) out of n (different) decoupled scalar solutions of the Painlevé II equation.
Formal solutions and generalized monodromy manifold
In this subsection we will study the monodromy associated to the system (3.47) under a more general setting than the one of the previous sections. Namely, we just assume that p and q are symbols of a general unital and non-commutative algebra A over C, equipped with a derivation ∂ t such that ∂ t t = 1and t is in the center of the algebra. We will also denote
The symbols σ i , i = 1, . . . , 3, will denote the matrices (with entries in A) 1 ⊗ σ i , where σ i are the usual Pauli matrices.
The first step is finding, in the spirit of [10, 29] , a formal solution Φ form (around infinity) of the equation
The following is a generalization, to the non-commutative case, of the Proposition 2.2 in [10] .
Proposition 4.1. Assume that the operator Id + ad [q,p] is invertible in A. Then the equation (4.1) admits a (unique) formal solution (around infinity) of the form
where the form of general coefficient in the z −1 expansion depends on the parity of j as illustrated by the first two terms, and
Proof. We start observing that, because of the symmetry −A(−z) = σ 1 A(z) σ 1 , a solution should be found in the following form
where J(z) is block-diagonal but, in general, with exponential behaviour. Denoting by Y (z) the formal series in the bracket of (4.4) we observe that it can be uniquely factored in the form
, where (4.5)
where F j are block-off-diagonal, while D j are block-diagonal. Note that D is a formally invertible matrix-valued series.
In other words, we look for a solution of the form
The equation (4.1) can then be re-written as
(here the prime denotes the derivatives with respect to z, and the dependance by z is not explicitly written). Taking the block-diagonal part of (4.9) (denoted here with the subscripts D ) we obtain (re-arranging the terms) the equation
Hence we deduce that conclude that J ′ J −1 must be a polynomial of degree at most 2 plus a term proportional to z −1 ; the coefficients of the powers z −j , j ≥ 2 in (4.10) determine recursively the operators D j . Indeed, they have the form
which can be solved (under our assumption) for D j .
The block-off-diagonal part (denoted with the subscript OD ) gives (using (4.10)) 12) which recursively determines uniquely the operator coefficients F j (the system for the off-diagonal parts of F j is quadratic but of triangular nature).
Finally, the precise form of the exponential terms in J(z) and the equation (4.3) are obtained by direct computation of the first few coefficients of (4.10).
We now proceed to the study of the Stokes data associated to the equation (4.1). The situation does not differ significantly from the scalar (commutative) case and we can use much of the logic that was used by Flaschka and Newell in [5] , in particular the authors' discussion on pages 83-85. One difference in our case is that, due to the term z [q,p]⊗12 , there is also an exponent of formal monodromy around z = ∞, in addition to the ordinary monodromy around z = 0 of an arbitrary solution of (4.1).
We thus consider the eight rays R j , j = 0, . . . 7, defined by
We denote S ν the sector between the rays S ν and S ν+1 . We want to construct a piecewise analytic solution Φ of (4.1) consisting of an analytical solution Φ ν for each sector S ν , satisfying the symmetry 13) and the asymptotic condition (4.14) below, which is a slight modification of (4.2).
(4.14)
Here ǫ = 1 in the lower half plane an ǫ = 0 in the upper, and we use the principal value arg(z) ∈ (−π, π].
Theorem 4.2. For each of the sector S ν , ν = 0, . . . , 7, there exists a unique solution Φ ν such that the piecewise analytic solution Φ = {Φ ν , ν = 0, . . . , 7} of (4.1) satisfies the asymptotic (4.14) and the symmetry condition (4.13). Moreover, Φ is the unique solution of the Riemann-Hilbert problem with the jump matrices indicated in the Figure 1 where the (matrix) Stokes operator A, B, C satisfy the relations 19) and Q := e iπ [p,q] .
Before the proof, we make three remarks. Remark 4.4. If [p, q] = i is a multiple of the identity (which can only occur in a genuinely operatorial setting) then the relations (4.19) define a "quantum" version of (4.20) . In this case, the computation of the formal expansion of the Φ-function (4.2) is simplified and the operator α 1 in (4.3) is directly the quantum Hamiltonian of q(uantum)PII, upon identifying (as usual) p with i ∂ ∂q . In this case, the relations (4.16), (4.17), (4.18) give the equitable representation of U Q (sl 2 ) (Q is now a multiple of the identity) [8] . Interestingly, the same relations had been recovered by one of the authors and M. Mazzocco in [18] as a result of the quantization of the monodromy manifold associated to the Flashka-Newell Lax pair for Painlevé II (see also [19] for the case of the Jimbo-Miwa Lax pair). Hence, much in the same way as Okamoto [21] did for classical Painlevé equations (see also [28] ), we can identify S n with the space of initial conditions for the second Calogero-Painlevé system (with n particles). For the case of the rational CalogeroMoser system, the corresponding object (the space of the initial conditions) is the so-called Kazdan-Konstant-Sternberg space C n , defined as the space of the all pairs of (n × n) complex matrices (p, q) such that 22) modulo the action of the linear group by simultaneous conjugations. C n had been defined in [14] and identified in [30] with the so-called adelic Grassmannian (more precisely, this latter decomposes into a disjoint union of pieces isomorphic to C n , n ∈ Z + ). The main difference between the Painlevé-Calogero system and the rational Calogero model is that, in this second case, the Hamiltonian is autonomous and hence each cell C n coincides with the phase space of the system (with n particles). Moreover, essentially because of integrability, the flow is linear on these cells. In the Calogero-Painlevé case, since the Hamiltonian depends explicitly on the time, the identification between the space of initial conditions and the phase space is missing in the first place. Nevertheless, we believe that the geometry of the manifolds S n plays an important role in the study of the Calogero-Painlevé systems and deserves a closer investigation. For instance it would be interesting, as it had been done in [25] and [11] for the case of Painelvé equations, to use the properties of S n to recover the Hamiltonian (3.50).
Proof of Thm. 4.2.
The proof follows closely the scalar case (pag. 84-85 in [5] ), hence we will limit ourselves to explain how the arguments of Flashka and Newell should be modified to replace the relation (4.20) with the non-commutative analogue (4.15),(4.16),(4.17),(4.18) and (4.19) . Let Φ 0 (z) be one of the solutions of (4.1) with the asymptotic behaviour (4.14) in the sector S 0 ; its analytic continuation around a simple loop encircling the origin yields the same solution up to right multiplication by the monodromy matrix M 0 . On the other hand, by using the relations between consecutive sectors of the various sectional solutions Ψ ν , we obtain the monodromy relation
Now observe that, since M 0 , must be in the same conjugacy class as e −2iπθ σ1 , we have
where α, α, etc. are matrices of size n and satistying
The relation (4.23) does not use the symmetry (4.13) and thus it misses some information. Using (4.13), we observe that 
Solutions of the second Calogero-Painlevé systems from uncoupled solutions of PII
We now go back to the matrix case and we assume that we are in the Kazhdan-Kostant-Sternberg situation, with
[p, q] = ig(1 n − vv t ) ∈ M at n (C).
As described in the subsection 3.7, the eigenvalues {x 1 , . . . , x n } of q satisfÿ Since the spectrum of 1 n − vv t is {1 − n, 1} with multiplicities 1 and n − 1, respectively, the operator Q = e iπ[p,q] of the previous section is ±1 n for certain quantised values of the coupling parameter g. Specifically:
If ig ∈ 2Z and n ∈ N =⇒ Q = 1; (4.32)
if ig ∈ 2Z + 1 and n ∈ 2N =⇒ Q = −1. In either situations the monodromy relations (4.19) imply that the Stokes operators (matrices) A, B, C all commute (see also the Remark 4.3) and the exponents of formal monodromy are all integers (see (4.14) ). In the generic situation, which we henceforth assume, the Stokes operators are all simultaneously diagonalizable. Indeed, without loss of generality, we will assume that they are already diagonalized. In what follows we denote ig = r. The goal of this section is to describe a method for finding solutions of the coupled Painlevé II Calogero-Moser system (4.31), starting from uncoupled ones and using discrete Schlesinger transformations [9] , [3] .
Consider the uncoupled (g = 0) Painlevé II system (3.47), and let Φ 0 be the "bare" wave function of size n × n with A, B, C diagonal (semisimple) matrices satisfying the "commutative" relation A + B + C + ABC = 2i sin(πθ), A = diag[a It follows that the system (3.47) is just a direct sum of n copies of 2×2 similar systems and we denote by φ (j) (z; a (j) , b (j) , c (j) ; θ) the corresponding 2 × 2 matrix solutions.
As a Hamiltonian system, the particle-particle interaction in (4.31) is attractive and hence from a dynamical point of view it would be not clear whether there exist global solutions x(t). Indeed the Hamiltonian is not bounded below. However, we have constructed explicit solutions starting from solutions of the single-particle equations; these solutions q(t) necessarily have the Painlevé property (they are ultimately very complicated rational expressions in the single-particle solutions and their derivatives) and hence, even if they may have poles for some real values of t, they are globally defined; of course this does not prevent the eigenvalues to collide for some values of t.
