[15] G. R. Scholz and C. D. Rahn, "Profile sensing with an actuatedI. INTRODUCTION Eye-in-hand image-based visual servoing (IBVS) is a well-known technique that allows for direct control of the motion of an object, observed by a camera mounted at the robot end-effector [1] . With this approach, a desired image is first recorded when the camera is placed at a desired location with respect to the observed object. Then, from any initial location where the object can be seen by the camera, the controller shall provide convergence towards the desired image. A number of theoretical and experimental studies have been published in order to evaluate the properties of this classical approach. In [2] , it is shown that when the error between the initial and final configurations is large, IBVS may produce unnecessary large motion of the robot, that lead to a task failure. This is due to the fact that the camera three-dimensional (3-D) displacement is not explicitly controlled. Furthermore, IBVS is not globally stable and can be proven to be stable only in a (yet unknown) neighborhood of the desired location [3] , [4] . This has motivated the development of image-based path planning algorithms, aimed at interpolating for a path between the initial image and the final desired image. Such an interpolated path can then be fed to the real-time controller, which allows for the system to work with small errors, thus increasing robustness. A major difficulty in image-based path planning lies in the fact that the planned path has to be feasible, i.e., it must correspond to a Euclidean path for the camera. However, it is desirable to avoid an explicit computation of this 3-D path, as this would require a 3-D reconstruction, which relies on a knowledge of the camera model and/or the object model. Rather, we here focus on path planners that do not use any camera model, nor any object model, while guaranteeing that the planned path corresponds to a feasible, although unknown, Euclidean path.
In this domain, the most appropriate approaches found in the literature are based on a decomposition of the projective motion parameters. Working in the projective space allows for a parameterization of the involved Euclidean displacement, without explicitly computing any Euclidean entity. In [5] , an optimal trajectory planner is proposed. It consists of interpolating for the collineation matrix between the initial and final images, and computing the trajectories of image points. Remarkably, this algorithm, which offers a closed-form analytical solution (thus it does not suffer from any convergence problems), does not need any knowledge of the camera calibration parameters. A major drawback of these approaches (see also [6] ) is that they do not account for the visibility problem, and thus may lead the tracked target to leave the image range (see Section II-D).
On an other hand, over the recent few years, taking the visibility constraint into account has been the object of an intensive research in the field of path planning for visual servoing. The approach proposed in [7] consists of iteratively modifying a nominal path using artificial potential fields that account for manipulator joint limits and visibility restrictions. Unfortunately, this extension strongly relies on a knowledge of camera calibration parameters, and is not proven to converge. Similarly, in [8] , optimal control techniques are employed for the design of an image motion that is compatible with joint limits and visibility constraints. Here, the cost function represents a time integral of energy. In [9] navigation functions are used, which can be viewed as potential field functions as well, with a minimum that is guaranteed to be unique by construction.
Another method for calibration-free path planning with visibility is developed in [10] . Here, the proposed approach consists of using an image feature vector that is independent from calibration, and to plan a path for this vector. Unfortunately, in this case, visibility can be achieved only by the use of a motorized zoom mounted on the camera.
Within this context, the method proposed in this paper modifies the solution provided in [5] in order to deal with the visibility problem, while keeping the planner both non-iterative and calibration free.
II. MATHEMATICAL BASIS AND INITIAL ALGORITHM

A. Modelling
Consider a camera and its frame F c , centered at the optical center O c , the vector z c coinciding with the optical axis. (5) Equation (3) can be seen as generalizing the rigid body constraint over an affine space I2Z. The key idea of this work is to provide trajectories for p i , Z i in I2Z, hence invariant to camera calibration, in such a way that the associated Euclidean motion exists. To do so, one decomposes the affine transformation parameters into a canonical form, which is easy to reparameterize.
B. Estimation of Initial Projective Displacement
As in [5] , [10] , we will use the following assumption. Several algorithms can be found in the literature that allow for such an identification and do not require any calibration information. A key issue in this matter is to distinguish between the rotation and translation displacements in order to identify the corresponding entities separately. For example, in [5] , matched points at the infinity, only affected by the rotational displacement, are used to reconstruct G 1 from I 0 and I1. Alternatively, standard matched points extracted from three images, two of them being separated by a pure translation, can be used as well, as suggested in [10] .
Suppose that an image I2 is available, that is separated from the final desired image I 1 by a pure unknown translation t 1!2 . This image can be easily obtained during a learning stage, either by translating the object or the robot end-effector. The rotation R1!2 between images non-coplanar points. Again, this leads to a scalar ambiguity, which can be removed using kG 1 k = 1.
As a result, one theoretically obtains kG1k with no error, and Z 0 i , i 2 f1. ..mg and e 1 up to . This justifies Assumption 1, from a theoretical point of view. Of course, practically, image noise, image distortion, and measurement errors affect the values of the measured image point coordinates, which in turn affects the quality of parameters estimation. However, we will see that these errors do not significantly affect the overall planning algorithm in Section IV.
C. Projective Interpolation
Providing an interpolated path can be understood as generating a ma- 
The constraints to be respected are the existence of a rotation matrix
and the boundary conditions for = 0 and = 1
A possible solution consists of computing separately G and e .
Firstly, e can be computed in such a way that the optical center follows a straight line e = e 1 :
Secondly, G can be computed in such a way that the camera frame follows a geodesic. To do so, let us first consider the eigendecomposition of the rotation matrix R 0!1 as 
where 3 3 3 1 groups the eigenvalues of G 1 , and V 1 groups the eigenvectors of G1. Since one knows from (4) that G1 is similar to R0!1, one has 3 3 3 1 = 1 1 1 1 :
Therefore, one can always compute the eigenvalues of G1 and set
where diag(X) represents the vector of diagonal elements of a matrix X. 
which is a rotation of an angle 1 around the vector u1. When varies from 0 to 1, the rotation matrix follows a geodesic from I 3 to R 0!1 . Finally, once G and e have been determined, the trajectory for a point P i can be computed by
D. Practical Behavior
In order to illustrate the behavior of the planning algorithm, a simulation result is given in the next. A 6-points non-planar target is used to simulate the object. The camera is placed at two locations separated by a large displacement. The initial image I0 and the final image I1 are built using the standard camera model of (1). An additional image Again, although it is believed that the above formulation is original, the obtained path is exactly the same as in [5] . Note also that the third step allows for the construction of Z i p i up to the scalar factor that corrupts the estimation of the initial depth Z 0 i . However, the fourth step cancels the influence of by dividing the two first components of Z i p i by its third component. Therefore, the result is not affected by . The same property will be verified in the rest of the paper, so that one can suppose = 1 without changing the results.
The simulation results are presented in Fig. 1 . The computed image coordinates are represented in Fig. 1(a) , where the circles show the initial target image ( = 0) and the crosses show the final target image ( = 1). The image range is represented by the dashed rectangle. It can be verified that the planned image trajectory corresponds to a feasible Euclidean motion of the camera in the target frame, with a straight line displacement for the camera optical center [ Fig. 1(b) ]. In this figure, camera frame is drawn for 2 f0; 1=4; 1=2; 3=4;1g. Most importantly, it can be seen in Fig. 1(a) that most of the points leave the image range due to the large rotational displacement around the optical axis. 
III. PLANNING WITH VISIBILITY
A. Ensuring the Visibility of One Target Point
In order to overcome the drawbacks of the previous approach, the trajectory design can be performed by considering the displacement of the tracked target in the camera frame, rather than considering the displacement of the camera in a fixed frame. To this aim, while keeping the same rotational path, one can impose a straight line for the image of an arbitrarily selected guiding pointP
This guarantees thatP persists within the field of view, since the rectangular image is obviously convex. Similarly, the depthZ can be linearly interpolatedZ
For all other points, reference trajectories are established taking into account the unmodified geodesic interpolation of rotational displacement, i.e., 
In summary, Algorithm B is the same as Algorithm A, where the steps 2) and 3) are replaced by the following:
2) computingZ p using (22), (23);
3) computing Z i p i from (24).
In order to illustrate the practical behavior of this algorithm, a simulation has been performed using the same configuration as for Fig. 1 . The result, in the image space, is plotted in Fig. 2(a) , which shows that the selected image pointp (in red), follows a straight line as expected. As a consequence, the camera optical center does not follow a straight line anymore in the object frame [ Fig. 2(b) ]. Most importantly, one can observe in Fig. 2(a) that, although the image path is more compact, with one pointp guaranteed to be always visible, the other points may still leave the image range. This has motivated the development of a third algorithm by the use of a depth modulation.
B. Ensuring the Visibility for the Whole Target
Image features can be prevented from running out of the field of view by moving the camera backwards along any optical ray. In this section, Algorithm B is enhanced in such a way that the trajectory for the guiding featureP persists as a straight line, with the camera eventually translating backwards along the instantaneous optical ray ofp. Namely, the linear interpolation forp given in (22) 
This quantity is positive whenever the nominal image coordinates p i;nom are out of the image range. On the contrary, a negative value means that p i;nom is within the image range, so that no depth correction is necessary. Finally, the necessary amount of depth correction to move all the target points within the image range at a locus is Fig. 3 , where the same numerical data as for previous illustrations was used. As soon as a feature point reaches the image border, the camera moves back so that the point stays at the border.
IV. EXPERIMENTAL RESULTS
In order to validate the proposed approach under real conditions, experiments were conducted using a six-degree-of-freedom robot (Stäubli RX 90) with a camera (Basler 301 f) mounted at its end-effector. A target, consisting of two non-coplanar white rectangles painted on a black object was built. An elementary image processing algorithm allows for the extraction, in real time, of the image pixel coordinates of eight points, corresponding to the corners of the two rectangles. Fig. 4 shows the initial and final configurations for the experiments described hereafter. From the image coordinates of the eight points in the initial image I 0 , the final image I 1 , and an additional image I 2 obtained from I1 by an arbitrary translation, one first computes G1, k. This amount of error is similar to experimental results provided in [5] . For the given experiment, this error corresponds to a robot displacement of about 5.5 mm and 0.6 degree, which is reasonable comparing to the camera-target distance (450 mm). Algorithm C is then used to compute a path fromĜ1,Ẑ 
V. CONCLUSION
In this paper, we have proposed an analytical solution to the path planning of feature points between two pre-recorded images. The planned path can be obtained analytically without any knowledge of the camera parameters and is proven to be both feasible and visible. Experiments were conducted in order to validate the approach with real images in an uncalibrated experimental setup. The results are reasonably precise, since the robot was able to find, through visual servoing, a camera configuration which is always closer than 4 pixels RMS from the desired path.
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Abstract-The application of joint-torque sensory feedback (JTF) in robot control has been proposed in the past that, unlike the model-based controllers, does not require the dynamic model of the robot links. JTF, however, assumes precise measurement of joint torque and accurate friction model of the joints. This paper presents an adaptive JTF control algorithm that does not rely on these assumptions. First, the robot dynamics with JTF is presented in a standard form with a minimum number of parameters, where the inertia matrix appears symmetric and positive definite. Second, an adaptive JTF control law is developed that requires only incorporation of uncalibrated joint-torque signals, i.e., the gains and offsets of multiple sensors are unknown. Also, all physical parameters of the joints including inertia of the rotors, link twist angles, and friction parameters are assumed to be unknown to the controller. The stability analysis of the control system is presented. Experimental results demonstrating the tracking performance of the proposed adaptive JTF controller are presented.
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NOMENCLATURE a 1 b
The inner product of two vectors.
sx, cx sin(x) and cos(x).
(1)
Eigenvalue of a matrix. 
