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O processamento de linguagem natural e as ontologias são ferramentas cuja interação permite uma melhor
compreensão dos dados armazenados. Este trabalho, ao associar estas duas áreas aos elementos disponíveis
numa base de dados prosopográfica, tornou possível identificar e classificar relacionamentos entre setores de
ocupação na forma como eram designados na época, setores de atividade num formato mais próximo do de
hoje e o estatuto social que essas incumbências tinham na sociedade coeva. Os dados utilizados são sobre-
tudodemembrosdoSantoOfício –doséculoXVI ao séculoXVIII. Paraatingir esteobjetivoutilizaram-sealgumas
descrições textuais de ocorrências da época e outras pouco estruturadas, disponíveis no repositório SPARES.
A aplicação de processamento de linguagem natural (remoção de stopwords e aplicação de stemming), conju-
gada com a construção de duas ontologias, tornou possível classificar esses dados, permitindo consultasmais
eficazes. Ao contribuir para a classificação automática de dados históricos, propõem-semetodologias que po-
dem ser aplicadas em dados de qualquer outra área do conhecimento, especialmente as que lidam com as
variáveis de tempo e espaço de formamais intensa.




OntoSPARES: from natural language to ontologies
Contributions to the automatic classification of historical data (16th-18th centuries)
The interaction between the natural language processing and ontologies are tools allowing a better understan-
ding of the data stored. This work, by combining these two areas to the elements available in a prosopographic
database, has made possible to identify and classify relationships between occupations of many individuals
(in general Holy Office members of the 16th-18th centuries). To achieve this goal the data used was gathered
in SPARES repository, including some textual descriptions of the time occurrences. They are all few structured.
Theapplicationof natural languageprocessing (stopwords removal and stemmingapplication), combinedwith
the construction of two ontologies, made possible to classify those data, allowing a more effective search. By
contributing to the automatic classification of historical data, this thesis proposes methodologies that can be
applied to data from any other field of knowledge, specially data dealing with time and space variables.





A evolução tecnológica permitiu a passagem para suporte digital de informação que estava disponível ape-
nas em suporte analógico. O projeto PTDC/HIS-HIS/118227/2010 - COMPETE/QREN/FEDER - FCOMP-01-0124-
FEDER-020722 - INTERGROUPS - Intermediate groups in the Portuguese dominions: the ”familiares” of the Holy
Office (c. 1570 -1773) permitiu reunir, num único repositório digital, dados que só se encontravam disponíveis
em arquivos (designadamente no da Torre do Tombo), com possibilidade de consultas somente presenciais.
Segundo o Centro Interdisciplinar de História, Culturas e Sociedades (CIDEHUS)1, este projeto, ao estudar os
perfis sociais dos familiares do Santo Ofício (SO) em diferentes contextos, permite analisar os grupos intermé-
dios da sociedade portuguesa da época. Para tal consideraram cinco objetivos principais: ”aumentar o co-
nhecimento sobre os grupos intermédios no Antigo Regime português; tentar responder à questão de como se
obtinha em Portugal o direito a solicitar uma familiatura, em diferentes etapas cronológicas; conhecer o perfil
social e a atuação dos familiares do Santo Ofício, comparando umas zonas do país e do Império com outras e
inclusivamente com Espanha”.
A criação da base de dados SPARES (Sistema Prosopográfico de Análise de Relações e Eventos Sociais) tornou
possível pesquisar a qualquermomento a informaçãoobtida através doprojeto acima referenciado, para qual-
quer finalidade de estudo. Este sistema, com um elevadíssimo número de registos (atingiu os 170.000 em 7 de
1http://spares.cidehus.uevora.pt/
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agosto de 2016), é continuamente melhorado, permitindo que seja possível dar respostas mais eficientes às
questões colocadas por todos aqueles que o utilizam. É um sistema colaborativo, pelo que nele trabalham
em simultâneo diversos historiadores, com conhecimentos de Informática que não ultrapassam o patamar do
utilizador experiente.
Iremos trabalhar sobredadoshistóricosque se caracterizampor teremumapego intrínsecoàs variáveis tempo/
espaço. A partir de elementos disponíveis na referida base de dados prosopográfica (de pessoas), optou-se por
investir na área das ocupações, por ser um campo de trabalho de elevado interesse para ajudar a classificar
o estatuto social dos indivíduos. Para cada personagem importa à partida ter presente pelo menos estes 3
aspetos: 1) setores de ocupação, tal como seriam definidos na época em estudo (séc. XVI-XVIII); 2) setores de
atividadesmais próximos do seu atual entendimento; 3) estatuto social das ocupações, atribuído na época. Os
aspetos mencionados referem-se a diversos indivíduos, sobretudo de membros do SO ou com ele de alguma
forma relacionados – do século XVI ao século XVIII.
A área das ocupações tem interesse até para a contemporaneidade. Existe, inclusivamente, um projeto eu-
ropeu neste domínio, o International Standard Classification of Occupation (ISCO), o qual criou suporte para
comparações internacionais sobre profissões. O ISCO, contudo, fez pouco para a época aqui tratada.
Pela forma comooSPARES foi preenchido, as técnicas de processamentode linguagemnatural (PLN), remoção
de stopwords e aplicação de stemming contribuirão para a classificação dos dados prosopográficos, uma vez
que foram utilizadas para o efeito transcrições da época e registos com linguagem pouco controlada. O de-
safio é melhorar este repositório de dados, torná-lo mais estruturado. Trata-se de uma questão fundamental
por mais duas razões, além das aduzidas. Por um lado, por ser um sistema que não teve, intencionalmente,
um modelo de dados feito nem em função das fontes, nem do problema de investigação, de modo a servir
para um leque alargado de investigadores com interesses na prosopografia; por outro, como sistema colabo-
rativo, há desfasamentos nos registos introduzidos pelos vários participantes, que importa minimizar quando
se pretende recuperar informação. A aposta desta tese é desenvolver estratégias que facilitem a classificação
dinâmica dos dados e uma mais ajustada recuperação de conhecimentos. Desde logo, qualquer intervenção
tem sempre que ter presentes as variáveis tempo e espaço, fundamentais no trabalho do historiador.
A partir desta base de conhecimento, construiram-se duas ontologias, utilizando o software Protégé. Estas per-
mitirão realizar pesquisas sobre as classificações obtidas. As ontologias, ao representarem um domínio espe-
cífico de interesse, podem contribuir para a obtenção de novos conhecimentos. Destemodo, considera-se que
a utilização de ontologias, conjugadas com remoção de stopwords e aplicação de stemming, por comparação
a métodos ad hoc, são um importante contributo para a classificação de dados prosopográficos.
Este trabalho tem, assim, como objetivos: i) classificar os eventos por setor de ocupação, setor de atividade
e estatuto; ii) aplicar aos dados métricas de avaliação da extração de dados; iii) construir ontologias que per-
mitam estruturar a base de conhecimento com uma linguagem pouco controlada. Tudo isto visa por um lado
facilitar a classificação das inúmeras ocupações num quadro mais reduzido e inteligível, por outro contribuir
para a própria classificação das personagens envolvidas. Assim, pretende-se obter resposta para as seguintes
questões:
— A utilização de PLN, nomeadamente o controlo das stopwords e aplicação de stemming, na classifica-
ção automática de eventos é vantajosa relativamente a uma classificaçãomanual num universo com as
características que já foram definidas?
— As listas de stopwords disponíveis para a Língua Portuguesa serão adequadas ao universo dos dados a
classificar?
— Ao interrogar as ontologias criadas é possível gerar novos conhecimentos?
— Os resultados alcançados beneficiarão o desenvolvimento de futuros projetos no CIDEHUS?
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Após umenquadramento teórico dos conceitos de PLN (secção 2), extração automática (secção 3) e ontologias
(secção 4), far-se-á uma descrição dos recursos que foram utilizados e das metodologias que foram seguidas
(secção 5), com a construção de dois cenários distintos. O primeiro cenário resulta de uma transposição do
modelo concetual do repositório SPARES. O segundo cenário foi desenhado tendo por base a exploração de
dados feita com recurso a dicionários da época, contextos de frase, leque ocupacional dos indivíduos e triagem
dos resultados por uma equipa de profissionais. Na secção 6 apresentam-se as ontologias desenvolvidas e na
secção 7 tecem-se alguns comentários aos resultados obtidos. Finaliza-se o trabalho com as considerações
finais e algumas sugestões de trabalhos futuros nesta área de investigação (secção 8).

2
Processamento de linguagem natural
A língua é a principal manifestação da inteligência humana. Através da linguagem expressam-se desde neces-
sidades básicas a conhecimentos técnicos. Considera-se linguagem natural a que é recorrentemente utilizada
no quotidiano para a comunicação humana. Em contraste com as linguagens artificiais, como as de progra-
mação, a linguagem natural evolui de geração em geração, e embora tenha regras, estas são pouco estáticas.
Baranow (1983) refere um crescente interesse no PLN, nomeadamente no que diz respeito à implementação
de sistemas de diálogo entre o homem e o computador e do incremento da capacidade de memória compu-
tacional. Bird, Klein e Loper (2008, para. 1) escreveram no 1º capítulo da sua publicação: ”Today, people from
all walks of life - including professionals, students, and the general population - are confronted by unpreceden-
ted volumes of information, the vast bulk of which is stored as unstructured text”. Chisholm (2013) reforça esta
ideia ao referir que o volume de dados armazenados e a velocidade comque podem ser consultados sãomais
elevados a cada dia que passa. No entanto, a capacidade das pessoas para processar e compreender esses
dados permanece constante. Para ultrapassar esta limitação humana, o PLN dedica-se a investigar, propor e
desenvolver sistemas computacionais que têm a linguagem natural escrita como objeto primário (Grishman,
1986). O PLN pode ser definido num sentido amplo para qualquer tipo de manipulação da linguagem natural
em computador. Assim, pode ser algo tão simples como a contagem do número de vezes que a letra t ocorre
num parágrafo, ou então pode envolver a ”compreensão” de expressões humanas (Bird et al., 2008).
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Liddy (2001, para. 2) considera que não existe umadefinição única para PLN. Ainda assimoferece a seguinte de-
finição: ”Natural Language Processing is a theoretically motivated range of computational techniques for analy-
zing and representing naturally occurring texts at one or more levels of linguistic analysis for the purpose of achi-
eving human-like language processing for a range of tasks or applications”. Desta definição, a autora destaca
a noção imprecisa de conjunto de técnicas computacionais, pois existem vários métodos ou técnicas que se
podem escolher. Refere também que os textos de ocorrência natural podem ser de qualquer idioma, modo
ou género. Podem ainda ser orais ou escritos. A única exigência é que eles sejam de uma linguagem utilizada
pelo homem para comunicar entre si. Considera ainda que existem vários níveis de análise linguística com di-
ferentes significados e que os sistemas de PLN utilizam diferentes níveis ou combinações desses níveis. O PLN
torna, assim, possível que os computadores consigam compreender e interpretar as mais diversas instruções
fornecidas por uma determinada linguagem natural.
No contexto do PLN podem-se considerar vários tipos de sistemas, com diferentes níveis de aperfeiçoamento,
bem como de desempenho, nomeadamente: dicionários, thesaurus e enciclopédias eletrónicas; sistemas de
recuperação de informação; sistemas de extração de informação; sistemas de tradução automática; sistemas
de sumarização automática; sistemas de correção ortográfica; sistemas de correção gramatical; analisadores
semânticos; analisadores discursivos; sistemas de categorização de textos; sistemas de diálogos; sistemas de
auxílio à escrita (Di Felippo & Dias-da Silva, 2009).
Dos sistemas acima referidos, destacam-se os sistemas de extração de informação, tratados mais pormenori-
zadamente na secção 3, pela sua importância no tratamento automático das línguas naturais.
2.1 Níveis de processamento de linguagem natural
O que distingue as aplicações que processam linguagem de outros sistemas de processamento de dados é a
sua utilização do conhecimento da língua. Nessas aplicações é importante o sistema poder “recordar” ques-
tõesanterioresque lhe foramcolocadas. Martin e Jurafsky (Martin&Jurafsky, 2000, p. 3) aocolocaremaquestão
”How many states were in the United States that year?”, comentam que se pode equacionar a que ano esta se
refere. A resposta seria ”ao ano em que Lincoln nasceu”. Nestes casos é fundamental o conhecimento de par-
tes anteriores do discurso. Para que questões deste tipo possam ter resposta, são requeridos diversos tipos de
conhecimento.
Para Küppers (2013) a informação é baseada em sinais e símbolos e sequências destes. Estas sequências po-
dem ter um sentido ou um significado, podendo a informação dividir-se por três dimensões: i) sintática; ii)
semântica; iii) pragmática. A dimensão sintática é entendida como o arranjo ordenado de símbolos bem como
das relações entre eles. A dimensão semântica inclui não só as relações entre os símbolos, mas também o
seu significado. A dimensão pragmática inclui as relações entre os símbolos, o seu significado, e ainda o efeito
destes sobre o destinatário. Este autor considera ainda que as três dimensões constituem uma unidade indis-
solúvel, não se podendomencionar uma delas sem se atender às restantes.
Em 2010, Dale advoga que tradicionalmente o PLN considera o processo de análise da linguagem como sendo
decomposto numa série de etapas. Para além das três dimensões referenciadas por Küppers (2013) este autor
inclui também duas etapas iniciais: segmentação de texto e análise lexical. As frases de um texto são primeira-
mente analisadas em termos de sintaxe (ordem e estrutura), seguida de uma análise em termos de semântica
(significado literal) e, por fim, uma análise pragmática (significado da expressão vocal ou de contexto de texto).
Visualizam-se esquematicamente na Figura 2.1 as etapas de análise de PLN apresentadas por Dale (2010).
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Figura 2.1: Etapas na análise de PLN (Adaptado) (Dale, 2010).
2.1.1 Segmentação de texto
A primeira tarefa a realizar quando se trabalha em PLN é a segmentação de texto. Esta pode ser realizada a
vários níveis e o texto pode ser dividido em parágrafos, frases, palavras, sílabas ou morfemas. A complexidade
desta tarefa varia consoante a língua em que é executada. Por exemplo, em línguas asiáticas, onde não há um
delimitador explícito (como o espaço em branco nas línguas indo-europeias), a segmentação de texto é mais
complicada. Mesmoquandooespaço embranco énormalmente odelimitador explícito, ocorremsituações de
exceção (Tufis, 2009). Também Palmer (2010) refere que é necessário definir claramente caracteres, palavras e
frases em qualquer documento e que a definição dessas unidades apresenta diferentes desafios, dependendo
do idioma que é processado. Esta não é uma tarefa trivial, especialmente quando se considera a variedade de
línguas humanas e sistemas de escrita. Assim, para este autor as línguas naturais são ambíguas e os sistemas
de escrita muitas vezes amplificam essas ambiguidades, podendo também originar ambiguidades adicionais.
Quando se trata de páginas daWorld Wide Web (WEB), a insuficiente produção demetadados, quando se apli-
cam algoritmos no reconhecimento visual destas páginas, torna-semais eficaz quando realizada parcialmente
em segmentos de páginas que descrevem um único evento, em vez de toda a página (Fragkou, 2013).
2.1.2 Análise lexical
As palavras são os blocos de construção de textos em linguagemnatural. A análise lexical incide sobre as técni-
cas e mecanismos de análise de texto ao nível da palavra (Hippisley, 2010). Para Hanks (2013) cada palavra, de
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acordo com o contexto, tem vários significados possíveis. Assim, novas terminologias estão constantemente a
ser criadas, nomeadamente as que se relacionam com nomes próprios e palavras compostas.
A análise lexical antecede normalmente o processamento sintático (Ranchhod, 2001), permitindo reduzir a
complexidade da análise sintática ao classificar e simplificar algumas das operações realizadas sobre os da-
dos (Platzer, 2013).
Ranchhod (2001) coloca emevidência que, paraoprocessamentoautomáticode texto, é necessário efetuar um
tratamento das unidades básicas das línguas, palavras simples e palavras compostas. Este tratamento pode
ser realizado pelos dicionários eletrónicos. Este autor menciona ainda que alguns dos problemas que se po-
dem solucionar são: analisar contrações ou resolver ambiguidades. Já Liddy (2001) refere que a interpretação
e representação do significado das palavras individuais varia de acordo com a teoria semântica utilizada no
sistema de PLN e uma única unidade lexical pode ser decomposta nas suas propriedades mais básicas.
2.1.3 Análise sintática
EmPLN pressupõe-se naturalmente que a unidade básica, cujo significado pode ser analisado, é a frase. Deste
modo uma frase exprime uma proposição, uma ideia ou um pensamento, sobre o mundo real ou imaginá-
rio. Extrair o significado de uma frase é uma questão-chave. Frases não são, no entanto, apenas a sequência
linear de palavras, sendo necessária a sua análise gramatical para que estas possam ser interpretadas (Dale,
2010). Liddy (2001) considera que este nível centra-se na análise das palavras de uma frase para obter a sua
estrutura gramatical. A mesma opinião têm Chopra, Prashar e Sain (2013) ao entenderem que as palavras são
transformadas numa estrutura gramatical em que se podem visualizar os relacionamentos que existem entre
si.
Ljunglöf e Wirén (2010) referem que nesta fase se analisam sequências de palavras (tipicamente uma frase)
para determinar a sua descrição estrutural de acordo com a gramática formal, mas destacam que na maioria
das circunstâncias, isso não é um objetivo em si, mas sim um passo intermédio que pode ter como objetivo,
por exemplo, a atribuição de um significado à frase. Neste sentido, o resultado é tipicamente uma estrutura
hierárquica, sintática, destinada a ser interpretada semanticamente.
2.1.4 Análise semântica
A sintaxe e a semântica de uma língua encontram-se intimamente relacionadas, sendo possível deduzir infor-
mações sobre a semântica unicamente a partir de estruturas sintáticas. Complementarmente, a informação
de estruturas semânticas permite aperfeiçoar as análises sintáticas (Agustini, 2006).
Identificar a estrutura sintática subjacente de uma sequência de palavras é a etapa inicial na determinação do
significado de uma frase. A análise sintática fornece um objeto estruturado que é mais suscetível de posterior
manipulação e interpretação. A análise semântica permite atribuir sentido às frases analisadas gramatical-
mente (Dale, 2010). A semântica determinaospossíveis significadosdeuma frase. Este nível deprocessamento
pode incluir desambiguação semântica de palavras commúltiplos sentidos.
Goddard e Schalley (2010) consideram que a análise semântica engloba não só a análise do significado das
palavras, mas também das expressões fixas, frases inteiras e expressões no contexto. Na prática, isso significa
traduzir expressões originais em algum tipo de metalinguagem semântica. Também Chopra, Prashar e Sain
(2013) referem que ao resultado da análise sintática é atribuído significado consoante uma frase tenha, ou
não, sentido.
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Reshamwala, Mishra e Pawar (2013) alegam que nesta etapa, ao construir uma representação dos objetos e
ações que constituem uma frase, incluindo os detalhes fornecidos por adjetivos, advérbios e proposições, é
possível reunir informações vitais para uma posterior análise pragmática .
2.1.5 Análise pragmática
A determinação do significado de uma frase não é muitas vezes suficiente para compreender uma dada reali-
dade, tornando-se assim necessário contextualizar esse significado. O pragmatismo é uma tradição filosófica
que teve origem nos Estados Unidos da América, no século XIX, e que é atualmente impulsionada pelas dis-
cussões sobre a dinâmica evolutiva em que os objetos se revestem de significado através da sua utilização em
contextos comportamentais (Artmann, 2013).
A análise pragmática relaciona a língua com a sua utilização. Deste modo, este nível utiliza o contexto, para
além do conteúdo do texto, para entender o objetivo. Isto requer o conhecimento domundo. Algumas aplica-
ções do PLN podem, nestas circunstâncias, utilizar bases de conhecimento emódulos de inferência, de acordo
com Liddy (2001). Esta autora refere ainda que podem ser utilizados diversos métodos para realizar a desam-
biguação, alguns que requerem informações sobre a frequência com que cada sentido ocorre num corpus de
interesse particular, ou de uso geral, sendo que uns exigem a consideração do contexto local, e outros utilizam
o conhecimento pragmático do domínio do documento.
Reshamwala et al. (2013, p. 114) definem pragmática como ”the analysis of the real meaning of an utterance in
a human language, by disambiguating and contextualizing the utterance” e destacamo papel importante que a
identificação e eliminação de ambiguidades temna interpretação do significado real das expressões utilizadas
pela linguagem humana. Assim, quando uma palavra temmais do que um significado, o seu sentido correto é




As preocupações com os aspetos pragmáticos da linguagem surgem da observação de que a comunicação
em linguagem natural dependente de circunstâncias que ultrapassam a linguagem propriamente dita. Deste
modo, quando se participa num diálogo, ou se interpreta um texto, um vídeo ou uma imagem, é preciso fazer
o seu enquadramento num determinado contexto. Assim, independentemente do tipo de informação, bem
como do seu enquadramento, a extração automática de conteúdos tem um papel fundamental no PLN.
A extração automática pode ser realizada não só sobre informação textual, mas também sobre figuras, como
um gráfico de linhas ou uma imagem de satélite, ou conteúdos multimédia, como um filme.
Choudhury e Giles (2015) constatam quemuitas das descobertas experimentais, em documentos académicos,
possuem figuras. Estas podem ser geradas a partir de dados que não constam desses documentos e conter in-
formação só possível de identificar após a sua análise. A identificação do tipo de figura é o primeiro objetivo a
ser realizado por estes autores. Assim, considerando que os gráficos de linhas são uma das figuras abundantes
em trabalhos académicos, o foco principal do trabalho realizado por estes autores foi melhorar o módulo de
processamento de imagem para realizar a extração de dados, totalmente automática, a partir de figuras que
representem gráficos de linhas. Deste modo, a análise foi feita sobre documentos PDF e através de um algo-
ritmo de segmentação de imagem foram identificadas regiões de texto e de imagem. Ao desenvolverem um
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classificador binário de imagens, tornarampossível saber se umadada imageméumgráfico de linhas que será
posteriormente analisado para extração dos seus dados.
A pesquisa semântica e extração de conteúdos multimédia revestem-se de interesse nas aplicações que apre-
sentam vídeos. Chaudhari e Vankudothu (2015) desenvolveram uma metodologia que utiliza uma ontologia
de domínio que aplica uma extração de conceitos que é depois utilizada para a extração de eventos. Outros
autores (Manju & Valarmathie, 2015) referemque o aumento dos recursosmultimédia, nomeadamente vídeos,
leva a que se desenvolvammétodos inteligentes que permitam o seu processamento e organização. Sugerem
assim que esse processamento comece com uma extração de objetos a partir dos conteúdos dos vídeos. Os
objetos assim extraídos são tambémeles processados para extrair relações temporais. Estemodelo, para além
de extrair objetos e eventos, permite ainda associá-los automaticamente.
Bao, Tian, Chen e Lin (2015) evidenciam que a aquisição de dados florestais fornece um contributo importante
para a construção de modelos ecológicos. Devido aos cálculos complexos e grandes volumes de dados asso-
ciados com imagens de alta resolução espacial, a extração precisa e eficaz das copas das árvores individuais
continua a ser um desafio. A abordagem proposta é validada comparando os seus resultados com os da apli-
cação de quatro algoritmos propostos por outros autores.
3.1 Extração automática de informação textual
Porfirio eBidarra (2006) centram-sena complexidadeda interpretaçãode textos, apontandoalguns caminhos a
seguir para umbomdesenvolvimentodeste tipode interpretação e citandoalgunsmétodos que sãoutilizados.
Estes autores definem extração de informação como ummétodo que consiste na identificação emanipulação
de alguns aspetos linguísticos, tais como lexicais, sintáticos e semânticos, contidos nos textos. Por outro lado,
Maybury (2008, p. 3) define extração de informação com mais pormenor ao escrever: “Information extraction
is the automated identification of specific semantic elements within a text such as the entities (e.g., people, orga-
nizations, locations), properties or attributes such as characteristics of entities, relations (among entities), and/or
events”. Este autor menciona que os sistemas que estudou são capazes de extrair entidades referidas em notí-
cias commais de 90% de precisão e as relações entre as entidades com uma precisão de 70-80%.
Em 2010, Savoy e Gaussier concluiram que os algoritmos de indexação automática estão muitas vezes associ-
ados aosmecanismos de extração de informação, nomeadamente a análise de estrutura e tokenization, a nor-
malização morfológica, a atribuição de ponderações ou a remoção de stopwords. Neste último mecanismo,
as palavras identificadas como stopwords não intervêm na interpretação do contexto, representando ruído no
processo de recuperação podendo prejudicar o seu desempenho. Os autores destacam ainda que a remoção
destas palavras permite reduzir o tamanho do armazenamento dos dados recuperados. Também a redução
das palavras aos seus radicais ou raízes, técnica conhecida como stemming, pode aumentar a taxa de sucesso
na extração automática de documentos. Nalgumas situações a sua aplicação pode ter de ser feita mais cuida-
dosamente, para evitar que o resultado não agregue no mesmo radical palavras com significados completa-
mente diferentes (Savoy & Gaussier, 2010).
Gaizauskas, Saggion e Barker (2007) apontamdiversos sistemas como tecnologias de acesso à informação, um
dos quais o sistema de extração de informação. Uma das questões que estes autores pretendiam ver respon-
dida no decurso do seu estudo era: “How can human language technology assist a journalist to access the vast
amount of information in a news archive? in particular can recent advances in NLP technologies, in areas such
as question answering, summarisation, and information extraction, offer advantages in gathering background
that standard information retrieval cannot?” (Gaizauskas et al., 2007, p. 89). Para responder a esta questão,
conceberam e implementaram um protótipo que utilizava tecnologia de extração de informações para apar-
tar representações estruturadas de eventos, que por sua vez eram usados para preencher uma base de dados
que posteriormente permitiria apoiar a pesquisa de eventos semelhantes. Estas tecnologias de acesso a infor-
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mação eram incorporadas numa interface gráfica que possibilitava aos utilizadores procurar interativamente a
informação que desejavam.
Para Wiebe e Riloff (2011) os sistemas de extração da informação envolvem tipicamente a identificação au-
tomática e a extração de informações factuais relativas a eventos. Estes sistemas podem assim extrair factos
que se encontrem associados, desde incidentes terroristas a epidemias. Estes autores contrapõem os siste-
mas de extração de informação à análise de subjetividade, sendo a principal contribuição do seu trabalho a
utilização de padrões de extração comouma representação complexa para expressões subjetivas. Consideram
que a análise de subjetividade é uma área em rápido crescimento, que envolve a identificação automática e a
extração de informações relativas a atitudes, opiniões e sentimentos a partir de textos não estruturados.
Liu (2010) refere que uma frase é objetiva se expressar informação factual sobre o mundo. Por outro lado, a
subjetividade de uma frase é expressa através de sentimentos pessoais e convicções. Assim, as informações
textuais podemser classificadas emdois tipos principais: factos e opiniões. Factos são expressões objetivas so-
bre entidades, eventos e suas propriedades. Opiniões são geralmente expressões que descrevem sentimentos
subjetivos das pessoas, avaliações ou sentimentos em relação a entidades, eventos e suas propriedades.
A utilização da análise de subjetividade permite melhorar a precisão dos factos, daí que seja importante o
desenvolvimento de técnicas de extração que permitam aprender e reconhecer a linguagem subjetiva, que
expressa opiniões e emoções, garantindo uma melhor performance dos sistemas de extração de informação
(Wiebe & Riloff, 2011).
3.1.1 Áreas de aplicação
São muitas as áreas de investigação com trabalhos apresentados na extração automática de informação tex-
tual, desde a medicina, passando pelo ambiente até à história.
Kreuzthaler, Schulz e Berghold (2015) referem que da documentação da rotina diária dos ensaios clínicos faz
parte grande volume de dados constituídos por textos livremente escritos em que a extração precisa e atem-
pada de informação textual pode ser fulcral para a determinação de novos diagnósticos. À semelhança destes
autores, também Mala e Lobiyal (2015) mencionam o grande volume de dados biomédicos que nesta área de
investigação é necessário manusear. Estes autores referem que a maioria das informações são armazenadas
em formato texto e as ontologias detém um papel de destaque na extração de conceitos e sucessiva determi-
naçãode clusters. Outros autores (Moen et al., 2016)mencionamqueumadas principais fontes de informações
disponíveis em registos clínicos sãonotas de texto livre quedocumentamoatendimento aopaciente. Adminis-
trar essa informação pode ser bastante moroso e a sumarização automática de texto, criando resumos desses
textos livres, pode ser ummodomais célere de obter respostas. Moen et al. (2016) avaliaram a eficácia de uma
abordagem de avaliação automática experimental que incorporava medidas disponibilizadas pela aplicação
ROUGE1. Este software desenvolvido para a avaliação automática de resumos mostrou-se viável face a uma
avaliação humana de registos clínicos.
A construção de uma ontologia para auxiliar o processo de extração de informação espacial e temporal em
notícias online relativas a ocorrências de riscos naturais é um trabalho que se encontra a ser desenvolvido por
Wang e Stewart (2015). Destemodo, ao extrair informações semânticas de documentos, será possível determi-
nar onde, quando ou como os eventos ocorreram. Assim, os utilizadores podem visualizar diretamente as ten-
dências espaciais e temporais, analisar vários níveis de detalhe e observar aspetos que não são explicitamente
descritos nos documentos de texto, permitindo relacionar múltiplas perspetivas de risco, nomeadamente am-
bientais e humanas. Os autores referem ainda que ametodologia utilizada neste trabalho para a ocorrência de
riscos naturais pode ser aplicada emoutro tipo de ocorrências, por exemplo, na extração semântica de eventos
1http://www.berouge.com
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de surtos de doenças ou campanhas políticas. A ontologia criada, utilizando a ferramenta open-source NeOn
Toolkit2, inclui palavras-chave relativas à temática dos riscos naturais. Para além de comparar resultados, foi
realizada umaavaliaçãopara testar a associação automática de eventos extraídos relativamente à sua localiza-
ção temporal e respetiva informação semântica. Fragkou (2013) relata a importância da informação semântica
e considera que identificar segmentos de texto que contenham esta informação é um dos propósitos da extra-
ção de informação.
Horch, Kett eWeisbecker (2015) utilizam tambémumaaplicação open-source, Python3, para implementar o es-
tudoque realizarameavaliaramem300produtos, disponíveis para compraronline. A comparaçãodeprodutos,
bem como dos seus preços, é uma tarefa essencial para quem compra e para quem vende. Neste trabalho os
produtos são comparados combase no cálculo da similaridade entre pares dos seus atributos. Mas nem todas
as consultas realizadas naWEB são acedidas diretamente. Muitas páginas estão escondidas e as suas informa-
ções tem de ser extraídas de forma dinâmica. Das e Kumar (2014) implementaram um sistema para que fosse
possível preencher e enviar formulários da WEB automaticamente de acordo com uma determinada consulta
do utilizador, confrontada com a ontologia de extração correspondente. Assim, o sistema extrai informação a
partir das páginas, coloca os registos extraídos numa base de dados e interroga a base de dados que tem a
consulta inicial para obter os dados relevantes por trás dos formulários da WEB.
Tendo como ponto de partida informação também disponível online, Wu, Liu e Fan (2015) constatam que o
conteúdo principal de uma página WEB é muitas vezes acompanhado por uma grande quantidade de con-
teúdo adicional. Para extrair conhecimento útil a partir do conteúdo principal, a informação adicional deve ser
tratada como ruído e, como tal, removida. A resolução deste problema passa pela seleção de nós da árvore
Document Object Model (DOM). Esta é uma interface, desenvolvida peloWorld Wide Web Consortium (W3C) que
permite aceder e atualizar o conteúdo, estrutura e estilo de documentos de forma dinâmica (W3C, 2005). Neste
estudo considera-se numa primeira etapa a posição dos elementos na árvore, as suas áreas, fontes, textos, eti-
quetas e hiperligações para atribuir uma pontuação que representará a probabilidade de os nós pertencerem
ao conteúdo principal. Numa segunda etapa agrupam-se os nós candidatos e removem-se os grupos que fo-
rem considerados ruído.
Atualmente são muitas as organizações que utilizam serviços de armazenamento em nuvem, mas ainda exis-
tem dificuldades emmonitorizar as métricas de desempenho referenciadas nos contratos estabelecidos entre
utilizadores e fornecedores deste tipo de serviço. Os contratos legais são normalmente grandes documentos
de texto, com muitas expressões legais, exigindo muitas vezes a sua interpretação por parte de especialistas.
Mittal, Joshi, Pearce e Joshi (2016) aplicam técnicas de mineração de texto para extrair automaticamente defi-
nições de termos chave e métricas que permitammonitorizar esses contratos.
Patil, Pharande, Nale e Agrawal (2015) destacam a existência de muitos documentos em formato digital que
não têm resumos associados. Sumariar um texto automaticamente permite obter esses resumos. Para essa
sumarização é necessária análise semântica, processamento de discurso, e interpretação inferencial através
do agrupamento dos conteúdos. No seu trabalho, os autores acima referidos calculam a importância de cada
frase no documento e extraem as frases mais importantes que irão originar o resumo, permitindo preservar o
significado global do documento original.
Numametodologia construída numsistemade pergunta-resposta para análise e processamento de documen-
tos em português, Quaresma, Rodrigues, Prolo e Vieira (2006) apresentam ummódulo de extração. Neste mó-
dulo referem diversas fases: análise sintática, análise semântica e interpretação semântica e pragmática. Na
primeira processa-se o documento e cria-se umnovo coma representação sintática de cada frase. Na segunda
fase reescreve-se o documento anterior dando origem a uma nova coleção de documentos que possuemuma
estrutura para representação do discurso. Na última fase processam-se os documentos resultantes da fase an-
2http://neon-toolkit.org
3https://www.python.org
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terior, completando uma base de dados onde se guardam factos como termos de uma tabela. Estes autores
referemque, na extração da informação, a informação semântica pode ser ambígua. Daí que possa havermais
do que uma interpretação para a mesma frase. Esta é uma limitação identificada no sistema acima referen-
ciado. Também para Lahbib, Bounhas e Slimani (2015) é fundamental determinar as fontes de ambiguidade
que influenciem diretamente a extração de termos. Em línguas como o árabe, a extração de um conjunto de
termos que representemumdomínio especifico permitirá umamelhoria dos resultados obtidos, em consultas
efetuadas sobre esse domínio.
Pintus, Yang e Rushmeier (2015) consideram que a conservação digital de documentos históricos é fundamen-
tal, uma vez que estes se vão deteriorando ao longo dos anos, e só assim se torna possível disponibilizá-los ao
público. A quantidade bemcomoa importância das informações contidas nestesmanuscritosmotiva o desen-
volvimento de ferramentas que os permita explorar, ler e apreciar. Neste sentido, apresentam dois métodos
automáticos para: i) estimar a altura do texto; ii) extrair linhas de textos segmentadas. Também Efremova,
García, Zhang e Calders (2015) desenvolvem trabalho sobre documentos históricos. Estes autores apresentam
duasabordagensparaaextraçãoautomáticadas relações familiares (por exemplo: marido, esposa,mãe, viúva)
em documentos notariais que descrevem eventos, tais como vendas de propriedades, partilha de heranças ou
inventários. Os dados pessoais presentes nesses documentos podem ser obtidos a partir de diferentes fontes,
não têm normalmente uma estrutura uniforme, e muitas vezes são apresentados em formato de texto livre. A
extração das relações familiares a partir desses dados permitirá conectar pessoas emdiferentes documentos e
fontes, possibilitando a descoberta de padrões sociais. Numa primeira abordagem são identificados os nomes
de pessoas num dado documento, são gerados todos os possíveis pares de nomes candidatos, prevendo-se
posteriormente se estes estão relacionados uns com os outros, utilizando técnicas de classificação. Na se-
gunda abordagem, aplicam um modelo oculto de Markov para registar cada palavra de um documento com
uma etiqueta indicando se: i) é um nome; ii) é um descritor especifico de relacionamento; iii) não é nenhuma
das opções anteriores. Posteriormente, os nomesque se encontram ligados por descritores de relacionamento
são analisados.
3.2 Métricas de avaliação
Manning, Raghavan e Schütze (2008) descrevemmétricas de avaliação que podem ser utilizadas na recupera-
ção de informação. Destas destacam-se três medidas:
— Precision (P) – fração dos documentos recuperados que são relevantes;
— Recall (R) – fração dos documentos relevantes que são recuperados;
— Fmeasure – combinação das medidas precision e recall.
Estas medidas podem ser calculadas pelas fórmulas que se apresentam na Tabela 3.1 (Manning et al., 2008).
Tabela 3.1: Formulação das métricas de avaliação.
Precision #(itens relevantes recuperados)/#(itens recuperados)
P(relevantes|recuperados)
Recall #(itens relevantes recuperados)/#(itens relevantes)
P(recuperados|relevantes)
F measure 2PR/(P+R)
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A medida F measure permite medir o desempenho da extração efetuada. Tratando-se de uma média harmó-
nica, entra emponderação como valor de Recall ePrecision. Quantomais próximode 1,melhor o desempenho
da extração (Manning et al., 2008).
Estas métricas são utilizadas em muitas das recentes investigações que envolvem extração automática de in-
formação textual de modo a avaliar o trabalho desenvolvido. Apresenta-se na Tabela 3.2 algumas das publi-
cações onde estas medidas foram aplicadas. Pela observação desta tabela, podemos constatar que, das 21
publicações, 12 (57%) referem a aplicação das três métricas referenciadas.
Tabela 3.2: Publicações vs métricas de avaliação.
Publicação P R F
Acquisition of Generic Problem Solving Knowledge through Information Extraction and Pattern
Mining (Halioui, Valtchev, & Diallo, 2015)
X X X
Arabic Terminology Extraction and Enrichment Based on Domain-Specific Text Mining (Lahbib
et al., 2015)
X X X
ATHENA: Automatic Text Height Extraction for the Analysis of Text Lines in Old Handwritten
Manuscripts (Pintus et al., 2015)
X X
Automatic extraction of correlation-entropy features for text document analysis directly in run-
length compressed domain (Javed, Nagabhushan, & Chaudhuri, 2015)
X X
Automatic Web Content Extraction by Combination of Learning and Grouping (Wu et al., 2015) X X X
Comparison of automatic summarisation methods for clinical free text notes (Moen et al., 2016) X X X
Design of automatic extraction algorithm of knowledge points for MOOCs (Chen, Han, Dai, &
Zhao, 2015)
X X X
Domain-specific keyphrase extraction and near-duplicate article detection based on ontology
(Nhon Do & LongVan Ho, 2015)
X X
Extracting information from the text of electronic medical records to improve case detection: a
systematic review (Ford, Carroll, Smith, Scott, & Cassell, 2016)
X X X
Extracting product unit attributes from product offers by using an ontology (Horch et al., 2015) X X
Framework for automatic information extraction from research papers on nanocrystal devices
(Dieb, Yoshioka, Hara, & Newton, 2015)
X X X
Identification of Query Forms for Retrieving the Information From Deep Web (Das & Kumar,
2014)
X X
Large-scale automatic extraction of side effects associated with targeted anticancer drugs from
full-text oncological articles (Xu & Wang, 2015)
X X X
litewi: A combined term extraction and entity linking method for eliciting educational ontologies
from textbooks (Conde, Larrañaga, Arruarte, Elorriaga, & Roth, 2016)
X X X
Morphology based text detection and extraction from Malayalam news vídeos (Anoop & Lajish,
2015)
X X
Optimizing Ontology Alignments through NSGA-II Using an Aggregation Strategy and a Map-
ping Extraction Approach (Xue & Jiang, 2015)
X X X
Organizing multimedia big data using semantic based video content extraction technique (Manju
& Valarmathie, 2015)
X X
Secondary use of electronic health records for building cohort studies through top-down infor-
mation extraction (Kreuzthaler et al., 2015)
X X X
Spatiotemporal and semantic information extraction from Web news reports about natural ha-
zards (Wang & Stewart, 2015)
X X
Stacked Ensembles of Information Extractors for Knowledge-Base Population (Viswanathan,
Rajani, Bentor, & Mooney, 2015)
X X X
Supporting the semi-automatic semantic annotation of web services: A systematic literature




A utilização de ontologias conjuntamente com o PLN é uma ferramenta importante na construção de conhe-
cimento, permitindo obter novas respostas nas áreas de estudo mais diversas, sendo a história apenas um
exemplo daquelas.
4.1 Definir
Umdosdesafiosdas tecnologiasde informaçãoé fazer chegar aosutilizadoresa informaçãocerta, nomomento
certo (Uschold & Gruninger, 2004). Este é um desafio que se deseja atingir ao construir uma ontologia. Com a
disponibilização em tempo real dequalquer tipode informaçãoemnumerosos repositórios dedados, a dificul-
dade não é a ausência de informação, mas sim como extrair somente o que é mais relevante face ao objetivo
emestudo (Aundhakar & Pokale, 2015). A criação de ontologias pode ser umcaminho paramelhor organizar-se
a informação e, destemodo, extrair aquela que émais importante para umdeterminado estudo. Esta organiza-
ção da informação, conseguida através de uma ontologia, poderá ser valorizada, gerando conhecimento que
pode ser posteriormente partilhado.
Ao reconhecer a importância das ontologias em diversas áreas de aplicação, Guarino (1998) destacou dois ti-
pos de peculiaridades. O primeiro considera as arquiteturas escolhidas, que evidenciam o papel central que
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as ontologias podem tomar num determinado sistema de informação. O segundo diz respeito às metodolo-
gias aplicadas, salientando-se abordagens interdisciplinares. Assim, desde o início dos anos 90 que o conceito
de ontologia ganha popularidade e aparece associado a vários domínios de aplicação, nomeadamente: en-
genharia do conhecimento, PLN e representação do conhecimento, construção de bases de dados, educação,
extração e recuperação de informação (Baoxian & Yang, 2013; Bajenaru & Smeureanu, 2015).
Tawfik, Giunchiglia e Maltese (2014) referem que um domínio específico de interesse pode ser compreendido
através de ontologias. Posteriormente pode ser partilhado entre utilizadores e ser a base para tornar o raciocí-
nio automático em diversas aplicações.
Inicialmente, a palavra ”ontologia” aparecia apenas referida em contexto filosófico, referindo-se à natureza do
ser ou ao seu tipo de existência (Van Heijst et al., 1997). Pretorius (2004), embora considere ontologias no sen-
tido filosófico, acrescenta que estas são sistemas de categorias, quadros de referência, que representam uma
certa visão do mundo. Gruber (2009) concorda com a natureza filosófica deste conceito, acrescentando que
ontologia é um termo técnico que designa umartefacto projetado para uma dada finalidade: permitir amode-
lagem de conhecimento sobre um domínio, real ou imaginário. Para Guarino, Oberle e Staab (2009) a palavra
”ontologia” é aplicada em diferentes contextos, com diferentes sentidos, por diferentes utilizadores. Também
estes autores escrevem sobre o sentido filosófico que lhe é atribuído, o qual apresenta uma tradição bem es-
tabelecida, em oposição ao sentido computacional, bem mais recente. Assim, num contexto computacional,
as ontologias são ummeio para modelar formalmente a estrutura de um sistema, para que se consiga atingir
um determinado propósito.
Ao longo dos anos, são diversos os autores que referem a importância da partilha de informação numdetermi-
nado domínio, desde Noy e McGuinness (2001), que afirmam que uma ontologia desenvolve um vocabulário
comum para utilizadores que partilham informação num dado domínio, até Mishra e Jain (2015), que apoiam
estaopiniãoao referiremqueasontologias representamepartilhamconhecimentonumdomíniodeaplicação.
Para Shah, Kongari e Dedhia (2015) uma ontologia permite definir um domínio com enfoque na partilha de in-
formação, compartimentando as variáveis necessárias para um conjunto de cálculos, estabelecendo relações
entre elas. Também Mukhopadhyay e Shikalgar (2013) partilham desta opinião ao referirem que uma ontolo-
gia descreve os conceitos do domínio e as relações que são mantidas entre esses conceitos. Uma ontologia,
é, assim, uma base de conhecimento disponibilizada para diferentes aplicações que necessitem de a utilizar
e/ou partilhar (Bajenaru & Smeureanu, 2015). Outros autores vão mais longe ao mencionarem o interesse de
existir um compromisso de partilha no que diz respeito à utilização de ontologias. Sem este compromisso, os
benefícios da utilização de ontologia são limitados (Guarino et al., 2009).
Zhong, Ding, Love e Luo (2015) consideram que uma ontologia é a representação formal do abstrato. Comple-
mentam, no entanto, esta afirmação escrevendo: ”Ontologies are flexible data structures that can be changed
and adapted to enable the semantics of planned knowledge to be interpreted in a formal way using a computer”
(Zhong et al., 2015, p. 48). No contexto das bases de dados, também Gruber (2009) refere que uma ontologia
pode ser vista como um nível de abstração, mas relativamente ao modelo de dados.
Forammuitas as definições de ”ontologia” encontradas na bibliografia consultada (e.g. (Guarino, 1998); (Noy &
McGuinness, 2001); (Uschold & Gruninger, 2004); (Antoniou & Van Harmelen, 2008)). No entanto, muitos são os
autores que referemadefiniçãoproposta por ThomasGruber (1993, p. 1): ”Anontology is an explicit specification
of a conceptualization”. Para este autor, o que existe é o que pode ser representado, devendo uma ontologia
permitir a definição de classes, propriedades e relacionamentos entre classes.
Uschold e Gruninger (2004) concretizam algumas das referências anteriormente apresentadas ao menciona-
rem que as ontologias representam muitos tipos diferentes de ”coisas”, numa determinada área. Estas ”coi-
sas” são representadas em classes e subclasses. Cada classe é tipicamente associada a várias propriedades
que descrevem as suas características, atributos e restrições. Para esses autores, uma ontologia constitui uma
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base de conhecimento.
Em 1995, Gruber destaca a clareza, objetividade, coerência e extensibilidade que o desenvolvimento de uma
ontologia deve apresentar. Assim, para este autor, ao construir uma ontologia dever-se-á garantir:
— definições claras e objetivas, documentadas em linguagem natural e independentes do contexto social
ou computacional;
— uma estrutura coerente, sem contradições, e logicamente consistente;
— uma estrutura extensível, que preveja a utilização de vocabulário partilhado, antecipando questões fu-
turas;
— que a adição de termos à estrutura da ontologia não levará a umamodificação do conteúdo já existente;
— omenor número possível de referências à realidade amodelar, demodo a garantir a especialização nou-
tras áreas.
Noy e McGuinness (2001) consideram que não há uma metodologia ”correta” para o desenvolvimento de on-
tologias. Estes autores apontam, ainda assim, três regras que consideram fundamentais: não há umamaneira
única de modelar um domínio – existem sempre outras alternativas; o desenvolvimento de ontologias é sem-
pre um processo interativo; os conceitos na ontologia devem ser semelhantes a objetos e relações no domínio
de interesse. São diretivas muito abertas que se irão seguir.
4.2 Classificar
Ao construir uma ontologia esta é enquadrada num determinado tipo. Apresenta-se na Tabela 4.1 uma classi-
ficação possível dos diversos tipos de ontologias.
Tabela 4.1: Tipos de ontologias (Adaptado) (Guarino, 1998; Guarino et al., 2009).
Tipo de ontologia Descrição
Ontologias de nível supe-
rior
Descrevem conceitos muito gerais (como por exemplo: espaço, tempo, objeto,
evento) que são independentes de um problema ou domínio em particular.
Ontologias de domínio Representam o vocabulário relevante num determinado tipo de domínio, por exem-
plo, histórico.
Ontologias de tarefa Descrevem uma tarefa genérica ou atividade, por exemplo, vendas.
Ontologias de aplicação Reproduzem conceitos dependentes de um domínio e de uma tarefa, sendo muitas
vezes especializações de ontologias relacionadas.
No estudo apresentado nesta tese as ontologias construídas representam conhecimento sobre dados históri-
cos de natureza prosopográfica, correspondendo a uma ontologia de domínio. É, portanto, especializada.
Também Ide e Woolner (2007) apresentam uma classificação para ontologias. Assim, uma ontologia histó-
rica pode ser retratada segundo duas perspetivas: sincrónica e diacrónica. A primeira representa o estado do
mundo durante um determinado intervalo de tempo e a segunda representa as mudanças que se vão desen-
rolando ao longo do tempo. A perspetiva sincrónica é fornecida por uma série de ontologias instantâneas que
são linearmente ordenadas ao longo de um período de tempo. A perspetiva diacrónica reúne a ontologia de
eventos que abrange todo o período de tempo coberto pela série de ontologias instantâneas.
Neste sentido, e relativamente aos dados utilizados para dar resposta às nossas questões, pode-se, por um
lado, considerar uma perspetiva diacrónica quando se realizam referências a toda a época em que decorreu a
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observação em torno do SO (1570-1773); por outro lado, pode-se atender a uma perspetiva sincrónica quando
se faz referência apenas a um intervalo dessa época.
Valaski, Malucelli e Reinehr (2012) mencionam que, independentemente do tipo de ontologia, a sua aplicação
tornou-se uma referência em diversas áreas e aplicações, uma vez que permite representar o conhecimento
através de estruturas simples ou complexas, com conceitos mais genéricos ou especializados. Assim, as onto-
logias são consideradas um importante recurso nas organizações, permitindo uma melhoria contínua na uti-
lização, representação e interpretação do conhecimento. Elsayed, El-Beltagy, Rafea, e Hegazy (2007) reforçam
esta ideia ao concluírem que o desenvolvimento de ontologias melhora a organização, gestão e compreensão
das informações disponíveis, sendo fulcrais na partilha e reutilização de conhecimentos. A capacidade de lidar
com grandes quantidades de informação torna bastante interessante o desenvolvimento de ontologias. Estas
duas realidades que se acabam de referir são hoje fulcrais no conhecimento científico.
As ontologias são habitualmente classificadas de acordo com as suas características. Uma das classificações
mais divulgadas é a desenvolvida por Guarino (1998). Segundo este autor, as ontologias são classificadas de
acordo com o nível de generalização do conteúdo que representam: ontologias de alto nível; ontologias de
domínio; ontologias de tarefa; ontologias de aplicação. Posteriormente, Gaševic, Djuric e Devedžic (2006) clas-
sificaram as ontologias como formais e informais. Estes autores consideram que, independentemente da de-
finição utilizada, as ontologias são parte fundamental do conhecimento. Já Antoniou e Van Harmelen (2008)
estreitam a definição de ontologia, considerando que uma ontologia descreve formalmente um domínio do
discurso e é composta por uma lista finita de termos e das respetivas relações entre esses termos. Os termos
referem-se a conceitos importantes (classes de objetos) do domínio. Por exemplo, num ambiente académico,
funcionários, alunos, cursos e disciplinas são alguns conceitos importantes.
No âmbito do nosso estudo, ocupações (tal como se definiam na época), estatutos e setores de atividades, são
alguns exemplos de conceitos considerados fundamentais para a classificação dos dados. Estabelecer estes
conceitos, muitas vezes com recurso a arquivos digitais ou analógicos, bem como consultas a especialistas,
permitiu criar uma grelha para utilizar na classificação dos eventos.
4.3 Construir
”Why develop an ontology?” Esta é a questão com que Noy e McGuinness (2001, p. 1) iniciam o seu artigo. Ao
tentar responder a esta pergunta, apontam como razões para a construção de uma ontologia:
— a partilha, entre os utilizadores, do conhecimento relativo a um dado domínio;
— a reutilização de conhecimento numa dada área de interesse;
— a criação de pressupostos de domínio explícitos que possam ser facilmente alteráveis;
— a separação do conhecimento do domínio do conhecimento operacional;
— a análise do conhecimento de domínio.
O desenvolvimento das duas ontologias construídas foi executado recorrendo àmetodologia apresentada por
Noy e McGuinness (2001). Dhingra e Bhatia (2015) e Fraihat e Shambour (2015) são alguns dos autores que
referem a abordagem dos sete passos proposta por Noy e McGuinness (2001):
1. Determinar o domínio e o âmbito da ontologia: que domínio irá a ontologia conter? No que é que vai ser
utilizada a ontologia? A que tipo de perguntas deve a ontologia dar resposta? Quem vai utilizar e como
é feita a gestão da ontologia?
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2. Ponderar a reutilização de ontologias;
3. Enumerar os termos mais importantes da ontologia: criar uma lista detalhada de termos onde não é
necessário verificar se existe sobreposição entre conceitos, relações e/ou propriedades;
4. Definir classes e a sua hierarquia: duas metodologias diferentes (top-down: criar as classes mais gerais;
bottom-up: definir as classes mais específicas);
5. Definir propriedades das classes: diversos tipos (intrínsecas, extrínsecas, de relação…);
6. Definir as características das propriedades: cardinalidade, tipo de valor …;
7. Criar instâncias individuais das classes.
Considerou-se, para a construção da ontologia, algumas destas sugestões, nomeadamente quando começá-
mos por escolher o seudomínio e aplicámos nadefinição da hierarquia de classes umametodologia top-down.
4.4 Linguagens
A construção de uma ontologia está sempre ligada ao conceito de linguagem. Assim, são as linguagens que
permitem representar as ontologias.
Decker et al. (2000) previam que na próxima geração da WEB as informações disponíveis deixariam de ser
apenasdestinadasà interpretaçãohumanae teriamumpapel fundamental noprocessamentocomputacional.
Esta previsão, que se viria a confirmar, referia ainda que a WEB semântica requeria interoperabilidade ao nível
sintáticoe semânticodosdocumentosanalisados. Assim, o termoWEBsemânticaestáassociadoà interligação
de dados e de utilizadores na internet, permitindo que, através de computadores, seja possível desenvolver
sistemas que permitam não só criar armazenamento de dados mas também construir vocabulário e escrever
regras, que ao manipular os dados permitam a aquisição de novos conhecimentos (W3C, nd).
Linguagens como Resource Description Framework (RDF) e Web Ontology Language (OWL) contribuem para o
desenho das ontologias, permitindo interligar os dados que estas representam. Associada a estas duas lingua-
gens encontra-se a Simple Protocol and RDF Query Language (SPARQL), considerada a linguagem de consulta
standard pela comunidade da WEB semântica (Calvanese et al., 2016). Para Pérez, Arenas e Gutierrez (2006)
a formalização desta linguagem traz diversos benefícios, nomeadamente a possibilidade de encontrar novas
relações e identificar redundâncias e contradições.
AntonioueVanHarmelen (2004) afirmamquea linguagemRDFédeliberadamente limitadaaumahierarquiade
classes e propriedades comdefinição de domínios e contradomínios. Tratando-se de ummodelo padronizado
parao intercâmbiodedados, esta linguagemtemcaracterísticasque facilitama interligaçãoepartilhadedados
entrediversas aplicações, sendoa suaestrutura fundamental a triple constituídapor sujeito, predicadoeobjeto
(W3C, 2014).
Baseada em lógica computacional, a OWL é uma linguagem concebida para representar conhecimento sobre
”coisas”, grupos de ”coisas” e relações entre ”coisas”. A versão atual desta linguagem surgiu em 2009, com uma
segundaediçãoem2012, tendoporbaseumaprimeira versãodatadade2004 (W3C, 2013). Qualquerumadelas
foi desenvolvida por grupos de trabalho do consórcio W3C. A OWL é atualmente uma linguagem standard no
desenho e construção de ontologias. Baseia-se nos conceitos sintáticos da linguagem RDF, utilizando as suas
primitivas de modelação (Antoniou & Van Harmelen, 2004).
Kollia, GlimmeHorrocks (2011) referemque a possibilidade de ”interrogar” é fundamental no contexto daWEB
semântica. Deste modo, a existência demecanismos através dos quais os utilizadores e as aplicações possam
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interagir com ontologias e dados são essenciais.
Com o aparecimento da linguagem RDF foi necessário encontrar novas abordagens que permitissem uma di-
minuição do tempo de execução das consultas realizadas sobre os dados (Hartig & Heese, 2007). A SPARQL é a
linguagem utilizada emmuitas das consultas realizadas no âmbito da WEB semântica.
Na sua terminologia, a SPARQL inclui diversos termos dos quais se destacam os descritos na Tabela 4.2.
Tabela 4.2: Terminologia da SPARQL (Adaptado) (W3C, 2008).
Termo Descrição
IRI String unicode sem quaisquer caracteres de controlo.
Literal Identificação de valores tais como datas e números, por meio
de uma representação lexical.
Lexical form String unicode normalizada.
Plain literal Combinação de uma string com uma tag de idioma opcional.
Typed literal Combinação de uma string com tipo de dados.
Datatype IRI Tipo de dados de uma string unicode.
Hazber, Li, Gu, Xu, e Li (2015) consideram que o desenvolvimento da WEB semântica pode passar pela cons-
trução de ontologias, e respetivas consultas, a partir de bases de dados relacionais. Na metodologia que pro-
põem reescrevem as consultas criadas em SLQ em consultas SPARQL. Reescrever consultas foi igualmente o
objetivo do trabalho apresentado por Hartig e Heese (2007), que através de algoritmos transformaram con-
sultas SPARQL em SPARQL query graph model (SQGM). Estes autores pretendiam simplificar a escrita destas
consultas, tornando-as mais eficientes. Pérez et al. (2006) referem também a vertente gráfica das consultas
SPARQL, mencionando que esta linguagem permite realizar consultas através da combinação das representa-
ções gráficas dos dados. Estes autores dividiram as consultas em três partes. Na primeira parte, consideraram
a possibilidade de aplicar filtros e escolher a fonte de dados utilizada, na segunda a aplicação de operadores
e na última a escolha do tipo de resultado que a consulta produzirá.
5
Recursos utilizados e metodologias
aplicadas
5.1 Ferramentas de desenvolvimento
As tabelas necessárias para a classificação dos dados prosopográficos foram exportadas para o PostgreSQL
9.41. Foi nesta aplicação que se fez a remoção de stopwords e aplicação de stemming. O PostgreSQL é um
sistema de gestão de bases de dados relacionais (SGBDR) disponível gratuitamente para download. As suas
origens remontam ao ano de 1986 com o projeto POSTGRES desenvolvido por uma equipa da Universidade da
Califórnia. Este projeto passou por várias versões e em 1995 originou o PostgreSQL (PostgreSQL Global Deve-
lopment Group, 2014).
O consórcio W3C considera que não existe um editor ”melhor” do que os outros e disponibiliza, em http:
//www.w3.org/wiki/Ontology_editors, uma lista de editores de ontologias, na sua maioria open-source.
Apresenta-se na Tabela 5.1 o endereço dos editores que, estando disponíveis para download gratuito (em 17
de setembro de 2015), podem ser consultados.
1https://www.postgresql.org
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Tabela 5.1: Editores de ontologias.
Designação Produtor Endereço Versão
Protégé Stanford University, Stanford Center for Biome-
dical Informatics Research
http://protege.stanford.edu 5.0.0
NeOn Toolkit The NeOn foundation http://neon-toolkit.org 2.5.2
Vitro Cornell University http://vitro.mannlib.cornell.edu 1.8
OWLGrEd University of Latvia, The Institute of Mathema-
tics and Computer Science
http://owlgred.lumii.lv 1.6.1
Semantic Turkey Food and Agriculture Organization of the Uni-
ted Nations (FAO)/Tor Vergata, University of
Rome
http://semanticturkey.uniroma2.it 0.12
Para a construção das ontologias foi necessário escolher um editor que permitisse a definição de classes, a
implementação de propriedades, bem como o posterior povoamento das ontologias.
Dos editores referenciados na Tabela 5.1 não foram opção de escolha os editores NeOn Toolkit e Vitro, por não
apresentarem versões tão atualizadas como as restantes ferramentas, tanto ao nível da aplicação como dos
plug-ins.
Relativamente à aplicação OWLGrEd, tratando-se de um editor gráfico para ontologias, não contempla nas
opções que disponibiliza a possibilidade de construção automática de uma ontologia a partir das tabelas de
um SGBDR. Tem, no entanto, características adicionais, podendo ser um dos plug-ins possível de utilizar no
editor Protégé.
Assim, dos editores mencionados na Tabela 5.1 apenas Semantic Turkey e Protégé continuam a ter assidua-
mente atualizações, tendo as últimas versões de ambas sido disponibilizadas em 2016.
Semantic Turkey é uma plataforma para a aquisição e gestão do conhecimento, desenvolvida pela universi-
dade de Roma. Embora possua ferramentas que permitem desenvolver ontologias, não se encontra tão de-
senvolvida ao nível da conexão a SGBDR, nem disponibiliza uma diversidade tão elevada de plug-ins.
Deste modo, pela sua interoperabilidade com outras ferramentas, pelas versões em constante atualização e
pela disponibilidade elevada de plug-ins, o editor Protégé foi a opção escolhida para o desenvolvimento das
ontologias que se apresentam nos cenários I e II referidos na secção 6.
5.1.1 Protégé
O software Protégé 5.0 (Stanford Center for Biomedical Informatics Research, 2014) é disponibilizado gratuita-
mente2. Este editor, desenvolvido e gerido pela Universidade de Stanford, é sustentado pelos mais diversos
utilizadores (como por exemplo: comunidades académicas e governamentais), que utilizam esta ferramenta
para construir soluções baseadas no conhecimento em áreas tão diversas como a biomedicina ou a modela-
çãoorganizacional. Atravésdediversas ferramentas, este softwarepermite, por um lado, interpretar e processar
dados, e por outro comparar e juntar ontologias (Kumar et al., 2013).
O Protégé possibilita a descrição de termos através da construção de taxonomias (Han et al., 2013; Ramkumar
& Poorna, 2015). O desenvolvimento da ontologia assenta essencialmente na criação de classes, atribuição
de propriedades a essas classes e aplicação de restrições às propriedades. Posteriormente, é possível gerar
automaticamente interfaces. A criação de novas instâncias é realizada através dessas interfaces. Assim, para
2http://protege.stanford.edu
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cada classe é criado um formulário personalizável (Knublauch et al., 2004).
À semelhança de muitas outras ferramentas de modelação, a arquitetura do Protégé é separada em model e
view. O primeiro é um mecanismo de representação interna para ontologias e bases de conhecimento. A se-
gunda permite ao utilizador utilizar uma interface para visualizar emanipular omodelo subjacente (Knublauch
et al., 2004).
Neste trabalho considerou-se a nomenclatura sugerida pelo software Protégé (Stanford Center for Biomedi-
cal Informatics Research, 2014). Assim sendo, em vez de propriedades de classe, (Noy & McGuinness, 2001)
designam-se os relacionamentos entre classes como propriedades de objeto.
Apresenta-se no Apêndice A uma listagem de publicações, editadas entre janeiro de 2013 e julho de 2015, cuja
temática aborda ontologias. Realizou-se uma análise a essas publicações para determinar quais as que re-
feriam a ferramenta Protégé (independentemente da sua versão). Atribuiu-se o valor 0 às que não referem a
ferramenta, o valor 1 para as que apenas a referenciam e o valor 2 para as que a utilizam nos seus ensaios. As-
sim, das 241 publicações consultadas, foi atribuído a 54 (22,4%) o valor 0, a 27 (11,2%) o valor 1 e a 160 (66,4%)
o valor 2. Atribuiu-se também a cada publicação uma área de atuação. Nalgumas situações identificou-se
mais do que uma área, mas optou-se por alocar cada uma das publicações somente à área que se considerou
principal. Tratando-se de uma ferramenta desenvolvida inicialmente para a área da medicina, encontram-se
atualmente estudos noutros campos. Salientamos, assim, o facto de ter-se encontrado estudos ontológicos
em áreas tão diversas como o turismo, a arqueologia ou a energia.
5.2 Cenário de referência
Para a construção das ontologias utilizou-se comobase de conhecimento os dados contidos no SPARES. Neste
sistema, os dados históricos encontram-se distribuídos por diversas tabelas (Tabela 5.2). No entanto, pode-
se considerar a tabela Comissários como central, uma vez que é nesta que se encontram as relações entre os
diversos intervenientes do SO. Esta tabela é um exemplo da vantagem de uma ”tabela poder ter mais do que
uma finalidade e dos seus dados poderem ser vistos com diferentes formas e formatos” (Caldeira, 2011, p. 25).
Tabela 5.2: Descrição das tabelas principais da base de dados SPARES.
Tabelas do SPARES Descrição
Comissários, aliás Eventos & relações Dicionário dos eventos biográficos e relacionais dos indivíduos.
Ministros e oficiais Identificação e caracterização dos ministros e oficiais do SO.
Actor Identificação e caracterização dos indivíduos.
Ego Identificação e caracterização dos indivíduos para efeitos de genealogia.
Genealogia Identificação e caracterização das relações genealógicas entre os egos.
Localidade Identificação e caracterização de localidades.
Documento Contextualização dos eventos.
Arquivo Contextualização dos documentos consultados.
Para além das tabelas referidas, o SPARES contém ainda tabelas de controlo da base de dados e tabelas auxi-
liares, necessárias para uma utilização mais eficiente das interfaces utilizadas para exploração dos dados.
Embora existam diversas tabelas na base de dados, o ponto de partida foi a tabela Comissários, com 161145
registos, em19de setembrode2015. Énelaque se inseremas relaçõesentreosdiversos indivíduos. Muitosdes-
ses indivíduos eramministros e agentes locais da Inquisição (inquisidores, comissários, familiares, notários), ou
Santo Ofício, ou pessoas que estavam com eles relacionadas (por exemplo: testemunha, réu). Tratava-se as-
sim de um dicionário dos eventos (biográficos e relacionais) que envolvem esses indivíduos. Eventualmente
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também surgem eventos de parentesco, que são sempre relacionais.
As personagens são designadas por P1 e P2. A leitura é sempre feita de P2 para P1, ou seja, cada pessoa P2 tem
uma relação do tipo ”Testemunha na habilitação SO” com um indivíduo P1. Neste caso, associado a esta rela-
ção está um evento de ”Depoimento”, do tipo ”Relacional”. Olival, Garcia, Lopes e Sequeira (2013) referem que
este tipo de evento era na época quase uma obrigação. Uma notificação do SO para depor como testemunha
levavamuitas vezes a que, em vez de ”fugir” a este tipo de depoimento, se cometesse perjúrio nos juramentos,
mas a pessoa comparecia. Pode-se observar na tabela 5.3 o relacionamento atrás referido.
Tabela 5.3: Exemplo parcial de um registo retirado do SPARES.
Nome de P1 Relação Nome de P2 Tipo de evento Evento
******* Testemunha na habilitação SO ******* Relacional <Depoimento>
Na base de dados podem observar-se 32 eventos. Estes podem ser consultados na Tabela 5.4, que apresenta
uma breve descrição de cada um deles.
Tabela 5.4: Descrição de eventos.
Designação dos Eventos Descrição
Agente institucional Comissário, notário, deputado ou outro oficial ou ministro que atua num processo.
Autoria Trabalho publicado pelo indivíduo.
Avaliação Interlocutórias, votos a aprovar ou reprovar alguém.
Baptismo Data em que o indivíduo foi batizado.
Casamento Regista quando uma pessoa se casa.
Comercial Compra ou venda de bens e produtos, móveis ou imóveis.
Conhecimento Etiqueta para identificar o evento de conhecimento entre duas pessoas.
Correspondência Correspondência trocada.
Depoimento Regista o que afirma judicial ou extra-judicialmente uma testemunha.
Estatuto social Atributo de distinção de alguém ou posição na hierarquia social.
Falecimento Etiqueta para identificar o evento de falecimento de uma pessoa.
Físico Para descrições de atributos físicos.
Formação Académica Regista o grau de formação académica.
Genealogia Ascendentes conhecidos.
Herança Testamenteiros ou outros dados sobre heranças.
Informação final do comissário Relatório final do comissário numa habilitação.
Intermediário Pessoa que medeia qualquer ”negócio” ou diligência. Ex.: procurador, fiador, broker.
Local preciso Local preciso da habilitação. Ex: igreja, capela, casas de residência, etc.
Mercê Dádiva graciosa ou remuneratória feita a alguém.
Morador Etiqueta para identificar o evento de morada, ou seja, uma pessoa habita em: ’Local’.
Nascimento Etiqueta para identificar o evento de nascimento de uma pessoa.
Ocupação Regista a ocupação de uma pessoa numa determinada altura da sua vida.
Pagamento Entrega de valores a alguém a troco de alguma coisa.
Parceria Associação em negócio comercial.
Parentesco Grau de parentesco entre duas pessoas.
Processo Diligência processual em que alguém está ou esteve envolvido.
Receita Entrada de qualquer tipo de valor efetivo, mesmo que seja em géneros.
Relacionamento Relações de amizade ou inimizade.
Rendimento ou capital Valor da renda ou do capital que alguém dispõe.
Saber Conhecimentos de alguém. Ex: sabe línguas.
Saúde Estado de saúde.
Transporte Relações emergentes de negócios que envolvem transporte de pessoas ou bens como
fretar, carregar, financiar.
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Apresenta-se na Tabela 5.5 os eventos possíveis de ocorrer entre P2 e P1, distribuídos por tipo de evento.
A construção das ontologias apresentadas neste trabalho incidirá sobre o evento ocupação, ou seja, o cargo
ou profissão que alguém tinha. Constata-se, assim, por leitura da Tabela 5.5, o leque possível de eventos (bio-
gráficos, relacionais e de parentesco) que pautavam a vida das entidades estudadas.
Tabela 5.5: Designação dos eventos por tipo.
Designação dos eventos Tipo de evento
Biográfico Parentesco Relacional















Informação final do comissário X
















Foi criada uma lista das designações da época para as diversas ocupações, de modo a agrupá-las. A partir
destas elaborou-se uma listagem dos diversos setores de atividades (cruzando grandes áreas da época com
classificações atuais). Esta classificação teve como ponto de partida um repositório de dados com cerca de
30000 registos, referentes a diversos indivíduos. Foi atribuído a cada umdos indivíduos um setor de ocupação,
um setor de atividade e um estatuto. Foi a partir deste cenário de referência que se associou uma ocupação,
atividade e estatuto aos eventos classificados.
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Pela análise dos dados, constatou-se que as grandes áreas de ocupação da época podem corresponder amais
do que um setor de atividade, tal como foi acima definido. Na Figura 5.1 pode-se observar essa relação.
Figura 5.1: Agrupamento de ocupações (designação da época) por setores de atividade.
As ocupações encontram-se associadas a diferentes estatutos sociais. Apresenta-se na Tabela 5.6 os tipos de
estatuto possíveis para cada ocupação/setor de atividade. O estatuto associado a um determinado indivíduo
pode ser mecânico, não mecânico, nobre ou ser desconhecido. O estatuto é Mecânico ou Não Mecânico con-
soante o trabalho dos indivíduos seja, ou não, manual. Mecânico corresponde ao oposto de nobre. Remete
para aquele que trabalha com asmãos e que tem de trabalhar para sobreviver. Destemodo está ”mais abaixo”
na hierarquia social um indivíduo cujo estatuto émecânico. NãoMecânico é aquele que não é nobre,mas tam-
bém não é exatamentemecânico ou quando não se tem a certeza que é nobre. O estatuto Nobre corresponde
a todos os indivíduos que tenhamum título de nobreza. Sempre que o estatuto é desconhecido considerou-se
que o estatuto era Não Se Sabe.
A partir da Tabela 5.6 podem-se obter os estatutos por setor de atividade (Figura 5.2), bem como os estatutos
por áreas de ocupação (Figura 5.3). Salienta-se o facto de apenas três setores de atividade (Administração, Do-
méstico, Ensino) apresentaremocorrências de todos os estatutos e quatro setores de atividade terem somente
um estatuto (Pesca, Pecuária, Mineração, Diplomacia). Relativamente às ocupações, três apresentam indiví-
duos dos quatro tipos de estatuto (Governo da Res Publica, Governo da Casa, Artes Liberais) e três apresentam
apenas um só estatuto (Pesca, Mineração, Embaixadas).
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Tabela 5.6: Tipo de estatuto por ocupação/setor de atividade.
Ocupação (designação da época) Setor de atividade Estatuto




Artes mecânicas Ensino Me NS
Saúde Me NM NS
Transformação Me NM
Transporte Me
Belas Artes Belas Artes Me NM NS
Embaixadas Diplomacia No
Estudo Ensino Me NM No
Governo da casa Administração Me NM No
Doméstico Me NM No NS
Não se sabe NM
Governo da res publica Administração Me NM No NS
Defesa NM
Eclesiástico NM
Justiça Me NM No
Saúde NM
Segurança Me NM No
Transporte Me NM
Igreja Eclesiástico NM No
Lavoura Agricultura Me NM No
Pecuária Me
Mercancia Negócio Me NM
Milícia Defesa Me NM No
Segurança Me NM No
Mineração Mineração NM
Não se sabe Administração Me NM NS
Não se sabe Me NM
Navegação Navegação Me NM No
Pesca Pesca Me
Sem ocupação Sem ocupação NM No
Sem ocupação/nobre Sem ocupação/nobre NM No
Viver da sua fazenda Viver da sua fazenda NM No
Me-Mecânico; NM-Não Mecânico; No-Nobre; NS-Não se sabe
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Figura 5.2: Distribuição dos estatutos por setor de atividade.
Figura 5.3: Distribuição dos estatutos por áreas de ocupação na designação da época.
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Odomínio que as ontologias representam é o demúltiplas ocupações de egos identificados quase sempre por
ligações ao SO. Essas profissões e cargos foram classificados emduas grelhas principais: estatuto da ocupação
na época e setor de atividade.
A aplicação dessa grelha foi feita por historiadores, que tiveram em linha de conta vários parâmetros sobre o
indivíduo em causa e não apenas uma simples informação sobre a ocupação de uma dada personagem.
Para a classificação foram essenciais os dados de contexto. Note-se que na realidade classificaram-se pessoas
e não isoladamente ocupações. Estas últimas em si mesmas podem admitir rótulos por vezes opostos. Cite-
se o caso de médico ou de lavrador. Quando um médico equivalia a alguém com formação universitária, o
cargo foi classificado como Arte Liberal e era Não Mecânico; quando não foi classificado como Arte Liberal, era
Mecânico. Lavradorde terraspróprias foi incluído comoNãoMecânicono século XVIII e entre asArtesMecânicas
quando o lavrador tinha de trabalhar ainda em terras alheias por jornal para poder sobreviver. Na realidade,
o que se pretende é classificar automaticamente indivíduos, em bases de dados prosopográficas, sem fugir à
complexidade da época considerada.
5.3 Identificação de palavras-chave
Com o objetivo de classificar automaticamente ocupações em dados pouco estruturados, realizou-se um le-
vantamento das palavras-chave que poderiam ser utilizadas para a referida classificação. Nesse sentido foi
necessário realizar diversas operações, nomeadamente, levantamentode valores únicos e triagemdepalavras-
chave. Ao longo de todo este percurso foi realizado ainda um levantamento e correção de erros ortográficos.
5.3.1 Levantamento de valores únicos
Identificaram-se 23482 registos referentes a ocupações. Sobre estas ocorrências efetuaram-se pesquisas, de
modo a obter apenas os valores únicos. Assim, por exemplo, a ocupação só comapalavra ”Lavrador” acontece
em 55 registos. Agregou-se todas essas ocorrências numa única. Após efetuar este tipo de agrupamento em
todas as ocupações, obtiveram-se 8426 registos (27 de agosto de 2015). Foi esta a base de trabalho sobre a
qual se realizou a triagem de palavras-chave.
5.3.2 Triagem de palavras-chave
Sobre todas as ocorrências únicas determinou-se qual, ou quais, a(s) palavra(s) que serão utilizadas para a
classificação dos setores de ocupação, dos setores de atividade e dos estatutos. Emmuitas situações, uma só
palavra era insuficiente. Apresentamos na Tabela 5.7 o exemplo para a palavra ”Administrador”. Nesta situação,
a escolha de apenas uma palavra (P1 na Tabela 5.7) não chegava para classificar setor de ocupação, setor de
atividade ou estatuto.
Tabela 5.7: Exemplo de triagem para a palavra Administrador.
P1 P2 Setor de ocupação Setor de atividade Estatuto
Administrador Escravos Mercancia Negócio Mecânico
Administrador Fazendas Lavoura Agricultura Não Mecânico
Administrador Sabão Mercancia Negócio Não Mecânico
32 CAPÍTULO 5. RECURSOS UTILIZADOS E METODOLOGIAS APLICADAS
No Apêndice B podem consultar-se as palavras-chave encontradas. Para obter esta listagem foi necessário
analisar:
— dicionários da época3 e arquivos digitais4, consultados durante o mês de agosto de 2015;
— o contexto da frase;
— o leque ocupacional do indivíduo;
— a triagem por uma equipa de especialistas.
Por vezes ainda foi necessário ter presente o ano da ocorrência.
A preocupação pela classificação de ocupações históricas originou a criação da Historical International Stan-
dard Classification of Occupation5 (HISCO). A criação desta classificação normalizada resultou da necessidade
de incorporar em classificações internacionais como a ISCO as ocupações brasileiras a partir do século XIX.
Tratando-se de um projeto que teve a primeira versão em 1958, a ISCO utilizada como base de trabalho para a
construção da HISCO foi a de 1968. Botelho, van Leeuwen, Maas e Miles (2006) referem que não optaram pela
versão mais recente pois esta ”perdeu” algumas das ocupações históricas presentes nas primeiras versões.
Uma das razões porque as ocupações da HISCO não foram escolhidas, como base da classificação, foi o pas-
sado recente que representam. Ao considerarem que ”a ocupação é uma variável chave emmuitos campos da
história”, Botelho et al. (2006, p. 168) sentiram a necessidade de concretizar este projeto. Assim, a designação
atribuída a uma dada ocupação entra em linha de conta comduas condicionantes principais, nomeadamente
período temporal e espaço geográfico. Variáveis estas que são também fundamentais na classificação dos
eventos históricos portugueses, com uma grande diferença: no SPARES importa recuar aos séculos XVI-XVIII.
Considerou-senalguns casosqueaclassificaçãodependiadocontextodaocupação (últimacolunadas tabelas
visualizadas no Apêndice B). Estas situações podem ser consultadas na Tabela 5.8.
Pela observação da Tabela 5.8 destaca-se:
— ”cirurgião” é a única situação em que o setor de ocupação e o estatuto dependem ambos do contexto;
— o setor de ocupação com maior número de ocorrências a depender do contexto é ”Governo da res pu-
blica”;
— o setor de atividade commaior número de ocorrências a depender do contexto é ”Administração”;
— ”Segurança”, ”Negócio” e ”Justiça” apresentam apenas uma ocorrência para o setor de atividade;
— ”Milícia” aparece apenas um vez a depender do contexto como setor de ocupação.
Pela análise das palavras-chave encontradas pode constatar-se que surgiram algumas situações que não es-
tavam previstas na classificação inicial, referida na Figura 5.1. Estas novas ocorrências foram classificadas rela-
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Tabela 5.8: Palavras-chave com classificação a depender do contexto.
Palavras-chave Setor de ocupação Setor de atividade Estatuto
ME NM NO NS
adjutório Governo da casa Transformação x
cirurgião Saúde
depositário Governo da casa Segurança
lavrador Lavoura Agricultura x
lavradora Lavoura Agricultura x
médico Não se sabe Saúde x
médico; assistente Artes liberais Saúde x
membro; junta; estados Governo da res publica Administração x
merceeira Não se sabe Não se sabe x
mestre; estudantes Artes liberais Ensino x
mestre; gramática Artes liberais Ensino x
moço; saco Não se sabe Não se sabe x
músico Belas artes Belas artes x
não; tem; ocupação Sem ocupação Sem ocupação x
não; tem; ofício Sem ocupação Sem ocupação x
oficial; justiça Governo da res publica Justiça x
organista Belas artes Belas artes x
pintor Artes mecânicas Transformação x
pintor; louça Artes mecânicas Transformação x
prioste Mercancia Negócio x
procurador Governo da casa Administração
procurador; concelho Governo da res publica Administração
recondução; serventia Governo da res publica Administração x
secretário; câmara Governo da res publica Administração
sem; ocupação Sem ocupação Sem ocupação
sem; ofício Não se sabe Não se sabe
serve; majestade Governo da res publica Não se sabe x
serve; escrivão Governo da res publica Administração
serve; marinha Navegação Defesa x
serve; tesoureiro Governo da res publica Administração
serviu; casa; beneficiado Governo da res publica Doméstico
serviu; conde Governo da casa Doméstico
serviu; rei Milícia Defesa x
sub-tesoureiro Governo da res publica Administração x
tesoureiro Governo da res publica Administração
tutor Governo da casa Administração x
vive; lavoura Lavoura Agricultura x
vive; rendimento; letras Artes liberais Viver da sua fazenda x
Me-Mecânico; NM-Não Mecânico; No-Nobre; NS-Não se sabe
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Figura 5.4: Distribuição dos estatutos por setor de ocupação, após triagem de palavras-chaves.
Àsnovasocorrências, identificadasnaFigura 5.4, apontam-se comoexemploosofíciosquepodemconsultar-se
na Tabela 5.9.
Tabela 5.9: Exemplos de novos oficios.
a selador de alfândega b charameleiro
c aguadeiro d armador de sardinha
e curador f reformador numa universidade
g leitor h proprietário de engenho de açúcar
5.4 Extração de eventos
Tratando-se de um repositório central construído emMySQL, o SPARES torna possível a utilização de interfaces
que permitem o seu preenchimento. Na Figura 5.5 pode observar-se o exemplo parcial de uma das interfaces
que se utilizam. O texto extraído tem de ser preparado para que o resultado possa ser confrontado com as
palavras-chave constantes do Apêndice B.
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Figura 5.5: Apresentação parcial de uma interface.
Para que uma nova ocupação possa ser atribuída no campo Evento utiliza-se uma interface cuja abertura é
acionada por duplo click nesse campo. Como resultado surge a interface apresentada na Figura 5.6, que na
imagem representa a inserção de um evento com a ocupação de ”Alfaiate”.
Figura 5.6: Interface para preenchimento de eventos.
Esta interface tem na sua construção e preenchimento a utilização de etiquetas em Extensible Markup Lan-
guage (XML). Como resultado da inserção visualizada na Figura 5.6, no repositório SPARES o campo Evento é
preenchido como se observa na Figura 5.7.
Figura 5.7: Exemplo de evento preenchido na tabela Comissarios.
Para que se possa concretizar o processamento em linguagem natural, é necessário identificar todos os carac-
teres que constituem as ocorrências de XML no campo Evento. Posteriormente, estas serão substituídas para
que este campo possa ser devidamente interpretado.
Foram, assim, identificadas as ocorrências relacionadas com o início, ou fim, de uma etiqueta em XML, bem
como os caracteres que as irão substituir (Tabela 5.10).
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Tabela 5.10: Ocorrências de XML e caracter de substituição.





Como resultado da aplicação das substituições mencionadas na Tabela 5.10, o evento anteriormente visuali-
zado na Figura 5.7 passa a ter a seguinte constituição:
<Ocupação>Alfaiate</Ocupação><Observações>Tem estabelecimento próprio</Observações>
Estasalterações refletir-se-ãoemqualquerevento. Comooobjetivoéextrair apenasoeventoocupação, conjugaram-
se na extração as etiquetas XML com a palavra Ocupação (Tabela 5.11).
Tabela 5.11: Ocorrências de XML e respetiva substituição.
Ocorrência de XML: Substituir por:
<div>&lt;Ocupação&gt; <Ocupação>
&lt;Ocupação&gt; </Ocupação>
Constatou-se que estas ocorrências só aconteciam quando a ocupação não era o único evento inserido. Nas
situações em que ocupação é o único evento, os dados inseridos já são do tipo:
<Ocupação>Alfaiate</Ocupação>
Para além das já referidas, ocorreram ainda outras situações, resultantes da aplicação de formatações em XML
(fonte, tamanho ou estilo da letra). Para as ocorrências que se apresentam na Tabela 5.12, a substituição apli-
cada foi o valor NULL.
Tabela 5.12: Ocorrências de XML substituídas por valor NULL.





Após identificaçãodestasocorrências efetuaram-seosprocedimentosnecessáriosparaobter o textoque irá ser
utilizado na aplicação das duas técnicas de PLN. Foram criadas duas pesquisas em Structured Query Language
(SQL), que podem ser consultadas nas figuras 5.8 e 5.9.
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Figura 5.8: Pesquisa que aplica as substituições referidas na Tabela 5.11.
Figura 5.9: Pesquisa que aplica as substituições referidas na Tabela 5.12.
O resultado destas duas pesquisas permitiu obter os eventos, como se exemplifica na Figura 5.10. A Figura
5.11 apresenta a pesquisa que irá transformar estes eventos de ocupação no texto que posteriormente será
processado. O resultado da pesquisa representada na Figura 5.11, aplicado aos registos visualizados na Figura
5.10, permite obter o resultado que se apresenta na Figura 5.12.
Figura 5.10: Exemplo das ocupações após execução das pesquisas apresentadas nas figuras 5.8 e 5.9.
Figura 5.11: Pesquisa que transforma os eventos de ocupação em texto que será processado por ferramentas
de PLN.
Figura 5.12: Exemplo das ocupações após execução da pesquisa apresentada na Figura 5.11.
A remoção de stopwords e aplicação de stemming realiza-se após esta preparação dos dados aos eventos ob-
tidos.
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5.5 Remoção de stopwords e aplicação de stemming
Uma das hipóteses a testar é saber se o PLN pode contribuir para uma mais rápida e eficaz classificação dos
eventos ocorridos entre dois quaisquer intervenientes do SO. Para tal, e após a determinação manual das
palavras-chave necessárias à classificação, realizou-se um ensaio com os eventos que continham a palavra
VIVE (num total de 159 registos). As palavras-chave encontradas por evento são constituídas no mínimo por 2
palavras (por exemplo: vive|agência) e nomáximopor 4palavras (por exemplo: vive|ordens|bens|patrimoniais).
Deste modo, sempre que num evento ocorram simultaneamente as palavras-chave vive e agência este deverá
ser classificado como: ocupação – mercancia; setor de atividade – negócio; estatuto – não mecânico. Por ou-
tro lado, se as palavras-chave forem vive, ordens, bens e patrimoniais, o evento deve ser classificado como:
ocupação – igreja; setor de atividade – eclesiástico; estatuto – nãomecânico.
Para a preparação dos dados prosopográficos históricos, necessária para concretizar a classificação dos even-
tos, foram fundamentais algumas técnicas de PLN, nomeadamente: i) remoção de stopwords; ii) aplicação de
stemming. As stopwords são palavras irrelevantes no âmbito da classificação dos dados realizada. A aplicação
do método de stemming permite reduzir as palavras ao seu radical. Na Tabela 5.13 apresenta-se um evento
conforme ele é escrito na base de dados SPARES e o resultado após a remoção de stopwords e aplicação do
método de stemming.
Tabela 5.13: Visualização de evento sem stopwords e após stemming.
Evento em SPARES vive de sua agência e contrato de sola e gados,
e dos ordenados que tem de procurador
Após remoção de stopwords vive agência contrato sola gados ordenados pro-
curador
Após aplicação de stemming viv agênc contrat sol gad orden procur
Para se poder confrontar os resultados obtidos na classificação manual de eventos com os resultados prove-
nientes do PLN, extraiu-se da base de dados SPARES os eventos que começavam com a palavra vive, um dos
agrupamentos ocupacionais mais complexos para os historiadores, não obstante a sua ocorrência frequente.
Este conjunto admite um amplo padrão de variabilidade: vive de sua fazenda, vive da sua agência e trabalho;
vive das suas letras; vive das suas ordens, etc. Criou-se, com estes, uma nova tabela. Para tal recorreu-se à
instrução visualizada na Figura 5.13.
Figura 5.13: Criação da tabela Evento.
Aos registos deste modo obtidos, ir-se-ão retirar as palavras consideradas irrelevantes no contexto do evento
– stopwords. Para a extração destas palavras consultaram-se, em 4 de fevereiro de 2016, diversas listagens de
stopwords. Apresenta-se na Tabela 5.14 as localizações das listagens de stopwords que foram utilizadas para a
lista utilizada neste trabalho.
Para além das listagens atrás referidas consultou-se ainda a lista de stopwords que a aplicação PostgreSQL
disponibiliza.
Constatou-se que algumas das stopwords eram palavras-chave, anteriormente classificadas manualmente,
tendo assim de ser removidas. Apresenta-se na Tabela 5.15 as palavras que foram retiradas da lista inicial de
stopwords por serem relevantes para a classificação que foi realizada.
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Tabela 5.15: Stopwords removidas da lista inicial.
algum fazer meio primeiro terceiro
ao fazia menor relação trabalhar
conselho feitos na sem trabalho
da fora não sete usa
do geral número sua vários
em grande para suas
estado ligado povo tem
faz maio primeira terceira
Observou-se ainda quehavia palavras que surgiam repetidamente e cujo contexto não é relevante. Estas foram
introduzidas na lista de stopwords (Tabela 5.16).
Tabela 5.16: Palavras introduzidas na lista de stopwords.
ágil estrangeiras paroquial santa
bairro freguesia penitenciária são
distrito irmandade s.
Para além das palavras referidas na Tabela 5.16 muitos dos eventos possuem no seu conteúdo nomes de fre-
guesias, concelhos ou comarcas. Estes nomes consideraram-se irrelevantes para a classificação (Tabela 5.17).
Tabela 5.17: Nomes de freguesias, concelhos ou comarcas irrelevantes para a classificação.
Arcos de Valdevez Felgueiras Porto Viana
Azurar da Beira Freixada Quintela Viana da Foz do Lima
Braga Funchal Resende Vila Real
Canas de Senhorim Gondomar Sanfins Viseu
Caniçada Lamego Soutelo
Covas de Barroso Maçal da Ribeira Unhão
Douro Moncorvo Vandoma
Os nomes constantes da Tabela 5.17 deram origem às stopwords que se apresentam na Tabela 5.18.
A lista final de stopwords (constituída por 648 stopwords) foi assim o resultado das várias listas de stopwords
consultadas, da remoção das palavras referidas na Tabela 5.15 e da introdução das palavras referidas nas ta-
belas 5.16 e 5.18. É, digamos, uma lista especializada em função da temática em análise: ocupações.
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Tabela 5.18: Stopwords resultantes dos nomes de freguesias, concelhos ou comarcas.
arcos braga douro funchal maçal real senhorim vandoma
azurar canas felgueiras gondomar moncorvo resende soutelo viana
barroso caniçada foz lamego porto ribeira unhão vila
beira covas freixada lima quintela sanfins valdevez viseu
Substituiu-se a lista que o PostgreSQL disponibiliza pela lista de stopwords que pode ser consultada no Apên-
dice C. Após esta operação construíram-se as instruções, presentes na Figura 5.14, em SQL.
Figura 5.14: Criação e preenchimento do campo TextoVetor.
Como resultado da execução destas instruções é adicionada uma nova coluna à tabela EventosVIVE, denomi-
nada TextoVetor. A aplicação registou para este campo as palavras reduzidas ao seu radical, após remoção das
stopwords, seguido da posição dessas palavras na frase. Por exemplo ’fazend’:4 é o resultado de um evento
cuja 4ª palavra da frase é fazenda ou fazendas.
Verificou-se assim que, para eventos diferentes do campo Evento, podem ocorrer correspondências iguais em
TextoVetor. Na Tabela 5.19 podem ser consultados eventos que estão na origem dos radicais fazend e viv.
Tabela 5.19: Exemplo de eventos com a mesma correspondência no campo TextoVetor.
Evento TextoVetor
Vive também de sua fazenda ’fazend’:5 ’viv’:1
Vive das duas fazendas ’fazend’:4 ’viv’:1
Vive das suas fazendas ’fazend’:4 ’viv’:1
Vive de sua fazenda ’fazend’:4 ’viv’:1
Vive de suas fazendas ’fazend’:4 ’viv’:1
Vive por sua fazenda ’fazend’:4 ’viv’:1
Daspalavras-chaveque fazempartedoApêndiceD, consideraram-seapenasasquecorrespondemaoseventos
que foram preenchidos com as palavras-chave obtidas pelo processo manual. Resultaram deste modo 100
palavras-chave distribuídas por 9 categorias (número máximo de palavras-chave encontradas num evento).
5.6 Classificação de eventos …
5.6.1 … a partir das palavras-chave obtidas manualmente
Os eventos foram classificados, relativamente à ocupação, atividade e estatuto, através da execução de 4 pes-
quisas (Figura 5.15). Pode observar-se na Tabela 5.20, como exemplo, a classificação de 4 eventos após a exe-
cução das instruções referenciadas na Figura 5.15.
Apósesta classificação, apenas 117dos159eventos extraídos, referidosna secção5.4, tiveramcorrespondência
com as palavras-chave encontradas manualmente.
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Figura 5.15: Pesquisas utilizadas para a classificação dos eventos.
Tabela 5.20: Exemplo da classificação para 4 eventos.
Evento P1 P2 P3 Ocupação Atividade Estatuto
Vive da sua missa vive missa Igreja Eclesiástico NM
Vive de algum contrato vive contrato Mercancia Negócio NM
Vive de pano de linho vive pano linho Artes mecânicas Transformação ME
Vive do seu trabalho e agência vive agência trabalho Lavoura Agricultura ME
5.6.2 … a partir das palavras-chave obtidas por remoção de stowords e aplicação de
stemming
Contrariamente ao que aconteceu com a classificação a partir das palavras-chave obtidas manualmente, a
extração de radicais nos 159 eventos está diretamente associada ao evento mas não tem ocupação, atividade
ou estatuto associado.
Para se poder comparar os dois métodos aplicados, é necessário confrontar as palavras-chave através deles
obtidas. Assim, realizou-se a remoção de stopwords e a aplicação de stemming às palavras-chave obtidas de
modomanual. Estas foram comparadas com os radicais obtidos diretamente sobre os eventos.
Foram identificadas duas situações em que as palavras-chave obtidas manualmente eram stopwords, nomea-
damente ”sem” e ”suas”. Estas encontravam-se nos seguintes grupos de palavras-chave: i) vive|fazenda|sem|
ofício; ii) vive|suas|terras. Na nossa amostra estas ocorrências correspondem à classificação de dois eventos
na primeira situação e um evento na segunda.
Para atribuir uma ocupação, uma atividade e um estatuto aos eventos cujas palavras-chave foram obtidas
por remoção de stopwords e aplicação de stemming, estes foram comparados com os eventos classificados
manualmente. Para tal executaram-se as instruções que se apresentam na Figura 5.16.
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Figura 5.16: Instruções utilizadas para a atribuição de ocupação, atividade e estatuto aos eventos cujas
palavras-chave foram obtidas automaticamente.
5.7 Criação de cenários ontológicos
Tendo por base os conhecimentos adquiridos com a classificação dos eventos, foi criado um suporte formal
para uma aproximação integrada à prosopografia que pudesse complementar a análise tradicional dos dados
sociais. Nesse sentido foram desenvolvidos dois cenários ontológicos.
Para a visualização da hierarquia das classes construídas, utilizou-se o plug-in OntoGraf6 e para visualização
dos restantes elementos o plug-in SOVA7. Através destes plug-ins é ainda possível exportar imagens dessas
visualizações.
A classe que contém todos os indivíduos, ou seja, todas as subclasses, designa-se por owl:Thing (Horridge,
2011). Na definição dos nomes a atribuir às classes, seguiu-se a sugestão de Horridge (2011): começam to-
dos por letra maiúscula e não contém espaços. Quando foi necessário mais do que um nome para a mesma
classe, juntaram-se os nomes (por exemplo: ArtesLiberais). Sempre que um nome era uma palavra acentuada
retiraram-se os acentos e substituiu-se a letra ç pela letra c (por exemplo: Ocupacao). Sempre que duas classes
possuíam subclasses comnomes iguais colocou-se, no término do nome, At (para setor de atividade), Oc (para
área de ocupação na designação da época) ou Est (para estatuto). Por exemplo: PescaAt, PescaOc.
Considerou-se, na construção da hierarquia de classes, que todas as subclasses criadas são classes disjuntas,
ou seja, um indivíduo que pertença a uma das classes referidas não pode pertencer a nenhuma das outras
(Horridge, 2011).
À semelhança do que aconteceu nos nomes atribuídos às classes, também para as propriedades de objeto e
para as propriedades de tipos de dados se seguiu a sugestão de Horridge (2011): os nomes das propriedades
começam por letra minúscula, com o prefixo tem ou é; quando compostas por mais de uma palavra não de-
vem conter espaços e a partir da segunda palavra começam por letra maiúscula. Uma propriedade de objeto
relaciona indivíduos de umdomínio com indivíduos de umcontradomínio. Umapropriedade de tipo de dados
relaciona indivíduos de um domínio a tipo de dados de um contradomínio.
A todas as propriedades de objeto começadas com o prefixo tem foi atribuído domínio e contradomínio. Para
todas estas propriedades de objeto foram criadas as propriedades inversas correspondentes, com o prefixo
é. Deste modo, por exemplo, quando se criou a propriedade temMecanico criou-se também a propriedade
inversa éMecanicoDe. Não é necessário atribuir-lhe um domínio e um contradomínio, uma vez que ao ser de-
finida como inversa de temMecanico assume automaticamente como domínio o contradomínio desta e como
6http://protegewiki.stanford.edu/wiki/OntoGraf
7http://protegewiki.stanford.edu/wiki/SOVA
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contradomínio o seu domínio.
O povoamento da ontologia foi feito, nos dois cenários, com recurso aos dados disponibilizados no SPARES.
Para tal efeito, usou-se o software Ontop8 disponibilizado gratuitamente e desenvolvido pela Universidade de
Bozen-Bolzano.
Para utilizar o plug-in Ontop foi necessário realizar alguns procedimentos. Atualmente a última versão de Pro-
tégé já tem associado este plug-in. É, no entanto, necessário colocar dois separadores no ambiente da aplica-
ção (ontop Mappings e ontop SPARQL). Com o separador ontop Mappings é possível gerir o acesso a bases de
dados externas e construir o modelo OBDA (Ontology Based Data Access). Este separador divide-se ainda em
três janelas distintas: Datasource manager;Mappingmanager;Mapping Assistant – BETA.
A primeira operação realizada foi a conexão à base de dados. As tabelas utilizadas encontram-se disponíveis
no repositório de dados.
Equacionaram-se duas abordagens diferentes para a construção das ontologias.
Num primeiro cenário a ontologia foi criada automaticamente por transposição do sistema SPARES. Para tal
utilizaram-se as ferramentas disponibilizadas pelo plug-in Ontop: i) Generate ontology andmappings…; ii)Ma-
terialize triples. A primeira cria a estrutura da ontologia à semelhança do sistema SPARES, tabelas e campos,
respetivamente classes e propriedades de tipo de dados no modelo ontológico. A segunda ferramenta adici-
ona instâncias à ontologia (dados constantes nos campos das tabelas).
O segundo cenário integrou quatro etapas de desenvolvimento. Numa primeira fase construíram-se as clas-
ses. De seguida definiram-se as propriedades de objeto que permitem relacionar as classes criadas. As propri-
edades de tipo de dados foram construídas na terceira etapa. Por último, adicionaram-se instâncias. As três
primeiras etapas foram realizadas utilizando as ferramentas disponibilizadas no Protégé. Para realizar a quarta
etapa foi necessário o preenchimento automático das instâncias. Para tal criaram-se osmappings necessários,
utilizando o separadorMapping Manager.
Exemplifica-se, com as instruções presentes na Figura 5.17, os mappings necessários para o povoamento da
classe Localizacoes.
Figura 5.17: Mappings construídos para povoar a classe Localizacoes.
As instruções referidas na Figura 5.17 tiveram de ser materializadas através da ferramentaMaterialize triples.
Sobre as ontologias podem ser realizadas diversas interrogações. Estas exemplificam algumas das pesquisas
tipo que podem ser aplicadas a estes dados e na sua construção utilizou-se a ferramenta SPARQL Query que a
aplicaçãoProtégédisponibiliza. Quando se inicializa pela primeira vez, esta ferramenta apresenta as instruções
que podem ser consultadas na Figura 5.18.
8http://ontop.inf.unibz.it
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Figura 5.18: SPARQL Query: instruções iniciais.
A execução das instruções referidas na Figura 5.18 terá como resultado a estrutura hierárquica de classes que
a ontologia apresenta.
Para além dos prefixos que por defeito são colocados inicialmente pela ferramenta SPARQL Query, cuja decla-
ração permite a identificação de recursos que podem ser utilizados, tambéménecessário adicionar umprefixo
que identifique a ontologia que vai ser interrogada. Observa-se na Figura 5.19 o prefixo adicionado.
Figura 5.19: Prefixo declarado para OntoSPARES.
Nas consultas realizadas, que se apresentam na secção 6.4, para além dos prefixos anteriormente referidos,
aplicou-se a sintaxe proposta pelo consórcio W3C (2008). Na Figura 5.20 pode observar-se um exemplo dessa
sintaxe.
Figura 5.20: Sintaxe de uma consulta em SPARQL (Fonte: W3C (2008)).
Na SPARQL é possível realizar consultas através de quatro formas distintas: i) CONSTRUCT; ii) DESCRIBE ; iii)
ASK; iv) SELECT. Apresenta-se na Tabela 5.21 uma breve descrição do tipo de resultado que cada uma delas
origina.
Tabela 5.21: Consultas em SPARQL: tipo de resultados obtidos (Adaptado) (W3C, 2008).
CONSTRUCT Devolve as triples que fazem parte da ontologia.
DESCRIBE Devolve uma descrição dos recursos encontrados.
ASK Devolve um valor do tipo booleano (true; false) que indica a veridicidade
das condições verificadas.
SELECT Devolve, total ou parcialmente, o valor das variáveis que intervém na con-
sulta.
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Nas consultas que podem ser observadas na secção 6.4 destaca-se ainda a utilização de:
— WHERE (permite a definição de condições);
— ORDER By (utilizado quando se pretende realizar ordenações);
— FILTER (permite a aplicação de filtros);
— LIMIT (limita a visualização dos resultados);
— DISTINCT (na presença de resultados repetidos devolve apenas um resultado);




6.1 Cenário I: transposição do modelo SPARES para ontologia
Nesta abordagem consideraram-se as tabelas fulcrais, no repositório SPARES, para as pesquisas que se pre-
veem vir a ser necessárias. Nesse sentido, a construção da ontologia baseou-se no esquema concetual da
base de dados.
6.1.1 Classes
A construção da ontologia foi iniciada com a determinação das classes que lhe servirão de base estrutural.
Destemodo, criaram-se três classes: OntRel, OntLoc e OntMin (Figura 6.1). Como se referiu na secção 5.7, estas
foram geradas automaticamente pelo Protégé.
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Figura 6.1: Classes desenhadas para o cenário I.
6.1.2 Propriedades de tipo de dados
As propriedades de tipo de dados foram criadas automaticamente através da ferramenta Generate ontology
andmappings. Como se pode observar pela Figura 6.2, as propriedades de tipo de dados não ficamassociadas
a nenhuma das tabelas importadas. Posteriormente foi feita essa associação (Figura 6.3).
Figura 6.2: Classes e propriedades de tipo de dados obtidas através da ferramenta Generate ontology and
mappings.
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Figura 6.3: Classes e respetivas propriedades de tipo de dados.
Pode observar-se na Tabela 6.1 as propriedades de tipo de dados atrás referidas associadas ao respetivo do-
mínio e contradomínio.
6.1.3 Propriedades de objeto
Criaram-se duas propriedades de objeto. Estas permitirão associar a classe Localizacoes às duas outras classes
(Tabela 6.2). Foram também criadas as respetivas classes inversas: éLocalizacaoDeMin e éLocalizacaoDeRel.
6.2 Cenário II: criação de nova ontologia
Para a construção desta ontologia considerou-se não só o cenário de referência, mas tambémo conhecimento
obtido com a triagem de palavras-chave.
6.2.1 Classes
Iniciou-se a construção da ontologia com a criação das quatro classes principais (Figura 6.4).
Apresenta-se nas figuras 6.5, 6.6 e 6.7as subclasses que foram criadas para três das quatros classes visualizadas
na Figura 6.4.
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Tabela 6.1: Propriedades de tipo de dados, no cenário I.

























Tabela 6.2: Propriedades de objeto, no cenário I.
Propriedade de objeto Domínio Contradomínio
temLocalizacaoMin OntMin OntLoc
temLocalizacaoRel OntRel OntLoc
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Figura 6.4: Classes principais da ontologia - cenário II.
Figura 6.5: Subclasses da classe EstatutoEpoca.
Figura 6.6: Subclasses da classe SetorAtividade.
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Figura 6.7: Subclasses da classe Ocupacao.
6.2.2 Propriedades de tipo de dados
Criaram-se propriedades de tipo de dados comdomínio na classe Localizacao e comcontradomínio no tipo de
dados double: temLatitude, temLongitude. Para além destas propriedades, que permitem identificar a locali-
zação exata da ocorrência de uma ocupação através das suas coordenadas geográficas, foram ainda criadas
as propriedades temLocalidade (nome da localidade), temConcelho (nome do concelho a que pertence a lo-
calidade) e temProvincia (nome da província a que o concelho pertence). Estas três propriedades têm como
contradomínio o tipo de dados string. Com domínio na classe Localizacao criou-se a propriedade temSede,
cujo contradomínio é do tipo boolean (uma ocupação pode ocorrer numa localidade que é ou não sede de
concelho). Associámos à classe Ocupacao propriedades de tipo de dados que permitem uma melhor defini-
ção de cada uma das ocupações encontradas na época em estudo. Foram, assim, criadas as propriedades de
tipo de dados que se podem consultar na Tabela 6.3.
Tabela 6.3: Propriedades de tipo de dados com domínio na classe Ocupacao.
Propriedade
de tipo de Descrição Contradomínio
dados
temAnoInicial Ano inicial em que uma dada ocupação foi identificada integer
temAnoFinal Ano final em que uma dada ocupação foi identificada integer
temOficio Oficio que se encontra associado a uma dada ocupação string
temLocalidade Localidade onde determinada ocupação ocorreu string
temEvento Evento que corresponde a uma dada ocupação ”Biografico”,”Relacional”
6.2.3 Propriedades de objeto
Criaram-se as propriedades de objeto necessárias de modo a representar todos os relacionamentos previstos
para a ontologia. Na Tabela 6.4 visualizam-se as propriedades cujo domínio são subclasses da classe SetorAti-
vidade e cujo contradomínio são subclasses de Ocupacao.
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Tabela 6.4: Propriedades de subclasses de SetorAtividade para subclasses de Ocupação.
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A Tabela 6.5 apresenta as propriedades com domínio nas subclasses da classe Ocupacao e com contradomí-
nio nas subclasses de EstatutoEpoca. As propriedades com domínio nas subclasses de SetorAtividade e com
contradomínio nas subclasses de EstatutoEpoca podem ser consultadas na Tabela 6.6.
Tabela 6.5: Propriedades de Subclasses de Ocupacao para Subclasses de EstatutoEpoca.
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Tabela 6.6: Propriedades de subclasses de SetorAtividade para subclasses de EstatutoEpoca.
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Para todas as propriedades de objeto referidas nas tabelas 6.4, 6.5 e 6.6 foramdefinidas propriedades inversas.
Estas podem ser consultadas na Figura 6.8. Criaram-se ainda mais duas propriedades de objeto: temLocali-
zacao e éLocalizacaoDe. Com estas propriedades foi possível relacionar as ocupações com a localização da
sua ocorrência. Atribuiu-se a temLocalizacao a classe Ocupacao como domínio e a classe Localizacao como
contradomínio. A propriedade éLocalizacaoDe foi definida como inversa de temLocalizacao.
Figura 6.8: Propriedades de objeto inversas.
6.3 Inserção de instâncias
Para que os dois cenários possam ser povoados é necessário efetuar a respetiva conexão aos dados e utilizar
a ferramentaMaterialize triples. Exemplifica-se o preenchimento das instâncias com o resultado obtido para a
”IDministro=31187”, no Cenário I (Figura 6.9), e para ”Localizacao-1013”, no Cenário II (Figura 6.10).
Figura 6.9: Instância: IDministro=31187.
Figura 6.10: Instância: Localizacao-1013.
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6.4 Interrogar a ontologia
Utilizou-se a linguagem SPARQL (W3C, 2008) para dar resposta a questões colocadas no âmbito deste estudo.
Enunciam-se na Tabela 6.7 algumas das interrogações que foram realizadas sobre a ontologia, bem como a
sua sintaxe em SPARQL.
Tabela 6.7: Consultas realizadas sobre a OntoSPARES.
Consulta 1: Listar todas as triples ordenadas por sujeito.
CONSTRUCT { ?s ?p ?o }
WHERE { ?s ?p ?o } ORDER BY ?s
Consulta 2: Descrever as localizações de Portalegre.
DESCRIBE ?x
WHERE { ?x rdf:type :OntLoc. ?x :Concelho ?Concelho.
FILTER regex(?Concelho, ”Portalegre”)}
Consulta 3: Verificar se o concelho do Entroncamento faz parte das localizações.
ASK
WHERE { ?x rdf:type :OntLoc. ?x :Concelho ?Concelho.}
FILTER regex(?Concelho,”Entroncamento”)}
Consulta 4: Listar as latitudes por código de localidade.
SELECT ?CodLoc ?Latitude
WHERE { ?CodLoc rdf:type :OntLoc. ?x :Latitude ?Latitude}
Consulta 5: Selecionar as ocupações e respetivos estatutos.
SELECT ?Ocupacao ?Estatuto
WHERE {[] a :OntMin ; :Ocupacao ?Ocupacao ; :Estatuto ?Estatuto .}
Consulta 6: Selecionar as localidades da provincia da Beira com latitude inferior a 40 graus.
SELECT ?Localidade ?Latitude
WHERE {[] a :OntLoc ; :Localidade ?Localidade; :Latitude ?Latitude; :Provincia ?Provincia .
FILTER regex(?Provincia,”Beira”)
FILTER (?Latitude < 40)}
Consulta 7: Selecionar os eventos que começam por Ouvida, ordenados de modo descendente.
SELECT ?Eventos
WHERE {[] a :OntRel ; :Evento ?Eventos .
FILTER regex(?Eventos,”ˆOuvida”)}
ORDER BY DESC (?Eventos)
Consulta 8: Selecionar os 2 primeiros eventos que começam por Ouvida, ordenados de modo descendente.
SELECT ?Eventos
WHERE {[] a :OntRel ; :Evento ?Eventos .
FILTER regex(?Eventos,”ˆOuvida”)}
ORDER BY DESC (?Eventos)
LIMIT 2
Consulta 9: Selecionar, sem repetir, os oficios que começam por Vive e cujo estatuto é Mecânico.
SELECT DISTINCT ?Oficios
WHERE {[] a :OntMin ; :Oficio ?Oficios; :Estatuto ?Estatuto .
FILTER regex(?Oficios, ”ˆVive”)
FILTER (?Estatuto = ”Mecânico”) }
Consulta 10: Contabilizar quantos oficios existem por estatuto.
SELECT ?Estatutos (COUNT (?Oficios) as ?Quantidade)
WHERE {[] a :OntMin ; :Oficio ?Oficios; :Estatuto ?Estatutos .}
GROUP BY (?Estatutos)
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Pode consultar-se nas figuras 6.11, 6.12, 6.13, 6.14, 6.15, 6.16, 6.17, 6.18, 6.19 e 6.20 os resultados das consultas
constantes da Tabela 6.7.
Figura 6.11: Resultado parcial da execução da consulta 1.
Figura 6.12: Resultado parcial da execução da consulta 2.
Figura 6.13: Resultado da execução da consulta 3.
Figura 6.14: Resultado parcial da execução da consulta 4.
Figura 6.15: Resultado parcial da execução da consulta 5.
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Figura 6.16: Resultado da execução da consulta 6.
Figura 6.17: Resultado parcial da execução da consulta 7.
Figura 6.18: Resultado da execução da consulta 8.
Figura 6.19: Resultado da execução da consulta 9.




As métricas de avaliação referidas na secção 3.2 foram adaptadas e aplicadas aos eventos.
Com efeito, podem visualizar-se na Tabela 7.1 os resultados alcançados para a classificação obtida a partir da
determinação de palavras-chave conseguidas de modo manual e na Tabela 7.2 a classificação obtida após
remoção de stopwords e aplicação de stemming. Amedida Precision foi obtida pela relação entre o nº de even-
tos relevantes recuperados e o nº de eventos recuperados. A medida Recall resultou da relação entre o nº de
eventos relevantes recuperados e o nº de eventos relevantes.
Tabela 7.1: Métricas de avaliação aplicadas à classificação com palavras-chave manuais.
Precision (P) Nº de eventos relevantes recuperados 108 0,923Nº de eventos recuperados 117
Recall (R) Nº de eventos relevantes recuperados 108 0,679Nº de eventos relevantes 159
F measure 2(PR)/(P+R) 0,782
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Tabela 7.2: Métricas de avaliação aplicadas à classificação com palavras-chave manuais, após remoção de
stopwords e aplicação de stemming.
Precision (P) Nº de eventos relevantes recuperados 103 0,904Nº de eventos recuperados 114
Recall (R) Nº de eventos relevantes recuperados 103 0,648Nº de eventos relevantes 159
F measure 2(PR)/(P+R) 0,755
Estes resultados permitem-nos concluir que, para a amostra em estudo, a determinação manual de palavras-
chave não permitiu a classificação de todos os eventos. De qualquer modo, considerando que a medida F
measure se encontra acima de 0,7, este pode ser um caminho que vale a pena explorar.
Pontualmente, e paranovasocorrências, aindapoderá ser necessário recorrer à classificaçãomanual,maspara
a grande maioria dos eventos a classificar, a utilização de PLN, através da remoção de stopwords e aplicação
de stemming, revelou-se um importante contributo na classificação da amostra estudada.
Os nossos resultadosmostramque as listas de stopwordsdisponíveis para a Língua Portuguesa, tanto as dispo-
níveis na internet como as do PostgreSQL, não são totalmente adequadas ao universo dos dados a classificar.
Deste modo, a atualização permanente da lista de stopwords é fundamental para a classificação dos dados.
Neste sentido é tão importante introduzir na lista novas stopwords encontradas como remover desta aquelas
que sejam identificadas como palavras relevantes para o contexto em estudo.
Ao comparar os dois cenários ontológicos estudados verificou-se que o primeiro cenário, com uma estrutura
mais rápidade construir, embora fossenecessária a associaçãodaspropriedadesde tipodedados ao respetivo
domínio e contradomínio, obriga a que a base de dados conectada aoProtégé contenha apenas as tabelas que
farão parte da ontologia. Por outro lado, tambémnão é possível personalizar as propriedades de tipo de dados
que são utilizadas. Todos os campos das tabelas dão origem às referidas propriedades. É, no entanto, mais
rápido o povoamento global da ontologia, com a aplicação da ferramentaMaterialize triples, uma vez que não
é necessário a construção de Mappings. Em qualquer um dos cenários, o desenvolvimento de consultas em
SPARQL permitirá a obtenção de respostas, que originarão mais conhecimento prosopográfico da sociedade
portuguesa dos séculos XVI, XVII e XVIII.
8
Conclusões
Neste trabalho apresentámos a metodologia seguida na construção de ontologias de domínio que permitem
representar relacionamentos em tornodoSOecontribuir para ajudar a classificar indivíduosnoque respeita ao
seuestatuto social: aristocrata, nobre, intermédio, popular, não se sabe. Paraatingir esteobjetivo foi utilizadoo
software Protégé e construídos dois cenários possíveis. Numa primeira abordagem transpôs-se omodelo con-
cetual do repositório SPARES para o desenho da ontologia. O segundo cenário teve origemnos conhecimentos
adquiridos, não só com os procedimentos de PLN aplicados, mas também com a triagem das palavras-chave.
Emambosos cenários foi criada ahierarquia de classes, assimcomo foramdefinidas as propriedadesdeobjeto
necessárias paradefinir as relações entre as diversas classes. Foramde seguida construídas as propriedadesde
tipos de dados estabelecidas para as classes Ocupacao e Localizacao. Inserir esta última variável, bem como
um referente cronológico, foi essencial para o nosso trabalho ser aceite como pertinente por historiadores. Foi
ainda utilizado o plug-in Ontop, que permitiu associar os dois cenários ontológicos ao SPARES.
Com a elaboração deste trabalho foi possível:
— classificar com maior rapidez um volume elevado de dados prosopográficos complexos e pouco estru-
turados;
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— descobrir novas relações e erros de inserção/classificação;
— redefinir a lista de stopwords;
— disponibilizar um instrumento que permita classificar os dados prosopográficos;
— construir e interrogar ontologias;
— incorporar contributos em projetos, na área das humanidades digitais, do CIDEHUS.
No futuro dever-se-á ponderar a construção de uma ontologia que permita a integração de ambos os cenários.
Como o social é complexo emais ainda o social com um referente histórico, consideramos que ametodologia
apresentada é passível de adaptação a outras realidades descritas em linguagem pouco controlada e com
parâmetros de temporalidades.
8.1 Desafios futuros
Ao concluir este trabalho enunciamos alguns desafios futuros que pretendemos concretizar:
— Criar e disponibilizar um dicionário normalizado de ocupações/categoria social, interagindo por esta via
com o projeto internacional HISCO.
— Conceber umametodologia que permita, por um lado, quando uma palavra-chave está incorretamente
presente na lista seja removida desta e por outro, quandonão exista possa ser adicionada à referida lista.
— Desenvolver a lista de stopwords otimizando a sua adequação à classificação prosopográfica.
— Ponderar a aplicação de outras métricas de avaliação.
— Construir uma plataforma que permita, por um lado, disponibilizar na WEB os conceitos ontológicos cri-
ados e, por outro lado, cartografar as localizações, permitindo a sua visualização espacial.
Relativamente a este último desafio encontramo-nos a desenvolver uma aplicação que possibilite aliar os re-
sultados que obtivemos aos sistemas de informação geográfica. Apresentamos no Apêndice E três exemplos
que são um protótipo que pretendemos operacionalizar a curto prazo. As imagens apresentadas nas figuras
deste apêndice representam dados que se encontram no intervalo cronológico 1650-1674. Este é um dos oito
intervalos (com amplitude de 25 anos) em que se dividiram os dados. Confirma-se deste modo a importância
da variável tempo no estudo destes dados prosopográficos.
Na Figura E.1 pode consultar-se a distribuição dos quatro estatutos na província da ”Beira”. É possível observar
que, para esta província, o estatuto Não Mecânico predomina sobre os restantes.
A contabilização dos setores de atividade de uma dada província, e relativamente a uma dada ocupação, é
exemplificada na Figura E.2. Assim, na província Estremadura, para a ocupação Artes Mecânicas, sobressai o
peso do setor de atividade ”Transformação” (80%).
A Figura E.3 destaca a predominância do ofício ”Vive de sua fazenda” na província de ”Entre Douro e Minho”.
Evidenciamos nesta projeção uma correlação direta entre este ofício e a densidade populacional desta provín-
cia.
À semelhança damaior parte das ontologias, este não é um trabalho finalizado, está em permanente constru-
ção.
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Pretendemos continuar este trabalho utilizando-o como base na descoberta de novas relações em diferentes
interpretações dos dados do SO. Assim, a extração de conhecimento proporcionado pelas duas técnicas utili-
zadas (remoção de stopwords e aplicação de stemming) e pela ontologia, deverá futuramente facilitar a análise
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100 APÊNDICE C. LISTA DE STOPWORDS
a através dar distrito esteve
à azurar das dito estive
abaixo bairro de diz estivemos
acerca barroso debaixo dizem estiver
acima baixo decerto dizer estivera
adeus bastante defronte dois estiveram
ágil beira dela donde estivéramos
agora bem delas dos estiverem
aí boa dele douro estivermos
ainda boas deles doze estivesse
além bom demais duas estivessem
algo bons dentro durante estivéssemos
alguém braga depois dúvida estiveste
alguma breve depressa e estivestes
algumas cá desde é estou
alguns cada desligado ela estrangeiras
algures caminho dessa elas eu
ali canas dessas ele exceto
amanhã caniçada desse eles exemplo
ambos catorze desses embaixo faço
amiúde cedo desta embora falta
ampla cento destas enfim fará
amplas certamente deste enquanto favor
amplo certeza destes então fazeis
amplos cima detrás entre fazem
ano cinco devagar era fazemos
anos coisa deve eram fazendo
ante coisas devem éramos fazes
antes com devendo és feita
aonde como dever essa feitas
aos comprido deverá essas feito
apenas conhecido deverão esse felgueiras
apoio contra deveras esses fez
apontar contudo deveria está fim
após corrente deveriam esta final
aquela covas devia estamos foi
aquelas cuja deviam estão fomos
aquele cujas dez estar for
aqueles cujo dezanove estas fora
aqui cujos dezasseis estás foram
aquilo custa dezassete estava fôramos
arcos dá dezoito estavam forem
área dão dia estávamos forma
as daquela diante este formos
às daquelas direita esteja fosse
assim daquele disse estejam fossem
até daqueles disso estejamos fôssemos
atrás daquilo disto estes foste
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fostes jamais nela oito porque
foz la nelas onde porquê
freguesia lá nele ontem portanto
freixada lado neles onze porto
fui lamego nem os posição
funchal lhe nenhum ou possível
gondomar lhes nenhuma outra possivelmente
grandes lima nenhumas outras posso
grupo lo nenhuns outrem pouca
há local nenhures outro poucas
haja logo nessa outrora pouco
hajam longe nessas outros poucos
hajamos lugar nesse parece primeira
hão maçal nesses paroquial primeiras
havemos maioria nesta parte primeiro
havia maiorias nestas partir primeiros
hei mais neste paucas promeiro
hoje mal nestes pegar própria
hora mas ninguém pela próprias
horas máximo nisso pelas próprio
houve me nisto pelo próprios
houvemos menos nível pelos próxima
houver mês no penitenciária próximas
houvera meses noite pequena próximo
houverá mesma nome pequenas próximos
houveram mesmas nos pequeno pude
houvéramos mesmo nós pequenos puderam
houverão mesmos nossa per quais
houverei meu nossas perante qual
houverem meus nosso perto qualquer
houveremos mil nossos pessoas quando
houveria minha nova pode quanto
houveriam minhas novas pôde quantos
houveríamos momento nove podem quarta
houvermos moncorvo novo podendo quarto
houvesse muita novos poder quatro
houvessem muitas num poderá que
houvéssemos muito numa poderia quê
iniciar muitos numas poderiam quem
inicio na número podia quer
ir nada nunca podiam quereis
irá não nuns põe querem
irmandade naquela o põem queremas
isso naquelas obra pois queres
ista naquele obrigada ponto quero
iste naqueles obrigado pontos questão
isto naquilo oitava por quieto
já nas oitavo porém quinta
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quintela sois tido vêm
quinto somente tinha vendo
quinze somos tinham vens
real sou tínhamos ver
relação soutelo tipo verdade
resende sua tive verdadeiro
ribeira suas tivemos vez
s. tal tiver vezes
sabe talvez tivera viagem
sabem também tiveram viana
saber tampouco tivéramos vindo
sanfins tanta tiverem vinte
santa tantas tivermos vir
são tanto tivesse viseu
são tantos tivessem você
se tão tivéssemos vocês
segunda tarde tiveste vos
segundo te tivestes vós
sei tem toda vossa
seisseja tém todas vossas
sejam têm todavia vosso
sejamos temos todo vossos
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Evento tsVector
Vive de algumas fazendas e granjerias de gados
e lavouras
’fazend’:4 ’gad’:8 ’granj’:6 ’lavour’:10 ’viv’:1
Vive de algumas fazendas que tem na sua pátria ’fazend’:4 ’pátr’:9 ’viv’:1
Vive de alugar panos de seda ’alug’:3 ’pan’:4 ’sed’:6 ’viv’:1
Vive de ensinar meninos ’ensin’:3 ’menin’:4 ’viv’:1
Vive de fazendas que possui de raíz ’fazend’:3 ’possu’:5 ’raíz’:7 ’viv’:1
Vive de fazer panos ’faz’:3 ’pan’:4 ’viv’:1
Vive de guardar gado ’gad’:4 ’guard’:3 ’viv’:1
Vive de pano de linho ’linh’:5 ’pan’:3 ’viv’:1
Vive de rendas da casa de seus pais ’cas’:5 ’da’:4 ’pais’:8 ’rend’:3 ’viv’:1
Vive de rendas que toma ’rend’:3 ’tom’:5 ’viv’:1
Vive de seu contrato ’contrat’:4 ’viv’:1
Vive de seu contrato de venda de chapéus, vi-
nhos e aguardente
’aguardent’:11 ’chapéus’:8 ’contrat’:4 ’vend’:6
’vinh’:9 ’viv’:1
Vive de seu grangeio ’grangei’:4 ’viv’:1
Vive de seu granjeio ’granjei’:4 ’viv’:1
Vive de seu jornal e trabalho da sua roca ’da’:7 ’jornal’:4 ’roc’:9 ’trabalh’:6 ’viv’:1
Vive de seu negócio ’negóci’:4 ’viv’:1
Vive de seu ofício de conteiro ’conteir’:6 ’ofíci’:4 ’viv’:1
Vive de seu trabalho ’trabalh’:4 ’viv’:1
Vive de seu trabalho a agência ’agênc’:6 ’trabalh’:4 ’viv’:1
Vive de seu trabalho e agência ’agênc’:6 ’trabalh’:4 ’viv’:1
Vive de seu trabalho e agência e de fazer algu-
mas searas
’agênc’:6 ’faz’:9 ’sear’:11 ’trabalh’:4 ’viv’:1
Vive de seu trabalho e fazenda ’fazend’:6 ’trabalh’:4 ’viv’:1
Vive de seus bens ’bens’:4 ’viv’:1
Vive de seus jornais ’jorn’:4 ’viv’:1
Vive de seus morgadios ’morgadi’:4 ’viv’:1
Vive de sua agência ’agênc’:4 ’viv’:1
Vive de sua agência e contrato ’agênc’:4 ’contrat’:6 ’viv’:1
Vive de sua agência e contrato de sola e gados
e dos ordenados que tem de procurador
’agênc’:4 ’contrat’:6 ’gad’:10 ’orden’:13 ’pro-
cur’:17 ’sol’:8 ’viv’:1
Vive de sua agência e fazenda ’agênc’:4 ’fazend’:6 ’viv’:1
Vive de sua agência e trabalho ’agênc’:4 ’trabalh’:6 ’viv’:1
Vive de sua fazenda em Machico ’em’:5 ’fazend’:4 ’machic’:6 ’viv’:1
Vive de sua fazenda fidalgamente ’fazend’:4 ’fidalg’:5 ’viv’:1
Vive de sua fazenda, sem ofício algum ’algum’:7 ’fazend’:4 ’ofíci’:6 ’viv’:1
Vive de sua industria ’industr’:4 ’viv’:1
Vive de sua indústria ’indústr’:4 ’viv’:1
Vive de sua indústria e trabalho ’indústr’:4 ’trabalh’:6 ’viv’:1
Vive de sua lavoura ’lavour’:4 ’viv’:1
Vive de sua lavoura com seus gados e criados ’cri’:9 ’gad’:7 ’lavour’:4 ’viv’:1
Vive de sua loja ’loj’:4 ’viv’:1
Vive de sua loja de mercearia ’loj’:4 ’merc’:6 ’viv’:1
Vive de suas agências ’agênc’:4 ’viv’:1
Vive de suas curiosidades ’curios’:4 ’viv’:1
Vive com a fazenda de seus pais ’fazend’:4 ’pais’:7 ’viv’:1
Vive com o trato das suas lavouras ’lavour’:7 ’trat’:4 ’viv’:1
Vive com o trato de carreteiro ’carreteir’:6 ’trat’:4 ’viv’:1
Vive com o trato de estanqueiro ’estanqueir’:6 ’trat’:4 ’viv’:1
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Evento tsVector
Vive com o trato de sua agência ’agênc’:7 ’trat’:4 ’viv’:1
Vive com o trato de suas lavouras ’lavour’:7 ’trat’:4 ’viv’:1
Vive com sua agência ’agênc’:4 ’viv’:1
Vive da agência de algum negócio ’agênc’:3 ’algum’:5 ’da’:2 ’negóci’:6 ’viv’:1
Vive da sua agência ’agênc’:4 ’da’:2 ’viv’:1
Vive da sua agência e de contratar em ferro de
que tem loja
’agênc’:4 ’contrat’:7 ’da’:2 ’em’:8 ’ferr’:9
’loj’:13 ’viv’:1
Vive da sua agência e negociação de vinhos que
manda vender por sua conta
’agênc’:4 ’cont’:14 ’da’:2 ’mand’:10 ’negoc’:6
’vend’:11 ’vinh’:8 ’viv’:1
Vive da sua fazenda ’da’:2 ’fazend’:4 ’viv’:1
Vive da sua fazenda e agência ’agênc’:6 ’da’:2 ’fazend’:4 ’viv’:1
Vive da sua fazenda e indústria ’da’:2 ’fazend’:4 ’indústr’:6 ’viv’:1
Vive da sua fazenda e morgado ’da’:2 ’fazend’:4 ’morg’:6 ’viv’:1
Vive da sua fazenda e negócio de mercância ’da’:2 ’fazend’:4 ’mercânc’:8 ’negóci’:6 ’viv’:1
Vive da sua fazenda na realidade é feitor do
Conde do Sabugal
’cond’:10 ’da’:2 ’do’:9,11 ’fazend’:4 ’feitor’:8
’realidad’:6 ’sabugal’:12 ’viv’:1
Vive da sua indústria ’da’:2 ’indústr’:4 ’viv’:1
Vive da sua lavoura ’da’:2 ’lavour’:4 ’viv’:1
Vive do trato de fazer imagens de santos ’do’:2 ’faz’:5 ’imagens’:6 ’sant’:8 ’trat’:3 ’viv’:1
Vive dos lucros do seu curativo ’curat’:6 ’do’:4 ’lucr’:3 ’viv’:1
Vive dos lucros que tira da sua mercearia ’da’:6 ’lucr’:3 ’merc’:8 ’tir’:5 ’viv’:1
Vive dos rendimentos das suas fazendas ’fazend’:6 ’rendiment’:3 ’viv’:1
Vive dos rendimentos de suas fazendas que são
muitas e boas
’fazend’:6 ’rendiment’:3 ’viv’:1
Vive dos rendimentos do seu morgado ’do’:4 ’morg’:6 ’rendiment’:3 ’viv’:1
Vive dos rendimentos dos seus morgados ’morg’:6 ’rendiment’:3 ’viv’:1
Vive dos seus bens ’bens’:4 ’viv’:1
Vive da sua loja de mercador que é grossa e de
lãs que fazia
’da’:2 ’faz’:14 ’gross’:9 ’loj’:4 ’lãs’:12 ’merca-
dor’:6 ’viv’:1
Vive da sua missa ’da’:2 ’miss’:4 ’viv’:1
Vive das duas fazendas ’fazend’:4 ’viv’:1
Vive das fazendas que possui nos subúrbios da
cidade de Coimbra
’cidad’:9 ’coimbr’:11 ’da’:8 ’fazend’:3 ’possu’:5
’subúrbi’:7 ’viv’:1
Vive das rendas do seu morgado ’do’:4 ’morg’:6 ’rend’:3 ’viv’:1
Vive das suas fazendas ’fazend’:4 ’viv’:1
Vive das suas fazendas e lavoura com grosso
trato
’fazend’:4 ’gross’:8 ’lavour’:6 ’trat’:9 ’viv’:1
Vive das suas fazendas e lavouras ’fazend’:4 ’lavour’:6 ’viv’:1
Vive das suas fazendas e morgadio ’fazend’:4 ’morgadi’:6 ’viv’:1
Vive das suas fazendas e morgados ’fazend’:4 ’morg’:6 ’viv’:1
Vive das suas fazendas e rendas ’fazend’:4 ’rend’:6 ’viv’:1
Vive das suas fazendas fabricando-as por seus
criados e jornaleiros
’cri’:10 ’fabric’:6 ’fabricando-’:5 ’fazend’:4 ’jor-
naleir’:12 ’viv’:1
Vive das suas fazendas gados e lavouras ’fazend’:4 ’gad’:5 ’lavour’:7 ’viv’:1
Vive das suas fazendas que cultiva ’cultiv’:6 ’fazend’:4 ’viv’:1
Vive das suas fazendas que são vastas ’fazend’:4 ’vast’:7 ’viv’:1
Vive das suas lavouras ’lavour’:4 ’viv’:1
Vive das suas letras ’letr’:4 ’viv’:1
Vive das suas rendas ’rend’:4 ’viv’:1
Vive das suas terras ’terr’:4 ’viv’:1
Vive de algum contrato ’algum’:3 ’contrat’:4 ’viv’:1
106 APÊNDICE D. EVENTOS SEM STOPWORDS, COM APLICAÇÃO DE STEMMING
Evento tsVector
Vive de sua fazenda ’fazend’:4 ’viv’:1
Vive de sua fazenda - foi sapateiro ’fazend’:4 ’sapateir’:6 ’viv’:1
Vive de sua fazenda e agência ’agênc’:6 ’fazend’:4 ’viv’:1
Vive de sua fazenda e contratos ’contrat’:6 ’fazend’:4 ’viv’:1
Vive de sua fazenda e de sua botica ’botic’:8 ’fazend’:4 ’viv’:1
Vive de sua fazenda e rendas ’fazend’:4 ’rend’:6 ’viv’:1
Vive de sua fazenda e teve o ofício de pedreiro ’fazend’:4 ’ofíci’:8 ’pedreir’:10 ’viv’:1
Vive de sua fazenda e trabalho ’fazend’:4 ’trabalh’:6 ’viv’:1
Vive de sua fazenda e trata em rendas ’em’:7 ’fazend’:4 ’rend’:8 ’trat’:6 ’viv’:1
Vive dos seus bens e fazendas ’bens’:4 ’fazend’:6 ’viv’:1
Vive dos seus contratos de renda ’contrat’:4 ’rend’:6 ’viv’:1
Vive dos seus fiéis ’fié’:4 ’viv’:1
Vive dos seus morgados ’morg’:4 ’viv’:1
Vive dos seus rendimentos ’rendiment’:4 ’viv’:1
Vive dos seus soldos ’sold’:4 ’viv’:1
Vive limpa e abastadamente de sua fazenda ’abast’:4 ’fazend’:7 ’limp’:2 ’viv’:1
Vive limpamente de seu negócio ’limp’:2 ’negóci’:5 ’viv’:1
Vive nesta data sem ocupação alguma ’dat’:3 ’ocup’:5 ’viv’:1
Vive por seus bens e fazendas ’bens’:4 ’fazend’:6 ’viv’:1
Vive por sua fazenda ’fazend’:4 ’viv’:1
Vive por sua fazenda e exercício no ofício de
esteireiro
’esteireir’:10 ’exercíci’:6 ’fazend’:4 ’ofíci’:8
’viv’:1
Vive se sua lavoura e fazenda ’fazend’:6 ’lavour’:4 ’viv’:1
Vive sem ofício ’ofíci’:3 ’viv’:1
Vive também de sua fazenda ’fazend’:5 ’viv’:1
Vive de suas fazendas ’fazend’:4 ’viv’:1
Vive de suas fazendas como lavrador ’fazend’:4 ’lavrador’:6 ’viv’:1
Vive de suas fazendas e governança ’fazend’:4 ’governanc’:6 ’viv’:1
Vive de suas fazendas e lavoura ’fazend’:4 ’lavour’:6 ’viv’:1
Vive de suas fazendas e morgadios ’fazend’:4 ’morgadi’:6 ’viv’:1
Vive de suas fazendas e morgado ’fazend’:4 ’morg’:6 ’viv’:1
Vive de suas fazendas e negócios ’fazend’:4 ’negóci’:6 ’viv’:1
Vive de suas fazendas e rendas ’fazend’:4 ’rend’:6 ’viv’:1
Vive de suas fazendas e rendimentos e dinheiros
à razão de juros
’dinheir’:8 ’fazend’:4 ’jur’:12 ’razã’:10 ’rendi-
ment’:6 ’viv’:1 ’à’:9
Vive de suas fazendas limpa e abastadamente ’abast’:7 ’fazend’:4 ’limp’:5 ’viv’:1
Vive de suas fazendas sem ter ofício ’fazend’:4 ’ofíci’:7 ’viv’:1
Vive de suas lavouras ’lavour’:4 ’viv’:1
Vive de suas lavouras e fazenda ’fazend’:6 ’lavour’:4 ’viv’:1
Vive de suas letras sendo consultado por várias
pessoas
’consult’:6 ’letr’:4 ’viv’:1 ’vár’:8
Vive de suas searas ’sear’:4 ’viv’:1
Vive de suas terras ’terr’:4 ’viv’:1
Vive de tomar uma renda do Bispal da vila de
Sarzedas
’bispal’:7 ’da’:8 ’do’:6 ’rend’:5 ’sarzed’:11
’tom’:3 ’vil’:9 ’viv’:1
Vive de uma capela ’capel’:4 ’viv’:1
Vive de uma lavoura ’lavour’:4 ’viv’:1
Vive de vários contratos ’contrat’:4 ’viv’:1 ’vári’:3
Vive de vários negócios além da sua ocupação
de sacristão
’da’:6 ’negóci’:4 ’ocup’:8 ’sacristã’:10 ’viv’:1
’vári’:3
Vive do contracto de panos de cor ’contract’:3 ’cor’:7 ’do’:2 ’pan’:5 ’viv’:1
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Evento tsVector
Vive do contrato de comprar e vender cera ’cer’:8 ’compr’:5 ’contrat’:3 ’do’:2 ’vend’:7
’viv’:1
Vive do contrato de rendas ’contrat’:3 ’do’:2 ’rend’:5 ’viv’:1
Vive do ofício de alfaiate de que é mestre e tem
sua loja de pano de linho
’alfaiat’:5 ’do’:2 ’linh’:17 ’loj’:13 ’mestr’:9
’ofíci’:3 ’pan’:15 ’viv’:1
Vive do rendimento das suas letras ’do’:2 ’letr’:6 ’rendiment’:3 ’viv’:1
Vive do ofício de levar cartas do correio de Ar-
raiolos ao correio de Évora
’ao’:11 ’arraiol’:10 ’cart’:6 ’correi’:8,12 ’do’:2,7
’lev’:5 ’ofíci’:3 ’viv’:1 ’évor’:14
Vive do rendimento das suas fazendas ’do’:2 ’fazend’:6 ’rendiment’:3 ’viv’:1
Vive do rendimento das suas fazendas que cons-
tam de vinhas
’const’:8 ’do’:2 ’fazend’:6 ’rendiment’:3
’vinh’:10 ’viv’:1
Vive do rendimento das suas Letras e da Medi-
cina
’da’:8 ’do’:2 ’letr’:6 ’medicin’:9 ’rendiment’:3
’viv’:1
Vive do rendimento das suas letras e fazendas ’do’:2 ’fazend’:8 ’letr’:6 ’rendiment’:3 ’viv’:1
Vive do rendimento de fazendas que tem com-
prado
’compr’:8 ’do’:2 ’fazend’:5 ’rendiment’:3 ’viv’:1
Vive do seu contrato de marceria ’contrat’:4 ’do’:2 ’marc’:6 ’viv’:1
Vive do seu contrato e agência ’agênc’:6 ’contrat’:4 ’do’:2 ’viv’:1
Vive do seu granjeamento ’do’:2 ’granjeament’:4 ’viv’:1
Vive do seu maneio ’do’:2 ’manei’:4 ’viv’:1
Vive do seu morgado e fazendas ’do’:2 ’fazend’:6 ’morg’:4 ’viv’:1
Vive do seu negócio ’do’:2 ’negóci’:4 ’viv’:1
Vive do seu negócio com loja de várias fazendas
miúdas
’do’:2 ’fazend’:9 ’loj’:6 ’miúd’:10 ’negóci’:4
’viv’:1 ’vár’:8
Vive do seu negócio e de algum bocado de fa-
zenda que tem e de ser provador de vinhos dos
estrangeiros
’algum’:7 ’boc’:8 ’do’:2 ’estrangeir’:20 ’fa-
zend’:10 ’negóci’:4 ’provador’:16 ’vinh’:18
’viv’:1
Vive do seu quotidiano trabalho ’do’:2 ’quotidian’:4 ’trabalh’:5 ’viv’:1
Vive do seu trabalho ’do’:2 ’trabalh’:4 ’viv’:1
Vive do seu trabalho e agência ’agênc’:6 ’do’:2 ’trabalh’:4 ’viv’:1
Vive do trabalho da sua almofada ’almof’:6 ’da’:4 ’do’:2 ’trabalh’:3 ’viv’:1
Vive do trabalho no seu escritório ’do’:2 ’escritóri’:6 ’trabalh’:3 ’viv’:1
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Figura E.1: Distribuição dos estatutos para a província da Beira.
Figura E.2: Contabilização dos setores de atividade para a província da Estremadura e ocupação Artes
Mecânicas.
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Figura E.3: Distribuição, por província, do ofício “Vive de sua fazenda”.
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