Let E(z, s) be the non-holomorphic Eisenstein series for the modular group SL(2, Z). The classical Kronecker limit formula shows that the second term in the Laurent expansion at s = 1 of E(z, s) is essentially the logarithm of the Dedekind eta function. This eta function is a weight 1/2 modular form and Dedekind expressed its multiplier system in terms of Dedekind sums. Building on work of Goldstein, we extend these results from the modular group to more general Fuchsian groups Γ. The analogue of the eta function has a multiplier system that may be expressed in terms of a map S : Γ → R which we call a modular Dedekind symbol. We obtain detailed properties of these symbols by means of the limit formula.
Introduction

Kronecker limit functions and Dedekind sums
Write elements of the upper half plane H as z = x + iy with y > 0. The non-holomorphic Eisenstein series E ∞ (s, z), associated to the full modular group SL(2, Z), may be given as where h and k are relatively prime integers and k ≥ 1. In (1.3), log η(z) refers to the branch of η(z) given explicitly in (3.11) . Also log(cz + d) means the principal branch of the logarithm with argument in (−π, π]. Chapter 6 of the beautifully written monograph [30] , appropriately entitled Some remarks on the history of the Dedekind sums, provides an elegant account of the discovery and subsequent applications and manifestations of Dedekind sums, which includes pseudo-random number generators [23] and aspects of the Atiyah-Bott-Singer index theory [15] and [35] . More recently, the article [3] describes further studies in both mathematics and physics which include Dedekind sums.
There are many results which take (1.6) as a starting point and re-interpret the series in various ways, such as specializations of Bernoulli polynomials, as cotangent sums, and in other manners. The purpose of this article is to develop a generalization of Kronecker's limit formula in the setting of general Fuchsian groups and higher-order non-holomorphic Eisenstein series. Once this result is established, we obtain a generalization of the Dedekind eta function (1.3) from which we define the associated modular Dedekind symbols. Prior to stating our main theorems, it is necessary to set up our notation and recall known results.
A Kronecker limit formula for higher-order Eisenstein series
Let Γ be any Fuchsian group of the first kind which acts on the hyperbolic upper half-space H such that the quotient Γ\H has finite volume, which we denote by V Γ . Furthermore, we assume that Γ\H has at least one cusp. Following the notation from [17] , [18] , let us fix representatives for the finite number of Γ-inequivalent cusps, label them a, b, . . . , and use the scaling matrices σ a , σ b , . . . to give local coordinates near these cusps. Define the subgroup Γ a to be those elements of Γ which fix a. Then σ a ∈ SL(2, R) satisfies σ a ∞ = a and σ a −1 Γ a σ a = { ± ( 1 m 0 1 ) | m ∈ Z} .
The matrix σ a is unique up to multiplication on the right by ± ( 1 t 0 1 ) for any t ∈ R. As is conventional, by conjugating Γ if necessary we may assume that one cusp is at infinity, denoted ∞, and its scaling matrix σ ∞ is the identity matrix I.
Let S 2 (Γ) be the space of holomorphic cusp forms of weight 2 with respect to Γ. For f ∈ S 2 (Γ) and m, n ≥ 0, we define, following [10] , [11] , and [26] , the higher-order non-holomorphic Eisenstein series associated to the form f by the series where the modular symbol is defined by γ, f := 2πi γz0 z0 f (w) dw (1.8) and independent of z 0 ∈ H. In this context the term higher-order refers to the automorphic properties of the series as described in section 1.4. If m + n > 0 then clearly E m,n a (z, s; f ) will always be 0 if f ≡ 0, so we usually assume that f ≡ 0. Throughout this article, we will consider the form f to be fixed, hence we will abbreviate the notation and just write E m,n a (z, s). It has been shown that the series (1.7) converges absolutely for Re(s) > 1, z ∈ H and admits a meromorphic continuation to all s in C; see [20] , [28] and [29] . The continuation of (1.7) established in [28] and [29] uses perturbation theory. The proof from [20] continues the extension of Selberg's method [32] to higherorder forms, see also [19] and [26] , and has the advantage of yielding strong bounds on both the Fourier coefficients of E m,n a (z, s) and its growth in z. In addition, it is shown in [29, Thm. 2.18] and in [31, Thm. 25] that in the case m = n ≥ 0 the series (1.7) has a pole at s = 1 of order m + 1 and We are using the Kronecker delta notation where δ 0m and δ a∞ are zero unless m = 0 and a = ∞, respectively, when they equal 1.
Main results
For m = 0, similarly to Goldstein in [12] , we set
obtaining a holomorphic function that transforms with a multiplier system of weight 1/2 for Γ. To describe the multiplier, write log η a (γz) = log η a (z) + 1 2 log j(γ, z) + πiS Γ,a (γ),
for all γ ∈ Γ with j(( a b c d ), z) := cz + d and S Γ,a : Γ → R. Here, log η a (z) means −H
a (z)/2 and log j(γ, z) means the logarithm's principal branch. Comparing the above with (1.3), we obtain an analogue, η Γ,a (z), of the classical Dedekind eta function and S Γ,a (γ) is an analogue (1.4). Goldstein called S Γ,a (γ) a Dedekind sum associated to Γ but we shall describe it as a modular Dedekind symbol to emphasize that it is associated to the modular forms E a (z, s) and η a (z). In the literature, the closely related Dedekind symbol usually refers to the Dedekind sum s(h, k) and its generalizations.
When m ≥ 1, one of our first results is to prove that H (1.14)
We prove that the function
is a modular form of weight 1/2 with respect to Γ up to a factor of modulus one; from the proof of Proposition 4.4 it is easy to deduce that η * a (z) satisfies the transformation formula
We call the function S * a : Γ → R a higher-order modular Dedekind symbol and, as the notation suggests, the function η * a (z) is also a generalization of the Dedekind eta function (1.3). Since the form f ∈ S 2 (Γ) is usually fixed, we suppress it in the notation η * a (z) and S * a . The form f naturally reappears in their transformation properties though. Our main theorems describe how S a (γ) and S * a (γ) change with different group elements γ and cusps a. This requires two additional pieces of notation.
The Eisenstein series of weight 2 for Γ may be defined using Hecke's method:
Though E a,2 (z) does have weight 2, it only becomes holomorphic if 1/(V Γ · y) is added. For any two cusps, a and b, the difference E a,2 (z) − E b,2 (z) is a holomorphic modular form of weight 2 for Γ. See Proposition 5.10 for proofs of these statements. Secondly, for any two matrices M , N in SL(2, R) define the phase factor
The right side of (1.17) is independent of z ∈ H and takes only the values {−1, 0, 1}. We will see how to explicitly evaluate ω(M, N ) in terms of the signs of the bottom row entries of M , N and M N .
Theorem 1. With the notation as above, we have the following identities for modular Dedekind symbols associated to the Fuchsian group Γ.
(i) For all γ and τ in Γ we have
(ii) For any pair of cusps a, b and γ ∈ Γ, we have that
For Γ = SL(2, Z), equation (1.18 ) is given by Asai in [2, Thm. 3] . We give the analogous results for the higher-order modular Dedekind symbols associated to Γ and f ∈ S 2 (Γ) next.
Theorem 2.
Before continuing, let us point out an additional interpretation of Theorem 2. Consider the case when Γ = Γ 0 (p), which under its standard action on H has quotient space with two cusps, one at ∞ and one at 0. If we let a = ∞ and b = 0, then the term F a (b) in part (ii) of Theorem 2 is minus the integral of the holomorphic weight two form f from 0 to ∞, which is simply L(1, f ), the special value of the L function associated to f at s = 1. If the coefficients of f are real, then by re-arranging the identity in part (ii), one obtains a formula for L(1, f ) in terms of periods of f and modular Dedekind symbols, namely for any γ ∈ Γ we have the identity
This observation is particularly interesting in that it does not depend on Γ being equal to Γ 0 (p), but rather can be carried out for any group Γ which admits two cusps when one cusp is at ∞ and the other at 0. In other words, as long as the underlying group Γ has two cusps, then the special value at s = 1 of the (formal) L-function associated to f can be expressed in terms of periods of f and values of the modular Dedekind symbol. Whereas such considerations motivate many studies throughout modern number theory when Γ is arithmetic, we are not aware of similar investigations, or results, when Γ is not arithmetic, other than part (ii) of Theorem 2.
An interesting consequence of the transformation properties in the first parts of Theorems 1 and 2 is the following.
Proposition 3.
For all γ 1 , γ 2 and γ 3 in Γ and any cusp a we have the following relations. First 20) which is a consequence of (1.19) . Since the phase factors are integers, (1.18) and (1.20) imply that
where ≡ denotes equality in R/Z. Thus S a : Γ → R/Z is a homomorphism. If we let θ a be the difference S * a − S a then
In section 1.4, S * a and θ a are interpreted as third-order maps. Returning to η * a (z), we have seen with (1.15 
It is clear from Theorem 2 and Proposition 3 that e πiS * a (γ) is not a multiplier system in the usual sense and satisfies more complicated higher-order relations.
We next consider the values taken by S a and S * a . Dedekind showed that for Γ = SL(2, Z), 12S ∞ (γ) is always an integer. As we see in section 3.3, Vassileva in [34] demonstrates that the modular Dedekind symbols associated to the Hecke congruence groups Γ 0 (N ) and the cusp ∞ are always rational. Takada indicates a similar result for the principal congruence groups Γ(N ) in [33, p. 409] . It is also shown in [21, Thm. 16 ] that 48S ∞ (γ) is always an integer for the modular Dedekind symbols associated to the group Γ 0 (N ) + for N square-free. We review this last result and obtain formulas for these symbols in section 3.4. The above rationality results are extended to the higher-order modular Dedekind symbols S * a associated to certain genus one congruence groups in the following theorem.
Theorem 4.
Let N ∈ {11, 14, 15, 17, 19, 20, 21, 24, 27, 32, 36, 49} . Then S * a (γ) ∈ Q for all γ ∈ Γ 0 (N ) and all cusps a of Γ 0 (N ) equivalent to 1/v where 1 ≤ v | N and (v, N/v) = 1.
We study the examples Γ 0 (11) and Γ 0 (37) + in particular detail. For the higher-order modular Dedekind symbols associated to the group Γ 0 (11) we prove:
Theorem 5. For all γ ∈ Γ 0 (11), the numbers 10S * ∞ (γ) and 10S * 0 (γ) are always integers.
Therefore, for the examples of Theorem 5, e πiS * a (γ) is always a 20th root of unity and, for the associated eta function, η * a (z) 20 is a real-analytic modular form of weight 10 for Γ 0 (11). We are led to a natural question: for which groups Γ are the values of the modular Dedekind symbols, of either type, always rational? We will see in Corollary 5.9 that for any Γ these symbols are necessarily rational on parabolic and elliptic group elements.
An algebraic interpretation
Following the description in [20, Sect. 3] , we may define a sequence A n (Γ) of sets of smooth functions from H → C recursively as follows. Let A 0 (Γ) := {H → 0} and for n ≥ 1 set
Elements of A n (Γ) are called nth-order automorphic forms. The classical Γ-invariant functions, such as E a (z, s), are in A 1 (Γ) and so are first-order. The series E m,n a (z, s) is in A m+n+1 (Γ) and we call it a higher-order automorphic form if m + n ≥ 1. If we let γ ∈ Γ act on ψ by (ψ|γ)(z) := ψ(γz), and extend this action to all C[Γ] by linearity, then we see that ψ ∈ A n (Γ) if and only if
Similarly, as in [16, Sect. 10] , one can define a related sequence Hom [n] (Γ, R) of sets of functions from Γ to a ring R as follows. For L : Γ → R and γ ∈ Γ, set L|γ := L(γ) and extend this linearly to all R[Γ]. For integers n ≥ 1, define
We see that Hom [1] (Γ, R) is the space of constant functions. Elements L of Hom [2] (Γ, R) satisfy
We may call L ∈ Hom
[n] (Γ, R) an nth-order map from Γ to R.
With this notation, Proposition 3 indicates that S a ∈ Hom [2] (Γ, R/Z) and that S * a and θ a are third-order maps, in Hom [3] (Γ, R/Z) and Hom [3] (Γ, R) respectively. (We will see that S a (I) = S * a (I) = θ a (I) = 0.) In this way, it is clear that the transformation properties of the modular Dedekind symbols reflect the transformation properties of the Eisenstein series they are derived from, though we don't obtain maps of order greater than 3. It might be the case that such higher-order maps may be derived from the next term C 
Outline
The paper is organized as follows. In section 2 we establish further notation and prove important preliminary material which is required for our investigation. In section 3 we present known results for Dedekind sums associated to the full modular group SL(2, Z), originally due to Dedekind, and the congruence subgroups Γ 0 (N ) which are proved in the unpublished thesis [34] . In addition, we compute the modular Dedekind symbols associated to the arithmetic groups Γ 0 (N ) + for square-free N . We study the Laurent expansion of higher-order Eisenstein series in section 4, ultimately defining the analogue of the Dedekind eta function and modular Dedekind symbols. In section 5 we prove various properties of these symbols, completing the proofs of Theorems 1, 2 and Proposition 3. We study how both types of modular Dedekind symbols change under certain involutions in section 6, and use these symmetries to prove the rationality results of Theorem 4. We conclude with explicit computations for the groups Γ 0 (11) and Γ 0 (37) + .
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Preliminaries
Basic definitions
Our notation is derived primarily from the texts [17] , [18] as well as from the articles [26] and [20] .
As stated, Γ ⊆ SL(2, R) will denote a Fuchsian group of the first kind acting on H. There is a one-to-one correspondence between subgroups of SL(2, R) that contain −I and subgroups of PSL(2, R), though we do not assume −I ∈ Γ. The image of Γ under the projection Γ → Γ/ ± I has the following presentation, due to Fricke and Klein, as described in [17, p. 33] for example. The generators are 2g hyperbolic elements A g , B 1 , . . . , B g along with e elliptic elements E 1 , . . . , E e and c parabolic elements P 1 , . . . , P c . They satisfy the relations
i . The genus of Γ\H is g and the number of inequivalent cusps is c which we assume is positive. As in [17, Eq. (2.17) ], the volume V Γ of Γ\H satisfies
Let S k (Γ) be the space of holomorphic weight k cusp forms for Γ, meaning the vector space of holomorphic functions f on H which satisfy the transformation property f (γz) = j(γ, z) k f (z) for γ ∈ Γ and decay rapidly in each cusp. As usual, we equip the vector space S k (Γ) with the Petersson inner product
giving the norm ||f || 2 = f, f . When k = 2, the space S 2 (Γ) is g dimensional. For the most part, Γ is arbitrary and not necessarily arithmetic. However, the following two families of arithmetic subgroups of SL(2, R) will provide us with interesting examples. For N a positive integer, let Γ 0 (N ) denote the Hecke congruence group of level N . This is the subgroup of SL(2, Z) with matrices having bottom left entry divisible by N . Various properties of Γ 0 (N ) are well-documented in the existing literature. For N square-free, the Helling or moonshine type group of level N is
and the corresponding surface Γ 0 (N ) + \H possesses only one cusp which is at ∞. We refer to [21] and the references it contains for additional background information on Γ 0 (N ) + . In particular, for N = p prime, we have the disjoint union
The phase factor
For any M, N ∈ SL(2, R), recall that we defined the phase factor 
We give a simplified version of Proposition 2.1 in section 3.2. To identify the special case where c M = 0 and d M < 0 we put
This notation is useful in the following lemma.
Lemma 2.2. For z ∈ H and any M ∈ SL(2, R) we have the following relations:
The higher-order Eisenstein series
Let us write the Fourier expansion of f in the cusp b as
so then we have the evaluation that
For the remainder of this paper we set f to have weight two, meaning f ∈ S 2 (Γ). The modular symbol associated to f is the homomorphism from Γ to C given by (1.8). Clearly we have γ, f = F a (γz) − F a (z). Also γ, f is necessarily zero on parabolic and elliptic elements γ. If g is a holomorphic weight 2 modular form for Γ and not a cusp form, then γ, g is well-defined with (1.8), though it will no longer be zero on all parabolic elements. As stated, the higher-order non-holomorphic Eisenstein series associated to f is formally defined by the series E m,n a
This series was originally introduced by Goldfeld [10, 11] in his study of the values taken by γ, f as γ varies in Γ. It converges for Re(s) > 1, admits a meromorphic continuation to all s ∈ C and satisfies a functional equation relating values at s and 1 − s; see [26] and [20] . The series E m,n a (z, s) is not Γ-invariant when m + n > 0 and transforms as described in section 1.4. As shown in [20] , each series E m,n a (z, s) may also be represented as a component of a Γ-invariant section of a unipotent bundle on Γ\H. It is clear that the related function Q
is Γ-invariant since replacing z by δz for δ ∈ Γ just reorders the series. Proof. We first prove the statement (i); the proof of (ii) then follows by conjugation. Without loss of generality, we assume that a = ∞ and denote E i,j 
s are computed. Note that the series E i,j (z, s) in [29] are equal to ours with a factor (−1) i+j since their modular symbols γ, f have opposite sign. Set n = m − 1 and write
As shown in [29, Theorem 2.16], for non-negative integers a, b we have the following assertions:
2b (z, s) has a pole of order a + b + 1 at s = 1, and the coefficient of (s − 1)
Applying similar reasoning, we may also deduce from [29, Theorem 2.15] the remaining cases:
2b+1 (z, s) has a pole of order a + b + 1 at s = 1, and the coefficient of (s − 1)
Using (c) and (d) in (2.10), we find that E n+1,n (z, s) has a pole of order n+1 and the coefficient of (s−1)
as required, where the combinatorial sum is evaluated in Lemma 2.4 below. Now we prove part (iii), recalling the conditions on i and j. Since
) contributes a pole of order at most n + 1. Therefore, using (a), E n+2,n (z, s) has a pole of order at most n + 2 and the coefficient of (s
Since the sum is
we see that E n+2,n (z, s) has a pole at s = 1 of order at most n + 1. It follows that E m,m−2 (z, s) and E m−2,m (z, s) have poles of order at most m − 1 as we wanted. The proof is complete.
In the above computations, we needed the following combinatorial lemma.
Lemma 2.4.
For any integer n ≥ 0, we have
Proof. Starting with the generating function
we note first that the coefficient of x 2n in the power series for g(x) · g(x) is 4 n and so we obtain
This identity (2.14) was used in the proof of [29, Thm. 2.18] . Continuing, for the proof of (2.13) we write
The coefficient of x 2n in g 3 (x)·g(x) is easily seen to be (n+1)4 n , which completes the proof of the lemma.
For any two cusps a, b of Γ, the series E m,m a
As is commonplace, W s (z) denotes the classical Whittaker function which is defined for
where K s is the K-Bessel function. The Whittaker function is extended to the lower half-plane by imposing the symmetry
ab (k, s), for k ∈ Z, admit meromorphic continuations to the whole complex plane with poles at s = 1 of order at most m + 1. Let 
for arbitrarily small ǫ > 0, where the implied constant is independent of k.
Proof. Theorem 2.3 of [20] with m = n yields that for a compact set S ⊂ C there exist a holomorphic function 1 ξ m,m S (s) such that for all s ∈ S and all k = 0 we have
where σ = Re(s) and the implied constant depends solely on f and Γ. Let S be the closed disc around s = 1 with radius ǫ and let 0 < δ < ǫ be such that ξ a (z) in (1.11), are absolutely convergent for z ∈ H.
The Kronecker limit formula and modular Dedekind symbols
In this section we recall results regarding the Kronecker limit formula and Dedekind sums for first-order Eisenstein series associated to an arbitrary non-compact Fuchsian group of the first kind, denoted by Γ. For this general setting, the material we present is mostly due to Goldstein, see [12] . We then consider three special cases: the full modular group SL(2, Z), the congruence groups Γ 0 (N ) and the moonshine type groups Γ 0 (N ) + . By now, the first setting is classical, and the remaining two cases employ results from the thesis [34] and the articles [21, 22] , respectively. For completeness, we note that related computations for the groups Γ(N ) are given in [33] .
Modular Dedekind symbols associated to a general Fuchsian group Γ
The non-holomorphic, parabolic Eisenstein series associated to a cusp a is defined as
converging for Re(s) > 1. It has a meromorphic continuation to all s in C and a simple pole at s = 1 with residue V
−1
Γ . For all these properties see for example [18, Chapters 3, 6] . In the notation of (1.7), (1.9) and (1.10), we have E a (z, s) = E 0,0 a (z, s) and write
The function B
a (σ b z) is invariant under z → z + 1 and, as in [12] , we obtain the Fourier expansion
where H
ab (z) is the holomorphic function defined by the series
Note that in the above assertion we have used that E a (z, s) − E a (z, s) = 0, which implies that B (0)
3) that Re(K ab (γ, z)) = 0, and hence
for some S ab (γ) ∈ R which is independent of z. We have shown that
Definitions 3.1. The modular Dedekind symbol associated to Γ and the cusps a and b is the real-valued function S Γ,ab (γ) = S ab (γ) satisfying (3.5). The Dedekind eta function associated to Γ and the cusps a and b is
We see from (3.5) that η ab (z) is a holomorphic function that transforms with weight 1/2 for σ b −1 Γσ b up to a factor of modulus 1.
In particular, let us take b = ∞ and write
a∞ , S a for S a∞ and η a for η a∞ as in the introduction.
and η a (z) transforms with weight 1/2 with respect to Γ and the multiplier system e πiSa(γ) :
From the identity
which proves part (i) of Theorem 1. It follows from (3.8) that S a (I) = 0 and also, since ω(−I, −I) = 1, that
The identities (3.8) and (3.9) show that e πiSa(γ) is indeed a multiplier system of weight 1/2 for Γ; see for example [17, Sect. 2.6] for more on multiplier systems.
A relation that we will need later is another consequence of (3.8): for all γ 1 , γ 2 , γ 3 ∈ Γ we have
The results in this subsection may be compared with those from Asai in [2] for SL(2, Z) and Goldstein for general Γ in [12] . Errors in [12] are corrected in [13] and [33] . Goldstein labels the cusps as κ i and the functions he studies, η Γ,i and S Γ,i , correspond to our η Γ,aa and S Γ,aa respectively. In our approach we work with the general case of η Γ,ab and S Γ,ab for any pair of cusps a and b.
Modular Dedekind symbols and Dedekind sums associated to SL(2, Z)
We illustrate the theory of the previous section with Γ = SL(2, Z), the modular group. It has a single cusp which we may take to be at infinity. We have 1/A 0 = V Γ = π/3 and so (3.1) becomes
Then, following from the limit formula (1.1),
where
. Therefore, what we mean by log η(z) is really
It satisfies the transformation formula
as we already saw in (1.3) with 
For the generators of SL(2, Z), a computation with (1.4), (1.5) shows that S(( 1 1 0 1 )) = 1/12 and S(( 0 −1 1 0 )) = −1/4. It now follows from (3.8) that 12S(γ) is always an integer and that e πiS(γ) is a 24th root of unity for all γ ∈ SL(2, Z), as Dedekind discovered.
Rademacher gave a slightly different formulation of (3.12 
and we understand the middle term on the right of (3.14) to be 0 if c = 0. Perhaps a clearer way to state (3.14), allowing an easier comparison with (3.12), is as
With this arrangement, Φ(γ) has the advantage of remaining unchanged when γ is replaced by −γ. In [30, pp. 49-53] it is proved that Φ(γ) ∈ Z and
for all γ, τ ∈ SL(2, Z) where c M indicates the lower left entry of M . Rademacher also showed that the variant Ψ(γ) := Φ(γ) − 3sgn(c(a + d)) has nice group theoretic properties. Ghys discovered in [14] that Ψ(γ) can be interpreted as the linking number of a modular knot, associated to primitive hyperbolic γ, and a certain trefoil knot related to SL(2, Z)\SL(2, R). Using S(γ) = −R(γ)/4 + Φ(γ)/12 to combine (3.8) and (3.15) gives the formula (3.16) below for all γ, τ in SL(2, Z). In fact we can show that (3.16) is valid in SL(2, R), giving an appealing reformulation of Proposition 2.1. 
Modular Dedekind symbols associated to Γ 0 (N)
The eta function and modular Dedekind symbol associated to the Hecke congruence groups Γ 0 (N ) were described in the unpublished PhD thesis [34] . For simplicity we write η N for η Γ0(N ),∞ and S N (γ) for S Γ0(N ),∞ . Define the products α N := p|N 1/(1 − p −1 ) and
where p is prime, and let µ denote the Möbius function. Then it is proved in Corollary 3.2.1 and Theorem 3.3.1 of [34] that
for log η(z) given by (3.11) . 
and
where s(h, k) is the usual Dedekind sum (1.6). [21] . Writing η σ(N ) ) .
Modular Dedekind symbols associated to
In this formula, lcm denotes the least common multiple and σ(N ) is the sum of the divisors of N . Let us now compute S + N (γ), for γ ∈ Γ 0 (N ) + in terms of the classical modular Dedekind symbols S on SL(2, Z). For any γ ∈ Γ 0 (N )
, we see that in order to compute S
To do so, we begin with the following proposition. As a result, we can write the transformation rule (3.7) for the function η
The transformation rule (3.12) for the classical Dedekind eta function now implies (3.20) .
From Proposition 3.3 we see that an evaluation of the modular Dedekind symbol for Γ 0 (N ) + reduces to the calculation of the phase function ω(γ, γ) for any γ ∈ Γ 0 (N ) + :
Let (c γ , d γ ) be the bottom row of γ. An application of Proposition 3.2 allows us to find ω(γ, γ) explicitly. In the notation of that proposition, c = (sgn(c γ ), sgn(c γ ), sgn(c γ · Tr(γ))) where Tr(γ) denotes the trace of γ. .3). The next proposition provides an explicit expression for S + p (γ) in terms of the entries of an arbitrary matrix γ ∈ Γ 0 (p) + .
Proposition 3.5. Let p be a prime and let
Here s(h, k) is the classical Dedekind sum (1.6).
Proof. Part (i) is an obvious consequence of Proposition 3.3 and relations (1.4) and (1.5).
In order to prove part (ii) we start with the decomposition γ = γ(p)τ p where γ(p) = −b a −dp c . Since τ 
The first term on the right hand side of (3.22) may be found with part (i). An application of Proposition 3.2 with c = (sgn(−dp), sgn(
Hence part (ii) follows upon combining the expressions for S + p (γ(p)) and ω(γ(p), τ p ).
The higher-order Kronecker limit formula
Recall the definitions of A m and V f in (1.10) and (1.14). In (1.9) the Laurent expansion of E m,m a (z, s) at s = 1 was expressed by
We can now prove basic properties of B 
Proof. The proof of (i) follows from the identity
We finally prove part (iii). Clearly
With m ≥ 1 for the rest of the proof, consider the Γ-invariant series from (2.9)
The term R 
as a natural analogue of the usual Kronecker limit function. (As an aside, the Kronecker limit function
associated to the second-order series E 1,0 a (z, s), is studied in [19] .) Clearly K m,m a (z) is Γ-invariant, and from Proposition 2.3 we have
This proves part (iii) and completes the proof. This yields
Since the limit which defines B 
which combined with Proposition 2.5 shows that B (m)
a (z) is bounded in cuspidal zones. Therefore, the difference is an L 2 eigenfunction of the Laplacian with eigenvalue zero by part (ii) of Theorem 4.1. Consequently, the difference is a constant which we denote by C (m) . By part (i) of Theorem 4.1, C (m) must be real which proves part (a). By letting z → i∞ in (4.6), parts (b) and (c) follow from (a).
For the purposes of this article, we do not need the constants C (m) ; however, it should be possible to determine them exactly. We leave this problem to the interested reader. 
for all γ ∈ Γ where
Proof. From part (iii) of Theorem 4.1, we see that for all γ in Γ and all m ≥ 1
Therefore, Proposition 4.2 yields that
In other words, we have that Re(K * ab (γ, z)) = 0 for the holomorphic function
Consequently, K * ab (γ, z) is an imaginary constant which we label as −4πiS * ab (γ), completing the proof. 
(Of course S * ab and η * ab also depend on the fixed cusp form f ∈ S 2 (Γ).) Using formulas (4.1), (4.2) and (4.3), we obtain the expression
which is an analogue of the Kronecker limit formula (1.1). In other words, the Kronecker limit function K m,m a (σ b z) in (4.1) can be expressed as
Moreover, Proposition 4.4 implies that log η *
which has the same form as (1.3) and (3.6) . This justifies the names higher-order modular Dedekind symbol and higher-order Dedekind eta function.
Properties of modular Dedekind symbols
In this section we derive properties of the modular Dedekind symbols S ab (γ) and S * ab (γ). This will complete the proofs of Theorems 1, 2 and Proposition 3 from the introductory section. As stated, we will use the abbreviated notation S * a for S * a∞ and similarly H * a for H * a∞ etc.
Basic properties
Proposition 5.1. The symbols S ab and S * ab are independent of the choice of scaling matrices σ a , σ b . Let the cusp c be Γ-equivalent to a with c = τ a and τ ∈ Γ. Also let d = δb for δ ∈ Γ. Then for all γ ∈ Γ,
Proof. We first check that the Eisenstein series E m,n a (z, s) in (1.7), used to define S ab and S * ab , are independent of the choice of scaling matrices σ a and the cusp representative a.
If σ a is a scaling matrix for a then, as described in section 1.2, any other scaling matrixσ a for a has the form σ a (( 1 t 0 1 )) or σ a (
showing that E m,n a (z, s) does not depend on the scaling matrix. For c in the statement of the proposition, we may take σ c = τ σ a since Γ c = τ Γ a τ −1 . Then it is simple to verify, using τ
ab (z) does not depend on σ a and the representative a. By the defining relations (3.5) and (4.7), the same is true of S ab and S * ab . We now consider the dependence on the second cusp b.
ab (z) be the function defined from B 
is easy to obtain. Then, for all γ ∈ Γ, −2πiŜ ab (γ) := log j(σ
Hence S ab does not depend on the choice of σ b . A similar argument shows the same for S * ab . It remains to prove the right equalities in (5.1), (5.2). For d = δb we may take
With the defining relation (3.5) we obtain
a (z) is no longer Γ-invariant. With part (iii) of Theorem 4.1 we find
and so
The right equality in (5.2) now follows from (4.7) and (5.3).
The next result shows that S ab and S a , as well as S * ab and S * a , always agree up to an additive factor from the set {−2, −1, 0, 1, 2}. This reduces the study of S ab and S * ab to S a and S * a , respectively. Proposition 5.2. For all γ in Γ and any pair of cusps a and b we have
Proof. By (3.3) and Proposition 4.2 we can write
ab is an imaginary constant independent of z ∈ H and H (m)
We apply (3.5) to both sides of (5.4) in the case when m = 0 to get
The argument is the same when m ≥ 1 using (4.7) in (5.4). This completes the proof.
The transformation properties of S * a
In this subsection we prove part (i) of Theorem 2 and equation (1.20) of Proposition 3.
Proposition 5.3.
For all γ and τ in Γ and any cusp a,
Proof. Replace z by τ z in (4.7) to get
Replace γ by τ in (4.7) and add to (5.5) to get
However, replacing γ by γτ in (4.7) also yields
Equating (5.6) and (5.7) gives
which completes the proof. 
Proof. These assertions all follow from Proposition 5.3 and equation (2.5).
Proposition 5.5. For all γ 1 , γ 2 and γ 3 in Γ and any cusp a,
Proof. From Proposition 5.3 we have that
By combining with the formulas γ 3 ) the proof follows.
Evaluation for parabolic and elliptic elements of Γ
In the case that
Proof. Equation (3.5) implies that
and therefore 2πiS ab (γ) = δ ab V Γ · ih/2 − log j(γ b , z) by (3.4). Of course j(γ b , z) is independent of z and equals ±1. 
In the case that γ b = ( 1 h 0 1 ), (5.9) simplifies to S * a (γ) = 0. Proposition 5.8. Let a be any cusp for Γ and let E ∈ Γ be an elliptic element. Suppose E r = I for r > 0 and that E fixes z 0 ∈ H. Then S a (E) = S * a (E) and this common value is given by
Proof. The formula on the left of (5.10) equals S a (E) by (3.5) and equals S * a (E) by (4.7) since E, f = 0. The formula on the right of (5.10) follows from (3.8) and Proposition 5.3. Proof. With Proposition 5.2 we just need to demonstrate that S a (γ), S * a (γ) ∈ Q. This follows from Propostions 5.6 -5.8 along with (2.2).
Corollary 5.9 extends Corollary 4.2 and Theorem 4.5 of [12] where Goldstein showed that S aa (γ) is always rational for elliptic and parabolic γ.
Let a and b be any two cusps for Γ. A consequence of Proposition 5.6 is that S a (γ) may not equal S b (γ) for γ parabolic. However, Propositions 5.7 and 5.8 show that S a (γ) = S b (γ) if γ is elliptic and S * a (γ) = S * b (γ) if γ is parabolic or elliptic. The results in the next section show the general relation between modular Dedekind symbols at different cusps.
5.4
The relations between S a and S b and between S * a and S * b
In the following proofs we extend the usual definition of Proof. We first show that (1.16) is equivalent to another limit:
Therefore, the limit E a,2 (z) exists since, with (3.1),
Clearly E a,2 (z) has weight 2. Using (3.2) in (5.11), the Fourier expansion at the cusp b is
indicating that this difference is a holomorphic modular form and not necessarily a cusp form.
Proposition 5.11. For every pair of cusps a, b and all
Proof. Set
We have already seen in Proposition 5.10 that g
ab (z) is a holomorphic modular form of weight 2 for Γ, 
We next compute the period 
where we used (4.8). Hence, for all γ ∈ Γ,
We may now employ a formula of Zagier, [37, Thm. 1]. It states that, for any g ∈ S 2 (Γ),
where the finite sum is over certain pairs γ i , γ j from a set of generators for Γ. In particular, if the real parts of all the modular symbols γ, g are zero then we deduce that the Petersson norm of g is zero.
Applying this argument to g := g
(m)
This equality implies (5.12) and it also implies (5.14) using (5.15).
Corollary 5.12. For every pair of cusps a, b and all γ in Γ we have
Proof. By (5.14) and (4.7)
. Equation (5.18) follows. The proof of (5.17) is similar, using (5.13) and (3.5).
The difference S
For any cusp a of Γ, define the function
which is the difference between our two types of modular Dedekind symbols. This difference is particularly nice since the phase factors drop out. Also note that S * ab − S ab is independent of b by Proposition 5.2, so the definition (5.19) does not lose any generality.
For example, we have the following relations. Recall that V f is defined by (1.14).
Proposition 5.13. For every γ and τ ∈ Γ we have
Moreover, θ a (E) = 0 for every elliptic element E ∈ Γ and for a parabolic element γ ∈ Γ, fixing the cusp b with a scaling matrix σ b so that
Proof. Equation ( 
The last two statements on elliptic and parabolic elements follow immediately from Proposition 5.8 and Propositions 5.6 and 5.7.
Proposition 5.14. For any three elements γ 1 , γ 2 , γ 3 ∈ Γ we have
Proof. An immediate consequence of Proposition 5.5 and formula (3.10).
Proposition 5.14 completes the proof of Proposition 3.
Symmetries and rationality
In this section we consider how the modular Dedekind symbols behave when combined with several interesting operators. First, we consider Fuchsian groups Γ which are not necessarily arithmetic yet are invariant with respect to the operator ι defined by
This operator is used in [2, Lemma 6] and in [9, Sect. 3] where it is shown to have a simple effect on modular Dedekind symbols and modular symbols, respectively. Secondly, we study the Fricke involution
and its generalization, the Atkin-Lehner involution, which are both defined on the congruence group Γ 0 (N ). These operators allow us to prove the rationality of higher-order modular Dedekind symbols on certain genus one surfaces Γ 0 (N )\H in section 6.4.
Composition with the involution ι
We start with a lemma which summarizes the properties of the operator ι. Part (iii) appears in [9, Prop. 2]. (ii) Also, for all γ, τ in SL(2, R) ι(γτ ) = ι(γ)ι(τ ).
(iii) Let Γ be a Fuchsian group invariant under the action of ι and with a cusp at ∞ and scaling matrix σ ∞ = I as usual. Suppose f ∈ S 2 (Γ) has real Fourier coefficients in its expansion at ∞. Then for all γ ∈ Γ ι(γ), f = γ, f .
Proof. The proofs of the first two statements are straightforward. With the notation (2.7) we have
Recall the notation ρ(γ) from (2.6).
Proposition 6.2. Let Γ be a Fuchsian group, such that ι(γ) ∈ Γ for all γ ∈ Γ, and with a cusp at ∞ and scaling matrix σ ∞ = I. Assume that f ∈ S 2 (Γ) has real Fourier coefficients in its expansion at ∞. Then for every γ in Γ
Proof. Directly, one has the calculation that
for all integers m ≥ 0. It follows that B ∞ (z). Therefore, beginning with (4.7) and applying part (i) of Lemma 2.2, we have that
In the case when m = 0, proceeding as in the proof of Proposition 6.2, we immediately deduce that the analogous result holds true for the modular Dedekind symbols S ∞ and hence the differences θ ∞ , which is the following assertion. 
The above result extends [2, Lemma 6].
Composition with the Fricke involution
In this section we let Γ = Γ 0 (N ). Define
The map w N is an automorphism of Γ 0 (N ) with w 2 N the identity map. Following [17, Sect. 6.7] and [4] , let W N be the operator
Proof. The action by τ N on Γ 0 (N ) interchanges the cusps of Γ 0 (N ) at 0 and ∞, so then we have
To complete the proof,
Let L(s, f ) denote the L−function associated to the cusp form f . Then,
and also
Proposition 6.5. For all γ ∈ Γ 0 (N ) we have
when S * is associated to f ∈ S 2 (Γ 0 (N )) which is an eigenfunction of W N .
Proof. We may take σ ∞ = I and
where the last equality uses τ N = −σ
With the further equalities 0∞ (z) + b/2 is 0. Therefore its imaginary part must also be constant and we find
We conclude that
where the last equality in (6.5) is deduced by letting z → 0. As a result, S
Composition with Atkin-Lehner involutions
Let According to [4] , the map w v is an automorphism of Γ 0 (N ) and the operator N ) ) to itself with W 2 v the identity. As shown in [4, Lemma 10] , W v is independent of the choice of a, b, c, d in (6.6) and hence W v for v = N is identical to the Fricke involution operator (6.1) we defined previously.
As described in [17, Prop. 2.6], a set of inequivalent cusps for Γ 0 (N ) may be given as
In [17, pp. 36-37] it is shown that, when (v, N/v) = 1, the scaling matrix for the cusp 1/v may be taken to be 
Proof. Proceeding as in Lemma 6.4 we see that
As in the proof of Proposition 6.5, we deduce that
To complete the proof observe that
where the last equality follows by letting z → ∞.
Rationality of higher-order modular Dedekind symbols on genus one congruence groups
In this section we assume that N ∈ {11, 14, 15, 17, 19, 20, 21, 24, 27, 32, 36 , 49} and prove Theorem 4 for the groups Γ 0 (N ). Note that the listed values of N are all the levels for which the surface Γ 0 (N )\H has genus one, see Table 4 of [8] . Therefore the spaces S 2 (Γ 0 (N )) are one dimensional and it is known that they all contain cusp forms with integer Fourier coefficients in their expansions at ∞. Let Γ 0 (N ) † := Γ 0 (N ) ∪ Γ 0 (N )τ N be the Fricke group. By inspection of the tables presented in [7] (see also formula (4.2) of [6] ), one finds that the genus of the surface Γ 0 (N ) † \H is zero for the listed levels of N . Therefore f ∈ S 2 (Γ 0 (N )) cannot be τ N −invariant and it follows that f is eigenfunction of W N with eigenvalue ǫ(N, f ) = −1.
As further preparation for the proof of Theorem 4 we require a special case of a formula of Manin, proved in [25] , p. 379 (with w = 0 and n = p). p be prime and (p, N ) 
Proposition 6.8. Let
Proof of Theorem 4. Throughout the proof we will ignore phase factors, since they are integers, and use ≡ to denote the same elements of R/Z. Let a be any cusp of Γ 0 (N )\H. Note that S * a is independent of the associated cusp form f ≡ 0 in S 2 (Γ 0 (N )) since this space is one dimensional and the Kronecker limit defining S * a is normalized. An arbitrary element γ ∈ Γ may be represented as a word ±IM 1 · · · M n , where the matrices M i , i = 1, ..., n are equal to the group generators, as given in section 2.1, or their inverses. With Corollary 5.4, we have S * a (−γ) ≡ S * a (γ) − 1/2. By repeatedly applying Proposition 5.5 we may reduce the remaining S * a (M 1 · · · M n ) to an integer linear combination of S * a (M ) and S * a (M N ) for M and N or their inverses in the set {A, B, E 1 , ..., E e , P 1 , ..., P c }.
Using Proposition 5.3 we can easily show that
Hence we may assume that M and N are in {A, B, E 1 , ..., E e , P 1 , ..., P c }. Corollary 5.9 yields that S * a (E i ) and S * a (P j ) are rational for i = 1, ..., e, j = 1, ..., c, while Proposition 5.3 implies
It follows that S * (γ) is a rational linear combination of elements from the set
Corollary 5.9 also implies that S a (E i ), S a (P j ) ∈ Q and hence θ a (E i ), θ a (P j ) ∈ Q for all i and j. Moreover, an application of Proposition 5.13 to the left relation in (2.1) gives
Applying Proposition 5.13 again now shows that
Therefore, S * a (γ) is a rational linear combination of elements from the set 1, S * a (A), S * a (B) . In order to prove the theorem, it is left to prove that S * a (A) and S * a (B) are rational. First, we focus on the cusps ∞ and 0 and prove the next lemma. Lemma 6.9. We have
Proof. We will apply Proposition 6.8, which is justified, due to the fact that f is an eigenfunction of the Hecke operators T p . Let p be a prime such that (p, N ) = 1 and p + 1 − a(p) = 0. Expressing the matrices * b * p in Γ 0 (N ), for b = 1, ..., p − 1, in terms of the group generators {A, B, E 1 , ..., E e , P 1 , ..., P c } implies
for some integers u, v where we used (6.2). Therefore F 0 (∞) is a rational linear combination of A, f and B, f . This together with (6.9) completes the proof.
We now use the operators ι and w N to prove that S * ∞ (A) and S * ∞ (B) are rational. Write ι(A) as a word in the generators. Let a 1 − 1 be the sum of all the exponents of A in this representation and b 1 the sum of all the exponents of B. Similarly, write ι(B) as a word in the generators with a 2 the sum of all the exponents of A and b 2 − 1 the sum of all the exponents of B. We have established that S * ∞ (γ) ∈ Q for all γ ∈ Γ 0 (N ). We may extend this to S * 1/v (γ) using Proposition 6.7 when the cusp 1/v has v | N and (v, N/v) = 1. For σ 1/v given by (6.7), let γ 1 := σ It now follows from Proposition 5.1 that S a and S * a are rational for all cusps a that are Γ-equivalent to 1/v for the above values of v. This includes the cusp 0 which is equivalent to 1/1. The proof is complete.
Theorem 4 omits some of the cusps in the groups Γ 0 (N ) for N ∈ {20, 24, 27, 32, 36, 49} when the level is not square-free.
Examples
In these final sections we present computations of the modular Dedekind symbols for Γ 0 (11), the smallest level congruence group of genus one, and Γ 0 (37) + , the smallest level moonshine type group of genus one.
Evaluations for Γ 0 (11)
The space S 2 (Γ 0 (N )) is zero for N ≤ 10 and one-dimensional for N = 11, so we take Γ = Γ 0 (11) as our first case of interest. The quotient space X 0 (11) := Γ 0 (11)\H has genus g = 1 and volume 4π. Let along with −I. They satisfy the relation ABA −1 B −1 P 0 P ∞ = I, and one can construct a fundamental domain for the action of Γ 0 (11) on H which has two inequivalent cusps: one at ∞ and the other at 0. We may take the corresponding scaling matrices to be σ ∞ = I and σ 0 = τ 11 .
Since the group Γ = Γ 0 (11) is fixed in this section, we will just use the notation S a for the modular Dedekind symbol and the notation S Now, following the proof of Theorem 4, by applying θ a to ABA −1 B −1 P 0 P ∞ we have that In the case that a = ∞ we can be even more explicit, using our work in section 6 to show the next result. Then, with (6.2), F 0 (∞) is given by (7.9) and so
using (7.8) and (7.4) . We have shown that S * ∞ (A) ≡ 9/10 and so (7.5) is now a consequence of (7.7) and (7.2). Finally, (7.6) follows from (7.5) and Proposition 7. where the equivalences are in R/Z. For all γ ∈ Γ 0 (11) we have 10S * 0 (γ) ∈ Z.
Computations for Γ 0 (37)
+
The smallest square-free N such that Γ 0 (N ) + possesses a holomorphic cusp form f of weight two is N = 37. The compactified quotient X 0 (37) + := Γ 0 (37) + \ H is isomorphic to the genus one curve y 2 = 4x 3 − 4x + 1 over C in the sense that one has an isomorphism between Γ\H∪{∞} and the algebraic curve y 2 = 4x 3 −4x+1 sending ∞ to 0 and whose pull-back of the canonical differential dx/dy is −2πif (z)dz. The q-expansion of f is given by f (z) = q z − 2q
