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:
w I. Introduction
Let f(z) be a polynomial of degree n. For convenience, f(z) will be taken as normalized: f(z)=l+alz+a2 zz +...+a.z" =(1 -q-1 z)(1 -r2-1 z)..-(1 --rn-lz). ( 
1.1)
For any function p(z) such that p(O)#O, it will be understood that p + (z) = p (z)/p (0), (1.2) throughout this paper. We wilt now state a global method for finding the zeros r~ off(z).
Theorem 1.1. Let f(z) be given by (1.1) . Let g(z) and go(z) be any polynomials of degree n-1 at most such that neither g(z), g'(z) nor g0(z) vanishes for any ri, and g(ri) + gO))for r i 4= ~). Let k be the degree of g(z) and define recursively 
where each (o~(z) is of degree k-1 at most such that gv(z)-4)~(z) f(z) is divisible
by g(z). 
The algorithm presented above is in the dual form. The direct form of the algorithm has the recursion
where each g~(z) is of degree n-1 at most, in place of the recursion (1.3).
The discoverer of the idea of this algorithm is Sebasti~to e Silva [7] . He uses g(z)=z, go(z)--I, and defines gv, p(z) in a little different way. His method has been further elaborated by Bauer [1, 2] , who gives treppeniteration for forming the sequences gv, p(z); and generalized by Householder [5] , who has shown that an almost arbitrary polynomial can be used for g(z). Chung [3] has added an elimination rule, Rule 1, for defining the sequences g~,p(z) and introduced the accelerated forms of the algorithm which are quadratically convergent.
In this paper we will show that this algorithm can be extended to adapt to transcendental functions in a circle of analyticity. Stewart [8] has shown this for the case g(z)=z. The advantages of the general algorithm where g(z) can be any polynomial satisfying some mild conditions are that the zeros of equal modulus can also be handled and that an acceleration in convergence can be obtained by a proper choice of g(z).
The transcendental function f(z) to be considered in this paper will be taken as normalized, for convenience, i.e., f(z) has the series expansion We have the following lemma which is due to Stewart [8] . 
Moreover, this decomposition is unique.
In w we will introduce a class of generalized operators which produce the basic sequence g~(z). Many of the ideas in this section are taken from Stewart's work mentioned above. In w we will give the algorithm and in w numerical results will be presented.
w The Generalized Operators
Let g(z) be a polynomial which does not have zeros in common with f(z) and whose zeros are in CR. Let k be the degree of g(z) and define an operator Fg: G~G by
where 4~ (z) is a polynomial of degree k-1 at most that is uniquely determined by
for any zero el of g(z) of multiplicity m i. Also, let
v=1,2, ..., and
F~ (p(z))= p(z).
The properties of F~ follow from the following lemma which is easily proved by induction. 
.. let g~(z)= F; (go(z)) '
Moreover,
For any real number p > 0, let Qo = {zl Ig(z)t <p}, ~o = {zl Ig(z)l <p}, and ~p = {zl Ig(z)l =p}, throughout this paper.
Lemma 2.2. Let go e G~ and define the sequence g~(z) by (2.3) . If Proof. Let p be a real number satisfying (2.9) and let
It is easy to see that each q~(z) is analytic in f)p.
Since, for each v,
gv+l (z) = F~(g,.(z)),
we have
where q5 is a polynomial determined as in (2.2), and by dividing (2.12) by f(z), we obtain q~ (z) = ~b~ (z) + g (z) q~ + 1 (z).
Hence, we can see that, for v ---1, 2 .... ,
n=O By Cauchy's integral formula, we have, for zeOp,
We now wish to represent ~b,({)/[gV-"({)({-z)] as a sum of partial fractions. In the simplest case the zeros ~, i = 1, 2, ..., k, of g(z) are distinct and z is not equal to any gi-Then the representation is
In the other cases, some minor changes occur in the representation, which do not / k \ affect our discussion below. In (2.13), it can be seen that { ~ c n ) +c is the coeffi- In the following two theorems, we will show that Theorem 1.1 can be extended to adapt to transcendental functions with a few restrictions on the operating polynomial g (z). 
. , n. Define the sequence g~(z) by (2.3). If

Ig (rl)[ < lg(r2)l <---=< [g (r,)l and if there exists a real number p > 0 such that
and Opc C R for zef2 o.
Proof. By Lemma 1.1, there exist po(z)eGl and qo(z)eG~ such that go (z) = Po (z) + qo (z).
Let p,(z)=F;(Po(Z)), %(z)=Fg(qo(z)), v= 1, 2 .....
Then, by Lemma 2.1, for each v, g~(z)=p~(z)+q~(z); p~(z)eG~, %(z)eGlz.
By Lemma 2.2 there exists a constant M~ such that
Iqv(z)l<Mzp-~,zeQp.
Now, for each v, we have pv(z)=v~f(l>(z),
where v~ is a constant, and 
\Pv+p-x(z)-..Pv+zp-z(z)/ \v~+p-t(z)...v~+2p_z(Z)/
. / I<'>~ \1 g-'(r,)...g-P+'(r.)/
It is now easy to see from (3.9), (3.10) and (3.11) that ATX(z) exists for zeOp, z~er~, i = 1, 2, ..., p, and is given by
A71 (z) = A(z) G~B,
where
and A(z) and B are matrices not depending upon v. Confluent case can be handled in a similar way to obtain the same result. Now, by Lemma 2.2 we know that This proves the second part of the theorem. The first part of the theorem can be proved similarly using Lemma 2.3.
w 4. Numerical Results
Numerical testing has been performed on a computer program which implements the algorithm described in w 3. A few comments may be in order before exhibiting numerical examples. The restrictions on the operating polynomial g(z) to insure the existence of a p satistying (3.8) for part (I) of Theorem 3.2 or (3.9) for part (II) of Theoreme 3.2 are not crucial. It is easy to see that g(z)=z guarantees the existence of such a p and it is best to start the algorithm using g(z)= z if no information Another advantage of this generalized algorithm is that equimodular zeros can be produced by using g(z)=z-a, for a properly chosen. Numerical experiments show that a good value of a to be used in this case can be obtained from the sequence g+ (z) generated using g(z)= z. A numerical example of this is given now. Example II. f(z)=sin z/z; zeros: +_t/n, r/= 1, 2, 3 ..... Remark. The other two zeros can also be obtained similarly. 
