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Abstract In this review we present the current state-of-the-art on complex Langevin simulations and their
implications for the QCD phase diagram. After a short summary of the complex Langevin method, we
present and discuss recent developments. Here we focus on the explicit computation of boundary terms,
which provide an observable that can be used to check one of the criteria of correctness explicitly. We also
present the method of Dynamic Stabilization and elaborate on recent results for fully dynamical QCD.
PACS. 12.38.Gc Lattice QCD calculations – 12.38.Mh Quark-gluon plasma
1 Introduction
Strongly coupled quantum matter encompasses some of
the most interesting problems in modern physics. Monte
Carlo methods are commonly used to perform numerical
simulations of theories not amenable to perturbative ex-
pansions. These methods typically rely on the path in-
tegral formulation of the theory in Euclidean space-time
to have Boltzmann-like weights, which can be interpreted
as probability distributions. This allows the generation of
field configurations distributed according to these weights,
whence observables can be sampled.
Real-time theories, QCD at finite baryon density, and
non-relativistic bosons, amongst others, however, have com-
plex actions and, therefore, complex weights in their path
integrals. This forbids a probabilistic interpretation of the
path integral measure. Moreover, this poses a big numer-
ical challenge as oscillatory contributions from the gener-
ated configurations must cancel precisely in order to give
accurate answers. This is known as the sign problem.
In this work, we focus on the complex Langevin (CL)
method. It is an extension of stochastic quantisation [1],
where real dynamical variables are allowed to take com-
plex values. After some early works [2, 3], it was realised
that the method was plagued by runaway solutions and
convergence to wrong limits [4–7]. More recently, complex
Langevin experienced a revival [8–14], with studies focus-
ing on understanding its properties and why it sometimes
failed [15–17]. This progress led to the use of adaptive step
size for the numerical integration [18], which has improved
the numerical stability and reduced the problem of run-
away solutions. In addition, criteria for correctness [19,20]
that allow a posteriori checks were formulated. Another
byproduct of the resurgence of complex Langevin was the
invention of the gauge cooling method [21, 22], inspired
by gauge fixing [10], to limit excursions on the complex
manifold in a gauge invariant way. Many more studies fol-
lowed, applying the method to SU(3) spin models [23], the
Thirring model [24, 25], random matrix theories [26–28],
and QCD with staggered quarks [29], with a hopping ex-
pansion [30], and in the limit of heavy-dense quarks [31].
Additional uses of complex Langevin outside of QCD
related models include superstring-inspired models [32]
and quantum many-body studies: rotating bosons [33,34],
spin-orbit coupled bosons [35], fermions with repulsive in-
teractions [36], non-zero polarisation [37,38], mass imbal-
ance [39,40], and to determine their virial coefficients [41].
2 The Complex Langevin method
2.1 Overview
The goal is to generate field configurations with a complex
measure
e−S Dφ ≡ ρDφ (1)
where φ generically represents all fields in the theory, and
S is a complex action defined on a real manifoldM. This
measure is replaced by a positive one, P DφRDφI , defined
on the complexificationMc ofM. This is the equilibrium
measure of the Langevin process onMc. When the criteria
for convergence, outlined in [15, 19], are met observables
calculated with either measure have the same expectation
value.
The Langevin process is given by
dφR = KR dt+ dw , (2)
dφI = KI dt , (3)
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where t is known as the Langevin time, and dw is a Wiener
process normalised as 〈dw2〉 = 2dt. The drifts are given
by
KR = −Re [∇φ S[φR + iφI ]] , (4)
KI = −Im [∇φ S[φR + iφI ]] . (5)
The choice to add the Wiener process only for the real
field is arbitrary and can be generalised. However, studies
have shown that it is more beneficial to add noise only
to the real part of the forces, see e.g. [42]. The process
is said to produce correct results if the expectation value
for a generic observable O for asymptotically long times,
〈O〉∞, agrees with the ‘correct’ expectation value, calcu-
lated with the original complex measure
〈O〉∞ = 〈O〉c ≡
∫
Dφ O(φ) e−S . (6)
The complexification of the original manifold implies mak-
ing all fields complex-valued. In the case of gauge theories
this means relaxing the unitary constraint of the gauge
links, thus allowing the full space of non-singular matrices
to be explored. For QCD this implies that the standard
colour group SU(3) is extended to SL(3,C), which is not
a compact group. Group elements can be arbitrarily far
away from SU(3), thus contradicting the criteria for cor-
rectness. The method of gauge cooling [21, 22] was con-
structed as a means to bring the evolution closer to the
unitary manifold in a gauge invariant way.
Gauge cooling consists of a series of gauge transform-
ations constructed to reduce the distance to SU(3) in a
steepest descent fashion. A recent discussion on how gauge
cooling stabilises complex Langevin dynamics can be found
in [43]. In that work, the authors carry out analytical and
numerical studies of the effects of gauge cooling on SU(2)
and SU(3) Polyakov chains. They point out four main ef-
fects of gauge cooling: (i) the removal of a large number
of redundant degrees of freedom, (ii) some components of
the drift no longer have any effect on the dynamics, (iii)
emergence of additional drift terms towards the unitary
manifold supporting stability of the simulation, and (iv)
the introduction of singularities in the drift. (i) - (iii) sta-
bilise the Langevin dynamics and support requirements
for the criteria of correctness, while implications of (iv)
remain still unknown.
2.2 Criteria for Correctness
Correct convergence of the complex Langevin technique
holds if the expectation value of an observable O over the
probability distribution P (φR, φI ; t) agrees with that cor-
responding to the time-evolved complex measure ρ(φ; t)
〈O〉P (t) = 〈O〉ρ(t) . (7)
The important step in the proof of correctness is the in-
troduction of an interpolation function connecting the left
and right-hand side of (7)
FO(t, τ) =
∫
DφRDφI P (φR, φI ; t− τ)O(φR, φI ; τ) . (8)
Here the interpolating parameter τ is such that 0 ≤ τ ≤ t.
For τ = 0 (8) reproduces the LHS of (7) and for τ = t
the RHS is recovered assuming P (φR, φI ; 0) = ρ(φ; 0), see
equation (27) in [19] for a derivation. Correct convergence
of the complex Langevin process requires the interpolat-
ing function to be τ -independent. This can be proven to
hold in the absence of boundary terms arising from the
integral (8) (most prominently in φI -direction). This will
be further discussed in the next section.
The formal argument of correctness relies on the holo-
morphicity of the action and hence of the drift. However,
the justification of correctness can be extended also to the
presence of meromorphicity. For instance, in QCD zeros
of the fermion determinant give rise to poles in the drift.
Correctness can be ensured if the distribution P vanishes
sufficiently fast close to poles [44,45]. In practice, this can
be verified a posteriori. It should be noted, however, that
a pole lying inside the distribution P can lead to a separ-
ation of configuration space and to ergodicity problems.
Complex Langevin studies of chiral random matrix
theory [26, 46] and of effective Polyakov line models [47]
have identified the branch cut of the logarithm in the ef-
fective action as a source of failure of correct convergence.
The ambiguity of the complex logarithm induces a wind-
ing of the CL trajectory around a pole in the drift. How-
ever, simulations of full QCD indicate that the winding is
not relevant for the correctness of the method there [45].
The criteria for correctness have to be checked for
every observable. Care has to be taken in the presence
of poles. Results are affected by the interplay of the pole
order and the behaviour of the distribution P and the
observables around the pole.
In [20, 48] the criteria of correctness are formulated
from a slightly different but equivalent view point. There,
the authors point out that the exponential (power-law)
fall-off behaviour of the probability distribution associ-
ated with the drift indicates directly if CL works (fails).
It is argued that this constitutes a necessary and sufficient
criterion. The proof of the key identity (6) is facilitated in
terms of two ingredients. (i) formulating the correctness
criteria (7) in terms of a discretized Langevin time ex-
pansion (ε-expansion) of the time-evolved observable and
the probability distribution P (φR, φI ; t), and (ii) relaxing
the assumption that the radius of convergence τ in the
corresponding series expansion of the time evolution (8)
is infinite to being finite. Correctness of the CL process
follows if the ε-expansion is valid. The latter stands and
falls with the exponential decay of the drift histogram.
Moreover, it is interpreted that – which is relevant for the
next section – the appearance of boundary terms arising
from an integration by parts in the τ -derivative of the in-
terpolation function is related to the breakdown of the
ε-expansion. The criterion is probed in numerical simu-
lations using simple models [20], gauge theories [48] and
for full QCD [49]. For a comparison of the drift criterion
within a recent study on correctness in terms of boundary
terms see [50].
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3 Recent developments
3.1 Boundary terms
The condition of (8) being τ -independent can be written
as
∂
∂τ
FO(t, τ) = lim
Y→∞
BO(Y ; t, τ) = 0 , (9)
where Y is a cutoff in the non-compact directions and the
middle term is a boundary term left from the integration
by parts
BO(Y ; t, τ) =∫
DφR [KI(φR, Y )P (φR, Y ; t− τ)O(φR + iY ; τ)
−KI(φR,−Y )P (φR,−Y ; t− τ)O(φR − iY ; τ)] . (10)
This term has been recently investigated in [50] for a
simple one plaquette model with U(1) symmetry. In that
model, (10) is non-zero and spoils the correctness of ex-
pectation values. Moreover it has been shown that the
boundary term can be determined stochastically from the
Langevin process. Comparisons with numerical solutions
of the Fokker-Planck equation (FPE), which describes the
evolution of P , have been performed. This is however very
difficult in higher dimensions. It is shown that the addition
of a regulator term to the action is capable of reducing the
boundary terms.
In [51], studies of boundary terms have been deepened
in the U(1) one plaquette model and for the Polyakov
chain. This has been also extended to field theories such
as the three-dimensional XY model as well as HDQCD.
In the case of gauge theories, the boundary terms appear
to be related to the distance to the unitary manifold, typ-
ically measured via the unitarity norm [21]. Moreover, it
has been shown that boundary terms provide an estimate
of the error of the Langevin process compared to the cor-
rect results. The quantification of the latter relies on the
assumption that the boundary term for the observables
of interest is maximal at τ = 0. From the analysis of the
FPE this was shown to hold in the U(1) one-plaquette
model for some classes of observables. The error estima-
tion demands the calculation of ‘higher order’ boundary
terms which are numerically more expensive. The useful-
ness of this measure is currently seen to depend on the
model being simulated and is under further investigation.
There are indications that the aforementioned assumption
for the τ = 0 behaviour is not valid for HDQCD.
Table 1 summarises results from complex Langevin
simulations of HDQCD from [51]. It is worth noticing
that the magnitude of B is typically an order of mag-
nitude larger than the error across a wide range of inverse
couplings. The errors were computed by comparing the
CL results with reweighting simulations. Table 2 shows
results for the three-dimensional XY model, obtained us-
ing the dual worldline formulation [52] and with complex
Langevin. The CL results were corrected using the bound-
ary term analysis in [51]. The explicit computation of the
boundary terms may hence serve to correct simulations
with non-zero contribution from them.
Table 1. Boundary terms and the error of the complex
Langevin simulations for the spatial plaquette in a HDQCD
simulations with volume 64, µ = 0.85, NF = 1, and κ = 0.12,
as shown in [51].
β B CL error
5.1 −0.578(22) 0.056729(28)
5.5 −0.2808(99) 0.020075(24)
5.8 −0.03058(14) −0.004869(54)
6.0 −0.00378(49) −0.000639(25)
Table 2. Comparison of the worldline and the corrected com-
plex Langevin simulations for the three-dimensional XY model,
as shown in [51].
β µ2 worldline corrected CL
0.2 10−6 −0.062288(17) −0.06630(53)
0.2 0.1 −0.062295(18) −0.06716(90)
0.2 0.2 −0.062299(11) −0.0686(17)
0.7 10−6 −1.48219(35) −1.482283(34)
0.7 0.1 −1.52398(35) −1.52399(72)
0.7 0.2 −1.56641(20) −1.56476(48)
In state-of-the-art full QCD simulations the boundary
terms have to be monitored. In order to keep them small
the CL trajectory is cut off when a prescribed threshold of
the unitarity norm is reached [53]. Moreover, decreasing
β can cause an increase in the boundary terms.
3.2 Dynamic stabilisation
In ref. [31] it was noticed that for some simulations the
Langevin process would initially converge to the correct
value (comparing with reweighting, when applicable) and
then slowly drift to an incorrect one, despite the use of
gauge cooling. The departure from the correct result al-
ways coincided with the increase in the distance of the field
configurations from the unitary manifold. The method of
dynamic stabilisation (DS) was then proposed. The idea
is to add a term to the Langevin drift itself, which aims
to (a) be small in comparison to the drift originating from
the action; (b) vanish in the na¨ıve continuum limit; (c)
affect only the non-compact directions of fields; (d) be
SU(3) gauge invariant.
The additional force proposed in [54] is
Kx,µ → Kx,µ + iαDSMx, (11)
where Mx is proportional to a power of the unitarity norm.
This choice of force, however, is non-holomorphic and thus
violates the criteria of correctness. The real parameter αDS
controls the strength of the DS term. Given the complex-
ity of gauge theories, it is difficult to predict its effects
on the CL simulations a priori, except in two limiting
cases: when αDS is very small, the DS term will have a
negligible effect and the dynamics should remain essen-
tially unchanged; conversely, for large values of the con-
trol parameter the DS force heavily suppresses excursions
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Table 3. Data comparing HMC vs. complex Langevin (CL)
simulations at vanishing chemical potential for two observ-
ables: plaquette and chiral condensate ψψ. These simulations
used four flavours of na¨ıve staggered fermions with β = 5.6
and quark mass amq = 0.025 as shown in [54].
plaquette ψψ
Volume HMC CL HMC CL
64 0.58246(8) 0.58245(1) 0.1203(3) 0.1204(2)
84 0.58219(4) 0.58220(1) 0.1316(3) 0.1319(2)
104 0.58200(5) 0.58201(4) 0.1372(3) 0.1370(6)
124 0.58196(6) 0.58195(2) 0.1414(4) 0.1409(3)
into the non-unitary directions of SL(3,C), thus effectively
re-unitarising the theory. The optimal values for αDS are
found in a region where expectation values of the observ-
ables are least sensitive to it. Calculating the boundary
terms explicitly could provide a non-heuristic way of de-
termining optimal values of αDS.
Agreement between complex Langevin and HMC at
zero chemical potential can be found when Dynamic Sta-
bilisation is used. Table 3 shows the accuracy that can
be achieved. At vanishing chemical potential there is no
sign problem, so that CL and HMC simulations should
agree. However, the bi-linear noise scheme (see, e.g., [29])
provides real drifts only on average. Thus a small source
of complexity is always present, even though the theory it-
self is real. Without Dynamic Stabilisation this eventually
leads to the failure of CL.
3.3 Deformation technique
When the quark chemical potential is sufficient for the
formation of bound states, the fermion determinant ex-
hibits zeros. When the Langevin process explores regions
around those zeros the drift becomes near-singular, lead-
ing to unstable simulations. In ref. [55] the fermion matrix
is changed by the addition of a term iαψ(x)(γ4⊗ γ4)ψ(x)
to the Lagrangian density, where the γ4’s act on spinor
and flavour indices, respectively. This deformation, for α
large enough, moves the eigenvalue distribution of the fer-
mion matrix away from zero.
Studies have been performed using a lattice of volume
43 × 8, coupling β = 5.7, quark mass am = 0.05, and
chemical potential 0.4 ≤ aµ ≤ 0.7. Histograms of the
Langevin drift show a power-law behaviour for α < 0.3,
while the baryon number density and chiral condensate
show a phase transition at α ∼ 0.6. These observations
indicate that an extrapolation from the deformed to the
original manifolds should only use points simulated with
0.3 < α < 0.6. Extrapolated values for the number density
and chiral condensate simulated with CL were compared
to RHMC simulations in the phase-quenched ensemble as
a function of the chemical potential. Both observables also
show a steeper dependence on µ in the CL simulations,
which is qualitatively consistent with the expectation that,
in the thermodynamic limit at zero temperature, physical
 0
 10
 20
 30
 40
 50
 60
 70
 80
 0  0.5  1  1.5  2  2.5  3  3.5  4
163*8, Symanzik, β=3.7
2-stout. NF=4, m=0.02
  T ≈ 260 MeV
mpi ≈ 525 MeV
∆ 
( p
 / T
4  
)
µ/T
Taylor exp. 6th order
Taylor exp. 4th order
Taylor exp. 2nd order
CLE
6th order fit
Figure 1. The pressure difference as a function of the chemical
potential as shown in [56]. The simulation parameters are listed
in the figure.
observables are independent of µ for µ < mN/3, for full
QCD, or µ < mpi/2, in the phase-quenched case.
3.4 QCD phase diagram
Simulations of the QCD phase diagram with fully dynam-
ical quarks are underway. Results have been reported for
high [56], low [49], and zero [57] temperature regimes. The
former two studies used four flavours of staggered quarks,
while the latter used two flavours. Additionally, a study of
the deconfinement transition in QCD with heavy pions can
be found in [58], where two flavours of Wilson quarks have
been considered. All works have employed gauge cooling
to reduce large explorations of non-unitary directions.
3.4.1 High temperature
In ref. [56] the complex Langevin simulations were en-
hanced by stout smearing [59] to smooth the gauge con-
figurations. To achieve this, the smearing procedure had
to be generalized to SL(3,C) link variables. In addition,
tree-level Symanzik improved gauge action was used for
a volume of 163 × 8. This allows a comparison between
the standard Wilson plaquette action and the improved
setup. The quarks are heavier than in nature to keep the
simulations numerically feasible, resulting in a pion mass
in the range of 500 to 700 MeV. A comparison between
standard Taylor expansion and complex Langevin simula-
tion allows an additional consistency check. Figure 1 (left
panel of figure 7 in [56]) shows the pressure difference using
a Taylor expansion up to 6th order as well as direct results
from complex Langevin simulations. The agreement is re-
markably good, so that complex Langevin can be used to
determine thermodynamic quantities, especially at high
temperatures.
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3.4.2 Low temperature
In refs. [49, 60] the authors study a lower temperature
setup with β = 5.7 and am = 0.01 for two lattice volumes:
83× 16 and 163× 32. In order to ensure reliability of their
results, they used the criterion based on the distribution
of the Langevin drift [20], described at the end of section
2.2. They found that the average quark number exhib-
its a plateau at 〈N〉 = NfNcNs = 24 as a function of
the chemical potential. The observed plateau was under-
stood qualitatively in terms of a picture of free fermions
at zero temperature: due to the discreteness of the lat-
tice momenta, NfNcNs is the maximum number of zero
momentum quarks that can exist until the chemical poten-
tial is large enough to excite the first non-zero momentum
states. This interpretation is possible due to the smallness
of the gauge coupling considered, making a picture of free
fermions valid. For a larger volume, they found that the
plateau shifts to smaller values of µ. This is expected, as
the discrete momentum states become closer.
3.4.3 Zero temperature
In a complementary study of QCD at zero temperature
and finite chemical potential the authors of ref. [57] used
a setup of β = 5.6 at volume 124 and β = 5.7 with volume
164, both cases with quark mass am = 0.025 and two fla-
vours of staggered quarks for their CL simulations, aug-
mented with gauge cooling. They found that, in general,
simulations at smaller coupling (β = 5.7) produced res-
ults closer to the correct ones, when those were available,
also reporting that the average unitarity norm decreases
as the continuum limit is approached, in accordance with
the findings of [31]. However, the expected transition from
hadronic to nuclear matter at µ ≈ mN/3, where mN is
the nucleon mass, is not seen. No signs of new, exotic
phases of matter, such as colour-superconductors were
found for µ ≥ mN/3, and there is no indication of dif-
ferences between the full theory and its phase-quenched
approximation for aµ ≥ 0.5, but not large enough where
saturation is dominant.
It is argued in ref. [57] that the discrepancy between
simulation results and physical expectations could be due
to a number of issues complex Langevin simulations face.
One possibility is that CL is known to converge to phase-
quenched results in some random matrix theories [28], al-
though this has not been observed in HDQCD. Another is
that CL produces correct results for non-singular observ-
ables, but those used in ref. [57] do have poles.
Lastly, for small temperatures and finite µ, the CL
faces severe problems because the eigenvalues of the Dirac
matrix approach zero. Therefore the matrix becomes ill-
conditioned and standard algorithms such as the conjug-
ate gradient method break down. The latter represents
the backbone of calculating the fermionic drift force. In
ref. [61] the method of selected inversion has been sugges-
ted. It is a purely algebraic technique based on the LU
decomposition where a subset of the elements of the in-
Table 4. The fitted curvature and Tc(0) for two flavour Wilson
fermions with Ns = 12 and 16 using two different methods
taken from [58]. The curvature has the form Tc(µ) = Tc(0) −
κ2
9µ
Tc(0)
. More details on the two methods can be found in
section IIIA and IIIB of [58].
Method Ns κ2 Tc(0)/MeV
fit B3 12 0.001002(96) 303(2)
shift B3 12 0.001167(55) 297(3)
fit B3 16 8.1(2.4)× 10−4 270(10)
shift B3 16 0.001042(53) 279(3)
verse matrix is computed, thus making it cheaper than a
full inversion.
3.5 Deconfinement transition
In ref. [58] the phase diagram of QCD in the T -µ plane
was investigated with two flavours of Wilson quarks, for
chemical potentials up to µ ∼ 5T using CL. The study was
carried out with a relatively high pion mass of mpi ≈ 1.3
GeV, different lattice sizes, and focused on determining
the deconfinement phase transition line.
The traditional parametrisation of the critical temper-
ature for small chemical potentials by a polynomial was
used. By analysing the Binder cumulant of the Polyakov
loop and of its fluctuations, it was possible to determine
the curvature κ2 of the transition line. It has also been
noticed that κ2 has a non-monotonic behaviour as a func-
tion of the quark mass. Despite the transition being a
smooth crossover for the parameters considered the crit-
ical temperature can be determined relatively well using
the Binder cumulant. A summary of the results is shown
in Table 4.
4 Summary
Recent developments on the complex Langevin method
have shown promising progress. An important step has
been to go beyond the analysis of the correctness criteria
in simple models to a practical approach, which is ap-
plicable to field theories. With the determination of the
boundary terms the error on the complex Langevin pro-
cess can be estimated and, in some cases, compensated
for. Challenges however remain in the development of this
novel approach for full QCD.
From a different angle, dynamic stabilization provides
a viable technique for the CL to be applied to the regions
of lower temperatures and medium densities. Addition-
ally, analysis of boundary terms, both numerically and
analytically, may be able to provide a consistent way of
optimising the control parameter of DS.
First results for CL simulations of the phase diagram of
full QCD have recently appeared. Despite the lack of evid-
ence for the expected transition from hadronic to nuclear
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matter at zero temperature, results at low, but finite, tem-
perate are encouraging and can be understood physically.
The agreement with Taylor expansion at high temperat-
ures is a major step towards the ultimate goal of simulat-
ing the QCD phase diagram using the complex Langevin
method.
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