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Abstract
We propose and analyze a symmetric version of the Zassenhaus for-
mula for disentangling the exponential of two non-commuting operators.
A recursive procedure for generating the expansion up to any order is pre-
sented which also allows one to get an enlarged domain of convergence
when it is formulated for matrices. It is shown that the approximations
obtained by truncating the infinite expansion considerably improve those
arising from the standard Zassenhaus formula.
Institut de Matema`tiques i Aplicacions de Castello´ (IMAC) and
Departament de Matema`tiques, Universitat Jaume I, E-12071 Castello´n,
Spain.
1 Introduction
It is a well known fact that, given two arbitrary n × n matrices A and B, the
following two statements are equivalent:
(a) A and B commute.
(b) exp(λA+ λB) = exp(λA) exp(λB) for all values of the scalar λ.
If, on the other hand, AB 6= BA and the matrix eλA eλB is the exponential
of some matrix D, then D can be written as D = λ(A + B) + C, where the
additional term C is due to the non-commutativity of A and B. This, of course,
is related with the celebrated Baker–Campbell–Hausdorff formula [1].
One could also consider the dual problem, namely, to get matrices C1, C2, . . .
such that eλ(A+B) = eλA eλB eC1(λ) eC2(λ) · · · , so that the exponential eλ(A+B)
can be ‘disentangled’. The Zassenhaus formula establishes this fact that pro-
vides explicit expressions for C1, C2, . . . in terms of A and B [2]. It turns out
that the commutator
[A,B] = AB −BA
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plays a fundamental role when analyzing both issues.
To establish the Zassenhaus formula in a general setting, we consider two
non commuting indeterminate variables X, Y and the unital associative algebra
of formal power series in X, Y over the field K, denoted by K〈X,Y 〉. Here K
can be, say, Q, R or C. With the operation X,Y 7−→ [X,Y ] it is possible to
introduce a commutator algebra [K〈X,Y 〉]. Then, in [K〈X,Y 〉] the set of all
Lie polynomials in X and Y (i.e., all possible expressions obtained from X,
Y by addition, multiplication by elements in K and the commutator) forms a
subalgebra L(X,Y ), which turns out to be a free Lie algebra with generators
X, Y [3, 4]. It is clear then that every Lie polynomial in L(X,Y ) is also a
polynomial in K〈X,Y 〉 (one only has to remove all commutators by the rule
[a, b] = ab− ba).
With this notation, the Zassenhaus formula establishes that the exponential
eX+Y can be uniquely decomposed as
eX+Y = eX eY
∞∏
n=2
eCn(X,Y ) = eX eY eC2(X,Y ) eC3(X,Y ) · · · eCk(X,Y ) · · · , (1.1)
where Ck(X,Y ) is a homogeneous Lie polynomial in X and Y of degree k
[2, 5, 6, 7, 8]. The first terms read explicitly
C2(X,Y ) = −1
2
[X,Y ]
C3(X,Y ) =
1
3
[Y, [X,Y ]] +
1
6
[X, [X,Y ]]
C4 = − 1
24
[X, [X, [X,Y ]]]− 1
8
[Y, [X, [X,Y ]]]− 1
8
[Y, [Y, [X,Y ]]].
There are several procedures to get the terms in the expansion (1.1) [5, 6, 8].
In particular, a recursive algorithm has been designed in [9] for obtaining Cn
up to a prescribed value of n directly in terms of the minimum number of
independent commutators involving n operators X and Y . The algorithm, in
addition, can be easily implemented in a symbolic algebra system without any
special requirement, beyond the linearity property of the commutator.
Given the ubiquity of exponentials of sums of operators in physics and
mathematics, it is natural to find applications of Zassenhaus formula in many
different fields: periodically driven quantum systems [10], quantum nonlinear
optics [11], q-analysis in quantum groups [12], the Schro¨dinger equation in the
semiclassical regime [13], hypoelliptic differential equations [14] and splitting
methods in numerical analysis [15], just to quote a few. Of course, in these
applications one truncates the infinite product (1.1) at some n and then takes
the approximation
eX+Y ≈ eX eY eC2(X,Y ) eC3(X,Y ) · · · eCn(X,Y ).
Whereas the factorization (1.1) is well defined in the above setting, i.e. in
K〈X,Y 〉 (or more specifically, in the subalgebra L(X,Y ) of [K〈X,Y 〉]), it has
only a finite radius of convergence when X and Y are elements of a Banach
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Lie algebra (in particular, when they are n × n real or complex matrices).
Specifically,
lim
n→∞ e
X eY eC2 · · · eCn = eX+Y (1.2)
only in a certain subset of the plane (‖X‖, ‖Y ‖) [5, 16]. Thus, in [9] it is
shown that the convergence domain contains the region ‖X‖ + ‖Y ‖ < 1.054,
and extends to the points (‖X‖, 0) and (0, ‖Y ‖) with arbitrarily large values of
‖X‖ or ‖Y ‖.
Instead of (1.1), it is also possible to consider the “left-oriented” Zassenhaus
formula
eX+Y = · · · eCˆ4(X,Y ) eCˆ3(X,Y ) eCˆ2(X,Y ) eY eX , (1.3)
but the respective exponents are closely related: Cˆi(X,Y ) = (−1)i+1Ci(X,Y ),
for i ≥ 2. A third possibility would consist in taking left-right palindromic
factorizations, either of the form
eX+Y = e
X
2 e
Y
2 eC2 eC3 · · · eCn · · · eCn · · · eC3 eC2 eY2 eX2 (1.4)
or
eX+Y = · · · eDn · · · eD2 eY2 eX eY2 eD2 · · · eDn · · · . (1.5)
As a matter of fact, left-right symmetric compositions are usually preferable
when integrating numerically systems of differential equations with splitting
methods [17]. In this context, the leapfrog/Sto¨rmer–Verlet/Strang splitting is a
paradigmatic example. These methods preserve the time-symmetry of the con-
tinuous system and the asymptotic expansion of their local error only contains
even powers of the step size parameter, thus conferring favorable properties to
the numerical approximations [18, 19].
Motivated by the recent use of [9] in different contexts (i.e., periodically
driven quantum systems [10], quantum predictive filtering [20], motion of a
quantum particle in a magnetic monopole field [21], quantum nonlinear optics
[11]) and the aforementioned advantages of left-right symmetric compositions,
in this paper we explore the possibility of constructing in a systematic way the
different exponents in the factorization (1.4) and test its main features on several
examples. More specifically, we have the following goals in mind: first, we wish
to establish its validity; second, to enlarge the convergence domain of the usual
Zassenhaus formula and also to speed up its rate of convergence, and third, to
discern whether it is possible to get a more accurate approximation when the
factorization is truncated at some given term n. In fact, approximations of this
kind have already been considered by [13, 22] in the context of designing new
integration methods for the Schro¨dinger equation in the semiclassical regime,
whereas in [20] the composition (1.5) is used for Hermitian operators.
Here we propose a systematic procedure that allows us to get the terms
Ck in the factorization (1.4) in a more efficient way than by considering the
Baker–Campbell–Hausdorff formula and also to obtain better estimates for the
convergence of the expansion. Finally, to fully appreciate the advantages of
using the symmetric version of the Zassenhaus formula (1.4) instead of the usual
one (1.1), we apply it to a pair of physical examples involving finite-dimensional
Lie subalgebras of operators, as well as real matrices.
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2 A symmetric version of the Zassenhaus formula
In this section we constructively prove the following theorem, which constitutes
a generalization of the factorization (1.1).
Theorem 2.1 (Symmetric Zassenhaus Formula). Under the same hypotheses
than the usual Zassenhaus formula (1.1), eX+Y can also be uniquely decomposed
as
eX+Y = e
X
2 e
Y
2
( ∞∏
n=2
eCn(X,Y )
) (
2∏
n=∞
eCn(X,Y )
)
e
Y
2 e
X
2
≡ eX2 eY2 eC2 eC3 · · · eCk · · · eCk · · · eC3 eC2 eY2 eX2 , (2.1)
where Ck(X,Y ) is again a homogeneous Lie polynomial in X and Y of degree
k (in principle different from the corresponding Lie polynomials appearing in
(1.1)). Moreover, in (2.1) all terms C2k vanish identically, so that
eX+Y = e
X
2 e
Y
2 eC3 eC5 · · · eC2k+1 · · · eC2k+1 · · · eC5 eC3 eY2 eX2 . (2.2)
We first show that C2k ≡ 0 for all k, i.e., only Lie polynomials of odd degree
appear in (2.1). To see this, let us introduce a parameter λ > 0 multiplying
each variable X and Y and denote
Ψ(λ) ≡ eλ(X+Y ) (2.3)
= e
λ
2
X e
λ
2
Y eλ
2C2 eλ
3C3 · · · eλkCk · · · eλkCk · · · eλ3C3 eλ2C2 eλ2 Y eλ2X .
On the one hand it is true that Ψ−1(−λ) = (e−λ(X+Y ))−1 = Ψ(λ). On the
other hand,
Ψ−1(−λ) = eλ2X eλ2 Y e−λ2C2 eλ3C3 e−λ4C4 · · · e−λ4C4 eλ3C3 e−λ2C2 eλ2 Y eλ2X ,
so that by comparing with the second line of (2.3), it follows that all terms
containing an even number of operators X, Y in (2.1) vanish identically.
The terms Ck in (2.3) can be obtained, of course, in a number of ways. For
instance, by taking the n-derivative of both terms in (2.3) with respect to λ at
λ = 0 and equating both of them lead to the expression of Cn, n = 2, 3, . . ..
Alternatively, one has
Cn =
1
2n!
( dn
dλn
(
e−λ
n−1Cn−1 · · · e−λ2C2e−λ2 Y e−λ2Xeλ(X+Y )
e−
λ
2
Xe−
λ
2
Y e−λ
2C2 · · · e−λn−1Cn−1))
λ=0
. (2.4)
Working out this recursion is not an easy task, however, and furthermore it
does not provide Cn directly in terms of elements in L(X,Y ), i.e., in terms of
commutators. Another possibility consists in applying the Baker–Campbell–
Hausdorff formula, as in [13], but of course one needs to construct this formula
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in advance and the procedure is not optimal with respect to computer time and
memory resources.
Next, we present yet another recursive algorithm for generating Cn directly
in terms of commutators. The procedure can be better understood by con-
sidering the general composition (2.1). This, in addition, can be used as an
additional check for the algorithm, in the sense that all the exponents C2k
obtained with it have to vanish.
First we introduce the products
R1(λ) = e
−λ
2
Y e−
λ
2
X eλ(X+Y ),
Rn(λ) = e
−λnCn e−λ
n−1Cn−1 · · · e−λ2C2 R1(λ) = e−λnCn Rn−1(λ), n ≥ 2.
(2.5)
It is clear from (2.3) that
Rn(λ) = e
λn+1Cn+1 eλ
n+2Cn+2 · · · eλn+2Cn+2 · · · eλ2C2 eλ2 Y eλ2X (2.6)
for all n ≥ 1. In this expression, as in (2.1), the first dots indicate that the
index n first increases (up to infinity) and then decreases again. Finally, we
introduce
Fn(λ) ≡
(
d
dλ
Rn(λ)
)
Rn(λ)
−1, n ≥ 1. (2.7)
When n = 1, and taking into account the expression of R1(λ) given in (2.5),
we get
F1(λ) =
(
d
dλ
R1(λ)
)
R1(λ)
−1 = −Y
2
+ e−
λ
2
adY
(
e−
λ
2
adXY +
X
2
)
, (2.8)
where
eadAB = eABe−A =
∑
n≥0
1
n!
adnAB
and the “ad” operator is defined as
adAB = [A,B], ad
j
AB = [A, ad
j−1
A B], ad
0
AB = B.
Working out expression (2.8) one arrives at the power series
F1(λ) =
∞∑
`=0
f1,` λ
`, (2.9)
with
f1,0 =
1
2
(X + Y ), (2.10)
f1,` =
(−1)`
2`
 1
2`!
ad`YX +
∑`
j=0
1
j!(`− j)! ad
`−j
Y ad
j
XY
 , ` ≥ 1.
5
A similar expansion can be obtained for Fn(λ), n ≥ 2, by considering the
expression of Rn(λ) given in (2.5) and the relation (2.7). More specifically,
Fn(λ) = −nCn λn−1 + e−λnCn
(
d
dλ
Rn−1(λ)
)
Rn−1(λ)−1 eλ
nCn
= −nCn λn−1 + e−λnCn Fn−1(λ) eλnCn = −nCn λn−1 + e−λnadCnFn−1(λ)
= e−λ
nadCn (Fn−1(λ)− nCn λn−1),
(2.11)
so that
Fn(λ) =
∞∑
`=0
fn,` λ
`, with fn,` =
[`/n]∑
j=0
(−1)j
j!
adjCn f˜n−1,`−nj , (2.12)
where [`/n] denotes the integer part of `/n and
f˜n−1,` =
{
fn−1,` ` 6= n− 1
fn−1,` − nCn, ` = n− 1.
If we take instead the expression (2.6) for R1 and evaluate again F1 according
with (2.7) we arrive at
F1(λ) = 2C2 λ+
∞∑
j=3
j λj−1 eλ
2adC2 · · · eλj−1adCj−1Cj
+
∞∑
j=2
j λj−1
( ∞∏
k=2
eλ
kadCk
)(
j+1∏
k=∞
eλ
kadCk
)
Cj (2.13)
+
( ∞∏
k=2
eλ
kadCk
)(
2∏
k=∞
eλ
kadCk
)
G1(λ),
where
G1(λ) =
1
2
(
Y + e
λ
2
adYX
)
.
Explicitly,
G1(λ) =
∞∑
`=1
g1,` λ
`, (2.14)
with
g1,0 =
1
2
(X + Y ), g1,` =
1
`! 2`+1
ad`YX. ` ≥ 1. (2.15)
Analogously, for n ≥ 2 one has
Fn(λ) = (n+ 1)Cn+1 λ
n +
∞∑
j=n+2
j λj−1 eλ
n+1adCn+1 · · · eλj−1adCj−1Cj
+
∞∑
j=n+1
j λj−1
( ∞∏
k=n+1
eλ
kadCk
)(
j+1∏
k=∞
eλ
kadCk
)
Cj (2.16)
+
( ∞∏
k=n+1
eλ
kadCk
)(
n+1∏
k=∞
eλ
kadCk
)
Gn(λ),
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in terms of
Gn(λ) = nλ
n−1Cn + eλ
nadCnGn−1(λ).
In this case,
Gn(λ) =
∞∑
`=0
gn,` λ
`, with gn,` =
[`/n]∑
j=0
1
j!
adjCn g˜n−1,`−nj , (2.17)
and
g˜n−1,` =
{
gn−1,` ` 6= n− 1
gn−1,` + nCn, ` = n− 1.
Now, comparing (2.9) with (2.13), it is clear that the term independent of λ in
both expressions is exactly the same (f1,0 = g1,0), whereas for the term in λ we
get
f1,1 = 2C2 + 2C2 + g1,1,
so that
C2 =
1
4
(f1,1 − g1,1) = 1
4
(
−1
4
adYX − 1
2
adXY − 1
4
adYX
)
= 0.
The exponent C3 can be obtained by comparing analogously terms in λ
2 in the
expressions (2.12) and (2.16) when n = 2: f2,2 = 3C3 + 3C3 + g2,2. Proceeding
by induction, we get in general for the term in λk−1
fk−1,k−1 = 2kCk + gk−1,k−1
whence
Ck =
1
2k
(fk−1,k−1 − gk−1,k−1) , k ≥ 2. (2.18)
From the previous discussion, the algorithm for generating the exponents
Ck, k = 3, 5, 7, . . . in (2.2) can be formulated as follows.
Define f1,k by eq. (2.10), k ≥ 0
Define g1,k by eq. (2.15), k ≥ 0
C3 =
1
6(f1,2 − g1,2)
For k = 3, 5, . . .
fk,0 = f1,0
gk,0 = g1,0
fk,` =
∑[`/k]
j=0
(−1)j
j! ad
j
Ck
fk−2,`−kj
fk,k−1 = −kCk + fk−2,k−1
gk,` =
∑[`/k]
j=0
1
j!ad
j
Ck
gk−2,`−kj
gk,k−1 = kCk + gk−2,k−1
Ck+2 =
1
2(k+2)(fk,k+1 − gk,k+1)
(2.19)
Here we must impose that C2k = 0. This procedure can be easily implemented
in a symbolic algebra system to render explicit expressions for the terms C2k+1
up to any value of k, although, in general, there is no guarantee a priori that
all commutators are independent, in contrast with the standard Zassenhaus
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formula [9]. Of course, algorithm (2.19) can be combined with the technique
presented in [23] for constructing a Hall basis in the free Lie algebra L(X,Y )
so as to get the exponents in that basis. In any case, up to k = 6 it turns out
that the C2k+1 produced as output by (2.19) are more compact than in the Hall
basis, with a reduced computational cost. For illustration, the number of terms
in C3, . . . , C13 is: 2, 6, 18, 54, 132, 630 (algorithm (2.19)) and 2, 6, 18, 56, 186, 630
(in the classical Hall basis). Notice in particular the remarkable reduction of
terms in C11. For illustration, the first terms read explicitly
C3 =
1
48
[X, [X,Y ]] +
1
24
[Y, [X,Y ]]
C5 =
1
3840
[X, [X, [X, [X,Y ]]]] +
1
960
[Y, [X, [X, [X,Y ]]]] +
1
640
[Y, [Y, [X, [X,Y ]]]]
+
1
960
[Y, [Y, [Y, [X,Y ]]]]− 1
960
[[X,Y ], [X, [X,Y ]]]− 1
480
[[X,Y ], [Y, [X,Y ]]].
A simple remark is worth noticing here: we can interchange the role of X and
Y and Theorem 2.1 is still valid, i.e., it is true that
eX+Y = e
Y
2 e
X
2 eC˜3 eC˜5 · · · eC˜2k+1 · · · eC˜2k+1 · · · eC˜5 eC˜3 eX2 eY2 . (2.20)
Moreover, although the terms C˜i differ from those appearing in (2.2), they
can be generated by applying the same recurrences (2.19) with the interchange
X ↔ Y .
3 Convergence of the symmetric Zassenhaus formula
Algorithm (2.19) not only generates in an efficient way all the terms in the
symmetric Zassenhaus formula (2.1) but is also very useful for establishing its
convergence when X and Y are elements of a Banach algebra A, i.e., an algebra
that is also a complete normed linear space with a sub-multiplicative norm,
‖X Y ‖ ≤ ‖X‖ ‖Y ‖.
If this is the case, then ‖adXY = [X,Y ]‖ ≤ 2 ‖X‖ ‖Y ‖ and, in general,
‖adnXY ‖ ≤ 2n‖X‖n ‖Y ‖.
To analyze the convergence, we proceed as in [16] and introduce, for n ≥ 2,
the truncated left-right palindromic expansion
Ψn(λ) ≡ eλ2X eλ2 Y eλ2C2 eλ3C3 · · · eλnCn eλnCn · · · eλ3C3 eλ2C2 eλ2 Y eλ2X (3.1)
with λ > 0. For n ≥ 2 and any k > 0, one has
Ψn+k(λ)−Ψn(λ) = Tn(λ)Un+k(λ)T ∗n(λ), (3.2)
where
Tn(λ) ≡ eλ2X eλ2 Y eλ2C2 eλ3C3 · · · eλnCn
Un+k(λ) ≡ eλn+1Cn+1 · · · eλn+kCn+k eλn+kCn+k · · · eλn+1Cn+1 − I
8
and
T ∗n(λ) = e
λnCn · · · eλ3C3 eλ2C2 eλ2 Y eλ2X .
Now it is clear that
‖Tn(λ)‖ ≤ exp
1
2
λ‖X‖+ 1
2
λ‖Y ‖+
n∑
j=2
λj‖Cj‖

and an identical bound holds for ‖T ∗n(λ)‖. On the other hand, from the estimate
‖eA eB − I‖ ≤ e‖A‖+‖B‖ − 1,
it follows by induction that
‖Un+k(λ)‖ ≤ exp
2 n+k∑
j=n+1
λj‖Cj‖
− 1.
In consequence,
‖Ψn+k(λ)−Ψn(λ)‖ ≤
exp
λ(‖X‖+ ‖Y ‖) + 2 n∑
j=2
λj‖Cj‖
 exp(2 n+k∑
j=n+1
λj‖Cj‖
)
− 1
 .
Suppose now that the series
M(λ) ≡ λ(‖X‖+ ‖Y ‖) + 2
∞∑
j=2
λj‖Cj‖ (3.3)
has a certain radius of convergence rz, say. Then, for λ < r < rz we have
2
n+k∑
j=n+1
λj‖Cj‖ → 0 as n→∞
and
exp
λ(‖X‖+ ‖Y ‖) + 2 n∑
j=2
λj‖Cj‖
 ≤ eM(r),
so that
‖Ψn+k(λ)−Ψn(λ)‖ ≤ eM(r)
exp(2 n+k∑
j=n+1
rj‖Cj‖
)
− 1
 ≡ Vn(r).
It is then clear that Vn(r)→ 0 as n→∞, or equivalently
‖Ψn+k(λ)−Ψn(λ)‖ → 0 as n→∞,
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whence the sequence of entire functions Ψn converges uniformly on any compact
subset of the ball B(0, rz), since A is complete. Let Ψ denote this limit,
lim
n→∞Ψn = Ψ.
The function Ψ(λ) is analytic in B(0, rz). Moreover, with the Ck obtained with
algorithm (2.19) (or alternatively, with expression (2.4)), one has(
dk
dλk
(Ψ(λ)
)
λ=0
= lim
n→∞
(
dk
dλk
(Ψn(λ)
)
λ=0
= (X + Y )k, k ≤ n
and thus Ψ(λ) is indeed eλ(X+Y ). We have then shown that, for λ ∈ B(0, rz),
the domain of convergence of the series (3.3), it is true that
lim
n→∞
(
e
λ
2
X e
λ
2
Y eλ
2C2 eλ
3C3 · · · eλnCn eλnCn · · · eλ3C3 eλ2C2 eλ2 Y eλ2X
)
= eλ(X+Y )
and moreover, the convergence is uniform on any compact subset of the ball
B(0, rz). We are thus led to obtain an estimate for rz, the radius of convergence
of the power series (3.3).
To this end, let us denote ‖X‖ = x, ‖Y ‖ = y. From (2.10) we have ‖f1,0‖ ≤
1
2(x+ y) ≤ (x+ y) and
‖f1,`‖ ≤ 1
`! 2`+1
‖ad`YX‖+
1
2`
∑`
j=0
1
j!(`− j)! ‖ad
`−j
Y ad
j
XY ‖
≤ 1
`! 2`+1
2` y` x+
1
2`
∑`
j=0
1
j!(`− j)!y
`−j xj y 2`−j 2j
=
1
2 `!
y` x+
∑`
j=0
1
j! (`− j)! y
`+1−j xj . (3.4)
Since
(x+ y)k =
k∑
j=0
(
k
j
)
xj yk−j =
k∑
j=0
k!
j! (k − j)! x
j yk−j ,
then
‖f1,`‖ ≤ 1
`!
(
1
2
y` x+ y (x+ y)`
)
(3.5)
≤ 1
`!
(x+ y)`+1 ≡ s1,`(x+ y)`+1.
Analogously, from (2.15) it is clear that ‖g1,0‖ ≤ (x+ y)/2 and
‖g1,`‖ ≤ 1
2`!
y`x ≤ 1
2`!
(x+ y)`+1 ≡ s˜1,`(x+ y)`+1, (3.6)
so that
‖C3‖ ≤ 1
6
(‖f1,2‖+ ‖g1,2‖) ≤ 1
8
(x+ y)3 ≡ r3(x+ y)3.
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Proceeding by induction according with algorithm (2.19) one has in general
‖fk,`‖ ≤ sk,`(x+ y)`+1, ‖gk,`‖ ≤ s˜k,`(x+ y)`+1, ‖Ck‖ ≤ rk(x+ y)k
with
s1,` =
1
`!
, sk,` =

[`/k]∑
j=0
1
j!
2j rjksk−2,`−kj , ` 6= k − 1
k rk + sk−2,k−1, ` = k − 1
,
s˜1,` =
1
2`!
, s˜k,` =

[`/k]∑
j=0
1
j!
2j rjks˜k−2,`−kj , ` 6= k − 1
k rk + s˜k−2,k−1, ` = k − 1
rk =
1
2k
(sk−2,k−1 + s˜k−2,k−1)
(3.7)
The series (3.3) converges if the power series
∑
k≥3 λ
krk(x + y)
k does, and a
sufficient condition is given by
lim
k→∞
rk+2λ
k+2(x+ y)k+2
rkλk(x+ y)k
= λ2(x+ y)2 lim
k→∞
rk+2
rk
< 1.
Convergence is then ensured as long as
λ(x+ y) <
1√
r
, (3.8)
where r ≡ limk→∞ rk+2rk . Computing the coefficients rk according with the
recursion (3.7) for sufficiently large values of k gives r ≈ 0.5717 and so the
symmetric Zassenhaus formula converges if λ(x+ y) < 1.3225.
A better estimate can be obtained, however, by taking sharper bounds for
‖f1,`‖ and ‖g1,`‖ and then applying again algorithm (2.19). Specifically, from
(3.5) and (3.6) we get, respectively
‖f1,`‖ ≤ d1,`, ‖g1,`‖ ≤ d˜1,`,
with d1,0 = d˜1,0 =
1
2(x+ y) and
d1,` =
1
`!
(
1
2
y` x+ y (x+ y)`
)
, d˜1,` =
1
2`!
y`x, ` 6= 0. (3.9)
Assume for clarity that λ = 1. Then, from the recursion (2.19) we have for
k = 3, 5, . . .
‖fk,`‖ ≤ dk,` ≡
[`/k]∑
j=0
1
j!
2j δjk dk−2,`−kj , dk0 = d10
‖fk,k−1‖ ≤ dk,k−1 ≡ k δk + dk−2,k−1 (3.10)
‖gk,`‖ ≤ d˜k,` ≡
[ `
/
k]∑
j=0
1
j!
2j δjk d˜k−2,`−kj , d˜k0 = d˜10
‖gk,k−1‖ ≤ d˜k,k−1 ≡ k δk + d˜k−2,k−1
‖Ck‖ ≤ δk ≡ 1
2k
(
dk−2,k−1 + d˜k−2,k−1
)
.
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As before, if the series
∑
k≥3 δk converges, so does M(λ = 1). Therefore,
sufficient condition for convergence of the symmetric Zassenhaus formula is
obtained by imposing
lim
k→∞
δk+2
δk
< 1. (3.11)
At this point it is worth remarking that, although not reflected by the no-
tation, dk,`, d˜k,` and δk all depend on (x, y) = (‖X‖, ‖Y ‖), and so condition
(3.11) implies in fact a constraint on the convergence domain (x, y) ∈ R2 of
the symmetric Zassenhaus formula. In Figure 1, we depict the (numerically
computed) domain D1 of such points (x, y). This has been obtained by consid-
ering a sufficiently fine partition in the x-axis and for each value of x we have
determined the highest value of y verifying condition (3.11) by computing the
coefficients dk,` and δk up to k = 401 (although considering a smaller value of
k the graph does no change significantly). The domain of convergence contains
the point (0.001, 1.539) and also the points (x, 0) with arbitrary large values of
x. On the other hand, since the roles of X and Y are interchangeable (equa-
tion (2.20)), we can obtain similar bounds for the terms C˜i simply by applying
the transformation x↔ y in (3.9) and (3.10), thus resulting in the domain D2
(symmetric of D1). The boundary of D1∪D2 corresponds to the thick solid line
in Figure 1. For completeness we have also included the estimate (3.8), i.e., the
region x+ y < 1.3225 (thin solid line) and also the convergence domain for the
standard Zassenhaus formula (1.1) obtained in [9] (dash-dotted curve). Notice
the great improvement obtained when considering the symmetric version of the
formula.
4 Examples
In this section we illustrate the behavior of the symmetric Zassenhaus formula
in comparison with the standard Zassenhaus formula on several examples of
physical and mathematical interest.
Example 1. In reference [10] several approximations for the effective Hamil-
tonian in periodically driven quantum systems are constructed. In particular,
the Zassenhaus formula is used to find factorized expressions for the individual
operators involved in a particular splitting of the evolution operator when the
different pieces of the Hamiltonian satisfy the following cyclic relations:
[X,Y ] = Z, [X,Z] = aY, [Y,Z] = 0, (4.1)
where a is a parameter. Then, a direct application of (1.1) leads to [10]
eX+Y = eX ef1(a)Y+f2(a)Z (4.2)
with
f1(a) =
1√
a
sinh
√
a, f2(a) =
1− cosh√a
a
.
12
0 1 2 3 4
0
1
2
3
4
ÈÈXÈÈ
ÈÈ
Y
ÈÈ
Figure 1: Bounds obtained for the convergence domain of the symmetric Zassenhaus
formula: D1 ∪ D2 (thick solid line) and region ‖X‖ + ‖Y ‖ < 1.3225 (thin solid line).
The result obtained in [9] for the standard Zassenhaus formula (1.1) is also included
for comparison (dash-dotted curve).
We can apply of course algorithm (2.19) and determine the successive terms
Ck. Then we find
C3 =
1
48
aY, C5 =
1
3840
a2Y, C7 =
1
645120
a3Y, . . .
so that
eX+Y = e
X
2 exp
(
Y +
1
24
aY +
1
1920
a2Y +
1
322560
a3Y + · · ·
)
e
X
2
and we arrive at the closed form result
eX+Y = e
X
2 ef3(a)Y e
X
2 , with f3(a) =
2√
a
sinh
(√
a
2
)
. (4.3)
It is worth noticing that a simpler expression for exp(X+Y ) is obtained in this
case which is also independent of the Z operator.
Example 2. A Lie algebra of interest for quantum mechanical problems re-
lated with the harmonic oscillator is spanned by the operators {Q,P,W ≡
P 2 +Q2, cI} with the commutation relations [7]
[P,Q] = cI, [W,P ] = −2cQ, [W,Q] = 2cP, [P, I] = [Q, I] = [W, I] = 0.
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An alternative set of operators is formed by {W,X, Y, sI}, where
X = Q− iP, Y = Q+ iP, W = XY − 1
2
sI, s = 2ic,
verifying
[W,X] = −sX, [W,Y ] = sY, [X,Y ] = sI. (4.4)
In this case, the symmetric Zassenhaus formula reduces to
eX+Y = e
1
2
X eY e
1
2
X .
On the other hand, algorithm (2.19) also provides a closed expression for
exp(X +W ). Specifically,
eX+W = e
1
2
X e
1
2
W eg(s)X e
1
2
W e
1
2
X ,
where the function g(s) is defined through the power series
g(s) =
∞∑
k=1
d2k+1s
2k (4.5)
whose first coefficients read
d3 = − 1
12
, d5 = − 1
480
, d7 = − 1
53760
, d9 = − 1
11612160
.
More in general, one has
eX+Y+W = e
1
4
X e
1
2
Y e
1
4
X e
1
2
W V e
1
2
W e
1
4
X e
1
2
Y e
1
4
X ,
with
V = e−h(s) e
1
2
g(s)X eg(s)Y e
1
2
g(s)X .
Here g(s) is the function introduced in (4.5) and
h(s) =
∞∑
k=1
d2k+14
k−1(2k − 3)s2k. (4.6)
Other closed form expressions for eX+Y+W are obtained, of course, by inter-
changing the role of the different operators in algorithm (2.19).
Example 3. Our next example illustrates in practice the differences between
the usual Zassenhaus formula and its symmetric version, both in the domain
of convergence and in their rate of convergence. To do that, we take two pairs
of random 20 × 20 matrices X and Y . The first couple is chosen in such a
way that the norm of X and Y both belong to the subset of D1 ∪ D2 within
the convergence domain of the standard Zassenhaus formula. Thus, we take
x = y = 0.5, compute the first 51 terms of both factorizations (2.2) and (1.1)
and finally determine the norm of the error of the respective approximations.
More specifically, we compute ‖eX+Y −Ψn‖, where
Ψn = e
1
2
X e
1
2
Y eC2 eC3 · · · e2Cn · · · eC3 eC2 e 12Y e 12X (4.7)
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with the Ci generated by (2.19) and
Ψn = e
X eY eC2 eC3 · · · eCn , (4.8)
with the terms Ci obtained in [9]. In Figure 2 we depict this error as a function
of the number of terms n in the approximation (4.7) corresponding to the
symmetric Zassenhaus formula (solid curve) and (4.8) for the standard non-
symmetric version (dashed line). Although the convergence of both procedures
is clearly visible from the graphs in this case, the rate of convergence of the
symmetric approximation is clearly faster.
For the second pair we take matrices X and Y such that x = y = 2.5, and
repeat the experiment, thus providing the top curves in Figure 2. Although we
are now clearly outside the guaranteed convergence domain of the symmetric
Zassenhaus formula, we observe that the approximations (4.7) still converges
to the exact result (although at a smaller rate of convergence). This is not the
case of the standard Zassenhaus formula, where the error does not diminish
significantly with n. We see then that our estimate for the convergence of the
symmetric Zassenhaus formula is not sharp: there are still matrices with larger
norm for which one gets convergent approximations.
0 10 20 30 40 50
-50
-40
-30
-20
-10
0
n
lo
g
ÈÈ
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Figure 2: Error (in logarithmic scale) of the approximation of order n = 51 for
random 20× 20 matrices with ‖X‖ = ‖Y ‖ = 2.5 (top curves) and with ‖X‖ = ‖Y ‖ =
0.5 (bottom) obtained with the standard Zassenhaus formula (dashed lines) and its
symmetric version (solid lines).
For convenience, we have also depicted in Figure 1 the exact location of
both pair of matrices by an empty and a full circle, respectively.
Example 4. For our final illustration we takeX and Y to be 2×2 matrices and
analyze the approximation Ψn(λ) in (3.1) obtained with the recurrence (2.19)
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as a function of λ for a given number of terms n. Specifically, we consider
X = pi
(
0 α
−1/α 0
)
, Y = pi
(
0 (10 + 4
√
6)α
(−10 + 4√6)/α 0
)
.
It turns out that eX+Y = eX eY = eY eX for all α 6= 0, although [X,Y ] 6= 0
[24], but eλ(X+Y ) 6= eλX eλY for λ 6= 1. We take α = 1/5, so that x = 15.7205,
y = 12.8379 (in the 2-norm), and depict the error ‖eλ(X+Y )−Ψn(λ)‖ for several
values of n in the approximation (3.1) vs. the parameter λ. Specifically, in
Figure 3 we collect the results achieved when n = 51 (dashed line), n = 101
(dash-dotted line) and n = 201 (solid line). We also carry out the analogous
computation for the standard Zassenhaus formula (curves labelled by NS-Z in
the figure). Notice the remarkable improvement obtained when considering the
symmetric approximation. Here, once again, we observe a convergent behavior
for values of x and y well beyond the domain D1∪D2 in Figure 1. In particular,
for λ = 0.13 we still have a valid approximation within 18 digits when n = 201.
NS-Z
0.00 0.05 0.10 0.15 0.20
-20
-18
-16
-14
-12
-10
-8
-6
Λ
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g
ÈÈeΛ
HX+
Y
L -
Y
n
HΛLÈ
È
Figure 3: Error in the approximation Ψn(λ) corresponding to (4.7) and (4.8) for
several values of n: 51 (dashed), 101 (dash-dotted) and 201 (solid). Curves labelled by
NS-Z correspond to the standard Zassenhaus formula.
In summary, we have analyzed a symmetric version of the Zassenhaus for-
mula for disentangling the exponential of the sum of two noncommuting op-
erators, eq. (1.4). We have developed a recursive procedure that allows one
in principle to get all the terms in the factorization up to a prescribed degree.
Compared with the usual Zassenhaus formula, eq. (1.1), it possesses a larger
domain of convergence in the matrix case and its rate of convergence is also
faster. Moreover, the examples considered show that, when the whole series
can be computed in closed form, the new procedure is able to provide more
compact expressions, whereas in the general case, if the factorization is trun-
cated at a certain degree n then one gets better approximations than with (1.1)
and at the same time the number of terms to compute is smaller (all terms for
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even n vanish). In consequence, one can advantageously replace (1.1) by its
symmetric version (1.4) in real applications.
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