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RESUME en français 
 L’isoforme α du récepteur activé par les proliférateurs de peroxysomes (PPARα) est 
un récepteur nucléaire (Chapitre I). Suite à son activation par diverses molécules, PPARα 
(Chapitre II) régule l’expression de nombreux gènes impliqués notamment dans le 
métabolisme des lipides. Grâce au développement d’une puce à ADN (Chapitre III) dédiée à 
PPARα et à son partenaire de dimérisation le récepteur X aux rétinoïdes (RXR), nous avons 
étudié les régulations géniques provoquées par PPARα lors de son activation par des stimuli 
i) pharmacologique (activateurs pharmacologiques de PPARα et RXR, Chapitre IV), ii) 
nutrititionel (acides gras alimentaires, Chapitre V) et iii) physiopathologique (jeûne, Chapitre 
VI). Ces travaux montrent que PPARα est très vraisemblablement l’objet d’une activation 
physiologique par les acides gras alimentaires ou issus de la lipolyse du tissu adipeux et que 
ses voies de signalisation subissent l’influence croisée de celles de son partenaire de 
signalisation RXR. 
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Liste des abréviations 
Seules les abréviations les plus utilisées dans ce manuscrit sont présentées ici. Les autres sont 
précisées dans le texte au fur et à mesure de leur utilisation. 
ADN :  Acide Désoxyribonucléique 
ADNc : Acide Désoxyribonucléique complémentaire 
AG :  Acide gras 
AGPI :  Acide gras polyinsaturé 
Apo :  Apolipoprotéine 
ARNm : Acide Ribonucléique messager 
C/EBP :  CAAT/enhancer binding protein 
CYP :  Cytochrome P450 
FAD : Flavine adénine dinucléotide 
FADH: forme réduite du FAD 
FADH2: forme réduite du FAD 
HDL :  High density lipoprotein 
IDL :  Intermediate density lipoprotein 
LDL :  Low density lipoprotein 
Lp-B :  Lipoprotéines à apoB (VLDL, IDL, LDL et chylomicrons) 
NAD+ : Nicotinamide adénine dinucléotide (forme oxydée) 
NADH : Nicotinamide adénine dinucléotide (forme réduite) 
NF-κB : Nuclear Factor-kappa B 
pb : paire de bases (unité de mesure de l’ADN qui se décline en Kb, Mb, etc.) 
PP : Proliférateur de peroxysomes 
PPAR : Peroxisome proliferator-activated receptor 
RN : Récepteur nucléaire 
RXR: Retinoid X Receptor 
SDS: Sodium dodécyl sulfate 
SREBP: Sterol regulatory element-binding protein 
SSC: Tampon salin sodium citrate 
STAT : Signal transducer and activator of transcription 
TNF-α: Tumor necrosis factor α 
VLDL :  Very low density lipoprotein 
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Introduction 
 
 Ce travail de doctorat s’inscrit dans l’objectif global du laboratoire de pharmacologie 
et toxicologie et du pôle de toxicologie alimentaire de l’INRA de Toulouse qui consiste à 
évaluer l’impact de xénobiotiques sur l’organisme pour éclairer en particulier les 
évaluations qui guident souvent les gestionnaires du risque et l’autorité administrative en 
matières de toxicologie et de pharmacologie. Le laboratoire s'intéresse depuis de nombreuses 
années aux enzymes de biotransformation impliquées dans le métabolisme des substances 
exogènes et notamment des médicaments et de toxiques divers. La création de l'équipe de 
pharmacologie moléculaire a permis de développer un axe de recherche dédié aux voies de 
signalisation impliquées dans la régulation de l'expression des enzymes du métabolisme des 
xénobiotiques. Cette équipe a donc initié des travaux sur les récepteurs nucléaires régulant 
la transcription de certains de ces gènes mais également d'autres gènes jouant des rôles 
importants dans de nombreux processus biologiques : le développement, le métabolisme 
énergétique, la prolifération et la différentiation cellulaire, les balances ioniques, 
l'inflammation, la reproduction, etc. Dans le cadre de ce doctorat, nous avons cherché à 
caractériser le potentiel de régulation génique exercé par l’isoforme α du récepteur activé par 
les proliférateurs de peroxysomes (PPARα pour peroxisome proliferator-activated receptor). 
Pour cela, deux approches ont été combinées : 1) le développement d’une puce à ADN dédiée 
à l’étude du récepteur PPARα, dénommée INRArray 01 et destinée à assurer une évaluation 
assez large des modulations d’expression provoquées par ce récepteur et 2) l’étude à l’aide de 
cette puce à ADN et d’outils complémentaires, des modulations d’expression génique 
provoquées par le récepteur PPARα activé par des signaux très différents, de type 
pharmacologique, nutritionnel et physiopathologique. 
 Ce travail a été conduit dans un contexte particulier : celui d’un doctorat réalisé en 
situation professionnelle puisqu’en qualité d’ingénieur agronome j’ai été recruté à l’INRA 
comme ingénieur de recherche (IR2) en 2004, dans l’équipe où ce doctorat était initié. Dès 
kors, ce débouché professionnel rendant moins prégnante la conclusion rapide du doctorat, 
j’ai pu satisfaire en parallèle des contraintes de service en développement de méthodes et 
d’outils adjacents au sujet initial de doctorat (certains figurant dans ce mémoire), et une 
expérimentation plus détaillée et plus diversifiée que nous ne l’avions initialement prévu 
(enrichissement progressif en études et valorisations). Il en résulte une durée atypique de 
doctorat, mais également une densité accrue de valorisations sous formes d’articles, de 
conférences, de communications et de participations à des enseignements. Au moment venu 
de la synthèse de ces travaux et de la rédaction d’un manuscrit, j’ai souhaité de plus consacrer 
tout le temps et l’attention nécessaires à réaliser un bilan relativement complet de mes 
connaissances de notre domaine de recherche et des technologies que nous utilisons. J’ai 
volontairement écrit les trois premiers chapitres de cette thèse dans l’objectif d’un usage 
comme document de référence initial pour les stagiaires et les nouveaux arrivants dans notre 
équipe (un collègue CR2 arrive en 2008). Etant de plus en plus impliqué dans diverses 
formations, j’ai également souhaité que ce manuscrit puisse me servir de base pour la 
rédaction de documents à visée pédagogique ou de transfert. Cela m’a naturellement conduit à 
rédiger un document dense, comportant parfois des informations contextuelles qui ne sont pas 
déterminantes dans le cadre de l’expérimentation conduite mais qui revêt une valeur 
intrinsèque de synthèse et dont la lecture, agrémentée de nombreuses figures originales, peut 
être réalisée presque indépendamment chapitre par chapitre. 
 Dans ce manuscrit, je présente d’abord une synthèse de la bibliographie sur les 
récepteurs nucléaires (Chapitre I) puis me concentre sur le principal récepteur étudié dans le 
cadre de ce doctorat : PPARα (Chapitre II). Je dresse ensuite un inventaire des méthodes 
d'étude des régulations géniques à l'échelle d'un gène et à l'échelle du transcriptome entier et 
justifie les choix technologiques réalisés dans le cadre de ce doctorat (Chapitre III). Dans ce 
troisième chapitre, je présente également un éventail de méthodes d'analyse des données 
issues de la biologie à haut-débit et situe le contexte de mes travaux dans ce domaine. Enfin, 
je présente successivement les trois principales études réalisées à l’aide des outils de 
transcriptomique développés dans le cadre de ce doctorat. Elles ont permis de préciser la 
nature des impacts transcriptionnels de trois situations d’activations de PPARα spécialement 
choisies pour explorer des signalisations de trois natures : 
1. Pharmacologique avec une étude sur trois tissus des impacts d’activateurs de PPARα 
et de RXR utilisés en thérapeutique humaine (Chapitre IV) 
2. Nutritionnelle avec une étude de l’activation du récepteur PPARα par des acides gras 
polyinsaturés ω6 et ω3 alimentaires (Chapitre V) 
3. Physiopathologique avec une étude du jeûne réalisée en cinétique (Chapitre VI). 
Chapitre I : Les récepteurs nucléaires 
 
 
I.1 NOMENCLATURE 
Les récepteurs nucléaires (RNs) sont des facteurs de transcription dont l'activité sur les 
promoteurs de leurs gènes cibles est dépendante de la fixation de ligands. Les ligands connus 
de récepteurs nucléaires sont en règle générale des molécules de petite taille et de nature 
lipophile. Un certain nombre de récepteurs nucléaires n'a pas de ligand connu. Ils sont alors 
qualifiés par certains auteurs de récepteurs orphelins (orphan nuclear receptors). J'ai fait le 
choix d'éviter cette nomenclature dans le cadre de ce mémoire car elle est évidemment 
dépendante de l'acquisition de nouvelles connaissances. Ainsi, certains auteurs qualifient 
toujours "d'orphelins" des récepteurs nucléaires pour lesquels des ligands, y compris 
endogènes, ont été identifiés (cas fréquent pour les PPAR). D'autres auteurs introduisent dans 
ce cas la notion de "récepteurs orphelins adoptés". Notons que des données structurales 
suggèrent que certains récepteurs nucléaires pourraient effectivement ne pas autoriser la 
fixation de ligands en raison d'une poche de fixation du ligand absente ou de taille très réduite 
(voir par exemple Greschik et al., 2002; Kallen et al., 2004b; Wang et al., 2003). Cependant, 
des réarrangements conformationnels, parfois importants, autorisent la fixation de ligands 
synthétiques sur certains de ces récepteurs (Greschik et al., 2004; Wang et al., 2006a) et la 
recherche de ligands de taille réduite se poursuit. 
C'est en se basant sur l'alignement et l'évolution des séquences nucléotidiques et 
protéiques de certains domaines fonctionnels (domaine de fixation à l'ADN : DBD et de 
fixation des ligands : LBD) des récepteurs nucléaires de nombreuses espèces qu'une 
nomenclature des récepteurs nucléaires a été mise en place en 1999 (Committee, 1999). 
L'alignement des séquences des LBD et DBD des récepteurs de diverses espèces a conduit à 
la construction d'un dendrogramme ou arbre de classification. Les auteurs définissent familles 
et groupes en identifiant les branches les plus internes qui s'avèrent robustes au sens d'une 
méthode de ré-échantillonnage (bootstrap, seuil fixé à 90%). Ce système identifie 6 sous-
familles dans la superfamille des récepteurs nucléaires, numérotées de 1 à 6 de manière 
arbitraire (c'est-à-dire sans lien évolutif hiérarchique). La sous-famille 0, additionnelle, 
regroupe les récepteurs nucléaires "atypiques" qui ne contiennent pas l'un des deux domaines 
DBD ou LBD. Des groupes sont ensuite définis à l'intérieur des sous-familles par une 
nouvelle identification des branches les plus internes présentant au moins 90% de robustesse. 
So
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Le nom d'un récepteur nucléaire est, dans ce système, NRxyz, où x est le numéro de la sous-
famille, y la lettre (en capitale) correspondant au groupe et z le chiffre permettant d'identifier 
le récepteur dans ce groupe. NR1A1 est ainsi l'isoforme α du récepteur à l'hormone 
thyroïdienne (TRα) qui est le premier membre du groupe A de la sous-famille 1. Cette 
nomenclature sera peu utilisée dans ce mémoire car, si elle a le mérite de fournir des noms 
officiels pour tous les membres de la superfamille et de permettre d'adjoindre de nouveaux 
membres, peu de gens l'utilisent de manière systématique, sans doute parce que les noms des 
récepteurs sont alors peu évocateurs de leurs fonctions, de leurs ligands, du cadre de leur 
découverte ou d'autres informations généralement associées aux noms initialement utilisés. La 
Table 1 présente les 49 récepteurs nucléaires connus chez la souris. Elle fournit le nom 
officiel et une liste de noms alternatifs qui sont retrouvés dans la littérature ou les bases de 
données et permettra au lecteur de toujours retrouver le lien avec la nomenclature officielle. A 
la même date, on connaît 48 récepteurs nucléaires chez l'homme (Duarte et al., 2002; Maglich 
et al., 2001; Ruau et al., 2004). Le récepteur NR1H5 (FXRβ) n'a pas été identifié chez 
l'homme et semble être spécifique de la souris. Le rat disposerait de 47 récepteurs nucléaires 
(Bertrand et al., 2004) mais il est possible que l'avancement du séquençage de son génome en 
révèle d'autres. La drosophile (Drosophilia melanogaster) dispose quant à elle de 21 
récepteurs nucléaires (Adams et al., 2000; Bertrand et al., 2004) dont le très étudié récepteur à 
l'ecdysone. Enfin, le nématode modèle (Caenorabditis elegans) possède plus de 270 
récepteurs nucléaires (Maglich et al., 2001; Sluder et al., 1999). L'origine de ce nombre 
pléthorique viendrait de multiples évènements de duplication. 
 
 I.2. STRUCTURE CANONIQUE DES RECEPTEURS NUCLEAIRES 
Les récepteurs nucléaires présentent une structure commune. Ils sont organisés en 
domaines fonctionnels indépendants. La plupart des récepteurs possèdent 6 domaines nommés 
domaine A à domaine F (Figure 1). Les domaines A et B sont en général étudiés ensemble et 
leur borne commune n'est pas toujours clairement définie. 
 
I.2.1. Les domaines A et B 
La région N-terminale (domaines A/B) est la zone la plus variable à la fois en taille et 
en séquence parmi les récepteurs nucléaires. Ainsi, sa taille s'étend de 23 (VDR) jusqu'à plus 
de 600 acides aminés (MR). De plus, plusieurs récepteurs présentent des isoformes qui 
diffèrent uniquement par leur domaine A/B du fait d'épissages alternatifs et/ou de l'utilisation 
de promoteurs alternatifs (Chen et al., 2005; Wilson and McPhaul, 1994; Zelent et al., 1991). 
Cette région présente au moins une zone de transactivation (activation de la transcription) 
constitutivement active dénommée AF-1 (Activation Function 1). La fonction AF-1 est 
capable d'activer la transcription de manière autonome et indépendante de la présence de 
ligand dans des cellules de mammifère (Bocquel et al., 1989) ou de levure (Metzger et al., 
1995) d'une manière dépendante du récepteur (Bocquel et al., 1989), du type cellulaire (Tora 
et al., 1989) et de l'élément de réponse étudiés (Lees et al., 1989). La structure 
tridimensionnelle des domaines A/B n'est pas connue. Des études de résonance magnétique 
nucléaire (RMN) et de dichroïsme circulaire ont montré que la région AF-1 de GR (Dahlman-
Wright et al., 1995) et les régions N-terminales des récepteurs aux estrogènes ERα et ERβ 
(Warnmark et al., 2001) n'étaient pas structurées en solution aqueuse. Des expériences de 
protéolyse partielle sur la région N-terminale de PR indiquent également une absence de 
structure bien déterminée (Bain et al., 2000). En revanche, en présence du domaine C de 
fixation à l'ADN (DBD), la région N-terminale présente une plus faible sensibilité à la 
protéolyse (Bain et al., 2000), suggérant qu'elle possède une structure secondaire lorsque le 
récepteur est intact. Toujours en présence du DBD, la partie N-terminale du récepteur GR 
présente les caractéristiques d'un enrichissement en hélices α  qui semble accrue et complétée 
par une structure tertiaire suite à la fixation du récepteur à l'ADN (Kumar et al., 1999). En 
présence de trifluoroéthanol, un agent stabilisant des structures secondaires, ou de TMAO 
(triméthylamine N-oxyde), un osmolyte (agent promoteur et stabilisant des structures 
secondaires), les régions AF-1 de plusieurs récepteurs montrent des caractéristiques d'hélices 
α (pour une synthèse, voir Kumar and Thompson, 2003). La formation d'hélices α 
potentielles dans le domaine AF-1 de ERα semble également influer sur la capacité de 
transactivation du récepteur (Metivier et al., 2000). De plus, des interactions avec d'autres 
facteurs de transcription comme TBP (TATA box binding protein) (Warnmark et al., 2001) ou 
TFIIF (transcription factor II F) (Reid et al., 2002) pourraient favoriser la formation de 
structures secondaires. En lien avec ces aspects structuraux, des travaux récents ont démontré 
que les régions AF-1 de plusieurs récepteurs nucléaires étaient capables d'interagir avec des 
cofacteurs (Benecke et al., 2000, et références incluses) comme SRC-1, TIF2, CBP ou Ada2. 
Comme nous le verrons plus loin, ces cofacteurs agissent comme "ponts" entre les récepteurs 
et la machinerie transcriptionnelle et/ou induisent des remodelages locaux de la chromatine 
influant sur la transcription. Certaines interactions AF1-cofacteur semblent régulées par des 
phosphorylations (Hammer et al., 1999; Tremblay et al., 1999), constituant un lien potentiel 
avec d'autres voies de signalisation. Enfin, plusieurs études suggèrent que la fonction AF-1 
interagirait avec d'autres parties du récepteur, en particulier la partie C-terminale contenant la 
ou les fonctions AF-2, et fonctionnerait en synergie avec ces autres domaines, notamment via 
le recrutement coopératif de cofacteurs (Benecke et al., 2000; Bommer et al., 2002). 
L'ensemble de ces résultats tend à montrer que les domaines A/B sont intrinsèquement peu 
structurés mais que l'acquisition d'une structure secondaire fonctionnelle par la partie AF-1 
joue un rôle dans l'activité du récepteur et pourrait être induite ou sélectionnée sous l'effet 
d'interactions avec d'autres domaines du récepteur, de la fixation d'autres protéines et/ou de la 
fixation du récepteur à l'ADN. La fonctionnalité des domaines A/B et plus particulièrement de 
la fonction AF-1 semble donc démontrée dans un certain nombre de cas précis mais aucun 
schéma général ne semble aujourd'hui établi. Enfin, on peut penser que l'acquisition de 
données cristallographiques sur des récepteurs entiers, si elle s'avère possible, permettrait de 
mieux comprendre le rôle et le fonctionnement de ces domaines A/B. 
 
I.2.2. Le domaine C de fixation à l’ADN 
Le domaine C constitue le domaine de fixation à l'ADN (DBD pour DNA Binding 
Domain). Les récepteurs nucléaires se fixent à l'ADN sous forme de monomères, 
d'homodimères ou d'hétérodimères (Figure 2) (pour une synthèse, voir Glass, 1994). Comme 
nous le verrons, de nombreux récepteurs forment des hétérodimères avec les récepteurs X aux 
rétinoïdes (RXR). Ce sont ces partenaires des RXR qui ont été le principal objet des études 
menées dans le cadre de ce doctorat. D'autres interactions hétérodimériques ont cependant été 
rapportées dont les rôles physiologiques ne seraient pas négligeables (Glass, 1994). La 
NNN
Nx
Nx
Monomère Homodimère Hétérodimère
Exemples : NGFI-B
Rev-erb
GR, ER, MR
AR, PR
TR, RAR,
VDR, PPAR
Figure 2 : Mécanismes de fixation à l'ADN des récepteurs nucléaires
Cette figure est inspirée de CK Glass, 1994. Le domaine de fixationdu ligand (LBD) et le domaine de fixation à 
l'ADN (DBD) du récepteur RXR (NR2B1) ont été artificiellement fusionnés pour représenter les récepteurs 
nucléaires sur leurs éléments de réponse (source des structures 3D : Protein Data Bank, www.rcsb.org)
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x
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x
PALINDROMES (PALx) ou 
INVERTED REPEATS (IRx)
DIRECT REPEATS (DRx)
INVERTED PALINDROMES (iPALx) 
ou EVERTED REPEATS (ERx)
PuGGTCA5' 3'
PAL3 : Récepteurs aux hormones stéroïdiennes
 ERE : PuGGTCA
 GRE : PuG(G/A)ACA
PAL0 : récepteur à l'hormone thyroïdienne
 TRE : PuGGTCA
DR1 : RAR-RXR, RXR-RXR, PPAR-RXR, etc.
DR2 : RXR-RAR
DR3 : RXR-VDR
DR4 : RXR-TR
DR5 : RXR-RAR
Eléments de réponse aux récepteurs nucléai-
res complexes, fixtion d'homo- et d'hétérodi-
mères
Figure 3 : Eléments de réponse des récepteurs nucléaires
Cette figure est inspirée de Laudet & Gronenmeyer, 2002. La fixation de monomères fait intervenir des bases 
supplémentaires en 5' du motif de fixation (exple : NGFI-B a pour élément de réponse 5'-AAPuGGTCA-3'). La 
duplication du motif de fixation génère des palindromes (PAL ou IR), des répétitions directes (DR) et des palin-
dromes inversés (iPAL ou ER) où les deux motifs sont séparés par x paires de bases. La plupart des éléments de 
réponse identifiés s'écartent substantiellement d'un motif canonique et des mutations sont courantes, au 
moins dans l'un des deux motifs constituant l'élément de réponse. En général, les palindromes ne fixent que 
des homodimères alors que les DR fixent des homo- ou des hétérodimères (la polarité de fixation est précisée 
pour certains dimères fixant des DR : à gauche en 5' et à droite en 3'). Le récepteur situé en 3' réalise des 
contacts avec le petit sillon de l'ADN au niveau des bases séparant les deux motifs. Il existe des éléments de 
réponse constitués d'arrangements complexes du motif de fixation canonique. ERE : Estrogen Response Element, GRE : 
glucocorticoid RE, TRE : Thyroid RE.
MOTIF DE FIXATION
Figure 4 : Alignement des domaines de fixation à l'ADN des récepteurs nucléaires murins
Les 47 séquences protéiques ont été obtenues à partir des bases de données GenBank et NuReBase 
(http://www.ens-lyon.fr/LBMC/laudet/nurebase/nurebase.html). L'alignement a été réalisé sous Multalin 
(http://bioinfo.genopole-toulouse.prd.fr/multalin/multalin.html) avec les paramètres par défaut. Cet aligne-
ment illustre bien la forte conservation de séquence des DBD, notamment au niveau des deux doigts à 
atome de zinc et en particulier des quatre cystéines impliquées, dans chacune de ces structures, dans la 
chélation de l'atome de zinc. Les récepteurs SHP et Dax-1 ne possédant pas de domaine de fixation à l'ADN, 
ils n'apparaissent pas dans cet alignement.
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Figure 5 : Représentation schématique du domaine de fixation à l'ADN (DBD) de RXR.
CI : doigt à atome de zinc N-terminal. C II : doigt à atome de zinc C-terminal. CTE : C-terminal extension
Figure 6 : Structure tridimensionnelle du domaine de fixation à l'ADN (DBD) de RXR.
Les principaux éléments présentés en Figure 4 sont replacés sur la structure tridimensionnelle. Ha, Hb et Hc : 
Hélices a, b et c.  P-, D-, T- et A-box : boîtes P, D, T et A. Source : Protein Data Bank, structure 1RXR, Holmbeck SM 
et al. J. Mol. Biol (1998)
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séquence cible minimale reconnue par les récepteurs nucléaires est un hexamère que l'on 
qualifiera dans la suite de ce mémoire de motif de fixation. Certaines bases azotées de ce 
motif semblent communes aux motifs de fixation de presque tous les récepteurs. D'autres 
déterminent la spécificité de fixation de certains récepteurs uniquement. La séquence 
consensus de cet hexamère est 5'-PuGGTCA où Pu est une base purique (A ou G). Cependant, 
mis à part ER, les récepteurs aux hormones stéroïdiennes (GR, MR, PR et AR) reconnaissent 
préférentiellement le motif AGAACA. Les séquences AGGTCA et AGTTCA sont 
généralement considérées comme des motifs de fixation "standards" des autres récepteurs. 
Les récepteurs se fixant à l'ADN sous la forme de monomères, comme NGFI-B par exemple, 
reconnaissent un unique motif de fixation précédé en 5' par une séquence riche en A/T. Dans 
le cas des dimères, le site de fixation, également appelé élément de réponse, est constitué par 
deux motifs de fixation (parfois appelés hémi-sites) configurés en répétitions directes (DR 
pour Direct Repeat), palindromiques (PAL ou IR pour Inverted Repeat) ou palindromiques 
inversées (iPAL ou ER pour Everted Repeat) et séparés par 0 à 5 bases azotées (Figure 3). 
Ainsi, trois caractéristiques des éléments de réponse déterminent la spécificité de fixation des 
dimères de récepteurs nucléaires : 1) la séquence du ou des motif(s) de fixation, 2) la 
configuration des motifs l'un par rapport à l'autre (DR, ER ou IR) et 3) l'écartement entre les 
deux motifs. C'est le domaine de fixation à l'ADN (DBD) qui confère aux récepteurs 
nucléaires leur spécificité de fixation aux éléments de réponses. Il participe également, avec 
d'autres interfaces d'interaction protéine-protéine au mode de fonctionnement des récepteurs 
en monomère, homo- ou hétérodimères. Le DBD est le domaine le plus conservé des 
récepteurs nucléaires (Figure 4). Il a notamment été utilisé pour identifier de nouveaux 
récepteurs dans le cadre de criblages de banques d'ADNc ou d'ADN génomique (voir par 
exemple la découverte de RARα ou bien celle des PPARs Dreyer et al., 1992; Issemann and 
Green, 1990; Petkovich et al., 1987) et nous avons vu qu'il a été utilisé pour définir la 
nomenclature des RNs (Nuclear Receptor Nomenclature Committee, 1999). Le DBD est 
principalement constitué de deux modules en doigts à atome de zinc (CI et CII) couvrant 66-
70 acides aminés et une extension C-terminale couvrant environ 25 acides aminés (Figure 5). 
Au sein de chacun de ces motifs, quatre cystéines chélatent un ion Zn2+. Les parties C-
terminales des deux doigts à atome de zinc sont structurés en hélice α (Hélices a et b, Figure 
6). Plusieurs éléments de séquence du DBD ont été définis et caractérisés (boites P, D, T et 
A). La boîte P (Proximale) contribue à la spécificité de reconnaissance de l'élément de 
réponse (Freedman, 1992). En effet, l'hélice a, contenant la boîte P établie de multiples 
contacts de type polaires avec l'ADN lors de la fixation du DBD (voir différents exemples en 
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Figure 7 : Exemples de structures de domaines de fixation à l'ADN (DBD) de différents RNs
A. Homodimère de DBD du récepteur ER sur un Estrogen Response Element (ERE). B. Hétérodimère des DBD 
5'-RXR-TR-3' sur un DR4. La boîte T détermine l'espacement minimum (4bp) entre RXR et TR par encombre-
ment stérique. C. Monomère du DBD de NGFI-B. Les boîtes T et A interagissent avec les bases en amont du 
motif de fixation.
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Figure 7). La boîte D (Distale) constitue une interface de dimérisation. Elle participe 
également dans certains cas à la sélection d'un élément de réponse spécifique comme c'est le 
cas pour la différenciation entre un IR3, reconnu par ER, et un IR0, reconnu par TR 
(Umesono and Evans, 1989). Deux autres boîtes situées dans l'extension C-terminale : les 
boîtes A et T, ont été décrites dans les DBD de récepteurs nucléaires pouvant fonctionner en 
hétérodimères. La boîte A établi des contacts avec le petit sillon de l'ADN déterminant ainsi : 
1) des spécificités de bases jouxtant un motif de fixation, comme dans le cas de NGFI-B fixé 
sous la forme d'un monomère sur un NBRE (NGFI-B Response Element) : 5'-
(A/T)AAAGGTCA (Meinke and Sigler, 1999; Wilson et al., 1993) ou bien 2) le nombre (et la 
nature dans une certaine mesure) de bases séparant deux motifs de fixation comme c'est le cas  
pour le dimère 5'-RXR-TR fixé sur un DR4 où la boîte A de TR détermine une distance 
minimale de 4 bases entre les deux motifs par un phénomène d'encombrement stérique 
(Figure 7 et Rastinejad et al., 1995; Zechel et al., 1994; Zelent et al., 1991). Enfin, la boîte T 
intervient comme surface d'homo- ou d'hétérodimérisation dans le cas des dimères de RXR 
(Lee et al., 1993; Zechel et al., 1994). La structure tridimensionnelle du DBD de plusieurs 
récepteurs nucléaires a été résolue, soit en solution par RMN (éventuellement complexé à 
l'ADN), soit sous la forme de cristaux, en complexe avec l'ADN sous la forme de monomères 
ou de dimères par diffraction aux rayons X. La Table 2 présente les différentes structures de 
DBD de récepteurs nucléaires disponibles (seuls les récepteurs présentés en Table 1 sont 
considérés) et la Figure 7 illustre trois exemples de complexe DBD de récepteur(s)-ADN 
(Références PDB Fig. 7A : 1HCQ, 7B : 2NLL et 7C : 1CIT). L'étude de ces structures a 
permis de mieux comprendre les déterminants de la fixation à l'ADN et de la reconnaissance 
des éléments de réponse situés dans les promoteurs des gènes cibles. La structure de la zone 
comportant les deux doigts de zinc est particulièrement conservée entre les différents 
récepteurs nucléaires qui ont été étudiés. La Figure 6 présente la structure tridimensionnelle 
du DBD de RXR obtenue par RMN (Holmbeck et al., 1998). La forme globulaire et la 
disposition tridimensionnelle des deux doigts de zinc et des hélices α a et b est globalement 
conservée dans tous les DBD présentés en Table 2. En particulier, les hélices a et b sont 
perpendiculaires et les résidus de l'hélice a, en particulier ceux de la boîte P, établissent des 
contacts étroits avec le motif de fixation (voir les exemples en Fig. 7). La structure de 
l'extension C-terminale des DBD de différents récepteurs nucléaires qui contient les boites T 
et A, est en revanche moins conservée (Fig. 7). En fonction des récepteurs, cette extension C-
terminale joue des rôles divers et souvent multiples : contacts avec l'ADN augmentant 
l'affinité pour des séquences d'ADN spécifiques (TR) ou déterminant des spécificités de bases 
qui jouxtent ou séparent les motifs de fixation (Rev-Erb), encombrement stérique déterminant 
le nombre de bases séparant deux motifs de fixation (TR, VDR) ou encore interface de 
dimérisation. Il est intéressant de noter que, pour plusieurs récepteurs nucléaires, les structures 
obtenues par RMN (récepteur en solution) indiquent que l'extension C-terminale (voir Fig. 5) 
est peu structurée en l'absence d'ADN, alors qu'elle apparait structurée dans les complexes 
récepteur(s)-ADN obtenus par cristallographie. Ceci semble indiquer que l'ADN joue un rôle 
dans la formation et/ou la stabilisation de sous-structures des récepteurs nucléaires qui elles-
mêmes déterminent les séquences qui jouxtent ou séparent les motifs de fixation. L'ADN 
participe ainsi à un accroissement coopératif de l'affinité spécifique et jouerait donc le rôle 
d'un effecteur allostérique positif de sa propre reconnaissance (Meinke and Sigler, 1999). 
 
Récepteur Ref PDB Element de réponse Références 
Structures RMN 
GR 2GDA - (Baumann et al., 1993) 
GR 1GDC - (Baumann et al., 1993) 
GR 1RGD - (Hard et al., 1990; van Tilborg et al., 1995) 
ER 1HCP - (Schwabe et al., 1993b) 
RXR 1RXR - (Holmbeck et al., 1998) 
RARβ 1HRA - (Katahira et al., 1992) 
SF-1 2FF0 atypique (promoteur de l'inhibine α) (Little et al., 2006) 
ERR2 1LO1 typique (TCAAGGTCA) (Gearhart et al., 2003) 
Homodimères 
GR 1GLU, 1R4O, 1R4R GRE (Luisi et al., 1991) 
GR mutant 1LAT atypique (Gewirth and Sigler, 1995) 
ER 1HCQ ERE (Schwabe et al., 1993a) 
Rev-erb 1A6Y, 1GA5, 1HLZ DR2 
(Sierk et al., 2001; Zhao et 
al., 1998) 
RXR 1BY4 DR1 (Zhao et al., 2000) 
AR 1R4I ADR3 (Androgen DR3) (Shaffer et al., 2004) 
VDR 
1KB2 
1KB4 
1KB6 
SPP (mouse osteopontin VDRE) 
DR3 
OC (rat osteocalcin VDRE) 
(Shaffer and Gewirth, 
2002) 
Hétérodimères 
5'-RXR-TR-3' 2NLL DR4 (Rastinejad et al., 1995) 
5'-RAR-RXR-3' 1DSZ DR1 (Rastinejad et al., 2000) 
5'-VDR-RXR-3' 
(polarité non 
physiologique) 
1YNW DR3 (Shaffer and Gewirth, 2004) 
Monomères 
NGFI-B  1CIT NBRE (Meinke and Sigler, 1999) 
LRH-1 2A66 hCYP7A1 promoter (TCAAGGCCA) (Solomon et al., 2005) 
 
Table 2 : structures élucidées des domaines de fixation à l'ADN (DBD) des récepteurs 
nucléaires. 
La structure de l'hétérodimère VDR-RXR déterminée par Schaffer et al., correspond à une 
forme mutée de VDR. L'observation d'un dimère dont la polarité est non physiologique (le 
dimère RXR-VDR fonctionne physiologiquement avec RXR localisé en 5') est liée à des 
contraintes dues à la cristalisation. PDB : Protein Data Bank (www.pdb.org). 
 I.2.3. Le domaine charnière D 
Le domaine D est une région moins conservée qui agit comme une charnière flexible 
entre les domaines C (DBD) et E (LBD). Il est donc souvent dénommé domaine charnière 
(hinge region en anglais). Le domaine D comprend, pour certains récepteurs, une partie de 
l'extension C-terminale du domaine C, en particulier les boîtes T et A. Cette région 
permettrait aux domaines C et E d'adopter plusieurs conformations différentes tout en évitant 
les gênes stériques. Le domaine D contient généralement un signal de localisation nucléaire 
(NLS pour Nuclear Localization Signal) qui peut parfois s'étendre sur le domaine C (pour 
revue voir Gronemeyer and Laudet, 1995). Il semble exister trois catégories différentes de 
récepteurs nucléaires en fonction de leurs localisations subcellulaires : 1) les récepteurs 
exclusivement cytoplasmiques comme GR (Htun et al., 1996) ou AR (Georget et al., 1998), 2) 
les récepteurs à la fois cytoplasmiques et nucléaires comme MR (Fejes-Toth et al., 1998) ou 
TRβ (Zhu et al., 1998) et enfin 3) les récepteurs exclusivement (ou très majoritairement) 
nucléaires comme PR (Guiochon-Mantel et al., 1989; Lim et al., 1999a), VDR (Michigami et 
al., 1999) ou RXR (Yasmin et al., 2005). Cependant, dans plusieurs cas, ces localisations 
subcellulaires restent controversées et il n'est pas rare d'obtenir des observations 
contradictoires entre des lignées cellulaires et des cellules in vivo (Kawana et al., 2003), voire 
entre différentes lignées cellulaires (Aschrafi et al., 2006). Il faut noter que les récepteurs 
situés dans le cytoplasme en l'absence de ligand (forme apo-récepteur) subissent une 
translocation dans le noyau suite à la fixation du ligand (Fejes-Toth et al., 1998; Georget et 
al., 1998; Htun et al., 1996; Kawana et al., 2003; Lim et al., 1999a; Yasmin et al., 2005; Zhu 
et al., 1998). La localisation subcellulaire des RNs est vraisemblablement le résultat d'un 
équilibre dynamique de transport bidirectionnel entre le cytoplasme et le noyau (navette 
nucléo-cytoplasmique) comme cela a été montré pour PR (Guiochon-Mantel et al., 1991) ou 
GR (Madan and DeFranco, 1993). De courtes séquences riches en acides aminés basiques, 
appelées signaux de localisation nucléaire (NLS) permettent la translocation nucléaire des 
récepteurs cytoplasmiques. D'autre part, notons que le domaine C (DBD) fonctionne chez de 
nombreux récepteurs comme signal d'export nucléaire (NES pour Nuclear Export Signal 
Black et al., 2001). Un ou plusieurs NLS peuvent être présents dans les récepteurs nucléaires. 
Ils sont en général situés dans les domaines C, D et E. Les NLS situés dans les régions C et D 
sont le plus souvent actifs constitutivement, en particulier lorsque le récepteur est fortement 
exprimé. En revanche, les NLS situés dans le domaine de fixation du ligand (région E) ne sont 
actifs qu'en présence d'un ligand. Leur séquence et leur localisation précise dans le domaine E 
reste néanmoins largement inconnue. Il est possible que la fixation du ligand entraîne une 
exposition du NLS permettant l'interaction avec des facteurs d'import nucléaire qui facilitent 
la translocation à travers les pores nucléaires (Nakielny and Dreyfuss, 1999; Pemberton and 
Paschal, 2005). Ce modèle reste néanmoins débattu car des travaux récents ont montré que 
des importines peuvent interagir avec le NLS situé dans le domaine E de GR, y compris en 
l'absence de ligand (Freedman and Yamamoto, 2004). Un modèle plus complexe, prenant en 
compte les protéines chaperones et leurs interactions avec le cytosquelette est donc pressenti 
(Pemberton and Paschal, 2005). La faible conservation du domaine D entre les différents RNs 
suggère que cette région pourrait avoir des rôles divers et spécifiques de certains RNs. Ainsi, 
le domaine D est nécessaire à la fixation de la T3 (3,5,3'-tri-iodo-L-thyronine) et à 
l'hétérodimérisation avec RXR pour les récepteurs TR (Lin et al., 1991; Miyamoto et al., 
2001) alors qu'il semble nécessaire à la reconnaissance spécifique de l'ADN et à l'activation 
de la transcription par VDR (Miyamoto et al., 2001; Shaffer et al., 2005). Enfin, le domaine D 
serait également, au moins pour certains récepteurs, une région d'interaction avec des 
cofacteurs comme c'est le cas pour TR interagissant avec les corépresseurs N-CoR ou SMRT 
(Chen and Evans, 1995; Horlein et al., 1995). 
 
 
 
 I.2.4. Le domaine E de fixation du ligand 
Le domaine E est le domaine de fixation du ligand (LBD pour Ligand Binding 
Domain). Sa séquence est moins conservée que celle du DBD mais sa structure secondaire, en 
12 hélices α apparaît plus conservée que sa séquence primaire (Wurtz et al., 1996). Le 
domaine E est responsable de plusieurs fonctions, principalement régulées par la fixation d'un 
ligand. En particulier, il porte la fonction de transactivation dépendante du ligand (AF-2 pour 
Activation Function 2), une interface de dimérisation, un autre signal de localisation nucléaire 
(NLS) et souvent des fonctions de répression. La structure tridimensionnelle du LBD de la 
plupart des récepteurs nucléaires a été élucidée en présence (holo-LBD) ou en l'absence (apo-
LBD) d'un ligand. En fonction des récepteurs, des monomères, des dimères (homo- ou 
hétérodimères) voire des tétramères dans le cas de RXR (Gampe et al., 2000b) ont été 
cristallisés et étudiés par diffraction aux rayons X. La Table 3 comprend l'ensemble des 
structures de LBD de récepteurs nucléaires présentes dans la base de données PDB fin août 
2006. La structure tridimensionnelle du LBD des RNs est étonnamment similaire d'un 
récepteur à l'autre. Elle se présente sous la forme d'un "sandwich d'hélices α" illustré en 
Figure 8 par le récepteur RXRα (Bourguet et al., 1995). On distingue, dans le LBD de RXR, 
12 hélices α notées H1 à H12 et deux feuillets β situés entre H5 et H6 (Egea et al., 2002). Les 
hélices H4, H5, H8, H9, H11 et H12 sont "prises en sandwich" entre H1, H2 et H3 d'une part 
et H6, H7 et H10 d'autre part (les pointillés sur la Figure 8B délimitent la "tranche" centrale 
de ce sandwich). Toutes les structures de LBD de RNs élucidées jusqu'à aujourd'hui 
présentent une configuration similaire. On y distingue parfois des hélices α ou des feuillets β 
supplémentaires ou absents. La numérotation des hélices α supplémentaires reste néanmoins 
basée sur 12 hélices (voir par exemple l'hélice H2* située entre les hélices H2 et H3 de 
PPARγ et RORα Kallen et al., 2002; Nolte et al., 1998). Dans la structure du LBD de RXR 
(Fig. 8), on note une moindre densité d'hélices α dans la partie basse du récepteur. Les hélices 
H3, H5, H7 et H11 ainsi que les deux feuillets β définissent une poche hydrophobe qui permet 
la fixation des ligands : on parle de poche de fixation du ligand (LBP pour Ligand Binding 
Pocket en anglais). Comme nous le verrons plus loin, la fixation du ligand engendre des 
changements conformationnels dans le LBD qui conduisent à l'apparition d'un sillon à la 
surface du LBD permettant l'interaction des cofacteurs qui joueront un rôle de médiateurs 
entre le récepteur et la machinerie transcriptionnelle et affecteront parfois la structure locale 
de la chromatine. L'étude combinée des structures de LBD en l'absence ou en présence de 
ligands et/ou de cofacteurs a permis de mieux comprendre 1) les déterminants de la fixation 
des ligands 2) les modifications de conformations engendrées par les ligands de type agoniste 
ou antagoniste et 3) le processus de recrutement des cofacteurs. Signalons également que 
l'observation et l'étude de ligands dans des LBD cristallisés sans ajout de ligands par le 
manipulateur a permis pour certains récepteurs comme HNF4α, HNF4γ, RORα ou encore 
RXRα de découvrir de nouveaux ligands endogènes potentiels . (Dhe-Paganon et al., 2002; 
Kallen et al., 2004a; Kallen et al., 2002; Wisely et al., 2002; Xu et al., 2004). Enfin, l'étude de 
dimères de LBD a permis de mieux comprendre les déterminants de l'homo- ou de 
l'hétérodimérisation des récepteurs nucléaires. La fixation des ligands et les changements 
conformationnels engendrés par cette fixation, le recrutement des cofacteurs ainsi que les 
phénomènes de dimérisation sont développés dans les paragraphes suivants. 
 
I.2.5. Le domaine F 
Certains récepteurs disposent également d'un domaine F dont la séquence est 
extrêmement variable et dont ni la structure ni la (ou les) fonction(s) n'ont été élucidées. 
 
Table 3 : Structures élucidées des LBD des RNs (début de la table) 
Récepteur Ligand Identifiants PDB Remarque Références 
Monomères 
RARγ all-trans RA 2LBD Agoniste (Renaud et al., 1995) 
 9-cis RA, BMS961 3LBD, 4LBD Agonistes (Klaholz et al., 1998) 
 BMS270394, BMS270395 
1EXA, 
1EXX Agonistes (Klaholz et al., 2000a) 
 BMS184394, CD564, BMS181156 
1FCX, 
1FCY, 
1FCZ 
Agonistes 
spécifiques 
d'isoformes 
(Klaholz et al., 2000b) 
 SR11254 1FD0 Agoniste (Klaholz and Moras, 2002) 
RARβ TTNBP 1XAP Agoniste (Germain et al., 2004) 
RXRα 9-cis RA 1FBY Agoniste (Egea et al., 2000) 
TRα T3, Dimit - Agoniste (Wagner et al., 1995) 
 T3 2H77, 2H79 Agoniste (Nascimento et al., 2006) 
 agoniste synthétique 1NAV Agoniste (forte affinité pour TRβ) (Ye et al., 2003) 
TRβ T3 1BSX 
Complexe avec 
agoniste et boîte 
RN de GRIP1 
(Darimont et al., 1998) 
 T3, T4 1XZX, 1Y0X Agonistes (Sandler et al., 2004) 
 T3 2H6W Agoniste (Nascimento et al., 2006) 
 agonistes synthétiques 
1NAX, 
1R6G, 
1Q4X, 1N46 
Agonistes (forte 
affinité pour TRβ) 
(Borngraeber et al., 2003, 
Dow, 2003 #94; 
Hangeland et al., 2004; 
Ye et al., 2003) 
 3,3',5-triiodo L-acetic acid (TRIAC) 
1NUO, 
1NQ0, 
1NQ1, 
1NQ2 
mutants 
responsables de 
résistances à 
l'hormone 
thyroïdienne 
(Huber et al., 2003a; 
Huber et al., 2003b) 
PPARα AZ242 1I7G Agoniste (Cronet et al., 2001) 
 GW409544 1K7L 
Complexe avec 
agoniste et boîte 
RN de SRC-1 
(Xu et al., 2001a) 
 GW6471 1KKQ 
Antagoniste et 
complexe avec 
peptide SMRT 
(Xu et al., 2002a) 
PPARδ Vaccenic acid, GW2433, EPA 
1GWX, 
2GWX, 
2BAW 
3GWX 
Agonistes (Fyffe et al., 2006b; Xu et al., 1999) 
 GW2331 1Y0S Agoniste (Takada et al., 2000) 
 Vaccenic acid 2AWH, 2B50 Ligand (Fyffe et al., 2006a) 
PPARγ Apo 3PRG - (Uppenberg et al., 1998) 
 AZ242 1I7I Agoniste (Cronet et al., 2001) 
 2-BABA 1WMO 
Complexe avec 
agoniste et boîte 
RN de GRIP1 
(Ostberg et al., 2004) 
 pyrazol-5-ylbenzenesulfonamides 
2G0H, 
2G0G 
Agonistes 
spécifiques de 
PPARγ 
(Lu et al., 2006a) 
Table 3 : Structures élucidées des LBD des RNs (suite) 
PPARγ Acides Indol-1-yl acétique 2F4B Agoniste (Mahindroo et al., 2006) 
 Rosiglitazone 1ZGY 
Complexe avec 
agoniste et la boîte 
RN-2 de SHP 
(NR5A1) 
(Li et al., 2005b) 
 PA-082 2FVJ 
Complexe avec 
agoniste spécifique 
de PPARγ et boîte 
RN de SRC1 
(Burgermeister et al., 
2006) 
VDR Vitamine D3 1DB1 Agoniste (Rochel et al., 2000) 
 
Analogues 20-epi de la 
vitamine D3 (MC1288 et 
KH1060) 
1IE8, 1IE9 Agonistes (Tocchini-Valentini et al., 2001) 
 Calcipotriol, seocalcitol 1S19, 1S0Z Agonistes (Tocchini-Valentini et al., 2004) 
 Analogues de la vitamine D3 
1RJK, 
1RK3, 
1RKG, 
1RKH 
Complexes avec 
agonistes et boîte 
RN-2 de DRIP205 
(Vanhooke et al., 2004) 
 Analogue 14-epi de la vitamine D3 (TX522) 
1TXI Agoniste (Eelen et al., 2005) 
LXRβ T-0901317 1UPV, 1UPW Agoniste (Hoerer et al., 2003) 
FXR Fexaramine 1OSH Agoniste (Downes et al., 2003) 
 
acide 6α-ethyl-
chenodeoxycholique, 
acide 3-deoxy-
chenodeoxycholique 
1OSV, 
1OT7 
Complexes avec 
agonistes et boîte 
RN-3 de GRIP1 
(Mi et al., 2003) 
PXR Apo 1ILG - (Watkins et al., 2001) 
 SR12813 1ILH Agoniste (Watkins et al., 2001) 
 Hyperforin 1M13 Agoniste (Watkins et al., 2003b) 
 Rifampicine 1SKX Agoniste (Chrencik et al., 2005) 
CAR Androstenol 1XNX Agoniste inverse (Shan et al., 2004) 
Nurr1 Apo 1OVL - (Wang et al., 2003) 
NGFI-B Apo 1YJE - (Flaig et al., 2005) 
RORα Cholesterol 1N83 Agoniste endogène supposé (Kallen et al., 2002) 
 Cholesterol sulfate 1S0X Agoniste endogène supposé (Kallen et al., 2004a) 
RORβ Acide stéarique 1K4W 
Complexe avec 
ligand et boîte RN2 
de SRC1 
(Stehlin et al., 2001) 
 Acide all-trans rétinoïque, ALRT1550 
1N4H, 
1NQ7 
Complexes avec 
antagoniste 
endogène ou 
synthétique et boîte 
RN2 de SRC1 
(Stehlin-Gaon et al., 
2003) 
LRH-1 Apo 1PK5 - (Sablin et al., 2003) 
 Phospholipides 1YUC 
Complexe avec 
ligands endogènes 
supposés et boîte 
RN1 de SHP 
(Ortlund et al., 2005) 
 Phospholipides 1YOK 
Complexe avec 
ligands endogènes 
supposés et boite 
RN de TIF2 
(Krylova et al., 2005) 
Table 3 : Structures élucidées des LBD des RNs (suite) 
LRH-1 Phospholipides 1ZDU 
Complexe avec 
ligands endogènes 
supposés et boite 
RN3 de TIF2 
(Wang et al., 2005a) 
 Apo 1ZH7 Complexe avec boîte RN1 de SHP (Li et al., 2005b) 
SF-1 Phospholipides 1YP0 
Complexe avec 
ligands endogènes 
potentiels et boîte 
RN1 de SHP 
(Li et al., 2005a) 
 Phospholipides 1YMT 
Complexe avec 
ligands endogènes 
supposés et boîte 
RN1 de SHP 
(Krylova et al., 2005) 
 Phospholipides 1YOW 
Complexe avec 
ligands endogènes 
supposés et boite 
RN de TIF2 
(Krylova et al., 2005) 
 Phospholipides 1ZDT 
Complexe avec 
ligands endogènes 
supposés et boite 
RN3 de TIF2 
(Wang et al., 2005a) 
ERα 17β-estradiol 1QKT 
Triple mutant 
(C381S / C417S / 
C530S), agoniste 
(Gangloff et al., 2001) 
 ICI 164,384 1HJ1 Antagoniste (Pike et al., 2001) 
 Tetrahydroisoquinoline 1UOM Agoniste (Renaud et al., 2003) 
 Genistein 1X7R 
Complexe avec 
phytoestrogène et 
boîte RN de SRC3 
(Manas et al., 2004b) 
 Dérivés de chromanes 1YIM, 1YIN Antagonistes (Tan et al., 2005) 
 Dihydrobenzoxathiins 1SJ0 Agoniste sélectif de ERα (Kim et al., 2004) 
 LY2066948-HCl 2AYR Agoniste (Hummel et al., 2005) 
 dérivés de dihydrobenzoxathiins 
1XP1, 
1XP6, 
1XP9, 
1XPC 
Antagonistes et 
agonistes partiels (Blizzard et al., 2005) 
ERβ 
5,11-cis-diethyl-
5,6,11,12-
tetrahydrochrysène-2,8-
diol (THC) 
1L2J Antagoniste (Shiau et al., 2002) 
 Modulateur sélectif de type triazine 1NDE 
agoniste sélectif de 
ERβ (Henke et al., 2002) 
ERRα Apo 1XB7 
Complexe avec 
motif L3 de PGC-
1α 
(Kallen et al., 2004b) 
GR Dexaméthasone 1P93 
Complexe avec 
agonsite et boîte 
RN-3 de TIF2 
(Kauppi et al., 2003) 
 RU-486 1NHZ Antagoniste (Kauppi et al., 2003) 
PR Progestérone 1A28 Agoniste (Williams and Sigler, 1998) 
 Mometasone, norethindrone 
1SR7, 
1SQN Agonistes (Madauss et al., 2004) 
 Metribolone (R1881) 1E3K Agoniste (Matias et al., 2000) 
Table 3 : Structures élucidées des LBD des RNs (suite) 
PR Tanaproget 1ZUC Agoniste non stéroïdien (Zhang et al., 2005b) 
MR 
Aldostérone, 
progestérone, 
deoxycorticostérone 
2AA2, 
2AA5, 
2AA7 
Mutant C808S; 
agonistes (agoniste 
faible pour la 
progestérone) 
(Bledsoe et al., 2005) 
 Progestérone, cortisone, spironolactone 
2AA6, 
2AAX, 
2AB2 
Mutant 
C808S/S810L; 
agonistes (pour le 
mutant S810L 
uniquement) 
(Bledsoe et al., 2005) 
 Corticostérone 2A3I 
Mutant C808S en 
complexe avec 
agoniste et boîte 
RN-4 de SRC1 
(Li et al., 2005c) 
 Deoxycorticostérone, progestérone 
1Y9R, 
1YA3 
Mutant 
C910A/S810L; 
agonistes (pour le 
mutant 
uniquement) 
(Fagart et al., 2005) 
 Deoxycorticostérone 2ABI Mutant C910A; agoniste Huyet J et al., non publié 
AR Metribolone (R1881) 1E3G Agoniste (Matias et al., 2000) 
 Dihydrotestostérone (DHT) 1I38, 1I37 
Présence (1I38) ou 
absence (1I37) de 
la mutation T877A 
(Sack et al., 2001) 
 DHT 1T63, 1T5Z, 1T65, 1XJ7 
Complexe avec 
agoniste et peptides 
coactivateurs 
(SRC2-3, ARA70, 
SRC2-2 ou SRC3-
2) 
(Estebanez-Perpina et al., 
2005) 
 Testostérone, DHT, tetrahydrogestrinone 
2AM9, 
2AMA, 
2AMB 
Agonistes naturels 
et synthétique 
(Pereira de Jesus-Tran et 
al., 2006) 
 R1881 
1XOW, 
2AO6, 
1XQ3 
Complexe avec 
agoniste seul 
(1XQ3) ou boîte 
RN3 de TIF2 
(2AO6) ou motif 
FXXLF du 
domaine A/B de 
AR (1XOW) 
(He et al., 2004) 
Homodimères 
PPARγ Apo 1PRG - (Nolte et al., 1998) 
 Rosiglitazone 2PRG 
Complexe avec 
agoniste et boîtes 
RN de SRC1 
(Nolte et al., 1998) 
 GW0072 4PRG Agoniste partiel (Oberfield et al., 1999) 
 
Dérivé d'acide tricyclic-
alpha-alkyloxyphényl-
propionique 
1KNU Agoniste sélectif pour PPARα et γ (Sauerberg et al., 2002) 
 Ragaglitazar 1NYX Agoniste sélectif pour PPARα et γ (Ebdrup et al., 2003) 
 Dérivé d'acide alpha-aryloxyphénylacétique 1ZEO 
Agoniste sélectif 
pour PPARα et 
partiel pour PPARγ 
(Shi et al., 2005) 
Table 3 : Structures élucidées des LBD des RNs (suite) 
Homodimères (suite) 
RXRα Apo 1LBD - (Bourguet et al., 1995) 
 
BMS649, acide 
docosahexaenoïque 
(DHA) 
1MVC, 
1MZN, 
1MV9 
Complexes avec 
agonistes et boîte 
RN2 de GRIP1 
(Egea et al., 2002) 
RXRβ LG100268 1H9U Agoniste (Love et al., 2002) 
LXRβ 24(S),25-epoxycholesterol 1P8D 
Complexe avec 
agoniste et boîte 
RN de SRC1 
(Williams et al., 2003) 
 GW3965, T-0901317 
1PQ6, 
1PQ9, 
1PQC 
Agonistes (Farnegardh et al., 2003) 
PXR SR12813 1NRL 
Complexe avec 
agoniste et boîte 
RN-2 de SRC1 
(Watkins et al., 2003a) 
HNF4α Acides gras saturés et monoinsaturés (C14-C18) 1M7W 
Ligands endogènes 
supposés 
(Dhe-Paganon et al., 
2002) 
 Acides gras saturés et monoinsaturés 1PZL 
Ligands endogènes 
supposés (Duda et al., 2004) 
HNF4γ Acides gras saturés et monoinsaturés (C14-C18) 1LV2 
Ligands endogènes 
supposés (Wisely et al., 2002) 
ERα 17β-oestradiol, raloxifène 1ERE, 1ERR 
Agoniste, 
antagoniste partiel (Brzozowski et al., 1997) 
 Diethylstilbestrol (DES) 3ERD 
Complexe avec 
agoniste et boîte 
RN-2 de GRIP1 
(Shiau et al., 1998) 
 4-hydroxytamoxifen (OHT) 3ERT Antagoniste partiel (Shiau et al., 1998) 
 17β-estradiol 1A52 Agoniste (Tanenbaum et al., 1998) 
 17β-estradiol 1G50 Agoniste (Eiler et al., 2001) 
 THC 1L2I 
Complexe avec 
agoniste et boîte 
RN-2 de GRIP1 
(Shiau et al., 2002) 
 
Noyau 
aroylbenzothiophène du 
raloxifène (RALcore) 
1GWQ 
Complexe avec 
agoniste et boîte 
RN-2 de TIF2 
(Warnmark et al., 2002) 
 17β-estradiol 1GWR 
Complexe avec 
agoniste et boîte 
RN-3 de TIF2 
(Warnmark et al., 2002) 
 WAY-244 1X7E 
Complexe avec 
agoniste sélectif de 
ERβ et boîte RN de 
SRC3 
(Manas et al., 2004a) 
 OHT 2BJ4 
Complexe avec 
antagoniste et 
peptide 
corépresseur 
(Kong et al., 2005) 
 Dérivés de chromanes 1YIM, 1YIN Antagonistes (Tan et al., 2005) 
 GW5638 1R5K Antagoniste (Wu et al., 2005b) 
 Dérivés de tetrahydroisoquinoline 1XQC 
Antagoniste 
sélectif de ERα (Renaud et al., 2005) 
 OBCP-1M, -2M et -3M 2B1V, 2FAI, 1ZKY 
complexes avec 
agonistes sélectifs 
de ERβ et boîte 
RN-2 de GRIP1 
(Hsieh et al., 2006) 
Table 3 : Structures élucidées des LBD des RNs (suite) 
Homodimères (suite) 
ERα 17β-estradiol 1PCG 
Complexe avec 
agoniste et un 
peptide synthétique 
à action 
antagoniste 
(Leduc et al., 2003) 
ERβ Raloxifène, genistein 1QKN, 1QKM 
Antagoniste, 
agoniste partiel (Pike et al., 1999) 
 
WAY-697, WAY-338, 
WAY-797, WAY-397, 
WAY-244, ERB-041, CL-
272, WAY-202196, 1-
chloro-6-(4-hydroxy-
phenyl)-naphthalen-2-ol 
1X76, 
1U3R, 
1U3S, 
1U9E, 
1X78, 
1X7B, 
1U3Q, 
1YYE, 
1YY4 
Complexes avec 
ligands sélectifs de 
ERβ et boîte RN de 
SRC1 
(Malamas et al., 2004; 
Manas et al., 2004a; 
Mewshaw et al., 2005) 
 Genistein 1X7J 
Complexe avec 
phytooestrogène et 
boîte RN de SRC1 
(Manas et al., 2004b) 
 2-arylindene-1-one 1ZAF 
Complexe avec 
ligand et peptide 
SRC1 
(McDevitt et al., 2005) 
 OHT 2FSZ Antagoniste (Wang et al., 2006c) 
ERRγ Apo 1KV6, 1TFC 
Complexe avec 
boîte RN-2 de 
SRC1 
(Greschik et al., 2004; 
Greschik et al., 2002) 
 DES, OHT 1S9P, 1S9Q, 1VJB Antagonistes (Greschik et al., 2004) 
 GSK5182 2EWP Antagoniste (Chao et al., 2006) 
GR Dexaméthasone 1M2Z 
Complexe avec 
agoniste et boîte 
RN-3 de TIF2 
(Bledsoe et al., 2002) 
Hétérodimères 
RARα/RXRα BMS614 / acide oléique 1DKF Antagoniste / agoniste partiel (Bourguet et al., 2000b) 
RARβ/RXRα acide 9-cis rétinoïque 1XDX 
Complexe avec 
agoniste et boîte 
RN2 de TRAP220 
(Pogenberg et al., 2005) 
     
PPARγ/RXRα Rosiglitazone / acide 9-cis rétinoïque 1FM6 
Complexe avec 
agonistes et boîte 
RN de SRC1 
(Gampe et al., 2000a) 
PPARγ/RXRα GI262570 (farglitazar) / acide 9-cis rétinoïque 1FM9 
Complexe avec 
agonistes et boîte 
RN de SRC1 
(Gampe et al., 2000a) 
PPARγ/RXRα 
GI262570 / acide 
tetrahydrobenzofuranyl 
propenoïque 
1RDT 
Complexe avec 
agonistes et boîte 
RN de SRC1 
(Haffner et al., 2004) 
PPARγ/RXRα GW409544 / acide 9-cis rétinoïque 1K74 
Complexe avec 
agonistes et boîte 
RN de SRC1 
(Xu et al., 2001a) 
LXRα/RXRβ T-0901317 / acide méthoprène 1UHL 
Complexe avec 
agonistes et peptide 
GRIP1 
(Svensson et al., 2003) 
LXRα/RXRα GSK3987 / acide rétinoïque 2ACL Agonistes (Jaye et al., 2005) 
Table 3 : Structures élucidées des LBD des RNs (suite) 
Hétérodimères (suite) 
hCAR/hRXRα 
CITCO / acides gras 
mono- et polyinsaturés 
(C16, C18) 
1XVP 
Complexe avec 
agonistes et boîte 
RN-2 de SRC1 
(Xu et al., 2004) 
hCAR/hRXRα 
5β-pregnane-3,20-dione / 
acides gras mono- et 
polyinsaturés (C16, C18) 
1XV9 
Complexe avec 
agonistes et boîte 
RN-2 de SRC1 
(Xu et al., 2004) 
mCAR/RXRα TCPOBOP / acide 9-cis rétinoïque 1XLS 
Complexe avec 
agonistes et boîte 
RN-3 de TIF2 
(Suino et al., 2004) 
Tetramère 
RXRα Apo 1G1U - (Gampe et al., 2000b) 
 Trans-isomère de l'acide rétinoïque 1G5Y Ligand inactivant (Gampe et al., 2000b) 
 
Table 3 : Structures élucidées des domaines de fixation des ligands (LBD) des récepteurs 
nucléaires. 
Pour plusieurs récepteurs, l'introduction de mutations s'est avérée nécessaire à l'obtention de 
cristaux. Ces mutations sont soit précisées dans cette table soit dans les entrées PDB 
correspondantes. PDB : Protein Data Bank (www.pdb.org). Apo : absence de ligand. Boîte 
RN : boîte Récepteur Nucléaire (motif LXXLL, voir paragraphe sur les co-facteurs). Les 
abbréviations des cofacteurs sont fournies dans le paragraphe correspondant. Date de mise à 
jour de la table : 28/08/2006. 
 
 
I.3. ELEMENTS DE REPONSE ET DIMERISATION DES RECEPTEURS 
NUCLEAIRES 
 I.3.1 Eléments de réponse et classe des récepteurs nucléaires 
 Comme nous l'avons vu précédemment, les récepteurs nucléaires reconnaissent des 
séquences spécifiques (éléments de réponse) situées dans les régions régulatrices de leurs 
gènes cibles. Ces régions régulatrices se localisent au niveau du promoteur ou bien dans des 
"enhancers" situés plus en amont (jusqu'à plusieurs kilobases) du site d'initiation de la 
transcription. Ces séquences sont constituées d'un arrangement particulier de motifs de 
fixation (Fig. 3). Ces motifs de fixation sont du type AGGTCA ou AGTTCA pour la plupart 
des récepteurs et de type AGAACA pour les récepteurs aux hormones stéroïdiennes (sauf 
pour ER). Certains récepteurs reconnaissent également des bases qui flanquent ou séparent les 
motifs de fixation via leur DBD (cas de NGFI-B Fig. 7C). L'arrangement des motifs de 
fixation reflète le mode de fonctionnement en monomère, en homodimère ou en hétérodimère 
(Fig. 2). La séquence, la disposition et l'écartement des motifs sont les éléments clefs 
déterminant la fixation des récepteurs sur un élément de réponse. 
NNN
Nx
Nx
Nx
Figure 9 : Les quatre classes de récepteurs nucléaires
Adapté et complété à partir de Mangelsdorf DJ & Evans RM, 1995, Cell, 83:841-50.
Mode de Fixation à l'ADN Classe Eléments de réponse
Classe I
Classe II
Classe III
Classe IV
AR : Récepteur aux androgènes   IR3
ER : Récepteurs aux oestrogènes   IR3
GR : Récepteur aux glucocorticoïdes   IR3
MR : Récepteur aux minéralocorticoïdes  IR3
PR : Récepteur à la progestérone   IR3
RAR : Récepteur à l'acide rétinoïque   DR2, DR5, IR0, ER8
PPAR : Réc. aux proliférateurs de peroxysomes DR1, DR2
LXR : Récepteur X du foie    DR4
PXR : Récepteur X aux pregnanes   DR3, DR4, ER6
VDR : Récepteur à la vitamine D
3
   DR3, ER9
TR : Récepteurs à l'hormone thyroïdienne  DR4, IR0, ER6-8
CAR : Récepteur constitutif aux androstanes DR4, DR5, ER6
FXR : Récepteur X aux farnésoïdes   DR5, IR1
RXR : Récepteur X aux rétinoïdes   DR1, IR
HNF4 : Facteur nucléaire hépatique 4  DR1, DR2
TR : Récepteurs testiculaires    DR1, DR3-5
COUP-TF : Récepteurs COUP-TF   DR1, DR6, DR4,...
NGFI-B : Nerve growth factor induced protein I-B hémisite, IR, DR5
Nurr1 : Protéine 1 reliée à Nur   hémisite, IR, DR5
Nor1 : Récepteur orphelin neuronal 1  hémisite, IR
SF-1 : Facteur stéroidogénique 1   hémisite
LRH-1 :  Homologue 1 du récepteur du foie  hémisite
ROR : récepteurs reliés à RAR    hémisite, DR2
 En fonction de leurs propriétés de dimérisation et des éléments de réponse auxquels ils 
sont capables de se lier, quatre classes de récepteurs nucléaires ont été définies (Mangelsdorf 
and Evans, 1995). Ces quatre classes sont illustrées en Figure 9 et détaillées ci-dessous :  
¾ La classe I regroupe les récepteurs aux hormones stéroïdiennes AR, ER, GR, MR et PR. 
Ces récepteurs fonctionnent en homodimères et reconnaissent des éléments de réponse de 
type palindrome où les motifs de fixation sont séparés par 3 paires de base (IR3, Fig. 7A). 
La séquence consensus des motifs de fixation est AGAACA, sauf pour ER qui reconnait 
préférentiellement la séquence AGGTCA. La discrimination entre les éléments de réponse 
de ER et de GR est donc due aux deux bases centrales du motif de fixation qui réalisent 
des interactions spécifiques avec les boîtes P des DBD de ces deux RNs (Luisi et al., 
1991; Schwabe et al., 1993b). 
¾ La classe II regroupe les partenaires d'hétérodimérisation du récepteur RXR. Ils se fixent 
de manière générale sur des éléments de réponse organisés en répétition directe (DRx où x 
précise le nombre de bases séparant les deux motifs) bien que certains récepteurs 
reconnaissent également des éléments de réponse constitués de motifs symétriques (IR ou 
ER). 
¾ La classe III regroupe les récepteurs non stéroïdiens fonctionnant en homodimères et 
reconnaissant généralement des éléments de réponse de type répétition directe (DRx) 
comme RXR et HNF4 
¾ La classe IV est constituée par les récepteurs se fixant sous la forme de monomère et 
reconnaissant, le plus souvent, des motifs de fixation qui s'étendent au-delà de la séquence 
consensus. 
La Figure 9 (adaptée de Mangelsdorf and Evans, 1995) présente les principaux récepteurs 
de ces quatre classes ainsi que leurs préférences en termes d'éléments de réponse. Cette 
classification reste naturellement imparfaite et certains récepteurs pourraient appartenir à 
différentes classes. Par exemple les récepteurs Rev-erb et ROR se fixent à l'ADN sous la 
forme de monomères ou sous la forme d'homodimères (DR2) et pourraient donc entrer dans 
les classes III ou IV (Adelmant et al., 1996; Harding et al., 1997; Harding and Lazar, 1993; 
Harding and Lazar, 1995). Enfin, les éléments de réponse de nombreux gènes présentent des 
motifs qui divergent de manière notable de la séquence consensus. Une dizaine d’éléments de 
réponse naturels des récepteurs RAR est présentée dans la Table 4. Ils ont été identifiés et 
caractérisés en particulier grâce aux techniques de gène-rapporteur et de retard sur gel. 
L’exemple des récepteurs RAR (Table 4) illustre bien la diversité des éléments de réponse 
reconnus par un récepteur donné. Dans le Chapitre II, des éléments de réponse naturels pour 
d’autres récepteurs de classe II sont présentés, permettant ainsi d'observer la conservation plus 
ou moins importante des règles canoniques que nous avons évoquées précédemment. Un 
grand nombre d'éléments de réponse naturels ou synthétiques a également été présenté par H. 
Gronemeyer & V. Laudet (Gronemeyer and Laudet, 1995). 
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Figure 10 :  Interface de dimérisation du LBD des récepteurs nucléaires.
Les hélices α intervenant dans les interfaces de dimérisation sont indiquées par des flèches. Les structures 
de deux hétérodimères (A : RAR/RXR et B : PPAR/RXR) et de deux homodimères (C : RXR/RXR et D : ER/ER) 
sont présentées. Un ligand est présent au sein de chaque LBD.  Un peptide SRC1 est également visible dans 
la structure B. PPARγ/RXRα.
Identifiants PDB (référence) :  A. 1DKF (Bourguet et al., 2000), B.  1FM6 (Gampe et al., 2000), C. 1H9U (Love et 
al., 2002), D.  1ERE (Brzozowski et al., 1997).
A.
H10/11
RARα RXRα
H9
H7
B. PPARγ RXRα
H10/11
H9
H7
peptide SRC1
RXRα RXRα
H10/11
H7
H9C. D. ERα ERα
H10/11
H7
H9
Ligand
Ligand
 I.3.2. Dimérisation des récepteurs nucléaires 
Pour les récepteurs fonctionnant en dimère, on distingue deux interfaces de dimérisation. 
La première est qualifiée d'interface faible. Elle est constituée par la boîte D du domaine C 
(DBD) et n'est observée qu'en présence d'ADN. La deuxième interface de dimérisation des 
RN est située dans le domaine E de fixation du ligand. Il s'agit là d'une interface forte de 
dimérisation et des dimères de LBD sont observés en solution. Les premières cristallisations 
d'hétérodimères de LBD (Bourguet et al., 2000b; Gampe et al., 2000a) ont permis de 
comparer les interfaces de dimérisation des homo- et des hétérodimères. De manière générale, 
l'arrangement des deux LBD dans les hétérodimères ressemble fortement à celui observé dans 
les homodimères (Bourguet et al., 1995; Brzozowski et al., 1997; Nolte et al., 1998). La 
Figure 10 présente les structures 3D de deux hétérodimères (RAR/RXR et PPAR/RXR) et de 
deux homodimères (RXR/RXR et ER/ER). Les interfaces de dimérisation impliquent des 
résidus des hélices H7, H9, H10 et H11 et des boucles L8-9 et L9-10 (Bourguet et al., 2000b). 
Les hélices H10 des deux récepteurs sont parallèles à l’axe de symétrie reliant les deux 
récepteurs engagés dans le dimère (Figure 10 A-D). Au sein des hétérodimères, les deux 
protomères ne contribuent pas de manière équivalente à l’interface de dimérisation. Par 
exemple, dans le dimère RAR/RXR (Fig. 10A) RAR fournit significativement plus de 
groupements polaires que RXR, alors ce dernier fournit à l’interface la majorité des 
groupements atomiques chargés positivement. De plus, les deux récepteurs présentent des 
différences en terme d’aire de contact impliquée dans l’interface. L’hélice H7 de RXR 
contribue quatre fois plus en terme de surface à l’interface de dimérisation que l’hélice H7 de 
RAR. En revanche, la contribution de la boucle L8-9 de RAR est trois fois plus importante 
que la boucle correspondante de RXR. Les parties du LBD de RXR engagées dans l’interface 
d’hétérodimérisation (Fig. 10 A-B) sont à peu près les mêmes que celles engagées dans 
l’interface d’homodimérisation (Fig. 10C). Dans les deux types de dimères, les hélices H9 et 
H10 constituent le cœur de l’interface de dimérisation et contribue à plus de 75% au total de 
cette surface. Cependant, quelques différences existent dans l’implication relative de certains 
éléments structuraux de RXR aux interfaces des hétérodimères ou de l’homodimère. Ces 
différences sont liées à la nature du protomère interagissant avec RXR et s’observent même si 
les résidus de RXR impliqués dans les surfaces d’homodimérisation et d’hétérodimérisation 
sont exactement les mêmes. Ces différences pourraient engendrer des différences de stabilité 
des différents dimères et expliquer notamment le fait qu’un mélange de RAR et de RXR 
conduise à la formation quasi-exclusive d’hétérodimères RAR-RXR. Les éléments 
structuraux de ERα impliqués dans son interface d’homodimérisation sont les mêmes que 
ceux décrits précédemment pour RXR et RAR (Fig. 10D Brzozowski et al., 1997). 
Cependant, la longueur de certains de ces éléments et la réalisation de contacts additionnels 
conduit à enfouir une surface plus importante de ERα dans l’interface de dimérisation 
(environ 1700 Å2). L’interface plus réduite de RXR dans les homodimères ou les 
hétérodimères (environ 1000 Å2) suggère un lien plus faible avec le partenaire de dimérisation 
et pourrait être lié à la capacité de RXR à former des dimères avec de nombreux récepteurs 
(classe II). La stabilité modérée des dimères engageant RXR pourraient ainsi favoriser le 
passage entre différents partenaires. 
Le fait que les LBDs cristallisés de différents RNs présentent un repliement identique et 
que les interfaces de dimérisation des différents dimères cristallisés soient également très 
comparables suggèrent que tous les RNs peuvent établir des surfaces de dimérisation 
similaires. Ce serait donc des différences en termes d’acides aminés engagés dans ces 
interfaces qui détermineraient les caractéristiques de la dimérisation. 
 
 
I.3.3. Les tétramères de RXR 
Enfin, signalons que les travaux de Kersten et al. (Kersten et al., 1995a) ont mis en 
évidence que le récepteur RXR était capable, in vitro et en l’absence de ligand, de s’auto-
associer sous la forme de tétramères avec une forte affinité (Kd ~3-5 nM pour l’association 
dimère-dimère). L’ajout du ligand activateur 9cRA (acide 9-cis rétinoïque) conduisant à une 
rapide dissociation de ces tétramères en dimères et monomères (Kersten et al., 1995b; Kersten 
et al., 1995c), il a été proposé que les tétramères de RXR étaient transcriptionnellement 
inactifs et que leur dissociation sous l’effet d’un ligand constituait la première étape vers 
l’activation de RXR (Kersten et al., 1997). Cette proposition est en accord avec l’activité 
transcriptionnelle de mutants de RXR présentant des capacités différentes à former des 
tétramères (Kersten et al., 1998). Ainsi, le mutant RXRα (R321A) forme des tétramères 
incapables de se dissocier suite à la fixation de 9cRA et présente conjointement un défaut 
d’induction de son activité transcriptionnelle par le 9cRA (Kersten et al., 1998). A l’opposé, 
le mutant RXRα (F318A) est incapable de former des tétramères stables et présente une 
activité transcriptionnelle fortement accrue, y compris en l’absence de ligand (Kersten et al., 
1998). Les tétramères de RXR présentent également un rôle fonctionnel dans la régulation du 
gène CRBPII (Cellular Retinol Binding Protein II Mangelsdorf et al., 1991). Ils régulent 
efficacement la transcription de CRBPII via plusieurs éléments de réponse qui sont faiblement 
reconnus par les dimères de RXR. De plus, la formation coopérative de tétramères de RXR 
sur le promoteur de CRBPII est nécessaire à l’activation de la transcription de ce gène par le 
9cRA (Chen and Privalsky, 1995). Des structures tridimensionnelles de tétramères de RXR en 
l’absence de ligand ou en présence d’un isomère du 9cRA agissant comme ligand inactif de 
RXR ont été obtenues (Table 3, Gampe et al., 2000b). Le tétramère se présente sous la forme 
de deux homodimères associés via une interface de tétramérisation. Cette interface implique 
principalement les hélices H3 et H11 ainsi que l’hélice H12 portant la fonction AF-2. 
L’interface d’homodimérisation observée au sein de chacun des dimères d’un tétramère 
ressemble fortement à celle observée dans les structures de dimères de RXR précédemment 
élucidées (Bourguet et al., 1995). Dans le tétramère, l’hélice H12 prend une conformation 
inactive très particulière qui permet de comprendre l’absence d’activité transcriptionnelle du 
tétramère. L’hélice AF-2 de chaque monomère interagit avec le site de fixation des 
coactivateurs du monomère adjacent situé dans le dimère symétrique. Ainsi, les sites de 
fixation des coactivateurs des quatre RXR engagés dans le tétramère sont occupés par une 
hélice AF-2 et ne peuvent donc jouer leur rôle d’interaction avec les cofacteurs nécessaire à 
l’activité transcriptionnelle des récepteurs (voir paragraphe I.5). Plusieurs caractéristiques de 
RXR impliquées dans la formation de tétramères semblent conservées chez d’autres 
récepteurs nucléaires de la sous-famille 2 présentant la capacité de s’homodimériser tels 
HNF4 ou COUP-TF (Gampe et al., 2000b). Il est donc possible que d’autres récepteurs 
nucléaires soient également capables de former des tétramères jouant un rôle dans leur activité 
transcriptionnelle. Cette hypothèse semble renforcée par divers travaux qui suggèrent 
également la formation de tétramères chez d’autres récepteurs nucléaires (Figueira et al., 
2006; Garlatti et al., 1994). 
 
 
I.4. LIGANDS DES RECEPTEURS NUCLEAIRES 
 Les caractéristiques communes des ligands des RNs sont leur taille relativement 
réduite et leur caractère hydrophobe. Contrairement aux ligands de nombreux récepteurs 
membranaires, les ligands des RNs doivent entrer dans la cellule, et parfois dans le noyau 
pour atteindre leur récepteur cible. Les passages au travers de la membrane plasmique et de 
l'enveloppe nucléaire sont ainsi facilités par ces deux caractéristiques (petite taille et forte 
hydrophobicité). En dehors de ces caractéristiques communes, les ligands des RNs présentent 
des structures très diverses, en particulier les ligands synthétiques. Ces ligands peuvent être 
des hormones (hormone thyroïdienne, hormones stéroïdiennes: œstrogènes, progestérone, 
androgènes, glucocorticoïdes ou minéralocorticoïdes), des vitamines (vitamine D3, 
métabolites de la vitamine A), des lipides (acides gras, cholestérol, phospholipides) ou leurs 
dérivés (prostaglandines, leucotriènes, acides biliaires) ou encore des xénobiotiques 
(médicaments, pesticides, contaminants alimentaires ou environnementaux). 
 
Table 5 : Principaux ligands endogènes des récepteurs nucléaires (début) 
RN Ligand Structure Affinité (Kd) Références 
TRα, β Triiodo-thyronine (T3) 
HO
I
O
I
I
OH
O
NH2
 
TRα ~0,2-
0,3 nM 
TRβ ~2 nM 
(Nakai et al., 1988; Sap et 
al., 1986; Thompson et 
al., 1987; Weinberger et 
al., 1986) 
 Thyroxine (T4) 
I
OH
I O
I
I
OH
O
NH2
 
TRα ~1-5 
nM 
TRβ ~50 
nM 
(Nakai et al., 1988; Sap et 
al., 1986; Thompson et 
al., 1987; Weinberger et 
al., 1986) 
 
TRIAC (acide 
3,3’,5-
triiodothyro-
acétique) 
HO
I O
I
I
COOH
 
~1-9 nM 
(Evans and Braverman, 
1986; Thompson et al., 
1987; Weinberger et al., 
1986) 
RARα, 
β, γ 
Acide all-trans 
rétinoïque 
O
OH
 
RAR ~0,2-
0,7 nM 
RORβ~280 
nM 
(Allenby et al., 1993; 
Keidel et al., 1992; 
Stehlin-Gaon et al., 2003) 
RXRα, 
β, γ 
Acide 9-cis 
rétinoïque 
O
HO  
RAR ~0.2-
0.7 nM 
RXR ~10-
20nM 
(Allenby et al., 1993) 
PPARα Acide oléique 
O
OH
 
~2-6 nM 
(Gottlicher et al., 1992; 
Hostetler et al., 2005; Lin 
et al., 1999; Murakami et 
al., 1999) 
 Acide linoléique 
O
OH
 
~1-5 nM 
(Forman et al., 1997; 
Gottlicher et al., 1992; 
Hostetler et al., 2005; 
Kliewer et al., 1997; Krey 
et al., 1997; Lin et al., 
1999; Murakami et al., 
1999) 
 Acide α-linolénique 
O
OH
 
~8 nM 
(Forman et al., 1997; 
Gottlicher et al., 1992; 
Kliewer et al., 1997; Krey 
et al., 1997; Lin et al., 
1999; Murakami et al., 
1999) 
 Acide arachidonique 
O
OH
 
~17-20 nM 
(Forman et al., 1997; 
Gottlicher et al., 1992; 
Hostetler et al., 2006; 
Hostetler et al., 2005; 
Kliewer et al., 1997; Krey 
et al., 1997; Lin et al., 
1999; Murakami et al., 
1999) 
Table 5 : Principaux ligands endogènes des récepteurs nucléaires (suite) 
PPARα 
Acide 8(S)-
hydroxyeicosat
etraénoïque 
(8S-HETE) 
OH O
OH
 
EC50 / 
IC50~0,1-
1µM 
(Forman et al., 1997; 
Kliewer et al., 1997; Krey 
et al., 1997; Murakami et 
al., 1999) 
LXRα, β 
24(S),25-
époxy-
cholestérol 
HO
O
 
~200 nM (Janowski et al., 1999) 
 
24(S)-
hydroxy-
cholestérol 
(Cérébrostérol) 
HO
OHH
 
~100 nM (Janowski et al., 1999) 
 
24-déshydro-
cholestérol 
(Desmostérol) 
HO  
~1 µM (Yang et al., 2006a) 
FXR 
Acide 
chénodesoxy-
cholique 
OH
COOH
H  
~3,4-8 µM 
(Fujino et al., 2003; 
Makishima et al., 1999; 
Parks et al., 1999; Wang 
et al., 1999) 
VDR 
1α,25-
dihydroxy-
vitamine D3 
OH
HO
CH2 OH
 
~0,01-0,05 
nM 
(Baker et al., 1988; Craig 
and Kumar, 1996; 
Nakajima et al., 1993; 
Ross et al., 1991) 
PXR 5β-pregnane-3,20-dione 
HO
O
H
 
EC50~1-
5µM 
(Jones et al., 2000; 
Kliewer et al., 1998; 
Lehmann et al., 1998; 
Moore et al., 2000b) 
 
5β-cholestane-
3α,7α,12α-
triol 
HO OH
OH
 
mPXR : 
EC50~2,5-
5µM 
(Dussault et al., 2003; 
Goodwin et al., 2003) 
CAR 
Androsténol 
(5α-androst-
16-en-3α-ol) 
H
HO  
mCAR : 
EC50~0,8µM 
(Forman et al., 1998; 
Shan et al., 2004) 
 
Androstanol 
(5α-androstan-
3α-ol) 
H
HO  
mCAR : 
EC50~0,8µM 
(Forman et al., 1998; 
Moore et al., 2000b) 
ERα, β 17β-œstradiol 
OH
OH  
ERα ~0,1 
nM 
ERβ ~0,4 
nM 
(Fitzpatrick et al., 1999; 
Green et al., 1986; Greene 
et al., 1986; Kuiper et al., 
1996) 
GR Cortisol 
O
OH
HO
O
OH
 
hGR ~10-20 
nM 
rGR~40-80 
nM 
hMR ~0,5-
1,5 nM 
 
(Giannopoulos and 
Keichline, 1981; Hellal-
Levy et al., 1999; Lind et 
al., 2000; Lu et al., 2006b; 
Rupprecht et al., 1993) 
 
Table 5 : Principaux ligands endogènes des récepteurs nucléaires (suite) 
GR Corticostérone 
O
OH
HO
O
 
rGR~10-20 
nM 
hGR~15-60 
nM 
rMR~0,5 
nM 
(Giannopoulos and 
Keichline, 1981; Lu et al., 
2006b; Sheppard and 
Funder, 1987; Yoneda et 
al., 1995) 
MR Aldostérone 
O
OH
O
HO
O
 
hMR ~0,5-
1,5 nM 
rMR ~0,5 
nM 
hGR ~15-50 
nM 
(Arriza et al., 1987; 
Hellal-Levy et al., 1999; 
Sheppard and Funder, 
1987) 
PR Progestérone 
O
O
 
~1-1,5 nM 
(Birnbaumer et al., 1983; 
Eul et al., 1989; 
Gronemeyer et al., 1987) 
AR 5α-dihydro-testostérone 
O
OH
H  
~0,2-1 nM 
(Chang et al., 1988a; 
Chang et al., 1988b; 
Lubahn et al., 1988; 
Tilley et al., 1989; 
Trapman et al., 1988) 
 
Table 5 : Principaux ligands endogènes des récepteurs nucléaires 
Sauf indication contraire, l’affinité est exprimée en termes de constante de dissociation (Kd). 
Pour une quantité fixe de récepteur, le Kd correspond à la concentration de ligand donnant 
une occupation de 50% des sites de fixation disponibles. Pour certains récepteurs (PXR, 
CAR) l’affinité des ligands endogènes n’a pas été mesurée bien que la fixation au récepteur 
ait été démontrée. Pour ces récepteurs, cette table présente la puissance des molécules via 
l’EC50 qui est la concentration nécessaire à l’obtention d’un effet biologique (en général 
l’induction d’un gène rapporteur contrôlé par un élément de réponse spécifique ou bien le 
recrutement d’un cofacteur ou encore la fixation sur un élément de réponse) représentant 50% 
de l’effet maximal observable. Tous les ligands présentés, à l’exception des ligands de CAR 
agissent comme agonistes. L’androsténol et l’androstanol agissent comme agonistes inverses 
du récepteur CAR. Les préfixes h, m et r devant les noms des récepteurs se rapportent à 
l’espèce étudiée (homme, souris et rat respectivement). 
 
 
I.4.1. Ligands endogènes des récepteurs nucléaires 
La Table 5 présente les principaux ligands endogènes connus de plusieurs récepteurs 
nucléaires. Tous les ligands évoqués dans la littérature ne sont naturellement pas présentés 
dans cette table. En particulier, les ligands jouant un rôle plus structural que fonctionnel ne 
sont pas présentés. Ainsi, des études structurales ont mis en évidence que les LBD de HNF4α 
(Dhe-Paganon et al., 2002) et de HNF-4γ (Wisely et al., 2002) étaient occupés par des acides 
gras saturés ou monoinsaturés (en position Δ9) comportant 16 à 18 carbones et provenant des 
bactéries ayant servi à surexprimer les récepteurs. Cependant, ces acides gras n’ont pu être 
déplacés de leur site de fixation par des acides gras marqués (Dhe-Paganon et al., 2002, 
Wisely, 2002 #170), suggérant qu’ils ne se comportent pas comme des ligands échangeables, 
mais plutôt comme des cofacteurs structuraux des HNF-4. De plus, en présence de ces acides 
gras, l’hélice H12 d’HNF-4α, se présente sous deux conformations différentes (Dhe-Paganon 
et al., 2002) correspondant à une forme active (i.e. capable de fixer des coactivateurs, voir 
paragraphes suivants) et à une forme inactive du LBD (i.e. incapable de fixer un coactivateur). 
Ces données suggèrent que c’est la fixation des coactivateurs qui pourrait jouer le rôle de 
signal activateur pour HNF-4, le ligand facilitant mais ne dictant pas une conformation active 
du récepteur. La structure du complexe ternaire HNF-4α/acide gras/peptide coactivateur 
(boite RN de SRC-1) élucidée ultérieurement (Duda et al., 2004) semble confirmer cette 
hypothèse car l’hélice H12 y adopte uniquement la conformation active, i.e. repliée contre le 
LBD et permettant les interactions avec le peptide coactivateur (voir paragraphes suivants). 
Les récepteurs HNF-4 nouvellement traduits adopteraient donc spontanément une 
conformation leur permettant d’être activés après avoir capturé un acide gras endogène 
approprié au sein des cellules. La fixation de coactivateurs stabiliserait définitivement une 
conformation pleinement active du récepteur. L’activité, apparemment constitutive d’HNF-4, 
serait donc vraisemblablement régulée par son niveau d’expression, par des modifications 
post-traductionnelles (Viollet et al., 1997) et par la formation de complexes avec des 
cofacteurs (Lee et al., 2000b; Yoon et al., 2001). De manière similaire, plusieurs études 
structurales des LBD des récepteurs LRH-1 et SF-1 ont mis en évidence la présence 
inattendue de phospholipides au sein de la poche de fixation du ligand (Krylova et al., 2005; 
Li et al., 2005a; Ortlund et al., 2005; Wang et al., 2005a). Contrairement à son homologue 
humain, le LBD du récepteur LRH-1 murin ne présente pas de phospholipide lié à sa poche de 
fixation du ligand (Sablin et al., 2003). Ceci semble dû à des mutations précises au sein de la 
forme murine du LBD qui modifieraient la forme de sa poche de fixation du ligand (Wang et 
al., 2005a), sans pour autant occuper tout le volume de cette dernière qui reste accessible au 
solvant (Sablin et al., 2003). Ces différentes études ont montré que la fixation de 
phospholipides ou de phosphatidyl inositols jouait effectivement un rôle dans la fonction des 
récepteurs de la famille NR5A, et notamment le recrutement de coactivateurs (Krylova et al., 
2005; Li et al., 2005a; Ortlund et al., 2005; Wang et al., 2005a). Cependant, il reste encore à 
déterminer quels phospholipides se fixent sur ces récepteurs et si leur rôle est effectivement 
celui de ligands échangeables ou bien s’ils jouent un rôle plus structural comme cela semble 
être le cas pour les acides gras et HNF-4. Récemment, des ligands synthétiques de haute 
affinité, agonistes pour LRH-1 et SF-1 ont été développés (Whitby et al., 2006). Ils devraient 
permettre de mieux délimiter les fonctions et de préciser la capacité de modulation de 
l’activité des récepteurs NR5A, les faisant peut-être entrer dans la catégorie des cibles 
thérapeutiques potentielles. Enfin, la structure du LBD du récepteur RORα a révélé la 
présence de cholestérol dans la poche de fixation du ligand (Kallen et al., 2002). Le 
cholestérol sulfate a ultérieurement été identifié comme un meilleur ligand de RORα (Bitsch 
et al., 2003; Kallen et al., 2004a). Cependant, le manque de données fonctionnelles ne permet 
pas actuellement de définir de manière indubitable le ligand de ce récepteur. Notons 
finalement que des études structurales ont également identifié des récepteurs ne possédant pas 
de poche de fixation du ligand tels ERRγ (Greschik et al., 2002) ou Nurr1 (Wang et al., 2003), 
définissant ainsi un mode de fonctionnement des récepteurs nucléaires potentiellement 
indépendant des ligands. 
Comme l’illustre la Table 5, on connait relativement mal à l’heure actuelle les ligands 
endogènes des RNs. Certes, les études sur les récepteurs aux hormones stéroïdiennes (ER, 
GR, PR, MR et AR) ou encore sur les récepteurs à l’hormone thyroïdienne ou à la vitamine 
D3 ont permis d’accumuler de nombreuses connaissances sur ces récepteurs, leurs ligands et 
les interactions récepteur-ligand. Cependant, pour la plupart des RNs, ou bien on ne connait 
pas de ligand endogène, ou bien les ligands endogènes identifiés ne permettent pas de rendre 
compte de manière exhaustive des activités et des modulations d’activité du récepteur. A 
partir du bilan des ligands endogènes des RNs présenté en Table 5, deux principales 
observations peuvent être faites : 1) on distingue deux types de ligands endogènes, ceux 
présentant une forte affinité pour leur récepteur (Kd de l’ordre du nM) et ceux présentant une 
affinité plus faible (Kd de l’ordre du µM) et 2) de nombreux ligands endogènes présentés 
dans cette table proviennent du métabolisme du cholestérol. 
En ce qui concerne l’affinité des ligands endogènes pour leur récepteur deux points 
principaux méritent d’être développés : 1) les méthodes de mesure des affinités récepteur-
ligand et 2) les concentrations physiologiques des ligands endogènes des RNs. 
 
I.4.2 méthodes d’analyse des interactions récepteur-ligand 
En premier lieu, diverses méthodes de dosage de l’affinité ont été utilisées dans la 
littérature. Les méthodes classiques de liaison (ou binding) ne peuvent être utilisées que 
lorsque soit le ligand à étudier (méthode de saturation) soit un ligand de forte affinité 
(méthode de déplacement) est disponible sous forme radiomarquée. La pureté de la 
préparation de récepteurs et en particulier la présence d’autres sites de fixation potentiels du 
ligand sont alors critiques dans l’évaluation de la constante de dissociation (voir par exemple 
Sheppard and Funder, 1987). Notons que ces méthodes fonctionnent également mal dans les 
cas de faibles affinités car la liaison récepteur-ligand risque d’être rompue lors de la 
séparation des ligands non fixés (Dr Marc Poirot, Institut Claudius Regaud, Toulouse, 
communication personnelle). Des méthodes plus indirectes ont également vu le jour plus 
récemment. En particulier, la méthode CARLA (coactivator-dependent receptor ligand assay), 
développée par l’équipe du Pr W. Wahli (Krey et al., 1997) a permis de cribler de manière 
efficace et peu coûteuse un grand nombre de ligands potentiels des récepteurs PPAR. Cette 
méthode constitue une alternative aux méthodes classiques de liaison ligand-récepteur et 
utilise la capacité du récepteur (ou de son domaine de fixation du ligand) ayant fixé son ligand 
à interagir avec un coactivateur. Plusieurs développements technologiques ultérieurs de cette 
méthode ont permis de la rendre encore plus apte à la réalisation de criblages à haut-débit. Les 
technologies de TR-FRET (Time-resolved fluorescence energy transfer), de TRF (Time-
resolved fluorescence), d’ALPHAScreen (amplified luminescent proximity homogeneous 
assay) ou encore de résonance plasmonique de surface ont ainsi été utilisées pour mesurer les 
interactions récepteur (ou LBD)-peptide coactivateur suite à l’addition de divers ligands 
(exemples avec le récepteur FXR: Fujino et al., 2003; Glickman et al., 2002; Parks et al., 
1999). Ces méthodes indirectes ont été utilisées pour l’identification et l’étude des ligands de 
nombreux récepteurs nucléaires de classe II (en particulier PPAR, FXR, LXR ou PXR) alors 
que des études de liaison directe ont été utilisées pour évaluer les affinités des hormones 
stéroïdiennes aux récepteurs de classe I. A ma connaissance, aucune étude n’a évalué de 
manière systématique le lien entre les affinités mesurées par ces deux types de méthode, 
rendant difficile la comparaison des résultats obtenus via ces deux familles de techniques. 
Signalons toutefois que l’utilisation d’autres méthodes directes de liaison, non radioactives 
mais basée sur les phénomènes de quenching de fluorescence (méthode de liaison d’un ligand 
fluorescent, méthode de liaison d’un ligand non fluorescent basé sur le quenching de 
l’émission des tyrosines ou méthode de déplacement d’un ligand fluorescent) et utilisées en 
particulier pour les récepteurs PPARα (Hostetler et al., 2006; Hostetler et al., 2005; Lin et al., 
1999) et HNF-4α (Petrescu et al., 2002) ont permis d’estimer des constantes de dissociation 
de l’ordre du nM alors que les techniques utilisées précédemment fournissaient des affinités 
de l’ordre du µM. En conclusion, si les affinités des récepteurs de classe I pour leurs ligands 
respectifs semblent faire l’objet d’un assez large consensus, des travaux complémentaires 
semblent en revanche nécessaires pour les membres de la superfamille clonés plus 
récemment. 
 I.4.3. Origines et concentrations physiologiques des ligands endogènes des 
récepteurs nucléaires 
Un deuxième paramètre à prendre en considération pour comparer les affinités des 
ligands endogènes des récepteurs nucléaires est la concentration physiologique de ces ligands. 
Ces concentrations physiologiques peuvent naturellement être considérées à plusieurs niveaux 
d’observation (concentrations circulantes, concentrations tissulaires, concentrations dans 
certains sous-compartiments cellulaires comme le noyau) et peuvent varier en fonction de 
nombreux paramètres (rythme circadien, cycle menstruel chez les femelles, alimentation et 
environnement en général, stress, etc.). Les taux circulants sont naturellement les plus 
facilement accessibles et donc les mieux connus mais ne reflètent qu’imparfaitement la 
biodisponibilité du ligand pour son récepteur dans son compartiment biologique spécifique. 
De manière générale, les hormones stéroïdiennes circulent à des taux plasmatiques 
faibles (de l’ordre du ng/mL, sources principales pour les concentrations chez l’Homme : 
www.doctissimo.fr et www.medisite.fr). La sécrétion de testostérone, de progestérone et 
d’estradiol est régulée via la sécrétion de GnRH (Gonadotropin-releasing hormone) par des 
neurones de l’hypothalamus qui induit la sécrétion de LH (Luteinizing hormone) par 
l’hypophyse antérieure (ainsi que de FSH –follicle stimulating hormone-, une autre hormone 
gonadotrope secrétée par l’hypophyse antérieure). La testostérone, la progestérone et 
l’estradiol exercent un rétrocontrôle négatif sur cet axe hypothalamo-hypophysaire conduisant 
à une sécrétion pulsatile de LH. La prolactine est la troisième hormone gonadotrope secrétée 
par l’hypophyse antérieure sous l’effet positif du PRF (Prolactin-releasing factor) et de la 
TRH (Thyrotropin-releasing hormone) et sous l’effet inhibiteur de la dopamine (secrétée par 
l’hypothalamus). Outre ses effets sur le développement de la glande mammaire et la lactation, 
la prolactine agit également sur la sécrétion de progestérone chez la femme, et de testostérone 
chez l’homme. Avant la puberté, les taux de progestérone et d’estradiol sont faibles (<280 
pg/mL pour la progestérone et <20 pg/mL pour l’estradiol). Chez l’homme pubère, ils restent 
relativement faibles (140-560 pg/mL pour la progestérone et 22-49 pg/mL pour l’estradiol). 
Chez la femme pubère, les taux de progestérone et d’estradiol sont très dépendants du cycle 
menstruel. En phase pré-ovulatoire (phase folliculaire), les taux de progestérone et d’estradiol 
sont normalement de 0,1-1,1 ng/mL et 30-120 pg/mL respectivement (pic ovulatoire 
d’estradiol à 140-400 pg/mL) et en phase post-ovulatoire (phase lutéale) ils sont de 1,5-22,6 
ng/mL pour la progestérone et de 65-220 pg/mL pour l’estradiol. Au cours de la grossesse, les 
taux circulants de progestérone et d’estradiol augmentent progressivement jusqu’à atteindre, 
au terme, 150-400 ng/mL et 6,7-30 ng/mL respectivement. Chez la ratte, les ordres de 
grandeur des taux de progestérone et d’estradiol sont à peu près comparables et varient 
également en fonction du cycle œstral (entre 1 et 50 ng/mL de progestérone et entre 20 et 110 
pg/mL pour l’estradiol Nequin et al., 1975). Les taux circulants de testostérone sont 5 à 10 
fois plus faibles chez la femme que chez l’homme et dépendent de l’âge pour les deux sexes. 
Chez la femme ils sont inférieurs à 0,15 ng/mL avant l’âge de 10 ans, compris entre 0,15 et 
0,90 ng/mL entre 10 et 60 ans et entre 0,10 et 0,50 ng/mL au-delà. Chez l’homme, ils sont 
inférieurs à 0,20 ng/mL avant 10 ans puis augmentent jusqu’à 45-60 ans (0,5-5 ng/mL entre 
10 et 20 ans, 3-8,5 ng/mL entre 20 et 45 ans et 2-8 ng/mL entre 45 et 60 ans) avant de 
redescendre (1-5 ng/mL entre 60 et 75 ans puis 0,15-2,5 ng/mL au-delà). Chez le rat, les taux 
circulants de testostérone et leurs variations avec l’âge sont assez comparables à ceux de 
l’homme (0,3-0,4 ng/mL à 1 jour, 3 ng/mL à 100 jours et 1,9 ng/mL à 240 jours Brown-Grant 
et al., 1975). 
Le cortisol est le principal glucocorticoïde chez l’homme. Il est synthétisé par le cortex 
des surrénales sous l’influence d’une hormone hypophysaire : l’ACTH (Adrenocorticotropic 
hormone) qui est elle-même secrétée sous l’effet de la CRH (Corticotropin Releasing 
Hormone) provenant de l’hypothalamus. Chez l’homme, les taux circulants de cortisol varient 
fortement au cours de la journée : ils sont faibles à minuit (20-70 ng/mL), atteignent un pic le 
matin vers 6-8h (100-250 ng/mL) et diminuent progressivement jusqu’au soir (70-170 ng/mL 
à 12h, 60-110 ng/mL à 16h et 40-90 ng/mL à 20h). Chez le rat et la souris, le principal 
glucocorticoïde est la corticostérone et, comme l’illustre la Table 5, l’affinité du GR des 
rongeurs pour la corticostérone est meilleure que pour le cortisol (et inversement pour 
l’homme ou d’autres espèces secrétant du cortisol comme le lapin, Giannopoulos and 
Keichline, 1981). Les taux plasmatiques de corticostérone chez le rat et la souris sont du 
même ordre de grandeur que pour le cortisol chez l’homme mais leurs variations circadiennes 
sont inversées, en lien avec l’activité majoritairement nocturne de ces rongeurs. 
L’aldostérone est le principal minéralocorticoïde et est également synthétisé par la 
glande corticosurrénale. Sa synthèse et sa sécrétion sont principalement sous le contrôle du 
système rénine-angiotensine, de la concentration extracellulaire en potassium et de l’ACTH 
(Connell and Davies, 2005). L’aldostérone circule à des taux 100 à 1000 fois inférieurs à ceux 
des principaux glucocorticoïdes or le récepteur MR possède une affinité quasiment identique 
pour les glucocorticoïdes et pour l’aldostérone (Table 5). Pourtant, au niveau rénal, dans les 
cellules épithéliales de la partie distale du néphron, l’aldostérone active bien le récepteur MR 
qui participe à son action sur la réabsorption du sodium. C’est l’action de la 11β-
hydroxystéroïde déshydrogénase 2 qui est en fait responsable localement de la transformation 
des glucocorticoïdes (cortisol et corticostérone) en leurs métabolites inactifs (cortisone et 11-
déshydrocorticostérone respectivement), empêchant ainsi l’accès des glucocorticoïdes au 
récepteur MR (pour une synthèse voir Rashid and Lewis, 2005). Ainsi le métabolisme 
intracellulaire mais également d’autres paramètres comme la liaison des hormones circulantes 
à des protéines de transport (par exemple la CBG -corticosteroid-binding globulin- qui lie 
préférentiellement les glucocorticoïdes parmi les corticostéroïdes) constituent des 
déterminants fondamentaux de l’exposition des récepteurs à leurs ligands les plus spécifiques. 
Un exemple similaire est disponible pour le récepteur aux androgènes. La testostérone et la 
5α-dihydrotestostérone circulent dans le sang à des concentrations 10 à 100 fois supérieures 
aux concentrations requises pour saturer le récepteur AR mais elles sont étroitement liées à 
des protéines sériques, en particulier la SHBG (sex hormone-binding globulin). De plus, dans 
de nombreux tissus sensibles aux androgènes, la testostérone est convertie en 5α-
dihydrotestostérone, un androgène plus puissant et ayant une meilleure affinité pour AR, sous 
l’effet de la 5α-réductase (pour une synthèse voir Hiipakka and Liao, 1998). Il ressort de ces 
différents résultats que ce sont autant les taux circulants que les nombreux déterminants de la 
concentration locale des ligands qui déterminent leur accessibilité à leur récepteur cible. 
Nous avons vu que les hormones stéroïdiennes, qu’elles soient d’origine sexuelle ou 
corticosurrénale circulent à des taux faibles mais largement en rapport avec les affinités de 
leurs récepteurs cibles (Table 5). Il en est de même pour les hormones thyroïdiennes,  pour la 
vitamine D3 et pour les métabolites de la vitamine A pour lesquels les récepteurs 
correspondants disposent également de très fortes affinités pour ces ligands endogènes. Les 
hormones thyroïdiennes sont synthétisées et secrétées par la thyroïde sous l’effet de la TSH 
(thyroid-stimulating hormone) produite par l’hypophyse antérieure sous le contrôle positif de 
la TRH (Thyrotropin-releasing hormone) provenant de l’hypothalamus et le contrôle négatif 
des hormones thyroïdiennes (rétrocontrôle négatif) ou de la somatostatine (produite par 
l’hypothalamus mais également l’estomac, les intestins et les cellules delta du pancréas). En 
dehors de la période périnatale où les taux d’hormones thyroïdiennes sont plus élevés, les 
concentrations plasmatiques de T4 totale sont de 40-140 ng/mL et celles de T3 totale de 0,5-2 
ng/mL. Dans la circulation, T3 et T4 sont majoritairement liées à la TBG (thyroxine-binding 
globulin), à la transthyrétine et à l’albumine. Seules les T4 (8-28 pg/mL) et T3 libres (2-6 
pg/mL) ont une action hormonale. L’affinité des TR pour la T3 est environ 10 fois plus forte 
que pour la T4 (Table 5). Des déiodinases (en particulier la déiodinase de type II : D2) 
agissent là encore localement au niveau des cellules cibles pour convertir la T4 en T3 et 
favoriser ainsi l’activation des récepteurs TR (pour une synthèse voir Bianco and Kim, 2006). 
Le TRIAC (Table 5) est un métabolite de la T3 qui possède également une forte affinité pour 
les récepteurs TR. Il a été utilisé en thérapeutique humaine comme hypocholestérolémiant et 
dans le traitement de cancers de la thyroïde (Tiratricol) mais a été retiré du marché en octobre 
2003 par l’AFSSAPS (Agence Française de Sécurité Sanitaire des Produits de Santé). 
Les apports alimentaires mais surtout la synthèse au niveau de la peau sous l’action 
des rayons ultraviolets constituent les principales sources de vitamine D pour l’organisme. La 
vitamine D existe sous deux formes : la forme D2 ou ergocalciférol produite par les végétaux 
et la forme D3 ou cholécalciférol produite par les animaux. Chez l’homme ces deux formes 
sont converties en 1,25-dihydroxyvitamine D3 (Table 5), leur principal métabolite actif qui 
circule à des concentrations de 20-50 ng/mL qui semblent cohérentes par rapport à l’affinité 
de VDR. Ses principaux rôles biologiques, dont VDR est le médiateur, sont la stimulation de 
l’absorption intestinale du calcium et du phosphore, le remodelage osseux et la conservation 
des minéraux au niveau rénal. Des rôles dans la modulation du système immunitaire et dans la 
différenciation cellulaire ont également été décrits. La déficience en vitamine D ou des 
mutations sur VDR se traduisent par l’apparition du rachitisme, une maladie dont la plupart 
des symptômes sont reproduits par la délétion de VDR chez la souris (Yoshizawa et al., 
1997). 
On appelle vitamine A toute substance naturelle présentant des caractéristiques 
biologiques similaires à celles du rétinol, la principale forme animale de la vitamine A. Le 
rétinol est une vitamine liposoluble qui présente des propriétés antioxydantes et joue des rôles 
majeurs notamment dans la vision, le développement et la croissance. En l’absence de 
synthèse endogène, la vitamine A doit être apportée par l’alimentation, principalement sous la 
forme de précurseurs d’origine animale sous forme de rétinol ou d’esters de rétinol et 
d’origine végétale sous formes de carotènes (provitamine A). Chez l’homme, les taux 
circulants de rétinol se situent environ entre 400 et 800 ng/mL. Le foie constitue le principal 
site de stockage de la vitamine A. En fonction des besoins, il libère du rétinol dans le plasma 
sous forme liée à la RBP (retinol-binding protein). Dans l’organisme, la vitamine A existe 
également sous d’autres formes issues du métabolisme du rétinol : rétinol, rétinal, acide 13-cis 
rétinoïque, acide all-trans rétinoïque et acide 9-cis rétinoïque. Ce sont ces deux dernières 
formes qui constituent les principaux ligands et activateurs des récepteurs RXR et RAR 
(Table 5). Chez l’homme, l’acide all-trans rétinoïque circule à des taux d’environ 1 à 4 ng/mL 
(De Leenheer et al., 1982; Eckhoff and Nau, 1990) soit environ 100 à 400 fois plus faibles 
que les taux circulants de rétinol (les taux circulants d’acide 13-cis rétinoïque sont 
comparables à ceux de l’acide all-trans rétinoïque, Eckhoff and Nau, 1990; Tang and Russell, 
1990). L’acide 9-cis rétinoïque circule à des taux encore plus faibles, généralement non 
détectables par les méthodes analytiques usuelles (<0,2-0,5 ng/mL) sauf en cas d’exposition 
forte d’origine alimentaire (max. 2,5 ng/mL après consommation d’un foie de dinde frit, 
Arnhold et al., 1996) ou pharmacologique (Lanvers et al., 1996; Weber and Dumont, 1997). 
Ces taux relativement faibles soulèvent des questions par rapport aux affinités rapportées des 
récepteurs RAR et RXR (Table 5) et il a été montré que des mécanismes intracellulaires 
interviennent, là aussi, pour augmenter les concentrations locales de ligands à proximité des 
récepteurs. Dans ce domaine, la protéine de transport intracellulaire de l’acide rétinoïque 
CRABP-II (Cellular Retinoic Acid-Binding Protein II) semble jouer un rôle important (Budhu 
and Noy, 2002). Après avoir fixé de l’acide rétinoïque, elle effectue une translocation au 
noyau et interagit de manière transitoire avec RAR pour lui transmettre son ligand (Budhu 
and Noy, 2002). Certaines protéines impliquées dans le trafic intracellulaire des acides gras 
(FABP pour Fatty Acid-Binding Proteins) pourraient également jouer des rôles équivalents 
vis-à-vis des acides gras et des récepteurs PPAR (Tan et al., 2002). Les enzymes intervenant 
dans le métabolisme du rétinol en rétinaldéhyde (principalement alcool déshydrogénases : 
ADH) et surtout celles oxydant le rétinaldéhyde en acide rétinoïque (rétinaldéhyde 
déshydrogénases : RALDH) ainsi que les enzymes intervenant dans la dégradation de l’acide 
rétinoïque (CYP26A1, B1 et C1, Abu-Abed et al., 2001; Taimi et al., 2004; White et al., 
2000) jouent également des rôles clefs pour déterminer le schéma spatio-temporel de 
concentration locale des activateurs des récepteurs RAR et RXR au cours du développement 
ou chez l’adulte (pour une synthèse voir Duester et al., 2003; Petkovich, 2001). Il apparaît une 
fois de plus qu’au-delà des concentrations circulantes des ligands endogènes potentiels ou 
avérés, de nombreux acteurs (protéines de transport, enzymes du métabolisme) interviennent 
au niveau intracellulaire dans la régulation fine de la concentration des ligands les rendant 
plus ou moins biodisponibles pour leur récepteur. Signalons également que des travaux très 
récents (Ziouzenkova et al., 2007) suggèrent que le rétinaldéhyde, dont les fonctions 
biologiques n’étaient jusqu’alors connues que dans l’oeil, jouerait un rôle d’inhibiteur de 
l’adipogénèse, au moins en partie en inhibant la signalisation de RXR et de PPARγ. 
Cependant, les affinités du rétinaldéhyde rapportées pour ces récepteurs semblent faibles au 
regard des concentrations circulantes et tissulaires de ce métabolite de la vitamine A 
(Ziouzenkova et al., 2007) et des travaux complémentaires s’avèrent nécessaire pour élucider 
définitivement les cibles de ce composé. 
De nombreux acides gras, ainsi que des dérivés d’acides gras (leucotriènes et 
prostaglandines en particulier) ont été décrits comme de bons ligands et activateurs du 
récepteur PPARα (Table 5). De fait, les PPAR, avec PXR qui, lui aussi, semble fixer une 
grande diversité de ligands, présentent les poches de fixation du ligand les plus volumineuses 
parmi les récepteurs nucléaires dont la structure du LBD a été analysée (env. 1300-1600 Å3 
pour PXR et les trois isoformes de PPAR). Il semble, de plus, que la forme de leur poche de 
fixation des ligands soit capable de changer assez facilement, s’adaptant ainsi à une variété de 
structures. Les acides gras pourraient se fixer à PPARα sous forme libre mais également sous 
forme estérifiée au coenzyme A (acyl-coenzyme A) comme le suggèrent les travaux de 
plusieurs équipes (Fan et al., 1998a; Forman et al., 1997; Hostetler et al., 2006; Hostetler et 
al., 2005; Qi et al., 1999a). Les lipides circulent dans l’organisme principalement sous forme 
de lipoprotéines (chylomicrons, VLDL, IDL, LDL et HDL) ou complexés à l’albumine. Les 
acides gras libres ne représentent qu’un faible pourcentage des lipides circulants. Ils entrent 
dans la cellule par diffusion passive ou via des transporteurs (en particulier FATP –fatty acid 
transport protein- et CD36/FAT –fatty acid transporter-) et sont rapidement transformés en 
acyl-CoA via les FATP ou les acyl-CoA synthétases (Jump et al., 2005). Les acides gras 
libres et les acyl-CoA intracellulaires sont liés aux FABP précédemment évoquées ou aux 
ACBP (acyl-CoA binding protein) qui les transportent vers les différents compartiments 
intracellulaires où ils sont métabolisés, ou vers le noyau où ils interagissent avec des facteurs 
de transcription. Au niveau du noyau, des études de microscopie utilisant des acides gras 
fluorescents ont permis de mettre en évidence que les concentrations nucléoplasmiques des 
acides gras à longue chaîne (plus de 16 carbones) et de leurs acyl-CoA étaient de l’ordre de 
40-70 nM et 3 nM respectivement (Huang et al., 2004; Huang et al., 2002). Remarquons par 
ailleurs qu’il a été montré que certains acides gras, en particulier les très longs polyinsaturés 
(plus de 20 carbones et de 5 double liaisons) étaient capables de modifier de manière 
significative la composition du pool intracellulaire d’acides gras libres dans des hépatocytes 
primaires de rat (Pawar and Jump, 2003). 
Les oxystérols, dont certains sont considérés comme les ligands endogènes des 
récepteurs LXR (Table 5), sont des produits d’oxydation du cholestérol (pour une analyse 
détaillée de la littérature voir Schroepfer, 2000). Ils constituent généralement des 
intermédiaires ou des produits finaux dans les voies d’excrétion du cholestérol (acides 
biliaires notamment) et possèdent ainsi, par rapport au cholestérol, une plus grande capacité à 
traverser les membranes biologiques. L’exposition de l’organisme aux oxystérols provient de 
l’oxydation des stérols alimentaires, de la synthèse intracellulaire d’oxycholestérol (par auto-
oxydation du cholestérol ou bien via des réactions enzymatiques spécifiques, généralement 
catalysées par des cytochromes P450 tels CYP7A1, CYP27A1, CYP46 et CYP3A4) ou de 
l’oxydation de la fraction lipidique des lipoprotéines. Le dosage des oxystérols est 
particulièrement difficile en raison des nombreux risques de perte ou de génération 
d’oxystérols aux différentes étapes de stockage, de manipulation et d’analyse des échantillons 
(Schroepfer, 2000). Ainsi, des variations de plus de 2 ordres de grandeur sur les 
concentrations de certains oxystérols ont parfois été rapportées (Bjorkhem and Diczfalusy, 
2002). Chez l’homme, certains oxystérols ayant potentiellement des rôles biologiques 
circuleraient à des taux plasmatiques d’environ 0,01 à 0,5 nmol/mL (Schroepfer, 2000), soit 
très largement en dessous du taux circulant normal de cholestérol (~5000 nmol/mL). Il semble 
que les trois principaux oxystérols plasmatiques soient le 27-hydroxycholestérol (également 
appelé 26-hydroxycholestérol et possédant des stéréoisomères appelés 25R,- ou 25S,26-
hydroxycholestérol, Javitt, 2002), produit par CYP27A1 (cytochrome P450 mitochondrial), le 
24-hydroxycholestérol, produit par CYP46 (exprimé presque exclusivement dans le cerveau 
chez l’homme) et le 7α-hydroxycholestérol, produit par CYP7A1 (Bjorkhem and Diczfalusy, 
2002; Schroepfer, 2000). Chez des adultes sains, ils circulent respectivement à 0,5-0,6 
nmol/mL, 0,3-0,4 nmol/mL et 0,1-0,2 nmol/mL de sérum (Setchell et al., 1998). Les 
concentrations tissulaires des oxystérols sont encore plus mal connues et des résultats 
extrêmement variables ont été rapportés, hypothéquant pour l’instant des conclusions fiables 
sur le sujet (Schroepfer, 2000). Bien qu’il soit concevable, comme illustré précédemment, que 
divers mécanismes moléculaires soient mis en jeu pour provoquer localement des 
concentrations fortes d’oxystérols, les données actuellement disponibles et les affinités 
rapportées (Table 5) ne permettent pas de conclure de manière définitive quant à leur rôle de 
véritables ligands endogènes des LXR. Notons que le desmostérol (24-déhydrocholestérol, 
Table 5), un précurseur dans la biosynthèse du cholestérol, se fixe également sur les LXR, 
facilite le recrutement de cofacteurs par ces RNs et régule leurs gènes cibles (Yang et al., 
2006a). Bien que présentant une affinité plus faible que certains oxystérols pour les LXR, le 
desmostérol circule dans l’organisme à des concentrations plus élevées, de l’ordre de 0,8 à 1,4 
µg/mL (soit 2,1-3,6 nmol/mL) de sérum (Miettinen et al., 1997; Tammi et al., 2001) et 
pourrait donc agir comme ligand endogène des LXRs. Enfin, l’acide cholesténoïque (acide 
3β-hydroxy-5-cholesténoïque, non présenté en Table 5), un acide biliaire produit de 
l’oxydation du 27-hydroxycholestérol par CYP27A1, a également été décrit comme un ligand 
endogène potentiel de LXR (Song and Liao, 2000). Il circule sous forme non estérifiée et non 
conjuguée à environ 0,3-0,5 nmol/mL (Song and Liao, 2000). 
Certains acides biliaires et en particulier l’acide chénodésoxycholique (Table 5), 
l’acide désoxycholique et l’acide lithocholique sont considérés comme des ligands endogènes 
du récepteur FXR. L’acide cholique et l’acide chénodésoxycholique (CDCA) sont les acides 
biliaires primaires, synthétisés par le foie à partir du cholestérol et via divers oxystérols. Ils 
sont conjugués avec la glycine ou la taurine (un dérivé de la cystéine) pour former les sels 
biliaires primaires (glycocholate, taurocholate, glycochénate et taurochénate) qui sont excrétés 
du foie vers la vésicule biliaire via les canaux biliaires. La bile hépatique, produite 
constamment par le foie est concentrée environ dix fois dans la vésicule biliaire et excrétée 
rapidement dans le duodénum via le canal cholédoque lorsque la vésicule biliaire se contracte 
sous l’effet de la cholécystokinine. Dans le duodénum et le jéjunum ils émulsifient les 
graisses et agissent ainsi comme cofacteurs indispensables à l’action de la lipase pancréatique 
intervenant dans la digestion des graisses. Dans l’iléon, les sels biliaires primaires sont 
déconjugués sous l’action de la flore intestinale. L’acide cholique et le CDCA sont 
partiellement transformés par cette flore en acide désoxycholique et acide lithocholique 
respectivement (acides biliaires secondaires). Les acides biliaires primaires et secondaires 
sont majoritairement réabsorbés dans l’iléon (environ 97%, les 3% restant étant éliminés par 
les fèces) et transportés au foie via la veine porte. Une petite partie de ces acides biliaires 
traversent le foie et sont éliminés via les urines. Tous les acides biliaires recaptés par le foie 
sont reconjugués comme les acides biliaires primaires, sauf l’acide lithocholique qui est sulfo-
conjugués ou oxydé en acide ursodésoxycholique (acide biliaire tertiaire, assez rare chez 
l’homme mais utilisé pour le traitement des calculs biliaires). Les sels biliaires primaires et 
secondaires sont excrétés à nouveau dans la bile, bouclant ainsi le cycle entéro-hépatique des 
acides biliaires. Le sulfolithocholate est systématiquement excrété et n’est ni réabsorbé ni 
déconjugué. Notons que, chez les rongeurs, d’autres acides biliaires sont également observés 
comme les acides muricholiques (α, β et ω) ou l’acide hyodésoxycholique. Suite à cette 
description, il n’est pas surprenant de constater que les principaux sites d’expression et 
d’action de FXR décrits sont le foie, l’intestin (iléon plus particulièrement) et les reins où l’on 
retrouve la présence des acides biliaires. Les travaux de plusieurs équipes ont mis en évidence 
que les acides biliaires mais également leurs conjugués (sels biliaires) qui constituent chez 
l’homme environ 98% des acides biliaires de la bile étaient de bons ligands et activateurs de 
FXR (Fujino et al., 2003; Makishima et al., 1999; Parks et al., 1999; Wang et al., 1999). Dans 
certains modèles cellulaires, il est néanmoins nécessaire de surexprimer un transporteur 
spécifique des sels biliaires afin d’observer, via un gène rapporteur, l’activation de FXR par 
les conjugués des acides biliaires (Parks et al., 1999; Wang et al., 1999). Le pool total 
d’acides biliaire dans l’organisme est assez important (2-4 g) et est maintenu à un niveau 
relativement constant via la néosynthèse hépatique quotidienne de 200 à 500 mg d’acides 
biliaires primaires. Chez l’homme, les acides biliaires présents dans le foie représenteraient 
seulement 1 à 2% du pool total des acides biliaires (61,6±29,7 nmol/g de foie, Setchell et al., 
1997). Les acides choliques et chénodésoxycholique sont les plus représentés dans le foie 
comme dans la bile extraite de la vésicule biliaire et représentent chacun environ 30 à 40% 
des acides biliaires totaux (Miettinen et al., 1997; Setchell et al., 1997). L’acide 
désoxycholique représente environ 15% des acides biliaires (foie et vésicule biliaire) et les 
acides lithocholique et ursodésoxycholique entre 0,5 et 5%. Des dosages effectués sur noyaux 
isolés d’hépatocytes de rat suggèrent que moins de 0,1% des acides biliaires hépatiques sont 
retrouvés au niveau du noyau (Setchell et al., 1997). Les acides biliaires sont également 
retrouvés au niveau sérique à des concentrations d’environ 2-5 nmol/mL (~1-2 µg/mL) chez 
l’homme (Angelin et al., 1978; Azer et al., 1997; Smith et al., 2004) et d’environ 6-15 
nmol/mL (~3-6 µg/mL) chez le rat (Ando et al., 2006). Alors que le CDCA prédomine chez 
l’homme au niveau sérique (environ 40 à 50%), c’est l’acide cholique (environ 50%) puis les 
acides hyodésoxycholique et β-muricholique (environ 15% chacun) qui prédominent chez le 
rat. L’ordre de grandeur de ces concentrations d’acides biliaires, en particulier 
comparativement aux hormones et vitamines évoquées précédemment, semble plutôt bien en 
accord avec la moindre affinité de FXR pour ses ligands endogènes par rapport aux récepteurs 
aux hormones stéroïdiennes ou thyroïdiennes. 
Ce tour d’horizon des concentrations physiologiques des ligands endogènes des 
récepteurs nucléaires permet de dégager quelques points importants à souligner : 
• Il existe dans une certaine mesure un accord assez étroit entre les concentrations 
physiologiques des ligands endogènes décrits et les affinités de leurs récepteurs respectifs. 
Certains récepteurs agissent comme senseurs très spécifiques d’hormones produites en faible 
quantité et dans un organe parfois éloigné, comme les récepteurs aux hormones stéroïdiennes 
ou thyroïdiennes. D’autres semblent plutôt agir comme senseurs assez généraux de certaines 
grandes voies du métabolisme et présentent une moindre spécificité de ligand et/ou des 
affinités plus faibles comme les récepteurs PPAR, PXR, LXR ou FXR, 
• Les concentrations circulantes sont de loin les mieux décrites dans la littérature 
mais ne sont pas toujours les plus pertinentes à prendre en considération. Les concentrations 
tissulaires, intracellulaires ou intranucléaires semblent plus adaptées dans le contexte des 
récepteurs nucléaires mais les données en la matière sont assez fragmentaires, voire 
totalement absentes. De nombreux travaux semblent encore nécessaires pour s’assurer que les 
ligands endogènes décrits (Table 5 mais aussi tous ceux qui ne sont pas mentionnés dans ce 
manuscrit) exercent effectivement leurs effets via les RNs dans des conditions 
physiologiques. 
• Dans plusieurs cas, des mécanismes moléculaires liés au transport, au trafic 
intracellulaire ou au métabolisme des ligands permettent de générer des zones de plus forte 
concentration des ligands endogènes au niveau tissulaire, cellulaire ou subcellulaire, 
favorisant ainsi leur interaction avec les RNs et participant également à une régulation spatio-
temporelle très fine de leur activité. 
 
Table 6 : Exemples de ligands non endogènes des RN (début) 
RN Ligand Structure Remarques Références 
RARα, 
β, γ TTNPB 
COOH 
Kd~2-40nM 
Pan-agoniste 
(Beard et al., 
1995; Nagpal et 
al., 1995; 
Pignatello et al., 
1997) 
 
Acide 
Tazaroténique 
(AGN190299), 
métabolite 
actif du 
Tazarotène 
(AGN190168) 
S
C
C
N
COOH 
Kd~40-60 nM (β, γ) 
Kd~600 nM (α) 
Agoniste β/γ sélectif 
Traitement topique de 
l’acné, du psoriasis et de 
dommages photosensibles 
(Chandraratna, 
1996; Nagpal et 
al., 1995) 
RXRα, 
β, γ 
LGD1069 
(Bexarotène, 
Targretin) 
COOH
 
Kd~15-30 nM 
Pan-agoniste 
Traitement de lymphomes 
cutanés à cellules T 
(Boehm et al., 
1994; Zhang et 
al., 2002a) 
 LG100268 
N
COOH
 
Kd~3nM 
Pan-agoniste 
(Boehm et al., 
1995; Love et 
al., 2002) 
PPAR
α Bezafibrate 
Cl
N
H
O
O COOH
 
Kd~2-10 nM 
Agoniste double α/β 
Traitement 
d’hypertriglycéridémies 
(Hostetler et al., 
2005; Krey et al., 
1997; Peters et 
al., 2003) 
 
Acide 
pirinixique 
(Wy 14,643) 
N
H
N
N
Cl
S COOH 
Kd~20-30 nM 
Agoniste 
(Forman et al., 
1997; Krey et al., 
1997; Lin et al., 
1999; Murakami 
et al., 1999) 
 
Acide 
fenofibrique 
(métabolite du 
fénofibrate) O
Cl O COOH
 
Agoniste 
Traitement 
d’hypertriglycéridémies 
(Krey et al., 
1997; Mukherjee 
et al., 2002; 
Thomas et al., 
2003) 
 GW6471 
N
O
O
HN
O
CF3
N
H
O
O
 
Antagoniste synthétique (Xu et al., 2002a) 
     
Table 6 : Exemples de ligands non endogènes des RN (suite) 
PPAR
γ Rosiglitazone HN S
O
O
O
N
N
 
Kd ~40nM 
Agoniste 
Traitement du diabète de 
type II 
(Lehmann et al., 
1995) 
LXRα, 
β T0901317 S N
O
O
CF3
OH
F3C
CF3
 
EC50~20nM 
Agoniste 
(Schultz et al., 
2000) 
 Paxilline 
N
H
O
CH3
CH3 OH
OH
O
 
Ki (25-OH-Chol)~0,6-1,2 
µM 
Agoniste 
Mycotoxine produite par 
Penicillium paxilli 
(Bramlett et al., 
2003) 
FXR GW4064 
COOH
Cl
OO
N
Cl
Cl
 
EC50~40 nM 
Agoniste 
(Maloney et al., 
2000) 
 
Guggulstérone 
(Z-
guggulstérone 
présentée ici) 
O
O
 
Ki~µM (ordre de grandeur) 
Antagoniste 
Traitement 
d’hyperlipidémies 
(Burris et al., 
2005; Urizar et 
al., 2002; Wu et 
al., 2002) 
VDR Calcipotriol (MC903) 
OH
HO
CH2
OH
 
Agoniste 
Traitement topique du 
psoriasis 
(Tocchini-
Valentini et al., 
2004) 
 Seocalcitol (EB1089) 
OH
HO
CH2
OH
 
Agoniste 
Anticancéreux en 
développement 
(Tocchini-
Valentini et al., 
2004) 
 Paricalcitol (Zemplar) 
OH
HO
OH
 
Kd~0,15nM 
Agoniste 
Traitement de 
l’hyperparathyroïdie 
secondaire 
(Brown et al., 
2002) 
PXR Rifampicine 
O
O
O
NH
H3COCO
HO
H3CO
OH
OHOH
OOH
N N NCH3
 
IC50([3H]SR12813)~6-
8µM 
Agoniste de hPXR (pas 
mPXR) 
Antibiotique 
(Bertilsson et al., 
1998; Blumberg 
et al., 1998; 
Chrencik et al., 
2005; Jones et 
al., 2000; 
Lehmann et al., 
1998; Moore et 
al., 2000b; Zhu 
et al., 2004) 
 
Pregnenolone 
16α-
carbonitrile 
(PCN) 
HO
O
C N
 
Agoniste de mPXR 
(faible pour hPXR) 
(Blumberg et al., 
1998; Chrencik 
et al., 2005; 
Jones et al., 
2000; Kliewer et 
al., 1998; 
Lehmann et al., 
1998; Moore et 
al., 2000b) 
Table 6 : Exemples de ligands non endogènes des RN (suite) 
PXR Hyperforine 
O
O
O
HO
 
IC50 ([3H]SR12813)~30 
nM 
Agoniste 
Composant extrait du 
millepertuis (Hypericum 
perforatum) utilisé 
comme antidépresseur 
(Moore et al., 
2000a; Watkins 
et al., 2003b; 
Zhu et al., 2004) 
CAR TCPOBOP 
N
Cl
Cl
O
O
N
Cl
Cl
 
Agoniste de mCAR (pas 
hCAR). Agoniste faible 
de hPXR (pas de mPXR) 
(Moore et al., 
2000b; Tzameli 
et al., 2000) 
 CITCO 
Cl
N
N
S
N
O
Cl
Cl
 
EC50 (FRET 
hCAR/SRC1)~50nM 
Agoniste de hCAR (pas 
mCAR) 
(Maglich et al., 
2003) 
 Clotrimazole (Trimysten) 
N
N
Cl
 
IC50 (FRET 
hCAR/SRC1)~60nM 
Antagoniste de hCAR 
(pas de mCAR), agoniste 
de PXR 
Antifongique 
 
(Bertilsson et al., 
1998; Jones et 
al., 2000; 
Lehmann et al., 
1998; Maglich et 
al., 2003; Moore 
et al., 2000b; 
Zhu et al., 2004) 
ERα, 
β Génistéine 
HO
O
O
OH
OH  
Ki~0,3-3nM 
Agoniste 
Isoflavone issue du soja 
(Henley and 
Korach, 2006; 
Kuiper et al., 
1997; Kuiper et 
al., 1998; 
Matthews et al., 
2000; Mueller et 
al., 2004) 
 Diethylstilbestrol 
HO
OH
 
Ki~0,05nM 
Agoniste 
Traitement de cancers de 
la prostate métastasés. 
Interdit depuis les années 
70 pour la prévention des 
avortements et 
accouchements 
prématurés 
(Henley and 
Korach, 2006; 
Kuiper et al., 
1997; Kuiper et 
al., 1998; 
Matthews et al., 
2000; Mueller et 
al., 2004; Swan, 
2000) 
 
4-
hydroxytamoxi
fène 
HO O
N
 
Ki~0,05-0,1nM 
Antagoniste partiel / 
modulateur sélectif 
Métabolite du tamoxifène 
(traitement de cancers du 
sein) 
(Kuiper et al., 
1997; Kuiper et 
al., 1998; 
Matthews et al., 
2000; 
Wijayaratne et 
al., 1999) 
 
ICI 182780 
(Fulvestran, 
Faslodex) 
HO
OH
(CH2)9SO(CH2)3CF2CF3 
Ki~0,05-0,5nM 
Antagoniste 
Traitement de cancers du 
sein 
(Kuiper et al., 
1998; Wakeling 
et al., 1991; 
Wijayaratne et 
al., 1999) 
     
     
Table 6 : Exemples de ligands non endogènes des RN (suite) 
ERα, 
β 
Raloxifène 
(LY139481) 
HO S
OH
O
O
N
 
Ki~0,1-30 nM 
Antagoniste partiel / 
modulateur sélectif 
Traitement et prévention 
de l'ostéoporose chez la 
femme ménopausée 
(Kuiper et al., 
1998; 
Wijayaratne et 
al., 1999) 
GR Dexamethasone 
O
F
HO
HO
OH
O
 
Kd~1-5nM (Forte affinité 
également pour MR) 
Agoniste fort de GR et 
agoniste faible de MR 
Anti-inflammatoire (et 
immunosupresseur) très 
utilisé en medecine 
humaine et vétérinaire 
(Bourgeois et al., 
1984; Hellal-
Levy et al., 
1999; Roux et 
al., 1996; 
Rupprecht et al., 
1993; Simons et 
al., 1989) 
 Triamcinolone acetonide O
O
O
F
HO O
OH
 
Kd~0,5-3nM 
Agoniste 
Anti-inflammatoire utilisé 
en dermatologie, 
ophtamologie, 
rhumatologie et contre les 
manifestations des 
rhinites allergiques 
(Lind et al., 
1996; Lind et al., 
2000; Lu et al., 
2006b; Zhang et 
al., 1996b) 
 Mifepristone (RU 486) 
O
HO
C
C
N
 
Kd~0,3-3nM (Forte 
affinité pour PR 
également) 
Antagoniste de GR, PR et 
AR 
Abortif (avortement 
chimique du début de 
grossesse). 
(Agarwal, 1996; 
Bourgeois et al., 
1984; Hurd and 
Moudgil, 1988; 
Lu et al., 2006b; 
Robin-
Jagerschmidt et 
al., 2000; 
Rupprecht et al., 
1993) 
MR Spironolactone 
O
O S
O
O
 
Kd~3nM (Forte affinité 
pour AR également) 
Antagoniste de MR, AR 
et GR, agoniste de PR 
Traitement de 
l’hypertension artérielle, 
de l’insuffisance 
cardiaque, de l’hirsutisme 
(antiandrogène) ; 
diurétique 
(Corvol et al., 
1975; Couette et 
al., 1992a; 
Couette et al., 
1992b; Rogerson 
et al., 2003) 
 Eplerenone 
O
O
O
O
O
O
 
Ki~30-300nM 
Antagoniste de MR (pas 
d’interactions avec GR et 
PR et très faible avec AR) 
Traitement de 
l’hypertension artérielle, 
de l’insuffisance 
cardiaque, de dysfonction 
ventriculaire gauche ; 
diurétique 
(Brown, 2003; 
de Gasparo et al., 
1987; Garthwaite 
and McMahon, 
2004; Lu et al., 
2006b; Rogerson 
et al., 2004) 
PR Promegestone (R5020) 
O
O
 
Kd~0,2-5nM 
Agoniste 
Traitement de 
l’insuffisance lutéale 
(préménopause 
principalement) 
(Birnbaumer et 
al., 1983; 
Fitzpatrick et al., 
1999; Hurd and 
Moudgil, 1988) 
PR Tanaproget O
H
N
N
C N
S
 
IC50 ([3H]R5020)~2nM 
Agoniste 
Progestatif (essais 
cliniques en cours) 
(Zhang et al., 
2005b) 
AR 
Metribolone 
(Methyltrienol
one, RU1881) 
O
OH
 
Kd~0,3-1nM 
Forte affinité pour PR et 
MR également 
Agoniste de AR, 
antagoniste de MR 
(Chang et al., 
1988b; 
Freyberger and 
Ahr, 2004; 
Kuiper et al., 
1993; Ris-
Stalpers et al., 
1990; Takeda et 
al., 2007; Toth et 
al., 1995) 
 17β-trenbolone 
O
OH
 
Ki (r,hAR)~1-5nM 
Ki (bPR)~1-5nM 
Agoniste 
Métabolite actif du 
trenbolone acetate utilisé 
comme anabolisant chez 
le bovin 
(Bauer et al., 
2000; Wilson et 
al., 2002) 
 Bicalutamide (Casodex) 
C
F3C
N
H
N
O
S
O
O
F
OH
 
Ki~10 nM (R-
bicalutamide) 
Antagoniste 
Traitement de cancers de 
la prostate 
(Fuhrmann et al., 
1992; Furr and 
Tucker, 1996; 
He et al., 2002; 
Mukherjee et al., 
1996) 
 
Table 6 : Exemples de ligands non endogènes (synthétiques et naturels) des récepteurs 
nucléaires 
Lorsqu’elles sont disponibles dans les références, des indications sur l’affinité des ligands 
sont fournies (Kd, Ki, EC50 ou IC50). Ces affinités sont en général à concevoir en termes 
d’ordre de grandeur. La fonction d’agoniste, d’antagoniste ou de modulateur spécifique du 
ligand vis-à-vis de son (ou ses) récepteur(s) cible(s) est précisée. Des informations sont 
également fournies sur l’origine des ligands naturels ainsi que sur l’utilisation éventuelle en 
thérapeutique et/ou les propriétés rapportées des différents ligands. Les préfixes m-, r-, h- et 
b- pour les récepteurs nucléaires correspondent aux espèces étudiées (m : souris, r : rat, h : 
homme et b : bovin). 
 
 
I.4.4. Ligands synthétiques ou naturels des récepteurs nucléaires 
 Mis à part ces ligands endogènes, de très nombreux ligands synthétiques ont été 
développés pour les RNs et plusieurs de ces ligands sont utilisés en thérapeutique humaine 
pour le traitement de pathologies très diverses comme des cancers, des hypertriglycéridémies 
ou encore le diabète de type II. Ces ligands synthétiques s’avèrent également extrêmement 
utiles dans les études plus fondamentales où ils permettent, de part leurs spécificités, leurs 
activités et leurs affinités une dissection fine du fonctionnement des voies de signalisation des 
RNs. Nous nous concentrerons dans ce chapitre sur les RNs des classes I et II pour lesquels 
un nombre plus important de ligands sont connus. Bien entendu, ce manuscrit ne peut 
constituer un catalogue exhaustif de tous les ligands synthétiques décrits des RNs. 
Néanmoins, la présentation de quelques uns de ces ligands synthétiques (Table 6) qui sont 
utilisés en thérapeutique humaine, ont été utilisés dans le cadre de ce travail de doctorat ou 
font l’objet de nombreuses études dans la littérature, nous permet de percevoir la diversité des 
structures des ligands des RNs et d’entrevoir le large potentiel de ces récepteurs pour le 
développement de futurs médicaments. Plusieurs xénobiotiques non synthétiques 
(« naturels ») comme des composés extraits de végétaux ou de moisissures ont également été 
identifiés comme ligands des RNs et certains sont également présentés en Table 6. 
L’utilisation de certains de ces ligands, synthétiques ou naturels, pour le traitement de 
pathologies variées va nous permettre d’évoquer succinctement ci-dessous les principaux 
rôles joués par ces différents récepteurs dans la physiologie des organismes.  
 L’industrie de la dermatologie est sans doute l’une de celles qui s’intéresse le plus aux 
récepteurs RAR et RXR. En effet, ces récepteurs jouent des rôles très importants dans les 
phénomènes de prolifération et différenciation de manière générale et sont bien exprimés au 
niveau de la peau. Plusieurs agonistes synthétiques sont utilisés en thérapeutique pour le 
traitement de divers problèmes dermatologiques comme l’acné, le psoriasis ou certains types 
de cancers cutanés (Table 6). Le fait que RXR soit le partenaire de dimérisation de nombreux 
RNs suggère que sa modulation pourrait également être envisagée dans des pathologies 
impliquant ses partenaires. La première étude menée dans le cadre de ce doctorat a justement 
visé à étudier la capacité de ligands de RXR à moduler de manière tissu-spécifique les voies 
de signalisation de ses partenaires. Au-delà de leurs fonctions dans la peau, les récepteurs 
RXR et RAR jouent de nombreux autres rôles dans l’organisme, notamment au niveau du 
développement embryonnaire, du métabolisme et de la balance prolifération/différenciation. 
 Les récepteurs PPAR jouent des rôles majeurs dans le métabolisme énergétique et en 
particulier dans le métabolisme des lipides. De manière très schématique, l’activation du 
récepteur PPARα favorise le catabolisme et l’utilisation des lipides alors que l’activation du 
récepteur PPARγ, impliqué notamment dans la différenciation adipocytaire, favorise le 
stockage des graisses par l’organisme. Les fibrates (ciprofibrate, gemfibrozil, bezafibrate et 
fenofibrate) sont des activateurs du récepteur PPARα utilisés depuis les années 1970 pour le 
traitement de divers types d’hypertriglycéridémies. Les thiazolidinediones, comme la 
rosiglitazone, activateurs de PPARγ, sont quant à elles utilisées pour rétablir une sensibilité 
des organes périphériques à l’insuline dans le cadre de traitements du diabète de type II. 
 Les agonistes de VDR sont utilisés dans diverses pathologies comme le psoriasis, 
certains cancers ou l’hyperparathyroïdie secondaire à une insuffisance rénale. Ces 
applications sont en cohérence avec l’expression forte de VDR au niveau des reins, de 
l’intestin, du tissu osseux et de la parathyroïde ainsi qu’avec ses rôles de régulateur majeur de 
l’homéostasie du calcium et du phosphate (avec la parathormone qui est régulée négativement 
par VDR) et de la balance prolifération/différenciation. 
 Le récepteur PXR fait l’objet d’actives recherches en raison de son implication 
potentielle dans des interactions médicamenteuses. Il constitue, avec le récepteur CAR, un 
régulateur puissant du métabolisme des xénobiotiques et en particulier du cytochrome P450 
3A (CYP3A) qui est responsable du métabolisme de plus de 60% des médicaments 
actuellement utilisés (Lehmann et al., 1998). Le cas de l’hyperforine, un composé issu du 
millepertuis (ou herbe de Saint-Jean) est assez caractéristique (Moore et al., 2000a). Le 
millepertuis est assez largement utilisé pour ses propriétés d’antidépresseur naturel mais des 
études ont mis en évidence qu’il augmentait le métabolisme de divers médicaments comme 
l’indinavir (inhibiteur de protéase utilisé dans le traitement du HIV), la cyclosporine 
(immunosuppresseur utilisé par exemple lors de greffes) où des contraceptifs oraux. L.B. 
Moore et collaborateurs ont pu mettre en évidence que l’hyperforine est en fait un ligand du 
récepteur PXR et induit l’expression du CYP3A via l’activation de PXR (Moore et al., 
2000a), conduisant ainsi à un accroissement du métabolisme hépatique de nombreux 
médicaments. 
 Les ligands synthétiques des récepteur ER sont majoritairement utilisés dans le 
traitement de cancers du sein. Bien que les mécanismes moléculaires soient encore mal 
connus, les estrogènes semblent constituer un facteur déterminant dans le développement de 
cancers du sein. Cette observation a conduit à la mise en œuvre de stratégies visant à inhiber 
l’activité des ER via l’utilisation d’antagonistes comme le tamoxifène ou l’ICI 182780 (Table 
6) dans les tumeurs mammaires où l’activation des ER se traduit par une croissance tumorale. 
Néanmoins, les rôles des estrogènes dans l’organisme sont très nombreux (régulation du cycle 
menstruel et de la reproduction, modulation de la densité des os ou transport du cholestérol 
par exemple) et il est connu que la réduction des concentrations des stéroïdes sexuels suite à 
la ménopause conduit à de multiples désagréments (sueurs nocturnes, bouffées de chaleur) et 
à des risques accrus d’ostéoporose (diminution de la densité des os favorisant les fractures) et 
de pathologies cardiaques (Jordan, 2004). Le recours a des thérapies de substitution 
hormonale post-ménopause semble efficace pour la prévention de cancers du colon, de 
l’ostéoporose et des symptômes de la ménopause mais accroît par ailleurs les risques de 
cancers du sein, de maladie d’Alzheimer, de formations de caillots sanguins (phlébite, 
embolies pulmonaires) et d’infarctus du myocarde (Jordan, 2004). Ces observations ont 
conduit de nombreuses équipes à travailler au développement de modulateurs spécifiques 
des récepteurs aux estrogènes (SERM pour Specific Estrogen Receptor Modulators) qui 
présenteraient des activités agonistes et antagonistes spécifiques en fonction des tissus. Ces 
recherches ont par ailleurs été stimulées par le clonage du récepteur ERβ (Kuiper et al., 1996; 
Tremblay et al., 1997) qui a ouvert la voie au développement de ligands présentant des 
affinités différentielles pour ces deux récepteurs dont l’expression tissulaire n’est pas 
identique (Kuiper et al., 1997). Le tamoxifène (Table 6) est un exemple de SERM car il 
exerce une activité antiestrogénique au niveau du sein mais présente également une activité 
partiellement estrogénique dans ce tissu ainsi qu’au niveau de l’utérus et des os. Ces activités 
d’agoniste partiel conduisent vraisemblablement à une inhibition sub-optimale des ER au 
niveau des cancers du sein, à un accroissement de l’incidence de cancers de l’endomètre mais, 
en revanche, à un effet positif sur le maintien de la densité osseuse (Jordan, 2004). Le 
raloxifène (Table 6) est un autre exemple de SERM, indiqué, lui, pour la prévention et le 
traitement de l’ostéoporose (effet estrogénique) et dont l’utilisation s’avère également 
bénéfique pour la prévention de cancers du sein (effet antiestrogénique) et de l’endomètre 
(effet antiestrogénique). Enfin, les récepteurs aux estrogènes (avec le récepteur aux 
androgènes) font également l’objet de nombreuses recherches en raison de leur implication 
potentielle dans la diminution de la fertilité et l’augmentation de l’incidence de malformations 
du tractus uro-génital et de cancers des organes liés à la reproduction observés principalement 
aux Etats-Unis et en Europe (Maffini et al., 2006; Mauduit et al., 2006; Swan, 2000; Swan, 
2006). Des composés naturels ou issus de l’industrie pourraient ainsi agir via les voies de 
signalisation des hormones stéroïdiennes et/ou moduler la synthèse, le métabolisme, le 
transport ou l’activité de ces hormones et agir ainsi comme perturbateurs endocriniens. 
 Les glucocorticoïdes endogènes, essentiellement régulés en fonction du rythme 
circadien et du stress, agissent principalement via le récepteur GR mais également via le 
récepteur MR dans les tissus où celui-ci n’est pas protégé par les voies de dégradation des 
glucocorticoïdes (voir chapitre sur les ligands endogènes et Funder, 1992). Ils jouent des rôles 
vitaux et régulent de nombreux processus biologiques dont la croissance, le développement, le 
métabolisme, le comportement ou l’apoptose. Leurs rôles en situation de stress sont multiples 
(pour une synthèse voir Sapolsky et al., 2000). En thérapeutique, les glucocorticoïdes sont 
parmi les médicaments les plus couramment prescrits. Ils sont généralement utilisés pour leurs 
propriétés anti-inflammatoire et immunosuppressive (Table 6) dans une grande variété de 
pathologies comme l’asthme, les dermatites, la polyarthrite rhumatoïde, la prévention des 
rejets lors de greffes ou les maladies auto-immunes. Le RU 486 (Mifepristone, Table 6) est 
utilisé en thérapeutique humaine pour son action antagoniste de PR (abortif) mais constitue 
aussi l’antagoniste le mieux caractérisé de GR (Agarwal, 1996). 
 Outre son rôle pour véhiculer les effets des glucocorticoïdes dans certains tissus, le 
récepteur MR, activé par l’aldostérone, joue des rôles majeurs dans la réabsorption du sodium 
et de l’eau et dans l’excrétion du potassium soit, plus généralement, dans le contrôle de 
l’homéostasie des électrolytes au niveau des cellules épithéliales du colon et de la partie 
distale des néphrons (Connell and Davies, 2005; Fuller and Young, 2005; Takeda, 2004). De 
plus, il semble aujourd’hui évident que l’aldostérone exerce, via MR et sans doute via 
d’autres voies de signalisation encore mal caractérisées, une somme d’actions diverses au 
niveau de tissus non épithéliaux comme les cardiomyocytes, l’hippocampe, la paroi des 
vaisseaux (cellules musculaires lisses et cellules endothéliales), les monocytes circulants et le 
système nerveux central (Connell and Davies, 2005; Fuller and Young, 2005). Ciblant 
initialement son action sur le transport des électrolytes, les antagonistes de MR 
(spironolactone et eplerenone, Table 6) sont utilisés dans le traitement de l’hypertension 
(Garthwaite and McMahon, 2004). Des études cliniques récentes (RALES et EPHESUS) ont 
démontré les effets bénéfiques de ces antagonistes de MR sur la réduction de la morbi-
mortalité et des hospitalisations chez des sujets atteints d’insuffisance cardiaque (Brown, 
2003; Fuller and Young, 2005; Garthwaite and McMahon, 2004; Takeda, 2004). Ces effets 
des antagonistes de MR semblent indépendants de leurs effets sur l’hypertension, renforçant 
l’hypothèse selon laquelle l’aldostérone agirait directement comme promoteur de 
l’hypertrophie et de la fibrose cardiaque et altèrerait la fonction de l’endothélium vasculaire. 
Les effets secondaires des traitements à la spironolactone, liés en particulier à la structure 
stéroïdienne de la molécule qui détermine son action sur les autres RNs de classe I (Table 6) 
ont conduit au développement de l’eplerenone présentant une affinité plus faible pour MR 
mais une activité à peine plus réduite et surtout une absence quasi-totale d’affinité pour les 
autres récepteurs aux hormones stéroïdiennes (Brown, 2003; Garthwaite and McMahon, 
2004; Takeda, 2004). Le principal effet secondaire de ce nouvel antagoniste (que l’on 
retrouve aussi pour la spironolactone) semble être l’augmentation de la concentration 
plasmatique en potassium (Brown, 2003), pouvant aller, dans quelques cas, jusqu’à 
l’hyperkaliémie (concentration sérique en ion K+ supérieure à 5,5 mmol/L) mettant alors en 
jeu le pronostic vital. 
 Comme son nom l’indique, la progestérone, via les récepteurs PR, est principalement 
impliquée dans l’initiation et le maintien de la gestation. Deux récepteurs : PR-A et PR-B sont 
synthétisés à partir d’un unique ARNm grâce à l’utilisation de deux codons d’initiation de la 
traduction différents. Ces deux isoformes semblent intervenir à des degrés divers dans les 
effets de la progestérone au niveau de l’ovulation, de la préparation de l’épithélium utérin et 
de l’endomètre à la nidation du blastocyste et du développement mammaire associé à la 
gestation (pour une synthèse voir Conneely et al., 2003). En thérapeutique, les agonistes de 
PR sont principalement utilisés comme contraceptifs. Ils agissent majoritairement en 
densifiant la glaire cervicale qui empêche le passage des spermatozoïdes. Les antagonistes de 
PR comme le RU486 sont principalement utilisés comme abortif en début de grossesse (Spitz, 
2003). Ils empêchent le maintien et la densification de la muqueuse utérine pendant la 
nidation et provoquent l’expulsion de l’embryon, un phénomène qui est facilité par la co-
administration d’une prostaglandine. 
 Les androgènes dont la testostérone est le principal représentant exercent, via le 
récepteur AR, des actions multiples dans l’organisme, en particulier chez le mâle. Ils 
participent à la différenciation sexuelle du fœtus (masculinisation à partir de la huitième 
semaine post-conception), au développement des organes génitaux mâle (conduits, verge, 
vésicules séminales, prostate) et des caractères sexuels secondaires (pilosité, voix, 
morphologie, comportement) à la puberté, ils favorisent la spermatogénèse et le maintient des 
organes sexuels, ils ont un effet anabolisant (accroissement de la fixation des protéines dans 
les muscles) et agissent sur la croissance (augmentation de la masse musculaire et accélération 
de la soudure des cartilages de conjugaison), ils favorisent la minéralisation de l’os, 
augmentent l’hématocrite (stimulation de la sécrétion d’érythropoïétine), la rétention du 
sodium et la calcémie, ils agissent enfin sur les glandes sébacées (acné) et sur le système 
nerveux central (rétrocontrôle de l’axe hypothalamo-hypophysaire, libido, agressivité). Les 
deux principales utilisations des ligands de AR correspondent aux propriétés anabolisantes de 
ses agonistes et à la capacité de ses antagonistes à inhiber la croissance des tumeurs de la 
prostate. Les stéroïdes anabolisants (exemple du trenbolone acétate en Table 6) sont ainsi 
utilisés pour favoriser la croissance des animaux de rente, en particulier les bovins 
(légalement dans certains pays dont les Etats-Unis mais illégalement dans l’Union 
Européenne) ainsi que par certains sportifs pour améliorer leurs performances, leur endurance 
et leur motivation (Kuhn, 2002). La prostate, glande de l’appareil sexuel masculin, est 
principalement impliquée dans le stockage et la sécrétion (dans une moindre mesure la 
synthèse) du liquide séminal, un des constituants du sperme. Le récepteur AR joue des rôles 
Figure 11 : Changements conformationels du LBD de RXRα engendrés par la fixation d'un 
ligand.
En l'absence de ligand (A, PDB : 1LBD, Bourget et al., 1995), l'hélice H12 est orienté vers l'extérieur du LBD. En 
présence d'un acide gras  provenant des bactéries utilisées pour la surexpression (B, PDB : 1XVP, Xu et al., 
hétérodimère CAR-RXRα, 2004) l'hélice H12 est repliée contre le LBD créant une nouvelle surface avec les 
hélices H3 et H4. Ces différents changements conformationnels permettent l'interaction d'un co-activateur 
(ici SRC-1) dont un peptide contenant le motif LXXLL a été co-cristallisé (C).
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Figure 12 :  Comparaison des sites de fixation des coactivateurs et corépresseurs sur le LBD 
de PPARα
En présence d'un ligand agoniste (A, PDB : 1K7L, Xu et al., 2001), l'hélice H12 adopte une conformation active 
permettant la fixation d'un peptide contenant le motif LXXLL de SRC-1. En présence d'un antagoniste (B, PDB 
: 1KKQ, Xu et al., 2002), la fixation d'un peptide contenant le motif LXXXIXXXL de SMRT empêche le positionne-
ment de l'hélice H12 dans sa conformation active.
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importants dans le développement de la prostate et dans le maintien de son épithélium 
sécrétoire qui semble être le premier type cellulaire transformé dans les adénocarcinomes de 
la prostate (Heinlein and Chang, 2004). Lors du diagnostic initial, environ 80 à 90% des 
cancers de la prostate sont dépendants des androgènes pour leur croissance (Heinlein and 
Chang, 2004) et le traitement est donc orienté vers la réduction des androgènes circulants et 
l’inhibition de l’activité de AR. Le flutamide (et son métabolite actif l’hydroxyflutamide) et le 
plus récent bicalutamide (Table 6) sont des ligands antagonistes de AR utilisés pour inhiber 
AR dans les cas de cancers de la prostate androgènes-dépendants. Malheureusement et 
comme c’est le cas pour de nombreux cancers du sein traités par le tamoxifène, une 
proportion importante de cancers de la prostate resurgissent en ayant perdu leur sensibilité au 
traitement  à savoir le retrait des androgènes et/ou l’inhibition de l’activité de AR (Heinlein 
and Chang, 2004; Hiipakka and Liao, 1998). Des recherches sont en cours pour comprendre 
les mécanismes qui conduisent au développement de ces tumeurs et à leur insensibilité aux 
androgènes (Heinlein and Chang, 2004; Hiipakka and Liao, 1998). 
 Après avoir présenté les ligands endogènes et synthétiques des RNs, voyons à présent 
quels sont les mécanismes de fixation de ces ligands sur les récepteurs et les conséquences de 
cette fixation. 
 
I.4.5. Mécanismes et conséquences de la fixation des ligands 
 Les nombreuses études structurales réalisées sur les domaines de fixation des ligands 
(LBD) des RNs (Table 3) ont permis de définir les règles générales des mécanismes de 
fixation des ligands. Ces études ont aboutit à un modèle appelé modèle du « piège à souris » 
pour la fixation des ligands. Comme présenté en Figure 8 avec le cas particulier de RXR, le 
LBD de la plupart des RNs présente une moindre densité d’hélices α dans sa partie « basse » 
définissant ainsi la poche de fixation du ligand. La Figure 11 présente la comparaison des 
structures du LBD de RXR en l’absence de ligand (Figure 11A), en présence d’un ligand 
(Figure 11B) et en présence d’un ligand et d’un peptide issu de SRC-1 (Figure 11C), une 
protéine agissant comme coactivateur du récepteur RXR (voir paragraphe I.5.). Le ligand 
(Figure 11B-C) est ici un acide gras vraisemblablement issu de la culture de bactéries ayant 
servie à produire le LBD de RXR (Xu et al., 2004). Cette figure illustre les changements de 
conformation qui s’opèrent dans le LBD suite à la fixation du ligand (comparer les Figures 
11A et 11B). L’hélice H11 est repositionnée en continuité de l’hélice H10 alors que l’hélice 
H12 bascule, dépliant ainsi une boucle qui passe sous l’hélice H6 et longe la partie N-
terminale de l’hélice H3. Dans sa position finale, l’hélice H12 ferme la poche de fixation du 
ligand comme un couvercle. Dans certains cas, l’hélice H12 participe également à stabiliser la 
fixation du ligand en établissant des interactions protéine-ligand additionnelles par rapport à 
celles déjà engagées dans la poche de fixation du ligand (Laudet and Gronemeyer, 2002). Le 
phénomène le plus nettement visible parmi ces changements conformationnels est le 
repositionnement de l’hélice H12 qui est le support de la fonction de transactivation 
dépendante du ligand (AF-2). Ce repositionnement, accompagné d’autres modifications plus 
subtiles comme la torsion de l’hélice H3, conduit à la formation d’une nouvelle surface qui 
ressemble à un sillon sur la partie externe du LBD. C’est la création de cette surface qui va 
permettre l’interaction du LBD avec les protéines co-activatrices du récepteur comme le 
coactivateur SRC-1 (Figure 11C, voir paragraphe I.5.). Ces coactivateurs possèdent un motif 
conservé (motif LXXLL où L est une leucine et X n’importe quel acide aminé), appelé boîte 
récepteur nucléaire, qui permet leur interaction avec le LBD. Dans la structure de la Figure 
11C, un peptide issu de SRC-1 et contenant le motif LXXLL a été cristallisé avec le récepteur 
RXR (Xu et al., 2004). Ce motif adopte une conformation en hélice α qui fait deux tours 
complets. La fixation de ce motif sur la surface du LBD est stabilisée par des interactions 
principalement hydrophobes entre les leucines du motif et les résidus du sillon. De plus, ce 
motif est maintenu de part et d’autre par deux liaisons hydrogène impliquant des acides 
aminés conservés de l’hélice H12 (glutamate) et de l’hélice H3 (lysine). Les anglophones 
parlent de « charge clamp » pour qualifier l’effet « d’étau » opéré sur le motif LXXLL par 
ces deux liaisons hydrogène. En plus de stabiliser l’interaction peptide-récepteur, ces deux 
liaisons hydrogène déterminent la longueur précise de l’hélice α qui peut se fixer dans le 
sillon du LBD (Bourguet et al., 2000a). Lors de la création de cette nouvelle surface sur le 
LBD, des protéines fixées au LBD et agissant comme corépresseurs sont libérées suite à la 
fixation d’un ligand agoniste, mais pas nécessairement si le ligand est un antagoniste. Ces 
corépresseurs peuvent être fixés au LBD en l’absence de ligand ou en présence d’un 
antagoniste selon les cas. Ils interagissent avec le LBD dans une zone chevauchant la surface 
d’interaction avec les coactivateurs (Figure 12) mais ils empêchent l’hélice H12 d’adopter une 
conformation active (i.e. une conformation permettant la création d’une surface compatible 
avec la fixation des coactivateurs, Xu et al., 2002a). Les corépresseurs NCoR et SMRT (voir 
paragraphe I.5.3.) présentent également un motif conservé mais il est plus long 
(LXXI/HIXXXL/I où L est une leucine, I une isoleucine, H  est une histidine, X n’importe 
quel acide aminé et où le signe / indique une alternative entre les deux acides aminés 
indiqués) et forme une hélice α irrégulière à trois tours (Figure 12). La fixation du ligand et 
les changements conformationnels engendrés permettent donc à la fois la libération des 
corépresseurs et la fixation des coactivateurs sur le LBD (Figures 11 et 12). Ces éléments 
permettent de comprendre pourquoi la fonction AF-2 (fonction de transactivation située en 
partie C-terminale du récepteur, au niveau de l’hélice H12) est dépendante de la fixation du 
ligand. 
 Dans les différentes structures de LBD élucidées en présence de ligand (Table 3), ce 
dernier est enfoui au sein de la protéine (voir Figures 11 et 12 par exemple) sans qu’un point 
d’entrée et de sortie manifeste ne soit identifiable. Des changements conformationnels 
significatifs sont nécessaires pour générer un tel point d’entrée/sortie dans la plupart des 
structures de LBD disponibles. Le modèle du « piège à souris » évoqué ci-dessus fournit une 
réponse probable à cette question : ce serait la mobilité de l’hélice H12 qui permettrait 
l’ouverture d’un canal en ouvrant le couvercle de la poche de fixation du ligand. Les poches 
de fixation du ligand dont les structures sont disponibles sont bordées d’acides aminés 
majoritairement hydrophobes. Quelques résidus polaires, situés généralement au fond de la 
poche, près du feuillet β, agissent comme points d’ancrage du ligand et jouent des rôles 
essentiels dans son positionnement correct et dans la sélectivité de la poche. La plupart des 
RNs possèdent ainsi une arginine très conservée au sein de l’hélice H5 qui pointe vers 
l’intérieur de la cavité où se trouve le ligand (Laudet and Gronemeyer, 2002). Ces résidus 
polaires, souvent conservés au sein d’une sous-famille de RNs, confèrent ainsi des spécificités 
de groupements chimiques polaires aux ligands des membres de ces sous-familles (exemple : 
groupement cétone pour les stéroïdes et groupement carboxylique pour les rétinoïdes). Enfin, 
pour certains récepteurs comme les RAR, les RXR ou les récepteurs aux hormones 
stéroïdiennes, la forme de la poche de fixation du ligand semble plutôt rigide. Dans le cas des 
RAR et RXR, les structures obtenues ont mis en évidence que c’était le ligand qui adaptait sa 
conformation à la forme de la poche, maximisant ainsi le nombre des interactions 
hydrophobes possibles avec la poche. Dans le cas des RNs de classe I, la rigidité des stéroïdes 
ne permet pas ces adaptations conformationnelles et il a été observé que les poches de ces 
récepteurs étaient significativement plus grandes que leurs ligands respectifs. Ce sont, pour 
ces récepteurs, des interactions spécifiques clefs avec des acides aminés précis de la poche qui 
jouent un rôle prépondérant dans la spécificité de reconnaissance du ligand, plus que la 
somme des interactions hydrophobes. En revanche, il semble que certains récepteurs comme 
les PPAR, les LXR ou encore PXR, possédant des poches de fixation plus volumineuses 
(surtout PPAR et PXR) et présentant, dans l’état actuel des connaissances, une plus grande 
diversité de ligands, soient capables de modifier la forme générale et le volume de leur poche 
de fixation pour s’adapter à une diversité de structure des ligands (Chrencik et al., 2005; 
Farnegardh et al., 2003; Watkins et al., 2003b). 
 La Table 6 précise, pour un éventail de ligands synthétiques, si ceux-ci agissent 
comme agoniste, antagoniste ou modulateur sélectif du récepteur considéré (et éventuellement 
d’autres récepteurs). Dans la littérature, on rencontre également les notions d’agoniste inverse 
ou d’agoniste (ou antagoniste) partiel. Afin d’éviter les confusions, revenons sur l’utilisation 
de ces termes et leur signification. Tout d’abord, rappelons que ces notions ont été 
initialement définies pour les récepteurs membranaires et qu’elles ne dépendent pas 
directement de la liaison entre le ligand et le récepteur mais du résultat de cette liaison c'est-à-
dire de l’effet induit par cette liaison sur l’activité du récepteur. Lorsque le ligand se fixe à un 
récepteur, il peut l’activer, le ligand est alors appelé agoniste ou bien le bloquer, auquel cas il 
est appelé antagoniste. Un ligand qui se fixe sur le récepteur mais produit un effet inverse de 
celui d’un agoniste est appelé agoniste inverse. Un antagoniste est capable de bloquer l’effet 
d’un agoniste comme l’effet d’un agoniste inverse. L’effet induit est dépendant de la dose de 
ligand et est saturable puisque l’effet dépend notamment de la quantité de récepteur présent 
qui est fixe. En pharmacologie, la relation dose (D)-effet (E) étant de nature hyperbolique, elle 
est modélisée par la relation E=(αEmax×D)/(D+DE50) où Emax caractérise l’efficacité de 
l’agoniste et DE50 (ou CE50 si on exprime la dose sous la forme de concentrations) caractérise 
sa puissance (plus la DE50 est faible plus la molécule est puissante). Le coefficient α 
caractérise l’activité intrinsèque de l’agoniste, c'est-à-dire sa capacité à entrainer le couplage 
du récepteur à son (ou ses) effecteur(s). S’il vaut 1, l’agoniste est dit entier. S’il est inférieur à 
1, on parlera d’agoniste partiel. En pratique, cela revient au même de dire qu’un agoniste 
partiel est un agoniste dont l’efficacité est moindre qu’un agoniste entier et, dans le domaine 
des récepteurs nucléaires, on parle plutôt d’agoniste fort ou d’agoniste faible (même si ces 
notions se réfèrent normalement plutôt à la puissance des ligands qu’à leur efficacité). Dans le 
domaine des récepteurs nucléaires, nous avons vu que la notion de modulateur sélectif a été 
introduite, notamment dans le cadre des travaux sur les ligands des récepteurs aux estrogènes. 
Un modulateur sélectif est un ligand qui est capable d’agir comme agoniste dans certains sites 
d’action et comme antagoniste dans d’autres sites. Remarquons que, dans la littérature sur les 
récepteurs nucléaires, les notions d’agoniste (ou antagoniste) partiel et de modulateur sélectif 
sont souvent utilisées comme synonymes, ce qui ne correspond pas aux définitions données 
ci-dessus. En pratique, pour appliquer ces notions aux récepteurs nucléaires, il est cependant 
nécessaire de prendre en compte un certains nombre d’éléments spécifiques au mode de 
fonctionnement de cette famille de facteurs de transcription : 
• Un ligand peut interagir positivement ou négativement avec l’activité d’un récepteur 
nucléaire à différents niveaux. Le ligand peut par exemple affecter 1) la stabilité du 
complexe RN-protéines chaperones (protéine heat-shock comme Hsp90) situé au niveau 
du cytosol dans les cellules n’ayant pas été exposées à l’hormone (voir paragraphe I.6.), 2) 
la durée de demi-vie du récepteur, 3) la capacité d’homo- ou d’hétérodimérisation du 
récepteur ou encore 4) sa capacité d’interaction avec l’ADN (élément de réponse). 
• Les récepteurs nucléaires portent, comme nous l’avons vu, deux fonctions d’activation de 
la transcription (AF-1 et AF-2) qui fonctionnent de manière dépendante du promoteur et 
du type cellulaire. Bien que la fonction AF-1 soit qualifiée d’indépendante du ligand car 
elle peut effectivement fonctionner en l’absence de ligand dans le cadre d’une protéine de 
fusion contenant un DBD hétérologue, cette fonction est néanmoins, comme AF-2, activée 
par la présence d’un agoniste dans le contexte du récepteur entier. Un antagoniste peut 
bloquer l’une, l’autre ou les deux fonctions d’un même récepteur et un antagoniste AF-2 
peut éventuellement agir comme agoniste de la fonction AF-1 (exemples : RU486 ou 4-
hydroxytamoxifène Laudet and Gronemeyer, 2002). 
• Alors que les bases structurales de la fonction AF-1 sont actuellement inconnues, la 
fonction AF-2 correspond à la formation, dépendante du ligand, d’une surface 
d’interaction avec des coactivateurs. Par ailleurs, un récepteur non lié à un ligand ou lié à 
un antagoniste particulier peut présenter une surface permettant l’interaction avec des 
corépresseurs. Un ligand donné peut générer de manière plus ou moins précise ces 
différentes surfaces et produire ainsi des efficacités différentes de recrutement des 
coactivateurs et corépresseurs. On qualifie en général de superagoniste un ligand capable 
d’augmenter le recrutement de coactivateurs plus efficacement que le ligand endogène du 
récepteur et d’agoniste inverse un ligand capable de stabiliser le complexe récepteur – 
corépresseurs. 
• Enfin, comme nous le verrons dans le paragraphe I.5., il existe différents types de 
coactivateurs des récepteurs nucléaires qui ont des actions différentes soit sur la structure 
locale de la chromatine, soit sur l’interaction récepteur-machinerie transcriptionnelle. 
Certains ligands semblent capables de promouvoir le recrutement d’un type de 
coactivateurs au profit d’un autre type comme cela a par exemple été montré pour le 
récepteur VDR (Yang and Freedman, 1999). 
 Ces considérations montrent à quel point il est difficile de qualifier sans ambiguïté un 
ligand d’agoniste ou d’antagoniste tant il y a de facteurs à évaluer. La notion de modulateur 
sélectif est sans doute, dans ce cadre, la plus souple puisqu’elle envisage la possibilité que le 
ligand exerce des effets différentiels en fonction du contexte cellulaire et du promoteur 
considéré. 
 Nous avons précisé que ces notions ne sont pas directement reliées aux modifications 
structurales évoquées précédemment dans le sens où ce sont des études portant sur l’activité 
du récepteur et non sur sa structure seule qui permettent de qualifier un ligand d’agoniste ou 
d’antagoniste. Cependant, il est indéniable que les études structurales sur les LBD des RNs 
ont permis de mieux comprendre les mécanismes moléculaires qui permettent aux différents 
ligands d’un récepteur de moduler de manière différentielle son activité. 
 Nous avons déjà évoqué les conséquences de la fixation d’un ligand agoniste qui se 
traduisent par l’apparition d’une surface permettant l’interaction avec les coactivateurs. 
Soulignons néanmoins que ce n’est pas toujours le ligand seul qui dicte la conformation 
« active » de l’hélice H12. Ainsi, il a été observé que le LG100268, un agoniste très 
spécifique de RXR était incapable de déplacer seul des corépresseurs du récepteur et que 
l’addition de coactivateurs était nécessaire pour libérer ces corépresseurs et placer le récepteur 
dans une conformation active (Love et al., 2002). Cette hypothèse est appuyée par 
l’observation du complexe RXRβ-LGD100268 où l’hélice H12 ne présente pas sa position 
active (Love et al., 2002), similaire à celle présentée en Figure 11B. En ce qui concerne les 
antagonistes, et au regard des spécificités des RNs que nous avons évoquées précédemment, il 
n’est pas surprenant que plusieurs mécanismes structuraux aient été proposés dans la 
littérature. Les structures du LBD de ERα en présence des modulateurs sélectifs raloxifène et 
4-hydroxytamoxifène (Brzozowski et al., 1997; Shiau et al., 1998) ont mis en évidence une 
position de l’hélice H12 particulière où celle-ci se loge entre les hélices H3 et H4, dans le 
sillon normalement occupé par le motif LXXLL des coactivateurs, empêchant ainsi leur 
interaction avec le LBD. Cette position de l’hélice H12 est permise à la fois par une 
volumineuse chaîne latérale des antagonistes qui ne peut s’insérer dans la poche de fixation 
du ligand et empêche ainsi le positionnement « agoniste » de H12 ainsi que par un dépliement 
de l’hélice H11, lié probablement à des interactions particulières entre H11 et le ligand qui 
permet à H12 de se positionner dans le sillon où devrait se réaliser l’interaction avec les 
coactivateurs (Bourguet et al., 2000a; Laudet and Gronemeyer, 2002). Dans d’autres 
structures (Bourguet et al., 2000b; Pike et al., 1999), il a été montré que certains ligands 
(génistéine pour ERβ et acide oléique pour RXRα-F318A) agissant comme agonistes faibles, 
pouvaient eux aussi engendrer cette même conformation de l’hélice H12 dans les cristaux. 
Ces ligands semblent réaliser les interactions nécessaires au dépliement de l’hélice H11 mais 
ne présentent pas de chaîne latérale volumineuse et n’empêchent donc pas l’hélice H12 de se 
placer éventuellement dans une position permettant la formation du sillon nécessaire à 
l’interaction avec les coactivateurs. Ce sont sans doute les concentrations respectives de 
coactivateurs et de corépresseurs qui dicteront alors l’activité de ces ligands. Alors que le 
raloxifène et le 4-hydroxytamoxifène sont considérés comme de pures antagonistes de la 
fonction AF-2 de ERα, la génistéine pour ERβ et l’acide oléique pour RXRα-F318A sont 
considérés comme des antagonistes (ou agonistes) partiels sur la base de ces données 
structurales et des études d’activité. Les structures obtenues sur les PPAR (Oberfield et al., 
1999; Xu et al., 2002a) ont permis de proposer de nouvelles hypothèses pour la réalisation des 
activités antagoniste partielle ou mixte. Ainsi, le GW0072, un agoniste partiel de PPARγ, 
semble incapable de stabiliser la conformation active de l’hélice H12 en raison de l’absence 
de contacts entre le ligand et cette hélice (Oberfield et al., 1999). Dans la première structure 
élucidée en présence d’un peptide issu d’un corépresseur (Xu et al., 2002a), l’hélice H12 
adopte encore une nouvelle position, contre l’hélice H3, illustrée par la Figure 12B qui permet 
la fixation du motif corépresseur. Enfin, les structure 2OVH et 2OVM de PR en présence de 
peptides issus de SMRT ou NCoR respectivement qui ont été récemment déposée dans la base 
de données Protein Data Bank (Madauss et al., 2007) montre une hélice H12 alignée le long 
de l’hélice H11, une conformation qui semble notamment liée au positionnement fixe du 
domaine F de PR en présence d’un agoniste ou d’un antagoniste. Il est probable que 
l’acquisition de nouvelles structures en présence de peptides issus de corépresseurs permettra 
d’éclairer encore le mode de fonctionnement des antagonistes purs ou partiels. 
 
 
I.5. COREGULATEURS ET REGULATION DE LA TRANSCRIPTION 
 De manière générale, la fixation d'un ligand sur un RN se traduit donc par des 
modifications conformationnelles, assez bien décrites au niveau du LBD, conduisant à la 
fixation de corégulateurs (ou cofacteurs). Ces corégulateurs, également appelés facteurs 
intermédiaire de la transcription (transcription intermediary factor ou TIF en anglais) vont 
nous permettre de décrire les éléments connus du lien entre le RN ayant fixé un ligand (holo-
récepteur) et se trouvant sur un élément de réponse et la régulation de la transcription du gène 
cible correspondant. 
  I.5.1. Facteurs généraux de la transcription 
 La régulation de l’expression des gènes peut s'opérer à divers niveaux : la 
transcription, la stabilisation, la maturation, le transport ou la dégradation des ARN 
messagers, la traduction, et les régulations post-traductionnelles. La transcription elle-même 
peut-être régulée à plusieurs niveaux : régulations épigénétiques via des méthylations par 
exemple, modifications locales de la structure de la chromatine, assemblage et activité des 
complexes d'initiation et d'élongation de la transcription. L'activité des RNs a été très 
majoritairement décrite via leurs effets sur la structure locale de la chromatine et sur 
l'initiation de la transcription par l’ARN polymérase II. De fait, les RNs appartiennent à la 
catégorie des facteurs de transcription qui modulent (en plus ou en moins) le niveau 
transcription. Ils se distinguent ainsi des facteurs d’initiation de la transcription qui 
déterminent le niveau basal de transcription des gènes. Ces derniers sont parfois qualifiés de 
machinerie transcriptionnelle basale et appartiennent à la famille plus large des facteurs 
généraux de transcription (qui comprend les protéines impliquées dans l’initiation, 
l’élongation et la terminaison de la transcription). La machinerie transcriptionnelle basale est 
constituée de complexes multiprotéiques qui se fixent sur des éléments spécifiques des 
promoteurs dont les plus courants sont la boîte TATA (TATAWAW où W est soit A soit T) et 
une séquence d’initiation riche en bases pyrimidiques (C et T) dénommée Inr (pyrimidine-rich 
initiator, séquence consensus YYANWYY où Y est une base pyrimidique et N n’importe 
quelle base). Dans cette machinerie, on distingue en particulier la protéine liant la boîte 
TATA (TBP pour TATA box-binding protein) et les facteurs associées à TBP (TAFs pour 
TBP-associated factors) qui forment le facteur de transcription TFIID, d’autres complexes, 
généralement multiprotéiques, formant les facteurs de transcription TFIIA, IIB, IIF, IIE et IIH 
et enfin le complexe multiprotéique ARN polymérase II (pour une synthèse voir Roeder, 
1996). Cet ensemble forme le complexe de pré-initiation (PIC pour pre-initiation complexe). 
C’est donc l’interaction directe ou indirecte entre cette machinerie transcriptionnelle basale et 
les RN activés par leurs ligands et fixés sur leurs éléments de réponse qui est assurée par les 
cofacteurs des RNs. 
 Environ 200 coactivateurs des RNs ont été décrits dans la littérature dont une 
soixantaine ont été caractérisés par plus d’un laboratoire et démontrés comme agissant 
réellement comme coactivateurs des RN (Lonard and O'Malley, 2006). Par ailleurs, un 
nombre plus réduit de corépresseurs a été décrit parmi lesquels NCoR (NR-corepressor) et 
SMRT (silencing mediator for RAR and TR) ont été les plus étudiés. Une description 
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Figure 13 : Représentation schématique du fonctionnement des corégulateurs agissant
par remodelage de la chromatine
A.  L'accès des facteurs généraux de la transcription (GTF, TFIID, Pol II) à l'ADN est limité par sa compaction 
assurée par les histones.  Un hétérodimère de RNs est représenté sur la gauche, fixé à leur élément de 
réponse et exposé à leurs ligands respectifs. B. La fixation des ligands permet de générer des surfaces d'inte-
raction avec des corégulateurs (voir leur description dans le texte) qui provoquent un remodelage des histo-
nes grâce à l'énergie fournie par l'hydrolyse de l'ATP. Le "glissement" des nucléosomes représenté ici n'est 
qu'une des possibilité de remodelage de la chromatine et la formation, la destruction ou la modification de 
la conformation d'un nucléosome peuvent également se produire selon les cas. C. Ce remodelage des histo-
nes autorise l'accès des facteurs géréraux de la transcription à l'ADN. Le complexe de pré-initiation peut ainsi 
s'assembler et initier la transcription. GTF : General Transcription Factor, TFIID : Transcription Factor II D 
(contient TBP), Pol II : ARN polymérase II.
C.
B.
régulièrement actualisée des différents cofacteurs décrits dans la littérature peut-être consultée 
sur www.nursa.org. En raison de cette importante diversité de protéines, il reste difficile, à 
l’heure actuelle, de définir une classification exhaustive des modes d’actions des cofacteurs. 
Notons également qu'aborder le domaine des corégulateurs des RNs est rendu difficile par 
l'absence d'une nomenclature officielle qui conduit souvent les corégulateurs à avoir plusieurs 
noms différents dans la littérature. Nous allons tenter de synthétiser la vaste bibliographie se 
rapportant aux corégulateurs des RNs en les regroupant en 4 catégories : 1) les facteurs de 
remodelage ATP-dépendant de la chromatine, 2) les corégulateurs agissant par modification 
covalente des histones, 3) les complexes Médiateurs permettant l’interaction entre les RNs et 
la machinerie transcriptionnelle basale et 4) les autres corégulateurs au fonctionnement 
atypique ou mal connus. 
 
 
 I.5.2. Corégulateurs et remodelage de la chromatine 
 Un premier type de corégulateurs agit comme facteur de remodelage de la 
chromatine (pour une synthèse récente, voir Chen et al., 2006). Chez les eucaryotes, l’ADN 
génomique est empaqueté dans des nucléosomes qui constituent l’unité de base de la structure 
de la chromatine et sont formés par l’enroulement d’environ 147 paires de bases d’ADN 
autour d’un octamère constitué de quatre histones différentes : H2A, H2B, H3 et H4 
(Kishimoto et al., 2006). Les nucléosomes sont séparés par un court fragment d’ADN auquel 
est fixée l’histone H1. La structure de la chromatine joue un rôle important dans la régulation 
de l’activité basale des promoteurs car l’empaquetage de l’ADN sous forme de chromatine a 
un effet répresseur sur l’expression des gènes et qu’un réarrangement de la structure de la 
chromatine est nécessaire à l’initiation de la transcription (Li et al., 2007; Urnov and Wolffe, 
2001). Notons que certains RNs, contrairement à de nombreux facteurs de transcription, 
semblent capables de se fixer à leurs éléments de réponse même lorsqu'ils sont enfouis dans la 
chromatine (Li et al., 2007; Urnov and Wolffe, 2001). L’action des corégulateurs de ce 
premier groupe consiste à remodeler de larges domaines de la chromatine par des mécanismes 
ATP-dépendants impliquant une déformation non-covalente des nucléosomes qui a pour 
conséquence de faciliter l’accès de la machinerie transcriptionnelle basale au promoteur 
(Figure 13). On connait actuellement cinq familles principales de complexes multiprotéiques 
impliqués dans ces phénomènes ATP-dépendants de remodelage de la chromatine (Chen et 
al., 2006), caractérisés chacun par la nature de leur sous-unité ATPase. Des interactions avec 
des RNs ont été démontrées pour deux familles de complexes : SWI/SNF et Mi-2/NuRD. Le 
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Figure 14 : Représentation schématique du fonctionnement des coactivateurs provo-
quant des modifications covalentes des histones
A.  L'accès des facteurs généraux de la transcription (GTF, TFIID, Pol II) à l'ADN est limité par sa compaction 
assurée par les histones.  Un hétérodimère de RNs est représenté sur la gauche, fixé à leur élément de 
réponse et exposé à leurs ligands respectifs. B. La fixation des ligands permet de générer des surfaces 
d'interaction avec des coactivateurs (voir leur descriptions respectives dans le texte) qui modifie les 
histones (acétylation et méthylation principalement). C. Ces modifications réduisent l'affinité des octa-
mères d'histone pour l'ADN conduisant ainsi à sa décompaction et facilitant l'accès des facteurs géréraux 
de la transcription à l'ADN. Le complexe de pré-initiation peut ainsi s'assembler et initier la transcription. 
GTF : General Transcription Factor, TFIID : Transcription Factor II D (contient TBP), Pol II : ARN polymérase II, 
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complexe multiprotéique SWI/SNF a été le mieux caractérisé (Chen et al., 2006; Simone, 
2006; Urnov and Wolffe, 2001). Initialement découvert chez la levure, ce complexe possède 
une sous-unité Swi2/snf2, dont l'homme possède deux orthologues appelés Brm et BRG1, qui 
présente une activité ATPase et un bromodomaine capable de lier les lysines acétylées des 
histones. Le complexe SWI/SNF interagit, via diverses sous-unités, avec plusieurs récepteurs 
nucléaires dont PPARγ, VDR, GR, PR, ER et AR (synthétisé dans Chen et al., 2006; Simone, 
2006). Il participe généralement à l'activation de l'expression des gènes par ces RNs et peut 
donc être qualifié de coactivateur mais il a également été impliqué, dans d'autres contextes 
que celui des RNs, dans des phénomènes de répression de la transcription (Chen et al., 2006; 
Urnov and Wolffe, 2001). Son action n'est cependant pas indispensable pour l'activation de 
tous les gènes cibles de ces RNs et son rôle semble dépendre de l'architecture spécifique des 
promoteurs (Chen et al., 2006). Un autre groupe de complexes : Mi-2/NuRD (nucleosome 
remodeling and deacetylase) est capable d'interagir avec ERα et RORγ et jouerait un rôle dans 
la répression (corépresseur) de gènes cibles de ces RNs via sa double activité de 
désacétylation des histones (HDAC, voir paragraphe suivant) et de remodelage de la 
chromatine (Chen et al., 2006; McKenna et al., 1999; Privalsky, 2004). 
 
 I.5.3. Corégulateurs et modification covalente des histones 
 Le deuxième type de corégulateurs est caractérisé par des protéines assurant ou 
recrutant des fonctions enzymatiques provoquant des modifications post-traductionnelles 
(covalentes) des histones (Figure 14). Il s’agit sans doute du groupe de coactivateurs le 
mieux caractérisé et qui a fait couler le plus d’encre (et de réactifs !). Des structures 
tridimensionnelles de nucléosomes ont permis de mettre en évidence que les parties N-
terminales des histones saillent hors des régions d'ADN enroulé. Depuis, il a été montré que 
ces régions des histones étaient sujettes à des modifications post-traductionnelles par 
acétylation, désacétylation, méthylation, phosphorylation, ubiquitination et sumoylation au 
niveau d'acides aminés spécifiques (Kishimoto et al., 2006; Li et al., 2007). La combinaison 
de ces diverses modifications conduirait à des altérations spécifiques de la structure des 
nucléosomes via une modification des interactions histone-histone ou histone-ADN, 
permettant ou empêchant l'accès des protéines régulatrices à l'ADN. Le terme de "code des 
histones" est parfois utilisé dans la littérature pour définir les différentes combinaisons de 
modifications post-traductionnelles des histones définissant l'état (relâché ou compact) de la 
chromatine (voir par exemple Privalsky, 2004). Ce code des histones semble particulièrement 
élaboré et des techniques analytiques permettent aujourd’hui d’en découvrir l’étendue (Garcia 
et al., 2007). De manière générale, une acétylation des lysines (chargées positivement) des 
histones conduit à une neutralisation de leurs charges positives et altère ainsi les interactions 
électrostatiques entre les histones (chargées positivement) et l'ADN (chargé négativement) 
responsables du compactage de l'ADN autour du cœur d'histones. Le relâchement du 
nucléosome ainsi provoqué facilite l'accès des protéines régulatrices à cette séquence de 
l'ADN. A l'inverse, des protéines disposant d'une activité histone désacétylase (HDAC) 
privent les lysines des histones de leurs groupements acétyl et renforcent les interactions 
histone-ADN, conduisant à un renforcement de la compaction locale de l'ADN autour des 
histones et limitant l'accès des protéines régulatrices à ce segment d'ADN. Typiquement, des 
corégulateurs possédant (ou recrutant) une activité histone acétyltransférase (HAT) agiront 
comme coactivateurs et celles possédant (ou recrutant) une activité histone désacétylase 
(HDAC) agiront comme corépresseurs. L'effet d'autres modifications post-traductionnelles 
des histones est en général plus complexe. Par exemple, l'effet de la méthylation des lysines 
de certaines histones peut avoir, selon la lysine et l'histone considérée, un effet positif ou 
négatif sur le relâchement du nucléosome (Kishimoto et al., 2006; Li et al., 2007; Privalsky, 
2004). Il est également important de souligner que ces modifications des histones ne font pas 
qu’altérer les propriétés biophysiques de la chromatine mais serviraient également de code 
dictant directement le recrutement ou l’exclusion de diverses protéines régulatrices de la 
matrice de chromatine (Privalsky, 2004). 
 
 
  Les 3 membres de la famille SRC/p160 : SRC-1/N-CoA1 (steroid receptor coactivator 
1 / NR coactivator 1), TIF2/GRIP-1/SRC-2 (Transcriptional intermediary factor 2 / GR 
interacting protein 1 / steroid receptor coactivator 2) et pCIP/RAC-3/ACTR/AIB1/TRAM-
1/SRC-3 (p300/CBP interacting protein / receptor-associated coactivator 3 / activator of TR / 
amplified in breast cancer 1 / TR activator molecule 1 / steroid receptor coactivator 3) 
appartiennent tous à ce type de corégulateurs. Ces trois coactivateurs sont capables d'accroître 
la transcription d'un gène rapporteur par différents RNs de manière dépendante du ligand. Ces 
trois protéines, d'environ 160 KDa chacune (d'où le nom p160 souvent donné à cette famille), 
présentent environ 40-50% de similarité de séquence et une organisation semblable, 
caractérisée par la présence de plusieurs domaines fonctionnels (Figure 15, Leo and Chen, 
2000; Xu and O'Malley, 2002). En partie N-terminale, le domaine bHLH-PAS (basic helix-
loop-helix / Per/ARNT/Sim) est le mieux conservé. Ce domaine a été initialement identifié 
dans les protéines de Drosophile Period (Per) et single-minded (Sim) puis dans le récepteur 
aux dioxines (Aryl hydrocarbon receptor ou AhR) et chez son partenaire ARNT (AhR nuclear 
translocator) où il joue des rôles dans la fixation à l'ADN et les interactions protéine-protéine. 
Bien que son rôle soit encore mal caractérisé au sein de la famille SRC/p160, ce domaine 
semble notamment impliqué dans l'interaction des SRC avec d'autres voies de signalisation 
que celles des RNs (Wu et al., 2005a) ainsi qu’avec des sous-unités du complexe SWI/SNF 
(Belandia et al., 2002). Après une région riche en sérines et thréonines, on distingue, en partie 
centrale des SRC, un domaine appelé domaine interagissant avec les récepteurs (RID pour 
receptor-interacting domain) qui contient trois motifs de type LXXLL appelés boites RN (voir 
chapitre précédent et Plevin et al., 2005) responsables de l'interaction des SRC avec les RNs 
liés à leur ligand. Comme nous l'avons vu précédemment, ce sont ces motifs qui forment des 
hélices α amphiphiles (les leucines conservées formant une surface hydrophobe sur l'une des 
faces de l'hélice) capable de se lier au sillon hydrophobe formé à la surface du LBD du 
complexe RN-ligand. La présence de trois boîtes RNs, leur séquences respectives, mais 
également les résidus flanquant ces séquences et leur espacement semble générer une certaine 
spécificité d'interaction des SRC vis-à-vis de différents RNs (pour une synthèse, voir Leo and 
Chen, 2000). En partie C-terminale des SRC, on distingue deux domaines d'activation de la 
transcription (AD1 et AD2 où AD signifie transcriptional activation domain) définis grâce à 
des expériences d’activation de la transcription d'un gène rapporteur par des protéines de 
fusion contenant différentes régions des SRC associées au domaine de liaison à l'ADN du 
récepteur Gal4. Le domaine AD1 contient trois autres motifs de type LXXLL qui sont 
impliqués dans l'interaction des SRC avec les protéines CBP (CREB-binding protein où 
CREB signifie cAMP response element binding protein), p300 (adenovirus E1A binding 
protein p300) et p/CAF (p300/CBP-associated protein, homologue humain du gène GCN5 de 
levure). CBP, p300 et p/CAF possèdent de fortes activités histone acétyltransférase (HAT) et 
agissent ainsi comme coactivateurs des RNs (Glass and Rosenfeld, 2000; Xu and O'Malley, 
2002). CBP et p300 agissent également comme coactivateurs de nombreux autres facteurs de 
transcription tels CREB, p53, NF-κB, STAT ou AP-1 et sont donc souvent qualifiés de 
cointégrateurs de part leur rôle potentiellement limitant dans l'intégration de multiples signaux 
au niveau des promoteurs. Précisons également que CBP et p300 sont aussi capable d'acétyler 
certains facteurs de transcription ou corégulateurs comme p53 (Glass and Rosenfeld, 2000), 
ERα (Kim et al., 2006) ou SRC-3 (Leo and Chen, 2000) par exemple et semblent également, 
au même titre que SRC-1 d'ailleurs, capable d'interagir avec certaines protéines de la 
machinerie transcriptionnelle basale comme TBP ou TFIIB (Glass and Rosenfeld, 2000; Leo 
and Chen, 2000). SRC-1 et SRC-3 présentent également une activité HAT localisée dans leur 
partie C-terminale mais celle-ci est faible au regard des activités HAT de CBP, p300 et 
p/CAF, suggérant que les SRC agissent comme coactivateurs de la transcription des gènes 
cibles principalement via le recrutement de protéines à activité HAT (Glass and Rosenfeld, 
2000; Leo and Chen, 2000; Xu and O'Malley, 2002). Enfin, le domaine AD2 localisé à 
l'extrémité C-terminale des SRC est responsable de leur interaction avec les protéines à 
activité histone méthyltransférase CARM1 (coactivator-associated arginine methyltransferase 
1) et PRMT1 (protein arginine methyltransferase 1). Ces activités enzymatiques agissant, 
vraisemblablement de manière synergique, sur les histones H3 (CARM1) et H4 (PRMT1) 
participeraient au relâchement de la chromatine nécessaire à l'activation de la transcription des 
gènes cibles (Glass and Rosenfeld, 2000; Leo and Chen, 2000; Xu and O'Malley, 2002). De 
plus, PRMT1 est également capable d'acétyler, dans sa partie C-terminale, le coactivateur 
PGC-1α (voir ci-dessous), provoquant ainsi un accroissement de son activité (Handschin and 
Spiegelman, 2006). En dehors de ces deux protéines à activité méthyltransférase qui 
interagissent avec les SRC, il existe d'autres corégulateurs possédant ce type d'activité comme 
par exemple NSD1, (pour NR-binding SET-domain-containing protein 1, Huang et al., 1998), 
découverte lors d’une recherche de corégulateurs des RNs par la technique de double-hybride 
en utilisant le LBD de RARα et qui semble pouvoir fonctionner soit comme coactivateur soit 
comme corépresseur des RNs selon les situations. NSD1 possède un domaine SET impliqué 
dans la méthylation de certaines lysines des histones (Rayasam et al., 2003) mais ne présente 
pas d'interaction connue avec les SRC. Les trois membres de la famille SRC sont exprimés 
dans de nombreux tissus avec des recoupages partiels de leurs sites d'expression (pour une 
synthèse, voir Xu and Li, 2003). Des lignées murines invalidées pour chaque membre de la 
famille SRC ont été générées et ont permis de commencer à mettre en évidence un certain 
niveau de redondance entre ces coactivateurs (comme entre SRC-2 et SRC-1 par exemple) 
ainsi que les rôles spécifiques de chacun (pour une synthèse, voir Xu and Li, 2003). 
 Une autre famille de puissants coactivateurs des RNs qui doit être évoquée dans ce 
chapitre sont les PGC-1 (PPARγ coactivator 1) dont on connait actuellement trois membres : 
PGC-1α, PGC-1β et PRC (PGC-1-related coactivator) et parmi lesquels PGC-1α est celui qui 
a fait l'objet des recherches les plus intenses (pour des synthèses récentes, voir Finck and 
Kelly, 2006; Handschin and Spiegelman, 2006). En partie N-terminale, PGC-1α possède un 
fort domaine d'activation qui interagit avec un complexe à activité HAT contenant SRC-1 et 
CBP/p300. On distingue ensuite une région inhibitrice constituée d'environ 200 acides aminés 
qui contient également des sites de fixation à des RNs ainsi qu'à d'autres facteurs de 
transcription. Enfin, la partie C-terminale de PGC-1α contient un domaine d'interaction avec 
le complexe TRAP/DRIP/Mediator (voir paragraphe suivant pour une description de ce 
complexe qui établit un lien entre RN et machinerie transcriptionnelle basale) ainsi qu'un 
domaine de reconnaissance des ARNs et un domaine d'épissage (Monsalve et al., 2000). Le 
double recrutement d'activités HAT et du complexe Médiateur expliquerait l'exceptionnelle 
capacité de coactivation de PGC-1α (Handschin and Spiegelman, 2006) et en ferait une sorte 
de plateforme d'interaction capable de recruter à la fois des activités de modifications des 
histones et d'établir un lien entre le facteur de transcription activé et la machinerie 
transcriptionnelle basale (via Médiateur). PGC-1α, comme PGC-1β, est exprimé dans les 
tissus présentant une forte capacité oxydative comme le tissu adipeux brun, le cœur, les reins, 
le muscle squelettique ou le cerveau alors que l'expression de PRC est plus ubiquitaire. Ce 
coactivateur (PGC-1α), initialement identifié comme interagissant avec PPARγ dans le tissu 
adipeux brun (Puigserver et al., 1998), a depuis été montré comme interagissant avec de 
nombreux RNs dont les trois PPAR (α, β/δ et γ), RARα, TRβ, FXR, LXR, PXR, GR, ER, 
HNF-4α et les ERRs (pour des références, voir Finck and Kelly, 2006) ainsi qu'avec d'autres 
facteurs de transcription dont NRF-1 et -2 (nuclear respiratory factor), MEF-2 (myocyte 
enhancer factor-2) ou FOXO1 (forkhead box O1). Par ailleurs, PGC-1β mais pas PGC-1α, 
agit comme coactivateur des facteurs de transcription SREBP (sterol regulatory element-
binding protein Lin et al., 2005). L’intérêt particulier porté à PGC-1α par plusieurs équipes de 
recherche renommées semble avoir deux principales origines : 1) son rôle majeur dans la 
régulation du métabolisme cellulaire et en particulier dans la biogénèse et la fonction 
mitochondriales et le métabolisme oxydatif et 2) sa capacité à être induit au niveau 
transcriptionnel (par le froid dans le tissu adipeux brun et le muscle par exemple, Puigserver 
et al., 1998) et régulé au niveau post-traductionnel par divers signaux (phosphorylation, 
acétylation, méthylation d’arginines, interaction avec des répresseurs, Finck and Kelly, 2006; 
Handschin and Spiegelman, 2006) ce qui en fait un candidat intéressant pour des interventions 
pharmacologiques (pour des synthèses, voir Finck and Kelly, 2006; Handschin and 
Spiegelman, 2006). PGC-1α apparaît ainsi comme un coactivateur limitant dont la régulation 
permettrait de relier divers signaux physiologiques ou alimentaires (principalement les 
situations nécessitant un accroissement de la production d’énergie par les mitochondries 
comme le froid, l’exercice ou le jeûne) à la fonction des RNs. Il est également intéressant de 
souligner que les coactivateurs PGC-1 semblent conférer aux RNs avec lesquels ils 
interagissent une certaine spécificité en termes de gènes cibles régulés. Les mécanismes 
générant cette spécificité de régulation ne sont pas encore complètement élucidés (Finck and 
Kelly, 2006; Handschin and Spiegelman, 2006). 
 Les différents corégulateurs que nous avons évoqués dans ce deuxième groupe 
possèdent ou recrutent des activités HAT ou de méthylation des histones conduisant 
généralement à une activation de la transcription mais il existe également des corépresseurs 
des RNs possédant ou recrutant des activités enzymatiques modifiant les histones. Alors que 
les récepteurs aux hormones stéroïdiennes (classe I) résident en général dans le cytoplasme 
sous la forme de complexes avec les protéines hsp70 et hsp90 (voir paragraphe I.6.), certains 
récepteurs de classe II, comme RARα et TRα, sont capables de réprimer l’expression des 
gènes en l’absence de ligand. Ce phénomène, qualifié de transrépression ou de répression 
active, implique le recrutement de corépresseurs qui créent un environnement incompatible 
avec l’assemblage et le fonctionnement du complexe de pré-initiation. Il est distinct du 
phénomène de répression passive qui est basé sur la compétition pour la fixation à l’ADN ou 
bien pour le recrutement de partenaire de dimérisation ou de coactivateurs (McKenna et al., 
1999). Depuis les travaux initiaux reconnaissant ce phénomène de transrépression, il a été 
montré que les RNs de classe I (ainsi que d’autres RNs) sont aussi capables de recruter des 
corépresseurs suite à la fixation d’antagonistes et que la fixation d’agonistes sur certains RNs 
pouvaient également, en fonction de multiples paramètres dont la séquence promotrice, les 
modifications post-traductionnelles et le niveau d’expression des partenaires, provoquer le 
recrutement de corépresseurs (Fernandes and White, 2003; Jepsen and Rosenfeld, 2002; 
Privalsky, 2004). Les premiers corépresseurs qui ont été identifiés sont SMRT/TRAC 
(silencing mediator for RAR and TR / TR-associated cofactor) et NCoR/RIP13 (NR-
corepressor / receptor interacting protein 13) qui appartiennent à la même famille de protéines 
et possèdent une architecture moléculaire commune. Globalement, on distingue leur partie N-
terminale qui présente 3 à 4 domaines de répression de la transcription (RD pour repression 
domain) et leur partie C-terminale constituée de 2 ou 3 domaines d’interaction avec les RNs 
(RID, Jepsen and Rosenfeld, 2002; Privalsky, 2004). Les domaines RD agissent comme 
plateformes d’interaction avec des protéines possédant des activités histones désacétylases 
dont HDAC3, HDAC4, HDAC5 et HDAC7 mais également avec des protéines recrutant de 
telles activités et/ou agissant comme « charpente » du complexe corépresseurs dont TBL-1 
(transducin-like protein 1), GPS2 (G protein pathway supressor 2) ou encore mSin3 
(mammalian switch-independent 3 protein) qui est capable de recruter, parmi d’autres 
partenaires, les protéines HDAC1 et HDAC2 (Jepsen and Rosenfeld, 2002; Privalsky, 2004). 
Outre le recrutement de ces protéines, NCoR et SMRT semblent également capables 
d’activer, au sein de ces complexes corépresseurs, certaines des activités histone désacétylases 
et peuvent également établir des contacts inhibiteurs directs avec certaines sous-unités du 
complexe de pré-initiation dont TFIIB et TAF30 (Privalsky, 2004). Les domaines RID (2 pour 
SMRT et 3 pour NCoR) contiennent chacun une boîte CoRNR (pour corepressor of nuclear 
receptor) constituée par le motif L/IXXI/VI qui est inclus dans un motif plus large que nous 
avons évoqué précédemment : le motif LXXXIXXXL/I. Ce motif forme un domaine à hélice 
α étendue qui se fixe dans un sillon formé par les hélices 3/4/5/6 du LBD des RNs (Figure 
12). La séquence de ces hélices, des motifs CoRNR et des acides aminés adjacents 
contribuent à déterminer l’affinité des divers RNs pour les différents motifs RID des 
corépresseurs. 
 De nombreux autres corépresseurs des RNs ont été identifiés qui sont capables de 
recruter des protéines HDAC mais également d’inhiber l’expression des gènes via des 
mécanismes indépendants de l’activité histone désacétylase. Citons par exemple le 
corépresseur LCoR (ligand-dependent corepressor, Fernandes et al., 2003; Fernandes and 
White, 2003) dont la fixation sur certains RNs apparaît dépendante d’un ligand agoniste. Ce 
corépresseur interagit via une unique boîte RN (motif LXXLL) avec un site du LBD 
chevauchant le site de fixation des SRC (Fernandes et al., 2003). Il semble agir, à différents 
degrés selon les récepteurs, via le recrutement de protéines HDAC (HDAC3 et HDAC6) mais 
également via une interaction avec les corépresseurs CtBP (C-terminal binding protein) 
connus pour inhiber la transcription via des mécanismes HDAC-dépendants et HDAC-
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Figure 16 : Représentation schématique du fonctionnement des complexes Médiateur
A.  Un hétérodimère de RNs est fixé sur un élément de réponse situé en amont du site d'initiation de la 
transcription et est exposé aux ligands. B. La fixation des ligands permet de générer des surfaces d'interac-
tion avec un complexe Médiateur (voir la description de ces complexes dans le texte), principalement via 
la sous-unité Med1.  Une courbure de l'ADN a été représentée pour illustrer la possibilité d'interactions 
entre RNs et machinerie transriptionnelle basale y compris lorsque l'élément de réponse des RNs est situé 
loin en amont du site d'initiation de la transcription.  L'induction de courbures de l'ADN suite à la fixation 
de certains RNs a par ailleurs été décrite dans la littérature.  C.  Le complexe Médiateur subit des modifica-
tions conformationnelles lui permettant de servir de plateforme pour la fixation des protéines du com-
plexe de préinitiation (en particulier TFIID, TFIIB et Pol II). D.  Le complexe de pré-initiation est assemblé au 
site actif de l'ARN polymérase II et peut initier la transcription. Le complexe Médiateur participe égale-
ment à la modulation de l'activité du complexe de pré-initiation et vraisemblablement aussi à la ré-
initiation de la transcription. GTF : General Transcription Factor, TFIID : Transcription Factor II D (contient 
TBP),  TFIIB : Transcription Factor II B, Pol II : ARN polymérase II,.
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indépendants (Fernandes et al., 2003; Fernandes and White, 2003). Un autre corépresseur : 
RIP140 (receptor interacting protein of 140 KDa) est également capable de se fixer à de 
nombreux RNs activés par un ligand via plusieurs motifs LXXLL (pour une synthèse, voir 
Christian et al., 2006). Comme LCoR, ce corépresseur interagit à la fois directement avec des 
protéines HDAC et indirectement via les corépresseurs CtBP (Christian et al., 2006; 
Fernandes and White, 2003). RIP140 est fortement impliqué dans la régulation de nombreux 
processus métaboliques et il est intéressant de noter qu’il intervient dans la régulation, en sens 
inverse, de nombreux gènes modulés par PGC-1α (Christian et al., 2006). Pour conclure et 
synthétiser la présentation de ce deuxième groupe de corégulateurs des RNs, rappelons qu’ils 
se caractérisent par leur capacité à modifier de manière covalente les histones, qu’ils 
fonctionnent généralement sous la forme de larges complexes multiprotéiques et que, très 
souvent, ils sont régulés au niveau transcriptionnel ou post-traductionnel, constituant ainsi des 
plateformes d’intégration de multiples signaux et participant à l’interaction entre les RNs et 
les autres voies de signalisation. 
 
 I.5.4 Complexes Médiateur 
 Le troisième groupe de corégulateurs des RNs qui peut être distingué correspond aux 
complexes regroupés sous le nom de Médiateur (Mediator en anglais) qui participent 
principalement au recrutement du complexe ARN polymérase II et plus généralement à 
promouvoir l’assemblage et l’activité du complexe de pré-initiation de la transcription 
(Figure 16). Médiateur est un volumineux (environ 1,2 MDa) complexe multiprotéique qui 
peut prendre différentes formes en fonction de sa composition en sous-unités (plus de 30 
sous-unités parfois) et qui est largement conservé chez les eucaryotes (Belakavadi and 
Fondell, 2006; Blazek et al., 2005). Chez les mammifères, il a été isolé par diverses approches 
(synthétisé dans Blazek et al., 2005; Conaway et al., 2005; Malik and Roeder, 2005) qui ont 
conduit à lui donner plusieurs noms différents (les liens entre les différentes nomenclatures 
peuvent être consulté dans Belakavadi and Fondell, 2006) : TRAP (TR-associated protein 
complex Fondell et al., 1996), SMCC (Srb and Mediator protein-containing complex, Gu et 
al., 1999) ou encore DRIP (VDR-interacting protein complex, Rachez et al., 1998). Médiateur 
semble avoir une structure modulaire consistant en une tête constituant le principal site de 
contact avec l’ARN polymérase II (Pol II), un corps participant également à la fixation du 
complexe à Pol II et qui servirait de site de contact avec la partie C-terminale de Pol II et une 
queue probablement impliquée aussi bien dans l’activation que dans la répression de la 
transcription (Blazek et al., 2005; Chadick and Asturias, 2005; Malik and Roeder, 2005). Un 
module supplémentaire contenant le dimère Cdk8-Cyclin C ainsi que les grosses sous-unités 
MED12 et MED13 et qui jouerait un rôle dans la répression de la transcription (Blazek et al., 
2005; Conaway et al., 2005; Malik and Roeder, 2005) est présent dans certains complexes 
Médiateur qualifiés de « grands Médiateurs » (également nommés NAT / negative regulator 
of activated transcription, ARC / activator-recruted coactivator ou Med) et absent dans les 
complexes qualifiés de « petits Médiateurs » (comme PC2 / positive coactivator 2 ou CRSP / 
cofactor required for Sp1). Depuis l'identification de complexes Médiateur interagissant avec 
TR (Fondell et al., 1996) et VDR (Rachez et al., 1998) et stimulant leur capacité d'activation 
de la transcription, des interactions entre des sous-unités de Médiateur et de nombreux RNs 
ont été démontrées (pour une synthèse, voir Blazek et al., 2005). Il semble que la sous-unité 
MED1 (également appelée TRAP220, DRIP205 ou PBP pour PPAR-binding protein) soit 
majoritairement impliqué, via deux boîtes RN (motifs LXXLL), dans l'interaction entre les 
RNs activés par un ligand et le complexe Médiateur (Belakavadi and Fondell, 2006; Blazek et 
al., 2005; Malik and Roeder, 2005). D'autres sous-unités dont MED14 (TRAP170, DRIP150) 
et MED21 (SRB7) interagissent également avec certains RNs, mais les interactions avec 
MED14 ne semblent pas dépendre de la fonction AF-2 des RNs (Belakavadi and Fondell, 
2006; Blazek et al., 2005). MED1, MED14 ainsi que d'autres sous-unités interviennent 
également dans l'interaction des complexes Médiateur avec d'autres facteurs de transcription 
(Blazek et al., 2005; Conaway et al., 2005; Malik and Roeder, 2005) dont AhR (MED1), p53 
(MED1 et MED17) et SREBP-1a (MED14). Les mécanismes précis par lesquels Médiateur 
régule la transcription par l'ARN polymérase II ne sont pas complètement élucidés. 
Néanmoins, des approches biochimiques et structurales ont permis de démontrer 
définitivement que ce complexe interagit avec plusieurs sous-unités de l'ARN polymérase II 
et avec d’autres facteurs généraux de la transcription et on considère actuellement que son 
rôle majeur consiste à initier l'assemblage du complexe de pré-initiation (Belakavadi and 
Fondell, 2006; Blazek et al., 2005; Malik and Roeder, 2005). Une fois ce complexe assemblé, 
Médiateur connaîtrait des modifications structurales et topologiques qui le conduiraient à 
moduler la fonction de l'ARN polymérase II, notamment en stimulant l’activité de TFIIH qui 
agit comme kinase sur la partie C-terminale de l’ARN polymérase II, un mécanisme 
nécessaire à l’initiation de la transcription (Belakavadi and Fondell, 2006; Malik and Roeder, 
2005). Des hypothèses restent encore ouvertes sur cet aspect du fonctionnement de Médiateur, 
ainsi que sur ses rôles éventuels dans la ré-initiation de la transcription, dans les modifications 
post-traductionnelles qu'il engendrerait sur les facteurs généraux de la transcription, les 
facteurs de transcription en amont ou leurs corégulateurs et dans la répression de la 
transcription (Belakavadi and Fondell, 2006; Blazek et al., 2005; Conaway et al., 2005; Malik 
and Roeder, 2005). Il est également important de rappeler à ce stade qu’un certain nombre 
d’interactions directes entre certains RNs et des composants de la machinerie 
transcriptionnelle basale ont également été décrits (pour une synthèse, voir Laudet and 
Gronemeyer, 2002; McKenna et al., 1999), suggérant que Médiateur ne serait pas seul 
responsable de ce type d’interactions. 
 
 I.5.5. Autres corégulateurs 
 Enfin, on peut regrouper dans un quatrième groupe les nombreux corégulateurs des 
RNs dont la fonction n’est pas (ou peu) élucidée ou qui fonctionnent de manière atypique par 
rapport aux corégulateurs évoqués précédemment. Des effets dépendants du type cellulaire, 
du RN, du ligand ou du promoteur étudiés ou encore une expression restreinte à de rares tissus 
ou dans des conditions physiologiques particulières rendent parfois difficile l'identification 
des corégulateurs et la caractérisation de leur fonction. Un aperçu très complet des 
coactivateurs de ce groupe (et des trois groupes précédemment évoqués) peut être consulté 
dans (McKenna et al., 1999), dans (Laudet and Gronemeyer, 2002) ou bien sur 
www.nursa.org. Nous n’évoquerons dans ce paragraphe que deux exemples. 
 Le premier correspond au coactivateur SRA (steroid receptor RNA activator, voir 
Figure 14) qui a la particularité (unique à l’heure actuelle pour un corégulateur) d’être un 
ARN fonctionnant directement sous la forme d'un transcrit (et non d'une protéine) comme 
coactivateur des RNs de classe I (Lanz et al., 1999). Bien que la démonstration ait été 
apportée que SRA fonctionne bien comme coactivateur sous sa forme ARN, des transcrits 
alternatifs produits par épissage et codant des protéines ont également été rapportés 
(Emberley et al., 2003; Kawashima et al., 2003). SRA agit comme coactivateur de ER, AR, 
GR et PR de manière dépendante de leur fonction AF-1 (Lanz et al., 1999) et pourrait jouer un 
rôle dans le développement de certaines tumeurs du sein, de l'utérus ou des ovaires où il est 
surexprimé (Lanz et al., 2003). SRA agit également comme coactivateur de TRα1, TRβ1 (Xu 
and Koenig, 2004) et RARγ (Zhao et al., 2004). Il forme un complexe ribonucléoprotéique 
stable avec SRC-1 qui est recruté par des RNs de classe I et II suite à leur activation par un 
ligand (Lanz et al., 1999) et interagit également avec les corépresseurs SHARP 
(SMRT/HDAC1-associated repressor protein, Shi et al., 2001) et SLIRP (SRA stem-loop 
interacting RNA binding protein, Hatchell et al., 2006) qui réduisent sa capacité de 
coactivation. Des travaux récents ont également mis en évidence que SRA faisait l'objet de 
modifications post-transcriptionnelles (pseudouridylation) par des pseudouridine synthases 
(Pus1p et Pus3p, Zhao et al., 2004; Zhao et al., 2007) qui interagissent avec des RNs et que 
ces modifications étaient nécessaires à l'activité de SRA, probablement en affectant sa 
structure secondaire (Lanz et al., 2002) et sa capacité d'interaction avec des corégulateurs. 
Bien qu'on ne connaisse par précisément les mécanismes impliqués dans la régulation de 
l'activité des RNs par SRA, on considère actuellement qu'il pourrait agir comme composant 
structural (une « charpente ») du complexe de coactivateurs et spécifier le recrutement de 
certaines protéines possédant des domaines de reconnaissance des ARNs. 
 Le deuxième exemple qui sera évoqué dans ce paragraphe est le cas de SHP (NR0B2, 
Table 1, Seol et al., 1996). Ce RN a la particularité de ne pas posséder de domaine de fixation 
à l’ADN (DBD) ce qui en a fait un objet de nombreuses recherches pour sa capacité à inhiber 
les voies de signalisation des autres RNs. SHP possède deux boîtes RN (motifs de type 
LXXLL) et interagit avec de très nombreux RNs via leur domaine AF-2. Il apparaît donc 
comme un RN singulier (absence de DBD) mais peut également être considéré comme un 
corépresseur atypique (interaction avec les RNs via des motifs LXXLL plutôt que par 
dimérisation des LBDs) car c’est lui-même un RN. Des interactions entre SHP et plus de 20 
RNs différents ont été rapportées (pour une synthèse, voir Bavner et al., 2005) et les mieux 
caractérisées sont sans doute celles concernant LRH-1, les LXR, les ERR, HNF4, les PPAR, 
GR, les ER et les RXR. SHP semble également réprimer l’activité d’autres facteurs de 
transcription dont AhR via une interaction directe avec son partenaire ARNT (Klinge et al., 
2001). Les mécanismes moléculaires impliqués dans la répression par SHP sont encore mal 
définis, probablement en partie car il en existe plusieurs et qu’ils semblent dépendants du 
promoteur étudié (Boulias et al., 2005). Deux principaux mécanismes de répression ont été 
proposés (pour une synthèse, voir Bavner et al., 2005) : 1) une compétition entre SHP et les 
coactivateurs pour la fixation à la fonction AF-2 des RNs (voir par exemple Lee and Moore, 
2002), 2) une répression active qui impliquerait le recrutement d’activités de modification 
(HDAC et méthyltransférases) et/ou de remodelage des histones par SHP (Boulias and 
Talianidis, 2004; Kemper et al., 2004). Notons que d’autres mécanismes ont également été 
rapportés comme une inhibition de la fixation des RNs à l’ADN (voir par exemple Boulias et 
al., 2005; del Castillo-Olivares and Gil, 2001), une modification de la localisation 
intranucléaire des RNs (Borgius et al., 2002) ou une fixation directe de SHP sur l’histone H3 
modifiée par des corépresseurs recrutés via SHP (Boulias and Talianidis, 2004). L’étude des 
gènes dont la régulation est affectée par SHP a conduit à identifier de nombreuses voies 
régulées par ce corépresseur, principalement liées au métabolisme du cholestérol et des acides 
biliaires, à la lipogenèse, à la néoglucogenèse, à la stéroidogenèse et au métabolisme des 
xénobiotiques (pour une liste des gènes modulés et les références correspondantes, consulter 
Bavner et al., 2005). Une série d’études qui a permis des avancées significatives dans la 
compréhension du rôle de SHP concerne son implication dans la boucle de régulation de la 
synthèse des acides biliaires. La synthèse d’acides biliaires à partir du cholestérol est initiée 
soit par la cholestérol 7α-hydroxylase (CYP7A1, voie de synthèse dite « classique » ou 
« neutre »), soit par l’enzyme mitochondriale stérol 27-hydroxylase (CYP27A1, voie de 
synthèse dite « acide ») qui constituent les enzymes limitantes de ces deux voies de synthèse 
respectives. En réponse à une augmentation des acides biliaires, l’expression de CYP7A1 est 
inhibée (rétrocontrôle négatif). Ce mécanisme implique l’activation de FXR par les acides 
biliaires, conduisant à une induction de l’expression de SHP qui, ensuite, interagit avec LRH-
1 (pour une synthèse sur LRH-1, voir Fayard et al., 2004) et inhibe son activité sur les 
promoteurs de CYP7A1 et de SHP lui-même (Goodwin et al., 2000; Lu et al., 2000). La 
génération de souris déficientes pour SHP (Kerr et al., 2002b; Wang et al., 2002) a permis de 
démontrer in vivo l’existence de ce rétrocontrôle négatif et de découvrir que d’autres voies, 
indépendantes de SHP, agissent également pour contrôler de manière fine l’expression des 
enzymes clefs de la synthèse des acides biliaires (pour des synthèses, voir Bavner et al., 2005; 
Davis et al., 2002). Il est également intéressant de souligner le parallèle qui existe entre 
l’interaction SHP/LRH-1 et l’interaction Dax-1/SF-1 (Goodwin et al., 2000; Lu et al., 2000). 
SF-1 (NR5A1) est le RN le plus proche de LRH-1 (NR5A2) en termes de séquence et régule 
notamment l’expression de nombreuses enzymes impliquées dans la biosynthèse des 
hormones stéroïdiennes (pour une synthèse, voir Hammer and Ingraham, 1999). Dax-1 
(NR0B1) présente, lui, une séquence proche de celle de SHP (NR0B2) et, comme lui, ne 
possède pas de domaine de fixation à l’ADN. Il a été montré que, comme pour le couple 
LRH-1/SHP, l’activité transcriptionnelle de SF-1 est inhibée via une interaction directe avec 
Dax-1 (Hammer and Ingraham, 1999). D’autres corégulateurs dont le fonctionnement semble 
atypique dans l’état actuel des connaissances pourraient également être évoqués dans ce 
paragraphe et des informations complémentaires peuvent être trouvées sur www.nursa.org ou 
dans diverses synthèses incluant de larges inventaires de corégulateurs (voir par exemple 
Laudet and Gronemeyer, 2002; Privalsky, 2004; Robyr et al., 2000). Par ailleurs, une 
excellente synthèse de l’ensemble des cofacteurs (appartenant aux quatre groupes que nous 
avons évoqués ici) interagissant avec les récepteurs PPAR (Chapitre II) a été récemment 
publiée (Yu and Reddy, 2007). 
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Figure 17 : Schéma de fonctionnement des voies de signalisation des RNs de classe I
    Dans la circulation, il existe un équilibre entre forme liée aux protéines de transport et forme libre des hormones 
stéroïdiennes. Suite à la pénétration de l'hormone dans la cellule,       l'hormone se fixe à son récepteur nucléaire cible 
qui est localisé dans le cytoplasme, sous la forme d'un complexe avec diverses protéines chaperones et/ou de choc 
thermique.       Cette fixation engendre des changements conformationnels dont les premières conséquences sont de 
libérer les RNs de leurs complexes cytoplasmiques, de provoquer leur migration vers le noyau, leur homodimérisation 
et leur fixation sous la forme d'homodimères à leurs éléments de réponse situés dans les promoteurs de leurs gènes 
cibles.       Les modifications conformationnelles engendrées par la fixation du ligand génèrent, sur les RNs, des surfaces 
d'interaction avec divers corégulateurs (ici, dans le cas d'un ligand agoniste, principalement des coactivateurs).       Les 
effets de ces coactivateurs sur la chromatine (remodelage ATP-dépendant et modifications covalentes des histones) 
facilitent voire permettent l'accès des facteurs généraux de transcription au promoteur et le complexe Médiateur 
participe à l'interaction entre l'homodimère de RNs et la machinerie transcriptionnelle basale.     L'accès à l'ADN, 
l'assemblage et le fonctionnement du complexe de préinitiation sont facilités, ce qui se traduit par une augmentation 
de la transcription du gène cible
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 I.5.6. Dynamique de fonctionnement des corégulateurs 
 Ainsi, divers types de corégulateurs agissent, généralement sous la forme de 
complexes, pour assurer la transmission du signal reçu par les RN via la fixation du ligand, à 
la machinerie transcriptionnelle basale. Comme pour les RNs eux-mêmes, le niveau 
d’expression des corégulateurs, leur protéolyse, diverses modifications post-traductionnelles 
(phosphorylation, acétylation, méthylation, sumoylation) et/ou leur localisation intracellulaire 
participent également à la régulation fine de l’activité des RNs en fonction du contexte 
cellulaire et offrent des possibilités supplémentaires d’interaction avec d’autres voies de 
signalisation (Hermanson et al., 2002; Privalsky, 2004; Wu et al., 2005a). Un schéma général 
de l’ordre de recrutement et de fonctionnement de ces différents corégulateurs est encore 
difficile à établir et dépend vraisemblablement du récepteur étudié, du contexte cellulaire et 
de l’architecture du promoteur considéré (Urnov and Wolffe, 2001). Cependant, des travaux 
récents, utilisant notamment les techniques de FRAP (fluorescence recovery after 
photobleaching, étude de la dynamique des protéines dans le noyau à l’échelle de la seconde) 
et d’immunoprécipitation de la chromatine (ChIP, étude des cycles de fixation des protéines à 
l’ADN à l’échelle de quelques minutes) semblent dégager petit à petit un schéma de fixation 
cyclique des RNs et de leurs coactivateurs sur les promoteurs des gènes cibles (pour une 
présentation et une discussion du modèle, voir Gelman et al., 2006; Hager et al., 2004; 
Metivier et al., 2006). Ce modèle réconcilie des évènements de nature stochastique, tenant 
compte de la dynamique des protéines dans le noyau et de leur fixation rapide, le plus souvent 
non productive, sur le promoteur, et des évènements de nature déterministe, tenant compte des 
associations productives de protéines au promoteur permettant de faire avancer le système de 
manière orienté vers la fixation ultérieure d’autres protéines régulatrices. 
 
 
I.6. MODELES GENERAUX DU FONCTIONNEMENT DES VOIES DE 
SIGNALISATION DES RECEPTEURS NUCLEAIRES 
 A partir des informations synthétisées précédemment, deux principaux modèles de 
fonctionnement des voies de signalisation des RNs ont été proposés dans la littérature. Le 
premier modèle (Figure 17) s’applique assez bien aux RNs de classe I, c’est à dire aux 
récepteurs ER, PR, AR, GR et MR. La plupart de ces récepteurs sont, en l’absence 
d’hormone, localisés dans le cytoplasme ou plutôt, comme nous l’avons évoqué 
précédemment, effectuent des navettes entre le noyau et le cytoplasme. Ils se présentent sous 
la forme de complexes multiprotéiques contenant des protéines agissant comme chaperones et 
Figure 18 : Schéma de fonctionnement des voies de signalisation des RNs de classe II
    En l'absence de ligand, les RNs fixés sous la forme d'un hétérodimère avec RXR sur leur élément de réponse sont 
associés à un complexe de corépresseurs. L'action des corépresseurs sur les histones (principalement désacétylation) 
conduit à un compactage de l'ADN, illustré par les nucléosomes, qui réduit l'accessibilité des facteurs généraux de 
transcription au site d'initiation de la transcription.     Les ligands, provenant du métabolisme intracellulaire ou de la 
circulation (l'équilibre entre forme libre et forme liée est une large simplification en ce qui concerne les ligands des 
RNs de classe II et ne prend notamment pas en compte le transport des ligands par les lipoprotéines et l'existence de 
transporteurs plus ou moins spécifiques), se fixent alors de manière spécifique à leurs récepteurs cibles.      Cette 
fixation engendre des changements conformationnels sur les RNs qui réduisent leur affinité pour les corépresseurs et 
conduisent     à générer des surfaces d'interaction avec divers coactivateurs.     Les effets de ces coactivateurs sur la 
chromatine facilitent voire permettent l'accès des facteurs généraux de transcription au promoteur et le complexe 
Médiateur participe à l'interaction entre l'hétérodimère de RNs et la machinerie transcriptionnelle basale.      L'accès à 
l'ADN, l'assemblage et le fonctionnement du complexe de préinitiation sont facilités, ce qui se traduit par une 
augmentation de la transcription du gène cible
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participant au trafic intracellulaire des RNs comme les protéines de choc thermique (Hsp, 
pour heat shock protein) Hsp90 et Hsp70 ainsi que d’autres protéines comme des 
immunophilines (pour une synthèse, voir Pratt and Toft, 1997). Sous la forme de ces 
hétérocomplexes, les récepteurs aux hormones stéroïdiennes possèdent la capacité de fixer 
leurs ligands respectifs mais sont incapables de se lier à l’ADN. L’exposition des récepteurs à 
leurs hormones respectives, se traduit par la dissociation de ces complexes, la translocation 
des RNs au noyau, leur fixation sur des éléments de réponse spécifiques et leur 
homodimérisation. La fixation du ligand permet, comme nous l’avons vu, la génération de 
surfaces d’interaction avec des coactivateurs dont les diverses actions (simultanées ou 
successives) au niveau de la chromatine et des facteurs généraux de la transcription 
permettent un accroîssement de la fonction du complexe de pré-initiation se traduisant par une 
augmentation de la transcription des gènes cibles. En présence d’un antagoniste des RNs de 
classe I, ce sont des corépresseurs qui peuvent être recrutés et induire une diminution de la 
transcription des gènes cibles. Le second modèle (Figure 18) correspond plutôt au mode de 
fonctionnement de la voie de signalisation des RNs de classe II. Certains de ces RNs et 
notamment TR et RAR agissent comme répresseurs de l’expression de leurs gènes cibles en 
l’absence de ligand activateur. Ils forment un hétérodimère sur les promoteurs de leurs gènes 
cibles qui est associé à un complexe corépresseur dont la principale action (la désacétylation 
des histones) conduit à un compactage de l’ADN sous la forme de nucléosomes s’opposant à 
une transcription efficace des gènes cibles. La fixation des ligands conduit à une dissociation 
du complexe de corépresseurs et au recrutement de coactivateurs dont l’action a été évoquée 
précédemment et qui se traduit, là aussi, par un accroissement de la transcription des gènes 
cibles. 
 Ces deux modèles ne prennent pas en compte les aspects dynamiques et cycliques 
évoqués à la fin du paragraphe précédent et peuvent donc être qualifiés de modèles 
« statiques » ou généraux. Naturellement, ces modèles ne sont pas systématiquement valides 
tels quels. Dans des cas particuliers, de nombreuses exceptions à ces règles canoniques sont 
décrites dans la littérature. Citons par exemple le récepteur CAR (NR1i3, Table 1), 
appartenant à la classe II car il fonctionne en hétérodimère avec RXR mais qui réside dans le 
cytoplasme au niveau du foie (mais pas dans la plupart des lignées cellulaires, Kawamoto et 
al., 1999; Zelko et al., 2001) sous la forme d’un complexe avec Hsp90 et CCRP (cytoplasmic 
CAR retention protein, Kobayashi et al., 2003; Yoshinari et al., 2003). Ce RN possède une 
activité constitutive et peut ainsi être activé par des molécules comme le phénobarbital 
(Kawamoto et al., 1999; Wei et al., 2000; Zelko et al., 2001) ou la phénytoïne (Jackson et al., 
2004) qui provoquent sa migration au noyau sans pour autant se fixer au niveau de son LBD. 
CAR possède néanmoins aussi des ligands activateurs comme le TCPOBOP (Table 6, 
spécifique de la forme murine de CAR, Tzameli et al., 2000) ou le CITCO (Table 6, 
spécifique de la forme humaine de CAR, Maglich et al., 2003) qui peuvent accroître son 
activité sur les promoteurs de ses gènes cibles. Il possède également des agonistes inverses 
comme certains métabolites de l’androstane (Table 5, Forman et al., 1998), capables d’inhiber 
son activité constitutive. Citons également le cas de VDR qui appartient également à la classe 
II des RNs car il fonctionne en hétérodimère avec RXR mais semble également capable de 
fonctionner sous la forme d’homodimères (voir par exemple Freedman et al., 1994; Seoane 
and Perez-Fernandez, 2006; Takeshita et al., 2000). Comme TR et RAR, VDR peut se fixer à 
l’ADN en l’absence de ligand (Ross et al., 1993) mais une fraction non négligeable de VDR 
est également localisée dans le cytoplasme et subit une translocation au noyau suite à une 
exposition à la vitamine D3 (Michigami et al., 1999; Prufer and Barsony, 2002; Yasmin et al., 
2005). En conclusion, malgré leurs imperfections, ces deux modèles relativement simples 
présentent l’avantage d’intégrer une grande part de l’information sur le fonctionnement global 
de ces voies de signalisation et leur caractère didactique facilite grandement la diffusion des 
connaissances acquises sur les RNs. 
 
Chapitre II : Le récepteur PPARα 
 Après avoir présenté la superfamille des RNs, ce chapitre présente plus spécifiquement 
le récepteur PPARα (peroxisome proliferator-activated receptor α ou NR1C1) qui a été au 
cœur de la plupart des études menées dans le cadre de mon doctorat. Nous évoquerons 
également au début de ce chapitre les récepteurs PPARβ/δ et PPARγ qui, avec le récepteur 
PPARα, constituent la sous-famille 1C des RNs (Table 1). Après avoir présenté les sites 
d’expression et les ligands des trois PPARs, le fonctionnement de la voie de signalisation de 
PPARα sera présenté plus en détail. Ensuite, nous aborderons les principales fonctions et 
cibles de ce récepteur qui concernent particulièrement le métabolisme énergétique mais 
également le métabolisme des xénobiotiques et la régulation de l’inflammation. 
 
II.1. CLONAGE, LOCALISATION CHROMOSOMIQUE ET EXPRESSION 
 II.1.1. Clonage des récepteurs PPAR 
 PPARα a été le premier des trois PPAR à être identifié, chez la souris en 1990 
(Issemann and Green, 1990). Ultérieurement, l’équipe du Pr Wahli, identifia les trois PPAR 
chez le xénope (Dreyer et al., 1992) puis l’isoforme α fut clonée chez le rat (Gottlicher et al., 
1992) et chez l’homme (Sher et al., 1993). Depuis, le récepteur PPARα a été cloné chez de 
nombreuses espèces (pour une synthèse, voir Laudet and Gronemeyer, 2002). La première 
identification du récepteur PPARβ (alors dénommé NUC1) chez un mammifère a été réalisée 
chez l’homme (Schmidt et al., 1992). Peu après son clonage chez la souris (Kliewer et al., 
1994), l’équipe du Dr Grimaldi montra que PPARβ (alors dénommé FAAR) était exprimé au 
cours de la différenciation d’adipocytes en culture, était induit sous l’effet d’un traitement par 
des acides gras et agissait comme médiateur des effets de ces acides gras sur l’expression de 
deux gènes impliqués dans leur transport (Amri et al., 1995). Le récepteur PPARγ de 
mammifère a été initialement cloné chez la souris par les équipes respectives des Dr Reddy 
(Zhu et al., 1993) et O’Malley (Chen et al., 1993). Suite aux travaux de l’équipe du Dr 
Spiegelman, l’isoforme PPARγ2, exprimée presque exclusivement dans le tissu adipeux et 
contenant 30 acides aminés supplémentaires en partie N-terminale par rapport à PPARγ1 (28 
acides aminés supplémentaires chez l’homme), a été rapidement impliquée, sous la forme 
d’un dimère avec RXR, comme régulateur majeur d’ap2 (également appelée ALBP pour 
adipocyte lipid-binding protein ou FABP4 pour fatty acid binding protein 4), un gène 
Domaine de fixation à l'ADN (DBD)
Domaine de liaison du ligand (LBD)
Figure 19 : Alignement des séquences protéiques des PPAR murins
Les références des trois séquences protéiques sont présentées en Table 1. La séquence de PPARγ1 n'est pas 
présentée car elle correspond simplement à la séquence de PPARγ2 sans les 30 premiers acides aminés. L'ali-
gnement a été réalisé sous Multalin (http://bioinfo.genopole-toulouse.prd.fr/multalin/multalin.html) avec les 
paramètres par défaut. Les domaines de fixation à l'ADN (domaine C ou DBD) et de liaison du ligand (domaine 
E ou LBD) sont surlignés en vert et bleu respectivement. Leur définition est basée ici sur les annotations des 
séquences protéiques dans la base de données GenBank.
marqueur de la différenciation adipocytaire (Tontonoz et al., 1994a; Tontonoz et al., 1994b) et 
comme stimulateur de l’adipogénèse (Tontonoz et al., 1994c). 
 Les trois PPAR présentent entre 78 et 86% d’identité dans leur domaine de fixation à 
l’ADN et entre 63 et 71% dans leur domaine de fixation du ligand (Figure 19). De manière 
surprenante, il semble que les PPAR aient connu une vitesse d’évolution particulièrement 
rapide car, pour une isoforme donnée, il existe des différences conséquentes entre les 
séquences issues de diverses espèces. Il est tentant de rapprocher ce taux d’évolution rapide 
de la large diversité de ligands des PPAR et des différences de reconnaissance de certains 
ligands entre les PPAR de différentes espèces (pour une synthèse, voir Desvergne and Wahli, 
1999). 
 
 II.1.2. Localisation chromosomique et organisation des gènes PPAR 
 Les localisations chromosomiques des trois gènes PPAR ont été identifiées chez 
l’homme et la souris (Desvergne and Wahli, 1999). Chez la souris, les gènes PPARα, 
PPARβ/δ et PPARγ sont situés respectivement sur les chromosomes 15, 17 et 6. Chez 
l’homme, ils sont localisés respectivement sur les chromosomes 22, 6 et 3. 
 La structure générale des trois gènes PPAR est assez semblable. Globalement, un exon 
code la région A/B, deux exons codent le domaine C de liaison à l’ADN, chacun de ces deux 
exons codant l’un des deux doigts à atome de zinc, un exon code la région charnière D et deux 
exons codent le domaine E de liaison du ligand. La localisation des introns est bien conservée 
dans les différentes structures des gènes obtenus chez la souris, l’homme et le xénope 
(Beamer et al., 1997; Fajas et al., 1997; Gearing et al., 1994; Krey et al., 1993; Zhu et al., 
1995). Le gène PPARα murin, qui couvre environ 30 Kbp d’ADN génomique (Gearing et al., 
1994), est plus petit que le gène PPARγ qui s’étend, chez l’homme comme chez la souris, sur 
plus de 100 Kbp d’ADN génomique (Fajas et al., 1997; Zhu et al., 1995). Le gène murin 
PPARβ couvre, lui, environ 70 Kb (www.ensembl.org). 
 Le gène mPPARα comprend 8 exons au total, les deux premiers correspondant à la 
partie 5’-non traduite et le dernier exon codant le LBD comprenant la partie 3’-non traduite du 
transcrit (Gearing et al., 1994). De manière similaire, le gène mPPARβ/δ comporte également 
8 exons dont les deux premiers constituent, avec un morceau du troisième exon, la partie 5’-
non traduite et dont le dernier exon code une partie du LBD et comporte la partie 3’-non 
traduite. Le gène PPARγ, chez l’homme ou chez la souris, génère trois transcrits différents, 
notés PPARγ1, PPARγ2 et PPARγ3 qui diffèrent par leur partie 5’ du fait de l’utilisation de 
divers promoteurs et d’épissages alternatifs (pour une comparaison des trois transcrits, voir 
Desvergne and Wahli, 1999). Six exons sont en commun entre ces trois transcrits. PPARγ1 
possède deux exons supplémentaires qui composent la partie 5’-non traduite. Le premier exon 
de PPARγ2 comporte la partie 5’-non traduite et code les 30 acides aminés (28 chez l’homme) 
supplémentaires que possède cette isoforme en partie N-terminale. Le troisième transcrit, 
PPARγ3, code la même protéine que PPARγ1 mais est contrôlé par un promoteur alternatif 
situé entre les deux premiers exons de PPARγ1. 
 Signalons qu’une forme tronquée de hPPARα, apparemment absente chez les rongeurs, 
a été décrite. Elle serait issue d’un épissage alternatif et pourrait interférer avec la voie 
PPARα via une activité de dominant négatif (Gervois et al., 1999b). Enfin, une protéine reliée 
immunologiquement à PPARγ2 mais de taille plus réduite a été identifiée dans la 
mitochondrie (Casas et al., 2000a). Elle serait régulée par certains proliférateurs de 
peroxysomes (voir paragraphe II.2.2.), sans doute via PPARα au niveau hépatique, et pourrait 
jouer un rôle, avec p43, une forme tronquée du récepteur TRα dans la régulation de 
l’expression du génome mitochondrial (Casas et al., 2000b). 
 
 II.1.3. Expression et régulation des PPAR 
 Le niveau d’expression des récepteurs PPAR dans l’organisme adulte et au cours du 
développement a été très étudié, notamment car leurs profils d’expression tissulaire respectifs, 
en particulier pour PPARα et PPARγ, reflètent dans une certaine mesure leurs fonctions 
biologiques. Une synthèse complète de l’expression des trois PPARs chez le xénope, les 
rongeurs et l’humain peut être trouvé dans (Desvergne and Wahli, 1999). Par ailleurs, un 
criblage par PCR en temps réel de l’expression de tous les RNs dans une diversité de tissus 
murins (Bookout et al., 2006) ainsi qu’une analyse de leur expression circadienne dans le foie, 
les tissus adipeux blanc et brun et le muscle (Yang et al., 2006b) ont été récemment publiés et 
les données issues de ces deux études sont accessibles sur www.nursa.org. 
 Le récepteur PPARβ est le plus ubiquitaire des trois PPARs. Son expression débute tôt 
au cours de l’embryogénèse chez le rat (E8.5), présente un pic d’expression dans le tube 
neural entre E13.5 et E15.5 puis son expression décroît et devient ubiquitaire, comme observé 
chez le rat adulte (Braissant et al., 1996; Braissant and Wahli, 1998). Chez le rat adulte, son 
niveau d’expression est relativement abondant, souvent plus élevé que celui de PPARα et 
PPARγ dans de nombreux tissus (Escher et al., 2001). C’est l’isoforme la plus abondante dans 
le système nerveux central chez l’adulte (Braissant et al., 1996; Cullingford et al., 1998; 
Lemberger et al., 1996a). Bien qu’ubiquitaire, PPARβ est un peu plus abondamment exprimé 
dans les reins et le long de l’intestin (muqueuse intestinale mais pas assise musculaire lisse, 
Braissant et al., 1996) avec une expression qui croît du duodénum au colon en passant par le 
jéjunum et l’iléon et présente une expression relativement faible dans le foie comparativement 
au tube digestif (Bookout et al., 2006; Escher et al., 2001). Dans le foie et le tissu adipeux 
brun, PPARβ semble présenter une expression qui fluctue (amplitude ~8 fois pour le foie et 
<2 fois pour le tissu adipeux brun) en fonction du rythme circadien (Yang et al., 2006b) avec 
une expression maximale au deuxième tiers de la nuit et en fin de nuit respectivement et une 
expression minimale en fin de journée/début de nuit dans les deux tissus. Une forte expression 
de PPARβ a également été détectée dans les cellules de Sertoli (Braissant et al., 1996; 
Lemberger et al., 1996a) et dans les ostéoclastes (Mano et al., 2000). L’expression de PPARβ 
est également fortement augmentée dans l’endomètre, au site d’implantation du blastocyste, 
lors de la nidation (Lim et al., 1999b). Chez l’homme, PPARβ semble également ubiquitaire, 
présentant un niveau d’expression modéré et une répartition tissulaire qui semble globalement 
en accord avec les résultats obtenus chez les rongeurs avec une expression plus élevée dans le 
placenta, le gros intestin et le muscle (Auboeuf et al., 1997; Mukherjee et al., 1997b). Le 
statut nutritionnel semble constituer un régulateur important de l’expression de PPARβ. Le 
jeûne réduit fortement son expression dans les reins et le foie (Escher et al., 2001) et 
l’augmente fortement dans le muscle squelettique (Holst et al., 2003). L’exercice physique a 
également été montré comme un stimulateur important de l’expression de PPARβ au niveau 
musculaire (Luquet et al., 2003). 
 A l’opposé de PPARβ, PPARγ présente un profil d’expression beaucoup plus restreint, 
les tissus adipeux blancs et bruns constituant ses principaux sites d’expression. Au cours du 
développement chez le rat, PPARγ présente un pic d’expression transitoire dans le système 
nerveux central à E13.5 puis disparaît complètement de l’organisme avant d’être à nouveau 
détecté à E18.5 dans le tissu adipeux brun à des niveaux élevés (Braissant and Wahli, 1998). 
Chez les rongeurs adultes, PPARγ est essentiellement exprimé dans les tissus adipeux blanc et 
brun (Bookout et al., 2006; Tontonoz et al., 1994b). Son expression est également détectée à 
des niveaux conséquents dans la muqueuse intestinale du colon et du caecum (Bookout et al., 
2006; Lefebvre et al., 1998; Mansen et al., 1996; Saez et al., 1998) ainsi que certains tissus 
lymphoïdes comme la rate (chez les rongeurs uniquement) et les plaques de Peyer (Braissant 
et al., 1996; Lemberger et al., 1996a) et à des niveaux plus faibles dans la rétine, le muscle 
squelettique, le foie, l’os ou la peau. Son expression fluctue avec le cycle circadien dans le 
foie et dans le tissu adipeux blanc (Yang et al., 2006b). Dans ce dernier tissu, l’expression des 
gènes de l’adiponectine, de la leptine et de SREBP-1c fluctuent de manière similaire à celle 
de PPARγ (Yang et al., 2006b). Chez l’homme, PPARγ1 et PPARγ2 sont exprimés à des 
niveaux élevés dans le tissu adipeux et à de faibles niveaux dans le muscle et PPARγ1 est 
également détecté dans le foie, le cœur, les reins et le gros intestin (Fajas et al., 1997; 
Mukherjee et al., 1997b; Vidal-Puig et al., 1997). PPARγ est également exprimé à des 
niveaux modestes dans divers tissus ou populations cellulaires et notamment dans les 
monocytes et les macrophages (Nagy et al., 1998; Ricote et al., 1998; Tontonoz et al., 1998). 
Enfin, l’isoforme PPARγ3 présente une expression limitée au tissu adipeux, au colon et aux 
macrophages (Fajas et al., 1998). La régulation de l’expression de PPARγ a fait l’objet de 
nombreuses recherches. Tout d’abord, PPARγ est induit, via les facteurs de transcription 
C/EBPα (CCAAT enhancer binding protein α, Wu et al., 1999) et C/EBPβ (Wu et al., 1995), 
au cours de la différenciation adipocytaire et est un acteur important de la différenciation 
terminale des adipocytes (Chawla and Lazar, 1994; Tontonoz et al., 1994b; Tontonoz et al., 
1994c). Les promoteurs des isoformes PPARγ1 et PPARγ3 sont également régulées par les 
facteurs de transcription SREBP (Fajas et al., 1999) parmi lesquels SREBP-1 semble, de plus, 
capable d’induire la synthèse de ligands endogènes spécifiques de PPARγ (Kim et al., 1998b). 
L’expression de PPARγ1 et PPARγ2 est réprimée par le jeûne et le diabète induit par la 
streptozotocine et elle est induite par un régime riche en graisses dans le tissu adipeux des 
rongeurs (Vidal-Puig et al., 1996). L’insuline et les glucocorticoïdes augmentent l’expression 
de PPARγ (Vidal-Puig et al., 1996) alors que le TNF-α (tumor necrosis factor α) qui est 
capable de provoquer la dédifférenciation d’adipocytes matures, réduit son expression (Zhang 
et al., 1996a). Ces différentes données ont suggéré que PPARγ pouvait jouer un rôle dans 
l’obésité chez l’homme. Plusieurs études ont permis de mettre en évidence un lien entre 
l’indice de masse corporelle (masse en Kg divisée par la taille en mètres élevée au carré) et le 
niveau d’expression de PPARγ2 chez l’homme (pour des synthèses voir Desvergne and 
Wahli, 1999; Vidal-Puig et al., 1997), confirmant son implication dans le contrôle de la 
fonction adipocytaire. D’autres études se sont également attachées à mettre en évidence 
l’influence de polymorphismes du gène PPARγ sur l’obésité ou le diabète de type 2 mais le 
caractère multifactoriel de ces pathologies et la taille limitée des études conduites ne 
permettent pas de conclure définitivement sur l’ampleur du rôle joué par PPARγ dans ces 
pathologies (pour des synthèses voir Desvergne and Wahli, 1999; Semple et al., 2006). 
 L’expression de PPARα est tardive (E13,5 chez le rat) au cours du développement chez 
le rongeur (Braissant and Wahli, 1998; Issemann and Green, 1990). Une expression transitoire 
de PPARα est détectée dans le système nerveux central en développement et dans l’épiderme 
embryonnaire (Braissant and Wahli, 1998). Chez l’adulte, les principaux sites d’expression de 
PPARα sont le foie, le cœur, les reins, le tissu adipeux brun, la muqueuse intestinale 
(expression majoritaire au sommet des villosités intestinales), la rétine, la glande surrénale, le 
muscle squelettique, les ilots du pancréas et les cellules musculaires lisses (Bookout et al., 
2006; Braissant et al., 1996; Issemann and Green, 1990; Kliewer et al., 1994; Lemberger et 
al., 1996a; Staels et al., 1998; Zhou et al., 1998b). Son expression fluctue en fonction du 
rythme circadien dans le foie et les tissus adipeux blancs et bruns (Lemberger et al., 1996b; 
Yang et al., 2006b). Dans le foie, son expression est maximale en fin de journée et minimale 
en fin de nuit (Lemberger et al., 1996b; Yang et al., 2006b) ce qui semble cohérent avec 
l’activité nocturne des rongeurs (voir ci-dessous). Chez l’homme, le niveau d’expression de 
PPARα dans le foie semble nettement inférieur au niveau d’expression observé chez les 
rongeurs (Palmer et al., 1998). De plus, un transcrit alternatif issu de l’épissage de l’exon 6 
codant potentiellement un récepteur sans LBD est détecté, en plus du transcrit normal, dans 
tous les échantillons de foie testés (Palmer et al., 1998). Chez l’homme, PPARα a également 
été détecté dans le cœur, les reins, le muscle squelettique et le gros intestin (Auboeuf et al., 
1997; Mukherjee et al., 1997b). De manière générale, l’expression tissulaire et histologique de 
PPARα apparaît très cohérente avec son rôle majeur dans l’activation de l’oxydation 
mitochondriale et peroxysomale des acides gras. Les principaux organes qui catalysent des 
acides gras (cœur, muscle squelettique, foie, muqueuse intestinale, reins) expriment des 
niveaux élevés de PPARα. Au niveau histologique, les cardiomyocytes, les cellules des 
tubules proximaux du rein et les entérocytes situés au sommet des villosités de l’intestin sont 
les principaux sites d’expression de PPARα dans leurs organes respectifs et utilisent 
également des acides gras comme principale source d’énergie. Enfin, au cours de la journée, 
l’activité réduite des souris peut s’apparenter à une phase de quasi-jeûne qui nécessite un 
recours aux réserves énergétique de l’organisme, principalement sous la forme d’acides gras 
issus de l’hydrolyse des triglycérides qui sont oxydés au niveau hépatique. La nuit, 
l’alimentation importante et régulière des souris leur apporte majoritairement des sucres, 
utilisés comme source d’énergie. Il est donc là encore intéressant de constater que le profil 
hépatique d’expression de PPARα apparaît cohérent avec ce besoin d’oxydation des acides 
gras pendant la phase diurne du cycle circadien. En fait, l’expression hépatique de PPARα est 
augmentée par les glucocorticoïdes (Lemberger et al., 1994; Steineger et al., 1994) et son 
niveau d’expression suit les variations circadiennes de la corticostérone plasmatique 
(maximale quelques heures avant la transition jour-nuit). Plus récemment, il a été montré que 
l’expression circadienne de PPARα était liée à sa régulation par le dimère Clock-Bmal1 via 
des éléments de réponse situés dans son deuxième intron (Oishi et al., 2005). L’expression de 
PPARα est par ailleurs diminuée par l’insuline (Steineger et al., 1994) dont la sécrétion est 
maximale en situation d’alimentation. Les situations de stress et de jeûne, qui augmentent les 
niveaux plasmatiques de glucocorticoïdes et inhibent la sécrétion d’insuline, se traduisent, de 
fait, par une induction de PPARα au niveau hépatique (Escher et al., 2001; Lemberger et al., 
1996b). L’hormone de croissance (GH) réduit l’effet des proliférateurs de peroxysomes sur 
l’induction de la β-oxydation peroxysomale, un effet qui pourrait être liée à une inhibition de 
l’expression de PPARα par la GH (Yamada et al., 1995). Une induction de l’expression de 
PPARα par les fibrates, ses principaux activateurs pharmacologiques, a également été 
rapportée (Sterchele et al., 1996; Zhou et al., 1998b). Enfin, une exposition au froid se traduit 
par une réduction transitoire de l’expression de PPARα et PPARγ et une augmentation de 
PPARβ dans le tissu adipeux brun qui accompagne la phase initiale de prolifération des 
préadipocytes (Guardiola-Diaz et al., 1999). Ensuite, lors le la phase de différenciation des 
adipocytes, l’expression de PPARα et de PPARγ ré-augmente, en parallèle de l’expression de 
leurs gènes cibles et de la prolifération des peroxysomes du tissu adipeux brun (Guardiola-
Diaz et al., 1999). 
 
 
II.2. LIGANDS DES PPARs 
 Dans ce chapitre nous évoquerons les principaux ligands endogènes et synthétiques 
des PPARs (dont certains ont été présentés en Tables 5 et 6) en nous concentrant 
prioritairement sur le récepteur PPARα. Dans une troisième partie, nous évoquerons des 
stimuli physiopathologiques se traduisant par une activation de PPARα. 
 
 II.2.1. Ligands endogènes potentiels 
 Assez rapidement après la découverte des PPARs, une importante diversité d’acides 
gras polyinsaturés furent identifiés comme de bons ligands activateurs des trois PPARs 
(Forman et al., 1997; Gottlicher et al., 1992; Kliewer et al., 1997; Krey et al., 1997; Murakami 
et al., 1999). Parmi les PPAR, PPARα semble avoir la meilleure affinité pour les acides gras 
polyinsaturés et parmi les acides gras, les acides gras saturés apparaissent comme des ligands 
de moindre affinité des PPAR (pour une synthèse, voir Desvergne and Wahli, 1999). Des 
travaux plus récents ont montré que plusieurs acides gras présentaient des affinités de l’ordre 
du nM pour PPARα (Ellinghaus et al., 1999; Hostetler et al., 2006; Hostetler et al., 2005; Lin 
et al., 1999), largement compatibles avec les concentrations circulantes mais surtout 
compatibles avec les concentrations intracellulaires et intranucléaires estimées de ces acides 
gras. Ces travaux récents (Hostetler et al., 2006; Hostetler et al., 2005) ainsi que ceux, plus 
anciens de Forman et al. (Forman et al., 1997) suggèrent que les acyl-CoA pourraient 
constituer de meilleurs ligands et activateurs que les acides gras correspondants. Cette 
hypothèse est également renforcée par les observations de l’équipe de J.K. Reddy sur les 
souris déficientes pour l’acyl-CoA oxydase (Fan et al., 1998a; Hashimoto et al., 2000; 
Hashimoto et al., 1999) et pour l’enzyme bifonctionnelle (Jia et al., 2003; Qi et al., 1999a), les 
deux premières enzymes impliquées dans la β-oxydation peroxysomale des acides gras à 
longue chaîne (Figure 20). Chez les souris AOX-/- (acyl-CoA oxydase 1 -/-), la voie PPARα 
est constitutivement active au niveau hépatique, provoquant une prolifération des 
peroxysomes, une induction des gènes cibles de PPARα et, à long terme, l’apparition 
d’hépatocarcinomes (Fan et al., 1998a; Hashimoto et al., 2000). Les doubles mutants AOX-/-
PPARα-/- ne présentent plus de prolifération spontanée des peroxysomes et d’induction des 
gènes cibles de PPARα impliqués dans le catabolisme des acides gras (Hashimoto et al., 
1999). Ces données suggèrent qu’un substrat de l’acyl-CoA oxydase qui s’accumulerait chez 
les souris AOX-/- pourrait servir de ligand endogène de PPARα in vivo. L’entrée des acides 
gras à longue chaîne dans la voie de la β-oxydation peroxysomale nécessitant leur activation 
sous la forme d’acyl-CoA par l’acyl-CoA synthétase, il est donc probable que le ligand 
potentiel soit la forme acyl-CoA d’un acide gras à longue chaîne. Il existe deux voies de β-
oxydation des acides gras dans le peroxysome (Figure 20), l’une prenant en charge les acyl-
CoA à chaîne linéaire et qualifiée de voie « inductible » et l’autre, qualifiée de « non 
inductible », prenant en charge les acyl-CoA à chaîne branchée (portant un groupement 
méthyl en position 2) comme par exemple l’acide pristanique, issu de l’alimentation ou de 
l’α-oxydation de l’acide phytanique, ainsi que les précurseurs  des acides biliaires (acides di- 
et tri-hydroxycholestanoïques) chenodéoxycholate et cholate (pour une synthèse, voir 
Wanders et al., 2001). L’invalidation de la seconde enzyme de la voie « inductible » chez la 
souris (souris L-PBE-/-) ne se traduit pas par une prolifération spontanée des peroxysomes ou 
une induction des gènes cibles de PPARα (Qi et al., 1999a), suggérant que ce sont bien les 
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substrats de l’AOX qui sont les ligands endogènes de PPARα. Cependant, l’absence de 
stéatose hépatique chez les jeunes souris L-PBE-/-, contrairement aux souris AOX-/-, suggère 
par ailleurs que les substrats de la L-PBE pourraient être métabolisés via la D-PBE de la voie 
« non inductible » (Figure 20, Qi et al., 1999a), une hypothèse renforcée par l’observation 
d’une accumulation hépatique d’acides gras à longue chaîne chez les souris D-PBE-/- (Baes et 
al., 2000). Ces dernières présentent aussi une induction, moins marquée que chez les souris 
AOX-/-, de certains gènes cibles de PPARα qui pourrait être liée à cette accumulation 
d’acides gras à longue chaîne (Baes et al., 2000; Jia et al., 2003). De manière intéressante, 
lorsqu’elles sont traitées avec un activateur pharmacologique de PPARα, les souris L-PBE-/- 
ne présentent pas de prolifération des peroxysomes malgré une induction des gènes cibles de 
PPARα (Qi et al., 1999a), suggérant un rôle clef de l’induction de L-PBE dans le phénomène 
de prolifération des peroxysomes. Finalement, les souris déficientes pour les deux enzymes 
bifonctionnelles de la β-oxydation peroxysomale (L-PBE-/- / D-PBE-/-) présentent une 
induction des gènes cibles de PPARα en l’absence de prolifération des peroxysomes (Jia et 
al., 2003), élargissant ainsi la liste des ligands endogènes potentiels de PPARα aux enoyl-
CoA à longue chaîne, substrats de la deuxième étape de la β-oxydation peroxysomale et 
soulignant à nouveau le rôle important de la L-PBE dans le phénomène de prolifération des 
peroxysomes. Une souris déficiente pour l’un des deux gènes codant une 3-cétoacyl-CoA 
thiolase (la thiolase B) de la voie « inductible » a été également rapportée (Chevillard et al., 
2004b) mais aucun phénotype particulier n’a été décrit concernant la modulation des gènes 
cibles de PPARα. En revanche, l’inactivation du gène SCP2/SCPx, codant deux protéines 
dont l’une (SCPx) possède une activité thiolase et intervient dans la voie « non inductible » 
(Figure 20), se traduit notamment par une induction des gènes cibles de PPARα et une 
prolifération des peroxysomes (Seedorf et al., 1998). Il a pu être montré que l’acide 
phytanique, un composé fortement présent dans les produits laitiers et dont l’apport quotidien 
chez l’homme est en moyenne d’environ 100 mg/jour, était métabolisé via son α-oxydation en 
acide pristanique (également apporté par l’alimentation) qui subit ensuite une β-oxydation 
peroxysomale dont la dernière étape est catalysée par SCPx (pour une synthèse, voir Wanders 
et al., 2001). Ce composé, qui s’accumule chez les souris SCPx-/-, constitue un ligand de 
bonne affinité (Kd~10nM) et un activateur de PPARα comparable aux fibrates (Ellinghaus et 
al., 1999; Hostetler et al., 2006). En conclusion, il apparaît très vraisemblable que PPARα, et 
peut-être également PPARβ et PPARγ dans une moindre mesure, soient liés et activés in vivo 
par des acides gras ou des intermédiaires de leur métabolisme. Ils agiraient ainsi comme 
« senseurs » des niveaux intracellulaires d’acides gras et réguleraient au niveau 
transcriptionnel, parmi une grande diversité de gènes cibles, les niveaux d’expression de 
nombreuses enzymes impliquées dans le métabolisme des acides gras et plus généralement 
dans le métabolisme énergétique (voir paragraphe II.4.). 
 Il existe d’autres acides gras particuliers qui ont également été montrés comme étant 
de bons ligands et/ou activateurs des PPARs. On peut citer notamment les conjugués de 
l’acide linoléique, apportés par l’alimentation via les produits laitiers, les produits carnés 
bovins ou ovins et les huiles végétales partiellement hydrogénées. Ils activent PPARα, dans 
une moindre mesure PPARβ et inhibent l’activation de LXR (Clement et al., 2002; Moya-
Camarena et al., 1999; Peters et al., 2001). Ces composés présentent une variété d’effets sur 
l’organisme dont une perte de poids et l’apparition d’une stéatose hépatique mais ces effets 
semblent néanmoins largement indépendants de leur capacité à activer PPARα (Clement et 
al., 2002; Peters et al., 2001). L’oléyléthanolamide, un acide gras éthanolamide 
structuralement proche du cannabinoïde endogène anandamide et qui régule la satiété et la 
prise de poids a également été rapporté comme liant et activant PPARα (et dans une moindre 
mesure PPARβ, Fu et al., 2003). Ses effets sur la diminution de la prise alimentaire et de la 
prise de poids (Fu et al., 2003) ainsi que sur l’induction de l’oxydation des acides gras dans le 
muscle et de la lipolyse dans le tissu adipeux (Guzman et al., 2004) semblent s’opérer via 
PPARα. Cet acide gras particulier qui n’active pas les récepteurs aux cannabinoïdes CB1 et 
CB2 est notamment produit par l’intestin grêle en situation d’alimentation mais sa production 
diminue en situation de jeûne (Rodriguez de Fonseca et al., 2001). Bien que cette observation 
semble en désaccord avec un rôle de ligand endogène de PPARα dans la mesure où ce 
récepteur est activé, au moins au niveau hépatique, en situation de jeûne, une étude récente a 
montré que la biosynthèse de l’oléyléthanolamide était régulée de manière tissu-spécifique et 
que le foie et le tissu adipeux blanc (ainsi que d’autres organes comme le pancréas et la rate) 
voyaient leurs niveaux d’oléyléthanolamide augmentés suite à une épreuve de jeûne (Fu et al., 
2007). Le résultat net de ces régulations tissu-spécifiques est une augmentation limitée des 
niveaux plasmatiques d’oléyléthanolamide en situation de jeûne qui ne semblent néanmoins 
pas atteindre les niveaux requis pour activer PPARα (Fu et al., 2007), suggérant que ce ligand 
pourrait agir plutôt de façon paracrine. L’étude de l’activation de PPARα en situation de 
jeûne chez des souris déficientes pour des enzymes de biosynthèse de l’oléyléthanolamide 
(dont certaines restent à découvrir), pourrait permettre de préciser le rôle joué par ce ligand 
endogène potentiel dans la régulation physiologique de l’activité de PPARα. Enfin, signalons 
également qu’un autre acide gras éthanolamide, le palmitoyléthanolamide a également été 
décrit comme exerçant son action anti-inflammatoire via l’activation de PPARα (Lo Verme et 
al., 2005). 
 Une autre catégorie de ligands qui a été largement explorée est formée par les dérivés 
d’acides gras à 20 carbones regroupés sous le nom d’éicosanoïdes (du grec eicosa signifiant 
vingt). Les éicosanoïdes regroupent les prostaglandines, la prostacycline, les thromboxanes, 
les leucotriènes et les lipoxines et proviennent presque exclusivement du métabolisme de 
l’acide arachidonique (dont la nomenclature officielle : C20:4ω6, précise qu’il dispose de 20 
atomes de carbones, de 4 doubles liaisons conjuguées dont la première est située en position 
ω6 c’est à dire à 6 carbones de l’atome de carbone le plus éloigné de la fonction acide) via 
l’action de lipooxygénases ou des cyclooxygénases (COX1 et COX2) suivie de l’action de 
synthases spécifiques des thromboxanes, des prostaglandines, de la prostacycline ou des 
leucotriènes (pour une synthèse, voir Folco and Murphy, 2006). Les prostaglandines, les 
leucotriènes et les thromboxanes agissent via des récepteurs membranaires couplés aux 
protéines G (pour une synthèse, voir Funk, 2001) mais des actions de ces dérivés d’acides 
gras et d’autres éicosanoïdes sur les récepteurs nucléaires ont également été rapportées dans 
des contextes généralement assez spécifiques. Le plus puissant éicosanoïde agissant comme 
ligand activateur de PPARα est sans doute l’acide 8(S)hydroxyéicosatetraénoïque ou 
8(S)HETE (Table 5 et références incluses), un produit de l’action de la 8S-lipooxygénase sur 
l’acide arachidonique, qui est synthétisé dans la peau en réponse à une inflammation 
provoquée expérimentalement par les esters de phorbol ainsi que dans certains psoriasis et 
certaines tumeurs de la peau. PPARα participerait ainsi à la promotion de la différenciation 
des kératinocytes provoquée par une surexpression de la 8S-lipooxygénase en régulant 
notamment l’expression de la kératine-1 (Muga et al., 2000). Le leucotriène B4 (LTB4) a 
également été proposé comme un ligand endogène du récepteur PPARα (Devchand et al., 
1996) par le biais duquel il régulerait sa propre dégradation via la β-oxydation et l’ω-
hydroxylation et, ainsi, la durée du processus inflammatoire auquel il participe. Cependant, 
l’affinité de PPARα pour le LTB4 apparait généralement plus faible que son affinité pour de 
nombreux acides gras (Forman et al., 1997; Krey et al., 1997; Lin et al., 1999; Murakami et 
al., 1999) et certaines études semblent en désaccord avec une activation de la dégradation du 
LTB4 via PPARα (Fiedler et al., 2001). Bien que relativement peu de données aient été 
publiées sur une activation potentielle de PPARα par le LTB4, la synthèse de ce leucotriène 
au niveau de l’enveloppe nucléaire (Funk, 2001) suggère que des concentrations 
intranucléaires conséquentes pourraient être atteintes. La prostacycline (PGI2) a, elle, été 
proposée comme étant un activateur endogène de PPARβ jouant un rôle important lors de 
l’implantation de l’embryon (Lim et al., 1999b) mais sa fixation au récepteur et sa capacité 
d’activation semblent faibles en comparaison de ses analogues (Forman et al., 1997). 
L’éicosanoïde le plus largement impliqué comme ligand endogène potentiel de PPARγ est un 
métabolite de la prostaglandine J2 : la 15-déoxy-Δ12,14-prostaglandin J2 (15d-PGJ2). Son 
identification initiale en tant que ligand et activateur de PPARγ capable d’induire la 
différenciation de préadipocytes (Forman et al., 1995) a pu ensuite être confirmée par d’autres 
équipes (Kliewer et al., 1997; Krey et al., 1997). Cependant, son rôle comme ligand endogène 
de PPARγ reste controversé. Une étude a notamment montré que son niveau de synthèse était 
très en dessous des niveaux nécessaires à l’activation de PPARγ et n’était pas modulé lors de 
diverses situations impliquant l’activation de PPARγ (Bell-Parikh et al., 2003). Une étude 
récente utilisant un test ELISA pour mesurer la 15d-PGJ2 dans des préadipocytes 3T3-L1 
semble indiquer au contraire que sa synthèse augmente au cours de la différenciation 
adipocytaire (Mazid et al., 2006). Cependant, cette augmentation apparaît seulement 
tardivement (à partir du huitième jour environ, Mazid et al., 2006), or l’utilisation d’une 
lignée de préadipocytes 3T3-L1 exprimant une construction sensible à l’activation de PPARγ 
par un ligand endogène a permis de mettre en évidence qu’un ligand endogène de PPARγ était 
produit de manière transitoire très tôt au cours de l’adipogénèse (premier et deuxième jour) et 
disparaissait ensuite rapidement (dès le troisième jour) au cours de la maturation des 
adipocytes (Tzameli et al., 2004). Très récemment, un métabolite de la prostaglandine E2 
(PGE2) : le 15-céto-PGE2 a été proposé comme un nouveau ligand endogène de PPARγ et il 
est intéressant de constater que l’expression de l’enzyme responsable de sa dégradation est 
observée à partir du troisième jour de différenciation des préadipocytes 3T3-L1 (Chou et al., 
2007). En conclusion, l’activation des PPARs par des éicosanoïdes semble relativement bien 
démontrée mais concerne vraisemblablement des conditions très particulières notamment en 
termes de tissu ou de sous-population cellulaire concernée et, en cohérence avec l’action 
généralement locale (autocrine ou paracrine) des éicosanoïdes (Folco and Murphy, 2006; 
Funk, 2001), explique difficilement des effets systémiques (action de type endocrine) 
conduisant à l’activation simultanée des PPARs dans divers tissus (au cours du jeûne par 
exemple). La capacité des PPARs à lier une grande diversité de ligands semble suggérer qu’ils 
pourraient avoir de multiples ligands endogènes et répondre à la fois à des signaux très 
spécifiques, produits au niveau local, comme les éicosanoïdes ainsi qu’à des signaux moins 
spécifiques, comme les acides gras en agissant comme senseur du métabolisme énergétique. 
Dans ce cadre, des résultats obtenus dans le cadre de ce doctorat suggèrent que même à faible 
dose, les acides gras alimentaires présentent une capacité à moduler l’expression hépatique de 
plusieurs gènes de manière partiellement dépendante de PPARα (Martin et al., 2007). De 
nombreuses recherches apparaissent encore nécessaires pour définir de manière indubitable la 
nature exacte des ligands endogènes des PPARs. 
 
 II.2.2. Ligands synthétiques 
 La prévalence de l’obésité a augmenté de manière alarmante dans les pays 
industrialisés au cours des 30 dernières années, conduisant en particulier environ un tiers de la 
population américaine (hommes et femmes) à être obèse (Ogden et al., 2006). Cette 
augmentation s’accompagne d’un accroissement équivalent des désordres associés à l’obésité 
comme l’intolérance au glucose, l’insulino-résistance, les dyslipidémies ou l’hypertension qui 
constituent des facteurs prédisposant aux pathologies cardiovasculaires et dont l’association 
caractérise le syndrome métabolique ou syndrome X (pour une définition précise, voir 
Desvergne et al., 2006). Les solutions à ce problème sont assez largement connues 
(diminution des portions alimentaires, modification des choix alimentaires, exercice physique 
régulier) mais sont difficiles à appliquer à l’échelle d’une population entière. Dans ce 
contexte, nous allons voir que l’action pharmacologique sur les récepteurs PPARs présente un 
intérêt particulier pour l’industrie pharmaceutique dans la lutte contre le syndrome 
métabolique, en raison de leurs rôles majeurs dans la régulation du métabolisme. Nous 
n’évoquerons dans ce paragraphe que les principaux ligands synthétiques, à savoir les 
fibrates et les thiazolidinediones utilisés en thérapeutique humaine ainsi que quelques 
molécules présentant un intérêt en pharmacologie et toxicologie. Un inventaire très complet 
des nombreux ligands synthétiques décrits dans la littérature a été récemment publiée 
(Michalik et al., 2006) ainsi qu’une synthèse des mécanismes d’action des agonistes des 
PPARs utilisés en thérapeutique humaine (Gervois et al., 2007). 
 Les ligands synthétiques de PPARα sont regroupés sous le terme de proliférateurs de 
peroxysomes (PPs), en raison de leur capacité à induire, chez les rongeurs essentiellement, 
une prolifération des peroxysomes au niveau hépatique. Les peroxysomes sont des organites 
cellulaires principalement impliqués dans le métabolisme des lipides. Les activateurs de 
PPARα provoquent une augmentation de leur taille et de leur nombre, associé à une 
hépatomégalie, et régulent fortement l’expression de nombreux gènes impliqués dans le 
catabolisme ou le transport des lipides dans les peroxysomes. Leur administration à long 
terme se traduit, chez les rongeurs, par l’apparition d’hépatocarcinomes bien qu’ils ne soient 
par directement génotoxiques (Reddy et al., 1986). Ces différentes réponses sont absentes 
chez les souris déficientes en récepteur PPARα (Lee et al., 1995) et la pharmacovigilance n’a 
pas révélé d’incidence accrue d’hépatocarcinomes chez l’homme suite aux traitements par les 
agonistes de PPARα utilisés en thérapeutique humaine. Parmi les PPs, les fibrates (pour 
phenoxyisobutyrates) sont utilisés depuis les années 70 dans le traitement des 
hyperlipidémies. Ils présenteraient également des activités anti-inflammatoires et anti-
athérosclérose. Cette famille de molécules comporte notamment le Wy14643, le gemfibrozil, 
le ciprofibrate, le clofibrate, le bezafibrate et le fenofibrate dont certains sont illustrés en 
Table 6. Les premiers criblages de ligands des PPARs publiés ont permis de démontrer la 
liaison spécifique des fibrates à PPARα avec des affinités néanmoins relativement faibles 
(Forman et al., 1997; Krey et al., 1997; Lin et al., 1999; Murakami et al., 1999). Des travaux 
plus récents suggèrent que les formes thioester du coenzyme A (bezafibroyl-CoA) pourraient 
être de meilleurs ligands (Hostetler et al., 2005). Les fibrates sont généralement administrés 
par voie orale sous forme ester et subissent une saponification au niveau intestinal qui génère 
la forme acide : par exemple, le fenofibrate (désigne la forme ester) est saponifié en acide 
fénofibrique (forme acide illustrée en Table 6). Ce sont donc les formes acides, d’ailleurs bien 
plus solubles, qui sont les activateurs de PPARα comme constaté dans une étude récente qui a 
par ailleurs suggéré que les formes esters pourraient constituer des antagonistes de LXR 
(Thomas et al., 2003). Les principaux effets des fibrates sont une diminution marquée des 
triglycérides, une légère augmentation du cholestérol-HDL et une diminution plus modérée et 
moins robuste du cholestérol-LDL qui sont expliquées par leur action, via PPARα, sur 
l’expression de nombreux gènes impliqués dans le transport, le captage et le métabolisme des 
lipides (voir paragraphe II.4.). Leur indication est donc principalement orientée vers les fortes 
hypertriglycéridémies associées à des niveaux de cholestérol-HDL faibles et un cholestérol-
LDL normal. Les fibrates semblent plus efficaces à réduire le risque cardiovasculaire chez les 
patients dyslipidémiques présentant également un diabète ou une hyperinsulinémie, des 
situations qui favorisent des conditions proinflammatoires (Michalik et al., 2006). De fait, en 
plus de leurs effets sur le métabolisme des lipides, les fibrates agissent directement, via 
PPARα et son interaction avec d’autres voies de signalisation, sur l’inflammation aux niveaux 
vasculaire et hépatique (voir paragraphe II.5 et Marx et al., 2004). De nombreuses études 
cliniques ont mis en évidence la capacité des fibrates à normaliser les niveaux plasmatiques 
de lipides et à réduire les risques cardiovasculaires (pour des synthèses récentes voir Gervois 
et al., 2007; Wierzbicki, 2006) mais, contrairement aux statines qui sont largement utilisées 
pour le traitement de l’hypercholestérolémie, aucune de ces études n’a pu mettre en évidence 
une réduction globale de la morbi-mortalité (toutes causes confondues). Actuellement, un 
intérêt particulier est porté sur le potentiel d’association entre fibrates et statines pour le 
traitement des dyslipidémies (Wierzbicki, 2006). A priori, ces deux types de molécules ont 
des modes d’action différents et complémentaires, les statines agissant comme inhibiteurs de 
la synthèse endogène de cholestérol et les fibrates agissant majoritairement sur les 
triglycérides. Cependant, leur association présente également des risques en termes d’effets 
secondaires, notamment au niveau musculaire. 
 Les thiazolidinediones (TZDs ou glitazones) comme la pioglitazone ou la 
rosiglitazone (Table 6) sont des analogues structuraux des fibrates qui lient et activent 
spécifiquement PPARγ (Forman et al., 1995; Lehmann et al., 1995). Elles sont utilisées en 
thérapeutique humaine pour le traitement du diabète de type II car leur effet consiste 
principalement à restaurer la sensibilité à l’insuline des tissus périphériques. Cet effet global 
reste encore mal compris mais l’action des TZDs au niveau du tissu adipeux pourrait être un 
mécanisme central de leur action sur l’insulino-résistance (pour des synthèses, voir Desvergne 
et al., 2006; Gervois et al., 2007; Walczak and Tontonoz, 2002). En augmentant la capacité du 
tissu adipeux à stocker des lipides via son action adipogénique (augmentation du captage des 
acides gras et de la lipogénèse), PPARγ, drainerait les tissus périphériques et notamment le 
foie, les muscles et le pancréas de leur graisse en excès. Ces graisses accumulées dans les 
tissus, liées notamment à des niveaux circulants élevés d’acides gras libres en raison d’un 
stockage défectueux dans les adipocytes, provoquent une induction de la néoglucogenèse 
hépatique et une diminution de l’utilisation de glucose par les muscles. En redirigeant ces 
lipides vers leur lieu de stockage privilégié, les TZDs agiraient positivement sur le 
métabolisme glucidique dans ces tissus. De plus, l’activation de PPARγ par les TZDs 
favoriserait le stockage des graisses dans le tissu adipeux sous-cutané qui est plus sensible à 
l’insuline que le tissu adipeux viscéral et augmenterait le nombre des petits adipocytes (par 
opposition aux gros adipocytes gorgés de lipides), eux aussi plus sensibles à l’action de 
l’insuline. La fonction endocrine du tissu adipeux (pour une synthèse, voir Trujillo and 
Scherer, 2006), qui consiste en la synthèse et la sécrétion de nombreuses protéines regroupées 
sous le nom d’adipokines, est également affectée par les TZDs. En particulier, PPARγ induit 
l’expression et facilite la sécrétion de l’adiponectine (Iwaki et al., 2003), une adipokine qui 
circule à des concentrations sériques élevées (2-20 µg/mL) dont le niveau baisse dans les cas 
d’obésité et de résistance à l’insuline (Kadowaki et al., 2006; Oh et al., 2007). Cette hormone 
agit via deux récepteurs membranaires (AdipoR1 principalement exprimé dans le muscle et 
AdipoR2 principalement exprimé dans le foie) sur diverses voies dont celles de l’AMP-
activated protein kinase (AMPK) et de PPARα (pour une synthèse voir Kadowaki et al., 
2006) qui conduisent à une stimulation de l’oxydation des acides gras et du captage du 
glucose par le muscle et à une réduction de la production de glucose par le foie. Par ailleurs, il 
a été montré qu’une masse corporelle élevée et la présence de gros adipocytes 
(caractéristiques de l’obésité) étaient corrélées à l’accumulation de macrophages dans le tissu 
adipeux (Weisberg et al., 2003) qui induisent des voies inflammatoires en secrétant 
notamment du TNF-α (tumor necrosis factor α) et de l’IL-6 (interleukine-6), participant 
vraisemblablement à la résistance à l’insuline en générant un statut d’inflammation chronique 
et en favorisant la lipolyse (Xu et al., 2003). Les TZDs apparaissent également capables de 
diminuer l’expression du TNF-α et de l’IL-6 dans les macrophages issus du tissu adipeux (Xu 
et al., 2003), ce qui participerait à leur action globale sur la résistance à l’insuline. Enfin, les 
TZDs agiraient également directement au niveau des différentes cellules de la paroi des 
vaisseaux (macrophages impliqués dans la formation de cellules spumeuses lorsqu’ils 
accumulent des lipides, recrutement des monocytes par les cellules endothéliales de la paroi 
des vaisseaux et cellules musculaires lisses), ce qui participerait à leurs effets anti-
athérogéniques (pour une synthèse, voir Walczak and Tontonoz, 2002). 
 Aucun agoniste spécifique de PPARβ n’est actuellement utilisé en thérapeutique 
humaine mais plusieurs études suggèrent qu’il pourrait également constituer une cible 
thérapeutique intéressante pour le traitement des désordres métaboliques en raison de son 
implication dans la régulation du métabolisme en particulier dans le tissu adipeux, l’intestin, 
le muscle, le cœur et les macrophages (Barish et al., 2006). Par exemple, un traitement par un 
agoniste spécifique de PPARβ provoque une augmentation du cholestérol-HDL chez les 
souris db/db (souris obèses en raison d’une déficience en récepteur à la leptine, Leibowitz et 
al., 2000), améliore le transport inverse du cholestérol (retour du cholestérol au foie via les 
HDL), améliore le profil des LDL (réduction du LDL cholestérol et augmentation de la taille 
des particules) et corrige l’hyperinsulinémie de singes rhésus obèses (Oliver et al., 2001). Les 
travaux réalisés sur PPARβ dans le muscle (synthétisés dans Gaudel and Grimaldi, 2007) 
suggèrent qu’il agit sur le remodelage et la capacité oxydative du muscle squelettique 
provoqué notamment par l’exercice physique. Ses effets musculaires pourraient expliquer, au 
moins en partie, son action positive sur le profil lipidique dans la mesure où sa surexpression 
au niveau du muscle se traduit par une réduction du tissu adipeux (et de la taille des 
adipocytes), une diminution du contenu en lipides de plusieurs organes et une amélioration de 
la réponse à l’insuline. 
 Actuellement, de nombreux laboratoires publics et privés travaillent au développement 
et à l’étude de modulateurs sélectifs des PPARs dans le but d’activer ces voies de 
signalisation de manière tissu-spécifique et de conserver ainsi leurs effets bénéfiques tout en 
limitant leurs effets délétères (Marx et al., 2004). La recherche est sans doute au moins aussi 
active sur le développement d’agonistes doubles PPARα/PPARγ (dénommés glitazars), voire 
triple PPARα/β/γ (panagonistes) dans le but d’obtenir des effets complémentaires et 
synergiques de l’activation de ces trois voies de signalisation (Gervois et al., 2007). 
 D’autres médicaments sur le marché ou en développement activent également les 
PPARs. On peut citer notamment les anti-inflammatoires non stéroïdiens (indométacine, acide 
flufénamique, fenoprofène ou ibuprofène par exemple) dont le mode d’action principal 
consiste à inhiber la synthèse de prostaglandines via une inhibition des cyclooxygénases 
(COX1 et COX2) et qui activent également à des degrés divers PPARα et PPARγ mais à des 
doses bien supérieures à celles nécessaires à leur action sur les COX (Lehmann et al., 1997). 
Des polluants potentiels de l’environnement comme des pesticides ou des plastifiants ont été 
identifiées comme ligands et activateurs des PPARs (Maloney and Waxman, 1999; Takeuchi 
et al., 2006). Un exemple intéressant est celui des phtalates (esters de l’acide phtalique), des 
assouplissants des plastiques (en particulier des PVC, poly-vinyl-chloride) pouvant entrer 
dans la composition de multiples produits finis (emballages alimentaires, tubulures plastiques, 
revêtements, produits cosmétiques, peintures, colles, etc.) jusqu’à hauteur de 50% en masse et 
représentant un volume de production considérable (1,3 Kg/habitant/an dans l’union 
européenne soit environ 600 000 tonnes). Identifiés depuis longtemps comme des 
proliférateurs de peroxysomes chez le rongeur (Reddy et al., 1986) et considérés comme des 
disrupteurs endocriniens (actions anti-androgénique et estrogéno-mimétique), les phtalates 
mais surtout leurs métabolites activent PPARα et PPARγ (dans une moindre mesure PPARδ) 
via une fixation directe aux récepteurs (Lapinskas et al., 2005). L’étude des phtalates a connu 
récemment un regain d’intérêt suite à l’établissement chez l’homme de corrélations entre des 
perturbations du développement de l’appareil génital masculin et l’exposition prénatale aux 
phtalates (Swan et al., 2005) et plus récemment entre l’exposition aux phtalates chez l’adulte 
et des paramètres liés au syndrome métabolique (Stahlhut et al., 2007). Ces résultats ont 
participé à promouvoir la mise en œuvre d’études plus poussées sur les conséquences de 
l’exposition prénatale et postnatale aux phtalates au niveau moléculaire (voir par exemple 
Feige et al., 2007; Plummer et al., 2007). 
 En conclusion l’étude des ligands synthétiques des PPARs intéresse fortement 
l’industrie pharmaceutique pour qui le développement de médicaments contre les différentes 
composantes du syndrome métabolique représente un marché croissant et largement solvable 
mais concerne également le domaine de la toxicologie même si les données dans ce domaine 
apparaissent globalement plus parcellaires, peut-être en raison d’une plus grande difficulté à 
obtenir des financements pour ce type de travaux de recherche. 
 
 II.2.3. Autres situations d’activation de PPARα 
 L’étude des RNs de classe II s’est rapidement heurtée à la question de savoir si un 
hétérodimère RN-RXR pouvait être activé par un ligand de l’un, de l’autre ou des deux 
partenaires engagés. En ce qui concerne les PPAR, les premières études ont mis en évidence 
que le dimère pouvait être qualifié de « permissif » c’est à dire qu’il pouvait être activé aussi 
bien par des agonistes de PPAR que par des agonistes de RXR (Keller et al., 1993; Kliewer et 
al., 1992; Schulman et al., 1998). Ces travaux ont conduit à démontrer que les agonistes de 
RXR pouvait présenter, in vivo, une activité normolipémiante comparable aux activateurs de 
PPARα (Mukherjee et al., 1998) et une activité antidiabétique comparable aux activateurs de 
PPARγ (Mukherjee et al., 1997a). Des travaux issus de notre laboratoire (Ouamrane et al., 
2003), dont certains font partie intégrante de ce travail de doctorat (Martin et al., 2005) ont 
confirmés une partie de ces observations en démontrant par ailleurs l’existence de régulations 
tissus-spécifiques et PPARα-indépendantes des activateurs spécifiques de RXR. Ainsi, 
l’activation de RXR constitue une autre situation d’activation des PPARs. Aucune étude, à ma 
connaissance, n’a cependant évalué la capacité différentielle des trois PPARs à être activés 
via les ligands de RXR ainsi que le recrutement différentiel de cofacteurs que ce mode 
d’activation est susceptible d’engendrer. 
 Il existe également un nombre conséquent de molécules qui activent les voies PPARs 
sans que leur fixation aux récepteurs ait été démontrée. La DHEA (dehydroépiandrostérone) 
en est un exemple. Cette hormone, produite par la glande surrénale en quantités importantes 
(concentrations circulantes de l’ordre du µM) et constituant un précurseur des androgènes et 
des estrogènes, présente un métabolite (la DHEA-3β-sulfate) capable d’activer le récepteur 
PPARα in vivo dans la mesure où son administration (à fortes doses ~100-150 mg/Kg) à des 
souris de type sauvage produit une hépatomégalie et une induction des gènes cibles de 
PPARα qui ne sont pas observées chez les souris PPARα-/- (Peters et al., 1996). En revanche, 
la DHEA et plusieurs de ses métabolites semblent incapables d’agir directement comme 
ligands et activateurs de PPARα in vitro comme cela a été démontré via l’utilisation d’un 
système de gène rapporteur (Peters et al., 1996). A ma connaissance, le mécanisme précis de 
prolifération des peroxysomes induit par la DHEA (activation de PPARα par d’autres 
métabolites non identifiés, génération d’un autre ligand endogène, nécessité d’un transporteur 
spécifique non exprimé dans les cultures cellulaires, modification post-traductionnelle de 
PPARα, autres mécanismes ?) reste actuellement inconnu. En revanche, la DHEA a depuis 
été identifiée comme un activateur des récepteurs PXR (Ripp et al., 2002) et CAR (Kohalmy 
et al., 2007) sans que sa fixation ou celle de ses métabolites à ces récepteurs ait néanmoins été 
étudiée. 
 Enfin, il existe des situations physiopathologiques où PPARα est également activé 
sans que l’on connaisse avec précision le ou les ligands impliqués. En particulier, le jeûne 
(Kersten et al., 1999; Kroetz et al., 1998), le diabète induit par la streptozotocine (Kroetz et 
al., 1998) et un régime riche en graisses (Patsouris et al., 2006) se traduisent par une nette 
activation de PPARα au niveau hépatique. Ces trois situations se traduisent par une 
augmentation des acides gras libres circulants et il est très probable que ce soient ces lipides, 
ou bien leurs dérivés, qui constituent les ligands endogènes de PPARα dans ces situations. Un 
argument en cette faveur a été fournit par une étude de jeûne réalisée chez des souris 
préalablement alimentées avec un régime normal ou avec un régime riche en acides gras 
polyinsaturés qui sont de meilleurs activateurs de PPARα et qui a montrée que l’induction par 
le jeûne de l’expression de PPARα et de l’un de ses gènes cibles (L-FABP) était plus forte 
dans le groupe préalablement alimenté par le régime riche en polyinsaturés (Kersten et al., 
1999). En effet, les lipides alimentaires vont s’accumuler dans le tissu adipeux des souris dont 
la composition en acides gras reflètera bien celle des régimes. En situation de jeûne, ces 
lipides seront mobilisés du tissu adipeux et parviendront au foie où, selon leur composition en 
acides gras, ils activeront plus ou moins fortement PPARα. Dans le but de préciser les effets 
du jeûne sur l’activation de PPARα et éventuellement de renforcer ces hypothèses, nous 
avons conduit une étude de jeûne sous la forme d’une cinétique de jeûne allant de 0 à 72h de 
jeûne chez des souris de type sauvage ou déficientes en récepteur PPARα. Cette étude est 
présentée dans le Chapitre VI. 
 
 II.3. FONCTIONNEMENT DE LA VOIE DE SIGNALISATION PPARα 
 Le principal objet de ce paragraphe est de situer le récepteur PPARα par rapport aux 
données présentées dans le Chapitre I et en particulier par rapport aux deux modèles présentés 
au paragraphe I.6. Pour cela, nous nous appuierons en particulier sur la structure des 
récepteurs PPARs et la fonction de leurs différents domaines. 
 
 II.3.1. Interactions avec les protéines chaperones 
 Une interaction entre PPARα et les protéines chaperones Hsp70 (in vitro, Huang et al., 
1994) et Hsp90 (in vitro et in vivo, Sumanasekera et al., 2003a; Sumanasekera et al., 2003b) a 
été décrite. Hsp90 a de plus été proposée comme un inhibiteur de l’activité de PPARα 
(Sumanasekera et al., 2003a). Néanmoins, au regard de la localisation principalement 
cytoplasmique de Hsp90 et exclusivement nucléaire de PPARα (Feige et al., 2005) et le peu 
de données produites sur les conséquences fonctionnelles de ces associations, des recherches 
complémentaires semblent nécessaires pour corroborer ces observations préliminaires. 
 
 II.3.2. Domaines A/B et phosphorylation de PPARα 
 Les PPARs possèdent une structure similaire à celle décrite dans le paragraphe I.2. Une 
fonction AF-1 est localisée dans leur domaine A/B (Desvergne and Wahli, 1999). Elle 
participerait vraisemblablement à leur activité indépendante du ligand mais régulerait 
également, via des interactions intramoléculaires, leur activité dépendante du ligand (Burns 
and Vanden Heuvel, 2007; Diradourian et al., 2005; Warnmark et al., 2003). L’activité de la 
fonction AF-1 de PPARα semble plus forte que celle des fonctions AF-1 de PPARβ et de 
PPARγ (Hi et al., 1999), ce qui expliquerait, au moins en partie et dans certains modèles 
cellulaires, l’activité notable d’une transfection transitoire de PPARα en l’absence de ligand 
(Hi et al., 1999; Juge-Aubry et al., 1999). Notons que la notion d’absence de ligand, ne tient 
pas ici compte de la présence systématique d’acides gras dans les cellules qui constituent 
malgré tout des ligands des trois PPARs. La structure, vraisemblablement en α-hélice, de la 
fonction AF-1 de PPARα serait importante pour son activité (Hi et al., 1999). De plus, le 
domaine A/B de PPARα est phosphorylé par diverses voies des MAPK. Sous l’effet de 
l’insuline, la fonction AF-1 de PPARα est phosphorylée sur les sérines 12 et 21 via la voie 
des MAPK (mitogen-activated protein kinase) p42/ERK2 (extracellular signal-regulated 
kinase 2) et p44/ERK1 ce qui conduit à un fort accroissement de l’activité de PPARα (Juge-
Aubry et al., 1999). Dans le cœur, ces deux sérines ainsi que la sérine 6 sont phosphorylées 
par la MAPK p38 qui est activée par des cytokines et divers stress comme l’ischémie, 
l’hypoxie ou la croissance hypertrophique, ce qui conduit à un accroissement de l’activité de 
PPARα dépendante du ligand (Barger et al., 2001). La sérine 73 du domaine A/B de PPARα 
est également phosphorylée par la glycogène synthase kinase 3 (GSK3) ce qui déstabilise la 
protéine PPARα vraisemblablement via sa dégradation par le système ubiquitine-protéasome 
(Burns and Vanden Heuvel, 2007). Relativement peu de données sont disponibles sur les 
conséquences de ces différentes phosphorylations in vivo mais il existe un exemple où 
certaines conséquences pathologiques d’une mutation ont été attribuées à une altération de la 
phosphorylation des PPARs. Une mutation de l’hélicase XPD appartenant au complexe TFIIH 
et affectant l’activité de la cyclin-dependent kinase 7 (cdk7) semble réduire la 
phosphorylation et l’activité de PPARα (sérines 12 et 21) et PPARγ (sérine 112, Compe et al., 
2005). Néanmoins, les conséquences de cette mutation sur l’activité globale de la voie 
PPARα nous ont semblé très limitées, voire imperceptibles lorsque nous avons eu l’occasion 
de tester des échantillons d’ARN issus de ces souris traitées ou non avec du fenofibrate sur les 
puces à ADN développées dans le cadre de ce doctorat (Figure 21, JM Egly et PG. Martin, 
données non publiées). Le domaine A/B n’est cependant pas le seul domaine des PPARs à 
être phosphorylé. Les activateurs de la protéine kinase A (PKA) comme la toxine du choléra 
(PKA est également activée en situation de stress, de jeûne ou d’exercice physique) activent 
PPARα en l’absence, comme en présence d’un ligand exogène vraisemblablement via des 
phosphorylations du domaine C (DBD) qui affectent la liaison PPARα-ADN (Lazennec et al., 
2000). La voie des protéines kinase C phosphoryle PPARα sur diverses sérines et thréonines 
situées dans les domaines C et D et affecte ainsi positivement plusieurs aspects de l’activation 
de PPARα comme sa dimérisation avec RXR ou sa fixation à l’ADN (Blanquart et al., 2004; 
Gray et al., 2005). La voie de l’AMPK (5’-AMP-activated protein kinase) qui régule 
notamment l’oxydation des acides gras dans le muscle, active également PPARα et augmente 
son expression mais le mécanisme impliqué n’a pas été détaillé (Lee et al., 2006). 
Récemment, il a été proposé que l’adiponectine, qui présente la capacité d’activer l’oxydation 
des acides gras dans les tissus périphériques comme le foie et les muscles, activerait la voie 
PPARα dans le muscle via une activation séquentielle de la voie AMPK et de la MAPK p38, 
suggérant que les effets de la voie AMPK sur PPARα nécessitent l’activation de la MAPK 
p38 par l’AMPK (Yoon et al., 2006). Plus récemment encore, il a été montré que la leptine (et 
l’adiponectine également), qui stimule également l’oxydation des acides gras dans le muscle, 
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Figure 21 : Effets du fénofibrate chez les souris TTD sur l'expression
hépatique d'un panel de gènes
Des souris de type sauvage (wt) ou de type mutante pour l'hélicase XPD (TTD) ont été traitées au fénofi-
brate (100 mg/Kg/j, 8 jours) ou par le véhicule seul. Les puces INRArray 01.3 ont été utilisées pour analyser 
les répercutions de ce traitement dans les deux génotypes sur l'expression d'un panel de gènes cibles des 
récepteurs nucléaires de classe II. Cette figure a été obtenue par classification ascendante hiérarchique 
(distance 1-cor où cor est le coefficient de corrélation linéaire de Pearson, et critère d'agglomération de 
Ward) des échantillons puis des gènes et par représentation de la matrice de données (gènes centrés et 
réduits) réordonnée par ces classifications sous la forme d'une image en couleur (heatmap) où les fortes 
intensités sont codées en rouge, les faibles en vert et les intensités moyennes en noir. Cette figure illustre 
que la réponse des souris TTD au fénofibrate est globalement indiscernable de celle des souris de type 
sauvage. On distingue aisément un large groupe de gènes dont l'expression est induite par le fénofibrate 
et un groupe de quelques gènes dont l'expression est réprimée par le fénofibrate. Ces régulations sont 
observées chez les souris des deux génotypes avec des intensités globalement comparables.
provoquait une translocation nucléaire de la sous-unité α2 de l’AMPK et induisait 
l’expression de PPARα (Suzuki et al., 2007). Des travaux complémentaires apparaissent 
nécessaires pour préciser les mécanismes impliqués dans la régulation de l’activité et de 
l’expression de PPARα par la voie de l’AMPK. Enfin, PPARβ et PPARγ font également 
l’objet de phosphorylations qui participent à la régulation de leur activité (pour des synthèses 
récentes, voir Burns and Vanden Heuvel, 2007; Diradourian et al., 2005). La fonction du 
domaine A/B n’est cependant pas uniquement de rendre les PPARs sensibles à des voies de 
signalisation conduisant à sa phosphorylation. Par exemple, ce domaine semble indispensable 
à l’inhibition réciproque des voies de signalisation de PPARα et de STAT5b (signal 
transducer and activator of transcription 5b), cette dernière voie étant activée par diverses 
cytokines et facteurs de croissance dont l’hormone de croissance (Shipley and Waxman, 
2003; Zhou and Waxman, 1999). De plus, une étude récente, utilisant des criblages par 
microarrays de cultures cellulaires exprimant de manière stable les trois PPARs, ou des 
mutants dont certains domaines ont été échangés entre les isoformes, suggère que le domaine 
A/B déterminerait la spécificité des gènes cibles des trois isoformes en inhibant la capacité de 
transactivation des PPARs vis-à-vis de certains gènes cibles (Hummasti and Tontonoz, 2006). 
Ainsi, un mutant de PPARβ dont le domaine A/B a été supprimé, est capable d’activer les 
gènes cibles spécifiques de PPARγ et d’induire la différenciation adipocytaire de cellules 
NIH-3T3 (Hummasti and Tontonoz, 2006). Le domaine A/B des PPARs semble également 
impliqué dans des interactions avec certains corégulateurs bien que les données dans ce 
domaine restent limitées et que le domaine E (LBD) semble être le plus impliqué dans 
l’interaction entre les PPARs et leurs corégulateurs (Yu and Reddy, 2007). Une interaction 
indépendante du ligand entre p300 et PPARγ2 a été démontrée (Gelman et al., 1999). Certains 
auteurs suggèrent que la fonction AF-1 de PPARα interviendrait dans la fixation de 
corépresseurs (Juge-Aubry et al., 1999) mais peu de données actuellement disponibles 
permettent de confirmer définitivement ces hypothèses. A ma connaissance, la seule 
interaction physique rapportée pour la fonction AF-1 de PPARα est une interaction avec 
l’enzyme bifonctionnelle peroxysomale (Juge-Aubry et al., 2001) qui semble capable 
d’activer cette fonction, créant ainsi une boucle d’autorégulation positive. Signalons 
cependant que le domaine A/B de PPARα semble bien intervenir dans la fixation de 
corégulateurs en l’absence, comme en présence de ligand exogène comme cela a été 
récemment démontré par le biais de mesure du coefficient de diffusion d’une forme tronquée 
de PPARα par spectroscopie à corrélation de fluorescence (Tudor et al., 2007). 
  II.3.3. Domaine C et éléments de réponse de PPARα 
 Le domaine C (DBD) des PPARs leur confère la capacité de reconnaître des éléments de 
réponse de type DR1, ainsi que certains éléments de réponse de type DR2, appelés PPREs 
(PPAR response elements). Les PPARs se fixent toujours à l’ADN sous la forme d’un dimère 
avec le récepteur RXR (Kliewer et al., 1992) et sont incapables de se fixer sous la forme 
d’homodimères ou de monomères (Desvergne and Wahli, 1999; Hsu et al., 1998). Les 
premiers éléments de réponse de type DR1 observés dans les gènes cibles identifiés des 
PPARs (IJpenberg et al., 1997; Juge-Aubry et al., 1997) révélèrent quelques éléments 
supplémentaires déterminant le fait qu’un DR1 se comporte comme un PPRE : 1) une 
extension 5’ riche en bases A et T (IJpenberg et al., 1997; Palmer et al., 1995) de manière 
similaire à ce que nous avons décrit pour les récepteurs se fixant sous la forme de monomères 
(voir paragraphe I.2.2), 2) un motif de fixation (AGGTCA) imparfait (Juge-Aubry et al., 
1997) et 3) une adénine comme base séparant les deux motifs (IJpenberg et al., 1997). En se 
basant sur ces critères, le DR1 / PPRE typique présente la séquence suivante (les deux motifs 
ont été soulignés) : 5’-AACTAGGNCAAAGGTCA-3’ (Desvergne and Wahli, 1999; 
IJpenberg et al., 1997). Les caractéristiques d’un tel élément de réponse participeraient à la 
sélectivité de reconnaissance par le dimère PPAR-RXR par rapport à d’autres homo- ou 
hétérodimères de RNs (Desvergne and Wahli, 1999). Sur un tel élément de réponse, PPAR 
occupe le motif situé en 5’ et RXR le motif situé en 3’ (DiRenzo et al., 1997; IJpenberg et al., 
1997) contrairement aux dimères RXR-RAR, RXR-TR et RXR-VDR où RXR interagit avec 
le motif situé en 5’ des éléments de réponse de type DR5, DR4 et DR3 respectivement. Il a 
été montré que l’extension C-terminale (CTE, voir Figure 5) du DBD de PPARα était 
responsable de la reconnaissance des bases qui jouxtent le DR1 en 5’ (Hsu et al., 1998). De 
plus, le DBD de PPARα semble peu ou pas impliqué dans la dimérisation avec RXR (Hsu et 
al., 1998), contrairement à ce qui est observé avec les dimères de DBD entre RXR et RAR 
(sur un DR5) ou TR (sur un DR4). L’incapacité de PPARα à se fixer sur l’ADN sous la forme 
d’un monomère a été attribuée à son domaine A/B dans la mesure où sa délétion permet au 
récepteur tronqué de se fixer sur un PPRE sous la forme de monomère (Hsu et al., 1998). 
Certains DR2 capables de fixer des monomères ou des homodimères des récepteurs Rev-Erb 
et nommés Rev-DR2 sont également capables de fixer PPARα (Gervois et al., 1999a; Hsu et 
al., 1998). Ces DR2 se caractérisent par une extension en 5’ riche en A/T et par la présence 
des bases C et T entre les deux motifs AGGTCA. Ces observations suggèrent qu’une 
interaction est possible entre les voies PPARα et Rev-Erb pour la régulation des gènes 
contenant de tels éléments de réponse, comme cela a été montré sur le Rev-DR2 présent dans 
le promoteur de Rev-ErbA-α lui-même (Gervois et al., 1999a). Les PPARs semblent 
également capable de se fixer à certains éléments de réponse des ERs (nommés ERE et 
constitués d’un ER3) et de réprimer l’action des estrogènes sur une cible classique comme le 
promoteur de la vitellogénine A2 (Keller et al., 1995). Via leur capacité à se fixer sur des 
éléments de réponse de type DR1, les homodimères de RXR, HNF-4, TR2, TR4 ou COUP-
TF, ainsi que les hétérodimères RAR-RXR et COUP-TF-RXR seraient susceptibles 
d’interagir avec la fixation des dimères PPAR-RXR sur leurs éléments de réponse (Desvergne 
and Wahli, 1999). Chacune de ces interactions potentielles a d’ores et déjà fait l’objet d’une 
démonstration in vitro et/ou in vivo (Baes et al., 1995; DiRenzo et al., 1997; Hertz et al., 
1995; Hertz et al., 1996; IJpenberg et al., 2004; Inui et al., 2003; Miyata et al., 1993; 
Rodriguez et al., 1998; Winrow et al., 1994; Yan et al., 1998). Dans ce contexte, la séquence 
précise du DR1 et du promoteur dans son ensemble (Nakshatri and Bhat-Nakshatri, 1998) 
ainsi que la concentration relative des récepteurs et de leurs ligands éventuels détermineraient 
vraisemblablement l’établissement de telles interactions. Enfin, signalons qu’aucune structure 
tridimensionnelle du DBD des PPARs n’a actuellement été publiée. 
 
 II.3.4. Domaines D et E et corégulateurs de PPARα 
 Le domaine D (domaine charnière) des PPARs contient une partie de l’extension C-
terminale du DBD que nous venons d’évoquer et participe donc à la spécificité des éléments 
de réponse reconnus par ces récepteurs. De plus, il semble que ce domaine participe, 
principalement avec le domaine E (LBD) mais également avec le domaine C (DBD), à 
l’interaction entre les PPARs et divers corégulateurs. Par exemple, ce domaine est nécessaire 
mais pas suffisant pour l’interaction entre PPARα et le corépresseur NCoR (Dowell et al., 
1999). Il est également impliqué dans l’interaction entre p300 et PPARα (Dowell et al., 1997) 
qui s’opère en l’absence comme en présence d’un ligand (IJpenberg et al., 2004; Tudor et al., 
2007). Le coactivateur PRIC285/PDIP1 (PPARα-interacting cofactor of 285 KDa / PPARγ-
DBD-interacting protein 1) a été isolé indépendamment par deux équipes différentes 
(Surapureddi et al., 2002; Tomaru et al., 2006) qui ont démontré son interaction notamment 
avec les récepteurs PPARα (Surapureddi et al., 2002) et PPARγ (Tomaru et al., 2006). 
Initialement isolé in vivo au sein d’un large complexe multiprotéique contenant de nombreux 
coactivateurs de PPARα (Surapureddi et al., 2002), il a depuis été montré que PRIC285 se 
fixait de manière spécifique à PPARγ au niveau d’une région comprenant le domaine C et le 
domaine D de PPARγ (Tomaru et al., 2006). La région de PPARα impliquée dans 
l’interaction avec PRIC285 n’a pas encore été précisée. Il est possible qu’elle soit distincte de 
celle impliquée dans l’interaction avec PPARγ car PRIC285 contient plusieurs motifs LXXLL 
(Surapureddi et al., 2002; Tomaru et al., 2006) et que la fixation d’un corégulateur sur des 
domaines différents de ces deux PPARs a déjà été décrite pour PGC-1α qui se fixe sur les 
domaines C et D de PPARγ, y compris en l’absence de ligand (Puigserver et al., 1998), mais 
se fixe principalement sur le domaine E de PPARα en présence de ligand (en l’absence de 
ligand une faible fixation est observée qui semble également impliquer le domaine D, Vega et 
al., 2000). 
 Le domaine E (LBD) est impliqué dans la reconnaissance des ligands que nous avons 
abordée au paragraphe II.2. ainsi que dans la dimérisation avec RXR et l’interaction avec de 
nombreux corégulateurs. De nombreuses structures des LBD des PPARs, en l’absence de 
ligand, en présence d’un agoniste ou d’un antagoniste ont été élucidées (Table 3) et ont été 
récemment synthétisée (Zoete et al., 2007), nous permettant de ne souligner ici que les 
principaux aspects tirés de l’analyse de ces structures. La structure globale du LBD des 
PPARs est similaire à celle des autres RNs (sandwich d’hélices α). Elle comporte 13 hélices 
(une hélice H2’ supplémentaire est située entre le premier feuillet β S1 et H3 et les hélices 
H10 et H11 forment en fait une unique hélice continue) et 4 feuillets β relativement courts 
notés S1 à S4 (pour une correspondance entre la séquence des LBDs des PPAR et ces 
éléments structuraux, voir Desvergne and Wahli, 1999). Le site de fixation du ligand est une 
large cavité (1300-1400 Å3) en forme de Y délimitée par les hélices H2’, H3, H4, H5, H7, 
H10/H11 et H12 et par les feuillets β S3 et S4 et dont 80% des 34 acides aminés la délimitant 
sont conservés entre les trois isoformes de PPAR. L’un des bras du Y constitue une cavité 
polaire où se fixe généralement la tête polaire des ligands (groupement carboxyle des acides 
gras par exemple) et les deux autres branches, dont la cavité d’entrée du ligand, constituent 
des poches hydrophobes où se fixe généralement la queue hydrophobe des ligands (chaîne 
carbonée des acides gras par exemple). La boucle située entre les hélices H2’ et H3, localisée 
à l’entrée de la poche de fixation du ligand, est très flexible et apparaît parfois désordonnée 
dans certaines structures ce qui participerait à la capacité des PPARs à fixer des ligands 
volumineux, sans trop affecter la structure globale du LBD. Le LBD des PPARs apparaît 
comme une structure hautement dynamique en l’absence de ligand (signalons que la ré-
analyse de la structure 2GWX de PPARβ a néanmoins conduit à l’identification d’un ligand 
naturel issu des bactéries utilisées pour produire la protéine, Fyffe et al., 2006a; Fyffe et al., 
2006b) et la fixation du ligand agoniste se traduit par une stabilisation globale de la structure 
(qui devient plus compacte et rigide) dans une conformation favorisant le recrutement de 
coactivateurs. En l’absence de ligand (du moins de ligand volontairement ajouté), l’hélice 
H12 (fonction AF-2) des PPARs semble pouvoir malgré tout prendre une conformation active 
grâce à une série de quatre résidus qui établissent un réseau de liaisons hydrogènes stabilisant 
l’hélice H12 dans sa conformation active (pour PPARα, voir notamment Michalik et al., 
2007). Un de ces résidus, avec trois autres résidus, participent à la stabilisation de l’hélice 
H12 en présence d’un ligand via des interactions avec des résidus adjacents du LBD et avec le 
ligand. Ces données expliqueraient la capacité des PPARs à interagir avec des coactivateurs et 
à réguler l’expression génique y compris en l’absence de ligand et permettent d’envisager la 
génération de souris transgéniques exprimant des formes de PPARs dissociant leurs activités 
dépendantes ou indépendantes des ligands. Par ailleurs, le LBD des PPARs constitue la 
principale interface de dimérisation avec le récepteur RXR. Plusieurs structures de PPARγ en 
dimère avec RXRα et en présence de peptides issus de coactivateurs ont été élucidées (Table 
3) et montrent que le LBD de PPARγ est tourné de 10° par rapport à l’axe de symétrie C2 
(axe autour duquel une rotation de π de tout élément E d’une des molécules donne l’élément 
E’ correspondant à E dans l’autre molécule), conduisant à générer une interface de 
dimérisation asymétrique (Gampe et al., 2000a). Cette interface est composée d’un réseau 
d’interactions polaires et hydrophobes impliquant les hélices H7, H9, la boucle entre H8 et H9 
et tout particulièrement l’hélice H10 qui pourrait expliquer notamment la capacité de PPARγ 
à être activé par des ligands de RXR (positionnement de H12 de PPARγ sous forme active 
suite à la fixation d’un ligand de RXR) et l’activation synergique du dimère par les activateurs 
des deux partenaires du dimère (Zoete et al., 2007). La dimérisation avec RXR pourrait 
également influencer le positionnement du ligand de PPARγ qui se présente sous deux 
conformations différentes dans les structures en présence (Gampe et al., 2000a) ou en 
l’absence (Nolte et al., 1998) de RXR. Enfin, le LBD des PPARs constitue le site principal de 
fixation des coactivateurs et corépresseurs, des fixations qui s’opèrent essentiellement comme 
nous l’avons décrit au paragraphe I.4.5. De nombreux coactivateurs ont été identifiés qui 
interagissent avec les PPARs via leurs motifs LXXLL et de manière dépendante ou 
indépendante du ligand (ou accrue en présence de ligand) en impliquant la fonction AF-2 des 
PPARs (pour des synthèses récentes sur les corégulateurs des PPARs, voir Feige et al., 2006; 
Yu and Reddy, 2007) dont certains ont déjà été évoqués comme PGC-1α ou p300. Parmi les 
protéines isolées dans un complexe de coactivateurs de PPARα in vivo (complexe PRIC pour 
PPARα-interacting cofactor complex, Surapureddi et al., 2002), on trouve trois protéines 
(TOG, CHD5 et TIP120) possédant des domaines LXXLL et appartenant à la famille 
SWI/SNF intervenant dans le remodelage ATP-dépendant des histones (voir paragraphe 
I.5.2.), suggérant que ces complexes interviennent in vivo dans l’activité de PPARα. Parmi 
les coactivateurs du deuxième groupe définit au paragraphe I.5.3., PPARα est capable 
d’interagir avec SRC-1 et SRC-3 (Surapureddi et al., 2002) mais son affinité pour SRC-1 en 
présence de plusieurs ligands semble plus faible qu’avec CBP/p300 ou PGC-1α (Mukherjee 
et al., 2002). De plus, les souris déficientes pour SRC-1 présentent une réponse inaltérée aux 
agonistes de PPARα (Qi et al., 1999b) qui pourrait néanmoins être due à une surexpression 
compensatoire d’autres corégulateurs p160 chez ces souris (Xu and Li, 2003). Ces données 
suggèrent que les coactivateurs p160, s’ils appartiennent bien au complexe de coactivateurs 
des PPARs, ne jouent pas un rôle déterminant dans l’activité de ces facteurs de transcription 
(Feige et al., 2006). En revanche, les coactivateurs CBP et p300 interagissent plus fortement 
avec les PPARs (Dowell et al., 1997; Feige et al., 2006; Gelman et al., 1999; Mukherjee et al., 
2002; Zhou et al., 1998a). CBP a été également identifié dans le complexe PRIC (Surapureddi 
et al., 2002). De plus, p300 interagit avec PPARα y compris en l’absence de ligand et cette 
association est renforcée par l’ajout d’un agoniste et légèrement réduite par l’ajout d’un 
antagoniste (Tudor et al., 2007). Enfin, la démonstration du rôle important de CBP comme 
coactivateur des PPARs a été faite dans des fibroblastes embryonnaires de souris CBP+/- qui 
présentent une activité transcriptionnelle réduite des PPARs (Yamauchi et al., 2002). Nous 
avons déjà évoqué le rôle important de PGC-1α comme coactivateur des PPARs et son 
interaction différente entre PPARγ et PPARα. Lui aussi a été identifié dans le complexe PRIC 
(Surapureddi et al., 2002). Une interaction entre PPARα et PGC-1β a également été 
démontrée (Lin et al., 2003) mais les conséquences fonctionnelles de cette interaction ont été 
peu étudiées. D’autres protéines identifiées dans le complexe PRIC (Surapureddi et al., 2002)  
n’étaient pas connues pour être des coactivateurs des RNs et certaines, comme PRIC285 
(Surapureddi et al., 2002) et PRIC320 (Surapureddi et al., 2006), ont commencé à être 
étudiées et montrent bien une interaction avec PPARα et une fonction de coactivateur de ce 
récepteur. Des études complémentaires comprenant la génération de lignées murines 
déficientes pour ces coactivateurs récemment identifiés devraient permettre de préciser 
l’étendue de leurs fonctions vis-à-vis des PPAR et des RNs en général. Les coactivateurs 
PRIP (PPARα-interacting protein, Zhu et al., 2000a) et PIMT (PRIP-interacting protein with 
methyltransferase domain, Zhu et al., 2001b) agissent de manière synergique pour activer la 
transcription suite à l’activation de PPARγ ou RXR. Il a été proposé que ces corégulateurs 
agissent comme un pont entre le complexe CBP/p300 à activité HAT et le complexe 
Médiateur (Misra et al., 2002; Qi et al., 2003). La délétion de PRIP chez la souris est létale au 
niveau embryonnaire (Antonson et al., 2003; Zhu et al., 2003), démontrant sa fonction 
indispensable et non redondante au cours du développement. Les études sur fibroblastes 
embryonnaires issus de ces souris ont démontré le rôle de PRIP comme coactivateur de 
PPARγ (Antonson et al., 2003; Zhu et al., 2003) nécessaire à la différenciation adipocytaire 
PPARγ-dépendante (Qi et al., 2003). Cependant, malgré la présence de PRIP et PIMT dans le 
complexe PRIC (Surapureddi et al., 2002), la délétion spécifique de PRIP dans le foie ne 
semble pas altérer la réponse de cet organe aux agonistes de PPARα et de CAR (Guo et al., 
2006a; Sarkar et al., 2007), suggérant que PRIP n’est pas indispensable à la fonction de ces 
deux RNs. En revanche, il semble que le complexe Médiateur joue un rôle important comme 
coactivateur de PPARα, comme l’illustre la délétion spécifique de Med1 (également appelé 
PBP pour PPARγ-binding protein) dans le foie qui mime la délétion de PPARα dans la 
mesure où la réponse au Wy14643 en termes de prolifération des peroxysomes et d’induction 
des gènes cibles de PPARα est abrogée (Jia et al., 2004). Plus récemment, l’équipe du Dr JK 
Reddy a également montré que la délétion de Med1 au niveau hépatique bloquait, dans les 
hépatocytes Med1-/-, la formation d’hépatocarcinomes provoquée par l’administration à long 
terme chez les rongeurs d’agonistes de PPARα (Matsumoto et al., 2007). De plus, ces 
animaux présentent également une altération de la réponse aux activateurs de CAR (Guo et 
al., 2006a; Jia et al., 2005; Matsumoto et al., 2007) démontrant un rôle clef de Med1 dans la 
translocation nucléaire et l’activité de ce RN. La délétion complète de Med1 chez la souris est 
également létale au niveau embryonnaire (Crawford et al., 2002; Ito et al., 2000; Zhu et al., 
2000b) et, comme pour PRIP, les fibroblastes embryonnaires immortalisés Med1-/- perdent la 
capacité à se différencier en adipocytes et à induire les gènes cibles de PPARγ sous l’action 
des thiazolidinediones (Ge et al., 2002). Signalons également que quatre protéines appartenant 
au complexe Médiateur (Med1, Med12, Med23 et Med24) ont été identifiées dans le 
complexe PRIC (Surapureddi et al., 2002). Quelques autres coactivateurs interagissant avec 
PPARα ont été identifiés (pour des synthèses, voir Feige et al., 2006; Yu and Reddy, 2007) 
mais leurs fonctions et leur pertinence au plan physiologique restent pour l’instant obscures et 
nécessitent des investigations complémentaires. Outre ces coactivateurs, les PPARs 
interagissent également avec des corépresseurs. Une structure de PPARα en présence d’un 
antagoniste et d’un peptide corépresseur a d’ailleurs été élucidée (Xu et al., 2002a). En 
l’absence de ligand agoniste, les corépresseurs NCoR et SMRT sont capables d’interagir avec 
les trois PPARs (Dowell et al., 1999; Hu et al., 2001; Krogsdam et al., 2002; Stanley et al., 
2003; Yu et al., 2005). Il est vraisemblable que la dynamique de l’hélice H12, dont le 
déplacement en position active est nécessaire pour permettre la fixation des coactivateurs et 
dont la délétion accroît généralement l’interaction avec les corépresseurs (voir par exemple 
Hu et al., 2001), permette ces interactions. En présence d’un ligand antagoniste qui empêche 
l’hélice H12 de se placer en position active, l’interaction avec les corépresseurs est maintenue, 
voire accrue (Tudor et al., 2007; Xu et al., 2002a) ce qui participe aussi à bloquer le 
déplacement de H12 dans sa position active et donc, le recrutement de coactivateurs à la 
surface du LBD (voir Figure 12 et Xu et al., 2002a). En présence d’un ligand agoniste, qui 
opère un réseau d’interactions avec l’hélice H12 et favorise ainsi son déplacement en position 
active, les corépresseurs sont libérés (Dowell et al., 1999; Krogsdam et al., 2002; Stanley et 
al., 2003; Yu et al., 2005) et les coactivateurs peuvent se fixer à la surface du LBD. Il est 
probable qu’il s’agisse d’un phénomène moins séquentiel que ce que nous présentons ici et 
que la fixation de chaque élément (ligand, coactivateur et corépresseur) sur le LBD influence 
positivement ou négativement la probabilité de fixation des autres éléments. Initialement, il a 
été montré que PPARγ était capable d’interagir avec NCoR et SMRT en solution mais que sa 
fixation au promoteur de l’acyl-CoA oxydase empêchait cette interaction, suggérant que 
PPARγ ne pouvait réprimer l’expression des gènes en l’absence de ligand (Zamir et al., 1997). 
D’autres études ont néanmoins identifié in vitro un complexe PPARγ-RXR-NCoR sur ce 
même promoteur (Krogsdam et al., 2002) ainsi qu’un complexe similaire mais contenant 
PPARβ. Plus récemment, il a été montré que l’inhibition de NCoR et SMRT par des siRNA 
dans des cellules 3T3-L1 provoquait une augmentation de l’expression des gènes spécifiques 
de l’adipocyte facilitant ainsi la différenciation adipocytaire (Yu et al., 2005). Finalement, la 
capacité de PPARγ à inhiber l’expression de certains de ses gènes cibles en l’absence de 
ligand et de manière différentielle en fonction du contexte du promoteur a pu être démontrée 
récemment (Chui et al., 2005; Guan et al., 2005). En l’absence de ligand exogène, PPARγ est 
associé à un complexe corépresseur contenant NCoR et/ou SMRT sur les PPRE des gènes de 
la glycérol kinase (GyK, Guan et al., 2005) et sur le récepteur 1 aux LDL oxydés (OLR1 pour 
oxidized LDL receptor 1, Chui et al., 2005) mais pas sur le promoteur d’aP2 où le dimère 
PPARγ-RXR est associé avec des coactivateurs, participant ainsi à l’activation constitutive de 
ce promoteur. Suite à l’activation de PPARγ par la rosiglitazone, les corépresseurs sont libérés 
des promoteurs GyK et OLR1 et des coactivateurs sont recrutés, induisant ainsi l’expression 
de ces gènes. L’observation de ces différences entre GyK et OLR1 d’une part et aP2 d’autre 
part dans les mêmes cellules, suggère que ce sont le contexte du promoteur (et pas 
uniquement la séquence du DR1, Guan et al., 2005) et la fixation à l’ADN qui imposent une 
conformation spécifique du RN déterminant l’affinité différentielle pour les coactivateurs ou 
les corépresseurs. Contrairement au cas de PPARγ, beaucoup moins de données sont 
disponibles sur ces aspects de la régulation négative de l’activité de PPARα ou PPARβ et des 
études supplémentaires sont nécessaires en prenant en compte le fait que l’action des 
corépresseurs apparaît nettement spécifique du promoteur étudié (Chui et al., 2005; Guan et 
al., 2005). Enfin, d’autres corépresseurs semblent pouvoir se fixer sur les PPARs mais leurs 
rôles précis ont été nettement moins étudiés que ceux de NCoR et SMRT (pour une synthèse, 
voir Feige et al., 2006). 
 
 II.3.5. Dynamique de fonctionnement de la voie PPARα 
 La somme des informations que nous avons présentée dans ce chapitre permet 
d’entrevoir le mode de fonctionnement vraisemblable de la voie de signalisation de PPARα. 
D’importantes informations sur le caractère dynamique de fonctionnement de la voie PPARα 
ont été récemment apportées par l’utilisation de diverses techniques de microscopie sur 
cellules vivantes (Feige et al., 2005; Tudor et al., 2007). Ces études révèlent que PPARα est 
exclusivement localisé dans le noyau où il s’y trouve présent de manière diffuse et est exclu 
des nucléoles (il en est de même pour PPARβ, PPARγ et RXRα, Feige et al., 2005). En 
l’absence de ligand exogène, PPARα est extrêmement mobile dans le noyau où il se trouve 
sous la forme d’un hétérodimère avec RXR et est associé, principalement via ses domaines 
A/B et E, à un ou des volumineux complexes de corégulateurs (Feige et al., 2005; Tudor et 
al., 2007). Ces données semblent cohérentes avec une activité constitutive de ces récepteurs, 
qui pourrait d’ailleurs se traduire par une activation ou une répression constitutive en fonction 
des promoteurs considérés et des corégulateurs associés. Malgré sa forte mobilité, il a été 
montré que le coefficient de diffusion de PPARα était cependant nettement plus faible que si 
le récepteur (ou le récepteur dimérisé avec RXR) diffusait de manière libre dans le noyau. 
Ceci semble lié très majoritairement à la présence des complexes de corégulateurs et non à la 
fixation transitoire sur la chromatine (éléments de réponse ou séquences proches des éléments 
de réponse) qui n’affecte vraisemblablement qu’une très faible proportion du pool total de 
récepteurs présents dans le noyau à un instant donné. La fixation d’un ligand agoniste réduit 
PGC1
Figure 22 : Fonctionnement général de la voie PPARα
      En l'absence de ligand (les ? dans les LBD des RNs illustrent que la présence éventuelle de ligands endogènes n'est 
généralement pas maîtrisée dans les expériences sur les PPARs), il est possible que PPARα soit capable de réprimer 
constitutivement l'expression de certains gènes via son association avec des corépresseurs.      Son association avec 
des coactivateurs lui permet d'activer constitutivement l'expression de certains gènes cibles.       De nombreux dimères 
PPARα-RXR, associés à des complexes corégulateurs, se déplacent rapidement dans le noyau et certains interagissent 
de manière transitoire avec l'ADN.       Lors de l'ajout d'un agoniste, l'association du dimère PPARα-RXR avec des com-
plexes corépresseurs est déstabilisée et d'autres coactivateurs sont recrutés (les flèches et ? gris illustre que les interac-
tions précises et éventuellement les modifications post-traductionnelles entre coactivateurs sont actuellement mal 
connues), formant ainsi un volumineux complexe qui réduit la mobilité des dimères PPARα-RXR dans le noyau,        agit 
sur la chromatine (modification post-traductionnelles, remodelage ATP-dépendant, autres?) et facilite la formation et 
la fonction du complexe de préinitiation de la transcription via un complexe Médiateur.        Le résultat est un accroisse-
ment notable du niveau de transcription des gènes cible.
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la mobilité du dimère PPARα-RXR ce qui est, là encore, principalement lié au recrutement 
d’un complexe de corégulateurs de taille plus importante (Feige et al., 2005; Tudor et al., 
2007). A l’opposé, la fixation d’un ligand antagoniste accroît la mobilité de PPARα via la 
libération des coactivateurs et le recrutement de complexes corépresseurs de taille plus 
réduite. Un modèle reprenant les résultats de leurs études et ceux issus d’autres auteurs a été 
proposé par l’équipe du Pr W. Wahli (Feige et al., 2006). 
 La Figure 22 résume le fonctionnement général de la voie PPARα soumise ou non à une 
exposition à un agoniste mais ne peut naturellement pas prendre en compte tous ces aspects 
dynamiques. Elle met néanmoins en évidence l’activité constitutive du récepteur et l’échange 
des corégulateurs ainsi que quelques questions qui restent pour l’instant en suspens comme la 
présence éventuellement constitutive de ligands de PPARα, y compris en l’absence de ligand 
volontairement ajouté, la capacité du récepteur à réprimer constitutivement l’expression de 
certains gènes ou encore le rôle d’interactions et de modifications post-traductionnelles des 
coactivateurs dans l’échange des corégulateurs. Finalement, dans ce paragraphe nous n’avons 
que ponctuellement abordé l’interaction entre PPARα et d’autres facteurs de transcription 
mais ces aspects seront plus largement évoqués dans les paragraphes suivants. 
 
 
II.4. REGULATION DU METABOLISME PAR PPARα 
 Le rôle de PPARα dans la régulation du métabolisme énergétique est sans doute la plus 
reconnue de ses fonctions. Comme nous allons le voir, PPARα régule de multiples aspects du 
métabolisme des lipides : leur transport par les lipoprotéines, le transport et le trafic 
intracellulaire des acides gras, le catabolisme des lipides et la cétogenèse. De plus, PPARα 
semble également intervenir dans la régulation du métabolisme des glucides et des acides 
aminés. 
 
 II.4.1. Régulation du métabolisme des lipoprotéines par PPARα 
 Dans l’organisme, les lipides sont véhiculés par le plasma et la lymphe où ils sont 
associés à des protéines (apolipoprotéines) pour former les lipoprotéines (voir Figure 23 pour 
le transport du cholestérol par les lipoprotéines, Toussaint et al., 2003). Un faible pourcentage 
des lipides circule aussi de manière libre ou lié à l’albumine. On distingue classiquement les 
lipoprotéines contenant de l’apolipoprotéine B (apoB) et dénommées Lp-B (chylomicrons, 
very low density lipoprotein ou VLDL, intermediate density lipoprotein ou IDL et low density 
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Figure 23 : Schéma général du transport du cholestérol
Voie 1 : voie entéro-hépatique. Voie 2 : Voie endogène d'apport aux tissus périphériques. Voie 3 : Voie de 
retour ou transport reverse du cholestérol. Ces différentes voies sont décrites au paragraphe II.4.1. Schéma 
inspiré de Toussaint JF, Jacob MP, Lagrost L, Chapman J (2003), "l'athérosclérose -physiologie, diagnostics, 
thérapeutiques", Masson, Paris. Les flèches jaunes correspondent à des échanges de lipides et/ou d'apoli-
poprotéines. LCAT : lecithine:cholesterol acyltransferase, CETP : cholesteryl ester transfer protein, PLTP : 
phospholipid transfer protein, LPL : lipoptotein lipase, HL : hepatic lipase, LDLR : LDL receptor, LRP : LDL 
receptor-related protein, SR-BI : scavenger receptor class B type I, ABCA1 : ATP-binding cassette type A1
lipoprotein ou LDL) et les HDL (high density lipoprotein) qui sont dépourvues d’apoB et 
contiennent principalement de l’apoA-I (voir Table 7). 
 
 Chylomicrons VLDL LDL HDL 
Densité (g/mL) 0,94 0,94-1,006 1,006-1,063 1,063-1,21
Triglycérides (% masse) 80-95 45-65 4-8 2-7 
Phospholipides (% masse) 3-6 15-20 18-24 26-32 
Cholestérol libre (% masse) 1-3 4-8 6-8 3-5 
Esters de cholestérol (% masse) 2-4 16-22 45-50 15-20 
Protéines (% masse) 1-2 6-10 18-22 45-55 
Taille (nm) 75-1200 30-80 18−35 <7−12 
Mobilité electrophorétique Cathode pré-β β α 
Principales apolipoprotéines 
B-48, A-I, A-
IV, C-I, C-III, 
E 
B-100, E, 
C-I, C-II, C-
III 
B-100 A-I, A-II, E, A-IV 
Apolipoprotéines mineures A-II, C-II, SAA 
A-I, A-II, 
A-IV, A-V, 
D 
C-I, C-II, C-
III, D, E, F 
A-V, C-I, 
C-II, C-
III, D, E, 
G, H, J, L, 
SAA 
 
Table 7 : Composition biochimique et propriétés des principales lipoprotéines plasmatiques 
humaines 
Les IDL ne sont pas présentées dans ce tableau car leurs caractéristiques correspondent à un 
intermédiaire entre les VLDL et les LDL (pour les propriétés physico-chimiques, les IDL ont 
été regroupées avec les LDL dans ce tableau). Les mobilités électrophorétiques des 
lipoprotéines se rapportent à celles des globulines α1 et β mais aujourd’hui, l’utilisation de 
l’ultracentrifugation pour la séparation des lipoprotéines, conduit à prendre plutôt en 
considération leurs densités respectives. Dans l’intestin grêle qui produit les chylomicrons, 
l’ARNmessager issu du gène de l’apoB subit une édition (un codon pour une glutamine CAA 
est modifié en codon stop UAA) via l’APOBEC-1 (apolipoprotein B mRNA editing catalytic 
component 1) ce qui conduit à la production de l’apoB-48 représentant 48% de la partie N-
terminale de l’apoB-100. SAA : serum amyloid A protein (impliquée dans la phase aiguë de 
l’inflammation). 
 
 
 De manière schématique, les chylomicrons transportent les lipides d’origine 
alimentaire (principalement triglycérides, phopholipides et esters de cholestérol) de la 
muqueuse intestinale vers les différents tissus de l’organisme via la lymphe puis la circulation 
sanguine (voie entéro-hépatique). Les triglycérides (TG) sont ensuite hydrolysés par la 
lipoprotéine lipase (LPL), enzyme lipolytique ancrée par des protéoglycanes à l’endothélium 
des capillaires sanguins de nombreux tissus, et les acides gras (AG) résultant de cette 
hydrolyse sont captés par les tissus. Les remnants de chylomicrons sont ensuite captés par le 
foie via les récepteurs aux LDL (LDLR pour LDL receptor et LRP pour LDL receptor-related 
protein). Les VLDL sont également responsables de l’apport d’AG aux divers tissus (voie 
d’apport endogène). Synthétisées par le foie, elles transportent les lipides d’origine 
hépatique vers les autres tissus de l’organisme. Au cours de l’hydrolyse de leurs triglycérides 
et d’échanges de lipides et d’apolipoprotéines avec les autres lipoprotéines, elles sont 
transformées progressivement en IDL puis en LDL. Au niveau hépatique, les LDL sont 
captées par endocytose via le récepteur aux LDL qui reconnait les apolipoprotéines B et E, 
permettant ainsi un recyclage de leurs constituants. D’autres récepteurs appartenant à la 
famille du récepteur aux LDL comme LRP (LDL receptor-related protein) participent à ces 
phénomènes d’endocytose. Au niveau des tissus périphériques, l’endocytose des VLDL, IDL 
et LDL fait également intervenir le récepteur aux LDL, le LRP ainsi que d’autres récepteurs 
(récepteur aux VLDL, récepteur à l’apolipoprotéine E, mégaline). Enfin, les HDL sont 
responsables du retour au foie des lipides d’origine extra-hépatique et notamment du 
cholestérol. Les HDL naissantes (PréβHDL de forme discoïdale et constituées essentiellement 
d’apoA-I associée à quelques phospholipides), produites par le foie et l’intestin, captent les 
lipides (principalement du cholestérol et des phospholipides) des tissus périphériques, 
notamment via les ABC-transporteurs ABCA1, ABCG1 et ABCG4. Puis, sous l’action de la 
LCAT (lecithine:cholesterol acyltransférase), le cholestérol est estérifié, modifiant ainsi la 
forme des HDL qui deviennent plus sphériques en raison de la migration en leur centre de 
lipides apolaires. Les HDL, qui subissent également des remodelages sous l’action de la PLTP 
(phospholipid transfer protein) et de la CETP (cholesteryl ester transfer protein qui n’est pas 
exprimée chez la souris), retournent ensuite au foie (une partie des HDL est également captée 
au niveau rénal via les récepteurs mégaline/gp330/LRP2 et cubiline, Hammad et al., 2000). 
L’absence d’expression de la CETP chez la souris, conduit les HDL à assurer la majeure 
partie du transport du cholestérol dans l’organisme alors que chez l’homme, ce sont les LDL 
(voir Table 7). La lipase hépatique (LH) hydrolyse les TG issus des HDL et semble faciliter 
également le captage sélectif des esters de cholestérol issus des HDL par le récepteur 
scavenger SR-BI (scavenger receptor class B type I) par les cellules hépatiques. La sous unité 
β de l’ATP synthase a également été identifiée comme un récepteur aux HDL qui participerait 
à leur endocytose par les hépatocytes (Martinez et al., 2003) et permettrait vraisemblablement 
le recyclage de leurs constituants. Cette voie de retour du cholestérol au foie par les HDL est 
connue sous le nom de transport reverse du cholestérol ou voie de retour et constitue un 
bénéfice pour l’organisme vis-à-vis des pathologies cardiovasculaires puisque le taux de 
cholestérol-HDL (le « bon » cholestérol) est corrélé négativement avec l’incidence des 
maladies cardiovasculaires, alors que le taux plasmatique de cholestérol-LDL (le « mauvais » 
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cholestérol) est corrélé positivement avec l’incidence de ces pathologies. En réalité, ce sont 
principalement les LDL de petites tailles, plus sujettes à l’oxydation et à leur captation par les 
macrophages via divers récepteurs (SR-A pour scavenger receptor class A, FAT/CD36 pour 
fatty acid transporter, OLR1 pour oxidized LDL receptor 1, etc.), qui constituent le principal 
risque au niveau vasculaire. Les macrophages gorgés de lipides (cellules spumeuses) 
pénètrent dans l’endothélium vasculaire, surtout en situation d’inflammation, et initient ainsi 
la formation de la plaque d’athérome. Signalons également qu’outre leur rôle bénéfique dans 
l’élimination du cholestérol excédentaire, les HDL présentent également un pouvoir 
antioxydant via leur activité paraoxonase et leur apolipoprotéine J. 
 Les bénéfices thérapeutiques des fibrates s’expliquant, au moins en partie, par leurs 
capacités à réduire la production de VLDL, à accroître le catabolisme des particules riches en 
TG ce qui diminue indirectement les petites LDL denses et à augmenter la formation des HDL 
et l’élimination hépatique du cholestérol en excès, de nombreuses recherches ont été 
conduites pour mieux comprendre les rôles de PPARα dans la régulation du métabolisme des 
lipoprotéines. Chez l’homme comme chez la souris, PPARα se lie à un PPRE (voir Table 8 
pour une présentation de différents PPRE) présent dans le gène de la lipoprotéine lipase (LPL) 
et active sa transcription hépatique (Schoonjans et al., 1996a) ce qui augmente l’hydrolyse des 
TG issus des VLDL et des chylomicrons. L’apolipoprotéine C-III est un inhibiteur du 
catabolisme des Lp-B via la LPL et les récepteurs aux LDL (Frenkel et al., 1994). Les fibrates 
inhibent l’expression hépatique de l’apoC-III chez l’homme et chez les rongeurs (Staels et al., 
1995) de manière dépendante de PPARα car cet effet n’est pas observé chez les souris 
PPARα-/- (Peters et al., 1997). L’inhibition de la transcription de l’apoC-III semble liée en 
partie à une compétition exercée par PPARα sur la fixation de HNF-4 (hepatic nuclear factor 
4) à un DR-1 situé dans le promoteur de l’apoC-III (Hertz et al., 1995). Par ailleurs, chez 
l’homme et la souris les fibrates augmentent l’expression hépatique de Rev-erbα, un RN qui 
réprime l’expression de ses gènes cibles, via la fixation de PPARα sur un élément de réponse 
de type DR2 (Gervois et al., 1999a; Vu-Dac et al., 1998), réprimé d’ailleurs par Rev-erbα lui-
même (voir Table 8, Adelmant et al., 1996). Or, il a été montré que Rev-erbα régulait 
négativement l’expression de l’apoC-III (Coste and Rodriguez, 2002; Raspe et al., 2002) via 
sa fixation sur un élément de réponse qui est activé par RORα1 (Raspe et al., 2001). Il est 
donc très probable que cette régulation additionnelle, dépendante également de PPARα, soit 
impliquée dans la répression de l’apoC-III par les fibrates. Cette inhibition de l’apoC-III 
conduirait notamment à favoriser la lipolyse des VLDL et à générer de larges particules de 
LDL qui sont mieux captées par le récepteur aux LDL. L’apolipoprotéine A-V a été 
récemment découverte et a suscité de nombreuses recherches depuis que des corrélations 
négatives ont été identifiées chez la souris entre son niveau d’expression et les taux circulants 
de TG et que des associations ont été identifiées chez l’homme entre certains de ses 
polymorphismes ponctuels (SNPs pour single nucleotide polymorphisms) et le taux de TG 
circulants. L’apoAV est synthétisée par le foie, associée avec les VLDL et les HDL (Table 7) 
et favoriserait l’action de la lipoprotéine lipase et l’endocytose via le récepteur aux LDL 
conduisant à une diminution des taux circulants de TG. Chez l’homme, l’apoAV est induite 
au niveau hépatique par les fibrates via la fixation de PPARα sur un PPRE (Prieur et al., 
2003; Vu-Dac et al., 2003), ce qui participerait vraisemblablement fortement à la diminution 
des TG plasmatiques provoquée par ces médicaments. Enfin, il a été récemment montré que la 
PCSK9 (proprotein convertase subtilisin kexin type 9), qui inhibe l’expression du récepteur 
aux LDL au niveau hépatique probablement en augmentant sa dégradation et promeut ainsi 
l’hypercholestérolémie et l’hypertriglycéridémie, était régulée négativement par le fenofibrate 
dans le foie de souris de type sauvage mais pas dans le foie de souris PPARα-/- (Lambert et 
al., 2006). 
 Outre ses rôles dans la diminution des lipoprotéines riches en triglycérides, PPARα 
influe également positivement sur plusieurs aspects du métabolisme des HDL et du transport 
reverse du cholestérol. Chez l’homme, les fibrates régulent la production des HDL via une 
induction PPARα-dépendante des apoA-I (Vu-Dac et al., 1998) et apoA-II (Vu-Dac et al., 
1995). En revanche, chez le rat et la souris, les fibrates répriment l’expression de l’apoA-I en 
raison d’un PPRE non fonctionnel et de la présence d’un élément de réponse à Rev-erbα 
(Staels and Auwerx, 1998; Vu-Dac et al., 1998), un RN inhibiteur de l’expression génique qui 
est, comme nous l’avons précisé précédemment, induit par les fibrates via PPARα (Gervois et 
al., 1999a). Le rôle de PPARα dans la régulation de l’apoA-II et de l’apoA-I a été confirmé 
chez les rongeurs où les effets des fibrates sur l’expression de ces apolipoprotéines ne sont 
plus observés chez les souris PPARα-/- (Peters et al., 1997). De plus, la régulation de ces 
apolipoprotéines est également possible via l’activation de RXR (Vu-Dac et al., 1996), 
soulignant la convergence entre les voies de signalisation de PPARα et de RXR. Les 
agonistes de PPARα et de PPARγ sont également capables de promouvoir l’efflux de 
cholestérol par les macrophages (Chinetti et al., 2001), ce qui pourrait jouer un rôle dans leur 
capacité à réduire l’athérosclérose en inhibant la formation de cellules spumeuses dans la 
paroi vasculaire (Chinetti et al., 2001; Li et al., 2004). 
Ces effets pourraient être dus à une induction de l’expression de LXRα dans les macrophages. 
Le promoteur murin de LXRα répond à une activation de PPARα par des acides gras dans le 
foie (Tobin et al., 2000) et plusieurs PPRE ont été identifiés mais ils ne sont pas conservés 
chez l’homme (Laffitte et al., 2001a). Un autre PPRE est néanmoins présent dans le 
promoteur de LXRα chez l’homme et, chez l’homme comme chez la souris, LXRα est induit 
par PPARγ dans les macrophages et les adipocytes (Chawla et al., 2001; Laffitte et al., 
2001a). De plus, LXRα semble autoréguler sa propre expression dans plusieurs tissus 
(macrophages, foie, tissu adipeux) chez l’homme uniquement (Laffitte et al., 2001a) ce qui 
peut expliquer son induction dans les macrophages chargés de cholestérol dont les dérivées 
peuvent activer LXR. Bien que les mécanismes impliquant LXR dans la réduction de 
l’athérosclérose ne soit pas complètement élucidés, sa capacité à induire l’expression de 
ABCA1 (Costet et al., 2000; Venkateswaran et al., 2000), ABCG1 (Sabol et al., 2005; 
Venkateswaran et al., 2000; Wang et al., 2004), ABCG4 (Engel et al., 2001; Wang et al., 
2004) et de l’apoE (Laffitte et al., 2001b) dans les macrophages et à promouvoir ainsi l’efflux 
de cholestérol vers les HDL est actuellement considéré comme un mécanisme central de son 
action bénéfique au niveau vasculaire (voir Table 9 pour quelques éléments de réponse 
naturels de LXR). En plus de ses actions vraisemblables via LXRα, les activateurs de PPARα 
augmentent in vitro et in vivo l’expression du récepteur SR-BI dans les monocytes et les 
macrophages (Chinetti et al., 2000) vraisemblablement via un PPRE fonctionnel qui a été 
identifié chez le rat dans le promoteur de SR-BI (Lopez and McLean, 2006). En dehors de son 
rôle dans le captage sélectif des esters de cholestérol issus des HDL au niveau du foie et des 
organes assurant la stéroidogenèse, SR-BI pourrait également participer à l’efflux du 
cholestérol vers les HDL dans les macrophages gorgés de lipides (Chinetti et al., 2000). Plus 
récemment, il a également été proposé que l’effet bénéfique des fibrates sur l’efflux de 
cholestérol des macrophages pouvait être lié à la régulation du trafic intracellulaire du 
cholestérol (Chinetti et al., 2006). L’expression des gènes NPC1 (Niemann Pick type C 1) et 
NPC2 qui sont impliqués dans ce processus est modérément induite par les activateurs de 
PPARα (Chinetti-Gbaguidi et al., 2005) et de LXR (Rigamonti et al., 2005) dans des 
macrophages humains mais, à ma connaissance, aucun élément de réponse n’a encore été 
rapporté. Enfin, les fibrates régulent également, via PPARα, le remodelage des HDL par la 
PLTP. L’action de la PLTP consiste à faciliter l’échange de phospholipides entre 
lipoprotéines, conduisant à l’apparition à la fois de particules HDL de grande taille (αHDL 
larges) et de petites particules HDL pauvres en lipides (préβHDL), ces dernières constituant 
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Figure 24 : Principaux effets de PPARα sur le métabolisme des lipoprotéines
Dans un soucis de simplification, la voie entéro-hépatique (chylomicrons) n'a pas été représentée. Bien que 
représentés ici dans le foie, il est évident que les rôles des apoC-III et A-V s'exercent dans le cadre de l'inte-
raction entre les lipoprotéines et les récepteurs ou enzymes localisés à la surface des cellules. Les ? indi-
quent des modulations ou des mécanismes qui ne sont pas encore entièrement démontrés (voir le texte 
correpondant). Les principaux effets de l'administration de fibrates sur le profil des lipoprotéines plasmati-
ques sont indiqués en bleu en bas du schéma.
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les premiers accepteurs de l’efflux du cholestérol cellulaire. Cependant, malgré son rôle dans 
le maintien des HDL et la génération de préβHDL, la PLTP est généralement considérée 
comme pro-athérogène ce qui pourrait être lié à son rôle éventuel dans la sécrétion hépatique 
de Lp-B (Lewis, 2006). Chez la souris, l’activité et l’expression hépatique de la PLTP sont 
augmentées par les fibrates mais pas chez les souris PPARα-/- (Bouly et al., 2001). Des 
séquences homologues à des PPRE ont été identifiées dans les promoteurs de la PLTP murine 
(Tu and Albers, 2001) et humaine (Tu and Albers, 1999). Des données contradictoires ont été 
obtenues chez l’homme, montrant une nette augmentation de l’activité PLTP par le 
fenofibrate chez des patients présentant un syndrome métabolique en l’absence de diabète 
(Watts et al., 2006) ou une légère diminution chez des patients hypertriglycéridémiques traités 
par du bezafibrate (Jonkers et al., 2003). Des études complémentaires apparaissent nécessaires 
pour préciser le rôle de PPARα dans la régulation de la PLTP mais peut-être aussi des autres 
enzymes intervenant dans le remodelage des lipoprotéines comme la CETP, la LCAT ou la 
lipase hépatique (LH). Les quelques données disponibles indiquent que chez le rat, les fibrates 
régulent négativement l’expression de la LCAT (Staels et al., 1992b) et de la LH (Staels et al., 
1992a). Une légère réduction de l’activité CETP a également été observée chez des patients 
hypercholestérolémiques (Franceschini et al., 1995; Jonkers et al., 2003) ou présentant un 
syndrome métabolique (Watts et al., 2006) suivant un traitement par un fibrate. La Figure 24 
tente de résumer les principales régulations exercées par PPARα sur le métabolisme des 
lipoprotéines. Par ailleurs, le rôle éventuel de PPARα dans l’absorption intestinale des lipides 
a été très peu étudié mais quelques données (Bunger et al., 2007; Knight et al., 2003), ainsi 
que son expression appréciable au niveau intestinal et son induction par des lipides 
alimentaires (Mochizuki et al., 2001), suggèrent qu’il ne serait pas négligeable. 
 
 II.4.2. Régulation du transport et du trafic intracellulaire des acides gras par 
PPARα 
 La fonction la mieux appréciée de PPARα à l’heure actuelle est sans doute son rôle dans 
la régulation du catabolisme des acides gras. La première étape requise pour l’oxydation des 
acides gras est leur transport à travers la membrane plasmique qui est augmenté au niveau 
hépatique par les fibrates de manière concomitante à l’accroissement du catabolisme des 
lipoprotéines riches en TG (Frenkel et al., 1994). 
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  Le transport des acides gras à longue chaîne est facilité par des transporteurs 
membranaires : FATP (fatty acid transport protein) et FAT/CD36 (fatty acid translocase), 
ainsi que par l’activité acyl-CoA synthétase (ACS, EC 6.2.1.3) qui estérifie les acides gras 
libres en dérivés acyl-CoA. Cette activation des acides gras libres prévient leur efflux et 
permet leur métabolisme ultérieur (catabolisme ou synthèse des lipides cellulaires, Martin et 
al., 1997). Le gène FATP-1/Slc27a1 (solute carrier family 27 member 1), impliqué dans le 
transport des acides gras à longue chaîne et des LDL oxydées et possédant une activité acyl-
CoA synthétase (Coe et al., 1999) est un gène cible direct de PPARα, induit dans le foie et 
l’intestin par les fibrates ou les agonistes de RXR (Martin et al., 2000), et possède un PPRE 
dans son promoteur (Frohnert et al., 1999; Martin et al., 1997). Le gène FATP-2/Slc27a2, 
initialement identifié comme une acyl-CoA synthétase spécifique des acides gras à longue 
chaîne (VLACS pour very long chain fatty acyl-CoA synthétase) située dans la membrane des 
peroxysomes et des microsomes (Berger et al., 1998), est également induit chez la souris de 
type sauvage mais pas chez la souris PPARα-/- suite à l’administration d’un proliférateur de 
peroxysomes (Aoyama et al., 1998). Le gène FAT/CD36 est induit de manière PPARα-
dépendante dans le foie, l’intestin et les macrophages par les proliférateurs de peroxysomes, 
dans le tissu adipeux et les macrophages par les agonistes de PPARγ et dans le muscle par le 
jeûne et les activateurs de PPARβ (Holst et al., 2003; Jedidi et al., 2006; Motojima et al., 
1998; Sato et al., 2002; Yu et al., 2001). Il semble donc que FAT/CD36 réponde bien et de 
manière peu différenciée aux trois PPARs comme cela a été démontré récemment dans des 
lignées de cellules NIH-3T3 exprimant chacune l’un des trois PPARs (Hummasti and 
Tontonoz, 2006). Il a été montré que le gène CD36 possédait plusieurs promoteurs différents, 
utilisés de manière différentielle en fonction des tissus et répondant de manière différentielle 
aux agonistes des PPARs (Sato et al., 2002; Sato et al., 2007), cependant aucun PPRE 
fonctionnel n’a été rapporté par cette équipe. En revanche, un PPRE fonctionnel vis-à-vis de 
PPARα (Jedidi et al., 2006) et de PPARγ (Tontonoz et al., 1998) et bien conservé chez la 
souris a été identifié dans le promoteur proximal de FAT/CD36 (présenté en Table 8). L’étape 
d’activation des acides gras pour leur métabolisme, qui s’opère à de multiples localisations 
intracellulaires, est sous le contrôle des long chain fatty acyl-CoA synthétases (Acsl). L’Acsl1 
est régulée par les fibrates dans le foie et le rein (Martin et al., 1997) via un PPRE situé dans 
son promoteur (Schoonjans et al., 1995). Bien qu’elle ne soit, à ma connaissance, pas 
directement impliquée dans le captage et la rétention des acides gras dans la cellule, il me 
semble important de mentionner que la réaction inverse de celle catalysée par l’activité ACS 
est également régulée par PPARα. Cette réaction inverse qui consiste à hydrolyser des acyl-
CoA en acide gras et coenzyme A non estérifiés est catalysée par une famille de 12 enzymes 
connues sous le nom d’acyl-CoA thioestérases (Acot1-12, Hunt et al., 2005), dont la plupart 
des membres sont induits par le jeûne ou les proliférateurs de peroxysomes, le plus souvent de 
manière PPARα-dépendante (Aoyama et al., 1998; Hunt et al., 2000a; Hunt et al., 1999; Hunt 
et al., 2002; Lindquist et al., 1998; Svensson et al., 1995a; Svensson et al., 1998; Svensson et 
al., 1995b; Westin et al., 2004). Récemment, un PPRE fixant également HNF-4 a été identifié 
dans le promoteur de l’Acot1 (Dongol et al., 2007) et un PPRE potentiel a été identifié dans le 
promoteur de l’Acot8 (Hunt et al., 2002). L’Acot6 est également régulée de manière PPARα-
dépendante par les fibrates et interviendrait dans les peroxysomes sur le métabolisme des 
dérivés du phytol (Westin et al., 2007). Les diverses fonctions de ces enzymes sont encore 
mal connues (Maeda et al., 2006) mais elles pourraient être impliquées dans de multiples 
aspects du métabolisme des lipides comme la synthèse des acides biliaires, des stéroïdes ou 
des éicosanoïdes, l’élimination sous forme libre de nombreux éicosanoïdes, l’échange 
d’acides gras entre les peroxysomes et les mitochondries dans le cadre de leur oxydation, la 
fourniture de substrats pour l’ω-hydroxylation où encore le contrôle de la disponibilité de 
coenzyme A non estérifié pour la dernière étape de la β-oxydation (voir Figure 20) via 
l’hydrolyse d’acides gras qui constituent de mauvais substrats des enzymes de la β-oxydation 
et bloquent ainsi la chaîne de réaction en séquestrant le coenzyme A sous forme estérifiée 
(pour une synthèse, voir Hunt and Alexson, 2002). 
 Outre le captage des acides gras, PPARα régule également le trafic intracellulaire des 
acides gras via sa capacité d’induction des protéines de fixation des acides gras (FABP pour 
fatty acid binding protein) ou des acyl-CoA (ACBP pour acyl-CoA binding protein). 
Plusieurs FABP ont été identifiées et nommées sur la base de leur expression plus ou moins 
tissu-spécifique dans le foie (Fabp1 ou L-FABP), dans l’intestin (Fabp2), dans le cœur et le 
muscle (Fabp3), dans le tissu adipeux (Fabp4 ou encore ALBP ou aP2, une cible de PPARγ 
que nous avons déjà évoquée), dans l’épiderme (Fabp5), dans l’iléon (Fabp6 ou i-BABP pour 
iléum bile acid binding protein), dans le cerveau (Fabp7 et Fabp8 ou PMP2 pour peripheral 
myelin protein 2) ou dans le testicule (Fabp9). Ces transporteurs intracellulaires semblent 
présenter une large diversité de substrat tels des acides gras, des acyl-CoA, du cholestérol, des 
phospholipides mais également des proliférateurs de peroxysomes. Les études sur Fabp1 
démontrent qu’en situation de jeûne (et peut-être plus généralement en situation de forte 
demande vis-à-vis de l’oxydation hépatique des acides gras), cette protéine semble jouer un 
rôle important dans le captage, l’oxydation et l’incorporation dans les TG des acides gras à 
longue chaîne (Antonenkov et al., 2006; Erol et al., 2004; Martin et al., 2003; Newberry et al., 
2003). De plus, comme nous l’avons évoqué au paragraphe I.4.3., en situation d’alimentation, 
les FABP joueraient vraisemblablement un rôle dans l’accessibilité de PPARα à ses ligands 
en transportant ces ligands vers le noyau et en interagissant directement avec PPARα (Tan et 
al., 2002; Wolfrum et al., 2001). Parmi les Fabp, les principales cibles des PPARs semblent 
être Fabp4 pour PPARγ et Fabp1 pour PPARα (Schachtrup et al., 2004). Un PPRE a été 
identifié dans le promoteur d’ap2 qui semble favoriser une activation dans le tissu adipeux par 
les dimères PPARγ-RXR (Schachtrup et al., 2004; Tontonoz et al., 1994b) et un PPRE qui 
semble favoriser une activation dans le foie par les dimères PPARα-RXR est présent dans le 
promoteur de Fabp1 (Issemann et al., 1992; Kaikaus et al., 1993; Schachtrup et al., 2004; 
Simon et al., 1993). L’expression de Fabp1 est activée dans le foie de manière PPARα-
dépendante par les proliférateurs de peroxysomes et les acides gras à longue chaîne mais, dans 
les mêmes conditions, elle semble activée de manière indépendante de PPARα 
(vraisemblablement via PPARβ) dans l’intestin (Lee et al., 1995; Nakagawa et al., 1994; 
Poirier et al., 2001). Dans le foie, les statines, des inhibiteurs de l’HMG-CoA réductase 
(enzyme limitante de la synthèse endogène de cholestérol) largement utilisés dans le 
traitement des hypercholestérolémies, semblent capable d’induire l’expression de PPARα, 
conduisant, en co-administration avec un fibrate, à une activation synergique de l’expression 
de la L-FABP de manière dépendante de PPARα (Landrier et al., 2004). Des PPREs 
potentiels ont également été identifiés dans les promoteurs de Fabp3 et Fabp5 mais leur 
fonctionnalité n’a pas pu être démontrée dans des cellules HepG2 transfectées avec 
différentes combinaisons des PPARs et des RXRs (Schachtrup et al., 2004). L’acyl-CoA 
binding protein (ACBP) présente une moins grande diversité de substrat et semble spécifique 
des Acyl-CoA à chaîne moyenne et longue. Elle est exprimée dans la plupart des tissus mais 
particulièrement dans les hépatocytes, les adipocytes et les cellules stéroidogéniques où elle 
interviendrait notamment pour accroître le pool d’acyl-CoA, pour transporter et fournir des 
acyl-CoA à la β-oxydation mitochondriale, à la synthèse microsomale de glycérolipides et à la 
synthèse de phospholipides et enfin pour lever les inhibitions par les acyl-CoA de diverses 
enzymes dont les acyl-CoA synthétases. L’expression d’ACBP est régulée à la fois par 
PPARα (et PPARγ) et par les SREBPs (Neess et al., 2006; Sandberg et al., 2005). Le résultat 
est qu’en situation de jeûne, ces deux types de signaux s’opposent (activation par PPARα et 
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Figure 25 : Entrée dans la mitochondrie et activation des acides gras à longue chaîne
ACS : Acyl-CoA synthétase, CPT : carnitine palmitoyltransférase, T : translocase
diminution de l’activation par SREBP) et conduisent à une légère répression d’ACBP. En 
situation d’activation de la lipogénèse, comme par exemple après une réalimentation suivant 
un jeûne, l’expression d’ACBP augmente via son induction par SREBP. Les proliférateurs de 
peroxysomes activent, eux, nettement l’expression d’ACBP dans le foie de manière 
dépendante de PPARα (Lee et al., 1995; Sandberg et al., 2005; Vanden Heuvel et al., 1993). 
Un PPRE fonctionnel, conservé chez les rongeurs et chez l’homme, a été identifié dans le 
premier intron de l’ACBP, alors qu’un autre PPRE, identifié dans le promoteur de l’ACBP ne 
semble pas fonctionnel (Elholm et al., 1996; Helledie et al., 2002). 
 Un traitement par les proliférateurs de peroxysomes se traduit également par un 
accroissement de l’influx d’acides gras à longue chaîne dans la mitochondrie (Pande and 
Parvin, 1980). Le passage des acides gras à longue chaîne dans la mitochondrie est considéré 
comme l’étape limitante de leur β-oxydation mitochondriale et de la cétogenèse. Il est assuré 
par un système comportant quatre enzyme (voir Figure 25) : 1) l’acyl-CoA synthétase (ACS) 
converti l’acide gras en thioester du coenzyme A qui franchit la membrane mitochondriale 
externe. 2) La carnitine palmitoyltransférase I (CPT I, EC 2.3.1.21) fixe le groupement acyl 
de l’acyl-CoA sur la carnitine ce qui est considéré comme l’étape limitante de ce système de 
transport. 3) L’acyl-carnitine franchit la membrane interne grâce à une carnitine:acylcarnitine 
translocase. 3) L’acyl-CoA est reformé sur la face interne de la membrane interne sous 
l’action de la carnitine palmitoyltransférase II (CPT II). Nous avons déjà évoqué la régulation 
de l’Acsl1, présente dans les mitochondries, par PPARα. Il existe deux gènes codant 
respectivement pour la L-CPTI (ou CPT1A) et la M-CPT1 (ou CPTIB). La L-CPTI (pour 
liver CPTI) est exprimée dans de nombreux tissus mais surtout dans le foie, le cœur et les 
cellules β du pancréas sous la forme de deux transcrits alternatifs différenciés par leur premier 
exon non traduit (exons 1a et 1b) alors que la M-CPTI (pour muscle CPTI) est exprimée dans 
le muscle squelettique, le cœur, le testicule et les tissus adipeux blanc et bruns également sous 
la forme de deux transcrits ne présentant pas le même premier exon (exons 1a et 1b). Un 
PPRE fonctionnel vis-à-vis du dimère PPARα-RXRα a été identifié dans le promoteur de la 
M-CPTI humaine (Mascaro et al., 1998) qui est impliqué dans la régulation de l’expression de 
la M-CPT1 dans des cellules musculaires cardiaques humaines suite à leur exposition à 
l’acide oléique (Brandt et al., 1998). In vivo, l’expression constitutive de la M-CPTI est 
réduite d’environ 50% dans le cœur des souris PPARα-/- et les activateurs de PPARα 
n’induisent pas l’expression de la M-CPT1 dans le cœur de ces souris (Brandt et al., 1998). En 
situation de jeûne, l’expression hépatique de la L-CPTI semble augmentée de manière 
Figure 26 : Principaux effets de PPARα sur le captage et le trafic intracellulaire des acides gras
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téine lipase et par la lipase hépatique. 
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indépendante de PPARα (Leone et al., 1999). Par contre, des activateurs de PPARα sont 
capables d’accroître nettement son expression dans des cultures primaires d’hépatocytes 
humains et dans des cellules HepG2 (Lawrence et al., 2001). Chez la souris, les fibrates 
induisent l’expression de la L-CPTI de manière PPARα-dépendante dans des hépatocytes 
primaires en culture via un PPRE localisé 4090 pb en amont du site d’initiation de la 
transcription (Louet et al., 2001) qui est bien conservé chez le rat mais ne semble pas être 
présent chez l’homme (d’après les différents alignements que j’ai pu faire). Récemment, un 
autre PPRE fonctionnel a été identifié dans le premier intron (intron 1b) du gène humain de la 
L-CPTI qui est très bien conservé chez le rat et la souris et confère à un gène rapporteur une 
nette réponse aux activateurs de PPARα, à PGC-1 et aux acides gras (Table 8, numérotation à 
partir du site d’initiation de la traduction situé dans l’exon 2, Napal et al., 2005). Le malonyl-
CoA est considéré comme le principal inhibiteur physiologique de l’activité CPT-I. Sa 
production est assurée à partir de l’acétyl-CoA par les acétyl-CoA carboxylase (ACC1 et 
ACC2) dont l’expression est contrôlée par SREBP et qui présentent une expression hépatique 
légèrement réduite en phase nocturne chez les souris PPARα-/- (Patel et al., 2001) sans pour 
autant que cela semble affecter leur activité constitutive dans le foie (Aoyama et al., 1998) 
comme dans le cœur (Campbell et al., 2002). Leur activité est légèrement augmentée (25-
30%) par le Wy14643 mais de manière indépendante de PPARα (Aoyama et al., 1998). A 
l’opposé, la dégradation du malonyl-CoA en acétyl-CoA est assurée par la malonyl-CoA 
décarboxylase (MCD) dont la régulation positive par PPARα dans le cœur et le muscle a été 
identifiée (Campbell et al., 2002; Young et al., 2001a). Deux PPRE fonctionnels ont 
également été identifiés dans le promoteur de la MCD de rat (Lee et al., 2004a). Ainsi, en plus 
de réguler directement l’expression des CPTI, PPARα augmenterait aussi leur activité en 
augmentant la dégradation du malonyl-CoA, leur inhibiteur physiologique, via l’induction de 
la MCD. La CPT-II semble également être un cible de PPARα car elle est induite dans le foie 
par les fibrates de manière PPARα-dépendante (Aoyama et al., 1998; Hashimoto et al., 1999). 
En cohérence avec ces observations, un PPRE fonctionnel a été identifié dans le promoteur 
humain de la CPT-II (Barrero et al., 2003). Finalement, l’administration de clofibrate à des 
rats se traduit par une augmentation du taux de translocation carnitine-acylcarnitine dans la 
mitochondrie (Pande and Parvin, 1980) et une induction PPARα-dépendante de la 
carnitine:acylcarnitine translocase Slc25a20 a été rapportée suite à un traitement par le 
Wy14643 (Knight et al., 2005) mais, à ma connaissance, le mécanisme de régulation de la 
carnitine-acylcarnitine translocase par PPARα n’a pas été rapporté. 
 L’entrée des acides gras dans le peroxysome est vraisemblablement, au moins en partie 
assurée par des membres de la famille des ABC transporteurs comme Abcd1 (ALD), Abcd2 
(ALDR) et Abcd3 (PMP70). L’expression d’Abcd2 et d’Abcd3 est induite par les fibrates 
(Fourcade et al., 2001; Hashimoto et al., 1999) mais aucun PPRE n’a pu être pour l’instant 
identifié malgré l’étude de 2Kb du promoteur proximal d’Abcd2 chez le rat (Fourcade et al., 
2001). 
 En conclusion PPARα régule, généralement de manière tissu-spécifique et en 
coordination avec ses effets sur le métabolisme des lipoprotéines : 1) le captage des acides 
gras à travers la membrane plasmique (FATP1, CD36, Acsl1), 2) le trafic intracellulaire des 
acides gras (FABP, ACBP), et 3) l’apport des acides gras aux divers compartiments 
cellulaires et leur activation pour leur métabolisme ultérieur (FATP2, Acot, Acsl1, CPT-I et -
II, MCD, Abcd2 et d3). La Figure 26 tente de résumer les principales régulations opérées par 
PPARα sur le captage et le trafic intracellulaire des acides gras. Nous allons voir que ces 
effets sont également coordonnés avec une induction majeure de l’expression de la plupart des 
enzymes impliquées dans le catabolisme intracellulaire des acides gras. 
 
 II.4.3. Régulation du métabolisme intracellulaire des lipides par PPARα 
 Le catabolisme intracellulaire des acides gras (AG) fait intervenir trois voies 
métaboliques : la β-oxydation mitochondriale, la β-oxydation peroxysomale et l’ω-
hydroxylation microsomale. Ces différentes voies présentent des préférences en matière de 
substrats. La voie peroxysomale métabolise préférentiellement les AG à longue chaîne (plus 
de 20 carbones) et présente une faible activité sur les substrats à chaîne courte ou moyenne. 
Elle génère donc des intermédiaires d’acides gras incomplètement dégradés qui sont 
classiquement catabolisés dans la mitochondrie. L’ω-hydroxylation microsomale permet la 
dégradation de divers acides gras et de dérivés d’acides gras comme les prostaglandines. Elle 
génère des acides dicarboxyliques qui sont des substrats pour les β-oxydations mitochondriale 
et surtout peroxysomale (Johnson et al., 1996). 
 
β-OXYDATION MITOCHONDRIALE : 
 Lors d’un traitement par les proliférateurs de peroxysomes (PPs), l’entrée massive d’AG 
dans la mitochondrie (voir paragraphe précédent) est accompagnée d’un accroissement du 
flux oxydatif mitochondrial des acides gras, via l’induction par PPARα de l’expression de 
plusieurs gènes codant des enzymes clefs de cette voie catabolique (Aoyama et al., 1998). La 
β-oxydation mitochondriale chez les animaux supérieurs est assurée par la succession de 
quatre réactions enzymatiques (Figure 27, Uchida et al., 1992). Plusieurs enzymes de cette 
voie présentent des spécificités de substrat liées à la longueur des chaînes carbonées. De plus, 
une enzyme fixée à la membrane interne de la mitochondrie, dite « protéine 
trifonctionnelle » (TP), constituée de deux sous-unités (TPα ou Hadha et TPβ ou Hadhb) et 
présentant la triple activité enzymatique enoyl-CoA hydratase/3-hydroxyacyl-CoA 
déshydrogénase/3-cétoacyl-CoA thiolase a été purifiée (Uchida et al., 1992). L’expression de 
cette enzyme est induite par un fibrate de manière PPARα-dépendante (Aoyama et al., 1998). 
La première réaction de la β-oxydation mitochondriale est donc catalysée par quatre enzymes 
caractérisées par des spécificités de longueur de chaîne carbonée de leur substrat : SCAD (ou 
Acads, EC 1.3.99.2), MCAD (ou Acadm, EC 1.3.99.3), LCAD (ou Acadl, EC 1.3.99.13) et 
VLCAD (ou Acadvl, EC 1.3.99.-) respectivement pour short, medium, long et very long 
chain acyl-CoA dehydrogenase. De nombreuses autres déshydrogénases ont été identifiées 
dans des criblages protéomiques des protéines mitochondriales (Mootha et al., 2003a; Taylor 
et al., 2003) et il est donc possible que certaines interviennent aussi dans la β-oxydation 
mitochondriale d’acides gras particuliers (acides gras branchés par exemple) mais pour la 
plupart leurs substrats n’ont pas été décrits. Dans la base de données Gene du NCBI 
(www.ncbi.nlm.nih.gov), on trouve notamment Acad8, Acad9, Acad10 et Acadsb dont la 
localisation mitochondriale est connue et qui présentent plus ou moins d’homologie avec les 
acyl-CoA déshydrogénases « classiques ». L’expression des quatre enzymes SCAD, MCAD, 
LCAD et VLCAD est augmentée chez des souris de type sauvage mais pas chez les souris 
PPARα-/- suite à un traitement par un fibrate (Aoyama et al., 1998). De plus, l’expression 
constitutive des LCAD et VLCAD est réduite chez les souris PPARα-/- (Aoyama et al., 
1998). L’induction de la MCAD dans le foie et le cœur des souris par le jeûne dépend 
également de l’expression de PPARα (Leone et al., 1999) et un PPRE fonctionnel a été 
identifié dans son promoteur humain (Gulick et al., 1994). A ma connaissance, aucun PPRE 
n’a encore été rapporté dans les promoteurs des autres acyl-CoA déshydrogénases mais il est 
très probable qu’ils en contiennent également. La seconde étape de la β-oxydation 
mitochondriale fait intervenir au moins deux hydratases : la short chain (SCEH ou Echs1, EC 
4.2.1.17) et la long chain enoyl-CoA hydratase (LCEH, EC 4.2.1.74) mais le rôle de PPARα 
dans la régulation de ces enzymes n’a pas fait l’objet de publication. Cependant, une légère 
induction de l’activité enoyl-CoA hydratase mitochondriale sur les substrats à courte chaîne 
carbonée a été observée suite à l’administration d’un phtalate chez le rat mais cet effet est 
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néanmoins beaucoup plus marqué sur les activités hydratases microsomale et peroxysomale 
(Cook et al., 1986). La troisième réaction de la β-oxydation mitochondriale est assurée par la 
short chain 3-hydroxyacyl-CoA dehydrogenase (SCHAD également nommé Hadh2 ou 
Hsd17b10 pour 17β-hydroxystéroïde déshydrogénase 10, EC 1.1.1.178/239/159/150) et par la 
3-hydroxyacyl-CoA déshydrogénase (HAD ou Hadh, EC 1.1.1.35, Yang et al., 2005). 
L’enzyme trifonctionnelle (TP) porte elle une activité long chain 3-hydroxyacyl-CoA 
dehydrogenase que l’on trouve parfois dans la littérature sous l’abréviation LCHAD (EC 
1.1.1.211). Signalons également que certaines enzymes considérées initialement comme 
peroxysomales ont également été identifiés dans le protéome des mitochondries (Mootha et 
al., 2003a). De manière surprenante, l’abondance hépatique de la protéine SCHAD est 
environ quatre fois supérieure chez les souris PPARα-/- par rapport aux souris contrôles bien 
que les niveaux d’ARNm correspondant soit comparables entre les deux génotypes (Aoyama 
et al., 1998). Dans cette même étude, une induction de la SCHAD par un fibrate, dépendante 
de l’expression de PPARα, est rapportée chez la souris. Un traitement par le bezafibrate est 
également capable d’induire l’expression de plusieurs gènes impliqués dans la β-oxydation 
mitochondriale, dont la MCAD et la protéine trifonctionnelle (sous unité α) dans des 
fibroblastes de patients atteints d’une déficience en VLCAD (Djouadi et al., 2005), illustrant 
ainsi le potentiel des fibrates dans les pathologies liées à des déficiences en certaines enzymes 
de l’oxydation des acides gras. Enfin, la dernière étape de la β-oxydation mitochondriale est 
catalysée par au moins deux thiolases mitochondriales distinctes : l’acetyl-CoA 
acyltransferase 2 (Acaa2 ou T1, EC 2.3.1.16, Arakawa et al., 1987), et l’acétoacétyl-CoA 
thiolase (T2 ou Acat1 pour acetyl-CoA acetyltransferase 1, EC 2.3.1.9 qui ne doit pas être 
confondue avec Soat1 pour sterol O-acyltransferase et généralement appelée ACAT1 pour 
acyl-CoA:cholestérol acyltransférase intervenant dans la synthèse des esters de cholestérol). 
L’Acat1 n’agit que sur les substrats à courte chaîne comme le 3-oxohexanoyl-CoA ou 
l’acétoacétyl-CoA. Par ailleurs, elle catalyse également la réaction inverse de condensation de 
deux acétyl-CoA en acétoacétyl-CoA qui constitue la première étape de la cétogenèse (voir ci-
dessous et Fukao et al., 1990; Huth et al., 1975). L’Acat2, dont la localisation subcellulaire 
n’est pas connue, catalyse les mêmes réactions qu’Acat1 mais elle ne doit pas non plus être 
confondue avec Soat2 (Sterol-O-acyltransférase 2, EC 2.3.1.26) qui est également souvent 
appelée ACAT2 (pour acyl-CoA:cholestérol acyltransferase) et intervient aussi dans la 
formation des esters de cholestérol. Dans les bases de données, on trouve également chez 
l’homme un troisième gène (LOC648603) qui présente une forte homologie avec les 3-
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Figure 28 : Biosynthèse des corps cétoniques (cétogenèse)
Les corps cétoniques principaux sont le β-hydroxybutyrate et l'acétoacétate. Les petites quantités d'acétone 
sont due à une décarboxylation non enzymatique de l'acétoacétate. L'acétyl-CoA provient essentiellement 
de la β-oxydation des acides gras et de l'oxydation du pyruvate. L'ensemble de ces réactions se déroulent 
dans la matrice mitochondriale.
cétoacyl-CoA thiolases mais dont l’ADNc n’a pas été cloné dans son intégralité et dont la 
fonction et la localisation subcellulaire n’ont pas été étudiées. L’expression de l’Acat1 et de 
l’Acaa2 est légèrement induite au niveau protéique par un fibrate dans le foie de souris de 
type sauvage mais pas chez les souris PPARα-/- (l’Acat1 est nommée T2 et l’Acaa2 est 
nommée T1 dans la publication, Aoyama et al., 1998). L’expression constitutive de l’Acat1 
n’est cependant pas diminuée chez les souris PPARα-/- contrairement à l’Acaa2 (Aoyama et 
al., 1998). Les acides gras polyinsaturés comme l’acide linoléique (C18:2ω6) et l’acide α-
linolénique (C18:3ω3) nécessitent des enzymes supplémentaires connues sous le nom 
d’enoyl-CoA isomérases pour être dégradées par la β-oxydation (Janssen and Stoffel, 2002). 
La régulation de ces enzymes par PPARα n’a pas fait l’objet de publication spécifique à ma 
connaissance mais au moins l’une d’entre elles est fortement surexprimée dans le tissu 
adipeux brun au cours de l’acclimatation au froid, un processus au cours duquel PPARα 
jouerait un rôle (Guardiola-Diaz et al., 1999). De plus, dans le cadre de ce doctorat, nous 
avons identifié une nette sous-expression hépatique de ces enzymes chez les souris PPARα-/- 
qui pourrait expliquer, au moins en partie, l’accumulation préférentielle des acides gras 
essentiels (acides linoléique et α-linolénique) dans leur foie (Martin et al., 2007). Une 
altération de l’expression d’une enoyl-CoA isomérase (Eci ou Dci pour dodecanoyl-CoA δ-
isomérase) chez les souris PPARα-/- en situation de jeûne a également été rapportée (résultats 
non publiés rapportés dans Mandard et al., 2004) ainsi qu’une induction PPARα-dépendante 
de ce même gène par le Wy14643 (Knight et al., 2005). 
 Ainsi, PPARα contrôle l’expression de nombreuses enzymes clefs de la β-oxydation 
mitochondriale. Bien que la plupart de ces régulations aient été étudiées dans le foie, c’est 
sans doute dans les organes « gourmands » en énergie provenant majoritairement de 
l’oxydation mitochondriale des acides gras en situation normale comme le cœur que le rôle 
majeur de PPARα dans ces régulations se révèle le plus nettement (pour une synthèse, voir 
Huss and Kelly, 2004). L’expression constitutive des gènes impliqués dans le captage des 
acides gras, leur transport dans la mitochondrie et leur β-oxydation mitochondriale est 
diminuée dans le cœur des souris PPARα-/- (Djouadi et al., 1999; Watanabe et al., 2000) 
conduisant à une diminution des taux de captage et d’oxydation des acides gras (Campbell et 
al., 2002; Watanabe et al., 2000). Malgré ces altérations métaboliques, la fonction cardiaque 
est maintenue chez la souris adulte en l’absence de stress. Chez des souris relativement âgées 
(9 mois), une dysfonction cardiaque est néanmoins déjà observée qui pourrait être liée à des 
défauts mécaniques au niveau des chaînes de myosine subissant des dommages oxydatifs 
(Guellich et al., 2007) mais également à des défauts du métabolisme des acides gras. Bien 
qu’ayant une durée de vie normale, les souris PPARα-/- développent progressivement une 
fibrose cardiaque et une fragmentation des myofibrilles associées à une ultrastructure 
anormale des mitochondries (Watanabe et al., 2000). En situation de jeûne, ce qui induit 
normalement la β-oxydation mitochondriale cardiaque chez la souris de type sauvage, les 
souris PPARα-/- développent une hypoglycémie et accumulent des TG dans le foie et le cœur 
(Leone et al., 1999), illustrant à nouveau l’importance de la régulation de l’oxydation des 
acides gras par PPARα. 
 
CETOGENESE : 
 Au cours d’un jeûne, la stimulation lipolytique du tissu adipeux conduit à une 
augmentation des acides gras libres circulants qui sont rapidement captés par le foie et s’y 
accumulent, constituant un pool d’activateurs potentiels de PPARα. De plus, l’augmentation 
des glucocorticoïdes et la diminution de l’insuline accroissent l’expression de PPARα. Ces 
effets combinés conduisent à une activation de l’oxydation des acides gras via PPARα. Dans 
une telle situation, les réserves de glycogène s’épuisent rapidement et certains tissus comme 
le cerveau ou les muscles nécessitent un apport d’énergie sous la forme de corps cétoniques 
(acétone mais surtout acétoacétate et β-hydroxybutyrate). La cétogenèse (Figure 28), s’opère 
au niveau hépatique, dans la mitochondrie via la condensation de deux acétyl-CoA provenant 
de l’oxydation des acides gras ou du pyruvate (pour une synthèse, voir Hegardt, 1998). 
L’enzyme limitante de cette synthèse est la 3-hydroxy-3-methylglutaryl-CoA synthase 
mitochondriale (HMGCoA synthase mitochondriale ou mHMGCoA synthase) qui est 
également un gène cible de PPARα (Le May et al., 2000). Les promoteurs murins (Rodriguez 
et al., 1994) et porcins (Ortiz et al., 1999) de l’HMG-CoA synthase mitochondriale possèdent 
un PPRE fonctionnel. Comme dans le cas de l’enzyme bifonctionnelle L-PBE évoqué au 
paragraphe II.3.2., il a été proposé que l’HMG-CoA synthase mitochondriale autorégule sa 
propre transcription en interagissant physiquement avec PPARα, agissant ainsi comme un 
coactivateur de PPARα sur son propre promoteur (Meertens et al., 1998). L’HMG-CoA lyase 
qui agit sur l’HMG après sa synthèse par l’HMG-CoA synthase, serait également régulée de 
manière PPARα-dépendante au cours du jeûne (Mandard et al., 2004) et d’un traitement par 
le Wy14643 (Knight et al., 2005). 
PROTEINES DE DECOUPLAGE (UCP ou Uncoupling proteins) : 
 Les acides gras catabolisés par la β-oxydation et le pyruvate, provenant principalement 
du glucose ou du lactate, et oxydé par le complexe pyruvate déshydrogénase (localisé dans la 
membrane interne de la mitochondrie) fournissent de l’acétyl-CoA qui est oxydé par le cycle 
de Krebs (ou cycle des acides tricarboxyliques ou cycle du citrate) dans la mitochondrie. Les 
NADH et FADH2 générés par le cycle de Krebs sont utilisés par la chaîne de transport 
d’électron (ou chaîne respiratoire) pour établir un gradient de proton à travers la membrane 
interne de la mitochondrie qui, lorsqu’il est couplé à la phosphorylation oxydative, assure la 
formation d’ATP par l’ATP synthase (voir Figure 29). Les protéines UCP (Uncoupling 
proteins) localisées dans la membrane interne de la mitochondrie sont capables d’agir comme 
des canaux à protons et de découpler la formation du gradient de proton de la synthèse d’ATP, 
conduisant ainsi à une forte consommation d’oxygène et à la production de chaleur (Figure 
29). L’UCP1 est la principale isoforme impliquée dans la thermogénèse adaptative qui s’opère 
dans le tissu adipeux brun suite à une exposition au froid. Dans le tissu adipeux brun du rat, 
UCP-1 semble régulée par PPARα via un PPRE partiellement conservé chez l’homme et la 
souris mais uniquement dans des situations où le tissu est supposé pauvre en acides gras 
(lactation ou nouveau-né à la neutralité thermique) et donc où l’expression d’UCP1 est faible 
(Barbera et al., 2001). Dans ce tissu, PPARα interviendrait également dans la régulation des 
gènes impliqués dans l’oxydation des acides gras suite à une exposition au froid (Guardiola-
Diaz et al., 1999). Cependant, l’expression d’UCP1 n’est pas altérée dans le tissu adipeux 
brun des souris PPARα-/- en situation d’alimentation ou de jeûne (Kersten et al., 1999), 
suggérant que la régulation d’UCP1 par PPARα n’est pas pertinente dans ce contexte. Les 
UCP2 et UCP3, exprimées de manière beaucoup plus ubiquitaire qu’UCP1, sont présentent à 
des niveaux moins importants qu’UCP1 dans la membrane mitochondriale et assureraient 
donc une régulation fine du découplage entre oxydation des substrats, fonctionnement de la 
chaîne respiratoire et formation du gradient de proton (Brand and Esteves, 2005). Leurs 
fonctions physiologiques diffèreraient notablement de celle, principalement thermogénique, 
d’UCP1 et seraient de plus sous le contrôle d’activateurs comme les acides gras ou les espèces 
réactives de l’oxygène (ou radicaux libres, ROS en anglais pour reactive oxygen species) via 
la lipoperoxydation des acides gras insaturés en dérivés réactifs comme le 4-hydroxynonenal 
(pour une synthèse, voir Brand and Esteves, 2005). UCP2 et UCP3 interviendraient 
notamment pour limiter la production des espèces réactives de l’oxygène qui est élevée au 
cours de l’oxydation des acides gras et pour protéger les organes des dommages oxydatifs 
Figure 29 : Chaîne respiratoire mitochondriale et protéines de découplage
Cette figure met particulièrement l'accent sur les cofacteurs des principales réactions biochimiques mito-
chondriales évoquées dans le texte (β-oxydation ou β-ox et cycle de Krebs), sur l'établissement d'un 
gradient de protons (H+) utilisé par l'ATP synthase pour la production d'ATP ou diminué par les protéines 
de découplage UCP (uncoupling proteins). La chaîne de tranfert d'électron ou chaîne respiratoire com-
porte 5 complexes. Complexe I : NADH-ubiquinone réductase, Complexe II : Succinate-uniquinone réduc-
tase, Complexe III : Ubiquinone-cytochrome C réductase, Complexe IV : Cytochrome oxydase et Complexe 
V : ATP synthase. Q : coenzyme Q ou ubiquinone, C : cytochrome C. Le trajet des électrons est illustré par le 
trait pointillé mauve et les principaux cofacteurs impliqués dans ces transferts sont indiqués en gris au sein 
de chaque complexe. La moindre capacité de transport de protons des UCP2 et 3 par rapport à l'UCP1 ainsi 
que la nécessité de leur activation par l'intermédiaire de la génération d'espèces réactives de l'oxygène 
(ROS) produites en particulier par la chaîne respiratoire sont également illustrés.
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causés par ces radicaux libres. Elles interviendraient peut-être aussi pour favoriser l’oxydation 
des acides gras au niveau mitochondrial bien que les données concernant ces mécanismes 
semblent moins probants (Brand and Esteves, 2005). Au niveau du pancréas, elles 
inhiberaient la sécrétion d’insuline en réponse au glucose. L’expression d’UCP2 et d’UCP3 
est induite par les acides gras et les PPARs pourraient jouer un rôle dans ces régulations. Des 
agonistes de PPARα ou un jeûne augmentent l’expression d’UCP3 de manière PPARα-
dépendante dans le cœur et dans le muscle alors qu’UCP2 n’est que légèrement augmentée 
dans le muscle (Brun et al., 1999; Young et al., 2001b). Plusieurs PPRE potentiels ont été 
identifiés dans le promoteur de l’UCP3 humaine mais leur fonctionnalité n’a pas été évaluée 
(Tu et al., 2000). En revanche, dans des cardiomyocytes de nouveau-né, dans des cultures 
primaires d’hépatocytes de rongeurs, in vivo dans le foie de souris et dans une lignée 
cellulaire d’insulinome, les agonistes de PPARα induisent l’expression d’UCP2 (Armstrong 
and Towle, 2001; Nakatani et al., 2002; Tordjman et al., 2002; Tsuboyama-Kasaoka et al., 
1999), suggérant que PPARα jouerait bien un rôle dans les régulations d’UCP2 et d’UCP3. 
Cependant, tant que les rôles précis de ces deux UCP n’ont pas été fermement établis, il 
semble difficile d’appréhender les conséquences physiologiques de ces régulations. 
 
β-OXYDATION PEROXYSOMALE : 
 Le catabolisme des acides gras à longue chaîne est assuré principalement dans les 
peroxysomes par les deux voies de β-oxydation peroxysomales que nous avons décrites au 
paragraphe II.2.1. et qui sont illustrées en Figure 20. La régulation par PPARα de l’expression 
des enzymes impliquées dans ces voies a été largement étudiée (pour une synthèse, voir 
Osumi, 1993). L’acyl-CoA oxydase (ACO ou AOX ou Acox1, EC 1.3.3.6) est l’enzyme 
limitante de la voie dite « inductible » et constitue un marqueur très utilisé de la prolifération 
des peroxysomes. Son promoteur chez le rat contient deux PPRE fonctionnels de type DR1 
(dont l’un est illustré en Table 8, Dreyer et al., 1992; dont l’un est illustré en Table 8, Osumi 
et al., 1991; Tugwood et al., 1992) et un PPRE a également été identifié dans le promoteur 
humain de l’Acox1 (Varanasi et al., 1996). Ce PPRE dans le promoteur humain fixe bien le 
dimère PPARα-RXR et permet à un gène rapporteur d’être induit par les PPs ou par l’acide 9-
cis rétinoïque in vitro. Pourtant, même en surexprimant hPPARα dans des cellules HepG2, 
l’Acox1 humaine n’est pas induite par les agonistes de PPARα (Lawrence et al., 2001) 
suggérant que des séquences adjacentes au PPRE pourraient inhiber son activation via 
PPARα chez l’homme. L’enzyme bifonctionnelle (L-PBE, EC 4.2.1.17/EC 1.1.1.35) qui 
catalyse les deuxième et troisième étapes de la voie « inductible » de la β-oxydation 
peroxysomale est un gène cible de PPARα qui répond fortement aux PPs chez la souris. Trois 
PPRE différents ont été identifiés dans le promoteur de la L-PBE mais un seul semble 
permettre une transactivation efficace du gène L-PBE par PPARα in vitro (Bardot et al., 
1993; Bardot et al., 1995; Chu et al., 1995; Marcus et al., 1993; Zhang et al., 1993; Zhang et 
al., 1992) comme in vivo (Alvares et al., 1994). Comme pour l’Acox1, les fibrates n’activent 
pas la transcription de la L-PBE dans des cellules HepG2, même lorsque PPARα est 
surexprimé (Lawrence et al., 2001). Enfin, la dernière étape de la β-oxydation peroxysomale 
est catalysée par deux thiolases différentes dont les gènes ont été récemment clonés 
(Chevillard et al., 2004a) : La thiolase A et la thiolase B. L’expression de ces deux gènes est 
induite par les fibrates mais la thiolase B semble répondre mieux à ce type de traitement et est 
généralement qualifiée de « thiolase inductible » (Chevillard et al., 2004a; Hijikata et al., 
1990). L’induction de la thiolase B est largement dépendante de PPARα mais une légère 
induction résiduelle est néanmoins observée chez les souris PPARα-/- traitées par un fibrate 
(Chevillard et al., 2003; Lee et al., 1995). Plusieurs séquences susceptibles de constituer des 
PPRE ont été identifiées dans le promoteur de la thiolase B (Hijikata et al., 1990) et la fixation 
du dimère PPARα-RXR a été démontré sur l’une d’elles constituant un DR1 (Kliewer et al., 
1992). Cependant, cet élément de réponse ne semble pas fonctionnel en sois vis-à-vis de 
PPARα mais il fixe HNF-4 et semble fonctionnel vis-à-vis de ce RN (Nicolas-Frances et al., 
2000). 
 La seconde voie de β-oxydation peroxysomale dite « non inductible » ou D-hydroxy-
spécifique permet la dégradation des AG à chaîne ramifiée (Qi et al., 1999a) et intervient 
également dans l’étape finale de synthèse des principaux acides biliaires chenodéoxycholate 
et cholate (Figure 20 et 30, Ferdinandusse et al., 2005; Figure 20 et 30, Wanders et al., 2001). 
L’expression constitutive de la D-PBE est réduite d’environ 50% chez les souris PPARα-/- 
(Aoyama et al., 1998). De plus, son expression est induite chez les souris contrôles (Corton et 
al., 1997) mais pas chez les souris PPARα-/- suite à l’administration d’un PP (Aoyama et al., 
1998; Fan et al., 1998b). L’expression de SCPx, la thiolase catalysant la dernière étape de 
cette voie semble également inductible chez la souris et le rat par les PPs (Jia et al., 2003; 
Mori et al., 1991) et la présence de deux PPRE a été rapportée dans le promoteur de rat de 
SCPx (Lopez et al., 2003) L’expression hépatique de la D-PBE et de SCPx est également 
induite par le jeûne de manière dépendante de PPARα (Hashimoto et al., 2000). Ces résultats 
illustrent que la qualification « non inductible » est sans doute inappropriée pour cette voie 
métabolique. De plus, la régulation de ces enzymes qui interviennent dans l’étape finale de 
synthèse d’acides biliaires illustre l’implication de PPARα dans la régulation du métabolisme 
de ces dérivés du cholestérol indispensables à la digestion des graisses et à l’élimination du 
cholestérol.  
 
ω-HYDROXYLATION MICROSOMALE : 
 La prolifération des peroxysomes s’accompagne généralement d’une augmentation des 
concentrations de plusieurs enzymes du réticulum endoplasmique (Schoonjans et al., 1996b). 
En particulier, les expressions des enzymes de la famille des cytochromes P450 4A 
(CYP4A), sont parmi celles qui augmentent le plus suite à un traitement par des PPs du fait 
d’une induction au niveau transcriptionnel (Schoonjans et al., 1996b). Ces enzymes 
interviennent, avec les CYP4B et CYP4F, dans l’ω-hydroxylation de divers acides gras et 
particulièrement dans le métabolisme de l’acide arachidonique (C20:4ω6) et de ses dérivés 
comme les prostaglandines de type 2. Cette voie de catabolisme des acides gras joue un rôle 
mineur en situation normale mais l’ω-hydroxylation est fortement accrue en situation de jeûne 
ou de diabète, ce qui est due à une forte induction PPARα-dépendante des CYP4A (Kroetz et 
al., 1998). Un PPRE fonctionnel a été identifié dans le promoteur de CYP4A1 (Aldridge et 
al., 1995) qui est responsable, chez les rongeurs, de son induction par les activateurs de 
PPARα (Hashimoto et al., 2000; Kroetz et al., 1998; Lee et al., 1995; Leone et al., 1999). 
CYP4A3 est également fortement induit par PPARα mais aucun PPRE n’a encore été 
rapporté (Hashimoto et al., 2000; Kroetz et al., 1998). De plus, trois PPRE fonctionnels ont 
été identifiés dans le promoteur de CYP4A6 de lapin (Muerhoff et al., 1992; Palmer et al., 
1994). Chez la souris, nous observons dans toutes nos expériences que les Cyp4a10 et 
Cyp4a14 constituent les gènes cibles de PPARα qui répondent le mieux à son activation par 
divers stimuli (acides gras alimentaires, fibrates, jeûne) dans le foie et le rein (Martin et al., 
2007; Martin et al., 2005). 
 A partir des données que nous venons de présenter, il est clair qu’en régulant de manière 
coordonnée la β-oxydation mitochondriale, peroxysomale et l’ω-hydroxylation microsomale, 
PPARα constitue un régulateur clef du catabolisme intracellulaire des AG. Bien que la totalité 
de ces régulations ne soient pas observées de manière systématique chez l’homme, il est 
tentant de rapprocher ces mécanismes de régulation des effets normolipémiants des fibrates. 
Par exemple, un accroissement de l’activité de β-oxydation dans des hépatocytes de rat en 
culture est responsable d’une chute de la sécrétion de triglycérides et par la suite, de VLDL 
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Figure 30 : Principales étapes de la biosynthèse des acides biliaires
Seules les principales enzymes de la voie de biosynthèse ainsi que leurs substrats et produits sont représentés. 
La dernière étape de clivage de la chaîne latérale est réalisée via un cycle de β-oxydation peroxysomale (βp) 
par la voie dite "non inductible" (voir Figure 20). Schéma inspiré de JYL Chiang, Endo Rev, 2002, 23(4):443-63. En 
réalité, acides choliqe et chenodéoxycholiques, quittent la β-oxydation peroxysomale sous la forme de thioes-
ters du coenzyme A et forment soit des acide biliaires libres sous l'action de thioestérases, soit des sels biliaires 
par conjugaison à la taurine ou à la glycine via l'enzyme BAAT (bile acyl-CoA:amino acid N-acetyltransferase).
Voie classique dite "neutre" Voie alternative dite "acide"
(Skrede et al., 1994), ce qui participe peut-être, dans une certaine mesure, aux effets 
normolipémiants des fibrates chez l’homme. 
 
METABOLISME DES ACIDES BILIAIRES : 
 Au delà de ses effets sur le catabolisme des acides gras, PPARα semble également 
réguler d’autres aspects du métabolisme des lipides et notamment le métabolisme des acides 
biliaires. La biosynthèse des acides biliaire est une voie métabolique strictement hépatique qui 
implique de nombreuses enzymes localisées dans les différents compartiments cellulaires 
(Figure 30, pour une synthèse, voir Russell, 2003). Tout d’abord, le noyau stéroïde apolaire 
du cholestérol est converti en un stéroïde beaucoup plus polaire par des enzymes du réticulum 
endoplasmique et du cytosol. Dans la mitochondrie, un groupement carboxyle est formé sur la 
chaîne aliphatique latérale de ce stérol qui est ensuite raccourcie via un cycle de β-oxydation 
peroxysomale conduisant à la synthèse de cholate-CoA et de chenodéoxycholate-CoA 
(CDCA-CoA). Chez la souris, le CDCA est un acide biliaire mineur car la plupart est converti 
par hydroxylation en acides α-, β- et γ-muricholiques. Après leur synthèse, les acides biliaires 
sont conjugués avec de la taurine ou de la glycine par l’enzyme BAAT (bile acyl-CoA:amino 
acid N-acyltransferase) ou bien excrétés sous forme non conjuguée et non estérifiée au 
coenzyme A après l’action de thioesterases comme PTE-2 (Hunt et al., 2002). Chez la souris, 
on ne retrouve presque que des acides biliaires conjugués avec la taurine car la BAAT murine 
n’utilise pas la glycine comme substrat. 
 L’enzyme clef de la principale voie de biosynthèse des acides biliaires (dite « voie 
neutre ») est le cytochrome P450 7A1 (Cyp7A1) qui est l’enzyme limitante de cette voie de 
biosynthèse. Nous avons déjà présenté sa régulation par rétrocontrôle négatif faisant 
intervenir FXR, SHP et LRH-1 (paragraphe I.5.5, la Table 10 présente des exemples 
d’éléments de réponse naturels de FXR). Chez les rongeurs, il existe également une boucle de 
régulation positive qui conduit à l’activation de l’expression de Cyp7A1 par un régime riche 
en cholestérol et qui implique LXRα (Peet et al., 1998). Globalement, L’expression de 
Cyp7A1 est influencée par les récepteurs nucléaires RAR, RXR, FXR, LXR, HNF-4, LRH-1, 
SHP, PXR et PPARα (pour une synthèse, voir Chiang, 2002) conduisant à une régulation 
complexe mais fine de son expression. 
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 Le rôle de PPARα dans la régulation de Cyp7A1 apparaît peu clair dans la mesure où 
des observations conflictuelles ont été rapportées. Dans des cellules d’hépatome humain 
HepG2, la cotransfection de vecteurs d’expression pour PPARα et RXRα en présence d’un 
agoniste de PPARα provoque une diminution de l’activité du promoteur de Cyp7A1 humain 
ou de rat (Marrapodi and Chiang, 2000; Patel et al., 2000). Malgré la présence d’un DR1 
activé par HNF-4 dans le promoteur de Cyp7A1 chez les deux espèces, aucune fixation 
directe de PPARα n’a pu être détectée et il a été proposé que cet effet soit lié à une inhibition 
de l’expression d’HNF-4 par les fibrates dans ces cellules (Marrapodi and Chiang, 2000). Les 
variations diurnes de l’expression de Cyp7A1 (élevée le jour et faible la nuit) semblent 
néanmoins parfaitement maintenues chez les souris PPARα-/- (Patel et al., 2000), suggérant 
que cette éventuelle régulation indirecte de Cyp7A1 par PPARα n’est pas pertinente en 
situation physiologique normale chez la souris. A l’opposé de ces résultats, Cheema et al. 
observent une stimulation par le Wy14643 et des acides gras des promoteurs murins et 
humain de Cyp7A1 dans des cellules d’hépatome de rat (Cheema and Agellon, 2000). Le 
promoteur murin semble répondre mieux à ces stimulations en raison de la présence d’un 
second DR1 qui chevauche le DR4 activé par LXRα. Les effets sur le promoteur humain sont 
cependant modestes et l’étude d’un promoteur humain dans le contexte de cellules de rat 
conduit à douter de la pertinence de ces observations in vivo chez l’homme. Cependant, le 
niveau d’expression de Cyp7A1 semble réduit chez les souris PPARα-/- suite à un jeûne 
(Hunt et al., 2000b), suggérant que chez la souris, une régulation positive, PPARα-
dépendante, de l’expression de Cyp7A1 par les acides gras pourrait être pertinente dans 
certains contextes physiopathologiques de fort afflux d’acides gras au niveau hépatique. Les 
contradictions apparentes entre ces différentes études ne sont pas résolues à l’heure actuelle. 
Quoi qu’il en soit, la synthèse des acides biliaires et la taille du pool d’acides biliaires 
semblent réduites en raison d’une inhibition de l’activité Cyp7A1 chez des patients atteint 
d’hypercholestérolémie ou de calculs biliaires et traités par les fibrates (Bertolotti et al., 1995; 
Stahlberg et al., 1995). De plus, une étude in vivo montre que les fibrates réduisent l’activité 
et l’ARNm de Cyp7A1 dans le foie de souris de type sauvage mais pas chez les souris 
PPARα-/- (Post et al., 2001), cette régulation au niveau ARNm ayant également été observée 
par d’autres auteurs (Knight et al., 2005). Ces observations sont également reproduites à des 
degrés divers avec plusieurs fibrates différents sur des hépatocytes primaires de rat (Le Jossic-
Corcos et al., 2004; Post et al., 2001). L’ensemble de ces données prises collectivement 
soulignent sans doute la régulation fine, via de multiples RNs, de l’expression de Cyp7A1 ce 
qui peut conduire à des observations contradictoires en raison de changements ténus dans les 
conditions expérimentales. D’autres gènes impliqués dans la synthèse des acides biliaires sont 
également régulés par PPARα. La stérol 27-hydroxylase (Cyp27A1), enzyme limitante de la 
seconde voie de synthèse des acides biliaires dite « voie acide » est régulée négativement par 
les fibrates de manière PPARα-dépendante (Post et al., 2001). Enfin, l’expression de la sterol 
12α-hydroxylase (Cyp8b1) qui intervient spécifiquement dans la synthèse de l’acide 
cholique, est régulée positivement par PPARα via un PPRE localisé dans son promoteur 
(Table 8, Hunt et al., 2000b). Nous avons également observé cette régulation PPARα-
dépendante de Cyp8b1 par le fenofibrate grâce à nos puces à ADN mais sa régulation via les 
activateurs de RXR semble plus complexe et ne fait vraisemblablement pas intervenir que 
PPARα (Martin et al., 2005). Cette régulation pourrait être responsable de l’augmentation de 
la proportion d’acide cholique observée chez les patients traités par des fibrates (Stahlberg et 
al., 1995), ce qui peut constituer un problème lors de traitements à long terme dans la mesure 
où l’acide cholique, contrairement à l’acide chénodésoxycholique, augmente le degré de 
saturation en cholestérol de la bile, un élément déterminant dans la formation des calculs 
biliaires. Une augmentation du rapport entre acide cholique et (CDCA+β-muricholique acide) 
a été observée sur des hépatocytes de rat traités au ciprofibrate (Le Jossic-Corcos et al., 2004). 
Par ailleurs, nous avons déjà vu que la régulation, via PPARα, des enzymes de la β-
oxydation peroxysomale est également susceptible de modifier le profil des acides biliaires 
synthétisés dans la mesure où les acides di- et trihydroxycholestanoïques (DHCA et THCA) 
doivent subir un cycle de β-oxydation peroxysomale pour former respectivement les acides 
chénodéoxycholique (CDCA) et cholique (CA). De fait l’oxydation de la chaîne latérale du 
TCHA est accrue chez le rat ou le lapin suite à une exposition par un fibrate ou un rétinoïde 
(Farrants et al., 1993). De plus, PPARα semble également impliqué dans la régulation des 
enzymes intervenant dans la conjugaison des acides biliaires à la taurine et à la glycine. Deux 
types d’enzymes entrent en compétition pour leurs substrats communs que sont les acides 
biliaires activés par le coenzyme A produits par les voies de biosynthèse que nous venons de 
décrire : des thioestérases comme PTE-2 (Hunt et al., 2002), présentes dans les peroxysomes 
et qui forment des acides biliaires non conjugués, et l’enzyme BAAT (bile acyl-CoA:amino 
acid N-acetyltransferase) présente dans les peroxysomes comme dans le cytosol et qui forme 
les sels biliaires (acides biliaires conjugués à la taurine et à la glycine). Il a été montré que 
l’activation de PPARα par le Wy14643 diminuait nettement l’activité et l’expression de la 
BAAT dans les peroxysomes et induisait l’activité bile acyl-CoA thioestérase dans le cytosol 
et les peroxysomes (Solaas et al., 2004) ce qui pourrait conduire à augmenter la sécrétion 
d’acides biliaires non conjugués et à diminuer celle des sels biliaires. Ces effets n’ont 
cependant pas été étudiés et la pertinence physiologique de ces régulations reste donc à 
démontrer. Cependant, chez l’homme, PPARα régule également via des PPRE fonctionnels 
l’expression de l’hydroxystéroïde sulfotransférase SULT2A1 (Fang et al., 2005) et de l’UDP-
glucuronosyltransferase 2B4 ou UGT2B4 (Barbier et al., 2003a), deux enzymes de phase II 
qui interviennent respectivement dans la formation de sulfo- et de glucurono-conjugués des 
acides biliaires, moins toxiques et plus facilement éliminés de l’organisme via la bile ou les 
urines. Ainsi par son action sur la BAAT et l’activité acyl-CoA thioestérase (permettant 
l’action des enzymes de phase I comme le Cyp3A) ainsi que via l’induction d’enzymes de 
phase II, PPARα pourrait faciliter la détoxification d’acides biliaires, notamment chez des 
patients présentant une cholestase. Beaucoup d’autres RNs sont néanmoins impliqués dans la 
régulation de la détoxification des acides biliaires (et des xénobiotiques qui empruntent 
globalement des voies identiques) et des interactions entre ces voies de signalisation peuvent 
donc être anticipées (pour une synthèse, voir Trottier et al., 2006). Enfin, PPARα semble 
également impliqué dans la régulation de transporteurs qui jouent des rôles dans la sécrétion 
ou la réabsorption des acides biliaires. Les agonistes de PPARα et le jeûne induisent de 
manière PPARα-dépendante l’expression de Mdr2 (ou Abcb4) ce qui se traduit par un 
accroissement de la capacité de sécrétion des phospholipides dans la bile (Kok et al., 2003a; 
Kok et al., 2003b). Chez l’homme, un PPRE fonctionnel a également été identifié dans le 
promoteur du transporteur Slc10a2 (ou ASBT pour apical sodium-dependent bile salt 
transporter) qui joue un rôle essentiel dans la réabsorption intestinale des sels biliaires (Jung 
et al., 2002). 
 L’ensemble de ces données indiquent que PPARα joue un rôle dans le métabolisme des 
acides biliaires qui constitue un maillon essentiel de l’élimination du cholestérol et de 
l’absorption des lipides au niveau intestinal. De plus, les modulations que PPARα opère sur le 
métabolisme des acides biliaires pourraient être à la base d’interactions avec le récepteur FXR 
qui fonctionne comme un senseur des acides biliaires et avec le récepteur PXR qui est 
également activé par certains acides biliaires. 
 
BIOSYNTHESE DES LIPIDES : 
 Alors que la plupart des gènes cibles de PPARα sont impliqués dans le catabolisme des 
lipides, quelques gènes impliqués dans la biosynthèse des acides gras voient leurs expressions 
Figure 31 : Biosynthèse des acides gras et origine de l'acétyl-CoA cytosolique
L'origine de l'acétyl-CoA est la β-oxydation des acides gras et la décarboxylation du pyruvate via la PDH (à 
droite). Un système de navette permet à l'Acétyl-CoA de sortir de la mitochondrie (voir encadré du bas) et 
d'alimenter ainsi la voie de biosynthèse de l'acide palmitique (voie simplifiée dans l'encadré du haut). CDT : 
citrate/dicarboxylate transporter, FAS : fatty acid synthase, PT : pyruvate transporter, PDH : pyruvate déshydro-
génase, PDK : PDH kinase, PDP : pyruvate phosphatase.
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également modulées par PPARα de manière directe ou indirecte. La lipogénèse désigne les 
processus biochimiques de synthèse des lipides en général mais le terme est souvent utilisé 
pour désigner la synthèse de l’acide palmitique à partir de l’acétyl-CoA qui constitue le point 
de départ de la synthèse de la plupart des autres acides gras. Pour la synthèse de cholestérol, 
on parlera de cholestérogenèse. Le point de départ de la synthèse des acides gras est l’acétyl-
CoA, principalement produit dans la mitochondrie par la β-oxydation des AG et par la 
décarboxylation oxydative du pyruvate provenant de la glycolyse (complexe pyruvate 
déshydrogénase). L’acétyl-CoA sort de la mitochondrie par condensation en citrate (première 
étape du cycle de Krebs), pour lequel il existe un transporteur membranaire (voir Figure 31). 
Dans le cytoplasme, l’ATP-citrate lyase reconvertit le citrate en acétyl-CoA. L’activité ATP-
citrate lyase ne semble pas modulée de manière significative par les PPs (Aoyama et al., 
1998). La biosynthèse de l’acide palmitique commence par la carboxylation de l’acétyl-CoA 
en malonyl-CoA, une réaction catalysée par les acétyl-CoA carboxylases (Acc1 et Acc2 ou 
Acaca et Acacb, Figure 31). L’activité acétyl-CoA carboxylase n’est pas altérée chez les 
souris PPARα-/- et semble légèrement induite de manière indépendante de PPARα par 
l’administration d’un PP (Aoyama et al., 1998). La fatty acid synthase (FAS ou Fasn) est un 
complexe multienzymatique (EC 2.3.1.85/38/39/41, EC 1.1.1.100, EC 4.2.1.61, EC 1.3.1.10, 
EC 3.1.2.14) permettant la synthèse de l’acide palmitique à partir de l’acétyl-CoA et du 
malonyl-CoA. Une autre protéine, nommée S14 (ou Thrsp pour thyroid hormone responsive 
SPOT14 homolog) qui semble nécessaire à la lipogénèse dans la glande mammaire (Zhu et 
al., 2005) mais pas dans le foie (Zhu et al., 2001a), a été largement étudiée comme modèle 
pour l’étude de la régulation transcriptionnelle des enzymes de la lipogénèse. L’étude de 
souris déficientes en S14 (Zhu et al., 2005) a permis de découvrir l’existence d’un autre gène : 
S14-related qui semble coder une protéine appartenant à la même famille que S14 mais qui, 
contrairement à S14, est exprimée chez de nombreuses espèces non-mammifères comme la 
grenouille, le poulet ou le poisson. Ce nouveau gène pourrait être impliqué dans la lipogénèse 
au niveau du foie et du tissu adipeux (Zhu et al., 2005) où il est bien exprimé (pour une 
synthèse, voir LaFave et al., 2006). Bien que la transcription de FAS et S14 soit régulée 
négativement suite à l’ingestion d’acides gras polyinsaturés (AGPI) qui constituent des 
ligands de PPARα, ces mécanismes sont indépendants de PPARα, puisqu’ils sont également 
observés chez les souris PPARα-/- (Ren et al., 1996; Ren et al., 1997). L’enzyme malique 
(EM, EC 1.1.1.40) catalyse dans le cytosol la décarboxylation oxydative du malate en 
pyruvate et produit du NADPH utilisé pour la biosynthèse de l’acide palmitique par la FAS. 
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Figure 32 : Biosynthèse des acides gras longs polyinsaturés
A. Nomenclature des acides gras. B. Voie de biosynthèse des acides gras longs polyinsaturés.  Les flèches 
vertes représentent des réactions que seules les plantes peuvent accomplir, ce qui rend les acides linoléi-
que (C18:2ω6) et α-linolénique (C18:3ω3) essentiels chez les animaux car ils doivent être apportés par 
l'alimentation. Les noms courants de certains acides gras sont indiqués sous leurs formule. ∆9, ∆6 et ∆5 : ∆9-, 
∆6- et ∆5-désaturases, ε : élongation, βp : un cycle de β-oxydation peroxysomale
A.
B.
Acide linoléique
ε
L’enzyme malique est induite par les PPs via la fixation de PPARα sur un PPRE situé dans le 
promoteur du gène codant cette enzyme (Castelein et al., 1994; IJpenberg et al., 1997). 
L’activité de l’enzyme malique est réduite constitutivement d’environ 50% chez les souris 
PPARα-/- et son induction par un fibrate n’est pas observée chez ces souris (Aoyama et al., 
1998). La glucose-6-phosphate déshydrogénase (G6PDH) fournit également du NADPH 
utilisé pour la biosynthèse des acides gras. Son activité semble également induite par un 
fibrate de manière PPARα-dépendante (Aoyama et al., 1998). Le NADPH constitue 
également un donneur d’électron clef dans la défense contre les stress oxydants illustrant donc 
également le rôle de PPARα dans ce domaine. Alors que le rôle de PPARα dans la régulation 
des gènes clefs de la lipogénèse apparaît donc très limité, l’expression de la plupart de ces 
gènes ainsi que ceux impliqués dans la cholestérogenèse (HMG-CoA synthase cytosolique, 
HMG-CoA réductase et squalène synthase notamment) est sous le contrôle des facteurs de 
transcription de la famille SREBP (pour une synthèse sur les SREBP, voir Eberle et al., 2004; 
et sur leurs gènes cibles, voir Horton et al., 2002). Les SREBP appartiennent à la famille des 
facteurs de transcription bHLH-LZ pour basic-helix-loop-helix-leucine-zipper et sont 
synthétisés sous la forme de précurseurs fixés à la membrane du réticulum endoplasmique. 
Sous l’effet d’une augmentation de la concentration en stérols, ils subissent un clivage 
protéolytique en deux étapes (via les protéases de site 1 et 2 S1P et S2P), s’associent sous la 
forme de dimères et subissent une translocation dans le noyau où ils se fixent sur des éléments 
de réponse de leurs gènes cibles, modulant ainsi leur transcription via le recrutement de 
corégulateurs. Il existe deux gènes codant des SREBP : Srebf1 et Srebf2. Srebf2 ne produit 
que la protéine SREBP-2 alors que Srebf1 produit les protéines SREBP-1a et SREBP-1c qui 
diffèrent par leur premier exon (exon 1a et 1c) du fait de l’utilisation de sites alternatifs 
d’initiation de la transcription. SREBP-1a est un régulateur transcriptionnel plus puissant que 
SREBP-1c du fait d’un domaine de transactivation N-terminal plus long mais SREBP-1c est 
l’isoforme la plus exprimée dans de nombreux tissus comme le foie, le tissu adipeux blanc ou 
le muscle. SREBP-1a apparaît comme un puissant régulateur de l’expression des gènes de la 
lipogénèse et de la cholestérogenèse alors que SREBP-1c et SREBP-2 semblent être des 
régulateurs plus spécifiques de la lipogénèse et de la cholestérogenèse respectivement. La 
régulation de l’activité des SREBP se situe au niveau transcriptionnel (l’expression de 
SREBP-1c est notamment augmentée par l’insuline via les PI(3) kinases et par LXRα via 
deux éléments de réponse de type DR4), au niveau de leur clivage protéolytique (notamment 
via les protéines SCAP pour SREBP cleavage activating protein et les protéines INSIG pour 
insulin-induced genes) ainsi qu’au niveau de modifications post-traductionnelles 
(phosphorylations par les MAP kinases, ubiquitination, acétylation par des corégulateurs 
comme p300, et sumoylation). En cohérence avec sa fonction de régulateur clef de la 
lipogénèse, l’expression de SREBP-1c est diminuée par le jeûne et induite par un régime riche 
en sucres. L’activité de SREBP-1a et de SREBP-2 semble en revanche plutôt régulée au 
niveau de leur clivage protéolytique. Les liens entre la voie de signalisation PPARα et les 
voies SREBPs sont encore mal connus, pourtant, il apparaitrait assez cohérent que les 
régulations du catabolisme des lipides (PPARα) d’une part et de la lipogénèse (SREBP-1c) 
d’autre part soient relativement coordonnées. L’expression de certains gènes cibles des 
SREBP comme FAS ou l’HMG-CoA réductase suit un rythme circadien avec une expression 
plus élevée la nuit, alors que les souris s’alimentent par rapport au jour où leur activité 
locomotrice et alimentaire est réduite. Il a été observé que la régulation de plusieurs de ces 
gènes était régulée de manière anormale au cours du rythme circadien chez les souris PPARα-
/- (Knight et al., 2005; Patel et al., 2001). L’expression de la FAS est en particulier réduite 
chez les souris PPARα-/- (Martin et al., 2007; Patel et al., 2001) ainsi que le niveau basal 
d’expression de SREBP-1c (Knight et al., 2005). Cependant, il n’est pas impossible que ces 
effets soient indirectement liés à l’invalidation de PPARα et à ses effets sur la quantité et le 
profil des acides gras présents dans le foie des souris. Nous avons notamment observé que les 
souris PPARα-/- accumulaient préférentiellement les précurseurs essentiels des acides gras 
polyinsaturés des familles ω3 et ω6 (acides linoléique et α-linolénique, voir Figure 32 et 
Martin et al., 2007), or ces acides gras polyinsaturés semblent capables d’inhiber l’expression 
(Yoshikawa et al., 2002) et le clivage de SREBP-1c (Sampath and Ntambi, 2005). De plus, 
l’accumulation progressive de lipides dans le foie des souris mâles PPARα-/- (Costet et al., 
1998) est également susceptible d’influer sur la maturation des SREBPs. Un traitement par le 
Wy14643 semble se traduire par un accroissement du clivage de SREBP-1c de manière 
dépendante de PPARα, ce qui conduit une induction de l’expression de FAS et ACC et à un 
accroissement de la lipogénèse uniquement chez les souris de type sauvage (Knight et al., 
2005). Des effets relativement similaires ont également été rapporté sur la cholestérogenèse 
(Le Jossic-Corcos et al., 2004) et dans les deux cas, il a été proposé que ces régulations soient 
dues à des phénomènes de compensation des effets des fibrates soit sur les quantités et les 
profils d’acides gras au niveau hépatique, soit sur la prolifération des peroxysomes qui 
nécessite la formation d’une importante quantité de membranes. La première hypothèse 
apparaît d’autant plus vraisemblable que dans certaines situations, comme par exemple chez 
des souris déficientes pour le récepteur aux LDL alimentées avec un régime riche en graisse 
pour constituer un modèle de syndrome métabolique, l’expression des gènes de la lipogénèse 
est au contraire abaissée par un traitement par un fibrate (Srivastava et al., 2006), ce qui peut 
s’expliquer au moins en partie par les effets bénéfiques du traitement sur le profil lipidique 
(diminution des triglycérides et du cholestérol circulant et diminution de la masse de tissu 
adipeux notamment). Si la seconde hypothèse (production de lipides en compensation de ceux 
utilisés pour les membranes des peroxysomes qui prolifèrent) apparaît difficile à évaluer, les 
effets des fibrates sur les profils d’acides gras hépatiques commencent en revanche à être 
mieux compris. Les fibrates activent, via la fixation de PPARα sur un PPRE fonctionnel, la 
transcription de la Δ9-désaturase (ou SCD1 pour stearoyl-CoA désaturase, EC 1.14.99.5, 
Miller and Ntambi, 1996) qui catalyse la désaturation en position ω9 des acides palmitique et 
stéarique (voir Figure 32) ce qui conduit notamment à un accroissement du rapport 
C18:1ω9/C18:0 remarqué par plusieurs équipes (Guillou et al., 2002; Knight et al., 2005). De 
plus, les fibrates régulent également de manière PPARα-dépendante l’expression des Δ6- et 
Δ5-désaturases (ou Fads2 et Fads1 respectivement, Guillou et al., 2002; Tang et al., 2003) et 
un PPRE fonctionnel a été identifié dans le promoteur humain de la Δ6-désaturase (Tang et 
al., 2003). Bien que sa fonctionnalité n’ait, à ma connaissance, pas encore été testée, j’ai 
choisi de représenter en Table 8 la séquence du promoteur murin de Fads2 qui se rapproche le 
plus du PPRE humain fonctionnel et se trouve localisée dans une zone bien conservée du 
promoteur. Ces deux désaturases sont impliquées dans la biosynthèse des acides gras long 
polyinsaturés dont les étapes limitantes sont justement les étapes de désaturation (voir Figure 
32). Leurs affinités pour leurs divers substrats suit en général l’ordre suivant : substrat ω3 > 
substrat ω6 > substrat ω9. Ces régulations par PPARα des trois Δ-désaturases clefs de la 
synthèse des acides gras polyinsaturés semblent directes, contrairement aux effets que nous 
avons évoqués sur d’autres enzymes de la lipogénèse ou de la cholestérogenèse. Ces trois 
désaturases sont de plus également des gènes cibles de SREBP régulés négativement au cours 
d’un jeûne, alors que PPARα est activé, probablement par l’afflux d’acides gras provenant du 
tissu adipeux (Matsuzaka et al., 2002; Tabor et al., 1999). Nous avons proposé que ces 
régulations directes par PPARα aient été conservées pour permettre de contrebalancer les 
effets de l’induction des voies de catabolisme des acides gras par les PPs et maintenir ainsi les 
niveaux des acides gras polyinsaturés dont les fonctions sont multiples et souvent 
indispensables (Guillou et al., 2002). Mais il est également envisageable que les effets de ces 
régulations soient en partie responsables des modulations observées sur les gènes cibles des 
Figure 33 : Glycolyse et néoglucogenèse
Les voies empruntées par certains substrats de la néoglucogenèse (lactate, glycogène et glycérol) sont 
également indiquées dans des encadrés de couleur. Les voies irréversibles de la glycolyse sont indiquées 
en rouge (La glucokinase est spécifique du foie et est une hexokinase dans les autres tissus). Les réactions 
visant à contourner ces réactions irréversibles au cours de la néoglucogenèse sont indiquées en vert. Les 
bilans de la glycolyse et de la néoglucogenèse à partir du pyruvate sont également illustrés. G : glucose, P 
: phosphate, Pi : phosphate inorganique, PPi : pyrophosphate, Pyr : pyruvate
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voies de signalisation des SREBPs lors de l’activation de PPARα par des traitements de type 
pharmacologique. Des investigations complémentaires, comprenant notamment des dosages 
de la composition en acides gras (et en cholestérol) au niveau des membranes des différents 
compartiments cellulaires ainsi que des études de cinétique de ces différentes régulations, 
apparaissent nécessaires pour confirmer ou non ces hypothèses. Plus récemment, les effets des 
activateurs de PPARα ont commencés à être également révélés sur l’expression des élongases 
(Elovl pour elongation of very long chain fatty acids) qui interviennent également dans la 
biosynthèse des acides gras longs polyinsaturés (voir Figure 32). Le Wy14643 augmente 
l’expression des élongases Elolv5 (la principale isoforme exprimée dans le foie) et Elolv6 
dans le foie ainsi que l’activité élongase hépatique étudiée sur un panel d’acides gras saturés 
et monoinsaturés (Wang et al., 2005b). De plus, l’induction des Elovl5 et Elovl6 est 
dépendante de l’expression de PPARα (Wang et al., 2006b). Avec nos puces à ADN, nous 
avons également observé l’induction PPARα-dépendante de ces deux gènes suite à un 
traitement par le fénofibrate (données non présentées). 
 Ces données illustrent bien les rôles principaux joués par PPARα sur la biosynthèse des 
acides gras et du cholestérol. PPARα agit directement sur la biosynthèse des acides gras longs 
polyinsaturés, en même temps qu’il augmente leur dégradation par ses effets sur la β-
oxydation et sur les enoyl-CoA isomérases nécessaires à la dégradation de ces acides gras 
particuliers. Par ailleurs, en réponse à l’induction du catabolisme des lipides et peut-être aussi 
à la prolifération des peroxysomes, la lipogénèse et la cholestérogenèse peuvent être 
augmentées sous certaines conditions qui restent à préciser mais qui impliqueraient sans doute 
en particulier le statut physiologique (âge, sexe) et nutritionnel (alimentés/à jeun) des 
animaux. Naturellement, ces différentes observations sont aussi largement dépendantes de la 
composition de l’aliment qui est donné aux animaux étudiés, dans la mesure où celle-ci est 
susceptible d’influer également sur d’autres voies de signalisation (SREBP, LXR, FXR, 
ChREBP pour carbohydrate response element binding protein, etc.) qui contrôlent également 
ces mêmes voies métaboliques. Enfin, PPARα a récemment été identifié comme un régulateur 
important de l’horloge périphérique du foie via sa régulation du facteur de transcription 
Bmal1/Arntl (Canaple et al., 2006) qui est lui-même impliqué dans la régulation de 
l’expression circadienne de nombreux gènes du métabolisme des lipides et des glucides. Ces 
observations suggèrent notamment que PPARα pourrait être impliqué dans la régulation 
circadienne du métabolisme de manière générale et que des études complémentaires prenant 
en compte ces phénomènes rythmiques sont nécessaires pour mieux appréhender ses rôles 
physiologiques. 
 En conclusion de ce paragraphe, PPARα apparaît comme un régulateur majeur du 
métabolisme des lipides dont il régule de multiples aspects de manière directe ou indirecte. 
Ses actions ont été largement étudiées aux niveaux hépatique et cardiaque, mais la modulation 
des gènes cibles de PPARα est au moins aussi forte dans d’autres organes comme le rein ou la 
muqueuse intestinale qui ont été pour l’instant moins étudiés vis-à-vis de ces régulations. 
Nous allons maintenant voir que PPARα est également capable de réguler d’autres aspects du 
métabolisme et module également le métabolisme des glucides et des acides aminés. 
 
 II.4.4. Régulation du métabolisme des glucides et des acides aminés par PPARα 
 La glycémie est un paramètre fortement contrôlé par l’organisme malgré des apports 
nutritionnels discontinus prenant la forme d’alternance entre prise alimentaire et jeûne. Une 
forte hypoglycémie peut entrainer des dysfonctions au niveau cérébral et conduire au coma ou 
à la mort. A l’opposé, l’hyperglycémie est une complication sérieuse du diabète qui, dans les 
cas aigus, s’accompagne d’une cétoacidose et d’une hyperosmolarité hyperglycémique 
pouvant être fatale en raison de la déshydratation et de déséquilibres des électrolytes et qui, 
dans les cas chroniques, conduit à des neuropathies et à des atteintes vasculaires. 
L’homéostasie du glucose est principalement maintenue par deux hormones produites par le 
pancréas : l’insuline et le glucagon. La synthèse et la sécrétion d’insuline par les cellules β des 
îlots de Langerhans est stimulée par des niveaux élevés de glucose, observés en particulier 
après une prise alimentaire, via divers mécanismes impliquant une induction 
transcriptionnelle de l’expression de l’insuline et une stimulation de sa sécrétion liée à 
l’augmentation du ratio ATP/ADP (pour une synthèse, voir Desvergne et al., 2006). Les 
principaux effets de l’insuline sont d’accroître le captage et l’utilisation (glycolyse, voir 
Figure 33) du glucose par les tissus périphériques (principalement les muscles et le tissu 
adipeux) et d’augmenter le stockage d’énergie en stimulant la synthèse de glycogène 
(glycogénogenèse) par le foie et les muscles et la synthèse d’acides gras (notamment via 
l’induction de SREBP que nous avons évoquée) par le foie et le tissu adipeux. A l’opposé, la 
sécrétion de glucagon par les cellules α des îlots de Langerhans est provoquée par une baisse 
de la glycémie. Elle est également sensible aux taux circulants d’acides gras et de corps 
cétoniques et est inhibée par l’insuline et la somatostatine. Son principal effet est d’augmenter 
la production hépatique de glucose en stimulant la néoglucogenèse (Figure 33) et la 
glycogénolyse ce qui conduit normalement à un rétablissement de la glycémie. Ces différentes 
régulations provoquées par l’insuline et le glucagon sur les tissus périphériques font intervenir 
de nombreux facteurs de transcriptions principalement par le biais de phosphorylations 
initiées au niveau des récepteurs membranaires de ces deux hormones (pour une synthèse, 
voir Desvergne et al., 2006). Cependant, il est particulièrement difficile de dissocier les effets 
de ces hormones des effets provoqués par les variations intracellulaires de multiples 
métabolites (dont le glucose, les acides gras et l’acétyl-CoA, les cofacteurs NADH et l’ATP.) 
qui elles aussi affectent les fonctions de multiples facteurs de transcription et régulent 
l’activité de nombreuses enzymes. 
 Le rôle de PPARα dans le métabolisme du glucose a commencé à être évalué lorsqu’il a 
été constaté que les souris PPARα-/- présentaient une forte hypoglycémie en situation de 
jeûne (Kersten et al., 1999; Leone et al., 1999). Des études de métabolomique réalisées sur les 
souris PPARα-/- ont révélées que cette hypoglycémie se traduisait notamment par des 
niveaux de glucose faibles dans de nombreux tissus comme le cœur, le muscle, le foie et le 
tissu adipeux (Atherton et al., 2006). Sous un régime normal, ces souris répondent néanmoins 
normalement au test de tolérance à l’insuline (Guerre-Millo et al., 2001) et au test de tolérance 
au glucose (Guerre-Millo et al., 2001; Kersten et al., 1999) et présentent un niveau d’insuline 
relativement normal, en lien avec leurs niveaux circulants de glucose (Xu et al., 2002b). Les 
données de la littérature indiquent que l’absence de PPARα se traduit par une absence de 
modification (Kersten et al., 1999) voire une amélioration de la sensibilité à l’insuline 
(Guerre-Millo et al., 2001; Knauf et al., 2006; Patsouris et al., 2004; Tordjman et al., 2001), 
notamment dans des modèles favorisant l’insulino-résistance (régime riche en graisse, 
déficience en apolipoprotéine E). Un mécanisme a même été proposé pour expliquer le rôle de 
PPARα dans l’insulino-résistance (Koo et al., 2004). PPARα et le coactivateur PGC-1α, dont 
l’expression est induite au cours du jeûne via l’activation du facteur de transcription CREB 
(cAMP response element binding protein) par le glucagon, augmenteraient l’expression de 
TRB-3 (tribbles homolog 3) qui se fixe sur Akt/PKB (protéine kinase B), un effecteur d’aval 
du récepteur à l’insuline, et prévient  son activation par phosphorylation, inhibant ainsi 
l’action de l’insuline au niveau hépatique. Bien que cela puisse paraître contradictoire, des 
données concluantes indiquent cependant que plusieurs fibrates améliorent l’insulino-
sensibilité dans des modèles d’insulino-résistance d’origine génétique où alimentaire (Guerre-
Millo et al., 2000; Srivastava et al., 2006; Ye et al., 2001). Le principal mécanisme proposé 
est une augmentation du catabolisme des lipides au niveau musculaire et hépatique, 
conduisant à réduire globalement l’accumulation de graisses et à favoriser ainsi l’insulino-
sensibilité. Dans la mesure où le niveau de glucose plasmatique est normalement maintenu au 
cours du jeûne par l’action combinée de la néoglucogenèse et de la glycogénolyse (Figure 33) 
au niveau hépatique, les rôles de PPARα ont particulièrement été étudiés vis-à-vis de ces 
deux voies. 
 Tout d’abord, rappelons que la β-oxydation, normalement élevée en situation de jeûne, 
fournit un certain nombre de cofacteurs (NADH), de substrats (acétyl-CoA) et de l’énergie 
(ATP) qui sont nécessaires à la néoglucogenèse (Figure 33) mais plus généralement la β-
oxydation permet à l’organisme d’utiliser les lipides comme source d’énergie et d’épargner 
ainsi le glucose. La similitude entre le phénotype des souris PPARα-/- en situation de jeûne 
(hypoglycémie et hypothermie en particulier) et celui de patients souffrants de déficiences 
génétiques touchant certaines enzymes de la β-oxydation a d’ailleurs été rapidement 
remarquée (Kersten et al., 1999). Une autre hypothèse qui a été avancée pour expliquer 
l’hypoglycémie des souris PPARα-/- est une diminution des réserves de glycogène au niveau 
hépatique. Cependant, alors que certains groupes observent bien une diminution des réserves 
de glycogène hépatique chez les souris PPARα-/- en situation alimentées (Kersten et al., 
1999; Xu et al., 2002b), d’autres groupes n’observent aucune différence entre les souris des 
deux génotypes (Hashimoto et al., 2000; Sugden et al., 2002). Des mesures effectuées sur les 
souris PPARα-/- entretenues dans notre animalerie montrent même une augmentation des 
réserves de glycogène hépatique (P. Costet et T. Pineau, observations non publiées). 
Récemment, il a été montré que la glycogène synthase 2 (Gys-2) était un gène cible des 
PPARs, régulée par PPARα dans le foie via un PPRE situé dans son premier intron (Mandard 
et al., 2007). L’expression basale de Gys-2 semble peu altérée chez les souris PPARα-/- ainsi 
que sa surprenante induction au cours du jeûne mais en revanche son niveau d’expression 
semble plus faible chez les souris PPARα-/- à la suite d’une réalimentation (Mandard et al., 
2007). Il semble que la diminution des réserves de glycogène hépatique chez les souris 
PPARα-/- soit principalement observée lors d’une réalimentation suivant une période de 
jeûne et il ne serait donc pas inintéressant d’évaluer les variations des réserves de glycogène 
au cours du cycle jour/nuit chez ces souris. Globalement, ces résultats indiquent néanmoins 
que la taille des réserves en glycogène a peu de chance d’être responsable pour une large part 
de l’hypoglycémie des souris PPARα-/- en situation de jeûne. 
 Une autre voie susceptible d’être altérée chez les souris PPARα-/- est la 
néoglucogenèse. Les principaux substrats de la néoglucogenèse sont le glycérol provenant de 
la lipolyse du tissu adipeux, les acides aminées glucoformateurs dont l’alanine provenant des 
muscles et le lactate provenant de la glycolyse musculaire (Figure 33). L’hypothèse d’une 
néoglucogenèse altérée chez les souris PPARα-/- apparaît difficile à concilier avec 
l’observation d’une induction normale de la phosphoénolpyruvate carboxykinase (PEPCK, 
Kersten et al., 1999; Le May et al., 2000; Patsouris et al., 2004; Xu et al., 2002b) et d’une 
production hépatique de glucose accrue chez ces souris en situation de jeûne (Knauf et al., 
2006; Xu et al., 2002b), cette dernière observation n’étant cependant pas reproduite par tous 
les auteurs (Bandsma et al., 2004; Patsouris et al., 2004). De plus, PPARα régule l’expression 
de nombreux gènes impliqués dans le métabolisme hépatique du glycérol (glycérol kinase, 
glycérol 3-phosphate déshydrogénases mitochondriale et cytosolique, aquaporines 3 et 9) et 
deux PPREs ont été identifiés dans le promoteur de la glycérol-3-phosphate déshydrogénase 
cytosolique (Patsouris et al., 2004). L’induction de ces gènes au cours du jeûne, nécessaire à 
l’utilisation du glycérol pour la néoglucogenèse, est absente chez les souris PPARα-/- 
(Patsouris et al., 2004), suggérant qu’une diminution combinée des substrats (glycérol) et des 
cofacteurs (ATP, NADH) provenant normalement de la β-oxydation des acides gras 
pourraient être responsable pour une large part d’une altération de la néoglucogenèse chez les 
souris PPARα-/-. Une autre hypothèse permettant, elle, de concilier l’absence d’effet net sur 
la néoglucogenèse serait que celle-ci soit tant bien que mal maintenue chez les souris PPARα-
/- grâce à l’utilisation des acides aminés glucoformateurs provenant notamment du 
catabolisme des protéines musculaires et, moins probablement (voir Knauf et al., 2006; voir 
Mandard et al., 2004; Xu et al., 2002b), du lactate et qu’en parallèle l’utilisation de glucose 
par les tissus périphériques, à commencer par les muscles, soit accrue, conduisant ainsi à une 
hypoglycémie. De fait, PPARα a été identifié comme un régulateur important du catabolisme 
des acides aminés (Edgar et al., 1998; Kersten et al., 2001) via la régulation, principalement 
négative, de nombreux gènes impliqués par exemple dans les transaminations, les 
désaminations, l’oxydation des α-céto acides et le cycle de l’urée. Bien que les données 
biochimiques soient limitées et que l’expression de ces gènes n’ait pas été étudiée dans le 
muscle des souris PPARα-/-, il semble que le catabolisme des protéines soit accru chez les 
souris PPARα-/- en situation de jeûne comme l’illustre la nette augmentation de l’urée dans le 
sang des souris PPARα-/- au cours du jeûne (voir Chapitre VI). Les effets du Wy14643 sur 
l’expression de ces gènes suggèrent que leur régulation par PPARα est directe et ne constitue 
donc pas un phénomène compensatoire lié à l’absence d’induction du catabolisme des lipides 
(Kersten et al., 2001). A ma connaissance, les mécanismes de la régulation de ces gènes n’ont 
pas été décrits mais pourraient faire intervenir des interactions avec les voies de signalisation 
de HNF-4α et/ou de C/EBPα (Mandard et al., 2004). Un autre rôle de PPARα dans le 
métabolisme des acides aminés qui a été rapporté est son action négative sur la régulation par 
HNF4 de l’α-amino-β-carboxymuconate-ε-semialdéhyde décarboxylase (ACMDS, EC 
4.1.1.45) impliquée dans la voie de biosynthèse du NAD à partir du tryptophane (Shin et al., 
2006). Bien que les conséquences physiologiques de cette régulation ne soient pas 
complètement élucidées, elle pourrait expliquer pour une large part la présence accrue de 
certains métabolites du NAD dans les urines de souris de type sauvage par rapport aux souris 
PPARα-/- (Zhen et al., 2007). Ces données renforcent l’idée que PPARα est également un 
régulateur important du métabolisme des acides aminés mais des études complémentaires 
apparaissent nécessaires, notamment au niveau musculaire, pour préciser les contours et les 
mécanismes de son action. En situation de jeûne, le muscle s’adapte normalement à la 
nécessité d’épargner le glucose en favorisant l’oxydation des acides gras par rapport au 
glucose. Au cours du jeûne, la β-oxydation au niveau musculaire chez les souris PPARα-/- est 
peu altérée (environ 30%) probablement en raison d’une compensation par PPARβ (Muoio et 
al., 2002). Au cours de ces changements métaboliques, le complexe pyruvate déshydrogénase 
(PDH, Figure 31) joue un rôle essentiel. L’activité du complexe PDH converti de manière 
irréversible le pyruvate cytosolique en acétyl-CoA mitochondrial qui, en subissant le cycle de 
Krebs, conduit à l’oxydation complète du glucose en CO2 et H2O accompagné de production 
d’ATP. Ce complexe fait donc le lien entre la glycolyse et le cycle de Krebs dans les tissus 
qui nécessitent un apport important d’énergie et fournit de l’acétyl-CoA au tissu adipeux et au 
foie pour la synthèse des acides gras et la cétogenèse (Figure 31). En situation de jeûne, 
l’activité de ce complexe doit être inhibée dans les tissus qui ne nécessitent pas l’oxydation 
complète du glucose pour couvrir leurs besoins énergétiques et épargner ainsi le pyruvate 
pour l’amener au foie afin qu’il serve à la néoglucogenèse. PPARα est un régulateur 
important de la pyruvate déshydrogénase kinase 4 (PDK4) qui phosphoryle le complexe PDH 
conduisant ainsi à son inactivation (Wu et al., 2001). Cependant, si PPARα est indispensable 
à l’induction par le jeûne de l’expression de la PDK4 dans le rein (Sugden et al., 2001; Wu et 
al., 2001), son absence n’altère que modérément l’induction par le jeûne de la PDK4 dans le 
foie (Sugden et al., 2002), dans les muscles (Holness et al., 2002a) ou dans le cœur (Holness 
et al., 2002b; Wu et al., 2001). En l’absence de dosages systématiques de l’activité PDH, il 
reste malgré tout possible que ces faibles altérations conduisent à une utilisation accrue de 
glucose par les muscles qui participerait à l’hypoglycémie des souris PPARα-/- à jeun. 
Cependant, une étude récente suggère un autre mécanisme, indépendant d’un effet sur les 
muscles, mais lié lui aussi à une utilisation accrue de glucose par un tissu périphérique : le 
tissu adipeux (Knauf et al., 2006). Dans cette étude, les auteurs observent un captage de 
glucose 4 à 5 fois plus important dans le tissu adipeux blanc des souris PPARα-/- qui est 
associé à une surexpression du transporteur de glucose Glut4. Leurs résultats suggèrent de 
plus, que c’est l’absence d’expression de PPARα au niveau du cerveau qui serait responsable 
de ces différences d’utilisation du glucose au niveau périphérique. Ces résultats originaux 
ouvrent donc de nouvelles pistes d’investigations sur le rôle de PPARα dans le cerveau vis-à-
vis du contrôle du métabolisme énergétique par l’organisme. 
 L’ensemble de ces données indiquent que PPARα constitue bien un régulateur 
important du métabolisme des glucides et des acides aminés. Alors que l’importance du 
cerveau dans la régulation du métabolisme des glucides au niveau des tissus périphériques 
commence à être décrit, il semble que le rôle de PPARα dans ce contexte mérite largement 
d’être évalué (Knauf et al., 2006). De même, le contrôle du catabolisme des protéines au 
niveau musculaire est encore mal compris (Desvergne et al., 2006) et l’étude du rôle de 
PPARα dans ce domaine pourrait permettre de préciser les voies de signalisations et les voies 
métaboliques impliquées respectivement dans l’épargne et le catabolisme protéique. Je pense 
que la génération de lignées murines présentant des invalidations tissu-spécifique de PPARα 
pourrait faciliter la compréhension des contours précis de son action dans des tissus où le rôle 
de ce RN est encore peu ou mal compris comme le tissu adipeux, le cerveau ou le muscle. 
 
 
II.5. AUTRES FONCTIONS DE PPARα 
 Alors que PPARα apparaît comme un puissant régulateur du métabolisme, jouant des 
rôles majeurs vis-à-vis des lipides, mais également des glucides et des acides aminés, d’autres 
fonctions de ce RN ont également fait l’objet d’un nombre conséquent d’études. C’est le cas 
en particulier du rôle de PPARα dans la régulation du métabolisme des xénobiotiques, de 
l’inflammation au niveau vasculaire et de la réponse hépatique de phase aiguë. 
 
 II.5.1. Régulation du métabolisme des xénobiotiques par PPARα 
 Dans l’organisme, les toxines, les drogues, les carcinogènes et les autres xénobiotiques 
sont éliminés par l’organisme via des séries de réactions souvent regroupées sous le terme de 
biotransformations. Le métabolisme des xénobiotiques ou la biotransformation comprend 
généralement trois étapes : 
1)  la phase I est appelée la fonctionnalisation et consiste à introduire un groupement 
polaire (généralement un groupement hydroxy -OH) au sein de la molécule 
xénobiotique. Cette réaction est généralement catalysée par des cytochromes P450 
(CYP chez le rat et l’homme et Cyp chez la souris), des hémoprotéines localisées le 
plus souvent dans la membrane du réticulum endoplasmique ou dans la membrane 
interne de la mitochondrie. 
2) la phase II est appelée la phase de conjugaison et consiste à greffer le xénobiotique 
(via le groupement polaire et réactif qui lui a été ajouté) à une molécule polaire 
comme le glutathion ou l’acide glucuronique ou à lui fixer un groupement plus polaire 
comme un sulfate ou un acétyle. Ces réactions sont catalysées par diverses familles 
d’enzymes caractérisées par ce qu’elles fixent aux xénobiotiques : glutathion S-
transférases (GSTs), UDP glucuronosyltransférases (UGTs), sulfotransférases 
(SULTs), N-acétyltransférases (NATs) ou cathécol O-méthyltransférase (COMT). 
3) Enfin, au cours de la phase III, le xénobiotique conjugué est excrété par la bile ou les 
urines via des transporteurs spécifiques dont la plupart appartiennent à la famille des 
ABC transporteurs (ATP-binding cassette transporters) 
 Dans le cas, sans doute le plus courant, d’une exposition par voie orale, les principaux 
organes impliqués dans le métabolisme des xénobiotiques sont l’intestin, le foie et le rein 
jouant respectivement les rôles de première barrière et de site éventuel d’élimination, de 
deuxième barrière et d’organe central du métabolisme des xénobiotiques et enfin de site 
d’élimination par les urines. Il est important de souligner que si ces voies sont essentielles 
pour le métabolisme des xénobiotiques, elles jouent également des rôles non négligeables sur 
le métabolisme de nombreuses molécules endogènes que nous avons déjà évoquées pour 
certaines comme les stéroïdes (synthèse et dégradation), les acides gras et leurs dérivés 
(CYP4A) ou encore les acides biliaires (synthèse et élimination). Il est également nécessaire 
d’évoquer le fait que si ces voies métaboliques sont normalement dédiées à la détoxification 
des xénobiotiques, elles peuvent dans certains cas et vis-à-vis de certaines molécules, 
renforcer leur pouvoir toxique (bioactivation) ou pharmacologique (notion de pro-drogue). La 
modulation et l’étude des polymorphismes de ces systèmes de biotransformation font l’objet 
de nombreuses études en raison de leur rôle évident dans la pharmacocinétique et la 
biodisponibilité des médicaments mais également en raison des potentielles interactions 
médicamenteuses qu’ils peuvent provoquer. 
 Nous avons déjà évoqué le rôle de PPARα dans la modulation de l’expression des 
CYP4A chez les rongeurs, ainsi que son rôle dans la modulation du métabolisme et de la 
toxicité des acides biliaires via les régulations de Cyp7A1, Cyp27A1, Cyp8b1, Mdr2/Abcb4 
et de l’UGT2B4 (pour une synthèse sur ces différents aspects, voir Barbier et al., 2004). Il est 
probable que parmi les nombreuses régulations rapportées par les PPs de gènes impliqués 
dans les biotransformations, certaines régulations soient dues à l’exposition du modèle à des 
doses massives de xénobiotique, éventuellement sur de longues durées, conduisant parfois à 
des altérations biochimiques des voies de biotransformation pouvant se traduire par des 
modulations compensatoires au niveau transcriptionnel. La validité des régulations que nous 
rapportons ici est donc à évaluer avec soin au regard des conditions expérimentales utilisées et 
de la spécificité des agonistes utilisés pour PPARα mais éventuellement aussi pour les 
régulateurs majeurs de l’expression des enzymes de biotransformation que sont PXR et CAR. 
De nombreux gènes impliqués dans l’hydroxylation (CYP) et la déshydrogénation 
(hydroxystéroïde déshydrogénases : HSD chez le rat et l’homme et Hsd chez la souris) des 
stéroïdes sexuels semblent régulés par certains activateurs de PPARα, parfois de manière 
différente en fonction des molécules étudiées. Plusieurs PPs régulent négativement 
l’expression de CYP2C11 (Corton et al., 1997; Corton et al., 1998; Ripp et al., 2003) au 
niveau du foie des souris mâles, un CYP impliqué dans l’hydroxylation des stéroïdes (activité 
2α- et 16α-testostérone et estradiol hydroxylase notamment), l’époxygénation de l’acide 
arachidonique et le métabolisme des médicaments. Pour certaines molécules, le mécanisme 
semble dépendant de l’expression de PPARα in vitro mais n’a pas été élucidé (Ripp et al., 
2003). Chez les femelles, CYP2C11 n’est pas exprimé mais CYP2C12, une isoforme 
exclusivement exprimée chez les femelles et impliquée dans l’hydroxylation de la testostérone 
en position 15α, est réprimée par certains fibrates (Corton et al., 1998). L’enzyme 
bifonctionnelle peroxysomale D-spécifique (D-PBE), également connue sous le nom de 17β-
hydroxystéroïde déshydrogénase 4 (Hsd17b4) est impliquée dans la conversion de l’estradiol 
en estrone. Son induction PPARα-dépendante (Aoyama et al., 1998; Corton et al., 1997; Fan 
et al., 1998b) pourrait participer à expliquer la baisse d’estradiol observée chez les rongeurs 
femelles exposées à certains PPs. Une légère inhibition de l’expression de Cyp3a11 (activité 
6-testostérone hydroxylase notamment, Barclay et al., 1999; Fan et al., 2004b) et de 
Cyp2c29 (Barclay et al., 1999; Martin et al., 2005) par certains PPs a également été rapportée. 
Cyp3a11 est cependant induit par le DEHP de manière PPARα-indépendante (Fan et al., 
2004b), vraisemblablement via l’activation de PXR (Hurst and Waxman, 2004). Une 
diminution de l’expression de Cyp2A4/5 (les deux isoformes étant difficiles à distinguer par 
Northern et Western blot) par le clofibrate a été observée (Barclay et al., 1999; Kojo et al., 
1996) mais elle serait vraisemblablement spécifique de ce fibrate et indépendante de PPARα 
(Barclay et al., 1999; Cai et al., 2002; Kojo et al., 1996). Les PPs inhibent également 
l’expression hépatique de CYP2C7 chez le rat qui code un CYP à activité 16α-testostérone 
hydroxylase et retinoic acid 4-hydroxylase (Fan et al., 2004a). Le DEHP inhibe l’expression 
des hydroxystéroïde déshydrogénases Hsd3b5 dans le foie et Hsd3b4 dans le rein (Wong et 
al., 2002), deux enzymes également impliquées dans le métabolisme des estrogènes et des 
androgènes. Une induction PPARα-dépendante de l’activité hépatique acyl-CoA:estradiol et 
acyl-CoA:testostérone acyltransférase a également été rapportée mais la, ou les enzymes 
impliquées ne sont pas connues (Xu et al., 2001b). En dehors du métabolisme des stéroïdes 
sexuels, les fibrates inhibent également de manière PPARα-dépendante l’expression 
hépatique de l’Hsd11b1 qui converti la cortisone en cortisol actif, constituant un mécanisme 
potentiel d’interaction entre la signalisation PPARα et celle des glucocorticoïdes 
(Hermanowski-Vosatka et al., 2000). De plus, les PPs semblent également avoir des effets sur 
l’expression des CYP et HSD impliqués dans la biosynthèse des stéroïdes sexuels 
(stéroidogénèse). Chez le mâle, le ciprofibrate diminue l’ARN et l’activité (mais pas la 
protéine) HSD3β au niveau testiculaire (Hierlihy et al., 2006). Chez la femelle, une inhibition 
PPARα-dépendante de l’expression et de l’activité aromatase (Cyp19a1 qui converti la 
testostérone en estradiol) et de l’expression de Cyp11a1 (ou P450scc, également impliqué 
dans la synthèse des stéroïdes sexuels) par le fénofibrate a été observée au bout de 3 semaines 
de traitement dans l’ovaire (Toda et al., 2003). Ces différentes régulations ainsi que 
l’observation d’effets variables en fonction des molécules sur le métabolisme de la 
testostérone notamment (Fan et al., 2004b) ne permettent pas, à mon sens, de dégager 
actuellement un schéma général du rôle de PPARα et de son activation dans la régulation du 
métabolisme des stéroïdes sexuels. Il est néanmoins intéressant de constater que la question 
d’un lien éventuel entre un traitement par les fibrates et une baisse de la libido/impuissance 
est posée (Rizvi et al., 2002) et que, d’autre part, les phtalates augmentent les taux circulants 
de testostérone et d’estradiol et posent un certain nombre de questions sur le plan de la santé 
publique en raison de leurs activités de disruption endocrinienne (Akingbemi et al., 2004). 
Parmi les CYP qui ne sont pas impliqués dans le métabolisme des stéroïdes, on peut 
également citer la régulation par PPARα, via sa fixation à deux PPRE, du CYP1A1 humain, 
une cible privilégiée du récepteur aux dioxines (AhR) impliquée dans la bioactivation de 
plusieurs carcinogènes (Seree et al., 2004). 
 Les activateurs de PPARα, comme nous l’avons déjà évoqué, régulent également 
l’expression d’enzymes de phase II et III. Chez l’homme et la souris, PPARα régule 
positivement l’expression de l’UGT1A9 via un PPRE identifié (Barbier et al., 2003b). 
L’UGT1A9 catalyse la glucuronidation de nombreux xénobiotiques et notamment des fibrates 
ainsi que celle de molécules endogènes comme des éicosanoïdes, suggérant que PPARα 
régulerait ainsi l’élimination de ses propres activateurs pharmacologiques et peut-être 
endogènes. De plus, chez la souris, nous avons vu que PPARα régule également l’expression 
de Mdr2/Abcb4 (Kok et al., 2003a), un important transporteur de glucurono-conjugués 
localisé sur les membranes canaliculaire des hépatocytes, favorisant ainsi d’autant 
l’élimination de ces composés. Récemment, l’utilisation de souris transgénique exprimant le 
locus de 220 Kb du chromosome 2 humain contenant les neufs UGT de la famille 1 (UGT1A1 
à UGT1A9 qui partagent les mêmes exons 2 à 5 et diffèrent par l’utilisation d’un premier 
exon alternatif) a permis de démontrer que plusieurs UGT de cette famille étaient régulées par 
un fibrate de manière tissu-spécifique (Senekeo-Effenberger et al., 2007). Des PPREs ont été 
identifiés dans les promoteurs des UGT1A3 et 1A6 et un autre PPRE, localisé dans une zone 
du promoteur qui lui confère également une réponse aux récepteurs AhR, CAR et PXR, a été 
identifié dans le promoteur de l’UGT1A1. En ce qui concerne les GST, les PPs semblent 
globalement inhiber leurs activités (Voskoboinik et al., 1996). Les niveaux protéiques des 
GSTμ et π sont diminués dans le foie de rat suite à un traitement par un fibrate (Foliot and 
Beaune, 1994). Si nous avons bien observé une diminution PPARα-dépendante de 
l’expression de la Gstπ chez la souris, en revanche, nous constatons une induction PPARα-
dépendante de l’ARNm de la Gstμ dans le foie (Martin et al., 2005). L’implication de ces 
différentes enzymes de phase II dans l’élimination de xénobiotiques très divers doit cependant 
conduire à mener des investigations ciblées des effets de ces modulations sur le métabolisme 
de chaque composé d’intérêt. 
 En conclusion, PPARα agit également comme régulateur de plusieurs systèmes de 
biotransformation mais les effets physiologiques de ces différentes modulations sont encore 
mal compris. Les principaux enjeux des investigations dans ce domaines sont : 1) l’effet des 
activateurs de PPARα sur le métabolisme des stéroïdes endogènes leur conférant 
potentiellement un caractère de disrupteurs endocriniens, 2) leurs effets sur le métabolisme 
des acides biliaires, dans une perspective éventuelle de nouvelle application thérapeutique 
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et/ou de réduction des effets secondaires, 3) l’évaluation du risque d’interactions 
médicamenteuses potentielles sous un traitement par les fibrates, 4) l’amélioration de la 
biodisponibilité et de la formulation des fibrates permettant éventuellement de réduire les 
doses employées et enfin, 5) la compréhension des différences entre espèces en ce qui 
concerne la réponse aux activateurs de PPARα, en particulier dans le cadre du développement 
d’hépatocarcinomes lors de traitements de longue durée (possibilité d’interactions entre 
polluants environnementaux ou nutriments et activateurs de PPARα). 
 
 II.5.2. Rôles de PPARα dans l’inflammation au niveau vasculaire 
 Comme nous l’avons évoqué, le mode d’action des fibrates semble inclure des effets 
bénéfiques sur l’inflammation (voir Figure 34), à la fois au niveau vasculaire et au niveau de 
la réponse hépatique de phase aiguë (pour des synthèses récentes, voir Marx et al., 2004; 
Moraes et al., 2006; Zambon et al., 2006; Zandbergen and Plutzky, 2007). L’athérosclérose 
est une pathologie cardiovasculaire majeure et le rôle de l’inflammation dans son apparition et 
son développement est largement reconnu (Ross, 1999). Le rôle joué par PPARα dans 
l’inflammation a initialement été révélé par la mise en évidence d’une réponse inflammatoire 
prolongée chez les souris PPARα-/- (Devchand et al., 1996). Les travaux successifs ont 
permis de démontrer que l’action de PPARα sur l’inflammation s’exerce principalement par 
le biais d’interférences avec les voies de signalisation d’autres facteurs de transcription 
comme NK-κB, C/EBP, AP-1 (activator protein-1) ou STAT, par exemple via des interactions 
protéine-protéine ou via des compétitions pour les corégulateurs (un phénomène parfois 
appelé squelching). La réduction de l’expression des gènes cibles de ces voies de signalisation 
par le biais de l’activation de PPARα mais de manière indépendante de sa fixation à l’ADN 
est souvent qualifiée de transrépression (pour une synthèse sur ces mécanismes, voir Zambon 
et al., 2006). De fait, l’effet des agonistes de PPARα est différent en fonction du contexte 
inflammatoire et les effets anti-inflammatoires de ces molécules sont donc principalement 
observés en présence d’un stimulus proinflammatoire qui active différentes voies de 
signalisation avec lesquelles PPARα interfère. De même, parmi les expériences que nous 
allons décrire, beaucoup utilisent un prétraitement par les agonistes de PPARα avant une 
stimulation par une cytokine proinflammatoire, l’exposition conjointe au stimulus 
proinflammatoire et à l’agoniste de PPARα ne fonctionnant pas toujours. 
 Au niveau vasculaire, l’expression de PPARα est observée dans les cellules 
endothéliales (Inoue et al., 1998; Marx et al., 1999), dans les cellules musculaires lisses de la 
paroi vasculaire (VSMCs pour vascular smooth muscle cells, Marx et al., 1998; Staels et al., 
1998), dans les monocytes et les macrophages (Marx et al., 2001; Neve et al., 2001) ainsi que 
dans les lymphocytes T et B (Jones et al., 2002; Marx et al., 2002), illustrant le large potentiel 
de régulation que ce RN peut exercer dans la paroi vasculaire et le processus de 
développement de la plaque d’athérome (voir Figure 34). 
 
EFFETS SUR LES CELLULES ENDOTHELIALES VASCULAIRES 
 Dans les cellules endothéliales vasculaires, PPARα interfère avec les processus 
impliqués dans le recrutement et l’adhésion des leucocytes (Figure 34). Les leucocytes, 
principalement monocytes et cellules T, sont attirés sur les sites où se développe une lésion 
vasculaire par le biais de protéines chimioattractantes (chimiokines) excrétées par les cellules 
endothéliales et subendothéliales. Une fois attirés par ces chimiokines, les leucocytes se fixent 
à la paroi via des molécules d’adhésion endothéliale qui facilitent leur attachement et leur 
migration ultérieure au sein de la paroi des vaisseaux. Le fenofibrate et le Wy14643 inhibent 
l’induction de l’expression de VCAM-1 (vascular cell adhésion molecule-1) par le TNF-α 
dans des cellules endothéliales humaines, réduisant ainsi l’adhésion de monocytes aux 
cellules endothéliales stimulées (Marx et al., 1999). Des effets similaires ont été observés 
suite à une stimulation des cellules endothéliales par le 12-myristate 13-acétate (PMA) ou le 
lipopolysaccharide (LPS, Jackson et al., 1999). Cette inhibition semble principalement liée à 
une inhibition de l’activation de la transcription de VCAM-1 par NF-κB. Le fénofibrate 
diminuerait également la sécrétion de l’ICAM-1 (intercellular adhesion molecule 1) chez 
l’homme, comme cela a pu être mis en évidence par des dosages plasmatique chez des sujets 
obèses (Ryan et al., 2006). Le rôle de PPARα dans la production de chimiokines par la paroi 
vasculaire semble moins évident et dépend sans doute largement du type cellulaire étudié, des 
gènes cibles évalués et des conditions expérimentales (agoniste, dose, durée, etc.). La 
stimulation de PPARα, contrairement à celle de PPARγ, dans des cellules endothéliales 
humaines ne semble pas affecter l’induction de l’expression de plusieurs chimiokines de type 
CXC (IP-10, Mig, I-TAC) ou de MCP-1 (monocyte chemotactic protein-1) par l’interféron γ 
(IFN-, Marx et al., 2000). De plus, un effet proinflammatoire de PPARα a été proposé car 
son activation par des phopholipides oxydés ou par un agoniste synthétique dans des cellules 
endothéliales augmente l’expression de MCP-1 et de l’interleukine 8 (IL-8) dans ces cellules 
(Lee et al., 2000a). Cependant, via ses effets métaboliques, PPARα diminue les petites LDL 
denses, plus sujettes à l’oxydation et il n’est donc pas certain que ces mécanismes soient 
pertinents sur le plan thérapeutique. Une étude récente indique que les activateurs de PPARα 
inhibent l’induction de l’expression de MCP-1 par des niveaux élevés de glucose dans une 
lignée de cellules endothéliales humaines (Dragomir et al., 2006). De plus, dans des cellules 
endothéliales d’aorte murine, PPARα semble nécessaire à l’inhibition de la voie NF-κB par 
l’oxEPA (C20:5ω3 oxydé) qui se traduit notamment, dans des cellules endothéliales 
humaines, par une inhibition par l’oxEPA de l’induction par le TNF-α de MCP-1 et de l’IL8 
(Mishra et al., 2004). In vivo, chez la souris soumise à un régime riche en graisses, 
l’expression de VCAM-1, de MCP-1, du TNF-α, de l’IFN-γ et de l’IL-1β est diminuée dans 
les lésions athérosclérotiques vasculaires par les activateurs de PPARα (Li et al., 2004). 
L’ensemble de ces résultats indiquent que PPARα joue bien un rôle dans le recrutement des 
leucocytes par l’endothélium vasculaire. Les effets observés dépendent néanmoins 
certainement du contexte physiologique de l’organisme (hyperglycémie, 
hypertriglycéridémie, profil lipoprotéique, statut inflammatoire par exemple). Les cellules 
endothéliales jouent également un rôle important dans le tonus vasculaire (ou tonus 
vasomoteur). Ce dernier est contrôlé en partie par des stimuli biomécaniques : débit sanguin et 
pression sanguine. Les cellules endothéliales régulent le tonus vasculaire en équilibrant d’une 
part la sécrétion de monoxyde d’azote (NO) qui stimule la vasodilatation et accroît ainsi le 
débit sanguin et d’autre part la sécrétion d’endothéline-1 (ET-1) qui promeut la 
vasoconstriction et induit la prolifération des VSMCs. La nitric oxide synthase endothéliale 
(eNOS) est l’enzyme responsable de la synthèse de NO, capable également d’inhiber la voie 
NF-κB et d’atténuer ainsi les réponses inflammatoires endothéliales. Les fibrates et certains 
agonistes endogènes (l’EPA mais pas le DHA) de PPARα semblent favoriser l’expression de 
eNOS et la production de NO par des cellules endothéliales, suggérant un effet positif sur la 
vasorelaxation (Goya et al., 2004; Omura et al., 2001). D’autres études montrent que les 
fibrates inhibent partiellement l’induction de l’ET-1 induite par la thrombine ou des LDL-
oxydés (Delerive et al., 1999b; Martin-Nizard et al., 2002), sans doute via une inhibition des 
voies AP-1 et PKC. Ces effets combinés pourraient participer, avec une amélioration de la 
fonction des VSMCs, à l’augmentation du tonus vasculaire observée chez des patients 
hypertriglycéridémiques suite à un traitement par le fénofibrate (Capell et al., 2003). 
 
EFFETS SUR LES CELLULES MUSCULAIRES LISSES VASCULAIRES 
 Au niveau des VSMCs, PPARα inhibe l’induction par l’IL-1β de l’expression de l’IL-6 
et de la production de prostaglandines (Staels et al., 1998). Ce dernier effet serait dû à une 
inhibition par PPARα de l’induction provoquée par l’IL-1β de l’expression de la 
cyclooxygénase-2 (COX-2) via une inhibition de la voie NF-κB. L’inhibition de l’induction 
de l’IL-6, également observée dans des aortes de souris stimulées au lipopolysaccharide 
(LPS), semble liée à des interactions directes PPARα/c-Jun et PPARα/p65, des sous-unités 
des facteurs de transcription AP-1 et NF-κB respectivement (Delerive et al., 1999a). Aux sites 
d’inflammation, la production de prostaglandines via l’activité COX-2 augmente la 
production de divers médiateurs inflammatoires, suggérant là encore un rôle anti-
inflammatoire du récepteur PPARα. Lors de l’évolution de la plaque d’athérome vers une 
lésion athérosclérotique, les VSMCs prolifèrent et migrent pour s’accumuler dans la plaque 
d’athérosclérose. La production de matrice extracellulaire par les VSMC peut conduire à 
étendre la lésion et à rendre la plaque plus fibreuse. Les VSMC sont aussi la source du 
matériel qui forme la chape fibreuse qui sépare de la circulation le cœur nécrotique, riche en 
lipide, de la lésion. La rupture de cette chape fibreuse expose le cœur pro-coagulant de la 
plaque d’athérosclérose à la circulation sanguine, activant ainsi la cascade de la coagulation et 
conduisant à une thrombose. La stabilité de la plaque d’athérosclérose est en particulier liée à 
l’équilibre entre la formation et la dégradation de la matrice extracellulaire deux mécanismes 
modulés par l’inflammation et qui font intervenir les VSMCs. Les fibrates ne semblent pas 
modifier la production par les VSMCs de matrix metalloprotéinases (MMP), des enzymes 
impliquées dans la dégradation de la matrice extracellulaire nécessaire à la migration des 
VSMCs (Marx et al., 1998). Leurs effets sur la diminution de la production locale de 
cytokines proinflammatoires pourraient cependant limiter l’expression des MMPs et 
augmenter la synthèse de collagène, favorisant ainsi la stabilité de la plaque. De plus, il a été 
montré que PPARα inhibe la prolifération des VSMCs (Gizard et al., 2005). Cet effet semble 
lié à la régulation positive par PPARα de p16/CDKN2A (cyclin-dependent kinase inhibitor 
2A), via un PPRE identifié et en coordination avec le facteur de transcription Sp1. En 
conséquence, p16 séquestre la cyclin-dependent kinase 4 (CDK4), l’empêchant de 
phosphoryler le facteur de transcription pRB/RB1 (rétinoblastoma 1) qui contrôle la transition 
entre les phases G1 et S. Le résultat est qu’en l’absence de PPARα, les VSMCs prolifèrent 
significativement plus qu’en sa présence et que son activation par un agoniste inhibe encore 
plus leur prolifération (Gizard et al., 2005). De plus, il a été rapporté que le DHA 
(docosahexaenoic acid) induisait l’apoptose des VSMCs par des mécanismes impliquant 
notamment la MAP kinase p38 (Diep et al., 2000). Ces effets semblent bénéfiques dans le 
cadre d’interventions chirurgicales sur les vaisseaux, comme la pose d’un stent ou une 
angioplastie, qui peuvent être suivies d’une prolifération des VSMCs participant à la resténose 
des vaisseaux. Cependant, le bénéfice éventuel de ces effets sur la plaque d’athérosclérose 
n’est pas entièrement démontré car l’inhibition de la prolifération des VSMC pourrait limiter 
leur capacité à produire la chape fibreuse en même temps qu’elle limiterait l’épaississement 
de la média au niveau de la plaque (Zandbergen and Plutzky, 2007). 
 
EFFETS SUR LES MONOCYTES ET LES MACROPHAGES 
 Nous avons déjà largement évoqué l’effet bénéfique des fibrates sur la promotion du 
transport réverse du cholestérol, limitant ainsi la formation de cellules spumeuses qui 
constitue l’un des évènements initiant la formation de la plaque d’athérome (Figure 34). A un 
stade avancé, les monocytes et les macrophages ont tendance à s’accumuler au niveau de 
l’épaulement de la plaque d’athérosclérose, fragilisant encore plus cette zone au niveau de 
laquelle la rupture a souvent lieu. Le fénofibrate inhibe l’expression de MMP9 dans une 
lignée de monocytes humain activés par le LPS (Shu et al., 2000) par un effet sans doute 
indirect lié à l’induction de la forme inductible de la NO synthase (iNOS) qui est accrue par 
l’activation de PPARα, conduisant ainsi à une augmentation du niveau basal de NO qui 
réduirait la stabilité de l’ARNm de MMP9 (Eberhardt et al., 2002). Cet effet pourrait 
participer à limiter la déstabilisation de la plaque d’athérosclérose par les macrophages et 
monocytes. En plus de sécréter des MMPs, les monocytes et les macrophages produisent du 
facteur tissulaire (TF pour tissue factor), une glycoprotéine transmembranaire qui est l’un des 
principaux activateurs de la coagulation, favorisant ainsi la thrombogénicité de la plaque. Les 
activateurs de PPARα inhibent l’induction de l’expression du TF dans les monocytes et les 
macrophages humains stimulés avec du LPS ou de l’IL-1β, sans doute en interférant avec la 
voie NF-κB (Marx et al., 2001; Neve et al., 2001). De plus, ils inhibent également l’induction 
de l’expression du TNF-α par le LPS dans ces cellules (Marx et al., 2001). Finalement, 
l’activation de PPARα augmente l’apoptose de macrophages humains activés par le TNF-α 
ou l’IFN-γ, vraisemblablement via une inhibition de NF-κB qui joue un rôle anti-apoptotique 
dans ces cellules (Chinetti et al., 1998). Ces différents effets semblent de nature à favoriser la 
stabilité de la plaque et à limiter la réponse inflammatoire des monocytes et macrophages. 
 
EFFETS SUR LES LYMPHOCYTES T 
 Les cellules T et les cellules dendritiques contribuent également à la réponse 
inflammatoire vasculaire lors des étapes initiales de l’athérogenèse (Figure 34). Les 
lymphocytes T, principalement de type CD4+ (ou T-helper), pénètrent dans la paroi des 
vaisseaux sous la forme de lymphocytes naïfs (cellules Th0). Dans le subendothélium, ils se 
différencient en cellules Th1 sous l’influence de divers antigènes, dont les LDL oxydés. Les 
cellules Th1 sécrètent des cytokines proinflammatoires comme l’IFN-γ, le TNF-α et l’IL-2 
qui vont ensuite activer les différents types cellulaires impliqués dans l’athérosclérose : 
monocytes, macrophages, cellules endothéliales et VSMCs. Nous avons vu que les effets des 
activateurs de PPARα sur les cellules endothéliales sont susceptibles de limiter le recrutement 
et la pénétration des lymphocytes T dans la paroi vasculaire. L’expression de PPARα est 
maximale dans les lymphocytes T au repos puis diminue suite à leur activation où c’est alors 
PPARγ dont l’expression prédomine (Jones et al., 2002). Les agonistes de PPARα inhibent 
l’expression et la sécrétion d’IFNγ, de TNF-α et d’IL-2 par les lymphocytes CD4+ humains et 
réduisent ainsi leur capacité d’activation de cellules endothéliales et de monocytes (Marx et 
al., 2002). Ces effets sont d’autant plus importants qu’ils sont susceptibles d’intervenir tôt 
dans le processus d’athérogenèse. Les mécanismes et notamment le rôle précis joué par 
PPARα dans ce contexte ne sont pas connus mais il est probable que des interférences avec 
les voies AP-1 et/ou NF-κB soit également impliquées dans ces processus. 
 
 PPARα semble donc avoir une action globalement anti-inflammatoire mais régule 
également le recrutement, l’adhésion, la prolifération et l’apoptose de divers types cellulaires 
impliqués dans la formation de plaques d’athérosclérose. Ces effets participent sans doute 
pour partie aux effets bénéfiques des fibrates sur les pathologies cardiovasculaires. Mais le 
rôle anti-inflammatoire de PPARα a également été révélé au niveau hépatique et est en lien 
direct avec ses effets vasculaires (voir Figure 34). 
 
 
 II.5.3. Rôles de PPARα dans l’inflammation au niveau hépatique 
 Le foie est le site de synthèse d’un groupe de protéines appelées protéines de phase 
aiguë. La réaction de phase aiguë est une réaction généralisée de l’organisme à une 
perturbation de son homéostasie (blessure, choc, brûlure, inflammation, infection, etc..) qui se 
traduit par la modulation de la sécrétion d’un grand nombre de protéines par le foie (protéines 
de phase aiguë négatives si leur sécrétion est inhibée et positive si elle est induite) en réponse 
à des stress très variés, dont l’exposition à des cytokines (IL-1, IL-6, IL-8, TNF-α en 
particulier) sécrétées par les neutrophiles granulocytes et les macrophages. Le fibrinogène fait 
partie des protéines de phase aiguë positive et est un agent pro-coagulant, favorisant donc, 
dans le contexte des pathologies cardiovasculaires, la formation de thrombus. La protéine C-
réactive (CRP) et la serum amyloïde A (SAA) sont également des protéines de phase aiguë 
positives et pourraient jouer des rôles également délétères au niveau de la plaque d’athérome. 
Ces trois protéines, mais surtout le fibrinogène et la protéine C-réactive sont considérées 
comme des marqueurs de risque cardiovasculaire (Zambon et al., 2006; Zandbergen and 
Plutzky, 2007). L’α2-macroglobuline, l’haptoglobuline, la ferritine, le plasminogène et l’α1-
antitrypsine sont d’autres exemples de protéines de phase aiguë positives. Parmi les protéines 
de phase aiguë négatives on trouve notamment l’albumine et les MUP (major urinary 
proteins) chez la souris. 
 Les agonistes de PPARα inhibent l’induction par l’IL-1 (mais pas par l’IL-6) de 
l’expression de la protéine C-réactive CRP chez l’homme (Kleemann et al., 2003). Cette 
protéine n’est pas une protéine de phase aiguë chez la souris mais l’inhibition par les 
agonistes de PPARα de l’induction de la CRP par l’IL-1 a également été étudiée sur des 
souris transgénique exprimant la CRP humaine (Kleemann et al., 2004). Chez ces souris, 
l’activation de PPARα réduit également le niveau basal de CRP plasmatique, en l’absence de 
stimulus proinflammatoire. Au niveau transcriptionnel, il a été montré que l’induction de la 
CRP humaine par l’IL-1 était due à la fixation au promoteur de la CRP d’un complexe 
comprenant la sous-unité p50 de NF-κB et le facteur de transcription C/EBPα (Kleemann et 
al., 2003). L’activation de PPARα se traduit par l’induction au niveau transcriptionnel de 
IκBα dans le foie (souris et homme) et dans les VSMCs (Delerive et al., 2000; Kleemann et 
al., 2003; Kleemann et al., 2004). Le mécanisme de cette induction n’est pas complètement 
élucidé mais ne semble pas impliquer la fixation de PPARα sur un PPRE mais plutôt un 
accroissement de l’induction d’IκBα par les facteurs de transcription p65 et Sp1 via une 
stabilisation du complexe Médiateur par l’intermédiaire d’une interaction entre PPARα et 
Med1 (Delerive et al., 2002). IκBα est un inhibiteur de NF-κB qui se fixe à la sous-unité p50 
et inhibe sa translocation nucléaire et sa fixation à l’ADN participant ainsi à l’inhibition de 
l’expression de nombreux gènes cibles de la voie NF-κB. Chez la souris, l’activation de 
PPARα se traduit également par une réduction PPARα-dépendante des niveaux de protéines 
p50-NFκB et C/EBPβ (Kleemann et al., 2003). Une réduction PPARα-dépendante des 
protéines C/EBPα, β et γ et de c-Jun par le fénofibrate a également été observée dans le foie 
de souris (Gervois et al., 2004). Ces effets combinés conduisent à une réduction par le 
fénofibrate des niveaux plasmatique de CRP chez l’homme (Gervois et al., 2004; Staels et al., 
1998). Des effets similaires ont également été observés sur les concentrations plasmatiques de 
fibrinogène (Gervois et al., 2004; Maison et al., 2002; Staels et al., 1998). L’inhibition 
provoquée par l’activation de PPARα de l’induction par l’IL-6 des fibrinogènes α, β et γ 
semble faire intervenir les mêmes mécanismes (induction de IκBα et, chez la souris, 
inhibition de l’expression des C/EBP et de c-Jun) mais il a également été observé, chez la 
souris, une inhibition PPARα-dépendante de l’expression hépatique du récepteur 
membranaire à l’IL-6 gp80 et de la glycoprotéine gp130 intervenant dans la transduction du 
signal de l’IL-6 et d’autres cytokines de cette famille (Gervois et al., 2004). Cette réduction, 
spécifique au foie, se traduit notamment par une inhibition de la phosphorylation des facteurs 
de transcription STAT3 et c-Jun. Cette inhibition de la voie de signalisation de l’IL-6 
participe à l’effet d’un traitement chronique par un fibrate sur la réponse inflammatoire 
hépatique qui conduit à une diminution globale de la réponse de phase aiguë à l’IL-6 chez la 
souris, comprenant une inhibition de l’induction des fibrinogènes α, β et γ, de la serum 
amyloïde A et de l’haptoglobuline et un blocage de l’inhibition de l’expression de MUP 
(Gervois et al., 2004). Chez l’homme, un traitement de quatre semaines par le fénofibrate 
conduit à une diminution des taux plasmatiques de fibrinogène, de SAA, de CRP, de 
plasminogène et d’α2-macroglobuline ainsi qu’à une légère augmentation de l’albumine 
(Gervois et al., 2004). Un autre mécanisme a également été proposé pour expliquer 
l’inhibition de l’expression du fibrinogène β chez l’homme : l’activation de PPARα 
conduirait à une séquestration du coactivateur SRC-2 (ou TIF2/GRIP1) qui ne pourrait plus 
participer à l’induction du fibrinogène β par C/EBPβ (phénomène de squelching, Gervois et 
al., 2001). Enfin, le niveau d’expression basal de SAA et l’activité basale de NF-κB sont 
élevés dans le foie des souris PPARα-/- (Han et al., 2006) et un traitement par un agoniste de 
PPARα inhibe de manière PPARα-dépendante l’induction de l’expression de la SAA 
provoquée par des cytokines proinflammatoires (Gervois et al., 2004; Han et al., 2006). Enfin, 
les agonistes de PPARα réduisent également les concentrations plasmatiques des cytokines 
proinflammatoires elles-mêmes et notamment celles du TNF-α, de l’IFN-γ et de l’IL-6 
(Madej et al., 1998; Staels et al., 1998). 
 L’ensemble de ces données illustrent le rôle majeur joué par PPARα dans la réponse de 
phase aiguë hépatique qui consiste principalement à limiter la réponse inflammatoire de 
l’organe en interférant négativement avec plusieurs voies de transcription comme NF-κB, AP-
1, C/EBP et STAT. Il est intéressant de constater que ces effets ne semblent pas 
systématiquement limités à l’activation pharmacologique de PPARα mais peuvent également 
s’appliquer aux mécanismes d’activation endogènes du récepteur comme l’illustre par 
exemple l’augmentation de l’expression basale de SAA chez les souris PPARα-/- (Han et al., 
2006), suggérant ainsi un véritable rôle physiologique de PPARα dans le contrôle de 
l’inflammation. Les modifications que PPARα provoque au niveau des protéines sécrétées par 
le foie ont certainement des répercussions systémiques, notamment au niveau de la paroi 
vasculaire et se potentialisent sans doute avec ses effets métaboliques et sur l’inflammation 
locale pour déterminer son action bénéfique vis-à-vis des pathologies cardiovasculaires. Mais 
ses effets sur l’inflammation, ainsi que ses effets métaboliques participent également à son 
action dans d’autres domaines, comme la réparation et la régénération des tissus après une 
blessure ou une ischémie/reperfusion ou encore la réponse de l’organisme à un choc septique 
(pour une synthèse, voir Michalik and Wahli, 2006). La Figure 34 tente de synthétiser les 
principaux effets de PPARα sur l’inflammation aux niveaux vasculaire et hépatique. 
 
 Dans ce chapitre consacré au récepteur PPARα, nous avons développé ses principaux 
sites d’expression, sa régulation au niveau transcriptionnel et la régulation de son activité par 
ses ligands, ses cofacteurs ou par d’autres voies de signalisations. Nous avons développé ses 
principaux rôles qui concernent la régulation du métabolisme et la régulation de 
l’inflammation. Nous avons également régulièrement évoqué ses interactions avec d’autres 
voies de signalisation. PPARα remplit une multitude de fonctions dans l’organisme qui se 
révèlent le plus souvent en réponse à un stimulus particulier comme une infection, une 
blessure, un régime trop riche en graisse, un jeûne, etc. C’est peut-être aussi ce qui participe à 
rendre attirante la recherche sur ce facteur de transcription dont les rôles apparaissent à la fois 
si nombreux et si cachés. Ce chapitre a cependant ses limites alors que la littérature regorge de 
bien d’autres informations sur les fonctions de PPARα qui semblent s’étendre bien au delà de 
ce qui a été présenté ici. En voici quelques unes qui n’ont pas été abordées dans ce manuscrit 
et qui me permettront de fournir au lecteur intéressé quelques références bibliographiques 
complémentaires : 
Les rôles de PPARα dans la prolifération des peroxysomes (Reddy, 2004; Yan et al., 
2005), dans le stress oxydatif (Schrader and Fahimi, 2006; Yeldandi et al., 2000) et dans le 
contrôle de la prolifération cellulaire et de l’apoptose (Roberts et al., 2002; Roberts et al., 
2000; Suga, 2004) n’ont pas, ou peu, été abordés. Ces phénomènes sont très 
vraisemblablement impliqués dans le développement d’hépatocarcinomes (Cattley and 
Roberts, 2000; Michalik et al., 2004; Peters et al., 2005), ce qui semble être une réponse 
relativement spécifique des rongeurs aux activateurs de PPARα mais pose néanmoins 
d’importantes questions dans le cadre du développement de nouveaux agonistes de PPARα à 
visée thérapeutique. Au niveau du fonctionnement normal et pathologique des organes et de la 
physiologie des organismes, les rôles de PPARα dans le tissu adipeux (Mazzucotelli et al., 
2007), dans le rein (Guan, 2004; Izzedine et al., 2004), dans la peau (Icre et al., 2006; 
Michalik and Wahli, 2007), dans le cerveau (Bordet et al., 2006), dans la reproduction 
(Fournier et al., 2007; Froment et al., 2006), plus particulièrement dans la réponse aux 
disrupteurs endocriniens de type phtalates (Corton and Lapinskas, 2005), dans la réparation 
des tissus (Michalik and Wahli, 2006) et dans l’obésité (Costet et al., 1998; Kersten, 2002) 
notamment n’ont pas ou peu été abordés. Ses rôles dans le cœur (Finck, 2007; Huss and 
Kelly, 2004; Schiffrin, 2005) n’ont été que brièvement exposés. 
Enfin, il y a certainement des rôles du récepteur qui restent encore totalement 
inconnus, peut-être parce que les stimuli appropriés n’ont pas été évalués sur les modèles 
animaux disponibles ou bien parce que ces modèles ont leurs limites vis-à-vis des 
extrapolations à l’homme ou à d’autres espèces d’intérêt. 
 Après avoir opéré ce tour d’horizon de la bibliographie qui a servie de base à 
l’élaboration des études conduites dans le cadre de ce doctorat, nous nous intéresserons dans 
le chapitre suivant aux outils qui ont été utilisés et développés pour la réalisation de ces études 
en les plaçant dans le cadre plus général des méthodes d’analyse de l’expression des gènes. 
 
Chapitre III : Méthodes d’analyse de l’expression des gènes 
 
 Nous avons vu que l’étude des RNs fait intervenir de multiples champs disciplinaires 
et une grande variété de techniques. Des études portent sur leur structure, sur leur expression 
et sa régulation, sur leurs interactions avec diverses protéines (dimérisation, autres facteurs de 
transcription, corégulateurs...), sur leurs modifications post-traductionnelles, sur leurs ligands 
et les signaux qui les activent ou les inhibent, sur leur localisation et leur dynamique, sur leurs 
interactions avec l’ADN ou encore sur les régulations transcriptionnelles qu’ils opèrent. C’est 
très majoritairement ce dernier type d’études que nous conduisons. PPARα étant un facteur de 
transcription activé par divers ligands, nous avons souhaité, dans le cadre de ce doctorat, 
acquérir une vue un peu plus large des régulations géniques opérées par ce récepteur et ce 
dans des contextes d’activation variés. Nous nous sommes donc naturellement intéressés aux 
différentes méthodes qui permettent de mesurer l’expression des gènes, cette donnée 
constituant la première résultante de l’activité de PPARα. Dans ce chapitre, nous 
considérerons que mesurer l’expression d’un gène consiste à mesurer l’abondance de l’ARNm 
produit à partir de ce gène à un instant donné. Nous n’évoquerons donc pas les méthodes 
permettant de vérifier qu’une régulation de l’expression d’un gène s’opère bien au niveau 
transcriptionnel comme la transcription sur noyaux isolés (nuclear run-on) ou l’utilisation 
d’inhibiteurs de la traduction (cycloheximide par exemple) et de la transcription 
(actinomycine D par exemple). De même, nous n’évoquerons pas la mesure de l’abondance 
des protéines qui sont pourtant bien des produits de l’expression des gènes. Néanmoins, entre 
l’étape de la transcription qui nous intéresse et la protéine, plusieurs étapes peuvent influer sur 
l’abondance d’une protéine : régulation post-transcriptionnelle par modification de la stabilité 
de l’ARN, modulation de la traduction, modulations post-traductionnelles par modification de 
la stabilité de la protéine. Naturellement, les régulations post-transcriptionnelles peuvent 
également influer sur le lien entre transcription et abondance d’un ARNm mais nous nous 
affranchissons néanmoins des autres étapes évoquées et nous rapprochons donc ainsi d’une 
évaluation plus juste de l’activité du récepteur. Bien entendu, en choisissant cette approche, 
nous acceptons en contrepartie de nous éloigner des conséquences fonctionnelles et 
physiologiques des modulations provoquées par le récepteur. Mais celles-ci ont fait l’objet, 
dans certaines de nos études, d’une évaluation spécifique nécessitant la mise en œuvre de 
techniques et de compétences complémentaires (histologie, dosages de métabolites dans les 
tissus ou le plasma et mesures d’activités enzymatiques en particulier). 
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Figure 35 : Principe général du northern blot
Les dot blot et slot blot utilisent globalement le même principe sauf pour l'étape de migration sur gel. Les 
images de northern blot présentées sont issues d'une étude sur souris C57BL/6J traitées par un agoniste de 
RXR (LGD1069) ou de PPARα (fénofibrate) ou par le véhicule seul (contrôles).  
 Parmi les méthodes de mesure de l’expression génique, on peut distinguer des méthodes 
qui s’adaptent particulièrement bien à l’étude d’un seul gène, éventuellement sur de nombreux 
échantillons et que l’on qualifiera ici de techniques à « bas débit », ce terme s’appliquant au 
nombre de gènes mesurés et pas au nombre d’échantillons et, à l’opposé, les méthodes à 
« haut débit » plus adaptées à l’étude de nombreux gènes mais en général avec des limitations 
sur le nombre d’échantillons que l’on peut analyser. Après avoir présenté les principales 
techniques qui constituent ces deux familles de méthodes en précisant leurs avantages et 
limites, nous présenterons la mise au point de notre puce à ADN INRArray en justifiant les 
choix technologiques réalisés. Nous présenterons ensuite les points essentiels de l’analyse des 
données d’expression génique. Ce chapitre se terminera par une illustration de la mise en 
œuvre de plusieurs méthodes d’analyse statistique sur un jeu de données généré dans le cadre 
de ce doctorat qui a fait l’objet d’une publication de synthèse dans un numéro spécial, dédié 
aux microarrays, du journal de la société française de statistique. 
 
III.1. TECHNIQUES DE MESURE DE L’EXPRESSION GENIQUE A « BAS DEBIT » 
 Parmi les méthodes de mesure de l’expression des gènes, les principales méthodes à bas-
débit sont le northern blot, la protection aux RNases (RNase protection assay ou RPA en 
anglais) et la PCR en temps réel. La PCR dite semi-quantitative a perdu beaucoup de terrain 
dans les laboratoires depuis l’introduction de la PCR en temps réel, principalement pour deux 
raisons : la première est due au fait qu’elle n’est que semi-quantitative et la seconde est que 
pour atteindre ce caractère semi-quantitatif, elle nécessite de nombreuses mises au point. 
Cette technique ne sera donc pas présentée dans ce chapitre. Parmi les trois méthodes 
présentées dans ce chapitre, le northern blot et la PCR en temps réel ont été utilisés dans le 
cadre de ce travail de doctorat et sont donc présentées plus en détail. 
 
 III.1.1. Le Northern Blot 
PRINCIPE GENERAL : 
 Le principe général du northern blot (NB) est illustré en Figure 35. Son nom lui vient du 
Dr Southern qui appliqua pour la première fois une technique similaire à l’ADN, et donna 
ainsi naissance à une famille de méthodes : le southern blot pour l’ADN, le northern blot pour 
les ARN et le western blot pour les protéines, basées sur une séparation par électrophorèse, un 
transfert sur membrane et une hybridation/détection à l’aide d’une sonde spécifique. Les 
ARNs totaux où les ARNm (ou ARN polyA+ car ils comportent une queue polyA) sont 
extraits des tissus ou cellules étudiées. On réalise ensuite une électrophorèse de ces ARNs en 
condition dénaturante (gel d’agarose généralement à 1,2% contenant du formaldéhyde). Le 
gel est ensuite transféré, le plus souvent par capillarité (ou bien sous vide) sur une membrane 
de nylon chargé positivement (qui fixe les acides nucléiques chargés négativement). Cette 
membrane est séchée puis conservée à 4°C au sec jusqu’à son hybridation. Signalons qu’il 
existe une alternative au NB qui consiste à déposer directement sur la membrane de nylon les 
échantillons grâce à un appareil sous vide qui porte des puits (dot blot) ou des fentes (slot 
blot). L’hybridation de la membrane portant les ARNs doit être réalisée à l’aide d’un fragment 
d’ADNc marqué. La séquence de cet ADNc est choisie pour être parfaitement homologue à 
l’ARN dont on souhaite mesurer l’abondance mais ne doit pas provoquer d’hybridation 
croisée avec d’autres transcrits et être donc spécifique de l’ARN étudié. Après avoir 
sélectionné des amorces adéquates, adjacentes au fragment à amplifier, le fragment choisi est 
amplifié par PCR (polymerase chain reaction) à partir d’ARNtotaux ou polyA+. Il est possible 
d’effectuer un marquage directement par PCR en incorporant dans la réaction un 
désoxynucléotide triphosphate (dNTP) marqué (par exemple au 32P dans le cas d’un 
radiomarquage). Sinon, le fragment peut être cloné puis extrait du plasmide par digestion à 
l’aide d’enzymes de restriction et enfin (radio)marqué par amorçage aléatoire (random 
priming) à l’aide du fragment de Klenow de l’ADN polymérase I. Ce fragment possède 
l’activité de réparation de l’ADN (5’-3’ polymérase et 3’-5’exonucléase) de l’ADN 
polymérase I et va donc reconstruire les brins complémentaires en partant des amorces 
aléatoires fixées sur l’ADNc. Les amorces utilisées sont généralement des hexamères dont la 
séquence est aléatoire. L’incorporation d’un dNTP marqué dans la réaction permet l’obtention 
d’une sonde double brin marquée. A la suite de la réaction de marquage, les nucléotides non 
incorporés sont éliminés, généralement par purification sur colonne de Sephadex G50 suivant 
un principe de chromatographie d’exclusion/diffusion. Une fois la sonde d’ADNc marquée 
obtenue, la membrane est hydratée (2X SSC ; 0,5% SDS) puis mise en préhybridation, 
généralement dans un four à hybridation (tubes de borosilicate contenant du tampon 
d’hybridation et placés en rotation dans un four) pendant quelques heures. La sonde marquée 
est ensuite ajoutée au milieu d’hybridation et l’hybridation se déroule durant environ 12h. La 
température d’hybridation dépend généralement du tampon utilisé et peut être ajustée en 
fonction du signal souhaité : une faible température augmentera le signal mais risquera 
d’augmenter le bruit de fond et de provoquer des hybridations croisées alors qu’une 
température plus élevée assurera une meilleure spécificité mais risquera de diminuer le signal. 
Le milieu d’hybridation est ensuite éliminé puis la membrane lavée, dans un premier temps 
avec un tampon peu stringent (2X SSC ; 0,5% SDS) puis éventuellement avec un tampon plus 
stringent (0,2X SSC ; 0,5% SDS, voire avec de l’eau distillée stérile) si le bruit de fond est 
encore élevé (dans le cas d’un radiomarquage à l’[α-32P]dCTP, on peut, avec l’habitude, 
évaluer ce bruit de fond au compteur Geiger). La membrane est ensuite placée entre deux 
feuilles de film Saran et, suivant le type de marquage, lu avec un appareillage adéquat. Dans 
le cas d’un radiomarquage, l’exposition à un écran au phosphore et l’utilisation d’un scanner 
de type Storm (imageur au phosphore) permet l’obtention directe d’une image digitalisée. 
L’image est ensuite analysée par densitométrie pour en extraire une information quantitative 
de l’abondance du transcrit étudié dans les différents échantillons. La membrane peut être 
déshybridée (généralement à 70°C en 0,2X SSC ; 0,5% SDS) et réhybridée jusqu’à 5-6 fois. 
Dans les mêmes échantillons, la mesure de l’expression d’un gène dont on sait qu’il ne varie 
pas en fonction des conditions expérimentales (« gène de ménage » ou « housekeeping 
gene ») permet éventuellement de calibrer les données dans les deux cas suivants : 1) dépôt de 
quantités variables d’ARN d’un puits à l’autre au cours de l’électrophorèse ou 2) dégradation 
différentielle des échantillons d’ARN. Une alternative à l’utilisation d’un gène de ménage 
consiste à ajouter au cours de l’électrophorèse d’ARN totaux (dans le gel ou dans les 
échantillons) du bromure d’éthidium (BET) et à lire le gel sous UV afin de contrôler l’égalité 
des dépôts et l’absence de dégradation différentielle des échantillons via l’observation des 
ARN ribosomiques 18S et 28S. Cette méthode reste néanmoins très qualitative et ne permet 
pas de discerner une faible dégradation des échantillons d’ARN d’une absence de 
dégradation. 
 
AVANTAGES : 
 Le principal avantage du NB, dont les autres techniques que nous présentons ici ne 
bénéficient pas, est la possibilité d’évaluer, à l’aide d’un marqueur de taille approprié, la taille 
du transcrit étudié. Le NB permet également de détecter la présence éventuelle de transcrits 
alternatifs et d’évaluer leurs tailles, ceci uniquement si la séquence de la sonde marquée est au 
moins partiellement partagée par ces transcrits alternatifs. L’utilisation d’autres sondes 
marquées, ciblant d’autres zones des différents transcrits observés, peut également être utile 
pour préciser les zones des transcrits alternatifs qui leur sont spécifiques et les zones dont la 
séquence est commune à tous les transcrits. Le NB est relativement peu sensible à une 
dégradation partielle et modérée des échantillons. De plus, il présente l’avantage de pouvoir 
visualiser aisément les échantillons dégradés qui apparaissent généralement sous la forme de 
bandes dont les contours inférieurs sont moins nets, voire « dégoulinent ». Le NB est une 
méthode quantitative qui a fait ses preuves dans ce domaine, mais il faut veiller de manière 
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Figure 36 : Principe général du dosage par protection aux RNases
L'ARN cible est illustré en rouge. Une sonde d'ARN simple brin antisens de la cible est synthétisée et mar-
quée (*) par transcription in vitro (ici à partir d'un plasmide contenant le fragment d'intérêt en aval du 
promoteur d'une ARN polymérase ADN-dépendante). Cette sonde est hybridée aux ARN totaux avant leur 
digestion par des RNases spécifiques des ARNs simple brin. L'abondance du fragment protégé des RNases 
est ensuite analysée par électrophorèse puis densitométrie. Le schéma illustre l'utilisation d'une unique 
sonde marquée, sauf pour le gel d'électrophorèse où la possibilité d'analyse simultanée de plusieurs trans-
crits est illustrée.
générale à ne comparer que des échantillons qui ont été traités en parallèle, sur un même gel 
d’électrophorèse, en raison des multiples étapes susceptibles d’introduire des biais dans les 
données. Finalement, le NB est une technique peu coûteuse et certains apprécient, peut-être en 
partie sur des critères esthétiques, sa capacité à permettre une « visualisation » des transcrits. 
 
INCONVENIENTS / LIMITES : 
 Les sondes de northern blot font le plus souvent environ 1Kb. Dans ces conditions, 
l’idéal est donc de travailler sur un organisme dont le génome a été séquencé pour être sûr, a 
priori, de la spécificité de la sonde. Dans tous les cas, une séquence au moins partielle du 
transcrit à étudier doit être connue. Dans le cas de familles multigéniques, il peut être difficile 
de trouver un fragment relativement long (de l’ordre de 1Kb) et en même temps spécifique du 
gène d’intérêt. On peut alors recourir à une hybridation d’un fragment plus court, à condition 
d’adapter la stringence du tampon d’hybridation. Il est néanmoins beaucoup plus difficile de 
travailler avec de très courts fragments en NB et on préfèrera se tourner en général vers les 
techniques de RPA ou de PCR en temps réel, plus adaptées à discriminer des transcrits dont la 
séquence est très voisine. La sensibilité du NB est relativement bonne mais elle dépend 
largement du type de marquage effectué, le radiomarquage étant sans doute le plus sensible et, 
dans tous les cas, la sensibilité du NB n’égale pas la sensibilité de la PCR en temps réel ou du 
dosage par protection aux RNases (voir paragraphe suivant). Finalement, le NB est une 
technique relativement lourde à mettre en œuvre qui nécessite au minimum 2,5 jours de 
manipulation en partant des échantillons d’ARN et avant d’obtenir une image, et qui conduit 
souvent à manipuler des produits potentiellement dangereux (BET, formaldéhyde, formamide 
et radioactivité notamment). 
 
 III.1.1. La protection aux RNases 
 Bien que le dosage par protection aux RNases (RNase protection assay ou RPA) n’ait 
pas été utilisé dans le cadre de ce doctorat, il est brièvement présenté ci-dessous car il a été 
assez largement utilisé pour l’étude de l’expression des récepteurs nucléaires (pour des 
applications sur les PPARs, voir par exemple Escher et al., 2001; Vidal-Puig et al., 1997). 
 
PRINCIPE GENERAL : 
 Le RPA est basé sur l’hybridation en milieu liquide d’une sonde d’ARN antisens simple 
brin de taille déterminée à un échantillon d’ARN total, suivie de la digestion de la sonde non 
hybridée et des ARNs non protégés puis de l’analyse sur gel de la bande d’ARN protégée par 
la sonde. Le principe général du RPA est illustré en Figure 36 et comporte les étapes 
suivantes : 
• La synthèse d’une sonde d’ARN antisens simple brin marquée (souvent par 
incorporation d’[α-32P]UTP). Cette étape est généralement réalisée par transcription 
in vitro à l’aide des ARN polymérases ADN-dépendantes issus des bactériophages 
T7 ou SP6 et d’un plasmide contenant un ADNc spécifique cloné en aval du 
promoteur adéquat (SP6 ou T7). La sonde synthétisée couvre généralement quelques 
centaines de bases de l’ARN ciblé. 
• L’extraction des ARN totaux (l’extraction des ARN polyA+ n’étant généralement 
pas nécessaire) des échantillons à étudier. 
• L’hybridation en milieu liquide de la sonde marquée (en excès) aux échantillons 
d’ARN totaux. 
• Le traitement des échantillons avec des RNases spécifiques des ARN simples brins 
(RNases A et T1 par exemple) afin de digérer les sondes non hybridées et les ARN 
qui ne sont pas protégés par la sonde hybridée. 
• L’inactivation des RNases et la purification du fragment protégé. 
• La séparation du ou des fragment(s) protégé(s) par électrophorèse sur gel dénaturant 
de polyacrylamide 
• La détection et la quantification des fragments protégés des RNases par 
l’hybridation de la sonde marquée. Si la sonde est radiomarquée, le gel peut être 
séché et exposé à un écran au phosphore pour une quantification à l’aide d’un 
imageur au phosphore (scanner type Storm). 
 Comme pour le northern blot, la quantification d’un « gène de ménage » permet de 
calibrer l’expression du gène d’intérêt mais avec le RPA, cette quantification peut se faire 
simultanément pour les deux gènes, ce qui n’est pas toujours possible en northern blot si les 
tailles des deux transcrits sont trop proches. La synthèse d’une sonde synthétique d’ARN sens 
de concentration connue peut également être utilisée pour réaliser une quantification absolue 
(réalisation d’une droite de calibration par dilutions sériées). 
 
AVANTAGES : 
 L’utilisation d’une hybridation en milieu liquide rend le RPA plus sensible que le NB et 
donc plus adapté à la quantification des transcrits peu abondants. De plus, elle permet 
l’utilisation d’importantes quantités d’ARNtotal de départ (jusqu’à 100 μg) alors qu’en NB, 
l’utilisateur est souvent limité par la combinaison volume des puits du gel d’électrophorèse / 
concentration initiale des ARNs. Le dosage RPA présente une sensibilité inférieure à la PCR 
en temps réel (voir paragraphe suivant) mais nécessite moins de mises au point et moins 
d’appareillages coûteux que cette dernière. Les dosages RPA sont relativement peu sensibles 
à une légère dégradation des ARNs dans la mesure où le fragment protégé est de taille réduite. 
Cette méthode permet d’analyser simultanément plusieurs transcrits (jusqu’à 5-10 transcrits 
en même temps) à condition de veiller à choisir des sondes de tailles suffisamment différentes 
pour éviter les chevauchements lors de la migration des fragments protégés. Par rapport au 
NB, le RPA est plus apte à discriminer des gènes appartenant à une famille multigénique et 
migrant éventuellement à des tailles similaires en NB, en raison de l’utilisation de sondes plus 
courtes et d’une bonne spécificité du dosage. Enfin, la résolution des gels de polyacrylamide 
permet, en adaptant les sondes RPA (oligonucléotide marqués au [γ-32P]ATP notamment) et 
les nucléases utilisées (nucléase S1 notamment), de définir les extrémités d’un transcrit (sites 
d’initiation et de terminaison de la transcription) ainsi que ses jonctions exon/exon. 
 
INCONVENIENTS / LIMITES : 
 Contrairement au NB, le RPA ne peut pas fournir d’indication sur la taille du transcrit 
analysé. Il peut néanmoins être utilisé pour définir les bornes d’un transcrit d’intérêt, à 
condition de disposer de la séquence génomique correspondante. La mise au point d’un 
dosage en RPA comprend certes moins d’étapes qu’en PCR en temps réel mais l’obtention 
d’une sonde de RPA reste une étape relativement longue qui nécessite la manipulation de 
matériel sensible à la dégradation (ARN simple brin). De plus, les étapes permettant de 
valider la spécificité d’une sonde de RPA sont bien plus longues que les étapes nécessaires à 
la validation de la spécificité d’un couple d’amorces en PCR en temps réel. La mise en œuvre 
d’un dosage RPA validé comporte de nombreuses étapes (hybridation sur plusieurs heures, 
digestion, purifications, migration, éventuellement transfert sur membrane) et s’avère plus 
longue que la réalisation d’un dosage validé en PCR en temps réel (voir paragraphe suivant). 
Enfin, le RPA est une technique qui présente une bonne spécificité, ce qui la rend cependant 
sensible à de subtiles différences de séquence entre la sonde et la cible. 
 
 III.1.3. La PCR en temps réel 
 La PCR en temps réel (real-time PCR ou QPCR pour quantitative PCR) a connu un 
essor considérable au cours de ces dernières années, sans doute en partie en raison de sa 
simplicité de mise en œuvre et de la publicité importante qui a été faite sur sa précision et sa 
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Figure 37 : Principe général de la PCR
La partie haute du schéma illustre les étapes préliminaires de la PCR, choix des amorces compris. Les 
deux premiers cycles de PCR sont présentés.  En général, les cycles de PCR sont précédés d'une dénatu-
ration de quelques minutes à 95°C. Un cycle est constitué de trois étapes : la dénaturation (95°C), l'hybri-
dation des amorces (45-65°C à choisir en fonction de la température de fusion ou Tm des amorces) et la 
polymérisation (72°C). PCR : polymerase chain reaction, Taq : polymérase issue de Thermophilus aquati-
cus. En théorie, si aucun réactif n'est limitant, la PCR génère un doublement de la quantité d'amplicon à 
chaque cycle à partir du 3ème cycle.
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Figure 38 : La courbe de PCR
La courbe de PCR, représentant la quantité d'amplicons produits au cours des cycles de PCR, est présentée 
en échelle linéaire (A.) et en échelle logarithmique (B.). Différentes phases de production des amplicons 
sont distinguées sur ces schémas.
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Figure 39 : SYBR Green et sondes TaqMan
Le SYBR Green (A.) est un agent intercalant de l'ADN qui emet une intense fluorescence uniquement 
lorsqu'il se trouve intercalé entre les bases de deux brins d'ADN hybridés. Plus il y a d'amplicons produits, 
plus il y a de molécules de SYBR Green intercalées et donc plus la fluorescence augmente. La sonde TaqMan 
(B.) porte deux fluorophores appelés Reporter (R) et Quencher (Q). Le minor groove binder (MGB) aug-
mente artificiellement le Tm de la sonde TaqMan et assure ainsi sa fixation complète avant celle des amor-
ces de PCR. Lorsque la sonde intacte est excitée, un phénomène de FRET (fluorescence resonance energy 
tranfer) s'opère entre R et Q et l'émission de Q est mesurée (ou aucune émission dans le cas d'un quencher 
non fluorescent). Lors de la polymérisation, la Taq polymérase déplace et dégrade la sonde TaqMan grâce à 
son activité 5' exonucléase, conduisant à l'éloignement de R et Q et donc à l'arrêt du phénomène de FRET. 
L'émission de fluorescence d'un R correspond ainsi à la synthèse de deux nouveaux brins d'ADN.
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sensibilité. Elle est considérée par de nombreux chercheurs comme la technique de référence 
de mesure de l’expression des gènes. S’il est vrai que c’est, de loin, la technique à bas débit la 
plus rapide à réaliser et que sa sensibilité est également la meilleure, je ne connais néanmoins 
pas d’étude qui ait évalué objectivement et dans des conditions d’utilisation standards par les 
laboratoires, sa précision par rapport aux autres techniques disponibles. Qualifier cette 
technique de méthode de référence, risquerait à mon avis de masquer ses quelques défauts et 
surtout les difficultés qui peuvent être rencontrées par les biologistes pour analyser les 
résultats qui en sont issus. 
 
PRINCIPE GENERAL : 
 Comme son nom l’indique, la PCR en temps réel est basée sur le principe le la PCR 
(Figure 37). En fonction du principe présenté en Figure 37, on peut, en théorie, s’attendre, à 
partir du troisième cycle de la PCR, à observer un doublement de la quantité d’amplicons 
(fragment d’ADN borné par les deux amorces choisies) à chaque cycle. En réalité (voir Figure 
38), la quantité d’amplicon obtenue à chaque cycle, n’augmente de manière exponentielle que 
pendant un certain nombre de cycles, ensuite, l’amplification s’amortie (phase « linéaire » de 
la Figure 38) en raison de la présence d’un réactif qui commence à être limitant au sein du 
mélange réactionnel. Cet amortissement de l’amplification se termine par un plateau au cours 
duquel l’amplification n’a plus lieu en raison de l’absence complète de l’un des réactifs. Le 
premier principe de base de la PCR en temps réel consiste à permettre une quantification de 
l’ADN produit dans le tube à chaque cycle et à générer ainsi une courbe de PCR pour chaque 
échantillon. 
 Pour atteindre cet objectif, plusieurs techniques ont été développées. Nous ne 
présenterons ici que deux méthodes (Figure 39), la première étant sans doute la plus répandue 
et la seconde ayant également été utilisée dans le cadre de ces travaux de doctorat. La 
première méthode (Figure 39A) consiste à utiliser un agent intercalant de l’ADN : le SYBR 
Green dont la fluorescence est très fortement augmentée lorsqu’il est intercalé entre les bases 
de l’ADN. A chaque cycle de PCR, la quantité d’ADN double brin augmente dans le tube et, 
pour peu que la mesure de fluorescence dans le tube soit réalisée au moment opportun où les 
brins d’ADN sont bien associés, le nombre de molécules de SYBR Green intercalées entre les 
bases de l’ADN augmentera en proportion, fournissant ainsi un signal de fluorescence au 
cours de la PCR proportionnel au nombre cumulé d’amplicons produits. L’autre méthode 
(Figure 39B), développée par Applied Biosystems et nommée TaqMan, est basée sur 
l’utilisation d’une sonde nucléotidique simple brin portant à ses deux extrémités deux 
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Figure 40 : Courbes de dissociation en SYBR Green
A la fin des cycles de PCR, la température est augmentée progressivement de 60°C à 95°C, provoquant la 
dénaturation des amplicons qui s'opère principalement autour de la température de fusion (Tm) de l'am-
plicon (température à laquelle 50% des amplicons sont dénaturés). La représentation de la dérivée néga-
tive de la fluorescence  donne un pic dont le sommet correspond au Tm de l'amplicon. L'observation de 
pics précédant le Tm de l'amplicon correspond souvent à la formation de dimères d'amorces (comme 
présenté ici dans l'échantillon contrôle négatif ), alors que l'observation de pics après le Tm de l'amplicon 
correspond généralement à une amplification d'ADN génomique. L'amplification aspécifique d'un autre 
fragment d'ADNc peut également donner un pic supplémentaire si son Tm est suffisamment différent du 
Tm de l'amplicon spécifique.  Les données présentées ici correspondent à l'amplification d'un fragment 
de l'HMG-CoA synthase cytosolique à partir d'ADNc issus de la transcription reverse d'ARN totaux hépati-
ques de souris. Le contrôle négatif est un pool d'ARN totaux qui n'a pas subi de transcription reverse.
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Température (T en °C)
dimères d'amorces
Tm approximatif de l'amplicon
Tm approximatif de l'amplicon
témoin négatif
témoin négatif
fluorophores appelés Reporter (R) et Quencher (Q). Lorsque la sonde est intacte, un 
phénomène de FRET (fluorescence resonance energy transfert) s’opère entre ces deux 
fluorophores judicieusement choisis de manière à ce que la longueur d’onde d’émission de R 
corresponde à la longueur d’onde d’excitation de Q et que leurs spectres d’excitation et 
d’émission respectifs se recouvrent le moins possible. Dans ces conditions, si R est excité, sa 
proximité avec Q va conduire son émission de fluorescence à exciter Q qui va émettre dans sa 
gamme de longueur d’onde d’émission, non superposée avec celle de R. Des quencher non 
fluorescent (NFQ) ont été développés de telle sorte qu’aucun signal n’est enregistré lorsque la 
sonde nucléotidique est intacte. La sonde TaqMan est sélectionnée de manière à ce que sa 
température de fusion (Tm pour Tmelting) soit au moins de 10°C supérieure à celle des 
amorces de PCR. En réalité, la fixation d’une molécule appelée MGB (minor groove binder) à 
la sonde TaqMan élève artificiellement son Tm, facilitant ainsi le choix de la sonde sur une 
gamme de Tm moins restreinte. Au cours de la deuxième étape d’un cycle de PCR 
(hybridation des amorces), la sonde TaqMan va se fixer de manière spécifique sur sa séquence 
complémentaire. Cette fixation sera complète et précèdera toujours la fixation des amorces en 
raison du Tm plus élevé de la sonde TaqMan et du fait que l’étape précédente de PCR était à 
une température supérieure (95°C). Lors de l’étape suivante de polymérisation (72°C pour 
une Taq polymérase classique), la Taq polymérase va rencontrer sur son chemin la sonde 
TaqMan et déplacer puis dégrader cette dernière grâce à son activité 5’-exonucléase. Cette 
dégradation de la sonde TaqMan favorise l’éloignement du reporter et du quencher et élimine 
ainsi le phénomène de FRET. Lorsque l’étape de polymérisation est complète, l’excitation du 
reporter se traduit par une émission de fluorescence correspondant au spectre d’émission du 
reporter. La synthèse de deux nouveaux brins d’ADN, se traduit donc par une augmentation 
du signal de fluorescence correspondant à l’émission d’une molécule de reporter et le signal 
enregistré au cours des cycles de PCR est donc bien proportionnel à la quantité d’amplicons 
synthétisés. 
Ces deux méthodes (SYBR Green et sonde TaqMan) ne sont pas parfaitement 
équivalentes. Le SYBR Green présente l’avantage d’être moins couteux, applicable à tout 
couple d’amorces et de fournir un signal fort, d’autant plus que la taille des amplicons est 
importante. Il présente néanmoins le désavantage de n’être pas spécifique de l’amplicon 
d’intérêt. Si la PCR n’a pas été correctement mise au point, il est possible que les amorces 
forment des dimères, ou bien que de l’ADN génomique soit amplifié ou encore qu’un 
amplicon non spécifique soit amplifié en raison d’une faible spécificité des amorces de PCR. 
Dans ce cas, le signal enregistré ne sera plus proportionnel à la quantité d’amplicons 
spécifiques produits et les résultats s’avèreront ininterprétables. Il est donc crucial lorsque 
l’on travaille en SYBR Green de s’assurer 1) de la spécificité parfaite des amorces, 2) de leur 
incapacité à amplifier de l’ADN génomique (choix des amorces sur deux exons différents 
séparés par un intron de taille conséquente) et 3) de leur incapacité à former des dimères (en 
particulier des dimères 3’-3’ qui risquent de provoquer une amplification des amorces par la 
Taq polymérase). Afin de contrôler ces aspects, il est nécessaire de vérifier l’unicité et la 
longueur appropriée du produit de PCR par migration sur gel. Une autre possibilité 
complémentaire consiste à obtenir une courbe de dissociation de l’amplicon à la suite de la 
PCR (Figure 40). En augmentant progressivement la température dans les tubes de PCR, les 
amplicons sont progressivement dénaturés à un faible niveau jusqu’à de que la température 
s’approche de la température de fusion (Tm) de l’amplicon. A ce moment, la dénaturation des 
amplicons s’accélère pour atteindre 50% d’amplicons dénaturés lorsque le Tm est atteint. La 
dénaturation complète des amplicons est ensuite atteinte lorsque la température continue 
d’augmenter. La dénaturation de l’amplicon provoque la libération du SYBR Green et 
s’accompagne donc d’une diminution de la fluorescence qui peut être enregistrée (Figure 40). 
 
 
La présence de dimères d’amorces ou d’amplicons aspécifiques dont le Tm est suffisamment 
différent du Tm de l’amplicon d’intérêt peut être détectée grâce à cette courbe de dissociation 
via la présence de pics surnuméraires lors de la représentation de la dérivée négative de la 
fluorescence (Figure 40). Contrairement au SYBR Green, si sa séquence a été correctement 
choisie, la sonde TaqMan assure une parfaite spécificité de quantification de l’amplicon 
d’intérêt et le choix des amorces est alors un peu moins critique. Les sondes TaqMan sont 
cependant plus chères et se dégradent plus vite, en particulier lorsqu’elles sont exposées à la 
lumière. Il en résulte une moins bonne répétabilité des PCRs dans le temps par un effet de 
dégradation des sondes. Les sondes TaqMan sont également moins sensibles que le SYBR 
Green car seul un fluorophore émet un signal à chaque synthèse de deux nouveaux brins 
d’ADN. Signalons également que quelques règles simples doivent impérativement être 
respectées pour le choix d’une sonde TaqMan comme l’absence de G (guanine) en 5’ (cette 
base risque de quencher la fluorescence du reporter) ou encore un nombre de G inférieur au 
nombre de C dans la séquence de la sonde (il est toujours possible, le cas échéant, de choisir 
la sonde sur le brin complémentaire). 
En répliquant une même PCR, à partir du même échantillon d’ADNc et des mêmes 
réactifs (réplicats techniques, voir Figure 41), on constate que les courbes de PCR générées se 
superposent bien au niveau de la phase exponentielle mais commencent à diverger les unes 
des autres à partir de la phase linéaire, les plateaux de ces différentes courbes pouvant 
également atteindre des niveaux variables. La phase exponentielle est donc l’étape de la PCR 
à laquelle une quantification fiable peut être réalisée. Dans le cadre de l’étude de l’expression 
d’un gène, une fois les courbes de PCR générées pour chaque échantillon, on définit à partir 
de ces courbes la zone (premiers cycles de la PCR) dans laquelle la fluorescence est inférieure 
au seuil de détection (bruit de fond). Pour chaque courbe, la moyenne des valeurs de 
fluorescence de cette zone est retranchée aux valeurs brutes, fournissant ainsi des courbes 
corrigées pour le bruit de fond. Une fois cette étape réalisée, on fixe un seuil de fluorescence 
qui est choisi de manière à couper toutes les courbes de PCR au niveau de leur phase 
exponentielle (Figure 42). L’intersection des courbes de PCR avec ce seuil définit pour 
chaque échantillon son cycle seuil ou Ct (pour cycle threshold). C’est cette valeur de Ct qui 
va être utilisée pour réaliser les calculs nécessaires à l’obtention de données correspondant à 
l’expression du gène d’intérêt et que nous présentons dans le paragraphe suivant. Comme en 
NB ou en RPA, on mesure généralement en PCR en temps réel l’expression d’un gène dont 
l’expression ne varie pas entre les échantillons afin de calibrer les données dans les cas 
variation de la quantité de matrice de départ (défaut de dosage, dégradation différentielle, 
Nombre de cycles de PCR
Nombre de cycles de PCR
Fluorescence
log(Fluorescence)
Figure 42 : Définition des cycles seuils (Ct)
Une fois les courbes de PCR générées pour chaque échantillon (représentées en échelle linéaire en A et 
en échelle logarithmique en B), un seuil de fluorescence est défini de manière à couper toute les cour-
bes au niveau de leur phase exponentielle. La définition du seuil est plus facile en échelle logarithmique 
(B) où la phase exponentielle apparaît comme une phase linéaire. L'intersection entre chaque courbe de 
PCR et ce seuil définie, pour chaque échantillon, son cycle seuil (ou Ct pour cycle threshold). Les données 
présentées sont issues d'une étude de la répression de la gulonolactone L-oxydase (Gulo) par le fénofi-
brate (sonde TaqMan). 
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défaut de pipetage, etc.). De plus, les données sont également automatiquement calibrées par 
rapport à un fluorophore ajouté dans le mélange réactionnel de PCR ce qui permet de calibrer 
les données en cas de volumes réactionnels légèrement différents d’un tube à l’autre ou de 
variations spatiales dans la qualité de la mesure de fluorescence. 
 
ANALYSE DES DONNEES DE PCR EN TEMPS REEL : 
 Dans le cadre de ce paragraphe, nous nous intéresserons uniquement à l’analyse de 
données de PCR en temps réel pour la quantification (relative ou absolue) de l’expression des 
gènes. 
 Au niveau de la phase exponentielle de la PCR, la courbe de PCR peut être décrite par 
l’équation suivante : 
n
n EXX ×= 0   (Eq 1) 
 
Où :  
• n est le nombre de cycle de PCR (en théorie on devrait plutôt écrire n-2 en raison de la 
particularité des deux premiers cycles de PCR qui ne produisent qu’un seul amplicon à 
la taille attendue par transcrit initialement présent comme présenté en Figure 37, mais 
cette approximation ne change rien au raisonnement et aux calculs ultérieurs) 
• Xn est le nombre d’amplicons présents dans le tube au cycle n 
• X0 est le nombre de copie initiale du transcrit d’intérêt et constitue donc la quantité qui 
nous intéresse en premier lieu. 
• E est l’efficacité de PCR, comprise entre 1 et 2. Si E=1, l’efficacité est nulle et aucune 
amplification ne se produit. Si E=2, l’efficacité est de 100% et l’équation 1 donne 
Xn+1=2.Xn ce qui signifie que, comme la théorie l’indique (Figure 37), on a bien un 
doublement de la quantité d’amplicon à chaque cycle de PCR. Dans certains cas, au 
lieu de considérer E compris entre 1 et 2, on écrit (1+E) où E est compris entre 0 et 1 
et représente réellement l’efficacité de PCR. Par soucis de simplification, j’ai choisi la 
première notation qui limite la taille des formules. 
 
Comme nous l’avons vu précédemment, le seuil de fluorescence ayant été choisi de 
manière à couper les courbes de PCR au niveau de leur phase exponentielle et l’intensité de 
fluorescence mesurée étant bien proportionnelle à la quantité d’amplicon produit, l’équation 1 
Figure 43 : Utilisation d'une courbe standard en PCR en temps réel
Un pool d'ADNc issus de la transcription reverse d'ARNs hépatiques de souris a subi une dilution initiale 
au 1/5ème puis une dilution en série (7 dilutions successives) au 1/2. Une PCR en temps réel sur le gène 
de la gulonolactone L-oxydase (Gulo) a été réalisée en triplicat sur chacune des huits dilutions. Les 
courbes de PCR (échelle logarithmique) et le seuil fixé sont illustré en A. On constate qu'il y a environ 
un cycle d'écart entre chaque dilution au 1/2. Pour la réalisation de la droite de calibration (ou courbe 
standard, B.), la concentration R
0
 de la première dilution (concentration la plus élevée) a été arbitraire-
ment fixée à la valeur 1. La gamme de calibration couvre ici un peu plus de deux ordres de grandeurs 
mais il est généralement préférable de couvrir au moins 4 ou 5 ordres de grandeurs afin d'avoir la 
meilleure estimation possible de la pente de la droite de calibration
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peut être exprimée en intensité de fluorescence et est valable au niveau du Ct et peut donc 
s’écrire comme suit : 
Ct
Ct ERR ×= 0   (Eq 2) 
Où :  
• RCt est la fluorescence sélectionnée comme seuil 
• R0 est la fluorescence initiale, non mesurable car située en dessous du seuil de 
détection 
• E est toujours l’efficacité de PCR comprise entre 1 et 2 
• Ct est la fraction de cycle à laquelle la courbe de PCR croise le seuil 
 
 En retournant l’équation 2 pour exprimer R0 en fonction de RCt, on obtient : 
Ct
Ct ERR
−×=0   (Eq 3) 
 
 Et en passant au logarithme on obtient 
( ) ( ) ( )ECtRR Ct logloglog 0 ×−=   (Eq 4) 
 
 L’équation 4 illustre le lien linéaire qui existe en le log(R0) et le Ct et qui est à la base 
de la construction de droites de calibration (ou courbe standard) en PCR en temps réel. On 
peut ainsi construire des droites de calibration en unités relatives comme présenté en Figure 
43 ou en unité absolue si l’on dispose d’un standard de concentration connue (idéalement un 
ARN produit par transcription in vitro). A partir de ces courbes, on estime par régression 
linéaire les valeurs de la pente et de l’ordonnée à l’origine (et donc de RCt et E) que l’on 
utilise ensuite pour calculer les fluorescences initiales R0, proportionnelles aux nombres 
initiaux de copies X0 du transcrit d’intérêt. En appliquant cette méthode au gène d’intérêt et 
au contrôle endogène (« gène de ménage »), on en déduit aisément la quantité qui nous 
intéresse à savoir : 
0
0
0
0
endo
target
R
T
R
R =
 
Où « target » et « endo » représentent respectivement le gène d’intérêt et le contrôle endogène 
(chacun des gènes devant bien sûr avoir sa propre courbe standard). 
 L’utilisation de courbes standard est basée sur un principe simple, compréhensible par 
le plus grand nombre et les manipulations comme les calculs sont relativement faciles à 
réaliser. De plus, cette méthode permet de gérer le cas où l’efficacité de PCR pour le gène 
d’intérêt est différente de l’efficacité de PCR pour le contrôle endogène. Néanmoins, 
l’utilisation de courbes standard présente également quelques limites et inconvénients. Tout 
d’abord elle fait réaliser un grand nombre de PCR qui n’apportent aucune information 
scientifique pertinente à l’expérimentateur. Ensuite, on peut rencontrer des problèmes 
d’estimation des paramètres de la droite de régression (pente et ordonnée à l’origine) comme 
lors de l’utilisation d’une gamme de concentration trop restreinte (ce qui est courant avec des 
gènes faiblement exprimés pour lesquels les fortes dilutions atteignent rapidement des Ct 
élevés et peu reproductibles), l’utilisation d’un nombre insuffisants de réplicats et la présence 
de points aberrants ou encore la présence d’inhibiteurs de PCR dans les échantillons qui 
affectent différemment l’efficacité de PCR en fonction de leur dilution. Enfin, l’utilisation 
d’une courbe standard ne permet pas de repérer les échantillons qui présenteraient une 
efficacité de PCR aberrante dans la mesure où cette méthode est basée implicitement sur 
l’hypothèse, relativement forte, que l’efficacité de PCR est la même dans tous les tubes. 
 Une autre méthode qui s’affranchit de la réalisation d’une courbe standard a été 
proposée et est connue sous le nom de méthode du 2-ΔΔCt (Livak and Schmittgen, 2001). 
Nous allons voir que cette méthode est également basée sur l’hypothèse que l’efficacité de 
PCR est la même dans tous les tubes et, de plus, que cette efficacité de PCR est la même pour 
le gène d’intérêt et pour le contrôle endogène et est égale à 100% dans les deux cas. Cette 
méthode présente donc des hypothèses plus fortes que la méthode des courbes standard mais 
limite la réalisation de ces courbes uniquement à la phase de mise au point (pour s’assurer, au 
minimum, que les hypothèses avancées sont plausibles). En réécrivant l’équation 3 pour le 
gène d’intérêt (target) et pour le contrôle endogène (endo) on obtient : 
target
target target0
. CtCt ETT =  pour le gène d’intérêt 
endo
endo endo0
. CtCt ERR =  pour le contrôle endogène 
 Et en divisant les deux équations ci-dessus l’une par l’autre, on obtient : 
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target
endo
target
endo
target
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TCt et RCt sont les seuils de fluorescence qui ont été fixés pour le gène d’intérêt et pour le 
contrôle endogène respectivement. Ce sont des constantes, leur rapport est donc une constante 
et si ces seuils de fluorescence ont été choisis égaux pour les deux gènes (ce qui est 
généralement possible mais pas toujours) alors leur rapport vaut 1 ce qui se traduit par : 
 
1)(K   .
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  (Eq 5) 
Où K est une constante, éventuellement égale à 1. 
 
De l’équation 5, on peut extraire la quantité qui nous intéresse (T0/R0), ce qui donne : 
target
endo
target
endo
0
0 . Ct
Ct
E
EK
R
T =   (Eq 6) 
 
 Si les efficacités de PCR pour les deux gènes mesurés sont égales, i.e. si 
Etarget=Eendo=E, alors l’équation 6 devient : 
CtCtCt EKEK
R
T Δ−− == .. targetendo
0
0
  (Eq 7) 
Où ΔCt = Cttarget - Ctendo 
 
 Si, de plus, l’efficacité de PCR vaut 100% et donc que E=2, alors l’équation 7 
devient : 
CtK
R
T Δ−= 2.
0
0
  (Eq 8) 
Ce qui signifie que l’on peut calculer le rapport T0/R0 à une constante près et que cette 
dernière vaut 1 si les seuils de fluorescence ont été choisis égaux pour les deux gènes 
mesurés. En utilisant ce calcul (Eq 8) pour chaque échantillon, on obtient donc une mesure de 
l’expression de notre gène d’intérêt calibré par rapport au contrôle endogène 
 Dans le cas particulier où l’on dispose de données appariées et de seulement deux 
groupes d’échantillons (par exemple un plan expérimental de type avant/après une exposition 
à une perturbation quelconque), alors on peut utiliser la méthode présentée dans (Livak and 
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Figure 44 : Effets de l'efficacité sur la courbe de PCR
A partir de l'équation de la courbe de PCR au cours de la phase exponentielle (X
n
=X
0
.En), trois séries de 
données ont été générées. Pour une efficacité de PCR de 100% (E=2), le nombre de transcrit initiaux (X
0
) a 
été fixé à 10 (courbe noire) ou à 20 (courbe rouge), conduisant à un écart d'un cycle entre les courbes de 
PCR rouge et noire. Pour 10 transcrits initiaux (X
0
=10), l'efficacité de PCR a été fixée à 100% (E=2, courbe 
noire) ou à 95% (E=1,95, courbe verte). On constate qu'au bout de 25-27 cycles, une baisse de 5% de l'effi-
cacité conduit également à un écart d'un cycle entre les courbes de PCR noire et verte (voir l'agrandisse-
ment de la zone 20-28 cycles).
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Schmittgen, 2001) dont le principe consiste à diviser l’équation 8 pour le groupe « après » par 
l’équation 8 pour le groupe « avant » pour obtenir : 
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  (Eq 9) 
 Les principaux avantages de la méthode du 2-ΔΔCt (ou du 2-ΔCt) sont la rapidité des 
calculs et la facilité à les automatiser ainsi que le fait que les hypothèses qu’elle postule 
conduisent à ne réaliser qu’une seule fois les courbes standard. Ces hypothèses sont 
néanmoins très fortes comme nous l’avons souligné, ce qui limite l’applicabilité de la 
méthode. L’approximation d’une efficacité de 95% par une efficacité de 100% a des 
conséquences importantes comme l’illustre un exemple simple en Figure 44 ce qui souligne le 
fait que la vérification expérimentale des hypothèses de cette méthode doit faire l’objet d’une 
attention rigoureuse. Enfin, comme pour les courbes standard, cette méthode ne permet pas de 
détecter la présence d’un échantillon qui présenterait une efficacité de PCR aberrante ou 
extrême. 
 L’hypothèse que l’efficacité de PCR est la même dans les différents tubes, hypothèses 
sous-jacente aux deux méthodes que nous venons de présenter, a rapidement fait l’objet de 
remises en cause, surtout dans la mesure où, comme illustré en Figure 44, une faible variation 
de l’efficacité (5%) peut avoir des conséquences non négligeables sur la quantification (dans 
notre exemple, un facteur de 2, soit un cycle d’écart entre les courbes de PCR au bout de 25-
27 cycles). De plus, l’enregistrement des données permettant de générer les courbes de PCR 
(intensité de fluorescence à chaque cycle et pour chaque échantillon) autorise l’estimation de 
l’efficacité de PCR pour chaque échantillon comme nous allons le voir à présent. Si l’on ne 
considère que la phase exponentielle de la PCR et comme la fluorescence mesurée est bien 
proportionnelle à la quantité d’amplicons produits, on peut remplacer X (nombre 
d’amplicons) par R (mesure de fluorescence) dans l’équation 1 pour obtenir : 
n
n ERR ×= 0   (Eq 10) 
Où : 
• n est le nombre de cycle (n appartenant à la phase exponentielle de la PCR) 
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Figure 45 : Estimation de l'efficacité à partir d'une courbe de PCR
Une courbe de PCR est présentée en échelle linéaire (A.) et en échelle logarithmique (B.). Une série de 7 
points de mesure appartenant vraisemblablement à la phase exponentielle (sélection manuelle des 
points) a été colorée en jaune. L'équation de la courbe de PCR au niveau de la phase exponentielle est 
indiquée sur les deux graphiques. En échelle logarithmique (B.), il est possible d'ajuster une droite sur les 
points de mesure appartenant à la phase exponentielle dont les estimations de la pente et de l'ordon-
née à l'origine fournissent respectivement des estimations de l'efficacité E et de la fluorescence initiale 
R
0
. Les traits pointillés verts illustrent la méthode proposée par Peirson et al. (NAR, 2003, 31:e73) pour 
déterminer le milieu de la phase exponentielle.
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• Rn est la fluorescence mesurée au cycle n 
• R0 est la fluorescence initiale, non mesurable car située en dessous du seuil de 
détection 
• E est l’efficacité comprise entre 1 et 2 
En transformant l’équation 10 en logarithme, on obtient : 
( ) ( ) ( )EnRRn logloglog 0 ×+=   (Eq 11) 
 L’équation 11 illustre le lien linéaire qui existe entre le log de la fluorescence et le 
nombre de cycles au niveau de la phase exponentielle. En représentant une courbe de PCR en 
échelle logarithmique, ce lien est évident comme illustré en Figure 38 ou en Figure 45. Il est 
donc possible, si l’on connaît les bornes exactes de la phase exponentielle de la PCR, 
d’ajuster, par régression linéaire par exemple, une droite sur les données de log(fluorescence) 
en fonction des cycles comme illustré en Figure 45. L’estimation de la pente d’une telle droite 
donnerait une estimation de log(E) et donc de l’efficacité et l’estimation de l’ordonnée à 
l’origine de cette droite fournirait même directement une estimation de log(R0), donc de la 
fluorescence initiale, non mesurable, qui est proportionnelle à la quantité initiale de transcrit 
X0. L’ajustement d’une telle droite ne posant aucun problème en soit, la problématique se 
résume donc à identifier quels sont les points de mesure qui appartiennent effectivement à la 
phase exponentielle et donc qui suivent l’équation n°11. Plusieurs approches ont été 
proposées dans la littérature pour détecter de manière automatique les points de mesure 
appartenant à la phase exponentielle de la courbe de PCR. L’une d’entre elle a donné lieu au 
développement d’une macro Excel nommée LinRegPCR (Ramakers et al., 2003). 
L’algorithme itératif proposé par Ramakers et al. est relativement élaboré et propose de 
détecter par deux méthodes différentes le point initial de la phase exponentielle et le dernier 
point appartenant à cette phase afin de définir une « fenêtre de linéarité » contenant au 
minimum 4 points de mesure et au maximum 6 et fournissant la droite ajustée dont le 
coefficient de détermination R2 est maximum et dont la pente est proche du maximum 
possible (Ramakers et al., 2003). Sans rentrer dans trop de détails techniques, la détection du 
point initial de la phase exponentielle est basée sur une série d’ajustements linéaires réalisés 
sur les points initiaux de la PCR (premiers cycles de la PCR) dont les points de mesure sont 
rajoutés dans le modèle de manière itérative et dont l’influence sur la pente de la droite de 
régression est mesurée par le biais d’un test sur les résidus studentisés du modèle. La 
détection du dernier point de la phase exponentielle est, elle, basée sur l’ajustement d’un 
modèle à quatre paramètres sur la courbe de PCR dont le maximum de la dérivée seconde 
indique la fin de la phase exponentielle. Cette méthode relativement compliquée semble 
donner de bons résultats dans la majeure partie des cas mais une inspection visuelle de la 
sélection des points et des ajustements des droites restent préconisée par les auteurs 
(Ramakers et al., 2003). Une autre méthode, bien plus simple et basée sur des observations 
empiriques a cependant été proposée (Peirson et al., 2003) et semble également donner de 
bons résultats. Peirson et al. (Peirson et al., 2003) proposent de définir le milieu de la phase 
exponentielle comme étant situé, sur la courbe de PCR en échelle logarithmique, à mi-
distance entre le plateau et le bruit de fond (Figure 45B). Le bruit de fond (Rnoise) est estimé 
via l’écart-type des signaux issus des dix premiers cycles de PCR et le plateau (Rmax) via le 
maximum de fluorescence enregistré. Le point M situé entre ces deux valeurs est donc calculé 
via la formule : 
( )noisenoise RRRM −+= max2
1
  (Eq 12) 
 Comme les données sont en fait en logarithme, l’équation 12 s’écrit en réalité : 
( ))log()log(
2
1)log()log( max noisenoise RRRM −+=   (Eq 13) 
 Ce qui se simplifie par la formule fournie par les auteurs (Peirson et al., 2003) : 
noise
max
noise R
RRM ×=   (Eq 14) 
 Une fois, le milieu de la phase exponentielle défini, les auteurs proposent de 
sélectionner tous les points dont l’intensité est comprise dans une gamme couvrant un ordre 
de grandeur autour du point M en imposant la sélection de trois points de mesure au 
minimum. Cette méthode a également fait l’objet du développement d’un classeur Excel dédié 
à l’analyse des données de PCR en temps réel et dénommé DART-PCR (Peirson et al., 2003). 
Bien que ces deux méthodes fournissent des résultats qui semblent le plus souvent 
satisfaisants d’après notre expérience, l’inspection individuelle des courbes de PCR reste 
nécessaire dans tous les cas pour s’assurer de la sélection correcte des points de mesure. Une 
fois les points sélectionnés, une régression linéaire est effectuée sur ces points fournissant 
ainsi des valeurs de R0 et de E. L’intérêt évident de ces méthodes est de permettre à 
l’utilisateur d’identifier des échantillons présentant une efficacité de PCR aberrante ou du 
moins extrême par rapport aux autres échantillons (présence éventuelle d’inhibiteurs de PCR, 
problème dans la manipulation des échantillons, etc.). Finalement, la question se pose de 
savoir si les estimations individuelle de E (ou de R0) doivent être utilisées telles quelles et 
donc si elles sont fiables. L’utilisation directe de ces valeurs a été proposée par Ramakers et 
al. (Ramakers et al., 2003) mais les essais que nous avons effectués sur des régulations 
d’expression provoquées par le fénofibrate et bien décrites dans la littérature (données non 
présentées) nous ont montré que la fiabilité des estimations de E (et de R0) est en réalité très 
faible, ce à quoi on pouvait s’attendre en considérant le faible nombre de points de mesure 
(entre 3 et 6-8 points généralement) utilisés pour l’ajustement de la droite de régression. 
L’utilisation directe des valeurs individuelles conduit à une explosion de la variabilité des 
données, incompatible avec la détection de la moindre régulation d’expression génique. 
L’approche proposée par Peirson et al. (Peirson et al., 2003) nous semble en revanche plus 
pragmatique. Les estimations individuelles de l’efficacité de PCR sont utilisées pour tester par 
analyse de variance s’il existe ou non des différences d’efficacité significatives au sein des 
groupes (nécessité de réaliser des réplicats techniques pour effectuer ce test qui permet de 
détecter la présence éventuelle d’échantillons aberrants au sein des groupes) et entre les 
groupes expérimentaux. En l’absence d’effets intra- et inter-groupes significatifs, les auteurs 
suggèrent d’utiliser pour tous les échantillons, une valeur d’efficacité unique égale à la 
moyenne des efficacités de PCR estimées sur chaque courbe. D’après notre expérience, 
néanmoins limitée à quelques mois, de cette méthode, les résultats apparaissent parfaitement 
cohérents avec une méthode par courbes standard et avec les données publiées sur plusieurs 
régulations géniques provoquées par le fénofibrate. L’avantage évident de cette méthode est 
d’éviter la réalisation de courbes standard par le biais d’une utilisation plus complète des 
données de fluorescence enregistrées. Un autre avantage est l’applicabilité quasi-universelle 
de cette méthode dans la mesure où l’efficacité de PCR n’est pas considérée a priori comme 
égale dans tous les tubes. 
 D’autres méthodes, non évoquées ici, ont également été proposées dans la littérature 
pour définir les points appartenant à la phase exponentielle et/où pour déterminer les valeurs 
individuelles des efficacités de PCR. A ma connaissance, aucune de ces méthodes ne 
s’affranchit néanmoins de l’inspection individuelle des courbes de PCR et aucune n’a encore 
fait l’objet du développement d’un package pour un logiciel de statistique comme R (www.r-
project.org) par exemple, permettant éventuellement de motiver de nouveaux développements 
autour de l’analyse des données de PCR en temps réel par la communauté des statisticiens. 
Nous construisons actuellement un package R implémentant les méthodes présentées dans ce 
mémoire afin d’engager une réflexion sur l’analyse de ce type de données dans le cadre d’un 
groupe de travail toulousain sur l’analyse statistique des données de transcriptomiques (plus 
d’informations sur www.lsp.ups-tlse.fr/Programmes/Biopuces/ et une série de diapositives sur 
le choix des amorces de PCR en temps réel et l’analyse des données disponible sur 
www.lsp.ups-tlse.fr/Programmes/Biopuces/Publications/PDF/pmartin_26_03_07.pdf). 
 Comme nous venons de le présenter, plusieurs options s’offrent au biologiste pour 
analyser ses données de PCR en temps réel. Elles sont généralement basées sur des 
hypothèses dont il convient d’évaluer la vraisemblance et toutes supposent en particulier 1) 
que la fluorescence enregistrée est bien proportionnelle à la quantité d’amplicons produits et 
2) que le seuil de fluorescence a été correctement fixé de manière à couper toutes les courbes 
de PCR au niveau de leur phase exponentielle. Alors que la seconde hypothèse relève d’une 
simple manipulation, généralement triviale, effectuée par l’utilisateur sur son logiciel 
d’analyse, la première hypothèse relève essentiellement d’un choix judicieux des amorces de 
PCR (en SYBR Green) ou de la sonde TaqMan. Il convient donc de ne pas sous-estimer 
l’importance du choix et de l’optimisation de la concentration des amorces lors du 
développement d’un dosage par PCR en temps réel. Finalement, si les calculs présentés dans 
ce paragraphe apparaitront certainement au lecteur mathématicien d’un niveau élémentaire, 
l’expérience (la mienne du moins) montre que la plupart de ces concepts sont loin d’être 
maîtrisés par la plupart des utilisateurs de la PCR en temps réel et que cette technique se 
diffuse bien plus vite que la compréhension des bases théoriques de l’analyse des données qui 
en sont issues, posant ainsi naturellement des questions sur la validité d’une part non 
négligeable des observations rapportées dans la littérature. 
 
AVANTAGES : 
 Les principaux avantages de la PCR en temps réel sont sa sensibilité inégalée, liée 
essentiellement à la sensibilité de la PCR elle-même, et sa simplicité et rapidité de mise en 
œuvre. En termes concrets, en partant d’un couple d’amorces, même non validé, et 
d’échantillons d’ARN en nombre raisonnable (≤ 96 si on travaille en plaque 96 puits), il est 
parfaitement possible en une seule journée de parvenir à un résultat sur la mesure de 
l’expression d’un gène d’intérêt (à condition que la validation du couple d’amorces se passe 
sans difficulté majeure, ce qui est le cas dans la majorité des situations lorsque l’on travaille 
avec un organisme séquencé et que l’on porte une attention particulière au choix des 
amorces). La PCR en temps réel est par ailleurs relativement peu sensible à une dégradation 
modérée des échantillons d’ARN dans la mesure où les fragments amplifiés sont de courte 
taille (généralement inférieurs à 150 pb). Elle est cependant plus sensible à la présence 
d’inhibiteurs de PCR (impuretés ou traces de solvants dans les ARNs extraits). La PCR en 
temps réel est la technique de choix pour l’analyse de l’expression de transcrits alternatifs ou 
de gènes appartenant à des familles multigéniques puisque une différence d’une seule base 
localisée à l’extrémité 3’ d’une des amorces peut être suffisante pour discriminer par PCR 
deux séquences nucléotidiques très proches. Nous ne l’avons pas évoqué ici, mais la PCR en 
temps réel est également utile pour d’autres applications comme des études de génotypage 
(détection de polymorphisme sur un seul nucléotide ou SNPs), ou la mesure du nombre de 
copie d’un gène dans un génome. Enfin, cette technique a fait l’objet de miniaturisations qui 
permettent de réaliser des PCR dans un volume de 2 µL, autorisant ainsi son application pour 
des études à moyen- voire à haut-débit et sur des échantillons rares et disponibles en quantité 
très limitée. 
 
INCONVENIENTS / LIMITES : 
 La PCR en temps réel requiert l’achat d’un appareil dédié à cette technique dont le 
coût n’est pas négligeable. De plus, nous avons souligné que l’analyse des données qui en 
sont issues n’est pas des plus évidentes et peut être source de confusion. Le choix des amorces 
étant critique en PCR en temps réel, la disponibilité d’une séquence du gène d’intérêt, voire 
du génome complet de l’organisme étudié constituent un net avantage mais il est toujours 
possible de pallier à l’absence de ces informations par des approches expérimentales. Enfin, 
contrairement au NB, la PCR en temps réel ne fournit pas d’indication sur la taille du transcrit 
analysé ou la présence insoupçonnée de transcrits alternatifs. 
 
 En conclusion, il existe un assez large panel de méthodes de mesure de l’expression 
des gènes pour les études à « bas-débit », présentant toutes des avantages et des limites que 
j’ai tenté de mettre en évidence dans ce paragraphe, mais ces méthodes n’autorisent pas une 
exploration large, voire quasi-complète, du transcriptome (le premier niveau résultant de 
l’expression du génome), contrairement aux méthodes que nous allons présenter dans le 
paragraphe suivant. 
 
 
III.2. TECHNIQUES DE MESURE DE L’EXPRESSION GENIQUE A « HAUT 
DEBIT » 
 Les techniques présentées dans ce paragraphe visent à mesurer de manière simultanée 
l’abondance d’une large part, voire de la totalité des ARN messagers présents dans un 
échantillon biologique à un instant donné, c’est à dire à évaluer l’expression des gènes à 
l’échelle du transcriptome. On peut globalement classer ces techniques en trois familles 
Figure 46 : Principe général de la méthode SAGE
La méthode SAGE (Serial Analysis of Gene Expression) est basée sur le principe qu'une courte étiquette 
(ou tag) de 9 à 14 bases de longueur est suffisante pour identifier de manière quasi-certaine la nature 
du transcrit dont cette étiquette provient. La méthode SAGE utilise la concaténation de tags pour 
permettre une analyse à haut-débit de l'occurence des tags issus des différents transcrits du génome. La 
description des différentes étapes est détaillée dans le corps du texte.
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(Breyne and Zabeau, 2001) : 1) les méthodes basées sur l’isolation et le comptage de courtes 
séquences d’ADNc issues des transcrits (les « tags ») comme la méthode SAGE (Serial 
Analysis of Gene Expression), 2) les méthodes basées sur une amplification par PCR de sous-
populations d’ARN messagers comme le differential display et 3) les méthodes basées sur 
l’hybridation d’un mélange complexe d’ARNs marqués sur un microréseau (microarray) 
constitué d’un support solide sur lequel des fragments spécifiques de chaque transcrit ont été 
déposés ou synthétisés in situ en des positions définies (les « spots »). Dans ce chapitre, nous 
présenterons brièvement les deux premières familles de techniques, avec leurs avantages et 
leurs limites, et nous attarderons sur la technologie des microarrays qui a été utilisée dans le 
cadre de ce doctorat. 
 
 III.2.1. Les méthodes basées sur le séquençage d’étiquettes (ou tags) 
 Les techniques appartenant à cette famille sont basées sur le principe qu’une courte 
séquence nucléotidique (une « étiquette » ou un « tag », long d’environ 10-14 bases) contient 
suffisamment d’information pour identifier de manière quasi-certaine le gène dont cette 
séquence provient, à condition que le tag provienne toujours de la même position au sein de 
chaque transcrit. La méthode SAGE (pour Serial Analysis of Gene Expression) est sans doute 
la plus connue et la plus utilisée des méthodes utilisant ce principe (Velculescu et al., 1995) et 
sera donc présentée ci-dessous. 
 
PRINCIPE GENERAL DE LA METHODE SAGE : 
 La méthode SAGE est illustrée en Figure 46 et se déroule selon les étapes suivantes : 
• Les ARNs messagers sont extraits de l’échantillon biologique étudié 
• Ils subissent ensuite une transcription reverse en présence d’oligodT biotinylés 
• Les ADNc obtenus sont ensuite soumis à une digestion par une endonucléase de 
restriction particulière appelée « enzyme d’ancrage » ou anchoring enzyme 
(exemples : Nla III, Sau 3A1, Rsa I). Ces enzymes reconnaissent un site de restriction 
de 4 pb (5’-CATG pour Nla III par exemple) qui est donc fréquent dans les transcrits 
(en moyenne, un tel site est présent tous les 44 = 256 pb dans une séquence aléatoire). 
Il résulte de cette digestion que près de 80% de l’ADNc va être coupé et séparé de la 
queue polyA/oligodT biotinylée située en 3’ et que presque tous les transcrits 
contenant cette queue vont posséder la séquence CATG à leur extrémité 5’ sous la 
forme d’une extrémité cohésive et toujours localisée au plus près possible de la queue 
polyA/oligodT. 
• Les fragments d’ADNc contenant la queue polyA/oligodT en 3’ sont ensuite purifiés à 
l’aide de billes magnétiques recouvertes de streptavidine et séparés en deux pools. 
• Chaque pool subit une ligation à son extrémité cohésive avec un adaptateur (linker en 
anglais). Le premier pool subit une ligation à l’adaptateur A et le second à l’adaptateur 
B. Ces adaptateurs possèdent 1) une extrémité cohésive complémentaire de la 
séquence CATG, reconstituant ainsi le site de restriction de l’enzyme Nla III (ou autre 
séquence si une autre enzyme est utilisée), 2) une séquence spécifique unique 
correspondant à une amorce de PCR et 3) la séquence de reconnaissance d’une 
enzyme d’étiquetage (tagging enzyme en anglais comme par exemple Bsm FI qui 
reconnait la séquence 5’-GGGAC). 
• Chaque pool subit alors une digestion par l’enzyme d’étiquetage choisie. Ces enzymes 
(également appelées endonucléases de restriction de type IIS), coupent à une distance 
définie (jusqu’à 20bp) de leur site de reconnaissance asymétrique en formant des 
extrémités franches. Cette digestion conduit ainsi à la libération des billes magnétiques 
de fragments contenant l’adaptateur (A ou B selon le pool) suivi d’un court fragment 
d’ADNc appelé étiquette ou tag et dont la taille fixe dépend de l’enzyme d’étiquetage 
utilisée. 
• Les deux pools A et B subissent ensuite une ligation de manière à former des 
« ditags » (ou étiquettes doubles) encadrés à leurs deux extrémités par les adaptateurs 
A et B respectivement. 
• Ces ditags sont ensuite amplifiés par PCR avec des amorces spécifiques des 
adaptateurs A et B. 
• Les ditags amplifiés subissent ensuite une digestion par l’enzyme d’ancrage 
(anchoring enzyme) afin de les libérer de leurs adaptateurs localisés à leurs extrémités. 
• Les ditags sont ensuite isolés et concaténés par ligation (jusqu’à une cinquantaine de 
ditags peuvent être ainsi concaténés) puis clonés. 
• Les concatémères sont enfin séquencés et une analyse bioinformatique permet de 
détecter les séquences de reconnaissance de l’enzyme d’ancrage (CATG si Nla III a 
été utilisée) qui encadre chaque étiquette double, d’identifier les étiquettes et de 
dénombrer leurs occurrences. La fréquence d’occurrence de chaque tag fournit ainsi 
un profil d’expression des transcrits qui peut être comparé entre différentes situations 
(traités vs non traités par exemple). 
 La méthode longSAGE est une adaptation de la méthode SAGE (Saha et al., 2002) qui 
génère des tags plus longs (17 pb hors séquence de 4 pb du site de restriction de Nla III) et 
permet ainsi d’améliorer l’identification des transcrits à partir des bases de données. Par 
ailleurs, une autre méthode appelée MPSS pour Massively Parallel Signature Sequencing 
(Brenner et al., 2000a; Brenner et al., 2000b) utilise un principe similaire à la méthode SAGE, 
basé sur le séquençage de tags localisé dans la partie 3’ des transcrits (pour une description 
animée de cette méthode, voir le site www.lynxgen.com). Les principales améliorations 
apportées par la méthode MPSS sont une augmentation du débit de séquençage lié au 
développement d’une méthode propriétaire (Brenner et al., 2000a) conduisant à une meilleure 
détection des gènes dont le niveau d’expression est faible ainsi qu’une augmentation de la 
longueur des tags, comme en LongSAGE, facilitant ainsi l’identification des transcrits dont 
les tags sont issus à partir des bases de données (pour une comparaison aux autres méthodes 
d’étude du transcriptome, voir Reinartz et al., 2002). Une expérience de SAGE génère 
typiquement plus de 50000 tags alors qu’une expérience de MPSS peut générer plus de 10 
millions de tags, fournissant ainsi une couverture bien plus large du transcriptome (Brenner et 
al., 2000a). 
 
AVANTAGES : 
 Le principal avantage des méthodes basées sur le séquençage de tags est leur capacité à 
identifier de nouveaux gènes car ces méthodes ne reposent pas sur la connaissance a priori de 
la séquence complète du génome étudié. C’est particulièrement vrai pour les méthodes 
LongSAGE et MPSS qui génèrent des tags plus longs. Un tag dont la séquence ne correspond 
à aucune autre séquence dans les bases de données est vraisemblablement issu d’un transcrit 
ou d’un exon alternatif qui n’a pas encore été décrit. La séquence du tag peut ainsi être 
utilisée pour rechercher la séquence complète du transcrit en l’utilisant comme sonde pour 
cribler une banque d’ADNc ou encore comme amorce dans une expérience de RACE-PCR 
(Rapid amplification of cDNA ends) ou de GLGI (Generation of longer 3’ cDNA fragments 
from SAGE tags for gene identification, Chen et al., 2000; Silva et al., 2004a). En l’absence 
d’hybridation dans leurs protocoles respectifs, ces méthodes s’affranchissent également des 
problèmes d’hybridation croisée, rencontrés fréquemment pour les familles multigéniques ou 
les transcrits alternatifs. Alors que la méthode SAGE ne peut se targuer d’une sensibilité 
suffisante pour l’analyse des transcrits faiblement exprimés en raison du séquençage d’un 
nombre limité de tags, la méthode MPSS assure, elle, ou couverture suffisamment large du 
transcriptome permettant en théorie d’étudier des transcrits présents à seulement 1 à 3 copies 
Figure 47 : Principe général du Differential Display
Le differential display est basé sur l'amplification sélective de sous-populations d'ARNmessagers par 
transcription reverse (RT) puis PCR. Les fragments issus de ces amplifications sont séparés sur gel de 
séquençage et ceux présentant une abondance différente entre les échantillons sont ensuite analysés 
individuellement pour établir leur identité et confirmer les régulations observées. Les séquences des 
amorces classiquement utilisées pour la RT et la PCR sont indiquées dans les cadres bleus. Les deux 
étapes de sélection de sous-population sont également mises en évidence. La description des différen-
tes étapes est détaillée dans le texte. Par soucis de simplification, un nombre réduit de bandes et d'ARNm 
ont été représentés sur cette figure. 
organes / cellules
traités vs contrôles
transgénique vs type sauvage
...
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+
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Amplicons issus d'ARNm
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et réamplification
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par cellule. Enfin, un autre avantage majeur de ces méthodes basées sur le séquençage de tags 
est le format digital dans lequel les données sont générées. Dans la mesure où les données 
sont exprimées en fréquence d’occurrence des transcrits, elles peuvent être facilement 
intégrées à des bases de données et comparées directement avec d’autres expériences 
produites par la communauté des utilisateurs de ces méthodes. 
 
INCONVENIENTS / LIMITES : 
 S’il est certain que ces méthodes peuvent s’appliquer à des organismes non séquencés, 
l’exploitation des données est malgré tout nettement améliorée par la qualité des bases de 
données génomiques disponibles. Suite à une analyse de type SAGE ou MPSS sur un 
organisme dont le génome n’est pas séquencé, l’identification des transcrits, la confirmation 
de leur expression différentielle, et l’étude de l’impact biologique de cette régulation restent 
généralement fondés sur une approche gène-par-gène. L’identification des transcrits a partir 
des tags générés par ces méthodes peut également se heurter à de nombreuses barrières 
comme un tag correspondant à une séquence hautement répétitive dans le génome, la présence 
de sites alternatifs de polyadénylation des ARNm ou d’épissages alternatifs localisés dans la 
partie 3’ des transcrits ou encore la présence de SNP affectant soit le site de coupure de 
l’enzyme « d’ancrage » soit le tag lui-même. Heureusement, des bases de données facilitant 
l’identification des transcrits à partir des tags et prenant en compte ces aspects ont été créées 
(Boon et al., 2002; Silva et al., 2004b), mais elles sont actuellement limitées aux modèles 
d’étude eucaryotes les plus répandus : l’homme et la souris. Par ailleurs, une proportion, 
néanmoins faible (de l’ordre de 1%, Boon et al., 2002), de transcrits ne présentent pas de site 
de coupure pour l’enzyme d’ancrage choisie et ne peuvent donc être analysés par ces 
méthodes. L’utilisation de plusieurs enzymes d’ancrage différentes permet, en théorie, de 
pallier largement à ce problème, mais complique tellement la mise en œuvre des méthodes 
qu’elle n’est que rarement appliquée. D’autres problèmes techniques peuvent également être 
rencontrés comme par exemple le fait que la température peut influencer la longueur des 
fragments générés par les enzymes d’étiquetage. Enfin, les inconvénients majeurs de ces 
méthodes sont leur coût et le temps nécessaire à leur mise en œuvre. La réalisation de 
centaines voire de milliers de PCR et de séquençages pour chaque échantillon biologique 
limite naturellement la diffusion de ces techniques à des laboratoires ou plateformes qui se 
dédient généralement à ces applications. Le monopole détenu par la société Lynx 
Therapeutics sur la réalisation de la technique MPSS est un bon exemple de la diffusion très 
limitée de ces technologies. 
  III.2.2. Les méthodes basées sur l’amplification de sous-populations d’ARNm 
 Une autre famille de méthode est basée sur l’amplification par transcription reverse 
puis PCR de sous-populations d’ARN messagers issus d’un mélange complexe d’ARNm 
extrait d’un échantillon biologique. Les sous-populations sont ensuite étudiées par une 
migration sur un gel de séquençage (gel dénaturant de polyacrylamide), offrant une résolution 
suffisante pour l’étude de larges populations d’ADN (résolution compatible avec l’étude 
d’environ une centaine de fragment par piste dont la taille ne doit pas excéder 500-600 pb). 
Les bandes apparaissant à des intensités différentes entre les groupes d’échantillons analysés 
sont ensuite extraites du gel, clonées et séquencées afin d’identifier les transcrits dont elles 
proviennent. Les premières méthodes utilisant ce principe ont été introduites en 1992 sous les 
noms de differential display (ou tri d’ARNm en français, Liang and Pardee, 1992) et de 
arbitrarily-primed PCR (AP-PCR, Welsh et al., 1992). Plusieurs développements de méthodes 
basées sur le même principe ont ensuite été entrepris conduisant à l’introduction du cDNA-
AFLP (Amplified restriction fragment length polymorphism, Bachem et al., 1996) ou encore 
de la méthode du GeneCalling par la société CuraGen (Shimkets et al., 1999) Cette dernière 
technique a notamment été utilisée pour étudier l’effet d’agonistes de PPARα (Gould 
Rothberg et al., 2001) et de PPARγ (Way et al., 2001). Nous présenterons ci-dessous le 
principe général de la technique du differential display et les adaptations apportées par 
certaines méthodes alternatives puis discuterons les avantages et limites de cette famille de 
techniques. 
 
PRINCIPE GENERAL DE CES TECHNIQUES : 
 Le principe général du differential display est illustré en Figure 47 et comporte les 
étapes suivantes : 
• Les ARNs messagers sont extraits de l’échantillon biologique étudié 
• Une transcription reverse est effectuée sur ces ARNm, en présence d’un oligodT 
comportant deux bases supplémentaires en 3’ (amorce de type 5’-T12XY-3’ où X est 
l’une des 3 bases A, C ou G et où Y est l’une des quatre bases A, T, G ou C) qui 
déterminent ainsi la sous-population des ARNm qui vont être reverse transcrits (ceux 
qui portent les deux bases complémentaires de l’oligodT en position 5’ de leur queue 
polyA). Cette étape permet de sélectionner une sous-population correspondant en 
moyenne au 1/12ème de la population d’ARNm présente dans l’échantillon biologique 
étudié (car il y a 3x4=12 possibilités pour la combinaison des bases XY). L’utilisation 
d’oligodT plus longs mais ne contenant qu’une seule base additionnelle en 3’, 
proposée ultérieurement (Liang et al., 1994), semble améliorer les résultats du 
differential display, notamment en diminuant l’amorçage en plusieurs points de 
transcrits contenant des séries de A dans leurs séquences et en atténuant le « smear » 
observé sur les gels de séquençage qui est lié à une contamination par des oligodT des 
amorces T12XY où Y est la base T au cours de la synthèse de tels oligonucléotides. De 
plus, l’utilisation de telles amorces simplifie nettement la procédure de differential 
display en séparant la population des ARNm en trois sous-populations (Figure 47) au 
lieu de douze. 
• Les sous-populations d’ADNc ainsi obtenues sont ensuite amplifiées par PCR en 
présence du même oligodT utilisé à l’étape précédente et d’une amorce aléatoire 
longue d’une dizaine de bases. L’incorporation d’un nucléotide marqué au cours de 
cette étape permettra la visualisation des bandes sur le gel de séquençage. La fixation 
de l’amorce aléatoire doit se faire à une distance inférieure à 500-600 bases de la 
queue oligodT et cette distance doit être distribuée de manière aléatoire entre les 
différents ADNc afin que les différents amplicons soient de tailles différentes et 
puissent être séparés et visualisés sur un gel de séquençage. Pour cela, il faudrait en 
théorie une amorce longue de 6-7 bases pour s’assurer qu’elle ait une forte probabilité 
de se fixer à une séquence complémentaire localisée dans les 500 bases de l’extrémité 
5’ de l’ADNc et qu’elle amplifie des sous-populations de l’ordre de 50 à 100 ADNc 
(Liang and Pardee, 1992) mais des amorces de taille inférieure à 10 bases fonctionnent 
mal en PCR. On utilise donc des amorces de 13 bases de long dont seules les 7 bases à 
l’extrémité 3’ sont aléatoires et dont l’extrémité 5’ contient une séquence fixe 
AAGCTT correspondant au site de restriction de HindIII qui peut également être 
ajouté en 3’ de la queue oligodT pour faciliter le clonage ultérieur des fragments 
identifiés comme différentiellement exprimés (Figure 47, Liang et al., 1994). Cette 
séquence constante en 5’ fournit en moyenne 1,5 bases complémentaires à la séquence 
à laquelle l’amorce aléatoire va se fixer, assurant ainsi une fixation suffisante (entre 8 
et 9 bases) de l’amorce au cours des premiers cycles de la PCR. Il existe environ 
16000 séquences différentes de 7 pb (47=16384 exactement) et l’extrémité 3’ d’un 
ADNc longue de 600 bases contient environ 600 sites de reconnaissance des ~16000 
amorces possibles. Chaque amorce a donc une probabilité d’environ 4% 
(600/16000~0,04) de reconnaître un ARNm donné. Deux amorces aléatoires distinctes 
auront une probabilité de reconnaître un ARNm donné de 1-(0,96)2=7,8%. 
L’utilisation de 80 amorces distinctes de séquence aléatoire permettent ainsi de 
détecter un ARNm donné avec une probabilité de 1-(0,96)80=96%. Pour les trois sous-
populations d’ADNc produites au cours de l’étape précédente, cela conduit donc à 
réaliser un total de 80x3=240 réactions de PCR par échantillon afin de couvrir la quasi 
totalité des ARNm du transcriptome. 
• Les sous-populations d’amplicons ainsi obtenues subissent ensuite une électrophorèse 
sur gel de séquençage afin de séparer les amplicons et d’identifier ceux qui présentent 
une abondance différente entre les échantillons étudiés. 
• Les bandes d’intérêt sont ensuite découpées du gel, extraites et réamplifiées avec la 
même combinaison d’amorces que celle utilisée dans les étapes précédentes. Les 
amplicons obtenus peuvent alors être clonés, séquencés où utilisés pour cribler une 
banque d’ADNc ou réaliser un northern blot dans le but de confirmer leur expression 
différentielle et de déterminer de quels transcrits ils proviennent. 
 La principale modification introduite à cette méthode par l’AP-PCR (Welsh et al., 
1992) est l’utilisation d’amorces aléatoires lors de la synthèse de l’ADNc par transcription 
reverse double brin à faible stringence fournissant ainsi une séquence localisée à l’intérieur de 
l’ARNm au lieu d’une séquence localisée en partie 3’ des transcrits. 
 La méthode du cDNA-AFLP (pour des protocoles détaillés, voir Bachem et al., 1998; 
Breyne et al., 2003), également basée sur le même principe général, est réalisée via les 
grandes étapes suivantes : 
• Les ARNm sont extraits des échantillons puis reverse transcrit en présence d’oligodT 
biotinylés 
• Les ADNc obtenus subissent une double digestion par des endonucléases de 
restriction, libérant ainsi des fragments internes aux transcrits qui subissent ensuite 
une ligation avec deux adaptateurs permettant une préamplification par PCR de la 
population de fragments à l’aide d’amorces spécifiques de ces adaptateurs. 
• Une PCR utilisant des amorces homologues aux adaptateurs et contenant une ou deux 
bases aléatoires à leur extrémité 3’ (16x16=256 combinaisons possibles d’amorces 
contenant 2 nucléotides aléatoires en 3’) permet d’amplifier sélectivement des sous-
populations de fragments issus des transcrits qui sont ensuite séparées sur gel de 
séquençage afin de sélectionner les clones différentiellement représentés entre les 
échantillons pour leur étude ultérieure. L’utilisation d’amorces marquées 
(radiomarquage) permet la détection des fragments sur le gel. 
 L’utilisation éventuelle de plusieurs couples différents d’endonucléases de 
restriction, permet, en théorie, de bien couvrir la quasi-totalité du transcriptome. C’est 
d’ailleurs la stratégie utilisée par la méthode du GeneCalling (Shimkets et al., 1999) qui 
utilise également des amorces modifiées (l’une couplée à un fluorophore pour la détection et 
l’autre à de la biotine pour la purification), homologues aux adaptateurs, pour assurer une 
détection automatisée des fragments issus des transcrits suite à leur séparation sur gel de 
polyacrylamide. Le couplage de cette méthode à une base de données des longueurs des 
fragments attendus par digestion avec les enzymes de restriction utilisées, sur la base des 
séquences disponibles, permet également une identification directe des transcrits connus, 
évitant ainsi une part substantielle des étapes d’identification des transcrits différentiellement 
exprimés et permettant à l’utilisateur de se concentrer sur les nouveaux transcrits. 
 
AVANTAGES : 
 Ces différentes méthodes dispose d’une bonne sensibilité (améliorée par la 
préamplification dans les méthodes cDNA-AFLP et GeneCalling) et d’une bonne spécificité 
via l’utilisation de la PCR. L’identification des transcrits à partir des bases de données de 
séquence disponibles est plus facile qu’avec les méthodes basées sur les tags en raison de 
l’obtention d’une séquence plus longue pour chaque transcrit (de l’ordre de 100 à 500 pb le 
plus souvent). Ces méthodes ont, de plus, un coût relativement faible, notamment car elles ne 
nécessitent pas l’achat d’appareillages coûteux mais utilisent essentiellement des techniques 
couramment pratiquées dans les laboratoires de biologie moléculaire (RT-PCR, digestion 
enzymatique, ligation, clonage, électrophorèse, séquençage). De manière similaire aux 
méthodes basées sur les tags, la disponibilité d’informations complètes de séquençage du 
génome de l’organisme étudié n’est pas un pré-requis pour ces techniques qui permettent 
théoriquement l’identification de nouveaux transcrits, mais elle améliore néanmoins 
nettement l’exploitation des résultats. 
 
INCONVENIENTS / LIMITES : 
 Bien qu’assez simples à mettre en œuvre en raison de la maîtrise courante des 
protocoles utilisés par ces technologies, ces méthodes ne permettent d’obtenir un profil du 
transcriptome de haute résolution qu’au prix d’une multiplication des combinaisons 
d’amorces et/ou d’enzymes de restriction utilisées. Par exemple, de l’ordre de 150 à 300 PCR 
par échantillons sont ainsi nécessaires à l’obtention d’un profil quasi-complet des transcrits 
par differential display ou cDNA-AFLP. Par ailleurs, bien que des précautions soient 
normalement prises (nombre limité de cycles de PCR notamment), l’introduction d’étapes de 
PCR dans ces méthodes risque toujours d’altérer le caractère quantitatif de ces techniques 
(voir paragraphe III.1.3 sur la PCR en temps réel) et éventuellement de générer plus de faux 
positifs (présence de SNPs conduisant à l’absence d’amplification d’un fragment dans certains 
échantillons par exemple). A part peut-être pour la méthode du GeneCalling, la lourdeur des 
étapes de confirmation des régulations et de l’identification des transcrits conduit 
généralement à la génération d’un nombre très limité de données, altérant ainsi 
considérablement le débit et le caractère « pangénomique » de ces méthodes. Lorsque l’on 
s’adresse, de plus, à un système déjà bien étudié, comme par exemple les régulations géniques 
opérées par le récepteur PPARα, une large part du temps de l’expérimentateur sera 
naturellement consacré à la redécouverte de régulations déjà décrites dans la littérature et la 
part d’informations nouvelles risque d’être très réduite. Enfin, contrairement aux méthodes 
présentées dans le paragraphe précédent (III.2.1.), ces techniques ne permettent pas une 
intégration directe des données générées dans des bases de données et d’exploiter ainsi 
aisément les informations obtenues par une communauté d’utilisateurs. 
 
 En conclusion, il me semble que l’on peut qualifier les deux familles de méthodes 
présentées dans les paragraphes III.2.1. et III.2.2. de techniques « exploratoires » du 
transcriptome dans la mesure où elles permettent à l’utilisateur de s’affranchir d’une 
connaissance exhaustive du génome de l’organisme étudié et lui permettent de découvrir 
l’existence et la régulation de gènes totalement nouveaux. D’autres méthodes d’exploration 
du transcriptome n’ont pas été présentées ici comme l’hybridation soustractive ou encore le 
séquençage systématique d’ESTs (Expressed Sequence Tags) car ces méthodes me semblent 
plus limitées dans leur diffusion en raison de la lourdeur de leur mise en œuvre. J’invite donc 
le lecteur intéressé à consulter des synthèses comparant ces méthodes à celles présentées ici 
(voir par exemple Ruan et al., 2004; Soares, 1997). Nous allons voir que la troisième famille 
de méthodes d’étude du transcriptome présentée dans le paragraphe suivant : les puces à 
ADN, se distingue de ces techniques principalement par la nécessité d’une connaissance a 
priori des informations de séquence des transcrits que l’on souhaite étudier ainsi que par leur 
facilité et rapidité d’utilisation conduisant à la génération d’un volume considérable de 
données obtenues sur des nombres plus conséquents d’échantillons. 
 
  III.2.3. Les puces à ADN 
 Les puces à ADN, apparues aux alentours de 1995 (pour quelques exemples précoces 
de mise en œuvre, voir notamment Bernard et al., 1996; DeRisi et al., 1997; Gress et al., 
1992; Lockhart et al., 1996; Nguyen et al., 1995; Schena et al., 1996; Zhao et al., 1995), ont 
considérablement modifié la façon dont les chercheurs ont abordé l’étude du transcriptome 
(pour des synthèses précoces sur le sujet, voir Jordan, 1998; Lipshutz et al., 1999; Schena, 
1996). Le développement de ces nouveaux outils n’a été rendu possible que grâce aux vastes 
projets de séquençage complet des génomes car le principe même de cette technique utilise 
l’information disponible sur les séquences des transcrits de l’organisme étudié (voir ci-
dessous). Ainsi, l’apparition de ces techniques a été considérée comme une avancée majeure 
dans le domaine que l’on qualifie souvent de post-génomique ou de génomique fonctionnelle. 
D’une analyse exploratoire du transcriptome, permettant essentiellement à des laboratoires 
non spécialisés dans des méthodes comme la SAGE, de découvrir quelques régulations 
géniques, les puces à ADN ont permis à de très nombreuses équipes (souvent par le biais de 
plateformes dédiées à ces techniques mises en place aux niveaux nationaux ou locaux, en 
France principalement par le biais des génopoles) de générer des jeux de données couvrant la 
quasi-totalité du transcriptome et de mesurer ainsi véritablement à haut-débit le niveau 
d’expression de la majeure partie des gènes du génome. On peut donc considérer qu’il s’agit 
d’une méthode « d’analyse ou de mesure du transcriptome » par opposition aux méthodes que 
nous avons précédemment qualifiées « d’exploratoires ». 
 
PRINCIPE GENERAL DES PUCES A ADN : 
 La technique des puces à ADN ou microarrays (Figures 48 et 49) est globalement 
basée sur un principe opposé à celui du dot blot présenté brièvement au paragraphe III.1.1. 
Pour chaque gène dont on connait la séquence, un fragment du transcrit correspondant est 
sélectionné à partir des bases de données de façon à ce qu’il soit le plus spécifique possible du 
transcrit. Une ou des sondes sont dessinées dans ce fragment qui peuvent être soit des ADNc 
(donc double brin), soit des oligonucléotides (simple brin) dont la taille varie d’une vingtaine 
(puces de la société Affymetrix) à 60-70 bases. Chaque sonde ainsi sélectionnée est soit fixée 
soit synthétisée in situ (puces à ADN des sociétés Affymetrix ou Agilent) sur un support 
solide (membrane de nylon ou lame de verre greffé le plus souvent). Ce support solide qui 
comporte des centaines, voire aujourd’hui des milliers ou des dizaines de milliers, de zones 
bien délimitées et localisées appelées les « spots » contenant chacune un fragment d’ADN 
Figure 48 : Principe général des puces à ADN (simple couleur)
Les puces à ADN utilisent un principe globalement opposé à celui du dot-blot mais miniaturié. Un grand 
nombre de fragments d'ADN spécifiques des différents transcrits du génome sont déposés ou synthéti-
sés in situ en des points définis (les spots) d'un support solide (nylon ou lame de verre généralement). 
Les puces à ADN ainsi produites sont ensuite hybridées avec les échantillons d'ARN qui ont subit un mar-
quage (radiomarquage ou fluorescence le plus souvent) et sont issus des différents échantillons biologi-
ques. Arès une série de lavages, les puces sont lues à l'aide d'un scanner de haute résolution et les images 
résultantes sont analysées pour en extraire l'intensité de chaque spot ainsi qu'une série de données 
complémentaires. 
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spécifique d’un transcrit constitue ce que l’on nomme une puce à ADN. On distingue 
classiquement les microarrays possédant une très forte densité de spots (plusieurs centaines à 
plusieurs milliers de spots par cm2) des macroarrays, généralement réalisés sur membrane de 
nylon et possédant une moindre densité (de l’ordre de la centaine de spots par cm2). Les 
ARNtotaux ou polyA+ extraits des échantillons à étudier sont marqués par diverses méthodes 
que nous évoquons ci-après de manière à ce que chaque transcrit soit représenté, sous forme 
marquée (radiomarquage ou utilisation de fluorophores) en proportion de sa quantité initiale 
dans l’échantillon. Ces échantillons (souvent appelés cibles comme recommandé dans The 
Chipping forecast, 1999, Nature Genetics, 21, suppl.) sont ensuite hybridés aux puces à ADN 
qui subissent ensuite des lavages pour réduire les signaux aspécifiques et sont enfin scannées 
(en fonction de la méthode de marquage des échantillons, les techniques les plus utilisées sont 
l’écran au phosphore puis l’imageur au phosphore ou l’utilisation d’un scanner de 
fluorescence à haute résolution). Les images obtenues sont ensuite analysées par des logiciels 
dédiés pour extraire en particulier les intensités de chaque spot. 
 
ELEMENTS DE DETAIL DES DIFFERENTES ETAPES : 
 Les premières puces à ADN étaient en fait constituées de banques de clones bactériens 
(chaque clone contenant un ADNc cloné dans un plasmide) déposées par un robot sur une 
membrane de nylon et lysées directement sur la membrane. Par la suite, cette méthode de 
dépôt robotisé a été conservée mais miniaturisée pour augmenter la densité et réduire la taille 
des dépôts. L’utilisation de clones bactériens a part ailleurs laissé la place à l’utilisation de 
produits de PCR issus de l’amplification par des amorces universelles des ADNc clonés dans 
les plasmides ou bien à l’utilisation d’oligonucléotides longs (60-70mers) synthétisés 
chimiquement. Le principal défaut de la méthode par dépôt robotisé est la formation de spots 
de forme irrégulière et présentant souvent un aspect en anneau (parfois appelé effet « donut » 
en référence au pain brioché du même nom). L’utilisation d’aiguilles fonctionnant par le biais 
de systèmes piézoélectriques de manière similaire à une imprimante jet d’encre et donc sans 
contact avec le support solide semble limiter en partie cet effet. Deux sociétés ont également 
développé des méthodes de synthèse in situ des oligonucléotides qui permettent l’obtention de 
spots bien plus réguliers. La société Affymetrix utilise une méthode de photolithographie pour 
synthétiser des oligonucléotides courts (~15-20mers) in situ sur lame de verre (pour une 
synthèse, voir Lipshutz et al., 1999). Les puces Affymetrix possèdent une vingtaine 
d’oligonucléotides (appelés PM pour Perfect Match) pour chaque transcrit ainsi que, pour 
chacun de ces oligonucléotides, un oligonucléotide de séquence identique dont seule une base 
Figure 49 : Principe des puces à ADN double couleur
L'utilisaton de lames de verre pour le dépôt des sondes spécifiques des transcrits permet la marquage 
de deux ARNs à comparer à l'aide de fluorophores différents (cyanines 3 -Cy3- et 5 -Cy5-). Les deux 
échantillons à comparer sont hybridés sur la même puce qui est alors lue aux deux longueurs d'onde 
d'émission des deux fluorophores utilisés. Les images présentées ici proviennent d'une hybridation de 
pools d'ARN totaux de foie de souris C57BL/6J traitées (Cy3) ou non (Cy5) avec du fipronil réalisée par 
notre équipe sur une lame Agilent Whole mouse genome 44K scannée sur un scanner Axon 4100A 
(résolution 5µm, PMT 532=500, PMT635=600) à la plateforme biopuces du Génopôle de Toulouse et 
analysée avec le logiciel GenPix Pro 6.0. En haut et en bas de l'image fusionnée, on distingue deux spots 
nettement verts correspondant à des gènes vraisemblablement induits au niveau hépatique par le 
Fipronil. 
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centrale de l’oligonucléotide a été mutée (appelés MM pour MisMatch). Ces derniers sont 
utilisés pour évaluer la présence d’hybridation non spécifique et les méthodes initiales 
d’analyse de ces puces suggéraient d’utiliser la somme normalisée des différences de signaux 
(PM-MM) pour mesurer l’abondance du transcrit correspondant. Le développement de 
méthodes de modélisation utilisées notamment pour la normalisation et la détection des 
oligonucléotides aberrants (voir notamment Speed, 2003, pp 1-20) remplacent aujourd’hui ces 
calculs initiaux et les méthodes les plus récentes s’affranchissent même complètement de 
l’utilisation des données issues des oligonucléotides MM (implémentée dans le package affy 
de Bioconductor, Gentleman et al., 2004; méthode RMA pour robust multi-array average 
Irizarry et al., 2003; Parmigiani, 2003, pp 102-119). Le choix d’une méthode pour rendre 
compte du niveau d’expression des gènes à partir des données fournies par les puces 
Affymetrix peut être guidé grâce à la mise en place d’un site internet 
(affycomp.biostat.jhsph.edu/) comparant différentes méthodes sur des jeux de données dont 
les régulations géniques sont connues (Cope et al., 2004) via l’utilisation d’ARN spikes (voir 
paragraphe III.3.2 pour leur définition). La société Agilent Technologies, issue de la société 
Hewlett Packard, a, quant à elle, valorisée son expérience dans le domaine des imprimantes à 
jet d’encre en adaptant cette technologie à la synthèse in situ d’oligonucléotides longs sur des 
lames de verre (Hughes et al., 2001). Leur technologie permet la formation de spots dont 
l’intensité est bien plus homogène que lors d’un dépôt robotisé et autorise aujourd’hui des 
densités considérables (plus de 240000 spots actuellement et bientôt de l’ordre de 106 spots 
sur une lame de verre de 2,5cm x 7,5cm, voir www.chem.agilent.com). 
 Plusieurs techniques de marquage des ARNs ont également été développées pour 
assurer à la fois un lien de proportionnalité avec la composition du mélange complexe d’ARN 
de départ et un marquage suffisant permettant d’assurer une bonne détection des ARNs, 
même faiblement exprimés, sans pour autant saturer trop les signaux des gènes fortement 
exprimés. La technique sans doute la plus simple, utilisée dans le cadre de nos expériences, 
consiste à partir d’une quantité appréciable d’ARN total (de l’ordre de quelques µg, 
l’utilisation d’ARN polyA+ est également parfaitement possible, mais d’après les quelques 
essais que nous avons pu faire cela n’améliore pas sensiblement la qualité des résultats 
obtenus) et de faire subir à ces ARNs une transcription reverse (RT) en présence d’un 
nucléotide marqué (de l’[α-33P]dCTP dans nos expériences mais un marquage fluorescent est, 
en théorie, également possible). Pour cette étape, il est courant d’utiliser une transcriptase 
reverse fonctionnant à une température relativement élevée (42°C comme les SuperScript II 
ou III par exemple commercialisées par Invitrogen et utilisées dans nos protocoles) ce qui 
permet de limiter la formation de structures secondaires au sein des ARNs et augmente ainsi 
le rendement de la transcription reverse. Deux choix pour l’amorçage de la RT s’offre à 
l’utilisateur : soit des oligodT, soit des amorces aléatoires (hexamères aléatoires par exemple). 
En théorie au moins, l’avantage des oligodT est de ne faire subir une RT qu’aux 
ARNmessagers car seuls ceux-ci comportent une queue polyA et donc pas aux ARN 
ribosomiques qui représente la large majorité des ARN totaux ou aux divers petits ARNs 
(ARN de transfert ou microARN par exemple). En pratique, nous avons constaté qu’une RT 
en présence uniquement d’oligodT sur un échantillon d’ARN total nous permettait de mesurer 
l’expression d’un ARN ribosomique mitochondrial : l’ARN ribosomique 16S dont le signal 
sur nos puces à ADN était encore très fort malgré l’absence d’une queue polyA à l’extrémité 
3’ de cet ARN (PGP Martin, données non présentées). L’étude de la séquence de cet ARN 
(région 1094-2675 de la séquence V00711) révèle  la présence de plusieurs régions contenant 
des séries de A (cinq régions contenant 5 A d’affilée, trois régions contenant 6 A d’affilée et 
une région en contenant 7 d’affilée) susceptibles de constituer des zones d’amorçage par le 
biais d’oligodT et d’expliquer ainsi la transcription reverse de cet ARN non messager. A 
l’opposé, l’utilisation d’oligodT est susceptible de poser principalement deux problèmes : 
1. le premier est que, en particulier pour les transcrits longs, il n’est pas garanti que la 
partie 5’ du transcrit ait été correctement reverse transcrite en raison de sa distance 
importante du site d’initiation de la transcription reverse. Ce problème est d’autant 
plus critique si les fragments d’ADN présents sur la puce à ADN n’ont pas été 
spécifiquement sélectionnés pour être localisés systématiquement dans la région 3’ des 
transcrits à étudier. 
2. le second est lié au fait que l’ensemble des produits issus de cette méthode de 
marquage contiennent une queue oligodT. Ces produits de marquage vont donc avoir 
la tendance à se fixer sur toute série de A, même relativement courte, présente sur la 
puce à ADN, que ce soit au niveau d’une séquence présente dans un spot (hybridation 
aspécifique) ou au niveau de l’ADN  utilisé pour bloquer les sites de fixation 
aspécifique (classiquement de l’ADN de sperme de saumon) situés autour des spots 
(formation d’un bruit de fond élevé). Cet effet, qualifié parfois « d’effet polyA » a été 
rapidement identifié (voir par exemple Nguyen et al., 1995) et peut par exemple être 
corrigé soit par l’utilisation d’amorces aléatoires (voir ci-dessous), soit par une 
préincubation du produit de marquage avec des oligonucléotides constitués de série de 
A (dA80) qui bloquent ainsi les queues oligodT. 
 Alternativement, il est possible d’utiliser un mélange complexe d’amorces courtes (6 à 
8 bases généralement) dont la séquence est aléatoire. L’amorçage de la transcription reverse 
se fera alors en différents points sur chaque transcrit et produira des fragments plus courts 
qu’avec des oligodT mais couvrant à coup sûr la totalité de la séquence des transcrits (région 
5’ comprise). Dans le cadre du développement de la puce à ADN INRArray, constituant la 
partie méthodologique de ce doctorat, nous avons conduit plusieurs essais pour évaluer 
l’intérêt d’utiliser des oligodT et/ou des amorces aléatoires (PGP Martin, résultats non 
présentés). N’ayant pas sélectionné des sondes nucléotidiques spécifiques localisées dans les 
régions 3’ des transcrits, nous nous sommes naturellement orientés initialement sur 
l’utilisation d’amorces aléatoires. Nos essais ultérieurs ont mis en évidence que pour certains 
spots (probablement ceux localisés vers la partie 3’ des transcrits comme nous avons pu le 
noter pour certains d’entre eux sans pour autant réaliser une analyse complète sur toute la 
puce), les résultats étaient améliorés par l’utilisation d’oligodT. A l’opposé, les signaux 
d’autres spots étaient fortement diminués par l’utilisation d’oligodT par rapport aux amorces 
aléatoires. Le dernier protocole de marquage mis en place dans notre équipe (et utilisé en 
routine depuis 2005) utilise donc finalement à la fois des amorces aléatoires et des oligodT 
pour la reverse transcription, car nous avons pu montrer que cela nous permettait d’obtenir 
toujours les signaux maximum (par rapport à l’utilisation de seulement l’un des deux types 
d’amorces) pour l’ensemble des spots et ce sur des tests portant sur plusieurs échantillons 
d’ARN hépatiques (PGP Martin, données non présentées). 
 Initialement, les premières expériences réalisées sur membranes de nylon, qui 
n’autorisent pas un marquage par fluorescence en raison de la fluorescence intrinsèque du 
nylon, ont utilisé des nucléotides marqués au 32P (voir par exemple Bernard et al., 1996; Gress 
et al., 1992; Nguyen et al., 1995; Zhao et al., 1995). Le principal défaut de ce radioisotope est 
sa forte énergie d’émission (Emax de l’émission β = 1710 KeV) qui conduit le signal obtenu à 
diffuser de manière significative (parcours des émissions β dans le verre =3,4 mm et dans le 
plexiglas =6,3 mm), provoquant ainsi des chevauchements de signaux à proximité des spots 
les plus intenses. L’utilisation du 33P qui possède une moindre énergie d’émission β (249 
KeV) permet de pallier en grande partie à ces défauts et conduit ainsi à une diffusion plus 
limitée du signal (parcours des émissions β dans le verre =0,3 mm et dans le plexiglas =0,5 
mm) et donc à une meilleure résolution des images. De plus, la demi-vie plus longue du 33P 
(25,6 jours contre 14,3 jours pour le 32P) permet son stockage à un peu plus long terme et une 
perte de signal négligeable lors d’expositions longues (3-5 jours) à l’écran au phosphore. 
Ultérieurement, l’utilisation de lames de verre pour déposer ou synthétiser in situ les 
fragments complémentaires des transcrits a permis l’utilisation de nucléotides couplés à des 
fluorophores dans l’étape de marquage des ARNs. Les plus fréquemment utilisés sont les 
cyanine 3-CTP ou dCTP (Cy3-CTP : pics d’excitation=550 nm et d’émission=568 nm) et 
cyanine 5-CTP ou dCTP (Cy5-CTP : pics d’excitation=650 nm et d’émission=668 nm). 
L’utilisation de ces deux fluorophores dont les spectres ne se chevauchent presque pas permet 
d’hybrider sur une même lame deux échantillons différents (hybridation compétitive, voir 
Figure 49) permettant ainsi à l’utilisateur de s’affranchir en partie de la variabilité liée à la 
fabrication de la puce et d’éviter les problèmes liés à la présence de matériel limitant au sein 
des spots. Les lames sont ensuite scannées aux deux longueurs d’onde appropriées 
(généralement λ=635 nm pour la Cy-5 et λ=532 nm pour la Cy-3) à l’aide d’un scanner de 
haute résolution. On parle dans ce cas là de puces en double couleur par opposition aux 
puces en simple couleur sur lesquelles un unique échantillon est hybridé. 
 D’autres améliorations ont également été apportées au protocole de marquage des 
ARNs. En particulier, il a rapidement été observé que les nucléotides marqués aux Cy3 et Cy5 
ne s’incorporaient pas de manière équivalente dans les séquences nucléotidiques notamment 
en raison de l’encombrement stérique un peu plus important de la Cy5 par rapport à la Cy3. 
Cet effet, susceptible de générer un biais, peut être corrigé par les techniques dites de 
marquage indirect où un nucléotide modifié (généralement des amino allyl-dNTP ou -NTP) 
est incorporé dans les deux échantillons lors du marquage (donc avec le même rendement) et 
auquel est par la suite fixé par couplage chimique soit de la Cy3 soit de la Cy5 en fonction de 
l’échantillon. Enfin, l’étude par microarray d’échantillons obtenus en quantité très faibles 
(quelques dizaines ou quelques centaines de ng d’ARN de départ) a été rendue possible grâce 
à des protocoles utilisant la synthèse d’ARNcopie (cARN). Les échantillons d’ARN initiaux 
subissent une transcription inverse double brin en présence d’oligodT contenant le promoteur 
d’une ARN polymérase (T7 ou SP6 ARN polymérase le plus souvent). Les ADNc obtenus 
sont ensuite transcrits in vitro à l’aide de l’ARN polymérase sélectionnée et en présence d’un 
nucléotide marqué (ou d’un amino allyl-NTP), conduisant ainsi à une amplification, 
vraisemblablement linéaire, de la population initiale des ARN messagers ainsi qu’à leur 
marquage simultané. 
 De nombreuses autres améliorations que nous ne pourrons développer ont été 
apportées à chaque étape de la fabrication et de l’utilisation des puces à ADN. Elles 
concernent le support solide et sa capacité à exposer au mieux les sondes nucléotidiques qui y 
sont fixées, la sélection des fragments complémentaires des transcrits fixés sur la puce 
(nature, localisation, taille, température de fusion, pourcentage de G et de C, structure 
secondaire, etc.), le marquage des échantillons et la capacité à détecter les transcrits 
faiblement représentés (sensibilité), la lecture des puces par les scanners (intensité des lasers, 
résolution et temps de lecture en particulier) en lien notamment avec la miniaturisation des 
spots et l’accroissement de leur densité et l’analyse des images (reconnaissance automatique 
des spots, cerclage de diamètre variable des spots, estimation du bruit de fond local, choix de 
la mesure la plus appropriée pour rendre compte de l’intensité des spots comme le signal 
médian ou le signal moyen par exemple). Ces développements méthodologiques dans leur 
ensemble ont conduit à améliorer de manière significative la sensibilité, la spécificité et la 
reproductibilité de la technique des puces à ADN. De nouvelles applications ont également 
été développées comme l’étude de l’expression des transcrits alternatifs (choix de sondes 
appropriées à la détection des différents transcrits alternatifs) ou celle des microARN. Le 
principe de cette technique a part ailleurs été aujourd’hui étendu à bien d’autres domaines 
d’applications que l’étude de l’expression des gènes comme l’étude des altérations de l’ADN 
(délétions, insertions, transposition) au niveau génomique (puces CGH pour comparative 
genomic hybridization), la détection de polymorphismes affectant une unique base (puces 
SNPs) ou celle de la fixation de protéines (facteurs de transcription, histones, etc.) à l’ADN 
(puces ChIP-on-Chip). Le même principe est également utilisé pour l’étude des protéines 
(puces à protéines sur lesquelles peuvent être déposés des anticorps, des antigènes ou des 
protéines totales provenant de différents tissus) ou celle de l’hybridation in situ à haut-débit 
(puces de tissus). 
 
AVANTAGES : 
 L’avantage majeur des puces à ADN est leur rapidité et leur facilité d’utilisation. 
Alors que la mise en place de l’outil peut s’avérer longue car elle nécessite la manipulation 
d’une grande quantité de données de séquences (aspects bioinformatiques), la synthèse et la 
fabrication de nombreuses sondes et la standardisation des modes de fabrication pour 
améliorer la reproductibilité, une fois les puces à ADN disponibles, la quantité de données 
générées par unité de temps est sans comparaison avec les méthodes présentées 
précédemment. A titre d’exemple, on peut estimer à environ 2 jours le temps de travail 
nécessaire à l’obtention des images de puces à ADN commerciales en partant des échantillons 
biologiques. En termes de reproductibilité, la comparaison de données obtenues à partir 
d’échantillons identiques sur des plateformes identiques (le terme plateforme désignant ici un 
type de microarray d’une marque ou d’une fabrication donnée et utilisé selon un protocole 
standardisé) donne normalement de bons résultats. En revanche, des questions ont été 
soulevées dans la littérature sur la capacité de différentes plateformes (et/ou de différents 
laboratoires utilisant la même plateforme) à obtenir des résultats identiques (voir par exemple 
Mecham et al., 2004; Rogojina et al., 2003; Shippy et al., 2004; Tan et al., 2003). Des 
données plus récentes, issues notamment d’un effort collectif visant à évaluer ces technologies 
(projet MAQC pour MicroArray Quality Control), montrent néanmoins des résultats 
rassurants (Bosotti et al., 2007; Canales et al., 2006; Guo et al., 2006b; Patterson et al., 2006; 
Shi et al., 2006; Shippy et al., 2006) et mettent notamment en exergue les rôles importants 
joués par le filtrage des données, par la procédure de sélection des gènes différentiellement 
exprimés et par la mise en concordance des annotations des différentes plateformes. 
 Alors que le caractère pangénomique de ces outils ne peut bien sûr être envisagé qu’en 
possession de la séquence complète du génome et surtout des transcrits (ce qui est plus 
difficile à obtenir), il est évident que la couverture du génome assurée par les microarrays 
disponibles pour les principaux organismes modèles utilisés en recherche animale (homme, 
souris, rat, drosophile, nématode, levure, etc.) est au moins équivalente à celle des autres 
méthodes que nous avons évoqué. Le principal problème qui limite le caractère 
pangénomique de ces outils est la qualité et la sensibilité des mesures. Le signal obtenu pour 
chaque spot dépend d’une multitude de facteur dont celui qui nous intéresse en premier lieu à 
savoir le niveau d’expression du gène. La plupart des autres facteurs peuvent être assez 
aisément standardisés (fabrication des puces, temps et température d’hybridation et de lavage, 
marquage des échantillons, acquisition et analyse des images, manipulation des données) mais 
certains et en particulier le choix de la sonde nucléotidique déposée dans chaque spot sont 
plus difficiles à standardiser car on ne peut être certain de choisir systématiquement la sonde 
optimale (celle qui fournit un signal spécifique le plus élevé possible) pour chaque transcrit 
malgré la maîtrise de multiples paramètres (température de fusion des sondes en solution, 
pourcentage de G et de C, taille, localisation sur les transcrits, structure secondaire des sondes 
et des transcrits par exemple). La preuve de cette maîtrise difficile du choix optimal des 
sondes est apportée par la publication régulière de rapports sur le sujet (voir par exemple Held 
et al., 2003; Held et al., 2006; Letowski et al., 2004; Pozhitkov et al., 2006; Wu et al., 2007; 
Zhang et al., 2005a; Zhang et al., 2003a) ainsi que par la stratégie adoptée par une société bien 
placée sur ce marché (Agilent Technologies, voir Paredes et al., 2007), qui a choisi, après 
avoir dessiné via des outils bioinformatiques plusieurs sondes pour chaque gène d’un génome 
donné, de tester systématiquement au moins 5 sondes différentes pour chaque transcrit afin 
d’assurer la sélection de la sonde spécifique fournissant le meilleur signal. Naturellement, le 
choix de la sonde optimale devient essentiellement critique lorsque le niveau d’expression du 
gène est faible car alors, l’influence sur le signal du niveau d’expression est diminué et 
redonne ainsi de l’importance au choix de la sonde. Outre ce problème de présence 
systématique au sein des microarrays de sondes suboptimales (et parfois peu spécifiques 
d’après notre expérience au laboratoire), les mesures issues des puces à ADN souffrent 
régulièrement de pertes de données liées à des images de moindre qualité (bruit de fond non 
homogène, présence de traces ou tâches sur les puces, spots irréguliers par exemple). Ces 
données manquantes, si elles altèrent effectivement dans l’absolu le caractère pangénomique 
des expériences, n’affectent néanmoins qu’une part très limitée de l’information générée et, 
moyennant la réalisation d’un nombre suffisant de réplicats, l’utilisation de méthodes 
d’analyse statistique gérant la présence de données manquantes permet à l’utilisateur de 
s’affranchir aisément de ce problème. 
 Contrairement aux méthodes basées sur l’amplification de sous-populations d’ARN 
(paragraphe III.2.2), l’identification des transcrits régulés est immédiate avec les puces à 
ADN permettant à l’utilisateur de se concentrer autant sur des ensembles de gènes régulés 
(groupes de gènes corégulés, identification des principales fonctions biologiques affectées par 
un traitement à l’aide des bases de données d’annotation des gènes comme Gene Ontology par 
exemple, voir www.geneontology.org) que sur des régulations particulières (identification de 
nouveaux gènes régulés). 
 Enfin, la diffusion importante de la technique des puces à ADN a conduit à la mise en 
place de nombreux groupes de réflexion, d’échange et de développement de méthodes pour 
ces techniques, constituant des communautés actives au sein desquelles une multitude de 
ressources pour l’obtention et l’analyse des résultats sont disponibles. Par exemple, la société 
MGED (Microarray and Gene Expression Data, voir www.mged.org). vise à faciliter la 
diffusion et l’échange des données issues des expériences sur le transcriptome et a notamment 
mis en place des standards pour la diffusion des données (MIAME pour Minimum 
information about a microarray experiment) ainsi qu’un format (MAGE-ML pour Microarray 
gene expression – Markup language) et un modèle (MAGE-OM pour Microarray gene 
expression – object model) d’échange de données. Un autre exemple de communauté très 
active est celle du projet Bioconductor (voir www.bioconductor.org et Gentleman et al., 2004) 
dédié au développement de méthodes d’analyse statistique et bioinformatique des expériences 
sur le transcriptome à partir de la mise en place de packages et d’environnements pour le 
logiciel gratuit R (voir www.r-project.org et Dudoit et al., 2003a). De nombreux autres 
exemples peuvent être trouvés sur internet, permettant ainsi à l’utilisateur néophyte de trouver 
rapidement des réponses à ses questions. 
 
INCONVENIENTS / LIMITES : 
 La technique des puces à ADN présente deux inconvénients majeurs : son coût et la 
nécessité de disposer de bases de données les plus complètes possible sur les séquences des 
transcrits de l’organisme étudié. Bien qu’il ait considérablement diminué, le coût des 
expériences de puce à ADN reste néanmoins élevé. L’achat de matériel coûteux (robots de 
dépôt, scanner, fours ou automates d’hybridation) n’est pas toujours possible pour de petites 
équipes ce qui a conduit au développement de plateformes au niveau local ou national. En 
France, la plupart de ces plateformes ont été mises en place dans le cadre des Génopoles (pour 
un exemple au niveau local, voir http://genopole-toulouse.prd.fr) et/ou de grands instituts de 
recherche (INRA, INSERM, CNRS, IGBMC à Strasbourg, Institut Pasteur) et offre un accès 
facilité à ces technologies, y compris à des équipes de taille modeste. De nombreuses 
solutions commerciales sont également disponibles, dont certaines ont déjà été abordées ici, 
mais leur coût reste encore conséquent. 
 Contrairement aux méthodes évoquées dans les deux paragraphes précédents, les 
puces à ADN requièrent une connaissance a priori des séquences des transcrits à étudier, ce 
qui limite leur utilisation aux génomes séquencés et annotés. Cependant, il existe aujourd’hui 
un nombre considérable de génomes séquencés (voir notamment 
www.ncbi.nlm.nih.gov/Genomes) et l’amélioration des techniques de séquençage et 
d’annotation laisse espérer encore une accélération de la production de données génomiques. 
Les principaux modèles utilisés en pharmacologie et toxicologie étant séquencés, ce domaine 
d’investigation bénéficie d’une large gamme d’outils d’étude du transcriptome par puces à 
ADN. 
 Enfin, une autre limite à l’utilisation des puces à ADN, importante dans un contexte 
pratique de mise en œuvre, est lié au fait que ces techniques génèrent, comme nous l’avons 
précisé, une quantité considérable de données. Ces données sont en partie bruitées (variabilité 
d’origine technique, artéfacts, variabilité biologique) et l’objectif du biologiste est d’en 
extraire une information pertinente, qui ne représente parfois qu’une très faible proportion de 
l’information générée (le pourcentage de gènes modulés par un traitement dans un échantillon 
biologique donné, n’excède que rarement quelques % des gènes du génome). La 
manipulation, le stockage, le filtrage, la normalisation, l’analyse et l’interprétation de ces 
données constituent donc autant de challenges qui, selon moi, sont bien plus difficiles et longs 
à relever que la simple mise en œuvre des expériences elles-mêmes. Ces étapes nécessitent 
l’acquisition de compétences en mathématique, statistique, informatique et bioinformatique, 
relativement peu diffusées et mises en valeur jusqu’à présent dans la communauté des 
biologistes. L’absence de ces compétences a malheureusement donné lieu à l’abandon de 
certains projets basés sur les puces à ADN. A Toulouse, nous avons mis en place un groupe 
de travail sur l’analyse statistique des données issues des expériences sur le transcriptome 
(voir www.lsp.ups-tlse.fr/Programmes/Biopuces/), animé par des statisticiens de l’Institut de 
Mathématique de Toulouse qui collaborent avec de nombreuses équipes de recherche en 
biologie. Impliqué précocement dans la mise en place de ce groupe de travail, j’ai eu 
l’occasion de constater qu’il répondait à une demande forte d’interaction entre la communauté 
des biologistes et celle des statisticiens et pourrait être amené à se développer en plateforme 
de services et/ou de conseil dans le proche futur. 
 
 En conclusion, les puces à ADN offrent aujourd’hui la possibilité d’analyser et de 
mesurer l’expression des gènes à l’échelle du génome avec un débit et une rapidité pour 
l’instant inégalés. La masse de données générée par ces techniques s’accroît à une vitesse 
impressionnante et leur analyse nécessite la mise en œuvre de méthodes pas toujours triviales 
que nous présenterons brièvement au paragraphe III.4 ce qui stimule fortement l’interaction 
du biologiste avec d’autres communautés scientifiques conduisant souvent à un 
enrichissement mutuel des différents acteurs des projets. 
 
 
III.3. DEVELOPPEMENT DE LA PUCE INRArray 
 Dans ce paragraphe, nous exposons les principales étapes qui nous ont conduits au 
développement de la puce à ADN INRArray dédiée à l’étude des régulations géniques exercée 
par le récepteur PPARα et par les autres partenaires du récepteur RXR (RNs de classe II). Le 
développement de cet outil et l’acquisition des compétences nécessaires à l’analyse des 
données qui en sont issues a constitué le cœur du travail méthodologique de ce doctorat. 
 
 III.3.1. Justification des choix technologiques 
 Les techniques exploratoires présentées aux paragraphes III.2.1 et III.2.2. ne 
répondaient pas vraiment à nos objectifs qui consistaient à produire un nombre conséquent de 
signatures transcriptionnelles dans des contextes d’activation variés du récepteur PPARα sans 
forcément chercher à être exhaustif sur les régulations observées mais plutôt à établir des 
empreintes de l’activation du récepteur qui puissent être comparées qualitativement et 
quantitativement entre les différentes situations d’activation . Nous nous sommes donc 
naturellement orientés vers la technologie nous permettant d’atteindre ce but à savoir les 
puces à ADN. Lorsque ce projet a été initié en 1999/2000 (PGP Martin, stage de DEA et 
début de doctorat), cette technologie était encore considérée comme récente, les plateformes 
commerciales ou académiques en étaient encore à leurs débuts et les coûts des outils 
commerciaux « clef en main » nous étaient pour la plupart inabordables en raison du grand 
nombre d’échantillons que nous souhaitions analyser. Après des essais préliminaires de 
fabrication de « puces maison » par sérigraphie d’une encre hydrophobe sur membrane de 
nylon (PGP Martin, stage de DEA), nous avons pu bénéficier de la mise en place de la 
plateforme « biopuces » du génopôle de Toulouse (voir biopuce.insa-toulouse.fr). Disposant 
d’une bonne expérience et du matériel adapté à la réalisation d’hybridations de produits 
radiomarqués sur membrane de nylon, nous nous sommes rapidement orienté vers ce choix 
technologique (support nylon et radiomarquage). L’utilisation du radiomarquage nous 
permettait de plus d’obtenir une bonne sensibilité alors que l’utilisation d’un support nylon 
diminuait les coûts de production des puces. La plupart de nos protocoles expérimentaux étant 
constitués d’au moins deux facteurs (typiquement génotype et traitement), l’utilisation de 
puces simple couleur facilitait également grandement la réflexion sur les plans d’hybridation 
en nous limitant de fait à une approche systématique du type un échantillon/une puce. Ces 
choix étant effectués, il nous restait à définir ce que nous allions déposer sur nos puces et 
donc mesurer par leur intermédiaire. Une approche pangénomique nous a rapidement semblé 
peu rentable en raison de la faible part d’information pertinente que nous allions pouvoir tirer 
de chaque expérience (la majeure partie des gènes exprimés n’étant pas modulés dans nos 
expériences) et du nombre plus limité d’échantillon que nous aurions pu nous permettre 
d’analyser. Nous avons donc opté pour l’étude d’une sélection ciblée de gènes et conçu ainsi 
un macroarray dédié que nous avons nommé INRArray 01 dans le but éventuel (mais 
malheureusement jamais réalisé) de fédérer des initiatives similaires au sein de notre institut 
de recherche. Les principales sources d’information qui ont alors guidé notre sélection de 
gènes cibles ont été 1) la réalisation de quelques criblages pangénomiques sur puces à ADN 
commerciales (Martin et al., 2005), 2) l’abondante littérature sur les régulations géniques 
opérées par PPARα et les autres partenaires du récepteur RXR et 3) les données non publiées 
issues de notre laboratoire ou de nos diverses collaborations lorsque l’accord nous en était 
donné. Un protocole standardisé de clonage des ADNc spécifiques des transcrits d’intérêt a 
alors été mis en place (voir paragraphe III.3.3) qui a, par la suite, pu être adapté à un débit de 
clonage plus élevé (de l’ordre d’une quinzaine de clonages par manipulateur et par semaine 
dans les périodes où cette activité est prépondérante dans notre équipe). Ces ADNc ont 
ensuite été regroupés et déposés sur des membranes de nylon grâce à un automate de la 
plateforme transcriptome du Génopôle de Toulouse pour générer les puces à ADN INRArray 
01. Nous nous sommes équipé du logiciel Image Master Array 2.0 (Amersham Biosciences, 
France) pour l’analyse des images des puces à ADN obtenues avec notre scanner STORM en 
vérifiant que ce logiciel prenait bien en compte la transformation racine carrée introduite par 
ce type de scanner dans les images générées (Ramdas et al., 2001). Dans les trois paragraphes 
suivants, nous présentons les étapes de mise au point et de validation de cet outil, le clonage 
des ADNc sélectionnés, puis les différentes générations de puces INRArray qui se sont 
succédées. 
 
 III.3.2. Etapes de mise au point de la puce INRArray 
 Nous avons déjà évoqué dans les paragraphes précédents un certain nombre d’étapes 
de mise au point et d’optimisation de notre puce à ADN et notamment celles concernant le 
marquage des échantillons. Dans ce cadre, d’autres mises au point ont naturellement été 
conduites que nous ne pourrons présenter en détail ici. Elles ont porté sur la quantité d’ARN à 
marquer (essais de 1 à 10 µg en cherchant à obtenir la meilleure activité spécifique pour un 
marquage total à peu près constant, une quantité de 4-5µg donnant les meilleurs résultats), sur 
les quantités de dCTP froid et d’[α-33P]dCTP à ajouter (nous avons finalement éliminé l’ajout 
de dCTP froid qui réduisait l’activité spécifique des produits de marquage, le dCTP 
radiomarqué ne semblant pas limitant pour la synthèse des ADNc), sur les concentrations 
d’oligodT et d’amorces aléatoires à utiliser (voir paragraphe III.2.3) ou encore sur la reverse 
transcriptase à utiliser (tests avec diverses enzymes issues de différents fournisseurs nous 
conduisant à retenir, après analyse de puces hybridées, la SuperScript II, Invitrogen, France). 
Le protocole de marquage a été maintenant stabilisé depuis environ 2 ans (depuis fin 2005) et 
le protocole complet d’utilisation des puces INRArray est présenté en annexe 1 sous la forme 
qu’il a prise fin 2006 dans la base de données des protocoles sous assurance qualité du 
Laboratoire de Pharmacologie et Toxicologie de l’INRA. 
 D’autres aspects du protocole ont également fait l’objet de tests visant à choisir les 
conditions expérimentales nous fournissant les signaux spécifiques les plus élevés et les plus 
reproductibles. La quantité de matériel déposé sur les spots des puces à ADN ne doit pas 
être limitante de manière à éviter les variations de signaux dues à de légères différences dans 
les quantités de matériel déposé sur différentes puces (variabilité due à la fabrication des 
Figure 50 : Mise au point de la quantité de matériel spotté sur les puces INRArray
Une série de puces INRArray 01 contenant des gammes de dépôts des sondes chs3 (A) et β-actine (B) a 
été spottée (dépôts réalisés en quadruplicats) à la plateforme biopuces du Génopôle de Toulouse 
(spotteur Eurogridder microarrayer, Virtek/Biorad, 5 allers-retours des aiguilles avec 20 nL de dépôt par 
contact avec la membrane, la quantité déposée vaut donc 0,001xCx5x20 en ng de sonde où C est la 
concentration reportée ici en abscisse). Cinq lots de puces ont été hybridées avec un ARN total hépati-
que de souris additionné d'une quantité variable de l'ARN de levure chs3 couvrant une gamme de 1 à 
500 (unité arbitraire, graphique A).  Un test de student (** p<0.01) a été réalisé pour comparer les 
signaux obtenus par les concentrations de dépôts successives (résultats présentés uniquement sur le 
graphique B mais parfaitement comparables pour le graphique A). Au delà de 100 ng/µL, aucune diffé-
rence de signal n'est significative.
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puces). Nous avons donc réalisé des gammes de concentration d’ADNc déposé pour une 
sonde ciblant un ARN de levure produit in vitro (chs3) et utilisé comme spike dans nos 
expériences de microarray récentes (voir ci-dessous). Cet ARN a été incorporé dans des 
échantillons d’ARN totaux de foie de souris à diverses concentrations couvrant une gamme de 
1 à 500 afin d’envisager le caractère limitant de la quantité de matériel déposé dans diverses 
gammes d’intensité. Une gamme de dépôt similaire a également été réalisée pour un gène 
endogène de souris : la β-actine, dans le but de confirmer les résultats obtenus avec l’ARN 
spike. Les résultats obtenus sont présentés en Figure 50. Les courbes de l’intensité en fonction 
de la quantité de matériel déposé ont été générées et, présentent globalement un plateau 
apparaissant à la concentration de 100 ng/µL. Des résultats comparables ont été obtenus avec 
le gène de levure chs3 et avec la β-actine (Figure 50 A et B). A partir de ces résultats, nous 
avons choisi de fixer à 200 ng/µL la concentration minimale requise pour les produits de PCR 
déposés sur nos puces (5 allers-retours de l’aiguille par spot avec 20 nL déposés à chaque 
aller-retour soit une quantité totale d’ADNc dans le spot de 20 ng) afin que le signal ne 
dépende pas ou peu de la quantité de matériel déposé. Cette concentration est la concentration 
maximale testée dans l’expérience présentée en Figure 50 qui semble bien être située dans la 
phase de plateau de signal. A cette concentration, nous avons observé dans ces expériences 
une variabilité légèrement accrue du signal dans certains cas (voir Figure 50A), un effet qui a 
pu être éliminé par la suite en incorporant une étape d’hybridation-déshybridation à blanc (i.e. 
sans produit de marquage) des puces nouvellement produites (voir protocole en annexe 1). 
Des lavages relativement intensifs ont également été adoptés (voir protocole en annexe 1) car 
si ceux-ci réduisent en partie le signal, nous avons pu constater qu’ils augmentaient 
considérablement la reproductibilité des données d’une puce à l’autre, sans doute en éliminant 
une bonne partie de la fixation aspécifique sur les spots. Ces observations nous semblent en 
accord avec les résultats obtenu par une étude récente de modélisation des intensités issues 
des puces à ADN Affymetrix qui soulignent l’importance des étapes de lavages et de la 
fixation aspécifique sur les signaux obtenus (Held et al., 2006). L’utilisation de dA80 en 
préincubation avec les sondes marquées limite également dans notre protocole la fixation 
aspécifique des produits marqués via les oligodT aux séries de A potentiellement présentes 
dans nos sondes ou bien dans l’ADN de sperme de saumon utilisé pour bloquer les sites de 
fixation aspécifiques localisés autour des spots. Une hybridation a également été réalisée avec 
de l’ADN hautement répétitif (ADN Cot-1) radiomarqué pour contrôler que nos sondes, dans 
leurs conditions d’utilisation, ne fixaient pas ce type de séquences (PGP Martin, résultats non 
Figure 51 : Exemple d'hybridation d'un ARN en quadruplicat sur les puces INRArray 01
Un ARN hépatique de souris a été séparé en 4 aliquots qui ont été marqués puis hybridés indépendem-
ment sur 4 puces INRArray 01 (version antérieure à l'INRArray 01.1 ne portant que 36 sondes, dont un 
contrôle externe, spottés en duplicats. Cette matrice de graphiques présente dans ses triangles infé-
rieurs et supérieurs (qui sont identiques) les graphiques des données transformées en logarithme des 
puces prises deux-à-deux, les unes contre les autres. Les corrélations linéaires des puces prises deux à 
deux sont toutes supérieures à 0,97.
présentés). Plusieurs tampons et températures d’hybridation ont enfin été évalués pour aboutir 
au protocole présenté en annexe 1. 
 La reproductibilité de nos hybridations a été contrôlée précocement au cours du 
processus de mise au point de l’INRArray 01 via la réalisation de réplicats techniques (même 
ARN marqué plusieurs fois et hybridés sur plusieurs puces différentes). Un exemple de 
résultat obtenu précocement au cours du processus de mise au point et réalisé via le marquage 
et l’hybridation en quadruplicat d’un ARN total hépatique de souris est présenté en Figure 51. 
Chacune de nos expériences comporte de plus des réplicats biologiques (ARN issus de souris 
d’un même groupe d’individus et hybridés sur des puces différentes) et notre procédure de 
prétraitement des données inclue systématiquement des comparaisons deux à deux des 
résultats obtenus à partir d’ARN appartenant à un même groupe d’individus. Ce travail, 
relativement fastidieux dans le cadre de plans expérimentaux élaborés, nous rassure 
néanmoins sur la reproductibilité des données, permet de détecter aisément des puces 
aberrantes et d’identifier des erreurs éventuellement commises par le logiciel de quantification 
dans le cerclage des spots. Les corrélations linéaires moyennes observées entre deux puces 
hybridées avec des ARNs issus d’un même groupe d’individu sont typiquement supérieures à 
0,9 et sont normalement mentionnées dans nos rapports de résultats (Martin et al., 2007; 
Martin et al., 2005). 
 Rapidement, nous avons souhaité nous doter d’un outil permettant une normalisation 
de nos données ainsi que la réalisation de contrôle qualité des données générées. Comme nous 
le verrons dans le paragraphe III.4., la plupart des méthodes couramment utilisées pour la 
normalisation des données des puces à ADN pangénomiques ne sont pas appropriées, au 
moins du point de vue théorique, pour les puces à ADN dédiées. Nous avons donc 
précocement opté pour le recours à des contrôles externes également appelés « ARN spikes » 
ou tout simplement « spikes » (ou encore ERCs pour External RNA controls en anglais, Tong 
et al., 2006). Il s’agit d’ ARNs, synthétiques ou naturels, provenant d’un organisme étranger à 
celui que nous étudions (la souris) et ne présentant aucune homologie avec les ARNm de 
l’organisme étudié. Ils sont ajoutés en quantité fixe aux différents échantillons d’ARN totaux 
avant leur marquage. Comme les ARN totaux, ils subissent les différentes étapes du protocole 
(marquage, hybridation, lavage, lecture et analyse d’image) et la présence sur les puces de 
spots portant des sondes correspondant à ces spikes permettent la quantification de leurs 
signaux respectifs. Ayant subi les mêmes manipulations que les ARN totaux, les spikes 
capturent les éventuels biais introduits lors des différentes étapes du protocole. Des signaux 
faibles pour les spikes, signe par exemple d’un marquage moins efficace, se traduira par des 
Figure 52 : Comparaisons de résultats issus d'hybridations distinctes sur les puces 
INRArray 01
Le graphique A compare les rapports d'expression moyens (individus traités/individus contrôles en 
logarithme base 2) obtenus par hybridations de deux générations différentes de puces (versions 03 et 
04) avec des échantillons d'ARN totaux hépatiques issus de deux expériences indépendantes de traite-
ment de souris C57BL/6J par le fénofibrate (100 mg/Kg/j, 14 jours). Les gènes présentant un rapport 
d'expression supérieur ou égal à 1,3 (en valeur absolue) et présents sur les deux générations de puces 
sont représentés. Le graphique B compare les rapports d'expression moyens (log
2
(traités/contrôles)) 
provoqués par deux activateurs de PPARα (Fénofibrate 100 mg/kg/j, 14 j. et DEHP 1100 mg/Kg/j, 14 j., 
expériences et hybridations indépendantes) obtenus par hybridation d'ARN totaux hépatiques de 
souris C57BL/6J traitées ou non sur les puces INRArray 01.4. Chaque point réprésente un gène dont le 
rapport d'expression est supérieur ou égal à 1,3 en valeur abscolue.
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signaux faibles pour les gènes murins également. Etant ajoutés en quantité fixe entre les 
différents échantillons, ils peuvent également être utilisés pour calibrer les données. Lors de 
nos expériences initiales (INRArray 01.1) nous avons utilisé le gène de l’enzyme Rubisco du 
tournesol (clone généreusement offert par le Dr B. Ranty, INRA, Toulouse) comme spike, 
puis (INRArray 01.2), nous avons eu recours à des spikes commerciaux (Lucidea Universal 
ScoreCard, 23 gènes artificiels de levure, Amersham Biosciences, France). Enfin, à partir de 
la génération INRArray 01.3, nous avons développé notre propre panel de spike. Pour cela, 
nous avons utilisé des puces à ADN de levure portant environ 140 sondes spécifiques 
(généreusement fournies par Véronique Leberre, plateforme transcriptome du génopole de 
Toulouse) sur lesquelles nous avons hybridé des ARN issus de divers tissus de souris (foie, 
rein, cœur, tissu adipeux blanc et muqueuse intestinale) afin d’identifier les sondes qui ne 
croisaient pas avec ces ARN de souris. Une série de 13 spikes a ainsi été sélectionnée et des 
alignements via l’outil BLAST ont confirmé l’absence d’homologie avec les transcrits murins 
connus. Les ADNc correspondant ont été clonés dans le vecteur pSP64(polyA) puis les ARN 
des différents spikes (contenant une queue polyA grâce à sa présence dans le vecteur utilisé) 
ont été produits par transcription in vitro et contrôlés sur cassette Bioanalyzer 2100 (Agilent 
Technologies, France). Des sondes correspondant à ces 13 spikes ont également été produites 
à partir d’ADNc de levure par amplification et clonage (vecteur pCR 2.1 TOPO, Invitrogen, 
France) de fragment spécifiques de chacun des 13 spikes. Ces sondes ont été déposées en 
duplicat sur une puce à ADN qui a de nouveau été hybridée avec des ARNs murins issus de 
divers tissus (pour contrôler l’absence de fixation des ARNs de souris sur les sondes 
correspondant aux spikes). La génération de puce INRArray 01.3, qui porte les sondes 
correspondant aux 13 spikes a, de plus, été hybridée avec des ARN totaux hépatiques de 
souris additionnés de chacun des 13 spikes (un seul spike ajouté par puce hybridée) afin de 
contrôler l’absence d’hybridation croisée de chaque spike avec les sondes qui ne lui 
correspondent pas sur la puce INRArray (i.e. les sondes murines et les sondes correspondant 
aux autres spikes). 
 La validation définitive de nos conditions d’utilisation des puces INRArray a été 
réalisée selon deux approches complémentaires. La première consiste globalement en une 
validation « par la biologie » via l’étude, systématisée à chaque nouvelle génération de la 
puce INRArray 01, d’échantillons d’ARN issus de foie de souris de type sauvage ou PPARα-
déficientes traitées ou non à du fénofibrate. Notre puce à ADN comportant de nombreuses 
cibles du récepteur PPARα, induites ou réprimées par le fénofibrate uniquement chez les 
souris de type sauvage, l’étude des résultats issus de ces hybridations de contrôle nous permet 
de confirmer notre capacité à détecter la totalité des régulations attendues et ce chez les souris 
de types sauvage uniquement. C’est donc l’utilisation d’un système biologique que nous 
connaissons bien qui nous permet de conforter nos conditions expérimentales, ce qui constitue 
une approche assez classique en biologie lorsque l’on aborde une nouvelle méthodologie (la 
capacité à reproduire des résultats bien connus et décrits). Un exemple de comparaison des 
rapports d’expression obtenus avec deux générations de puces INRArray différentes pour 
l’étude d’un même traitement de souris C57BL/6J par le fénofibrate est présenté en Figure 
52A (dans ce cas précis, les deux générations de puces ont néanmoins été hybridées avec des 
échantillons d’ARNs issus de deux expériences indépendantes reproduisant cependant le 
même traitement par le fénofibrate, ce qui peut expliquer en partie la variabilité observée). 
Une comparaison des rapports d’expression provoqués par deux activateurs différents de 
PPARα (le fénofibrate et le DEHP) et mesurés, cette fois, sur une même génération de puces 
INRArray 01 (version 04) est également présentée en Figure 52B. Cette figure illustre le fait 
qu’une bonne part des régulations provoquées par ces deux activateurs sont similaires mais 
que certaines apparaissent plus spécifique d’un traitement que d’un autre. L’analyse complète 
de ces résultats sera présentée dans la thèse d’Alexandre Eveillard que je co-encadre avec 
Thierry Pineau. Ces résultats nous rassurent sur la capacité de notre outil à répéter des 
signatures d’activation du récepteur PPARα au fur et à mesure des générations de puces, pour 
autant que les conditions expérimentales et le protocole d’hybridation soient correctement 
reproduits. La seconde approche a consisté à utiliser les spikes de levure que nous avons 
évoqués ci-dessus. Dans un premier temps, afin de valider nos conditions expérimentales, 
nous avons eu recours à un ensemble de spikes commerciaux (Lucidea ScoreCard, Amersham 
Biosciences, France) qui contenaient 15 ARN incorporés à des concentrations égales entre les 
échantillons et servant aux contrôles qualité et à la normalisation des données ainsi que 8 
ARN incorporés à des concentrations variables entre les échantillons des différents groupes 
expérimentaux. Ces 8 spikes correspondent à des intensités de signal fortes (de 500 à 5000 pg 
de spike ajouté par échantillon d’ARN total) ou faibles (de 15 à 150 pg de spike ajouté par 
échantillon d’ARN total) et, dans chaque étude, sont incorporés dans les groupes 
d’échantillons selon des rapport de 3:1 (+3), 1:3 (-3), 10:1 (+10) ou 1:10 (-10) selon les spikes 
afin d’évaluer la capacité du protocole utilisé à détecter des différences de cet ordre de 
grandeur. La Table 11 présente les résultats obtenus à partir du criblage de 3 organes (24 
puces par organes, étude présentée dans Martin et al., 2005) réalisé sur la génération 
INRArray 01.2 sur les rapports observés entre les groupes d’échantillons. Ces résultats (Table 
11), tous hautement significatifs, confirment la qualité et la répétabilité de notre protocole 
d’hybridation des puces INRArray 01, ainsi que leur capacité à détecter des différences de ces 
ordres de grandeur. Nous observons aussi que dans la quasi-totalité des cas, les rapports 
d’expression sont sous-estimés en comparaison des rapports attendus, nous rassurant ainsi sur 
le caractère conservatif des rapports d’expression que nous rapportons avec cet outil. De 
multiples étapes ont ainsi été réalisées pour améliorer et standardiser le protocole présenté en 
annexe 1 qui fournit, dans nos mains, des résultats que nous estimons de qualité.
 
 
Gamme 
d’inten-
sité 
Rapport 
d’expression 
attendu 
Rapport 
d’expression 
observé 
(étude 1) 
Rapport 
d’expression 
observé 
(étude 2) 
Rapport 
d’expression 
observé 
(étude 3) 
Rapport 
d’expression 
observé 
(3 études) 
Ratio1 Basse -3 -2,5 ± 0,4 -2,6 ± 0,2 -2,4 ± 0,4 -2,5 ± 0,3 
Ratio2 Basse 3 3,0 ± 0,8 2,2 ± 0,3 2,6 ± 0,4 2,6 ± 0,6 
Ratio3 Haute -3 -3,0 ± 0,6 -2,8 ± 0,2 -2,8 ± 0,4 -2,9 ± 0,4 
Ratio4 Haute 3 2,5 ± 0,3 3,0 ± 0,4 3,2 ± 0,4 2,9 ± 0,5 
Ratio5 Basse -10 -3,9 ± 0,8 -4,3 ± 0,4 -4,1 ± 0,5 -4,1 ± 0,6 
Ratio6 Basse 10 3,7 ± 0,6 4,2 ± 0,5 5,0 ± 0,6 4,3 ± 0,8 
Ratio7 Haute -10 -5,0 ± 0,5 -9,6 ± 1,1 -7,1 ± 0,6 -7,2 ± 2,1 
Ratio8 Haute 10 9,3 ± 1,4 7,8 ± 1,1 9,9 ± 1,2 9,0 ± 1,5 
 
Table 11 : Rapports d’expression théoriques et observés de 8 spikes de levures. 
Deux mélanges distincts de 8 ARN synthétiques de levure (Lucidea Universal ScoreCard, Amersham 
Biosciences) sont incorporés dans deux groupes d’échantillons (12 échantillons par groupe et deux 
groupes par étude). Ces deux mélanges se distinguent par des rapports d’expression connus des 
différents spikes (colonne « rapport d’expression attendu »). Les spikes sont arbitrairement regroupés 
en deux gammes d’intensité : basse (de 15 à 150 pg de spike ajouté par échantillon d’ARN) et haute 
(de 500 à 5000 pg de spike ajouté par échantillon d’ARN). Les rapports d’expression de ces 8 spikes 
observés dans 3 études (INRArray 01.2) sont réprésentés dans ce tableau et sont tous hautement 
significatifs (test de Student et ajustement des p-values par la méthode de Bonferroni, pajusté<0,05). La 
dernière colonne prend en compte les données des 72 puces issues des 3 études. La quasi-totalité des 
rapports d’expression sont sous-estimés par l’INRArray 01.2. 
 
 III.3.3. Clonage des ADNc 
 Le clonage des ADNc déposés sur la puce INRArray 01 a sans douté été le travail le 
plus long et le plus répétitif de ce doctorat. Il constitue cependant un élément essentiel de la 
qualité et de la fiabilité des résultats obtenus et de nombreuses personnes ont été impliquées 
dans la réalisation effective de ces clonages (citons en particulier Frédéric Lasserre et Arnaud 
Polizzi pour notre équipe ainsi que Romain Barnouin, Marie Detayrac et Alexandre Eveillard, 
stagiaires de M2R). J’ai, pour ma part, mis au point les protocoles standardisés utilisés pour la 
réalisation des clonages, assuré les mises au point nécessaires pour l’accroissement du débit 
de clonage, réalisé une large part des clonages eux-mêmes et surtout assuré la sélection des 
gènes et le choix de la plupart des amorces de PCR. La Figure 53 représente les principales 
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Figure 53 : Principales étapes du clonage des ADNc déposés sur les puces INRArray 01
A gauche, les principales étapes du clonage d'un ADNc sont représentées (rectangles). Les principales 
questions auquel le manipulateur est confronté sont représentées sous la forme de losanges. Des exem-
ples de résultats obtenus pour l'un de nos clones sont également présentés sous la forme d'insert à proxi-
mité de chaque losange.
Résultat de séquençage
étapes du clonage des ADNc déposés sur la puce à ADN INRArray 01 ainsi que quelques 
images illustrant les principales étapes d’un tel clonage. Nous avons déjà évoqué les critères 
de choix qui ont guidé notre sélection des gènes présents sur la puce INRArray 01 (voir 
paragraphe III.3.1.). La sélection d’une sonde appropriée au sein d’un transcrit sélectionné a 
été réalisée via l’utilisation des bases de données et d’outils de bioinformatiques standards 
selon les étapes suivantes : 
• Une séquence murine du gène sélectionné est recherchée par mots clefs dans la base 
de données GenBank (www.ncbi.nlm.nih.gov/sites/entrez?db=Nucleotide). 
• Si un lien est disponible vers la base de données UniGene 
(http://www.ncbi.nlm.nih.gov/sites/entrez?db=unigene), le lien est exploré pour 
rechercher une éventuelle séquence murine de référence (séquences dont l’identifiant 
commence par NM_). Dans certains cas, des alignements ont également été réalisés 
avec les séquences disponibles dans la base de données Ensembl (www.ensembl.org) 
pour vérifier leur identité et la présence éventuellement rapportée de transcrits 
alternatifs. 
• Des alignements de la séquence obtenue sont effectués à l’aide de l’outil BLAST 
(blastn sur www.ncbi.nlm.nih.gov/BLAST/, alignements réalisés systématiquement 
sur les bases de données RefSeq et nr), permettant ainsi d’identifier d’éventuelles 
zones d’homologies avec d’autres transcrits ou bien la présence non encore détectée 
de transcrits alternatifs. Les zones d’homologies avec d’autres transcrits seront évitées 
dans le choix de la sonde. S’il existe des transcrits alternatifs, distingués par des 
régions suffisamment longues (de l’ordre de 300 à 400 pb minimum) qui ne présentent 
pas d’homologie avec d’autres transcrits, alors ces régions sont sélectionnées pour 
dessiner des sondes spécifiques de chaque transcrit. Si les régions distinguant les 
transcrits alternatifs ne sont pas assez longues ou homologues à d’autres transcrits, 
alors une sonde est sélectionnée qui reconnait spécifiquement les différents transcrits 
alternatifs. Une telle sonde mesurera effectivement l’expression du gène considéré 
(qui reflètera peut-être son activité transcriptionnelle) mais indifféremment en fonction 
des transcrits produits par ce gène. 
• Un couple d’amorce servant à amplifier un fragment spécifique du transcrit est choisi 
à l’aide de l’application Primer 3 disponible sur internet (frodo.wi.mit.edu/cgi-
bin/primer3/primer3_www.cgi), en utilisant généralement les paramètres suivants : 
Mispriming library=Rodent_and_simple ; product size ranges= 800-1200 lorsque c’est 
possible et toujours >150 et <1500 sinon ; Max poly-X=3 ainsi que les valeurs par 
défaut des autres paramètres. 
• Les amorces et surtout la sonde encadrée par ces amorces subissent à nouveau un 
alignement à l’aide de l’outil BLAST pour s’assurer de manière théorique de l’absence 
d’hybridation croisée. 
• Un profil de restriction de la sonde est ensuite réalisé à l’aide de l’application 
Webcutter 2 (www.firstmarket.com/cutter/cut2.html) qui servira à valider la sonde une 
fois produite. 
 Ensuite, la sonde nucléotidique est amplifiée par PCR à partir d’ADNc murin (des 
essais sur différents organes et/ou conditions expérimentales d’exposition des animaux ont 
parfois été nécessaires pour réussir à amplifier certains fragments) en utilisant les amorces 
sélectionnées. La séquence amplifiée est ensuite clonée dans le vecteur pCR 2.1 TOPO 
(Invitrogen, France) selon les recommandations du fournisseur. Pour les gènes dont la 
séquence est disponible, des profils de restriction avec au moins 3 enzymes différentes sont 
réalisés pour valider la séquence clonée. Une proportion appréciable de nos clones ont 
également fait l’objet d’un séquençage complet et beaucoup des clones les plus anciens ont 
été utilisés en northern blot, confirmant ainsi leur spécificité. Les clones sont stockés à -80°C 
dans deux congélateurs séparés, sous la forme de colonies bactériennes et sous la forme de 
plasmides préparés en quantité importante par purification sur colonne (Plasmid Maxi kit, 
Qiagen, France). 
 Des amorces de PCR ont été dessinées sur le vecteur pCR 2.1 TOPO et les ADN 
polymérase de plusieurs fournisseurs ont été évaluées pour pouvoir amplifier aisément, à haut 
rendement et avec une bonne fidélité (enzymes proofreading) l’ensemble des inserts contenus 
dans nos clones pCR 2.1 TOPO. Ces PCR sont effectuées en plaque 96 puits puis purifiées et 
concentrées via un système de colonnes au format 96 puits fonctionnant sous vide (QIAquick 
96 PCR purification kit, Qiagen, France). Les produits de PCR obtenus sont dosés au 
spectrophotomètre et leur taille est contrôlée sur gel d’agarose. La moindre ambigüité donne 
lieu à une nouvelle série de réamplification/purification/concentration/contrôle individuel du 
produit de PCR concerné. De l’ordre de 5% maximum de nos clones sont concernés par ce 
type de problème (fixation des amorces pCR 2.1 TOPO à l’intérieur de la séquence de l’insert, 
contamination du plasmide, absence d’amplification, concentration insuffisante, etc.). Les 
produits de PCR sont ensuite dilué en 50% DMSO (additionné d’un peu de bleu de 
bromophénol pour pouvoir visualiser les spots sur les membranes) à une concentration finale 
minimale de 200 ng/µL puis déposés (VersArray ChipWriter, Virtek/Biorad, France) sur 
membranes de nylon chargé (Millipore, France) et enfin crosslinkés sous UV. Les puces 
INRArray 01 ainsi produites sont conservées au sec à +4°C avant de subir le protocole 
présenté en annexe 1. 
 Le protocole de clonage des ADNc a, de plus, fait l’objet d’adaptations permettant 
d’accroitre notre débit de clonage. Les PCR d’amplification des fragments d’ADNc ont ainsi 
été réalisées par groupe de 15-20 PCR et la préparation des plasmides issus des colonies 
choisies suite au clonage du fragment dans le vecteur pCR 2.1 TOPO a été réalisée sur 
colonnes au format 96 puits utilisant un système d’aspiration par le vide (DirectPrep 96 
Miniprep kit, Qiagen, France). La plupart des informations présentées dans ce paragraphe et 
le précédent, ainsi que des informations complémentaires et un protocole illustré sont 
présentés sur le site web du Laboratoire de Pharmacologie et Toxicologie (UR66) de l’INRA 
(www.inra.fr/internet/Centres/toulouse/pharmacologie/pharmaco-moleculaire/technologie/puceADN.html). 
 Enfin, signalons que le panel d’ADNc déposé sur la puce INRArray 01 a fait l’objet 
d’un dépôt auprès de l’Agence de Protection des Programmes (APP) sous la forme d’une liste 
de gènes et des amorces ayant servies à amplifier les fragments spécifiques de chaque gène 
(Référence du dépôt initial de 126 ADNc en 2002 : 
IDDN.FR.290019.000.D.P.2002.000.40000, mise à jour en 2005 avec 320 ADNc et prévue 
pour fin 2007 avec environ 450 ADNc). 
 
 III.3.4. Générations de la puce INRArray 
 Cinq générations de puces INRArray 01 ont été produites jusqu’à présent, au fur et à 
mesure de l’élargissement du panel d’ADNc constituant la puce à ADN. Ces générations de 
puces ont été numérotées de la manière suivante : INRArray 01.X où X est le numéro de la 
version. Un descriptif rapide des différentes versions de l’INRArray 01, de leur composition 
en ADNc et de l’utilisation qui en a été faite est présenté sur le site internet de l’UR66-INRA 
(www.inra.fr/internet/Centres/toulouse/pharmacologie/pharmaco-moleculaire/technologie/puceADN.html). 
 Avant la version INRArray 01.1, plusieurs puces à ADN ont été fabriquées en nombre 
limité, mais elles ont uniquement été utilisées pour la réalisation de tests, de mise au point et 
de validation du protocole expérimental (voir paragraphes précédents). La version INRArray 
01.1 est donc la première version sur laquelle nous avons évalué des échantillons biologiques 
d’intérêt, et en l’occurrence des ARN totaux issus de foie de souris de type sauvage ou 
PPARα-/- soumises ou non à un traitement par le fénofibrate. Un exemple de résultat obtenu 
est présenté sur le site internet de l’unité. Ces premiers résultats nous ont permis de confirmer 
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Figure 54 : Principales fonctions biologiques explorées par l'INRArray 01.4
La liste des ADNc présents sur l'INRArray 01.4 (annexe 2) a été chargée dans l'application Ingenuity 
Pathway Analysis 5.0 (IPA). Une recherche des fonctions biologiques significativement représentées dans 
la liste des transcrits explorés par l'INRArray 01.4 est effectuée par cette application en comparant par un 
test exact de Fisher unilatéral le nombre de gènes représentant une fonction biologique donnée sur la 
puce par rapport au nombre de gènes représentant cette fonction dans la base de données de connais-
sances d'IPA (IPA knowledge base). Seules les fonctions pour lesquelles le nombre de gènes explorés par 
la puce sont sur-représentés par rapport à un tirage aléatoire de gènes sont présentées (test unilatéral). 
Les 20 fonctions biologiques les plus significativement explorées par notre puce sont représentées en A 
et ont été sélectionnées car leurs p-values sont toutes hautement significatives et que chacune de ces 
fonctions est représentée par au moins 50 gènes sur la puce (le nombre de gènes explorant chacune des 
fonction est précisé en bleu entre parenthèse après la fonction). Les fonctions biologiques liées au 
domaine de la toxicologie et significativement explorées par la puce INRArray 01.4 sont représentées en B.
pour la première fois la capacité de notre outil à détecter des régulations géniques provoquées 
par l’activation pharmacologique de PPARα bien connues et décrites dans la littérature. 
 Cent puces INRArray 01.2 ont été produites et utilisées pour les études publiées dans 
le cadre de ce doctorat et présentées aux chapitres IV et V de ce manuscrit. La liste complète 
des 120 ADNc déposés sur cette version est présentée sur le site internet de notre unité (voir 
ci-dessus). 
 La version INRArray 01.3 a été produite à plus grande échelle (500 puces spottées) et 
a été enrichie de nombreux gènes spécifiques du tissu adipeux blanc via une collaboration 
avec l’UMR UPS-CNRS 5018 dirigée par Luc Penicaud. Elle permet de mesurer l’expression 
de 192 gènes et c’est pour cette version qu’ont été développés les 13 ARNs spikes de levure 
dont l’un est utilisé comme contrôle négatif (l’ARN correspondant n’est pas incorporé dans 
les échantillons d’ARN totaux avant marquage). Cette version a été utilisée dans le cadre de 
plusieurs collaborations ainsi que pour l’étude de jeûne présenté au chapitre VI de ce 
manuscrit. 
 La version INRArray 01.4 permet de mesurer l’abondance de 291 transcrits différents 
(liste des ADNc présentées en annexe 2, l’INRArray 01.4 porte deux sondes différentes pour 
les gènes PEPCK, PPARα et Cide-a et Cide-c). Cette version a été enrichie de nombreuses 
nouvelles sondes grâce notamment à l’important travail de clonage réalisé par Marie De 
Tayrac et Alexandre Eveillard, alors en stage de M2R au sein de notre équipe (co-
encadrement T. Pineau - P.Martin). Les thématiques de notre équipe s’élargissant 
actuellement à l’étude de disrupteurs métaboliques et endocriniens (notamment les phtalates 
et le bisphenol A), cette version s’est enrichie de gènes impliqués dans la stéroidogénèse, les 
phénomènes de division cellulaire (cyclines notamment) et d’apoptose (caspases par exemple) 
et de gènes cibles des voies de signalisation des estrogènes et des androgènes. Cette version a 
d’ores et déjà été utilisée pour étudier l’effet de l’administration de différentes doses de 
DEHP (le Di(2-ethylhexyl)phtalate) chez la souris C57BL/6J dans trois organes différents (le 
foie, le rein et le testicule, doctorat d’Alexandre Eveillard). La liste complète des ADNc 
présents sur cette version INRArray 01.4 est présentée en annexe 2 de ce manuscrit. Il n’est 
pas aisé de regrouper de manière systématique ces différents gènes en termes de fonctions 
biologiques car certains interviennent dans plusieurs fonctions et d’autres ont des fonctions 
encore mal décrites. Pour essayer d’illustrer malgré tout les principales fonctions biologiques 
qui peuvent être explorées à l’aide de l’INRArray 01.4, nous avons conduit une analyse sous 
l’application Ingenuity Pathway Analysis 5.0 (IPA). Dans cette application, les annotations 
fonctionnelles des gènes de la puce INRArray 01.4 sont prises en compte et comparées à 
celles de tous les gènes contenus dans la base de données IPA knowledge base (IKB) via un 
test unilatéral exact de Fisher permettant ainsi de déterminer quelles sont les grandes 
fonctions biologiques significativement explorées par la puce INRArray 01.4. Les principales 
fonctions biologiques et celles liées au domaine de la toxicologie sont illustrées en Figure 54. 
Ces différentes fonctions apparaissent parfaitement cohérentes avec l’historique de 
développement de la puce INRArray 01. Initialement dédiée au récepteur PPARα, notre puce 
explore les fonctions biologiques majeures dans lesquelles ce récepteur intervient 
(métabolisme des lipides, des glucides et des petites molécules en général, métabolisme des 
xénobiotiques et systèmes de transport, désordres métaboliques, nutritionnels, hépatiques et 
cardiaques, inflammation). Par rapport aux données présentées dans le chapitre II, cette 
analyse suggère que l’étude des fonctions « inflammation » et « métabolisme des acides 
aminés » devrait néanmoins être renforcée sur notre outil, ce qui a été en partie réalisé avec la 
génération suivante (puces INRArray 01.5, non présentées dans ce manuscrit). Le 
renforcement de l’étude des fonctions endocriniennes et de 
prolifération/différenciation/apoptose est également révélé par cette analyse (désordres du 
système endocrinien, morphologie des tissus, cancer, développement cellulaire, mort 
cellulaire). La présence de nombreux RNs, de facteurs de transcription avec lesquels ils 
interagissent et de certains cofacteurs est principalement illustrée par les fonctions 
« expression des gènes » et « signalisation cellulaire ». Deux fonctions plus inattendues sont 
également observées : « désordres génétiques » et « maladies hématologiques ». La présence 
de la première fonction semble liée au fait que des mutations de nombreux gènes présents sur 
notre puce ont été décrites dans la littérature et en particulier de nombreux ABC transporteurs, 
cytochromes P450, récepteurs nucléaires et gènes du métabolisme des lipoprotéines 
(apolipoprotéines, récepteur aux LDL notamment), illustrant l’importance de ces gènes dans 
des fonctions biologiques importantes en thérapeutique (métabolisme des médicaments en 
particulier) ou dans des pathologies communes des pays industrialisés (désordres du 
métabolisme des lipides). La présence de la seconde fonction semble essentiellement refléter 
notre effort d’enrichissement de notre puce dans le domaine de la division cellulaire et de 
l’apoptose et de la mort cellulaire en général car les sous-fonctions les plus nettement 
représentées dans notre panel touchent essentiellement ces aspects de la biologie des cellules 
sanguines (données non présentées ici). En ce qui concerne le domaine de la toxicologie, les 
résultats fournis par IPA semblent également largement cohérents avec notre intérêt premier 
pour la biologie du foie (Figure 54B). Le rein et le cœur constituant également des cibles que 
nous explorons dans certaines études (Martin et al., 2005), il est intéressant de les retrouver 
ici. Malgré la présence d’un nombre substantiel de sondes ciblant des gènes impliqués dans la 
biologie du tissu adipeux, cet organe ne constitue pas une cible toxicologique majeure (si ce 
n’est pour le stockage et donc la biodisponibilité de xénobiotiques) et il est donc normal qu’il 
n’apparaisse pas dans cette analyse. En revanche, l’orientation de certaines de nos études sur 
la toxicité de molécules affectant les organes de la reproduction nécessitera manifestement un 
enrichissement substantiel de notre puce par des sondes plus pertinentes dans ce domaine. 
 La version INRArray 01.5, récemment produite, s’est enrichie de nouveaux gènes 
issus notamment de criblages haute-densité réalisés sur des ARN totaux hépatiques de souris 
C57BL/6J traitées par diverses molécules (mycotoxines, pesticides, médicaments, phtalates) 
ainsi que d’autres cibles des phtalates récemment décrites dans la littérature. Cette version 
sera présentée plus en détail dans le manuscrit de doctorat d’Alexandre Eveillard qui a assuré 
l’essentiel des étapes de sa production et de son utilisation. 
 
 En conclusion, le développement de la puce à ADN INRArray 01 a constitué une 
étape importante de ce travail de doctorat. Il aura permis à l’équipe de se confronter à de 
multiples aspects de mise au point technique et de lever, les unes après les autres, une série de 
barrières conduisant à la fabrication d’un outil fiable et versatile. Il aura également permis à 
l’équipe de prendre réellement le virage de la biologie à haut-débit car même si nos débits 
restent modestes en termes de nombre de gènes mesurés, les effectifs de certaines de nos 
expériences ne sont, encore aujourd’hui, que rarement rencontrés dans les expériences de 
puces à ADN pangénomiques. S’il n’est pas sûr aujourd’hui que l’avenir de cette puce soit de 
continuer longtemps son développement en termes de nombre d’ADNc spottés en raison 
notamment de l’apparition de nouveaux modes de fabrication et de la chute progressive des 
prix des outils commerciaux, le développement de cet outil aura néanmoins été pour nous 
d’une part une source d’information scientifique extrêmement importante comme en témoigne 
les premières valorisation présentées dans le cadre de ce doctorat et d’autre part une source 
d’expérience riche dans le domaine des puces à ADN et de leur analyse qui se trouve d’ores et 
déjà valorisée dans le cadre des formations et des collaborations auxquelles nous participons 
où dont nous sommes à l’initiative. Le paragraphe suivant présente brièvement l’analyse des 
données issues des puces à ADN, un aspect que nous n’avons qu’évoqué jusqu’à présent mais 
qui se trouve être sans doute le point critique de l’utilisation des puces à ADN. 
 
III.4. ANALYSE STATISTIQUE DES DONNEES ISSUES DES PUCES A ADN 
 La génération d’une masse considérable de données par les techniques d’analyse du 
transcriptome mais également par les autres techniques de la biologie à haut débit conduit 
aujourd’hui les biologistes à une interaction renforcée avec le domaine de la statistique et de 
la bioinformatique. L’arrivée des microarrays sur le marché est un excellent exemple qui a 
fortement stimulé ces différentes communautés scientifiques à interagir, conduisant à 
l’apparition de multiples outils, bases de données et consortium dédiés aux différents aspects 
de la génération, de la manipulation, de l’analyse et de l’interprétation des données de 
transcriptomique. Nous présenterons dans ce chapitre les différentes étapes du traitement des 
données issues des puces à ADN. Il n’est bien sûr pas possible dans le cadre de ce manuscrit 
de décrire avec précision l’ensemble des méthodes qui seront évoquées mais elles seront, 
lorsque mes compétences le permettront, expliquées brièvement en limitant autant que 
possible le recours aux formules compliquées et en privilégiant des exemples. Après avoir 
considéré les différents aspects de prétraitement (III.4.1) et de normalisation (III.4.2) des 
données qui conduisent à générer un jeu de données dont les caractéristiques le rendent 
exploitable pour répondre aux questions posées par le biologiste, nous présenterons les 
principaux aspects de l’analyse des données visant précisément à répondre à ces questions. 
Classiquement, on regroupe en trois catégories, présentées successivement dans les 
paragraphes III.4.3, III.4.4. et III.4.5, les questions auxquelles les biologistes souhaitent 
répondre lorsqu’ils réalisent une expérience de puce à ADN. De plus, d’autres types de 
questionnements ainsi que des outils aidant à une interprétation plus poussée des données sont 
présentés dans le paragraphe III.4.6. Enfin, les choix réalisés pour le prétraitement des puces 
INRArray 01 sont rapidement présentés dans le paragraphe III.4.7. Signalons enfin que la 
plupart des concepts et outils évoqués dans ces paragraphes sont applicables à bien d’autres 
domaines de la biologie comme par exemple la protéomique ou la métabolomique. 
 
 III.4.1. Qualité des données, filtres et prétraitements 
 Lorsque l’on aborde le traitement d’un jeu de données, il est toujours bon de 
commencer par se remémorer d’où il provient et quelles sont ses principales caractéristiques. 
En ce qui concerne les puces à ADN, l’une des caractéristiques majeures des données 
générées est leur dimension. Il n’est pas rare que des puces comportant des milliers ou des 
dizaines de milliers de sondes soient utilisées dans les expériences mais leur coût limite 
naturellement le nombre d’échantillons analysés, conduisant à la génération de jeux de 
données contenant des milliers ou des dizaines de milliers de variables mesurées sur quelques 
individus uniquement. Cette asymétrie des jeux de données n’est pas triviale pour le 
statisticien, généralement plus habitué à la manipulation de données contenant quelques 
variables mesurées sur un grand nombre d’individus. Il n’est donc pas rare que les méthodes 
statistiques soient conçues pour fonctionner sur des tableaux de données individus x variables 
où les individus sont en lignes et les variables en colonnes, alors que la présentation classique 
des données de puce à ADN est faite dans le sens inverse. De plus, cette asymétrie génère 
également parfois un flou sur le rôle précis joué par les individus et par les variables et l’on 
peut parfois se retrouver dans des situations où ces rôles sont inversés. Tout cela reste 
néanmoins généralement parfaitement clair lorsque la ou les questions de départ ont été 
correctement posées et le plan d’expérience conçu en conséquence. 
 Une autre caractéristique de ces données est liée au fait qu’elles soient relativement 
bruitées. Ces bruits sont d’origine aléatoire comme par exemple la variabilité liée à la 
technique ou bien la variabilité biologique (que l’on peut d’ailleurs dans de nombreux cas 
souhaiter estimer) ou bien constituent des sources de variations systématiques comme par 
exemple le biais introduit par l’utilisation de deux fluorophores différents (Cy3 et Cy5) que 
nous avons évoquée précédemment. Afin de gérer les sources de variations aléatoires 
l’utilisateur est tenu de réaliser des réplicats, biologiques (individus ou cultures cellulaires 
placés dans les mêmes conditions expérimentales) et/ou techniques (les réplicats techniques 
peuvent être réalisés à de multiples niveaux : plusieurs extractions de l’ARN, plusieurs 
marquages d’un même ARN, plusieurs hybridations sur différentes puces d’un même produit 
de marquage par exemple), les premiers étant généralement plus souhaitables lorsque les deux 
ne sont pas possibles, car ils génèrent le plus souvent un bruit plus important, évitant ainsi 
nombre de faux positifs mais surtout parce que l’estimation de la variabilité biologique a 
généralement plus d’intérêt pour le biologiste que l’estimation de la variabilité technique. 
Nous ne discuterons pas ici des détails liés aux plans d’expérience et aux plans d’hybridation 
qui déterminent en particulier la puissance statistique des analyses, mais signalons que ce 
dernier aspect est particulièrement critique pour les puces en double couleur et qu’une riche 
littérature sur le sujet peut fournir des orientations assez claires à l’utilisateur (pour des 
synthèses, voir Simon, 2003, pp 11-27; Speed, 2003, pp 35-91; ou encore Bolstad et al., 2004; 
Churchill, 2002; Dobbin et al., 2003; Kerr and Churchill, 2001a; Kerr and Churchill, 2001b). 
Ce sont par ailleurs les étapes de normalisation qui doivent corriger les biais systématiques et 
qui seront abordées au paragraphe suivant. En dehors de ces sources de variations, d’autres 
artefacts peuvent également ajouter du bruit dans les données comme une tâche ou une 
poussière sur une puce, un bruit de fond non homogène ou un défaut de cerclage des spots par 
exemple. Le seul moyen de résoudre la plupart de ces problèmes est généralement d’apporter 
un soin particulier à l’étape d’analyse d’image (Simon, 2003, pp 29-38) et de repérer (les 
utilisateurs utilisent souvent le mot anglais francisé « flagger ») les spots ou régions de la 
puce problématiques afin de les filtrer lors des étapes préliminaires de l’analyse. La 
réalisation de contrôles qualités (basés par exemple sur des spikes) et la recherche 
systématique de valeurs aberrantes doit ainsi impérativement faire partie des étapes 
préliminaires de l’analyse d’un jeu de données de puce à ADN. Le cas du bruit de fond mérite 
d’être évoqué à part. Dans le cas d’un bruit de fond non homogène, la solution la plus 
courante consiste généralement à retrancher aux intensités de chaque spot une valeur de bruit 
de fond, généralement estimée de manière locale (souvent une valeur d’intensité moyenne ou 
médiane des pixels situés à la périphérie du spot). Il est cependant important de tenir compte 
du fait que l’incertitude associée à la mesure du bruit de fond s’additionne à l’incertitude 
associée à la mesure de l’intensité du spot et qu’une telle correction peut donc ajouter du bruit 
dans les données. Il paraît donc relativement peu approprié d’appliquer une telle correction 
dans le cas où le bruit de fond est homogène et à peu près équivalent sur l’ensemble des puces 
utilisées dans l’expérience car cela ne corrigerait aucun biais tout en rajoutant du bruit dans 
les données. Par ailleurs, signalons qu’il n’est absolument pas certain que la plupart des 
valeurs utilisées pour estimer le « bruit de fond » représentent effectivement des valeurs 
d’intensité aspécifiques prises par les pixels situés à l’intérieur du spot. En effet, pour estimer 
réellement un bruit de fond, il faudrait idéalement disposer, à la proximité immédiate de 
chaque spot spécifique, de zones de la puces contenant elles aussi de l’ADN, dont la 
composition en base et dont les caractéristiques d’hybridation aspécifiques seraient similaires 
aux sondes présentes dans le spot spécifique mais dont la séquence ne permettrait pas la 
fixation du transcrit spécifique. Enfin, l’application d’une correction de bruit de fond ne 
manquera pas de générer des données négatives (qui ne peuvent donc être transformées en 
logarithme) ou infinitésimales (qui génèreront des rapports d’expression aberrants), 
notamment lorsque le bruit de fond est estimé sur un nombre limité de pixels situés très à 
proximité des spots et il sera alors essentiel d’identifier et de traiter ces données à part. Loin 
d’être opposé de manière systématique à l’utilisation de corrections de bruit de fond, il me 
semble néanmoins important que l’utilisation de cet outil soit faite en connaissance de cause 
dans la pratique (pour une discussion sur l’utilité des corrections de bruit de fond, voir 
Parmigiani, 2003, pp 13-14; pour la présentation de différentes méthodes voir Simon, 2003, 
pp 33-34). 
 Nous avons évoqué précédemment la nécessité d’appliquer des filtres sur les données 
obtenues (ou au niveau de l’analyse d’image) pour éliminer les mesures de qualité douteuse, 
les artéfacts, les spots aberrants, etc. Une autre justification essentielle de l’application de 
filtres aux puces pangénomiques provient cependant de la biologie elle-même. Si ces puces 
revendiquent leur capacité à couvrir la quasi-totalité du transcriptome, le biologiste étudiant 
un type cellulaire ou un organe donné ne s’attend a priori pas à ce que la totalité des gènes 
soient exprimés dans son échantillon. Il est bien sûr difficile de fournir une échelle fiable du 
nombre de gènes exprimés dans un tissu donné (le chiffre d’environ 10000 gènes exprimés 
par type cellulaire est cependant parfois proposé) mais certaines études peuvent néanmoins 
fournir des indications sur ce sujet. C’est en particulier le cas pour la souris, notre modèle 
d’intérêt, qui a fait l’objet d’études du transcriptome effectuées sur des variétés de tissus 
(Bono et al., 2003; Su et al., 2002; Zhang et al., 2004). Zhang et al. (Zhang et al., 2004) 
détectent ainsi environ 22000 transcrits sur environ 40000 mesurés qui sont considérés 
comme présents dans au moins un des 55 tissus qu’ils ont étudiés, le nombre de gènes 
détectés par tissus s’étendant d’environ 5500 à 10000. Ces études incitent le praticien de 
l’analyse des données de puces à ADN a appliquer des filtres sur l’intensité des signaux des 
spots (par exemple en comparant ces intensités à celles du bruit de fond, à des témoins 
négatifs, etc.) pour ne retenir que les gènes effectivement exprimés dans le tissu étudié. 
Certains gènes susceptibles de n’être exprimés que dans une condition expérimentale donnée, 
doivent généralement être détectés par le biais d’une analyse qui leur est dédiée. 
 L’application de ces différents filtres lors du « prétraitement » des données de puces à 
ADN conduit naturellement à la génération de valeurs manquantes que les méthodes 
d’analyses développées spécifiquement pour les données de transcriptomique doivent donc 
gérer. 
 Enfin, la plupart du temps, les données de puces à ADN nécessitent une 
transformation dont les buts sont souvent multiples (correction d’une asymétrie de 
distribution des données, homogénéisation des variances par exemple). La transformation 
logarithme est sans doute la plus utilisée et l’utilisation du logarithme en base 2, notamment 
pour rapporter des différentiels d’expression (les « log(ratios) » dont on entend souvent 
parler), est sans doute la pratique la plus répandue. Elle permet généralement de rendre la 
distribution des données plus symétriques, d’homogénéiser, au moins en partie, les variances 
de gènes différents ou de conditions expérimentales distinctes, et de fournir des rapports 
d’expression sur une échelle continue, symétrique et centrée sur 0. Elle présente la propriété 
de transformer des effets multiplicatifs en effets additifs (log(axb)=log(a)+log(b)). Le 
principal problème rencontré dans l’utilisation d’une transformation logarithme est sans doute 
lié à la définition de cette fonction sur R+ (ensemble des réels strictement positifs), la rendant, 
de fait, inapplicable sur des valeurs négatives ou nulles et conduisant certains auteurs à lui 
préférer des transformations définies sur R (comme par exemple la fonction racine cubique ou 
encore arcsinh comme dans Zhang et al., 2004). Enfin, il existe des transformations plus 
« drastiques » comme la transformation en rang qui conduit l’utilisateur à perdre en partie le 
caractère quantitatif initial de ses données mais lui apporte dans de nombreux cas, une 
robustesse qui peut être appréciable, surtout dans le cas de données très bruitées. 
 Ainsi, nous avons vu dans ce paragraphe que les étapes d’acquisition et de prétraitement 
des données sont indispensables à l’acquisition de jeux de données fiables. Nous allons 
aborder à présent le rôle plus particulier de la normalisation des données. 
 
 III.4.2. Normalisation des données 
 Comme nous l’avons précisé, l’objectif de l’étape de normalisation des données vise à 
éliminer la présence d’éventuels biais systématiques qui peuvent provenir de différentes 
origines (marquage plus intense d’un échantillon par rapport à un autre ou biais dans 
l’incorporation des fluorophores par exemple). L’objectif premier est donc de rendre les 
données issues de plusieurs échantillons et de plusieurs puces comparables entre eux. Pour 
cela, l’idée la plus simple est sans doute de rapporter toutes les données à une quantité dont on 
sait a priori qu’elle est constante entre les échantillons. Si on note K cette quantité (appelé le 
coefficient de normalisation) et X l’intensité de chaque gène (éventuellement corrigé par 
rapport au bruit de fond), le calcul est donc X/K ou, en logarithme, log(X)-log(K). De plus, si 
cette quantité K provient d’un grand nombre de mesures indépendantes (normalisation basée 
sur des groupes de gènes plutôt que sur un seul gène), la variabilité de l’estimation de cette 
quantité sera faible (la moyenne de n mesures suivant une loi de variance σ2 suit une loi 
normale de variance σ2/n) et la normalisation améliorera ainsi la fiabilité des données 
(correction des biais) sans en faire exploser la variabilité. Une pratique courante, issue des 
techniques à « bas débit », consiste à utiliser des « gènes de ménage » (housekeeping genes 
en anglais), dont l’expression est généralement observée dans de nombreux types cellulaires 
(voire idéalement dans tous les types cellulaires) à des niveaux qui sont (idéalement) 
constants car ces gènes remplissent des fonctions indispensables au niveau cellulaire (facteurs 
basaux de la transcription ou de la traduction, ARN ribosomiques, gènes de la glycolyse ou du 
cytosquelette par exemple). L’avantage de l’utilisation de ces gènes de ménage pour la 
normalisation est qu’ils présenteront bien, en théorie, le même biais systématique que les 
autres gènes mesurés. L’inconvénient majeur est qu’il n’existe aucun gène dont le niveau 
d’expression a effectivement été démontré comme étant parfaitement constant dans tous les 
types cellulaires et sous toutes les conditions expérimentales. Les gènes de ménages les plus 
couramment utilisés dans les expériences à bas-débit (la GAPDH, la β-actine ou l’ARN 
ribosomique 18S par exemple) s’avèrent tous à un moment ou à un autre être modulés sous 
des conditions expérimentales spécifiques. Il devient donc difficile pour l’utilisateur de définir 
avec certitude une liste suffisamment longue (pour réduire la variabilité du coefficient de 
normalisation) de gènes de ménage à utiliser pour normaliser ses données. De fait, cette 
méthode est peu ou pas utilisée en pratique dans le contexte des puces à ADN. 
 Une solution alternative consiste à sélectionner a posteriori, à partir des données, une 
liste de gènes qui semble répondre aux critères de définition d’un gène de ménage (stabilité 
d’expression entre les différents échantillons). Cela peut être par exemple effectué via une 
transformation des données en rang et une sélection des gènes présentant les rangs les plus 
stables parmi les échantillons analysés, à condition de faire attention à ne pas sélectionner 
ainsi des gènes présents dans des gammes d’intensité où peu de gènes apparaissent (car alors 
ils auront plus de chance d’avoir un rang stable). Cette technique présente l’avantage de 
fournir, avec des puces pangénomiques, un nombre conséquent de gènes pour assurer la 
normalisation, mais elle doit en théorie être répétée à chaque expérience, fournissant à chaque 
fois des listes de gènes différentes, conduisant à une normalisation inhomogène des données 
entre plusieurs expériences. De plus, cette méthode n’est généralement pas applicable aux 
puces à ADN dédiées qui ne portent souvent pas suffisamment de gènes pour que cette 
méthode fonctionne correctement. Quelle que soit la méthode choisie (gène de ménage ou 
majorité stable), l’hypothèse sous-jacente à ces normalisations est que ces gènes présentent 
une expression constante entre les échantillons. 
 Nous avons déjà évoqué la possibilité d’utiliser des contrôles externes (les spikes) au 
lieu de ces contrôles internes, l’avantage de leur utilisation étant qu’ils présentent 
généralement de faibles variations et sont utilisables pour des puces à ADN dédiées. Les 
hypothèses sous-jacentes à cette méthode de normalisation sont que 1) les ARNs spikes ont 
bien été ajoutés dans les échantillons en quantités égales et 2) les échantillons d’ARN sont 
tous bien à la même concentration et au même niveau de qualité (ou de dégradation...), i.e. 
que les quantités d’ARN messagers intacts sont bien égales entre les différents échantillons. 
Alors que la première hypothèse ne pose pas de problème particulier (aux erreurs et 
incertitudes de pipetage près), il est plus ardu de s’assurer de la seconde hypothèse. Un dosage 
précis (réplicats) des ARNs et une évaluation rigoureuse de leur niveau de dégradation 
éventuelle (par exemple à l’aide d’un Bioanalyzer 2100, Agilent Technologies, France ou 
d’un appareil équivalent) est donc indispensable pour utiliser cette normalisation 
particulièrement sensible aux erreurs de dosage des ARN ou à leur dégradation. Un autre 
désavantage de cette méthode est qu’elle nécessite la mise au point et la validation de ces 
spikes (notamment l’absence d’hybridations croisées ou plus généralement d’homologie avec 
les transcrits de l’organisme étudié) qui, comme précisé précédemment, plus ils sont 
nombreux, plus ils sont efficaces pour normaliser les données. En dehors de la normalisation, 
les spikes peuvent cependant se révéler utiles pour la réalisation de contrôles de la qualité des 
hybridations (Tong et al., 2006) ou encore pour l’alignement des grilles de cerclage des spots 
(analyse d’image) lorsque les sondes correspondantes sont placées dans les angles des puces à 
ADN. 
 Une autre méthode qui a été assez largement utilisée consiste à supposer que 
l’expression du « gène moyen » ou du « gène médian » n’est pas modulée entre les 
échantillons, ce qui suppose, si on n’exclue pas l’hypothèse qu’il existe malgré tout des 
modulations d’expression de gènes, que les régulations positives et négatives provoquées par 
les différentes conditions expérimentales se compensent. Si cette hypothèse est acceptée (elle 
peut sembler généralement acceptable pour des puces pangénomiques mais bien plus douteuse 
pour des puces dédiées issues par définition d’une sélection biaisée et susceptibles de 
présenter une large proportion de gènes dont l’expression est modulée), on peut alors utiliser 
le signal moyen (ou médian) comme coefficient de normalisation. L’avantage de cette 
méthode est la stabilité de l’estimation du coefficient de normalisation (qui est basé sur le plus 
grand nombre de gènes possibles) et son principal désavantage est lié au fait qu’elle n’est pas 
applicable dans tous les cas. 
 Dans les expériences sur puces en double couleur, l’étude de graphiques comme les 
MA-plots (où M=log2(R/G) est représenté en ordonnée et A=log2((RG)½)=0,5.log2(RG) est 
représenté en abscisse avec R=signal Cy5 dans le rouge et G=signal Cy3 dans le vert) ou les 
RI-plots (où R=ratio=M=log2(R/G) et I=intensity=log10(RG) avec les mêmes définitions de R 
et G) révèlent une dépendance des rapports d’expression (M= R) en fonction de l’intensité des 
spots (A ou I). Cela est due au fait que le biais introduit par les fluorophores ne semble pas 
constant en fonction de l’intensité des spots conduisant ainsi à la formation d’un nuage de 
point qui n’est pas aligné le long d’un axe parallèle à l’axe des abscisses (représentant 
l’intensité sous la forme A ou I). Il a donc été proposé de modéliser ce lien de dépendance et 
de soustraire (car les données sont en logarithme) cette fonction aux données (voir notamment 
Quackenbush, 2002; Yang et al., 2002). Bien que plusieurs méthodes aient été proposées, la 
plus couramment utilisée est sans doute la méthode lowess ou encore loess (locally weighted 
regression) qui, globalement, consiste en une régression polynomiale réalisée sur une fenêtre 
mobile d’intensités associée à l’application de poids aux observations pour limiter l’influence 
des points les plus extrêmes en termes de log(ratios). La taille de la fenêtre utilisée est laissée 
à l’appréciation de l’utilisateur, sachant que plus la fenêtre est large, plus la courbe résultante 
sera lisse. Une fois le modèle f de dépendance log(ratio)=f(intensité) déterminé par cette 
méthode, il ne reste qu’à retrancher pour chaque gène i la valeur prise par le modèle à 
l’intensité xi, que l’on notera y(xi), au log2(Ri/Gi). Le calcul est donc le suivant : 
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 Ce qui illustre le fait que cette normalisation consiste à conserver les valeurs 
correspondant à l’un des canaux (le rouge) et à multiplier les valeurs de l’autre canal (le vert) 
par un facteur de normalisation dépendant de l’intensité et revient donc, comme pour les 
autres méthodes de normalisation à multiplier les valeurs initiales par un certain coefficient de 
normalisation (sauf qu’ici, il dépend de l’intensité). 
 D’autres méthodes de normalisation ont bien sûr été proposées dans la littérature (voir 
par exemple la formulation de la normalisation sous la forme d’un modèle d’analyse de 
variance dans Kerr et al., 2002a; voir par exemple la formulation de la normalisation sous la 
forme d’un modèle d’analyse de variance dans Kerr et al., 2000) qui ne pourront pas être 
abordées ici (pour des synthèses sur les méthodes de normalisation, voir Parmigiani, 2003, pp 
15-16 et chapitres cités dans ces pages; Simon, 2003, pp 53-64; Speed, 2003, pp 25-29). 
Citons cependant le fait que les méthodes que nous avons évoquées, ainsi que d’autres, 
peuvent éventuellement s’appliquer sur des sous-groupes de gènes au sein des puces (comme 
par exemple tous les gènes spottés par une même aiguille) dans le but de corriger des biais de 
type spatial. Des comparaisons de méthodes de normalisation ont également été publiées (voir 
par exemple Bolstad et al., 2003; Yang et al., 2002) et sont facilitées dans certains cas par la 
mise à disposition de jeux de données dont les modulations de gènes sont connues a priori 
(utilisation de spikes par exemple dans les jeux de données appelés « spike-in datasets » ou 
« Latin square data » de Affymetrix et disponibles sur 
www.affymetrix.com/support/technical/sample_data/datasets.affx) permettant ainsi de comparer 
l’efficacité des méthodes de normalisation pour la détection des gènes différentiellement 
exprimés. 
 Bien que constituant souvent une réponse décevante pour beaucoup de biologistes, il 
n’existe pas, à l’heure actuelle, une méthode de normalisation surpassant toutes les autres et 
dans tous les cas. Chacune est apte à corriger certains biais et s’adapte plus spécifiquement à 
certains cas particuliers, mais l’utilisateur, surtout lorsqu’il s’agit d’un biologiste peu aguerri à 
la pratique de l’analyse des données, est souvent plongé dans le flou le plus total quant à la 
méthode à choisir. Il est bon dans ce cas là de se rappeler que chacune des méthodes 
proposées est en fait basée sur une ou des hypothèses (qui ont été évoquées lors de la 
présentation des différentes méthodes) vis-à-vis desquelles le biologiste est très souvent en 
bien meilleure position que le statisticien pour juger de leur caractère acceptable ou non dans 
son contexte expérimental. En redonnant ainsi une importance comparable aux points de vue 
du statisticien (qui propose des méthodes) et du biologiste (qui juge de l’acceptabilité des 
hypothèses sous-jacentes), le dialogue nécessaire sur la méthode de normalisation à appliquer 
s’en trouve généralement grandement facilité et bien plus fructueux. 
 Enfin, dans la pratique, il est indispensable de réaliser un certain nombre de 
représentations graphiques pour choisir et évaluer l’effet de la normalisation des données. 
On peut par exemple utiliser pour cela les MA-plots que nous avons présentés (puces double 
couleur), les boxplots (ou boîtes à moustaches), particulièrement pratiques pour comparer les 
distributions de valeurs de multiples puces de manière parallèle, les comparaisons de puces 
deux à deux ou encore les graphes de distribution des intensités ou des log(ratios). 
 Maintenant que nous avons évoqué les aspects de prétraitement et de normalisation 
des données, nous allons évoquer une variété d’outils disponibles pour répondre aux questions 
posées par l’expérimentateur. 
 
 III.4.3. Comparaison de classes 
 L’objet de la comparaison de classes est d’identifier les éléments qui diffèrent entre 
deux (ou plus) classes d’individus. Typiquement, il s’agit, dans le contexte des microarrays, 
d’identifier les gènes différentiellement exprimés entre deux (ou plus) groupes d’individus. La 
première approche qui a été utilisée dans ce contexte a été de considérer le rapport 
d’expression entre les individus ou les groupes d’individus (le fameux ratio ou log[ratio]) et 
de fixer (arbitrairement ou par le biais de l’étude de la distribution des rapports d’expression) 
un seuil afin de déclarer comme « significativement » différentiellement exprimés tous les 
gènes dont le rapport d’expression (en valeur absolue) dépassait ce seuil. Alors que cette 
approche a été récemment remise au goût du jour par le biais des études de comparaison de 
plateformes de puces à ADN (voir par exemple Guo et al., 2006b), elle présente néanmoins 
deux désavantages. Le premier est qu’étant donné le nombre considérable de gènes mesurés et 
le nombre généralement limité d’échantillons, il est très probable que les jeux de données 
contiennent systématiquement un certain nombre de valeurs aberrantes dont l’influence sur le 
calcul des rapports d’expression correspondants peut être très grande et conduire ainsi à la 
génération de faux positifs. Cependant, nous avons précisé précédemment que c’était le rôle 
des étapes d’analyse d’image et de prétraitement des données de repérer et d’éliminer ces 
valeurs aberrantes. Le deuxième désavantage de cette méthode est qu’elle affecte 
implicitement à chaque gène la même variance, ce qui constitue une hypothèse forte qui est 
très peu probable (voire inacceptable) dans la plupart des contextes. 
 Une autre approche assez naturelle, consiste à utiliser un test statistique dont le test de 
Student, évoqué ci-dessous, est sans doute le plus utilisé dans la cadre de la comparaison de 
deux groupes d’échantillons (dont les observations doivent être indépendantes et distribuées 
selon une loi normale). Le test de Student (notons au passage qu’il requiert également la 
condition d’homoscédasticité, c’est à dire d’égalité des variances entre les groupes comparés, 
sinon le test de Welch doit lui être substitué) est basé sur la statistique de test suivante 
(présentée ici dans un contexte double couleur) : 
s
Mnt ×=  
Où n est le nombre de puces réalisées, M  est la moyenne des log(ratios) des n puces et s est 
l’écart-type de ces log(ratios). Cette statistique est parfois qualifiée de moyenne standardisée 
dans la mesure où elle s’écrit comme le rapport d’une moyenne (ou plutôt une différence de 
moyenne) par son erreur standard (sem pour standard error of the mean qui est égale à l’écart-
type divisé par la racine carrée du nombre d’observations). Sous l’hypothèse H0 (hypothèse 
nulle) selon laquelle M est nul (i.e. que le gène n’est pas différentiellement exprimé), alors 
cette quantité suit une loi de Student à n-1 degrés de liberté. Un moyen de sélectionner les 
gènes différentiellement exprimés est donc de calculer les valeurs de |t| pour chaque gène et 
de fixer un seuil sur ces valeurs (ou de calculer les p-values ou probabilités critiques 
correspondant à ces valeurs de t en utilisant la loi de Student et de fixer un seuil sur les p-
values, ce qui est équivalent si ce n’est que l’on n’a pas dans ce cas à recourir aux valeurs 
absolues). Tout comme la méthode précédente, cette procédure souffre du manque 
d’observations et de la multiplicité des estimations réalisées qui immanquablement génèreront 
des valeurs de t extrêmes en raison de termes d’écart-type s infinitésimaux, malgré des valeurs 
de M proche de 0. C’est donc essentiellement, à ce stade, un problème de stabilité des 
estimateurs qui se présente, lié principalement au manque d’observations. 
 Un moyen pour s’affranchir de ces problèmes consiste à utiliser des estimateurs plus 
robustes, basés par exemple sur la médiane au lieu de la moyenne, ou sur les rangs au lieu des 
intensités (test de Mann-Whitney ou de Wilcoxon) mais ces méthodes souffrent néanmoins de 
problème assez similaires en raison de l’ampleur du problème lié aux estimations. Pour éviter 
le problème des estimations de variance trop faibles, des filtres peuvent éventuellement être 
appliqués pour éliminer, par exemple, au moins temporairement, les 1% de variances les plus 
faibles (Lönnstedt and Speed, 2002). Efron et al. ont proposé d’ajouter le 90ème percentile des 
écarts-types de tous les gènes au dénominateur s de la statistique de Student pour stabiliser la 
variance (Efron et al., 2000). D’autres modifications de la statistique de Student (on parle de 
statistique de Student modérée) ont également été envisagées comme l’ajout d’une 
constante minimisant le coefficient de variation dans l’approche SAM (Significance analysis 
of Microarrays, Tusher et al., 2001) ou bien l’approche bayésienne empirique (Smyth, 2004) 
utilisée dans le package limma (Smyth, 2005) de Bioconductor (Gentleman et al., 2004). Ce 
package propose également l’utilisation de la statistique B, développée dans un contexte 
bayésien empirique (Lönnstedt and Speed, 2002). La définition d’une nouvelle statistique de 
test se heurte souvent au problème de la définition de la loi de cette statistique sous 
l’hypothèse nulle H0 mais la disponibilité d’une masse suffisante de données issues de 
certaines expériences de puces à ADN permet généralement pour cet aspect de recourir à son 
estimation par le biais de techniques de ré-échantillonnage des données. Ces techniques de ré-
échantillonnage ou de permutations peuvent d’ailleurs également être utilisées, lorsque le 
nombre d’échantillons analysés est suffisant, pour éviter d’émettre des hypothèses sur la 
distribution des données (voir notamment Ge et al., 2003) souvent nécessaires avec les 
statistiques de tests couramment utilisées (hypothèse de normalité pour la statistique de 
Student par exemple). Nous évoquerons finalement une dernière approche qui consiste à 
trouver un intermédiaire entre l’estimation d’une variance par gène (dont nous avons vu 
qu’elle n’était pas idéale en raison de la présence de valeurs extrêmes liée au manque 
d’observations) et l’estimation d’une variance unique pour tous les gènes (qui considère donc 
que tous les gènes ont la même variance ce qui ne constitue pas une hypothèse acceptable). 
Dans le cadre de la mise en œuvre de différentes méthodes sur un jeu de données issu de ce 
travail de doctorat (Baccini et al., 2005) et présenté au paragraphe III.5. nous avons choisi de 
définir, de manière arbitraire sur la base d’un histogramme des variances, trois groupes de 
gènes présentant des variances homogènes. Dans une analyse portant sur 120 gènes au départ, 
seules 3 variances sont ainsi estimées et utilisées dans le modèle d’analyse de variance 
comme présenté dans (Baccini et al., 2005). Cette approche a également été exploitée par 
d’autres équipes et constitue l’un des atouts de la méthode Varmixt (Delmar et al., 2005) qui, 
dans sa formulation la plus récente (appelée VM), ne classe pas de manière effective les gènes 
en sous-groupes mais utilise plutôt la probabilité qu’un gène appartienne à un sous-groupe 
(autorisant ainsi un gène à se situer entre plusieurs sous-groupes) comme pondération dans le 
calcul de la variance. 
 Un large panel de méthodes ont ainsi été développées dans le contexte de la 
comparaison de classes. C’est en particulier vrai pour la recherche de gènes différentiellement 
exprimés entre deux groupes d’échantillons. Les méthodes applicables à la comparaison de 
plus de deux groupes d’échantillons sont plus rares mais certaines des méthodes que nous 
avons évoquées peuvent cependant s’appliquer dans ce contexte. L’analyse de variance 
(anova) constitue une méthode de choix pour l’étude des effets de facteurs expérimentaux sur 
l’expression des gènes mais elle nécessite généralement la comparaison ultérieure des groupes 
deux à deux (en tirant néanmoins bénéfice de la réalisation de l’anova), par le biais de ce que 
l’on appelle parfois des tests post-hoc, afin de répondre complètement aux questions posées. 
La présentation détaillée de l’analyse de variance est clairement hors du contexte du présent 
manuscrit (pour une présentation en détail voir par exemple Dagnelie, 1998), mais rappelons 
tout de même qu’elle repose sur une modélisation des données (la variable à expliquer) par 
des facteurs (variables qualitatives explicatives, comme par exemple le traitement ou le 
génotype), éventuellement en interaction, et une comparaison, par l’intermédiaire d’un test de 
Fisher (rapport de variances), de la variabilité induite par ces facteurs par rapport à la 
variabilité non expliquée par le modèle (variabilité résiduelle, qui correspond normalement à 
la variabilité biologique). Comme le test de Student, l’anova repose sur des hypothèses (par 
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Figure 55 : Risques et taux d'erreurs pour les procédures de test simples et multiples
La Figure A présente les différentes probabilités associées avec une procédure de test simple (test d'une 
seule hypothèse H0) et indique quelles sont les erreurs de type I et de type II ainsi que la définition de la 
puissance du test. La Figure B présente une généralisation de ces erreurs au cas des tests multiples. Les 
notations en noir sont celles utilisées par Benjamini & Hochberg (1995).  m est connu puisqu'il représente 
le nombre de tests réalisés (le nombre de gènes sur lesquels on teste l'hypothèse H0) mais m
0
 et m
1
 sont 
inconnus. R est une variable aléatoire observable représentant le nombre de gènes déclarés significati-
vement différentiellement exprimés. S, T U et V sont des variables aléatoires non observables. Les défini-
tions du Family wise error rate (FWER) et du FDR sont présentées sous la table B. P est une probabilité et 
E est une espérance. 
A.
α = P(choisir H1 | H0 vraie)
    = P(rejeter H0 | H0 vraie)
    = erreur de type I
1-β = Puissance du testβ = P(choisir H0 | H0 fausse)
    = erreur de type II
B.
H0 : le gène n'est pas différentièllement exprimé (µ1=µ2)
H1 : le gène est différentiellement exprimé (µ1=µ2)
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ordre d’importance : homoscédasticité, indépendance et normalité) dont la véracité doit faire 
l’objet d’évaluations, souvent via des représentations graphiques réalisées a posteriori 
(l’indépendance étant liée à la façon dont l’expérience a été menée, elle ne nécessite 
généralement pas de vérification). Dans nos expériences qui contiennent le plus souvent deux 
facteurs croisés (typiquement génotype et traitement), nous utilisons souvent l’anova suivie 
d’un test de Student dont le terme d’écart-type est tiré du modèle d’anova (variance résiduelle 
de l’anova) et donc calculé sur toutes les données afin d’en améliorer l’estimation. Soulignons 
à nouveau que l’anova est basée sur des hypothèses, identiques à celles du test de Student. 
 Quel que soit le contexte de la comparaison de classe effectuée (deux groupes ou 
plus), ou la méthode choisie pour effectuer cette comparaison, il est nécessaire à un moment 
donné de définir un seuil permettant de scinder la liste des gènes dont l’expression est 
mesurée en deux groupes : les gènes différentiellement exprimés et ceux qui ne le sont pas. En 
biologie moléculaire, on a généralement l’habitude d’utiliser un seuil sur les probabilités 
critiques (p-values qui mesurent le risque qu’un gène soit un faux positif) de 5%. Ce seuil 
représente, lorsque l’on ne réalise qu’un seul test, le risque de première espèce ou de type I 
(noté α), c’est à dire la probabilité de choisir H1 (le gène est différentiellement exprimé), alors 
que c’est H0 (le gène n’est pas différentiellement exprimé) qui est vraie (Figure 55A). En 
choisissant la procédure de test qui possède la meilleure puissance (la puissance est la 
probabilité de choisir H1 sachant que H1 est vraie et s’écrit 1-β où β est la probabilité de 
choisir H0 sachant que H1 est vraie), l’utilisateur contrôle ainsi le risque d’obtenir un faux 
positif (risque α) et minimise son risque d’avoir un faut négatif (β, par le biais de la puissance 
du test qui n’est toutefois pas maîtrisée à un niveau fixe pour tout différentiel d’expression). 
Si le même risque α=5% est maintenant appliqué à 100 tests de différentiels d’expression 
réalisés simultanément, on s’attend à avoir en moyenne 5 tests déclarant des gènes 
différentiellement exprimés, alors qu’ils ne le sont pas en réalité et donc à avoir en moyenne 5 
faux positifs. L’application de cette idée à 1000 (50 faux positifs), 10000 (500 faux positifs) 
ou encore 40000 tests (2000 faux positifs) illustre le problème lié à ce que l’on appelle la 
multiplicité des tests : lorsque de nombreuses hypothèses sont testées, la probabilité qu’une 
erreur de type I soit commise peut augmenter de manière considérable avec le nombre 
d’hypothèses. Plusieurs généralisations au cas des tests multiples des erreurs de type I (α) ou 
de type II (β) ont été proposées (pour des présentations complètes voir Dudoit et al., 2003b; 
Ge et al., 2003) dont la plus utilisée est sans doute le family-wise type I error rate (FWER) qui 
est la probabilité de commettre une erreur de type I (Figure 55B). Le contrôle des taux 
d’erreur par une procédure de tests multiples donnée est qualifié de fort lorsqu’il est valable 
sous n’importe quelle combinaison d’hypothèses nulles H0 vraies ou fausses (c’est à dire pour 
n’importe quelles valeurs de m0 et m1 en utilisant les notations de la Figure 55B) et il est 
qualifié de faible lorsqu’il n’est valable que dans le cas où toutes les hypothèses H0 sont 
vraies (i.e. lorsque m0=m). Dans le contexte des puces à ADN, le biologiste a généralement 
conçu son expérience dans le but d’observer des modulations d’expression de gènes et un 
contrôle faible semble donc peu approprié. De nombreuses procédures ont été développées 
qui contrôlent le FWER dont la plus connue est sans doute la procédure de Bonferroni qui 
consiste à utiliser un niveau de risque de type I de α∗/m (où m est toujours le nombre de tests 
réalisés) pour chacun des tests réalisés, ce qui assure que le FWER est contrôlé, au sens fort, à 
un niveau α∗ (i.e. FWER≤α∗). Notons que cette procédure, comme les suivantes que nous 
allons évoquer, peuvent être présentées non pas en termes de risque de première espèce utilisé 
pour chaque test réalisé, mais sous la forme d’ajustement des p-values obtenues à partir de ces 
tests, les p-values ajustées pouvant être directement comparées au FWER α∗ désiré (Dudoit et 
al., 2003b; Dudoit et al., 2002; Ge et al., 2003). Ainsi, la procédure de Bonferroni consiste à 
multiplier toutes les p-values obtenues par m (si la valeur pxm dépasse 1 on prend bien sûr 
cette valeur de 1 qui est la borne supérieure d’une probabilité critique). Malheureusement, 
cette procédure simple, si elle est applicable dans certains cas avec des puces à ADN dédiées 
(Martin et al., 2005) est inutile lorsque le nombre m de tests réalisés est trop élevé, comme 
avec des puces pangénomiques. D’autres méthodes permettant de contrôler le FWER ont été 
développées comme la procédure de Sidak, mais celle-ci suppose que les tests sont 
indépendants, ce qui n’est pas le cas pour les puces à ADN. Ces procédures, réalisées en une 
seule étape, tendent à être trop conservatives (c’est à dire à rejetées trop peu d’H0 et donc à 
être peu puissantes) car elles sont, dans leur esprit, adaptées à la plus petite des p-values. C’est 
pourquoi des procédures adaptatives (en l’occurrence descendantes) ont été proposées qui 
ordonnent les p-values de la plus faible à la plus grande et appliquent successivement les 
procédures de Bonferroni (appelé parfois procédure de Holm sous sa forme adaptative) ou de 
Sidak aux p-values en partant de la plus faible p-value et en remplaçant à chaque étape k la 
valeur m par m-k+1 (l’étape 1 étant l’application de la procédure à la plus faible p-value). 
D’après les comparaisons de méthodes que nous avons réalisées (données non présentées) et 
celles publiées dans la littérature (Dudoit et al., 2003b), ces méthodes restent néanmoins trop 
conservatives dans le contexte de puces à ADN pangénomiques. Des procédures prenant en 
compte la dépendance entre les gènes (présence de groupes de gènes dont les niveaux 
d’expression sont corrélés entre eux) ont également été proposées comme les méthodes de 
Westfall & Young minP et maxT (Dudoit et al., 2003b) qui sont basées sur des tests par 
permutation en appliquant les mêmes permutations à tous les gènes pour préserver leur 
structure de corrélation. Mais comme la plupart des tests par permutation, ces méthodes ne 
sont réalisables qu’avec un nombre suffisant de réplicats dans chaque condition expérimentale 
autorisant ainsi la réalisation d’un grand nombre de permutations (pour deux groupes de taille 
n, le nombre de permutations possible est 
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n ) et donc un borne inférieure très faible pour 
l’estimation des p-values (pour un algorithme simple d’estimation de p-values non ajustées 
comme présenté en boîte 1 de Dudoit et al., 2002, la borne inférieure des valeurs prises par les 
p-values vaut 2/B où B est le nombre de permutations effectuées). 
 Finalement, quelle que soit la procédure choisie, le plus important reste malgré tout 
que l’utilisateur ait bien défini au préalable l’objectif qu’il assigne à son opération de 
sélection de gènes. Ainsi, en discutant avec des utilisateurs, notamment dans le cadre de 
formations à l’analyse des données des puces à ADN ou de collaborations, de multiples 
situations différentes peuvent être rencontrées. Il est fréquent que ceux-ci ne souhaitent pas 
obtenir de listes trop longues de gènes différentiellement exprimés, tout simplement parce 
qu’ils se sentiraient dans l’incapacité de gérer des listes de plusieurs centaines de gènes d’un 
point de vue de leur étude bibliographique par exemple, ou encore parce qu’ils travaillent sur 
un modèle peu étudié et ont utilisé des puces à ADN dans le but unique de découvrir quelques 
régulations nouvelles et de se concentrer sur celles qui ont la plus forte probabilité d’être 
vraies. Dans d’autres cas au contraire, les listes les plus longues sont souhaitées dans le but de 
décrire de manière la plus exhaustive possible le système étudié, ou bien parce qu’il s’agit 
d’un modèle étudié par de nombreux laboratoires et que les régulations les plus fortes et les 
plus nettes ont déjà été décrites. Dans les deux cas, la « chasse » aux faux positifs constitue 
bien un objectif, mais les mêmes outils ne seront pas utilisés. Dans le premier cas, les faux 
positifs seront de toute façon rares parmi les gènes présentant les plus forts différentiels 
d’expression et les p-values les plus faibles (quelque soit la procédure utilisée), et ce sont ici 
les artéfacts (défauts au niveau des filtres appliqués aux données ou de l’analyse d’image) qui 
risquent le plus d’en générer. Une procédure contrôlant le FWER peut sans doute s’appliquer 
dans ce cas là. Dans le second cas, l’objectif de l’utilisateur est a priori plutôt de contrôler la 
puissance de sa procédure de sélection puisqu’il souhaite être en mesure de détecter 
idéalement tous les gènes régulés dans son expérience (les limitations de l’outil de mesure 
mises de côté dans ce contexte) mais il n’est néanmoins pas prêt à accepter que ses résultats 
soient entachés d’une proportion trop importante de faux positifs (qui pourraient, de plus, lui 
coûter cher s’il envisage de confirmer une partie de ses résultats par une technique 
indépendante). Il est néanmoins assurément près à en accepter plus d’un seul et unique si cela 
peut lui permettre d’identifier de nombreux nouveaux gènes régulés. Une procédure 
contrôlant le FWER (la probabilité qu’il y ait au moins un faux positif c’est à dire le risque de 
commettre une seule erreur de type I) n’apparait donc pas appropriée dans ce contexte et ce 
que l’utilisateur souhaite contrôler, c’est plutôt la proportion de faux positifs parmi ses 
résultats. C’est sur la base d’exemples similaires que Benjamini & Hochberg (Benjamini and 
Hochberg, 1995) ont proposé en 1995 l’introduction du concept de false discovery rate (FDR, 
ou taux de faux positifs en français, voir sa définition exacte Figure 55B) dont le contrôle est 
moins conservatif que celui du FWER et permet donc, dans le contexte des puces à ADN, de 
détecter plus de gènes différentiellement exprimés (voir notamment les estimations de 
puissance réalisées sur des données simulées dans Dudoit et al., 2003b). La procédure 
initialement proposée pour contrôler le FDR (Benjamini and Hochberg, 1995) consiste à : 
1) ordonner les p-values de la plus faible à la plus grande : p(1)≤p(2)...≤p(k)...≤p(m) 
2) choisir le plus grand indice k tel que : *)( αm
kp k ≤  
3) déclarer significatives toutes les p-values d’indice inférieur à k. 
Sous l’hypothèse que les tests sont indépendants, cette procédure garantit que : 
**0 αα ≤≤
m
mFDR . On voit ainsi que l’estimation de m0 peut constituer un moyen 
d’améliorer la procédure et des recherches en statistique vont dans ce sens comme par 
exemple dans le cadre de l’utilisation des q-values (Storey et al., 2004; Storey and Tibshirani, 
2003) qui s’expriment à partir des p-values de la manière suivante : 
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Où p(i) est la p-value ordonnée du gène i, Ri est le nombre total de gènes déclarés 
différentiellement exprimés dont la p-value est inférieure à p(i) et 0mˆ  est une estimation 
obtenue à partir de la distribution des p-values (qui nécessite la définition d’un paramètre de 
réglage λ). Une autre procédure s’appliquant dans certains cas de corrélations positives entre 
les tests a également été proposée (procédure BY du package multtest de Bioconductor, 
Benjamini and Yekutieli, 2001). 
 Enfin, il est important de comprendre que le FDR, dans sa définition, fournit une idée 
du nombre de faux positifs que l’on peut obtenir si une expérience est réalisée un nombre 
infini de fois et ne fourni donc pas strictement le nombre de faux positifs dans une expérience 
donnée. De plus, le seuil de FDR fixé par l’utilisateur et lui permettant de définir sa sélection 
de gènes différentiellement exprimés est arbitraire. Des méthodes ont donc été développées 
pour rendre compte pour chaque gène de la probabilité qu’il a d’être un faux positif (FDR 
local dans Aubert et al., 2004; q-value dans Storey and Tibshirani, 2003). 
 Nous avons vu ici qu’il existe un large panel de méthodes et de procédures permettant 
de définir une liste de gènes différentiellement exprimés entre deux (ou plus) conditions 
expérimentales. Ce domaine de recherche est particulièrement riche et actif et mes 
compétences limitées en statistique ne me permettent pas d’en présenter toute l’étendue et la 
diversité. Nous avons cependant, je pense, évoqué ici les principaux enjeux et les méthodes 
qui sont les plus utilisées par les biologistes pour analyser leurs données. La méthode SAM 
(Tusher et al., 2001) arrive sans doute en tête dans ce palmarès, peut-être principalement en 
raison de sa distribution sous la forme d’une macro Excel et de sa publication initiale dans un 
grand journal du domaine de la biologie dans la mesure où elle semble être loin de faire 
l’unanimité auprès de tous les spécialistes en statistique du domaine (voir par exemple Dudoit 
et al., 2003b). Ce qui est néanmoins frappant dans la mise en œuvre de ces procédures de test, 
c’est qu’elles sont très souvent combinées à l’application d’autres filtres sur les données (en 
dehors des filtres de prétraitement que nous avons déjà évoqué). Ainsi, il n’est pas rare que 
nous (les biologistes pratiquant ces méthodes) combinions l’application d’un seuil en termes 
de rapport d’expression (on ne conserve que les gènes dont le différentiel d’expression est au 
moins égal à un facteur 2 par exemple) et d’une procédure de test (SAM par exemple). 
L’inconvénient pour le statisticien (sans doute dans une moindre mesure pour le biologiste...) 
est que les propriétés (puissance, contrôle du FDR par exemple) d’une telle procédure sont 
difficiles à établir et que les démonstrations faites dans le cadre de l’utilisation d’une 
procédure donnée ne tiennent généralement plus dans ces nouvelles conditions. Le problème 
vient peut-être du fait que les tests d’hypothèses pour le statisticien sont élaborés pour faire 
prendre une décision à leur utilisateur alors que le biologiste, à mon sens, conçoit plus cet 
outil comme une simple aide supplémentaire à la décision. Une illustration de cette idée peut-
être aisément trouvée dans les nombreux articles qui commentent de manière quasi-
équivalente des résultats déclarés significatifs et ceux que les auteurs appellent souvent des 
« tendances ». Là encore, je pense que l’essentiel se trouve finalement dans la qualité de la 
réponse qui est apportée à la question du biologiste, laquelle dépend aussi largement d’une 
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Figure 56 : Principe général des analyses statistiques exploratoires multidimensionnelles
Les données sont représentées sous la forme d'une matrice gène x échantillons de dimension mxn. 
Cette matrice peut être lue sous la forme de vecteurs lignes (les gènes sont des points dans un espace 
de dimension n défini par les échantillons et leurs coordonnées sur les axes de cet espace sont fournies 
par leur niveau d'expression pour chaque échantillon) ou sous la forme de vecteurs colonnes (les échan-
tillons sont des points dans l'espace de dimension m défini par les gènes). Dans les deux cas, le problème 
consiste à étudier la configuration d'un nuage de points dans un espace de dimension trop importante 
pour être représenté directement de manière graphique. Deux familles de méthodes fournissent des 
résultats complémentaires et/ ou adaptés à la réponse à des questions spécifiques : les méthodes facto-
rielles réalisent une projection du nuage de point sur des espaces de dimension réduite en optimisant 
un critère (comme l'inertie du nuage en ACP par exemple) alors que les méthodes de classification 
regroupent les points sur la base d'une mesure de leurs distances calculées dans l'espace d'origine. ACP 
: Analyse en Composantes Principales, AFD : Analyse Factorielle Discriminante, MDS : multidimensional 
Scaling ou positionnement multidimensionnel, CAH : classification ascendante hiérarchique, pam : parti-
tionning around medoïds. Schéma inspiré de Lebart L et al. (2000).
formulation adéquate et précise de la question et des attentes. Nous verrons dans le 
paragraphe III.4.6. qu’une approche séduisante, répondant en partie au besoin d’intégration de 
connaissances a priori dans les tests statistiques, consiste à combiner les mesures d’expression 
géniques à des connaissances a priori de groupes de gènes dans la recherche de fonctions 
biologiques affectées par les conditions expérimentales. 
 
 III.4.4. Découverte de classes 
 L’objectif de la découverte de classes consiste à répondre à des questions du type 
« Peut-on identifier des sous-groupes homogènes de gènes (ou d’échantillons) caractérisés par 
des profils d’expression similaires ? ». Ce type de questions s’applique à de multiples 
domaines comme la recherche de gènes corégulés, l’identification et la caractérisation de 
sous-type de tumeurs, la recherche de points aberrants ou tout simplement l’exploration des 
données. De part sa formulation, la question renvoie immédiatement à des analyses de type 
non supervisées, c’est à dire où des connaissances a priori sur la nature et la composition des 
groupes ou sous-groupes ne sont pas utilisées dans l’analyse. C’est la méthode utilisée qui 
doit fournir une « cartographie » ou « typologie » des objets (gènes ou échantillons) suggérant 
ainsi un découpage en classes. Les méthodes utilisées pour répondre à ces questions 
appartiennent au domaine de « l’analyse des données et de la reconnaissance de formes » ou, 
formulé autrement, à celui des « analyses statistiques exploratoires multidimensionnelles » 
(pour des références en français, voir notamment Dagnelie, 1975; pour des références en 
français, voir notamment Escofier and Pagès, 1998; Lebart et al., 2000). 
 Le principe général de ces analyses et leur séparation en deux sous-familles de 
méthodes, les méthodes de classification (méthodes de clustering en anglais) d’une part et les 
méthodes factorielles d’autres part, permettent d’illustrer de manière compréhensible les 
principales approches utilisées dans ce domaine (Figure 56). L’intérêt majeur de ces méthodes 
et qu’elles tiennent compte directement du caractère multidimensionnel des données et 
étudient la topologie des gènes et/ou des individus (via leur structure de corrélation et/ou leurs 
distances), alors que les méthodes de comparaison de classes fonctionnent plutôt sur la base 
d’une analyse gène-par-gène et que l’intégration des données est généralement réalisée après 
analyse statistique, lors de l’étape d’interprétation. La formulation géométrique et/ou 
algorithmique de la plupart de ces méthodes d’analyse favorise également grandement leur 
diffusion et leur enseignement à des publics non spécialisés en mathématique ou statistique 
appliquée. De nombreuses méthodes ont été appliquées aux données issues des puces à ADN 
et certaines améliorées voire développées spécifiquement pour leur analyse (pour des 
présentations de différentes méthodes voir Parmigiani, 2003, pp 21-28 et chapitres cités dans 
ces pages; Simon, 2003, pp 121-155; Speed, 2003, pp 159-200). 
 Les méthodes de classification (clustering en anglais) visent à regrouper les points 
(échantillons ou gènes) sur la base de leurs distances calculées dans l’espace d’origine. Plus 
précisément, en partant d’une matrice de distances (ou de dissemblances) entre les objets 
(échantillons ou gènes), la classification vise à rechercher une typologie, une segmentation ou 
une partition des objets en classes par optimisation d’un critère. Ce sont parmi les premières 
méthodes qui ont été utilisées pour visualiser les relations entre des profils d’expression 
(Eisen et al., 1998). La complexité du problème à traiter (classification de milliers d’objets) 
impose le recours à un algorithme itératif. De plus, toutes les méthodes de classification 
nécessitent la définition préalable d’une distance (ou d’une mesure de dissemblance ou 
d’éloignement) entre les objets à classer et d’autres choix sont également souvent laissés à 
l’utilisateur à commencer par la méthode de classification mais aussi le critère à optimiser ou 
encore le nombre de classes. Plusieurs types de distances sont présentées et comparées dans 
l’article (Baccini et al., 2005) présenté au paragraphe III.5. Dans le contexte de la 
classification des gènes, il me semble que les distances basées sur la corrélation (du type 1-
corrélation) constituent souvent un choix pertinent car nous avons vu que l’intensité d’un spot 
pouvait dépendre fortement de la nature de la sonde présente sur ce spot et que donc, les 
intensités des signaux obtenus pour différents gènes ne peuvent être directement interprétés 
du point de vue biologique comme représentant les niveaux relatifs d’expression des gènes 
entre eux. C’est donc plutôt la covariation des signaux qui intéresse le biologiste, plutôt que la 
comparaison de leurs niveaux absolus. Dans le cadre de l’analyse des individus (ou 
échantillons), la distance euclidienne (ou d’autres distances présentant des comportements 
relativement similaires) peut être intéressante pour détecter des individus aberrants ou 
extrêmes mais les distances basées sur la corrélation apportent également ici un point de vue 
intéressant sur les données. La méthode qui est sans doute la plus répandue dans l’analyse des 
données issues de puces à ADN est la classification ascendante hiérarchique (CAH) qui est 
réalisée selon les étapes suivantes : 
• Au début chaque individu est une classe 
• A chaque étape, on regroupe les deux objets les plus proches puis on recalcule les 
distances en considérant ces deux objets comme un seul objet 
• A la fin, tous les individus sont regroupés dans une classe unique 
Le résultat est la construction d’un arbre de classification ou dendrogramme. On voit ici que 
cet algorithme nécessite la définition d’une distance entre objet mais également d’un moyen 
de calculer des distances entre un objet et un groupe d’objets ou encore entre deux groupes 
d’objets (on appelle cela le critère d’agglomération ou linkage en anglais). Les solutions les 
plus simples consistent à utiliser le saut minimum (single linkage : distance minimum entre 
deux groupes de points), le saut maximum (complete linkage : distance maximale entre deux 
groupes de points) ou le saut moyen (average linkage : distance entre les barycentres des deux 
groupes de points). D’après notre expérience de la manipulation de ces différents critères, le 
saut moyen donne généralement des résultats intéressants, le saut maximum peut également 
être pertinent dans certains cas mais le saut minimum souffre, lui, d’une forte sensibilité aux 
effets de chaîne, un phénomène auquel on peut s’attendre avec les classifications réalisées sur 
des milliers de gènes. Le critère de Ward, basé sur la maximisation de l’inertie inter-classes 
(ou sur la minimisation de l’inertie intra-classe, ce qui est équivalent), tend à fournir des 
classes de forme sphérique et présente l’avantage de fournir des sorties graphiques (hauteur de 
coupure en fonction du nombre de classes) qui peuvent aider à fixer le nombre de classes. En 
effet, la CAH ne fournit qu’une hiérarchie de classifications sous la forme d’un 
dendrogramme et il revient alors à l’utilisateur de choisir à quel niveau il va « couper » cet 
arbre pour définir ainsi les classes qu’il cherchera à interpréter. De plus, il est important de 
concevoir le dendrogramme sous la forme d’un mobile dont les branches peuvent tourner 
librement autour des fils, fournissant ainsi un nombre considérable de possibilités (2n-1 pour n 
objets classés) de représenter un même arbre de classification. Il est courant de rencontrer une 
présentation des données issues des puces à ADN sous la forme d’une matrice de carrés dont 
la couleur correspond à un codage des données initiales (rouge=forts différentiels 
d’expression et vert=faibles différentiels d’expression par exemple) et dont les lignes et les 
colonnes ont été réorganisées par le biais de CAH effectuées sur les échantillons puis sur les 
gènes. Peut-être encore plus dans cette situation où les couleurs et les éventuels « paquets » 
qu’elles forment attirent l’œil, cette notion de rotation des branches des dendrogrammes doit 
être gardée en tête pour assurer une interprétation pertinente des groupes d’objets et de leurs 
proximités éventuelles. Le principal inconvénient de la CAH reste néanmoins son côté rigide 
dans le sens où une erreur de regroupement effectuée à une étape ne peut être corrigée au 
cours des étapes suivantes. Une autre méthode assez souvent mise en œuvre sur les données 
de puces à ADN et qui ne souffre pas de ce dernier défaut est l’agrégation autour des centres 
mobiles dont le principe général est une réallocation dynamique des objets à des centres de 
classes, le nombre de classes k étant fixé a priori par l’utilisateur. Plusieurs algorithmes 
légèrement différents sont possibles pour cette méthode dont le plus classique est celui de 
Forgy : 
• La phase d’initialisation consiste à tirer au hasard ou sélectionner, pour des raisons 
extérieures à la méthode, k points dans l’espace des objets à classer, en général k 
objets appartenant à l’ensemble, appelés centres ou noyaux. 
• La phase d’itération consiste à répéter, jusqu’à stagnation du critère de variance inter-
classes les deux étapes suivantes : 1) allouer chaque objet à l’un des noyaux (sur la 
base de sa distance aux noyaux), c’est à dire à une classe et 2) calculer le centre de 
gravité de chaque classe qui devient le nouveau noyau 
On voit ici que si l’initialisation est réalisée par un choix au hasard des k points, le résultat 
dépendra de ce choix initial. On a donc l’habitude dans ce cas de répéter ce tirage aléatoire 
puis l’algorithme un grand nombre de fois dans le but de repérer ce que l’on appelle les 
« formes fortes », c’est à dire les points qui sont toujours regroupés ensemble (ou bien de 
sélectionner la classification qui minimise la somme des variances intra-classes par exemple). 
L’algorithme des k-means est similaire mais le calcul des nouveaux noyaux est effectué à 
chaque allocation d’un objet à une classe. D’autres approches, comme la méthode pam 
(partitioning around medoids ou la méthode clara plus adaptée aux grands jeux de données) 
ou celle des nuées dynamiques, consistent à rechercher k objets représentatifs (les medoïds) 
parmi les observations qui doivent représenter la structure des données puis à assigner les 
objets à ces medoïds. L’objectif de pam est par exemple d’identifier k objets représentatifs qui 
minimisent la somme des dissimilarités entre les objets et leur medoïd le plus proche. Cette 
méthode a de plus l’intérêt de fournir des sorties graphiques (les graphiques des silhouettes) et 
numériques (les silhouettes moyennes) aidant respectivement à l’interprétation du contenu des 
classes (détermination de la qualité de l’allocation d’un objet à une classe) et à fixer le 
nombre de classes (choix de la classification qui a la meilleure silhouette moyenne). Le 
principal avantage de ces différentes méthodes d’agrégation autour des centres mobiles est 
leur convergence généralement rapide (et donc leur applicabilité à de très grands jeux de 
données) et leur principal inconvénient est la nécessité de définir a priori le nombre de 
classes. Classification ascendante hiérarchique et méthodes d’agrégation autour des centres 
mobiles peuvent par ailleurs être combinées comme illustré dans l’article présenté en annexe 
4, ce qui palie en partie aux principaux défauts de chacune des méthodes (« rigidité » de la 
classification ascendante hiérarchique et choix arbitraire du nombre de classes pour 
l’agglomération autour des centres mobiles). Il existe de nombreuses autres méthodes de 
classification répondant parfois à des objectifs précis et il est donc nécessaire là encore que 
l’utilisateur définisse au mieux sa question et ses objectifs afin de trouver un conseil approprié 
auprès de spécialistes de ces méthodes et/ou dans la littérature. 
 La deuxième catégorie de méthodes exploratoires multidimensionnelles est constituée 
par les méthodes factorielles dont l’analyse en composantes principales (ACP) est la plus 
connue. L’objectif de l’ACP est de représenter graphiquement plus de 3 variables par la 
recherche de résumés (nuages de points) pertinents dans le plan respectant les distances entre 
les individus et les corrélations entre les variables. Concrètement, l’ACP va fournir 1) une 
représentation graphique « optimale » des individus (ici « optimale » signifie que le nuage de 
point présente un minimum de déformation ou plus précisément que les axes successifs 
capture un maximum de sa variance initiale, également appelée inertie totale) dans un sous-
espace Eq de dimension q (où q est inférieure à la dimension initiale des données qui est 
fournie par le nombre de variables) et 2) une représentation graphique des variables dans un 
sous-espace Fq explicitant au mieux les liaisons initiales (i.e. les corrélations si les variables 
sont centrées) entre ces variables. Lorsque les variables sont centrées et réduites, elles sont 
contenues, dans les représentations graphiques de l’ACP, dans un cercle de rayon 1 appelé le 
cercle des corrélations. Lorsque les variables sont proches de ce cercle (plus elles en sont 
proches et mieux elles sont projetées dans le plan considéré), le cosinus de l’angle formé par 
les vecteurs correspondant à deux variables est environ égal à la corrélation entre ces deux 
variables. Signalons qu’il est également possible de réaliser des représentations simultanées 
(souvent appelées biplots) des variables et des individus sur un même graphique moyennant 
un changement d’échelle sur les axes (pour un exemple de mise en œuvre, voir Chapman et 
al., 2002) mais dans le contexte des puces à ADN, le nombre important de points à représenter 
n’est pas toujours favorable à ce type de représentation graphique. L’ACP effectue donc une 
réduction de dimension (ou une projection du nuage de points sur un espace de dimension 
réduite) en réalisant une approximation de la matrice de données X par un tableau de rang q. 
Sous cette formulation, l’ACP peut être considéré comme une modélisation des observations 
de départ, l’estimation des paramètres du modèle étant généralement réalisée par le biais 
d’une décomposition en valeurs singulières. Globalement, cela consiste à rechercher q 
combinaisons linéaires des variables de départ qui soient non corrélées entre elles (pour que 
les axes de l’ACP appelés composantes principales soient orthogonaux) et dont la somme des 
variances soit maximale (pour que ces axes capturent les principaux axes d’allongement du 
nuage de points). En plus de ses représentations graphiques, l’ACP fournit un grand nombre 
(souvent trop si elles sont toutes calculées...) de mesures de qualité des représentations ou de 
contributions qui peuvent aider à l’interprétation ou être utilisées pour simplifier ou enrichir 
les représentations graphiques. L’un des problèmes récurrent en ACP est le choix du nombre 
de dimension. Plusieurs solutions ont été proposées mais la plus utilisée est sans doute la 
recherche d’un « coude » (ou d’une « cassure de pente ») dans l’éboulis des valeurs propres 
issues de la décomposition aux valeurs singulières (et qui sont liées au % de variance expliqué 
par chaque axe de l’ACP). La réalisation de boxplots (ou boîtes à moustache) des 
composantes principales est également un outil pratique qui peut également aider 
l’identification de points extrêmes. D’après notre expérience de l’utilisation de l’ACP, que 
nous trouvons particulièrement adaptée à l’exploration des données issues de puces à ADN 
dédiées, nous constatons que plus le plan expérimental est élaboré (nombre de facteurs et de 
modalités de ces facteurs notamment mais également plan d’expérience en cinétique), plus il 
faudra étudier d’axes en ACP car chacun a une chance de capturer une part d’information 
relative à un aspect du plan d’expérience. Typiquement, dans un plan d’expérience comparant 
deux conditions, l’ACP ne trouvera son utilité que dans la recherche de points aberrants. Les 
principales limites de l’ACP sont liées au fait que c’est une technique linéaire (les axes sont 
des combinaisons linéaires des variables initiales) qui optimise un critère quadratique 
(l’inertie ou variance) qui ne tient donc pas compte de liaisons non linéaires et présente une 
forte sensibilité aux valeurs extrêmes (ce qui peut néanmoins être aussi un avantage lorsque 
l’ACP est justement utilisée pour repérer ces valeurs extrêmes). Dans le contexte de puces 
pangénomiques, le nombre de variable génère souvent des graphiques illisibles mais l’ACP 
peut cependant malgré tout trouvé son utilité, soit via une sélection de variables préalables, 
soit via la représentation de variables synthétiques représentant des groupes de gènes issus 
d’une classification ou encore regroupés par catégories fonctionnelles sur la base de leurs 
annotations. Des exemples de mise en œuvre et d’interprétation d’ACP peuvent être trouvés 
dans les publications relatives à ce travail de doctorat (Martin et al., 2007; Martin et al., 2005) 
et présentées aux chapitres IV et V. Nous évoquerons dans le chapitre suivant une autre 
méthode factorielle : l’analyse factorielle discriminante (AFD ou analyse linéaire 
discriminante de Fisher). Citons également ici le positionnement multidimensionnel (MDS 
pour multidimensional scaling) qui consiste à réaliser une ACP sur un tableau de distances, 
fournissant ainsi une représentation graphique des objets de dimension réduite (typiquement 
un plan) qui constitue la meilleure approximation des distances observées entre les objets. Son 
principal avantage est qu’il permet la comparaison de différentes distances, fournissant ainsi à 
l’utilisateur des points de vue différents et complémentaires sur son jeu de données. 
 Il existe ainsi une variété de solutions pour l’exploration des jeux de données 
multidimensionnels qui trouvent chacun leur pertinence dans l’étude des données de puces à 
ADN dans un objectif de découverte de classes. Même lorsque la question initiale n’est pas de 
découvrir des classes au sein des objets analysés, je pense que ces outils sont utiles à la simple 
exploration des jeux de données obtenus (identification de points extrêmes ou des principales 
tendances, hiérarchisation des principaux effets observés sur le profil d’expression des gènes, 
etc.). Leur interprétation n’est pas toujours simple mais l’habitude et une bonne connaissance 
du système étudié sont sans doute dans ce cadre les meilleures armes, soulignant ainsi 
l’avantage qu’il y a à utiliser de manière presque systématique dans le cadre d’une étude 
préliminaire des données au moins certains de ces outils (comme la CAH et l’ACP par 
exemple) afin d’en acquérir la maîtrise. 
 
 III.4.5. Prédiction de classes 
 Lé prédiction de classe vise à répondre à des questions du type « Peut-on définir une 
règle permettant de séparer (ou discriminer) au mieux mes groupes d’échantillons (ou de 
gènes) et qui présente un taux d’erreur minimal lorsqu’elle est appliquée pour prédire la classe 
de nouveaux échantillons ? ». Nous nous limiterons dans ce chapitre à citer les principales 
méthodes disponibles sans les décrire pour la plupart (pour des descriptions plus complètes et 
des comparaisons de méthodes, voir Parmigiani, 2003, pp29-33 et chapitres cités dans ces 
pages; Simon, 2003, pp 95-119; Speed, 2003, pp 93-158) car aucune d’entre elles n’a 
réellement été utilisée dans un contexte de prédiction de classe dans le cadre de ce travail de 
doctorat et notre expérience de ces méthodes est donc particulièrement limitée. Signalons tout 
de suite qu’en anglais les méthodes de discrimination ou de prédiction que nous allons 
évoquer sont regroupées sous le nom de classification (terme qui, en français, se réfère plutôt 
aux méthodes non supervisées présentées dans le paragraphe précédent). Ces méthodes 
peuvent être par exemple utilisées pour prédire la fonction de gènes (on établit une règle de 
discrimination des gènes dont la fonction est connue sur la base de leurs profils d’expression 
et on l’applique ensuite à des gènes dont la fonction n’est pas connue), pour prédire un type 
de tumeur (dans un but diagnostique comme dans Golub et al., 1999; pour prédire le tissu 
d’origine comme dans Ross et al., 2000) ou établir un pronostique d’évolution (prédiction du 
pouvoir métastatique d’une tumeur, du risque de rejet d’une greffe, d’une espérance de survie, 
etc.) ou encore pour rechercher des ensembles de biomarqueurs (gènes discriminants au 
mieux une situation exposée d’une situation non exposée utilisés comme biomarqueur 
d’exposition par exemple). La formulation du problème de prédiction de classes tel que nous 
le présentons ici permet de concevoir immédiatement les deux étapes essentielles des 
différentes méthodes : 1) la construction d’une règle de discrimination (classifier en anglais) 
et 2) son évaluation sur de nouveaux échantillons. Contrairement aux méthodes que nous 
avons présenté pour la découverte de classe, les méthodes utilisées ici sont dites supervisées, 
dans la mesure où la construction, comme la validation de la règle de discrimination, 
nécessitent la connaissance a priori des classes auxquelles les objets appartiennent. 
Idéalement, il faut donc deux jeux de données indépendants pour répondre à ce type de 
question : l’un est appelé le jeu d’apprentissage (training dataset) et sert à construire le 
prédicteur, alors que l’autre constitue le jeu de données de validation (test dataset) et sert à 
évaluer le taux d’erreur du prédicteur précédemment défini. Une alternative consiste à utiliser 
la validation croisée dont une variante consiste à séparer le jeu de données initial en K sous-
parties et à construire K prédicteurs à partir du jeu de données dont on a éliminé l’une des K 
sous-partie à chaque fois, le taux moyen d’erreur de la méthode de discrimination calculé à 
partir des K analyses étant une estimation non biaisée du taux réel d’erreur. Dans le cas où le 
nombre de prédicteurs est grand devant le nombre de cas (ce qui est typiquement le cas dans 
la prédiction de classes d’échantillons à partir de leurs données d’expression génique), si 
l’estimation de la précision de la règle de discrimination est réalisée sur le jeu de données qui 
a servi à construire cette règle (le jeu d’apprentissage), cette précision sera toujours 
excellente, mais la règle fonctionnera mal sur de nouvelles données. Ce phénomène qualifié 
de sur-apprentissage (overfitting) est lié au fait qu’un trop grand nombre de paramètres sont 
ajustés sur trop peu de points de mesures, conduisant à un ajustement sur du bruit aléatoire 
contenu dans les données (autrement dit, on trouvera toujours quelques gènes qui 
discrimineront par hasard de manière parfaite les différentes classes, si on mesure 
suffisamment de gènes et que l’on a peu d’échantillons). Il ressort de cette remarque qu’une 
étape préliminaire à la construction d’une règle de discrimination doit généralement consister 
à réduire la dimension des données. Ceci peut être principalement réalisé par deux types de 
méthodes : 1) par la recherche de « gènes synthétiques » ou « variables latentes » en utilisant 
par exemple les axes fournis par des méthodes factorielles comme l’ACP ou l’AFD ou encore 
des noyaux de classes obtenus par une méthode d’agrégation autour des centres mobiles ou 2) 
par une sélection d’une sous-liste de gènes vraisemblablement discriminants (par exemple en 
utilisant des approches de type comparaison de classes). Après avoir globalement présenté les 
principaux enjeux et les grandes étapes impliqués dans la prédiction de classes, citons 
quelques méthodes utilisées dans ce contexte. 
 L’analyse factorielle discriminante (AFD) est basée, comme l’ACP, sur une 
projection des nuages de points sur des espaces de dimension réduite (c’est donc une méthode 
factorielle). Mais, alors que l’ACP optimise la part d’inertie totale capturée par chaque axe, 
l’AFD optimise, elle, le rapport entre l’inertie inter-groupes et l’inertie intra-groupe, 
conduisant ainsi à une séparation optimale des groupes dans les premiers axes factoriels. Les 
axes étant des combinaisons linéaires des variables initiales, il est possible, à partir des 
coefficients de cette combinaison linéaire, d’essayer d’interpréter les axes du point de vue 
biologique. Alors que l’AFD est clairement une méthode de prédiction, elle peut néanmoins 
également être utile à titre exploratoire pour identifier des groupes de gènes discriminant bien 
deux (ou plus) conditions expérimentales. D’autres méthodes peuvent également être utilisé 
pour la prédiction comme le modèle linéaire généralisé (ou plus précisément le modèle de 
discrimination logistique) qui consiste globalement à modéliser le logarithme du rapport des 
probabilités d’appartenance d’un individu aux différentes classes (le logodds) et à introduire 
pas-à-pas les prédicteurs par un processus de sélection de modèles. L’un des problèmes de 
cette approche est le recours à une sélection pas-à-pas qui n’est donc pas exhaustive et ne peut 
garantir l’obtention d’une règle optimale. Une autre méthode dont le principe est relativement 
simple est la méthode des plus proches voisins (nearest neighbor classification) où un nouvel 
échantillon est classé en se basant sur les classes auxquels appartiennent les échantillons du 
jeu d’apprentissage dont les profils d’expression sont les plus similaires (ou les plus voisins) 
au nouvel échantillon. Il est nécessaire pour cette méthode de définir une mesure de distance 
entre profils et un nombre de voisins (méthode des k plus proches voisins ou k-nearest 
neighbor) à considérer (k devant être impairs pour éviter les égalités entre deux classes 
prédites). Une autre méthode assez similaire mais utilisant une contraction (shrinkage) des 
mesures d’expression de centroïdes des classes est implémentée dans la méthode PAM 
(Prediction Analysis for Microarrays, Tibshirani et al., 2002). Elle permet notamment de 
diminuer le nombre de gènes impliqués dans la règle de discrimination et d’opérer ainsi une 
étape de sélection de variables. Les méthodes basées sur les arbres de classification 
(Classification and Regression Trees) comme les forêts aléatoires (random forest) semblent 
bien adaptées à la gestion d’une grande quantité de variables et fournissent également des 
sorties numériques et/ou graphiques (les mesures « d’importance » des variables) pouvant 
permettre une sélection de variables les plus discriminantes. Enfin, les machines à vecteurs 
supports (ou séparateurs à vastes marges, en anglais : SVM pour support vector machines), 
basées sur des algorithmes de discrimination, ont également été utilisées avec succès, 
notamment pour la prédiction de la fonction de gènes (Brown et al., 2000; Zhang et al., 2004). 
 Là encore de nombreux outils sont disponibles qui possèdent chacun leurs avantages, 
leurs inconvénients et leur capacité à répondre à différentes questions et objectifs. De 
nombreux logiciels implémentent ces différents outils, mais citons plus particulièrement le 
package MLInterfaces de Bioconductor (voir www.bioconductor.org) qui implémente de 
nombreuses méthodes différentes et harmonise dans la mesure du possible leurs sorties 
numériques. 
 
 III.4.6. Aide à l’interprétation / aspects bioinformatiques 
 Alors que l’utilité des outils bioinformatiques est évidente dans l’étape de conception 
des puces à ADN (prédiction de gènes à partir des séquences génomiques et sélection de 
sondes spécifiques notamment), leur utilité est au moins aussi importante dans la phase 
d’analyse ou plutôt d’interprétation des données. La diversité des questions posées par les 
biologistes à partir de leurs expériences de puces à ADN rend difficile la définition d’une 
typologie des problèmes abordés par les multiples outils bioinformatiques mais on peut 
malgré tout citer à titre d’exemple : l’analyse des promoteurs dans le but de comprendre la 
co-régulation de l’expression de gènes, l’analyse de voies (Pathway analysis en anglais) 
cherchant à comprendre les conséquences des régulations à l’échelle des grandes voies 
biologiques (voies métaboliques ou de signalisation) et plus généralement l’intégration de 
connaissances (bibliographiques par exemple) et d’annotations sur les gènes pour guider 
l’interprétation des résultats issus des puces à ADN, l’inférence de réseaux dans le but de 
comprendre les interactions entre les gènes, ou encore la réconciliation de données visant à 
comprendre les liens entre des observations réalisées à différents niveaux 
(transcriptome/protéome, transcriptome/métabolome par exemple). Nous ne pourrons explorer 
ici tous ces aspects et nous concentrerons donc sur quelques exemples que nous avons eu 
l’occasion de rencontrer (mais pas toujours de manipuler) dans le cadre de nos travaux. 
 La suite Genomatix (www.genomatix.de) est une suite de logiciel dédiée à l’analyse 
de promoteurs qui offre la possibilité intéressante de rechercher des groupes de motifs de 
fixation de facteurs de transcription au lieu de sites de fixation isolés. Ces outils ou encore 
ceux disponibles dans le domaine public comme TransFac (www.gene-regulation.com) 
s’avèrent intéressant pour comprendre la corégulation des gènes via l’analyse de leurs 
promoteurs. 
 Ce que je regroupe dans « l’intégration de connaissance » constitue un enjeu majeur 
de l’analyse des données issues des puces à ADN. Ces expériences fournissent classiquement 
à l’utilisateur des listes de dizaines voire de centaines de gènes dont l’analyse bibliographique 
individuelle est le plus souvent impossible. Des outils peuvent donc être utilisés pour extraire 
de ces listes des informations plus globales comme les principales fonctions biologiques 
représentées ou encore les localisations subcellulaires des produits des transcrits mesurés. 
L’une des bases de données les plus utilisée dans ce contexte est Gene Ontology (GO, voir 
www.geneontology.org) qui est basée sur la définition d’un vocabulaire associé à une 
structure hiérarchique (les liens de hiérarchie entre les termes utilisés) utilisé ensuite pour 
annoter les gènes (ou plutôt leurs produits issus de leur transcription/traduction) via trois 
points de vue : leurs localisations (cellular component), leurs fonctions moléculaires 
(molecular function) et leurs rôles biologiques (biological processes). Plusieurs outils ont 
ainsi été développés (Al-Shahrour et al., 2004; Beissbarth and Speed, 2004; Manoli et al., 
2006) pour déterminer la sur- ou la sous-représentation de certaines catégories issues de Gene 
Ontology dans des listes de gènes en les comparant généralement à des données prises comme 
référence (tous les gènes annotés dans GO ou encore tous les gènes présents sur la puce 
utilisée). La base de données KEGG (Kyoto Encyclopedia of Genes and Genomes, 
www.genome.jp/kegg), orientée sur un regroupement des gènes en voies (métaboliques, de 
signalisation, processus cellulaires, etc.) est également très utilisée. La méthode du Gene Set 
Enrichment Analysis (GSEA, Mootha et al., 2003b; Subramanian et al., 2005) peut utiliser 
différentes sources de données pour définir des groupes de gènes a priori dont l’analyse 
GSEA proprement dite recherche ensuite un enrichissement éventuel parmi les gènes régulés 
par le biais d’un score d’enrichissement basé sur la comparaison de la distribution des rangs 
des gènes appartenant au groupe prédéfini par rapport à ceux des autres gènes. Cette analyse, 
qui semble fournir des résultats intéressants, surtout dans les cas où les modulations 
d’expression sont relativement faibles dans leur amplitude et où la variabilité des échantillons 
est grande et peu contrôlable, a stimuler d’autres recherches visant à intégrer des 
connaissances biologiques a priori dans l’identification de groupes de gènes régulés (Tian et 
al., 2005). La base de données Ingenuity (www.ingenuity.com), basée elle sur une annotation 
manuelle des gènes réalisée par des experts à partir de la bibliographie, est accompagnée 
d’une suite d’outils qui facilitent grandement l’analyse des puces à ADN pangénomiques et 
l’identification de réseaux ou de voies de gènes corégulés. Enfin, de nombreux outils pour la 
manipulation et l’analyse des annotations de gènes sont également disponibles sous le logiciel 
R et ont été développés dans le cadre du projet Bioconductor (www.bioconductor.org). 
 Des travaux importants sont également conduits dans le domaine de la modélisation 
des systèmes biologiques via l’inférence et l’analyse de réseaux. Etant particulièrement 
novice dans ce domaine, je me contenterais de signaler l’existence d’un outil accessible 
librement pour l’analyse et la visualisation de réseaux d’interactions moléculaires nommé 
Cytoscape (www.cytoscape.org). 
 Enfin, alors que de nombreux autres domaines de la biologie génèrent des jeux de 
donnée de plus en plus volumineux, des outils sont nécessaires à la réconciliation de ces 
différentes sources d’information afin d’établir des liens entre les niveaux d’observation. 
Plusieurs méthodes statistiques existent pour répondre à ce type de problème comme l’analyse 
canonique ou encore la régression PLS (Partial Last Squares). Dans ce domaine, j’ai eu 
l’occasion de participer à un projet en collaboration avec Ignacio Gonzàlez, Sébastien Déjean, 
Olivier Gonçalvez, Alain Baccini et Philippe Besse du Laboratoire de Statistique et 
Probabilité (Institut de Mathématique de Toulouse) qui consistait à développer, en particulier 
pour l’analyse des données issues de nos puces à ADN (Martin et al., 2007), une méthode 
d’analyse canonique pouvant fonctionner sur des jeux de données contenant plus de variables 
que d’individus (deux articles actuellement soumis sur l’analyse canonique régularisée dont 
un est présenté en annexe 3). L’utilisation de l’analyse canonique est illustrée au paragraphe 
III.5. et la mise en œuvre de l’analyse canonique régularisée est présentée en annexe 3. 
 Comme on le voit, le domaine de l’étude du transcriptome est particulièrement riche 
en questionnements et s’enrichit fortement d’autres domaines scientifiques comme ceux de la 
statistique et de la bioinformatique. En contrepartie, les caractéristiques des données et des 
questionnements générés stimulent fortement une recherche de qualité en mathématique et 
informatique appliquées. Ce contexte a constitué pour moi une opportunité majeure de me 
situer à l’interface entre biologistes et statisticiens dans le cadre du début de ma carrière 
d’ingénieur, me permettant ainsi d’enrichir mon point de vue sur nos objets de recherche et la 
façon de les aborder. 
 
 III.4.7. Analyse des puces INRArray 01 
 Après avoir présenté les principaux outils de l’analyse des données issues des puces à 
ADN, voyons à présent les principales étapes utilisées dans le traitement des puces INRArray 
01. Les étapes présentées ci-dessous ont fait l’objet d’une mise au point progressive et une 
procédure complète a été mise au point et associée à la création de fonctions sous le logiciel 
d’analyse R dans le cadre du stage de Master 1 d’Alice Vigneron (2006) que j’ai encadré. Ces 
fonctions R ainsi qu’un fichier d’aide détaillant la procédure de traitement et présentant un 
exemple issu de nos travaux sur les phtalates est disponible à l’adresse suivante : 
www.inra.fr/internet/Centres/toulouse/pharmacologie/pharmaco-moleculaire/technologie/data-functions.html. 
Nous ne présenterons donc ici que les grandes étapes du traitement de ces données en nous 
concentrant sur les étapes de prétraitement, dans la mesure où les étapes d’analyse dépendent 
de la question posée et que les outils utilisés pour y répondre sont ceux présentés dans les trois 
paragraphes précédents. 
• Les données sont acquises sur un imageur au phosphore (scanner STORM 840, 
Amersham Biosciences, France) après un à trois jours d’exposition des puces à ADN à 
un écran au phosphore. 
• L’analyse d’image est réalisée avec le logiciel Image Master Array 2.0 (Amersham 
Biosciences, France) et les données d’intensité (volume = intensité moyenne des 
pixels du spot x aire du spot = somme des intensités des pixels du spot) pour chaque 
puce sont extraites sous la forme d’un fichier Excel. Une correction de bruit de fond 
local (médiane des intensités des pixels adjacents aux spots) n’est appliquée aux 
données que si les images en démontrent la nécessité (bruit de fond inhomogène, 
présence de tâches). L’analyse est parfois conduite en parallèle sur données corrigées 
et sur données non corrigées en cas de doute. Les données des différentes puces sont 
combinées sous la forme d’une matrice gène x échantillons dont la dernière colonne 
spécifie le type de spot (gène, bruit de fond ou spike). Les données sont ensuite 
importées sous le logiciel R. 
• Les puces INRArray 01 (à partir de la version INRArray 01.2) portent autant de spots 
ne contenant que du tampon de dépôt (50% DMSO) que de spots spécifiques de gènes 
d’intérêt. Les spots ne contenant que du tampon de dépôt (spots « DMSO ») sont 
utilisés pour évaluer la distribution du bruit de fond. Les données « DMSO » sont 
extraites du jeu de données, transformées en log base 2 et un filtre (on élimine les 
valeurs dépassant la moyenne du bruit de fond + 1,5 fois l’espace interquartiles) est 
appliqué pour éliminer les valeurs aberrantes (liées à un défaut de lavage des aiguilles 
du spotteur). La normalité de la distribution du bruit de fond est évaluée via un test de 
Shapiro-Wilk, éventuellement corrigé par la méthode de Benjamini-Hochberg. Les 
boxplots du bruit de fond de chaque puce sont également observés. Généralement, le 
bruit de fond est distribué de manière gaussienne sur plus de 95% des puces, ce qui 
conduit à accepter l’hypothèse de normalité du bruit de fond. 
• La valeur seuil de la moyenne du bruit de fond + 2 fois son écart-type est utilisée sur 
chaque puce pour déterminer si les intensités des spots dépassent ou non 
significativement le bruit de fond (ce qui correspond globalement à un test de Student 
unilatéral à 2,5%). Une matrice de présence-absence est produite (valeur 1 si le spot 
dépasse la valeur seuil basée sur le bruit de fond et 0 sinon). En nous basant sur une 
série de représentations graphiques (distribution du nombre de gènes déclarés présents 
sur les puces notamment), sur la gestion de la multiplicité des tests réalisés (pour 
chaque gène on effectue autant de tests qu’il y a de puces dans l’expérience), sur la 
taille des groupes expérimentaux (certains gènes peuvent n’être exprimés que dans un 
seul groupe d’individus) et sur des comparaisons de listes de gènes en fonction du 
filtre appliqué, on détermine le nombre de puces minimum sur lequel un spot doit être 
déclaré présent pour qu’il soit conservé dans les futures analyses. La présence d’un 
spike contrôle négatif (ARN non ajouté dans les échantillons) permet de contrôler que 
le seuil fixé n’est pas trop bas (si le spike est conservé, alors le seuil est trop bas). 
• La normalisation est réalisée par trois méthodes différentes : la moyenne globale par 
puce (spots correspondant à des gènes et à des spikes uniquement), la médiane globale 
par puce (idem) et la moyenne des signaux des spikes (transformés en log base 2). Ces 
trois normalisations sont comparées, principalement sur la base de représentations en 
boxplots et une normalisation est choisie. Par défaut, c’est la normalisation par les 
spikes qui est choisie car nous avons vu que les hypothèses qui la sous-tendent ont 
plus de chance d’être vérifiées dans nos expériences. Dans de nombreux cas, les 
normalisations par les spikes et par le signal moyen donnent néanmoins des résultats 
proches. 
• Dans tous les cas, des analyses en composantes principales et des classifications des 
gènes et des individus sont réalisées et comparées entre au moins deux types de 
normalisations comprenant la normalisation par les spikes. Pour chaque groupe 
expérimental, des graphiques sont produits qui comparent les signaux des puces deux-
à-deux dans le but 1) de repérer des puces aberrantes (réalisé en parallèle via les 
boxplots et les analyses multidimensionnelles) et 2) de repérer des problèmes de 
quantification (intensité de certains spots aberrants). Une liste des spots présentant des 
valeurs bizarres est réalisée à partir de l’observation de ces graphiques et un retour 
vers l’analyse d’image est effectué pour contrôler spécifiquement la quantification des 
spots incriminés. Dans le cas où des modifications sont apportées à la quantification, 
le jeu de données est alors réanalysé en partant des premières étapes. De manière 
générale, nous constatons que deux allers-retours entre analyse préliminaire (telle que 
présentée ici) et analyse d’image sont nécessaires pour s’assurer de l’obtention d’un 
jeu de données fiable. 
• A ce stade, le jeu de donnés peut être analysé pour répondre aux questions biologiques 
spécifiques. 
 
 En conclusion de ces sept paragraphes, il est relativement étonnant de constater la 
vitesse à laquelle le domaine de l’analyse des puces à ADN se saisit des nouveaux outils 
générés par la recherche en statistique et en bioinformatique. La gestion de la multiplicité des 
tests statistique en est un bon exemple car elle a connu un renouveau en 1995 avec 
l’introduction de la notion de FDR (Benjamini and Hochberg, 1995), de manière 
concomitante à la diffusion des puces à ADN. Très rapidement, ces notions ont été appliquées 
aux données de puces à ADN et de nouvelles méthodes ont été proposées spécifiquement pour 
ce domaine (voir par exemple Tusher et al., 2001), ce qui illustre bien l’intérêt et la qualité 
des relations entre biologistes moléculaires et statisticiens dans le cadre des projets de 
transcriptomique. En contrepartie, les puces à ADN et les nombreuses nouvelles applications 
qui en sont faites (ChIP on chip, tilling arrays, puces SNP, puces de tissus, etc.) stimulent une 
recherche en statistique appliquée diversifiée et de qualité. Le paragraphe suivant est constitué 
d’une synthèse, publiée dans un numéro spécial du Journal de la Société Française de 
Statistique (Baccini et al., 2005), qui a été réalisée en collaboration avec une équipe du 
Laboratoire de Statistique et Probabilités appartenant à l’Institut de Mathématiques de 
Toulouse (Sébastien Déjean, Alain Baccini et Philippe Besse) et avec des collègues 
statisticiens de l’INRA de Toulouse (Christelle Robert-Granié et Magali San Cristobal). Elle 
illustre la mise en œuvre de différentes méthodes sur le jeu de données issu des puces 
INRArray 01.2 interprété du point de vue biologique dans (Martin et al., 2007) et présenté au 
chapitre V. 
 
III.5. MISE EN ŒUVRE DE DIVERSES METHODES SUR UN MEME JEU DE 
DONNEES 
Article n°1 : Alain Baccini, Philippe Besse, Sébastien Déjean, Pascal G. P. Martin, 
Christelle Robert-Granié, Magali San Cristobal. Stratégies pour l’analyse statistique de 
données transcriptomiques. Journal de la Société Française de Statistique. 2005 ; 146(1-
2): 5-44. 
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ANALYSE STATISTIQUE DE DONNE´ES TRANSCRIPTOMIQUES
From this experience we conclude that there is not one best approach ; we have to
find the “good” strategy combining exploration and modelling to fit the data as well
as to achieve the biological purpose. From this point of view, a strong collaboration
between statistician and biologist is essential.
Keywords : microarray, principal component analysis, clustering, linear model,
random forests, canonical correlation analysis.
1. Introduction
Les donne´es transcriptomiques, ou donne´es d’expression des ge`nes, sont issues
de technologies varie´es (Polymerase Chain Reaction – PCR – en temps re´el,
biopuces constitue´es d’acide de´soxyribonucle´ique – ADN – comple´mentaire
ou d’oligonucle´otides de´pose´s sur membrane de nylon ou sur lame de verre),
chacune ne´cessitant des pre´traitements spe´cifiques : analyse d’image, quanti-
fication et normalisation. Ces derniers ne sont pas aborde´s dans cet article,
meˆme si, de´terminants dans beaucoup de re´sultats, ils doivent eˆtre envisage´s
avec prudence et e´value´s en termes d’impact sur les conclusions retenues.
Les proble´matiques rencontre´es, les conditions expe´rimentales, ainsi que les
objectifs vise´s varient conside´rablement : pre´se´lection de ge`nes, prise en
compte d’une cine´tique, importance de covariables, pre´sence de variables
phe´notypiques... Ne´anmoins, la spe´cificite´ majeure de ces donne´es, celle qui
remet le plus en cause le bon usage et le savoir faire du statisticien, est la tre`s
haute dimensionnalite´ du nombre de ge`nes par rapport au nombre compara-
tivement tre`s restreint d’e´chantillons biologiques sur lesquels leur expression
est mesure´e. De fac¸on formelle, le proble`me se pose comme l’observation d’une
variable, l’expression (ou quantite´ d’acide ribonucle´ique messager – ARNm –
produite), dans des situations expe´rimentales croisant au moins deux facteurs :
le ge`ne et le type d’e´chantillon biologique (tissus sain ou pathologique, cellule
sauvage ou modifie´e...). Le premier facteur peut pre´senter de quelques cen-
taines a` quelques dizaines de milliers de niveaux, tandis que le second, pour
des raisons e´videntes de couˆt, ne pre´sente en ge´ne´ral que quelques dizaines
de niveaux au maximum. L’objet de l’analyse statistique est alors d’extraire
une information pertinente concernant l’effet de diffe´rents facteurs sur l’e´tat
fonctionnel de la cellule.
L’objectif de cet article est de montrer, sur un exemple re´el, quels sont,
dans la vaste panoplie disponible, les outils qui se montrent les plus efficaces
pour apporter des solutions pertinentes aux questions du biologiste. Nous
verrons que chaque outil et, plus pre´cise´ment, chaque option (ponde´ration,
distance, transformation...) apporte un point de vue diffe´rent sur les donne´es.
Le de´fi consiste alors a` conduire ces choix en conscience, compte tenu de leurs
limites et de l’interpre´tation biologique qui en est faite, afin de de´terminer
la technique, ou l’optique, qui offre la repre´sentation la plus e´clairante au
biologiste. Ainsi, nous apporterons, pour les diffe´rentes techniques, quelques
commentaires sur l’interpre´tation biologique des re´sultats ; ceux-ci feront
l’objet d’une publication ulte´rieure en cours de pre´paration (Martin et al.,
2005b).
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Dans le paragraphe suivant, nous pre´sentons le jeu de donne´es a` l’origine de
cet article ainsi que la proble´matique biologique. Le troisie`me paragraphe
est consacre´ a` la de´marche exploratoire se focalisant sur l’analyse d’un
tableau de donne´es pour lequel on cherche des repre´sentations graphiques
pertinentes. Dans le paragraphe 4, nous pre´sentons diverses me´thodes de
mode´lisation qui ont permis de confirmer et de comple´ter la connaissance
sur l’expression des ge`nes acquise avec la de´marche exploratoire. L’un des
objectifs recherche´s, a` travers l’expe´rimentation biologique mise en œuvre,
e´tant de mettre en relation l’expression de certains ge`nes avec les quantite´s
d’acides gras he´patiques, le paragraphe 5 pre´cise comment l’analyse canonique
permet de re´pondre a` cette question. Enfin, conclusions et perspectives sont
pre´sente´es dans le dernier paragraphe.
2. Les donne´es
Les donne´es ont e´te´ fournies par l’e´quipe de pharmacologie mole´culaire de
l’Unite´ de Recherche 66 de l’INRA de Toulouse. Elles proviennent d’une e´tude
de nutrition chez la souris. Pour 40 souris, nous disposons :
– des donne´es d’expression de 120 ge`nes se´lectionne´s parmi les 30000 de la
souris comme e´tant susceptibles d’eˆtre re´gule´s par les conditions nutrition-
nelles de cette e´tude ; elles ont e´te´ recueillies sur membrane nylon avec
marquage radioactif ;
– des concentrations de 21 acides gras he´patiques obtenues par chromato-
graphie en phase gazeuse au laboratoire de Biochimie ENSAR-INRA de
Rennes (pour chaque souris, la somme des 21 mesures est e´gale a` 100).
Les 120 ge`nes analyse´s constituent une puce de´die´e (INRArray 01.2). Ces
ge`nes ont e´te´ se´lectionne´s, d’une part, sur la base d’une e´tude bibliographique,
d’autre part, a` partir d’une e´tude pre´liminaire re´alise´e sur 10000 ge`nes dont
l’expression a e´te´ mesure´e par microarray dans des conditions susceptibles
de mettre en e´vidence les ge`nes cibles de PPARα (Martin et al., 2005a).
Cette biopuce, en de´veloppement permanent, compte aujourd’hui (juin 2005)
environ 300 ge`nes.
Par ailleurs, les 40 souris sont re´parties selon deux facteurs croise´s dans un
plan complet, e´quilibre´, a` quatre re´pe´titions. Les deux facteurs sont de´crits
ci-dessous.
– Ge´notype (2 niveaux). Les souris sont soit de type sauvage (WT) soit de
type PPARα-de´ficientes (PPAR), avec 20 souris dans chaque cas (Lee et al.,
1995).
– Re´gime (5 niveaux). Les cinq re´gimes alimentaires sont note´s :
• dha : re´gime enrichi en acides gras de la famille Ome´ga 3 et parti-
culie`rement en acide docosahexae´no¨ıque (DHA), a` base d’huile de pois-
son ;
• efad (Essential Fatty Acid Deficient) : re´gime constitue´ uniquement
d’acides gras sature´s, a` base d’huile de coco hydroge´ne´e ;
• lin : re´gime riche en Ome´ga 3, a` base d’huile de lin ;
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• ref : re´gime dont l’apport en Ome´ga 6 et en Ome´ga 3 est adapte´ des
Apports Nutritionnels Conseille´s pour la population franc¸aise, sept fois
plus d’Ome´ga 6 que d’Ome´ga 3 ;
• tsol : riche en Ome´ga 6, a` base d’huile de tournesol.
Quatre souris de chaque ge´notype sont soumises a` chaque re´gime alimen-
taire.
La question centrale de l’analyse des donne´es d’expression consiste a` de´tecter
des ge`nes qui ont un comportement diffe´rent selon les conditions auxquelles
ils sont soumis. Dans notre cas, nous cherchons a` de´terminer les ge`nes :
– caracte´ristiques de l’effet ge´notype,
– caracte´ristiques de l’effet re´gime,
– en relation avec des taux e´leve´s d’acides gras he´patiques.
Sans revenir sur la phase de normalisation des donne´es, pre´cisons toutefois
qu’elle a e´te´ aborde´e en centrant les valeurs sur l’intensite´ moyenne de 13
ARN exoge`nes ajoute´s a` l’e´chantillon avant marquage (spike). Elle a ensuite
e´te´ valide´e par la pre´sence de 8 autres ARN exoge`nes introduits a` des
doses parfaitement connues dans la solution initiale (Martin et al., 2005b).
Nous ve´rifions dans la premie`re partie de l’analyse exploratoire qu’aucune
membrane ne pre´sente un comportement atypique (voir Fig. 1).
3. De´marche exploratoire
Dans ce paragraphe, nous passons en revue diverses techniques exploratoires
dans le but, d’une part, de nous familiariser avec les donne´es, d’autre part, de
commencer a` identifier certains ge`nes ayant un comportement particulier. Le
lecteur souhaitant des de´veloppements sur les techniques e´voque´es ci-dessous
pourra les trouver dans Saporta (1990), dans Lebart et al. (1995) ou dans
Baccini et al. (2005). Signalons e´galement l’ouvrage re´cent de McLachlan et
al. (2004), plus spe´cifiquement oriente´ vers l’analyse des donne´es d’expression.
3.1. Strate´gie
Dans une e´tude statistique sophistique´e, avant d’utiliser des me´thodes de
mode´lisation ou des techniques d’apprentissage, il est toujours prudent de
commencer par une e´tude exploratoire a` l’aide d’outils, certes e´le´mentaires
mais robustes, en privile´giant les repre´sentations graphiques. C’est la seule
fac¸on de se familiariser avec les donne´es et, surtout, de de´pister les sources
de proble`mes comme les valeurs manquantes, errone´es ou atypiques, les
distributions « anormales » (dissyme´trie, multimodalite´, e´paisseur des queues
de distributions), les liaisons non line´aires...
Ensuite, au vu des re´sultats pre´ce´dents, on peut eˆtre conduit a` mettre
en œuvre divers pre´traitements des donne´es afin de rendre ces dernie`res
conformes aux hypothe`ses des techniques de mode´lisation ou d’apprentissage
qu’il sera ne´cessaire d’utiliser pour atteindre les objectifs fixe´s. Ces pre´traite-
ments peuvent eˆtre les suivants :
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– transformation des variables (logarithme, puissance...), centrage, re´duction,
passage aux rangs ;
– codage en classes ou recodage de classes ;
– imputation ou non des donne´es manquantes ;
– re´duction de dimension, classification et premier choix de variables ;
– classification ou typologie des observations.
Attention, le coˆte´ e´le´mentaire des techniques exploratoires ne doit pas
conduire a` les ne´gliger au profit d’une mise en œuvre imme´diate de me´thodes
beaucoup plus sophistique´es, donc beaucoup plus sensibles aux proble`mes cite´s
ci-dessus. Si ces proble`mes ne sont pas pris en compte au de´but de l’analyse,
ils re´apparaˆıtront ensuite comme autant d’artefacts susceptibles de de´naturer,
voire de fausser, toute tentative de mode´lisation.
Pour l’analyse exploratoire, au-dela` des techniques unidimensionnelles, deux
grandes familles de me´thodes sont utilise´es :
– les me´thodes factorielles ;
– la classification (clustering), ou apprentissage non supervise´.
Dans les deux cas, de nombreux choix sont laisse´s a` l’utilisateur qui doit
soit les effectuer en connaissance de cause, soit les tester pour arriver a` une
repre´sentation satisfaisante compte tenu de ses a priori et des conditions
expe´rimentales. Ces choix doivent bien suˆr eˆtre connecte´s a` ceux relatifs a`
la normalisation des donne´es.
3.2. Choix me´thodologiques
Nous donnons ici une pre´sentation synthe´tique des choix qui doivent eˆtre ex-
plicite´s. Cette liste n’est sans doute pas exhaustive et devra eˆtre comple´te´e
avec l’approfondissement de l’expertise du traitement de ce type de donne´es.
Nous pouvons d’ores et de´ja` insister sur l’indispensable dialogue entre bio-
logiste et statisticien pour ope´rer ces choix en connaissance de cause, tant
sur les aspects techniques que sur leurs implications biologiques. Ces choix ne
pourront bien suˆr pas tous eˆtre discute´s en de´tail dans le cadre restreint de
cet article.
3.2.1 Transformations
Les donne´es traite´es sont issues des proce´dures de normalisation spe´cifiques
a` la technologie utilise´e pour les produire. Ne´anmoins, elles peuvent encore
subir des transformations dont nous pre´cisons ci-dessous les plus courantes.
Passage au logarithme. Cette transformation corrige une distribution trop
dissyme´trique (skewness) et re´duit l’influence des grandes valeurs (e´ventuelle-
ment atypiques). Elle est justifie´e dans la mesure ou`, dans certains syste`mes
naturels, divers effets peuvent eˆtre mode´lise´s par des facteurs multiplicatifs
plutoˆt qu’additifs.
Centrage. Les donne´es se pre´sentant sous la forme d’une matrice, il est
habituel, par exemple dans une analyse en composantes principales (ACP),
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de centrer les colonnes. L’information lie´e a` la moyenne peut eˆtre utile en
soi, mais est rarement tre`s informative. Dans les donne´es transcriptomiques,
le roˆle des lignes et des colonnes, c’est-a`-dire la distinction entre individus et
variables, n’est pas toujours explicite. Le choix doit eˆtre fait en fonction de la
ne´cessite´ de centrer les donne´es d’expression par ge`ne, par biopuce, voire par
ge`ne et par biopuce, ce qui correspond au double centrage (lignes et colonnes).
Re´duction. Dans les me´thodes descriptives multidimensionnelles, il est cou-
rant de faire une re´duction des variables soit lorsque leurs unite´s de mesure
sont diffe´rentes soit, lorsqu’avec la meˆme unite´ de mesure, on observe des
variances tre`s he´te´roge`nes. Dans l’analyse de donne´es transcriptomiques, on
peut eˆtre conduit a` faire une re´duction des variables si celles-ci sont bien iden-
tifie´es. Toutefois, il convient d’eˆtre tre`s prudent compte tenu des proble`mes
suivants. En ramenant a` un la variance des ge`nes, les effets de surexpression
ou sous-expression de certains d’entre eux sont e´limine´s. Cette transforma-
tion a donc surtout un sens lors de l’e´tude d’un sous-ensemble de ge`nes de´ja`
se´lectionne´s car diffe´rentiellement exprime´s. D’autre part, dans une ACP, la
re´duction peut conduire a` un effet taille artificiel sur l’axe 1 duˆ a` un grand
nombre de ge`nes d’expressions voisines et sans particularite´. Nous l’avons ob-
serve´ dans l’ACP pre´sente´e en 3.4 ou` le phe´nome`ne le plus structurant, la
se´paration des deux ge´notypes, apparaˆıt sur l’axe 1 dans l’ACP non re´duite
et sur l’axe 2 dans l’ACP re´duite, le premier axe correspondant a` un effet
taille dans ce second cas.
Marges unitaires. Une autre fac¸on d’e´liminer l’influence des unite´s de
mesure consiste a` diviser les lignes (ou les colonnes) d’un tableau par ses
marges en lignes (ou en colonnes). C’est la pratique courante lorsque le tableau
contient des effectifs (table de contingence) et cela conduit a` l’analyse des
correspondances. Pour les raisons e´voque´es ci-dessus (surexpression et sous-
expression), cette approche ne semble pas bien adapte´e a` l’analyse des donne´es
d’expression.
Passage aux rangs. Lorsque les donne´es sont parseme´es de valeurs atypiques
sans qu’aucune transformation fonctionnelle (logarithme, puissance...) ne
puisse en atte´nuer efficacement les effets, une fac¸on « brutale », ou robuste,
de proce´der consiste a` remplacer une valeur par son rang dans la se´quence
ordonne´e. En pratique, cela revient a` calculer le coefficient de Spearman plutoˆt
que celui de Bravais-Pearson.
3.2.2 Ponde´rations et distances
Il arrive que l’on introduise des ponde´rations sur les lignes ou sur les colonnes
du tableau des donne´es. Cette pratique permet de donner plus ou moins
d’importance a` certains e´le´ments ; cela permet de redresser un e´chantillon.
Un autre exemple simple consiste a` affecter des poids nuls a` certaines lignes
ou a` certaines colonnes, alors dites supple´mentaires : elles n’interviennent pas
dans les calculs mais restent repre´sente´es dans les graphiques. Par de´faut,
les poids sont e´gaux pour les lignes et e´gaux pour les colonnes. Sauf cas tre`s
particulier, on utilise des poids e´gaux dans l’analyse des donne´es d’expression.
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D’un point de vue mathe´matique, chaque ligne (chaque colonne) est conside´re´e
comme un vecteur d’un espace vectoriel muni d’un produit scalaire induisant
une norme euclidienne et une distance (entre ces vecteurs). Par de´faut, cette
distance est celle, classique, dont le carre´ est la somme des carre´s des e´carts
entre les coordonne´es de deux vecteurs. Introduire des ponde´rations sur
les lignes (sur les colonnes) conduit a` ponde´rer le calcul de cette distance.
La matrice associe´e au produit scalaire est alors une matrice diagonale
comportant le carre´ des ponde´rations sur la diagonale. Elle remplace la matrice
identite´ associe´e a` la distance classique.
D’autres matrices carre´es syme´triques et de´finies positives sont e´galement uti-
lisables de fac¸on plus ge´ne´rale. Citons l’inverse de la matrice des variances-
covariances re´siduelles (ou intra-classes) en analyse discriminante (me´trique
de Mahalanobis) ou la matrice diagonale des inverses des fre´quences margi-
nales en analyse des correspondances (me´trique du khi-deux). Citons encore
les matrices largement re´pandues dans le contexte transcriptomique faisant in-
tervenir la corre´lation line´aire usuelle, ou la corre´lation par rangs, entre deux
variables X et Y , et dont le terme ge´ne´ral peut eˆtre de´fini par 1− cor(X,Y )
ou
√
1− cor(X,Y )2. Le proble`me du choix de la distance sera discute´ en 3.5.
3.2.3 Factorisation et projections
Beaucoup de me´thodes propose´es recherchent des nouvelles variables non
corre´le´es (factor scores) obtenues par combinaisons line´aires des variables ini-
tiales et optimisant un crite`re. Il s’agit de la maximisation de la variance dans
le cadre de l’ACP qui conduit a` la construction des variables principales. La
de´composition ainsi obtenue a-t-elle un sens pour les donne´es conside´re´es ?
Combien de composantes sont ne´cessaires pour re´sumer l’information et four-
nir des repre´sentations graphiques pertinentes des nuages de points (individus
et variables) ? Seule la discussion entre biologiste et statisticien peut e´clairer
ces questions.
Sur le plan mathe´matique, lorsqu’on utilise la me´trique identite´ dans l’es-
pace vectoriel des individus, les variables principales sont obtenues a` partir
des facteurs principaux, vecteurs propres associe´s aux plus grandes valeurs
propres d’une matrice carre´e, syme´trique et de´finie non ne´gative (variances-
covariances, corre´lations, produits scalaires...). De manie`re plus ge´ne´rale, les
me´triques de´finies dans l’espace des individus et dans celui des variables in-
terviennent dans la de´finition de la matrice diagonalise´e.
3.2.4 Classification
Une approche classique dans toute discipline scientifique consiste a` faire de la
taxinomie, c’est-a`-dire a` rechercher des classes homoge`nes des objets e´tudie´s
(ge`nes ou e´chantillons biologiques dans notre cas) au sens d’un crite`re de´fini
par une matrice de distances ou de dissemblances. Le choix de ce crite`re,
qui sera pre´cise´ au 3.6, est e´videmment pre´ponde´rant pour la signification et
l’interpre´tation des re´sultats obtenus.
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3.3. Techniques unidimensionnelles
Parmi les outils et indicateurs recense´s, les diagrammes en boˆıtes pre´sentent un
grand inte´reˆt pour l’analyse des donne´es d’expression. Eux seuls permettent
de repre´senter simultane´ment un grand nombre de distributions (quelques
centaines) sur un meˆme graphique et d’en analyser rapidement les spe´cificite´s
en termes de me´diane, de dispersion et de valeurs atypiques. Il serait bien
entendu impossible de conside´rer simultane´ment autant d’histogrammes.
Ainsi, la repre´sentation des diagrammes en boˆıtes pour les souris, ordonne´es
selon le ge´notype et le re´gime suivi (Fig. 1), ne donne a priori aucune tendance
spe´cifique sur le comportement de l’ensemble des ge`nes. Cette repre´sentation
atteste de la qualite´ de la production et du pre´traitement des donne´es. En effet,
celles-ci ont e´te´ recueillies en utilisant une membrane par souris ; ainsi, une
quelconque anomalie sur un support, affectant l’ensemble des mesures relatives
a` une souris particulie`re, apparaˆıtrait ne´cessairement sur cette repre´sentation.
Notons seulement que quelques ge`nes atypiques, facilement repe´rables sur la
figure 2 comme les plus surexprime´s, se retrouvent dans les valeurs extreˆmes
pour chaque souris sur la figure 1.
FIG 1. — Diagrammes en boˆıtes pour les 40 souris. La ligne verticale pleine se´pare
les souris selon leur ge´notype. Les lignes verticales en pointille´s se´parent les souris
selon le re´gime qu’elles ont suivi. La ligne horizontale en pointille´s repre´sente la
me´diane de l’ensemble des valeurs
Les diagrammes en boˆıtes pour chaque ge`ne (Fig. 2) re´ve`lent des ge`nes dont
l’expression est, sur l’ensemble des souris, nettement diffe´rentes des autres
(par exemple, 16SR, apoA.I, apoE). Les ge`nes des ARN ribosomiques, comme
le 16SR (ARN 16s ribosomique mitochondrial), pre´sentent, dans toutes les
cellules de l’organisme, des niveaux d’expression plus e´leve´s que tous les ge`nes
codant des ARN messagers. Ces ARN servent en effet a` la traduction des ARN
messagers en prote´ines. Par ailleurs, on peut constater que les expressions de
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certains ge`nes varient beaucoup plus que d’autres sur l’ensemble des souris
(par exemple, FAS, S14 et THIOL). Pour ces derniers ge`nes, on peut supposer
qu’une part de cette variabilite´ est due aux facteurs conside´re´s, ce que nous
essaierons de confirmer par la suite au moyen de techniques de mode´lisation.
FIG 2. — Diagrammes en boˆıtes pour les 120 ge`nes. Quelques ge`nes particuliers ont
e´te´ e´tiquete´s
L’inte´reˆt de ces repre´sentations re´side davantage dans la vision synthe´tique
qu’elles offrent que dans l’information biologique que l’on peut en extraire.
Elles nous orientent e´galement dans les premiers choix me´thodologiques
a` e´tablir avant de poursuivre l’analyse. En effet, les boˆıtes relatives a` la
distribution des ge`nes mettent clairement en e´vidence un certain nombre de
ge`nes dont l’expression est syste´matiquement supe´rieure a` celle des autres,
quelles que soient les conditions expe´rimentales. De plus, la variabilite´ de
ces expressions est, le plus souvent, tre`s faible. Ce constat nous conduit a`
effectuer un centrage des ge`nes (en colonnes), afin d’e´viter un effet taille
lors de la mise en œuvre de techniques factorielles. En revanche, rien dans
ces repre´sentations ne nous pousse a` centrer les e´chantillons (en lignes), ce
qui, par ailleurs, ne se justifierait pas sur le plan biologique. En effet, nous
travaillons sur des donne´es acquises via des puces de´die´es sur lesquelles les
ge`nes conside´re´s ont e´te´ pre´se´lectionne´s et sont donc, a priori, potentiellement
diffe´rentiellement exprime´s dans les conditions e´tudie´es. Un centrage des
e´chantillons serait susceptible de cacher des phe´nome`nes biologiques. Ce
raisonnement ne tiendrait pas pour une expe´rimentation pange´nomique, ou`
l’on pourrait supposer que globalement les ge`nes s’expriment de la meˆme fac¸on
et que les surexprime´s compensent les sous-exprime´s.
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3.4. Analyse en Composantes Principales
Pour la mise en œuvre de l’ACP, nous travaillons sur le tableau croisant les
souris en lignes (en tant qu’individus), et les ge`nes en colonnes (en tant que
variables). Comme nous l’avons pre´cise´ dans le point pre´ce´dent, ce tableau est
pre´alablement centre´ en colonnes. Le centrage e´vite un effet taille sans grande
signification quant a` la discrimination des phe´nome`nes observe´s.
D’un point de vue tre`s technique, dans les logiciels statistiques R et S-PLUS,
deux fonctions sont disponibles pour re´aliser des ACP :
– princomp ne re´alise que des ACP centre´es et extrait les valeurs propres
et vecteurs propres de la matrice des covariances (par de´faut) ou des
corre´lations ; le nombre de colonnes de la matrice des donne´es doit eˆtre
infe´rieur ou e´gal au nombre de lignes ;
– prcomp calcule directement la de´composition en valeurs singulie`res (SVD)
de la matrice des donne´es centre´es (par de´faut, mais avec la possibilite´ de
ne pas centrer) et non re´duite (par de´faut, mais avec possibilite´ de re´duire) ;
cette fonction accepte un nombre de colonnes supe´rieur au nombre de lignes.
Compte tenu de la particularite´ des donne´es transcriptomiques, nous avons
syste´matiquement utilise´ la proce´dure prcomp.
Nous donnons ci-apre`s le tableau (tableau 1) et le graphique (figure 3) des
premie`res valeurs propres qui nous ont conduit a` conside´rer trois dimensions
repre´sentant environ les deux tiers de l’inertie globale.
TABLEAU 1. – Parts de variance explique´e et cumuls pour les six premiers axes
principaux
Axe 1 Axe 2 Axe 3 Axe 4 Axe 5 Axe 6
Parts de variance
explique´e 0.350 0.196 0.124 0.0608 0.0447 0.0289
Cumuls 0.350 0.546 0.670 0.7311 0.7757 0.8046
Les figures 4 et 5 donnent la repre´sentation des souris et celle des ge`nes,
d’abord dans le premier plan principal, ensuite dans celui correspondant aux
dimensions 1 et 3. Dans le cadre de cette ACP, il est cohe´rent de rechercher
quels sont les ge`nes contribuant le plus a` la de´finition des trois premiers axes.
Une adaptation de l’expression classique de la contribution d’un individu
fournit, pour la j e`me variable, la quantite´ :
3∑
k=1
λk(ukj )
2
3∑
k=1
λk
, (1)
ou` les λk sont les valeurs propres de l’ACP et les ukj les coordonne´es des
vecteurs propres norme´s correspondants.
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FIG 3. — E´boulis des dix premie`res valeurs propres de l’ACP
FIG 4. — Repre´sentations sur le premier plan principal de l’ACP. A` gauche :
individus-souris identifie´s par leur ge´notype (WT en gras, PPAR en italique) et leur
re´gime (dha, efad, lin , ref, tsol). A` droite : les 30 variables-ge`nes qui contribuent
le plus aux trois premiers axes
Ces quantite´s permettent de rechercher, par exemple, les 25 % des ge`nes
contribuant le plus a` la de´finition de l’espace propre a` trois dimensions juge´
pertinent. Avec cette se´lection, la repre´sentation des variables ainsi restreinte
a` 30 ge`nes est plus facilement lisible sur les figures 4 et 5. Toutefois, dans
le cas d’une puce pange´nomique, avec potentiellement plusieurs milliers de
ge`nes, une telle repre´sentation ne serait pas exploitable.
Le premier plan (Fig. 4) doit eˆtre interpre´te´ globalement puisque sa premie`re
bissectrice se´pare exactement les souris WT des souris PPAR. Les ge`nes a`
coordonne´es ne´gatives sur l’axe 1 et positives sur l’axe 2 sont sensiblement
15
ANALYSE STATISTIQUE DE DONNE´ES TRANSCRIPTOMIQUES
FIG 5. — Repre´sentations sur le plan compose´ des axes principaux 1 et 3 avec les
meˆmes conventions que pour la figure 4
plus exprime´s chez les souris WT, en particulier CYP3A11, CYP4A10, CYP4A14,
THIOL, PMDCI, GSTpi2, L.FABP et FAS. A` l’inverse, les ge`nes a` forte coordonne´e
ne´gative sur l’axe 2 s’expriment davantage chez les souris PPAR, par exemple,
S14, PAL et CAR1. Ceci est en partie connu des biologistes (Aoyama et al.,
1998).
Le phe´nome`ne le plus marquant concernant l’axe 3 (Fig. 5) est l’opposition,
chez les souris WT, entre les re´gimes dha, dont les coordonne´es sont toutes
positives, et efad, dont les coordonne´es sont toutes ne´gatives. Les ge`nes
les plus exprime´s dans le premier cas (re´gime dha chez les souris WT) sont
CYP3A11, CYP4A10, CYP4A14, CYP2c29 et CAR1 ; dans le second cas (re´gime
efad chez les meˆmes souris), il s’agit des ge`nes FAS, S14, Lpin et Lpin1.
Parmi ces re´gulations, on note une opposition entre les ge`nes CYP4A, connus
pour eˆtre implique´s dans le catabolisme des acides gras, et les ge`nes FAS et
S14, implique´s eux dans la synthe`se des lipides. Par ailleurs, la re´gulation du
ge`ne CYP3A11 par l’acide DHA a de´ja` e´te´ de´crite dans Berger et al. (2002).
3.5. Positionnement multidimensionnel
L’ACP conside`re implicitement des distances euclidiennes entre les lignes et
entre les colonnes du tableau, relativement aux me´triques associe´es a` des
matrices particulie`res : la matrice identite´ pour les lignes, la matrice diagonale
des poids pour les colonnes. Il peut eˆtre inte´ressant, sur un plan biologique,
de choisir d’autres distances. Ce choix est souvent propose´ par les logiciels de
traitement statistique de donne´es transcriptomiques destine´s aux biologistes.
Le positionnement multidimensionnel (multidimensional scaling, ou MDS),
e´galement appele´ ACP d’un tableau de distances, permet d’illustrer les effets
des diffe´rents choix.
L’objectif du MDS (Mardia et al., 1979) est de rechercher, dans un espace
euclidien de dimension re´duite q fixe´e a priori, la repre´sentation euclidienne
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la plus proche, c’est-a`-dire respectant au mieux les distances (pas ne´cessai-
rement euclidiennes) entre les individus de´crits dans une matrice syme´trique
D, (n×n). Plus pre´cise´ment, il s’agit de construire une matrice (n×q), dite des
coordonne´es principales, de sorte que les distances euclidiennes calcule´es entre
les vecteurs lignes de cette matrice soient globalement les plus proches des dis-
tances initiales. Les coordonne´es principales fournissent alors la repre´sentation
graphique recherche´e. Dans le cas tre`s particulier ou` la matrice des distances
D est euclidienne, calcule´e a` partir de la matrice X(n × p) des coordonne´es
des individus, l’ACP de X co¨ıncide a` un facteur pre`s au MDS de D.
Nous avons proce´de´ au positionnement multidimensionnel des donne´es d’ex-
pression ge´nique a` partir d’une matrice de distance inter-ge`nes calcule´e selon
diffe´rentes formules :
– distance euclidienne, d1(X,Y ) =
√∑n
i=1(Xi − Yi)2, positive ou nulle ;
– distance associe´e a` la corre´lation carre´e, d2(X,Y ) =
√
1− cor(X,Y )2,
comprise entre 0 et 1 ;
– distance associe´e a` la corre´lation, d3(X,Y ) = 1− cor(X,Y ), comprise entre
0 et 2.
Remarquons tout d’abord que, dans les trois cas, plus la valeur est petite plus
les ge`nes dont on mesure l’e´loignement sont proches. Ensuite, pour d2 et d3,
une valeur proche de 1 caracte´rise deux ge`nes non corre´le´s, ce qui n’est pas
ne´cessairement le cas de la distance euclidienne. Enfin, il est important de
noter qu’une corre´lation forte et ne´gative entre deux ge`nes conduit a` deux
re´sultats oppose´s selon d2 (valeur proche de 0) et d3 (valeur proche de 2), d2
ne de´pendant pas du signe de la corre´lation contrairement a` d3.
La figure 6 illustre les trois possibilite´s avec le positionnement multidimension-
nel des ge`nes. L’analyse conjointe de ces trois graphiques conduit a` de nom-
breuses interpre´tations sur le plan biologique. Sans entrer dans les de´tails,
nous noterons que ces trois graphiques tendent a` se´parer deux groupes de
ge`nes qui interviennent dans deux fonctions biologiques oppose´es : les CYP4A,
PMDCI, PECI, AOX, BIEN, THIOL, CPT2, mHMGCoAS, Tpalpha et Tpbeta sont im-
plique´s dans le catabolisme des lipides et la ce´toge´ne`se alors que les ge`nes
FAS, S14, ACC2, cHMGCoAS, HMGCoAred et, plus indirectement, GK et LPK sont
implique´s dans la synthe`se de lipides au niveau he´patique. On observera qu’au-
cun des trois graphiques de la figure 6, analyse´ individuellement, ne conduit
a` la totalite´ de cette interpre´tation mais que c’est bien l’analyse conjointe de
ces repre´sentations qui permet d’affiner la connaissance du biologiste sur ces
donne´es. Succintement, notons e´galement que d’autres ge`nes tendent a` parti-
ciper a` ces groupes. Par exemple, le ge`ne Lpin1 est proche des ge`nes implique´s
dans la lipoge´ne`se. Bien que sa fonction soit actuellement inconnue, Peterfy
et al. (2001) ont observe´ que la ligne´e de souris de´ficiente pour Lpin1 pre´sente
des alte´rations du me´tabolisme des lipides.
Les ge`nes dont la position sur le graphique sera la plus modifie´e en passant de
la distance d2 a` la distance d3 seront ceux pre´sentant des corre´lations ne´gatives
et importantes avec de nombreux autres ge`nes. Un cas typique dans notre
exemple est celui de CAR1 dont l’ACP (et d’abord la matrice des corre´lations)
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a montre´ qu’il e´tait ne´gativement corre´le´ avec des ge`nes tels que GSTpi2,
CYP3A11, FAS... La position relative des couples de ge`nes ainsi obtenus change
de fac¸on importante entre les deux graphiques. On observera en particulier le
couple CAR1-GSTpi2 totalement oppose´ sur l’axe 1 selon d3 et relativement
proche selon d2 (tandis qu’il pre´sente une opposition moins marque´e selon d1).
La surexpression du ge`ne CAR1 et la sous-expression du ge`ne GSTpi2 chez les
souris de´ficientes en re´cepteur PPARα n’ont pas e´te´ de´crites et constituent
l’un des re´sultats originaux de ce travail. L’e´tude d’un lien potentiel entre ces
deux modifications d’expression ne´cessitera la mise en œuvre d’expe´riences
comple´mentaires.
FIG 6. — Positionnement multidimensionnel des ge`nes sur les axes 1 et 2 selon 3
distances diffe´rentes : distance euclidienne (d1 a` gauche), corre´lation carre´e (d2 au
centre), corre´lation (d3 a` droite)
TABLEAU 2. – Comparaison de la distance euclidienne (d1), de la distance base´e
sur la corre´lation carre´e (d2) et de la distance base´e sur la corre´lation (d3) sur
un exemple e´le´mentaire. Les calculs sont effectue´s pour chacune des variables Yi
(i = 1, ..., 4) par rapport a` la variable X
X Y 1 Y 2 Y 3 Y 4
1 2 -2 10 2
2 3 -3 20 3
3 4 -4 30 5
4 5 -5 40 4
5 6 -6 50 1
d1(X,Yi) 0 2,2 16,9 66,8 4,7
d2(X,Yi) 0 0 0 0 0,99
d3(X,Yi) 0 0 2 0 1,1
Ces tendances ge´ne´rales sont illustre´es dans le tableau 2 sur la base d’un
exemple e´le´mentaire. Ce tableau a e´te´ construit de manie`re a` illustrer les
comportements diffe´rents des trois distances envisage´es. Hormis dans le cas
de Y 1 ou` d1, d2 et d3 donnent la meˆme indication (faible e´loignement), les
conclusions divergent selon la distance envisage´e. Pour Y 2, corre´le´e ne´gative-
ment avec X, d1 et d3 sont importantes alors que d2 est nulle, comme entre
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X et Y 1. Pour Y 3, d1 montre deux variables tre`s e´loigne´es alors que d2 et d3
sont nulles. Pour Y 4, non corre´le´e avec X, d1 est relativement faible alors que
d2 et d3 sont proches de 1.
D’une manie`re ge´ne´rale, on peut retenir que l’utilisation de la distance
euclidienne tend a` rapprocher des ge`nes dont les expressions sont proches. En
revanche, les deux autres indicateurs conside`rent que deux ge`nes sont proches
si leur expression varie dans le meˆme sens selon les conditions expe´rimentales.
La corre´lation (d3) distingue les ge`nes corre´le´s ne´gativement, ce que ne permet
pas la corre´lation carre´e (d2) qui doit donc eˆtre utilise´e en connaissance de
cause.
Notons que la distance d1 est plus courante en statistique alors que d3 l’est
davantage dans les e´tudes relatives aux biopuces. Autant que possible, une
comparaison des trois approches est recommande´e. On se re´fe´rera a` Draghici
(2003, chapitre 11) pour une discussion plus de´taille´e sur le sujet.
3.6. Classification
La mise en œuvre d’une me´thode de classification non supervise´e vise a` obte-
nir une partition des individus (ou des variables) en classes, sans a priori sur
le nombre de classes. Toute me´thode de ce type est base´e sur deux crite`res de
distance : l’un entre individus (ou variables), l’autre entre groupe d’individus
(ou de variables). Le premier choix est guide´ par les meˆmes conside´rations que
dans le cas du MDS : les meˆmes distances entre ge`nes peuvent eˆtre conside´re´es
avec les meˆmes implications biologiques. Depuis les travaux de Eisen et al.
(1998), la distance la plus fre´quemment rencontre´e pour l’e´tude du trans-
criptome est du type de d3, base´e sur la corre´lation ; il nous semble cependant
pertinent d’utiliser les trois types de distances et d’en appre´cier la comple´men-
tarite´ quant a` l’interpre´tation des re´sultats, ce que nous avons fait ci-dessus
pour le MDS. En revanche, nous nous contenterons ici de pre´senter une classi-
fication base´e sur la distance euclidienne d1. Le deuxie`me choix intervenant en
classification concerne le crite`re d’agglome´ration, c’est-a`-dire la fac¸on dont est
de´finie la distance entre deux groupes, et n’a pas d’interpre´tation biologique
simple. Ce choix a plus une implication ge´ome´trique, sur la forme des classes
obtenues. Nous avons utilise´ le crite`re de Ward (regroupement des deux classes
minimisant la perte d’inertie inter-classes, voir Lebart et al., 1995) parce qu’il
favorise la construction de classes relativement « sphe´riques » et qu’on peut lui
associer des crite`res guidant la de´termination du nombre de classes (Baccini
et al., 2005).
Une repre´sentation tre`s re´pandue en analyse des donne´es de biopuces consiste
a` fournir simultane´ment les re´sultats de deux classifications ascendantes
hie´rarchiques mene´es inde´pendamment sur les lignes (individus-souris) et sur
les colonnes (variables-ge`nes) du tableau de donne´es.
L’interpre´tation de la figure 7 pre´sente des analogies avec celle de l’ACP
sur le premier plan principal. Si l’on s’inte´resse aux individus-souris, on
peut constater que les deux ge´notypes sont diffe´rencie´s en deux groupes, a`
l’exception de trois souris de type PPAR ayant suivi les re´gimes efad (pour
deux d’entre elles) et ref. Ce sont ces trois meˆmes individus que l’on retrouve
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projete´s dans la partie ne´gative du premier axe de l’ACP (Fig. 4). Pour les
variables-ge`nes, un groupe attire particulie`rement l’attention sur l’image : sur
une bande verticale (encadre´e en pointille´s sur la figure) correspondant a` 14
ge`nes, les niveaux de gris sont nettement plus variables que sur le reste de
l’image. Il s’agit des ge`nes
CYP4A10, CYP4A14, CYP3A11, L.FABP, THIOL, PMDCI, S14, Lpin1,
Lpin, FAS, GSTmu, GSTpi2, CYP2c29, G6Pase
qui apparaissent tous parmi les ge`nes les plus corre´le´s aux trois premiers axes
principaux de l’ACP (Fig. 4 et 5)
FIG 7. — Repre´sentation simultane´e des re´sultats des classifications ascendantes
hie´rarchiques des individus-souris et des variables-ge`nes selon la me´thode de Ward,
avec la distance euclidienne. Sur l’image du tableau des donne´es, les intensite´s sont
croissantes du blanc vers le noir. Le rectangle en pointille´s met en e´vidence 14 ge`nes
au comportement particulier
MDS et classification apparaissent donc comme des techniques comple´men-
taires, mais elles ne sont pas sensibles de la meˆme fac¸on aux perturbations. La
perturbation d’une donne´e peut fortement influencer la structure d’un dendro-
gramme alors qu’en MDS, la prise en compte conjointe de toutes les distances
deux a` deux assure une certaine robustesse pour le calcul des coordonne´es
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principales. Pour cette raison, il est utile de repre´senter les classes dans une
projection sur les axes factoriels obtenus soit par MDS soit par ACP. L’e´boulis
des valeurs propres (Fig. 8) nous oriente vers une repre´sentation du MDS en
deux dimensions.
FIG 8. — E´boulis des valeurs propres pour le MDS de la matrice des distances
euclidiennes inter-ge`nes
La repre´sentation de la figure 9 est analogue a` celle de´ja` pre´sente´e (Fig. 6,
graphique de gauche). Elle est comple´te´e par un codage graphique des ge`nes,
selon leur appartenance a` un groupe issu de la classification hie´rarchique. Pour
cela, nous avons coupe´ l’arbre afin d’en extraire 5 groupes.
Brie`vement, on peut noter que l’axe 1 met en e´vidence l’opposition pre´ce´dem-
ment e´voque´e entre CAR1 (surexprime´ chez les souris PPAR) et un groupe
de ge`nes (CYP3A10, CYP4A10, CYP4A14, PMDCI, THIOL et L.FABP) qui est
surexprime´ chez les souris WT. De manie`re similaire, l’axe 2 oppose les
ge`nes induits par le re´gime dha (valeurs positives, ge`nes implique´s dans le
catabolisme des lipides et dans le me´tabolisme des xe´nobiotiques) aux ge`nes
induits par le re´gime efad (valeurs ne´gatives, ge`nes principalement implique´s
dans la synthe`se des lipides). En remontant vers les feuilles de l’arbre de
classification, on notera que le groupe des ge`nes repre´sente´s au centre et
en italique est se´pare´ en deux sous-groupes qui conservent une cohe´rence
vis-a`-vis des fonctions biologiques de catabolisme et de synthe`se des lipides
respectivement. Une observation des donne´es individuelles re´ve`le que ces
re´gulations ope´re´es par les re´gimes semblent plus marque´es chez les souris
WT. Nous verrons ulte´rieurement que d’autres techniques (foreˆts ale´atoires par
exemple) permettent de confirmer ces observations de manie`re plus objective.
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FIG 9. — Repre´sentation par positionnement multidimensionnel (distance eucli-
dienne) des 5 groupes issus de la classification hie´rarchique des ge`nes
4. Mode´lisations
4.1. Analyses de variance et mode`le mixte
Avant de de´tailler les mode`les utilise´s, pre´cisons tout de suite que les tests mis
en œuvre en ANOVA ou dans les mode`les mixtes supposent des observations
inde´pendantes. Or, pour un ge´notype donne´, un re´gime donne´ et une souris
donne´e, les expressions des diffe´rents ge`nes de cette souris ne sont pas
inde´pendantes, a` cause des re´gulations entre ge`nes. Dans une expe´rience
comme celle conside´re´e ici, il n’est pourtant pas possible de prendre en compte
cette structure de de´pendance entre ge`nes. En effet, la prise en compte, par
exemple, d’un mode`le mixte avec le facteur ge`ne en effet ale´atoire et une
structure de covariance « pleine » entraˆınerait l’estimation de 7260 parame`tres(
120(120 + 1)
2
)
. Toutefois, certaines simulations ont montre´ que les tests
conside´re´s restent en ge´ne´ral acceptables, en de´pit de la de´pendance des
donne´es (voir, par exemple, Nguyen, 2004 et Dudoit et al., 2003).
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4.1.1 Principe des analyses de variance
L’analyse de variance (ANOVA) permet d’appre´cier l’effet d’une ou de plu-
sieurs variables qualitatives (les facteurs) sur une variable quantitative (la
variable re´ponse, ici le niveau d’expression des ge`nes). Dans le domaine de
l’analyse transcriptomique, cette approche a e´te´ largement de´veloppe´e, en
particulier par Kerr et al. (2000). Pour l’analyse de nos donne´es, un mode`le
d’ANOVA a` trois facteurs (ge´notype, re´gime, ge`ne) permet de mettre en e´vi-
dence des effets de l’interaction d’ordre 3 tre`s significatifs a` l’aide du test de
Fisher. Cela signifie qu’il existe des ge`nes re´gule´s simultane´ment par le re´gime
et le ge´notype, les effets du re´gime et du ge´notype e´tant non additifs. Le
mode`le d’ANOVA conside´re´ s’e´crit
yijkl = gi + rj +Gk + grij + gGik + rGjk + grGijk + eijkl (2)
ou` yijkl repre´sente le logarithme du niveau d’expression du ge`ne k (k =
1, ..., 120), pour le re´gime j (j = 1, ..., 5) et le ge´notype i (i = 1, 2), mesure´ chez
la souris l (l = 1, ..., 4) ; gi repre´sente l’effet du ge´notype i, rj celui du re´gime j,
Gk celui du ge`ne k, grij repre´sente l’effet de l’interaction du ge´notype i et du
re´gime k, gGik l’effet de l’interaction du ge´notype i et du ge`ne k, rGjk l’effet
de l’interaction du regime j et du ge`ne k et grGijk repre´sente l’interaction
d’ordre 3 combinant le ge´notype i, le re´gime j et le ge`ne k. On suppose
que les re´sidus eijkl du mode`le sont inde´pendants et identiquement distribue´s
suivant une loi normale de moyenne nulle et de variance σ2. L’e´criture d’un tel
mode`le suppose que les ge`nes sont tous de meˆme variabilite´. Cette hypothe`se
est discutable (en effet, la figure 2 montre clairement quelques ge`nes a` forte
variabilite´) ; nous verrons par la suite comment lever cette difficulte´.
Une autre approche consiste a` e´crire un mode`le d’ANOVA par ge`ne, sous la
forme
yijl = gi + rj + grij + eijl (3)
ou` les notations utilise´es ici sont identiques a` celles du mode`le (2). Ici, il est
ne´cessaire de faire autant d’analyses de variance que de ge`nes e´tudie´s (soit
120 dans notre exemple) mais nous disposerons d’une variance estime´e par
ge`ne. Toutefois, une telle analyse n’est pas toujours recommande´e car, en re`gle
ge´ne´rale, le nombre d’observations par ge`ne est tre`s faible, ce qui conduit a`
des estimations de variance tre`s peu pre´cises. Notons cependant que ces 120
analyses conduisent a` 120 estimations des 10 effets genotypei × regimej . Un
mode`le e´quivalent, mais utilisant simultane´ment l’ensemble des donne´es pour
estimer les parame`tres, s’e´crit comme le mode`le (2) en posant
var(eijkl) = σ2k (k = 1, . . . , 120). (4)
D’autre part, entre le mode`le (2), supposant toutes les variances des ge`nes
e´gales, et le mode`le (4), supposant une variance diffe´rente pour chaque
ge`ne, il est possible d’ajuster un mode`le interme´diaire prenant en compte
les he´te´roge´ne´ite´s de variances de l’expression des ge`nes, en de´finissant sim-
plement des groupes de ge`nes de variabilite´ homoge`ne (Robert-Granie´ et al.,
1999 ; Foulley et al., 2000 ; San Cristobal et al., 2002 ; Delmar et al., 2005).
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Ainsi, sur les 120 ge`nes analyse´s, un histogramme des variances nous a conduit
a` de´finir trois groupes de ge`nes ayant des variabilite´s tre`s diffe´rentes : un
groupe contenant les ge`nes FAS, G6Pase, PAL et S14, pre´sentant des variabilite´s
re´siduelles importantes (variances supe´rieures a` 0.02) ; un deuxie`me groupe a`
variabilite´ mode´re´e (variances comprises entre 0.009 et 0.02), comprenant les
ge`nes CYP2c29, CYP3A11, CYP4A10, CYP4A14, CYP8b1, GSTmu, GSTpi2, L.FABP,
Lpin, Lpin1, TRa et cHMGCoAS ; enfin un dernier groupe a` faible variabilite´
(variances infe´rieures a` 0.009), contenant l’ensemble des autres ge`nes. A` par-
tir de ces trois groupes de ge`nes, nous pouvons construire un mode`le dont la
variance de´pend de cette nouvelle variable a` trois classes. Le mode`le s’e´crit
encore comme les mode`les (2) et (4) en posant cette fois
var(eijkl) = σ2h, (5)
ou` h = {1, 2, 3} repre´sente l’indice d’he´te´roge´ne´ite´ de variance.
Nous pouvons ainsi comparer les ge`nes diffe´rentiellement exprime´s selon les 3
mode`les :
– Mode`le (2), mode`le d’ANOVA avec une unique variance pour l’ensemble
des ge`nes ;
– Mode`le (4), mode`le d’ANOVA avec une variance diffe´rente par ge`ne ;
– Mode`le (5), mode`le d’ANOVA avec trois groupes de variances diffe´rentes.
Notons que le mode`le (4) implique l’estimation de 120 variances diffe´rentes,
alors que le mode`le (5) ne ne´cessite l’estimation que de trois parame`tres
de variances ; ce dernier est donc beaucoup plus e´conome en nombre de
parame`tres a` estimer. Enfin, d’un point de vue technique et ope´rationnel,
la mise en oeuvre de ces mode`les peut eˆtre re´alise´e en utilisant la fonction lme
du logiciel statistique R ou la proce´dure mixed du logiciel SAS.
4.1.2 Proble`me des tests multiples
L’objectif de l’analyse statistique est de de´terminer quels sont les ge`nes
diffe´rentiellement exprime´s entre les 2 ge´notypes et les 5 re´gimes. Quelle
que soit la me´thode statistique utilise´e, il existe une probabilite´ non nulle
(risque de premie`re espe`ce α) de de´tecter des faux positifs (ge`nes de´clare´s
diffe´rentiellement exprime´s alors qu’ils ne le sont pas) et une autre probabilite´
non nulle (risque de deuxie`me espe`ce β) de ne pas eˆtre capable de de´tecter
des ge`nes re´ellement diffe´rentiellement exprime´s (faux ne´gatifs). Il est bien
entendu souhaitable de minimiser ces deux probabilite´s d’erreur sachant que,
toutes choses e´gales par ailleurs, la seconde augmente quand la premie`re
diminue et re´ciproquement. Le test de Student est couramment utilise´ pour
tester l’e´galite´ de deux moyennes (l’hypothe`se nulle consistant a` conside´rer
que les moyennes des intensite´s des signaux d’un ge`ne donne´ dans chacune des
deux conditions sont e´gales). Ainsi, quand la statistique de Student exce`de un
certain seuil (de´pendant du risque de premie`re espe`ce α choisi, ge´ne´ralement
5 %), les niveaux d’expression du ge`ne e´tudie´ entre les deux populations teste´es
sont conside´re´s comme significativement diffe´rents. Lorsque l’on souhaite
tester plus de deux conditions, le test de Fisher, qui est une extension du
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test de Student, est utilise´. L’hypothe`se nulle consiste a` supposer l’absence
d’expression diffe´rentielle d’un ge`ne entre les diverses conditions et l’hypothe`se
alternative a` supposer une diffe´rence d’expression.
Bien suˆr, prendre un risque de 5 % dans une expe´rimentation ou` 10 000
ge`nes, par exemple, sont e´tudie´s simultane´ment peut conduire a` obtenir
autour de 500 faux positifs, ce qui est parfaitement inacceptable. C’est
pourquoi ont e´te´ propose´es des modifications du test de Student adapte´es
a` l’analyse du transcriptome (me´thodes de Bonferroni, FWER, FDR...). Le
lecteur souhaitant des de´tails sur ces approches peut se re´fe´rer, entre autres, a`
Benjamini & Hochberg (1995), Bland & Altman (1995), Dudoit et al. (2002)
ou Speed (2003) et plusieurs articles de ce meˆme volume.
La me´thode de Bonferroni est une me´thode qui ne permet pas un strict
controˆle de α, mais qui en donne une majoration. Pour avoir un risque
global α, il faut que chacune des p comparaisons soit effectue´e avec un risque
α′ = α/p. En pratique, Bonferroni fournit une liste de ge`nes diffe´rentiellemnt
exprime´s dans laquelle on controˆle le nombre de faux positifs. Mais, lorsque
le nombre des ge`nes est grand, cette liste est souvent vide.
En ge´ne´ral, on pre´sente ces taux d’erreurs dans le tableau suivant ou` m tests
sont effectue´s :
Re´alite´ De´cision
H0 vraie H1 vraie Total
H0 vraie U V m0
H1 vraie T S m1
W R m
Pour une analyse de biopuces dans laquelle on teste les effets diffe´rentiels
de m ge`nes, R est le nombre de ge`nes de´clare´s diffe´rentiellement exprime´s,
alors que m1 est le nombre re´el (mais inconnu) de ge`nes diffe´rentiellement
exprime´s. Diverses me´thodes sont propose´es pour controˆler ces divers taux
d’erreurs. Nous en pre´cisons deux ci-dessous.
Le Family Wise Error Rate (FWER) repre´sente la probabilite´ d’effectuer au
moins une erreur de premie`re espe`ce sur l’ensemble des comparaisons :
P [V  1]  mα.
On prend donc un seuil nominal de α′ = α/m. Au meˆme titre que Bonferroni,
plus il y a de tests (c’est-a`-dire de ge`nes a` tester), moins on rejette H0 (moins
il y a de ge`nes de´clare´s diffe´rentiellement exprime´s). La notion suivante est
tre`s utile pour pallier cet inconve´nient.
Le False Discovery Rate (FDR) controˆle l’espe´rance du taux de faux positifs,
ou le nombre de faux positifs parmi les diffe´rences de´clare´es significatives.
Pratiquement, on range par ordre croissant les m p-values des m tests (les
ge`nes), on recherche le plus grand rang k des p-values tel que
p − value (k) < αk/m
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et on se´lectionne les ge`nes de rang plus petit que k.
Il existe d’autres approches re´centes, ou en cours de de´veloppement, pour
controˆler le FDR, le nombre moyen d’erreurs... (voir, par exemple, Bar-Hen
et Robin, 2003, Aubert et al., 2004, Broe¨t et al., 2004, Dalmasso et al., 2005,
Delmar et al., 2005, ou encore plusieurs articles de ce meˆme volume).
Pour revenir a` notre e´tude, a` partir de chaque mode`le propose´ dans le
paragraphe pre´ce´dent, nous pouvons rechercher les ge`nes diffe´rentiellement
exprime´s entre les deux ge´notypes a` re´gime fixe´ (120 comparaisons pour
chacun des 5 re´gimes) ou entre re´gimes a` ge´notype fixe´ (1 200 comparaisons
par ge´notype), ce qui conduit a` effectuer 3 000 comparaisons. Le tableau 3
pre´sente le nombre de ge`nes se´lectionne´s selon les trois mode`les conside´re´s
et selon le test ou l’ajustement utilise´ (Student, Bonferroni et Benjamini-
Hochberg qui correspond a` l’approche FDR).
TABLEAU 3. – Nombre de ge`nes se´lectionne´s selon le mode`le et le test utilise´s
Tests Mode`le (2) Mode`le (4) Mode`le (5)
Student a` 5 % 85 103 97
Student a` 1 % 55 65 67
Benjamini-Hochberg a` 5 % 44 56 57
Benjamini-Hochberg a` 1 % 35 40 38
Bonferroni a` 5 % 26 25 26
Bonferroni a` 1 % 20 22 24
On peut remarquer que, pour un mode d’ajustement donne´, le nombre de
ge`nes se´lectionne´s est peu diffe´rent selon le mode`le utilise´ et que, globalement,
les trois mode`les se´lectionnent le meˆme groupe de ge`nes. Les petites diffe´rences
sont principalement lie´es a` l’ordre de se´lection de ces ge`nes.
D’autre part, on peut, a` partir de crite`res de se´lection de mode`le tels que le
crite`re d’Akaike (AIC ; Akaike, 1974) ou le crite`re de Schwarz (BIC ; Schwarz,
1978), ou encore en effectuant un test du rapport de vraisemblance, choisir le
mode`le le plus ade´quat.
Le tableau 4 pre´sente les valeurs des crite`res AIC et BIC pour les trois mode`les
mis en compe´tition.
TABLEAU 4. – Valeurs des crite`res AIC et BIC
Mode`les -2AIC -2BIC
(2) -6576.9 -6570.7
(4) -6946.6 -6612.1
(5) -7044.5 -7036.2
Le meilleur mode`le est celui pour lequel les valeurs des crite`res -2AIC ou
-2BIC sont les plus petites. Dans les deux cas, il s’agit du mode`le (5).
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Le test du rapport de vraisemblance consiste, quant a` lui, a` comparer deux
mode`les emboˆıte´s (par exemple, (2) vs (4) : l’hypothe`se nulle conside´re´e
suppose alors que toutes les variances sont e´gales). La statistique du rapport
de vraisemblance ne´cessite de calculer la diffe´rence entre les logarithmes des
vraisemblances sous chacun des deux mode`les. Sous l’hypothe`se nulle, cette
statistique suit asymptotiquement une loi de khi-deux dont le nombre de
degre´s de liberte´ est e´gal a` la diffe´rence des nombres de parame`tres a` estimer
sous chacun des deux mode`les conside´re´s. Si nous effectuons ces diffe´rents tests
du rapport de vraisemblance ((2) vs (4), (2) vs (5), (4) vs (5)), il en ressort
que le mode`le (5), avec trois groupes de variances, est encore le meilleur.
A` partir de ce mode`le (5), on peut estimer les diffe´rents effets du mode`le, et
s’inte´resser aux diffe´rences d’expression des ge`nes entre ge´notypes a` re´gime
fixe´ ou encore aux diffe´rences d’expression des ge`nes entre re´gimes a` ge´notype
fixe´.
En raison de la multiplicite´ des tests, la correction propose´e par Benjami
& Hochberg (1995), souvent conside´re´e comme la plus approprie´e, a e´te´
utilise´e. Lorsque nous conside´rons les diffe´rences d’expression des ge`nes entre
ge´notypes a` re´gime fixe´, l’hypothe`se nulle repre´sente l’absence d’expression
diffe´rentielle d’un ge`ne entre les deux ge´notypes. On peut visualiser l’ensemble
des re´sulats des p-values de ces diffe´rents tests en effectuant une ACP centre´e
sur le tableau contenant, en lignes, les 57 ge`nes diffe´rentiellement exprime´s
(selon le mode`le (5) et la correction de Benjamini & Hochberg a` 5 % (Tab. 3))
et, en colonnes, l’oppose´ du logarithme de la p-value associe´e au diffe´rentiel
d’expression entre les deux ge´notypes pour les cinq re´gimes.
FIG 10. — Repre´sentation sur le premier plan principal de l’ACP de l’oppose´
du logarithme des p-values des ge`nes diffe´rentiellement exprime´s entre les deux
ge´notypes a` re´gime fixe´
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On observe que les ge`nes CYP3A11, CYP4A10, CYP4A14, L.FABP, PMDCI et THIOL
diffe´rencient les deux ge´notypes pour les re´gimes dha, lin et tsol. Certains
de ces ge`nes pre´sentent des expressions constitutives diffe´rentielles entre les
souris des deux ge´notypes. De plus, ces ge`nes sont re´gule´s positivement par
ces trois re´gimes riches en acides gras polyinsature´s d’une famille particulie`re
(Ome´ga 3 pour dha et lin et Ome´ga 6 pour tsol) chez les souris WT, alors
que la re´gulation de plusieurs de ces ge`nes est alte´re´e chez les souris PPAR. Les
ge`nes mHMGCoAS, PECI et BIEN apparaissent dans le contraste entre ge´notypes
pour le re´gime dha, alors que les ge`nes S14 et FAS apparaissent pour le re´gime
efad. Les souris des deux ge´notypes pre´sentent la` encore des re´gulations
diffe´rentielles de ces ge`nes, soulignant ainsi le roˆle du re´cepteur PPARα dans
ces modulations d’expression provoque´es par les re´gimes alimentaires.
Nous adoptons la meˆme approche que pre´ce´demment, cette fois-ci sur les
effets diffe´rentiels entre couples de re´gimes, a` ge´notype fixe´. L’ACP est donc
ici re´alise´e sur le tableau de l’oppose´ du logarithme des p-values associe´es
au diffe´rentiel d’expression des 57 ge`nes pour les dix diffe´rences entre les
re´gimes pris deux a` deux, a` ge´notype fixe´. La figure 11 pre´sente le premier plan
principal des ge`nes diffe´rentiellement exprime´s entre re´gimes pour le ge´notype
WT (a` gauche) et pour le ge´notype PPAR (a` droite). Les deux premiers axes, pour
chacune des figures, repre´sentent respectivement 79 % et 78 % de la variance
totale. Les ge`nes Lpin et Lpin1 apparaissent dans des contrastes impliquant le
re´gime efad pour le ge´notype WT et le re´gime tsol pour le ge´notype PPAR. Le
ge`ne CYP3A11 est implique´ dans le re´gime dha, quel que soit le ge´notype. Les
ge`nes FAS et S14 apparaissent dans les contrastes impliquant le re´gime efad
pour le ge´notype WT, alors que le meˆme ge`ne FAS apparaˆıt dans les contrastes
impliquant le re´gime ref pour le ge´notype PPAR. L’ensemble de ces re´sultats
confirme les re´sultats obtenus avec l’ACP pre´sente´e en 3.4.
FIG 11. — Repre´sentation sur le premier plan principal de l’ACP de l’oppose´ du
logarithme des p-values des ge`nes diffe´rentiellement exprime´s entre les re´gimes pour
le ge´notype WT a` gauche et PPAR a` droite
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4.1.3 Mode`le mixte
Les souris e´tant issues d’une ligne´e consanguine, elles ont e´te´ conside´re´es, dans
un premier temps, comme des re´pe´titions inde´pendantes et identiquement
distribue´es. Cependant, a` l’aide d’un mode`le line´aire mixte, chaque souris peut
eˆtre conside´ree comme un tirage ale´atoire dans une population plus large de
souris. Le mode`le line´aire mixte mis en œuvre s’e´crit
yijkl = gi + rj +Gk + grij + gGik + rGjk + grGijk + sourisl + e′ijkl, (6)
ou` sourisl repre´sente l’effet ale´atoire de la souris l, avec sourisl ∼ N (0, σ2s),
les diffe´rentes re´alisations e´tant inde´pendantes, et les e′ijkl repre´sentent les
re´sidus, avec e′ijkl ∼ N (0, σ2e), les re´sidus e´tant inde´pendants entre eux et
inde´pendants de l’effet ale´atoire souris.
Dans ce cas, les estimations des composantes de la variance sont pour la
variance « souris » de 0.001 et pour la variance re´siduelle de 0.007. La
variabilite´ indivuelle est donc tre`s faible. La variance des observations est
identique a` celle obtenue a` l’aide d’une ANOVA (mode`le a` effets fixes) puisque
nous sommes dans le cadre d’un plan e´quilibre´ et que la me´thode d’estimation
pour le mode`le mixte est la me´thode du maximum de vraisemblance restreinte
(REML). Pour les meˆmes raisons, les tests mis en œuvre dans ce mode`le mixte
pour tester la significativite´ des diffe´rents effets fixes sont identiques a` ceux
re´alise´s avec le mode`le (2) ; les ge`nes mis en e´vidence sont donc les meˆmes.
Notons encore qu’il est possible d’e´tendre ce mode`le aux cas de variances
re´siduelles he´te´roge`nes, comme c’e´tait le cas dans le mode`le (5).
L’application du mode`le line´aire mixte est beaucoup plus approprie´e lorsque
la variabilite´ due a` la technique, a` la diversite´ ge´ne´tique ou aux ge`nes de
la biopuce, pre´sente un inte´reˆt. C’est le cas dans l’e´tude transcriptomique
de´crite dans Bonnet et al. (2004) concernant la folliculoge´ne`se chez la truie,
dans laquelle le logarithme du signal est mode´lise´ en fonction des facteurs
membrane, animal, aiguille (ou bloc), jour d’hybridation, et des covariables
logarithme de l’intensite´ du bruit de fond et de l’hybridation en sonde
vecteur. Apre`s une e´tape de choix de mode`le (a` l’aide du test de Fisher),
le mode`le line´aire mixte permet d’appre´hender et de quantifier la part de
variabilite´ due aux diffe´rentes sources de variation. Dans cet exemple relatif
aux truies, la part de variabilite´ due a` la diversite´ ge´ne´tique repre´sente
8 %, celle due a` la technique 4 % et celle due aux ge`nes 75 %. Toute
infe´rence base´e sur ce mode`le sera valide pour tout animal, toute membrane...
car l’e´chantillonnage des animaux, des membranes... de cette e´tude, dans
une population plus large d’animaux, de membranes... est pris en compte.
Conside´rer les membranes (par exemple) comme effets fixes dans ce mode`le
aurait entraˆıne´ des conclusions valides uniquement sur les membranes de
l’expe´rience. De plus, une structure de covariance non diagonale est prise
en compte par ce mode`le mixte puisque deux signaux d’une meˆme membrane
seront corre´le´s, la corre´lation e´tant e´gale a` σ2membrane/σ
2
totale.
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4.2. Foreˆts ale´atoires
Les techniques pre´ce´demment de´crites et utilise´es (ACP, MDS, mode`les gaus-
siens) sont, par construction, line´aires et, pour les approches de type ANOVA,
reposent principalement sur une significativite´ d’ajustement d’un mode`le. Une
autre approche (Speed, 2003) est base´e sur la recherche d’un sous-ensemble
de ge`nes susceptibles de construire le meilleur mode`le de discrimination des
ge´notypes, ou des re´gimes, a` partir des expressions. Parmi les approches non
line´aires, certaines semblent relativement prometteuses, a` condition de sa-
tisfaire, avant tout, une re`gle incontournable de parcimonie pour e´viter un
sur-ajustement, ou sur-apprentissage de l’e´chantillon. Analyse discriminante
line´aire ou quadratique, mode`les polynoˆmiaux, logistiques, re´seaux neuro-
naux, arbres de classification, k plus proches voisins... s’en accomodent mal.
Parmi les nombreuses approches non line´aires re´centes qui se pre´occupent de la
complexite´ du mode`le (support vector machine ou SVM, boosting, bagging...)
nous avons privile´gie´ les foreˆts ale´atoires (random forest) propose´es par Brei-
man (2001) qui sont construites par agre´gation d’arbres de classification. La
meˆme de´marche pourrait eˆtre mise en œuvre avec les SVM.
Le mode`le de foreˆt ale´atoire est un exemple de bagging, c’est-a`-dire un algo-
rithme d’agre´gation de mode`les, spe´cialement adapte´ aux arbres de de´cision.
Son principe est simple ; il associe deux niveaux de randomisation :
1. chaque e´le´ment de la foreˆt est un arbre de de´cision de type CART (Breiman
et al., 1984) estime´ sur un e´chantillon bootstrap de l’e´chantillon initial ;
2. au cours de la construction de l’arbre, la dichotomie d’un nœud, qui vise a`
re´duire au mieux l’entropie au sein de ce nœud, est optimise´e sur un sous-
ensemble restreint des variables explicatives (toujours le meˆme nombre) tire´
au hasard.
Par une simple moyenne ponde´re´e dans le cas de la re´gression et un vote
majoritaire dans le cas de la discrimination, la pre´diction d’une foreˆt est
calcule´e a` partir de l’ensemble des arbres estime´s pour chaque e´chantillon
bootstrap. A` chaque ite´ration, le calcul d’une erreur out of bag, c’est-a`-dire
estime´e sur les observations exclues du tirage bootstrap, permet de controˆler
l’e´volution de l’apprentissage.
Comme pour beaucoup de me´thodes « boˆıte noire » (k plus proches voisins,
re´seau de neurones, bagging, boosting, SVM), une foreˆt d’arbres n’est pas un
mode`le explicite dans lequel il est facile d’interpre´ter le roˆle des variables.
La strate´gie propose´e par Breiman (2001) consiste alors a` rechercher un in-
dicateur d’importance de chacune des variables explicatives. Le principe est
simple et efficace, meˆme s’il requiert des calculs lourds : plus la qualite´ de
la pre´diction se de´grade quand on remplace les valeurs d’une variable par
un re´arrangement ale´atoire de ses valeurs, plus cette variable est conside´re´e
comme importante. Un tel indicateur posse`de, bien entendu, des faiblesses.
Prenons le cas de deux variables importantes et fortement corre´le´es ; la per-
turbation d’une de ces variables peut ne conduire qu’a` une faible de´gradation
de la qualite´ de la pre´diction tant que la pre´sence de l’autre variable la supple´e.
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En re´sume´, une foreˆt ale´atoire est un mode`le qui approche des surfaces de
discrimination non line´aires dans l’espace des individus, sans pour autant
sur-ajuster l’e´chantillon d’apprentissage, tandis que l’indice d’importance
souligne les variables, ici les ge`nes, qui, en moyenne sur l’ensemble des
tirages bootstrap, contribuent le mieux a` discriminer les classes de la variable
qualitative a` pre´voir.
Dans le cas e´le´mentaire de la discrimination des ge´notypes des souris, les ge`nes
qui apparaissent les plus significatifs sont, par ordre de´croissant : PMDCI, CAR1,
THIOL, L.FABP, ALDH3, CYP3A11, PECI, GK, CYP4A10, ACBP, FAS, CPT2, BSEP,
mHMGCoAS, ACOTH. Avec ceux-ci, la pre´diction des ge´notypes est presque suˆre
avec une estimation (out of bag) de l’erreur de pre´diction de 2 %.
En revanche, la discrimination des re´gimes, beaucoup plus de´licate, a e´te´
traite´e conditionnellement au ge´notype. Le re´gime ref est dans les deux cas
le plus difficile a` reconnaˆıtre.
FIG 12. — Repre´sentation des ge`nes en fonction de leur importance pour la
discrimination des re´gimes a` ge´notype fixe´ (WT sur l’axe horizontal et PPAR sur l’axe
vertical)
La figure 12 repre´sente les ge`nes en fonction de leur importance pour la
discrimination des re´gimes pour chacun des ge´notypes. C’est pour les souris
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PPAR que la discrimination des re´gimes est la plus difficile, ce qui confirme
les observations de´ja` faites sur les re´sultats de la classification repre´sente´s
par MDS (Fig. 9). Ce re´sultat s’interpre`te sur le plan biologique comme une
implication du re´cepteur PPARα dans les re´gulations ge´niques provoque´es par
les re´gimes alimentaires.
5. Relations entre expressions des ge`nes et variables
cliniques
Dans diverses applications biologiques, l’interpre´tation des donne´es d’expres-
sion ge´nique peut eˆtre avantageusement comple´te´e par leur rapprochement
avec des donne´es mesure´es par ailleurs sur les meˆmes individus.
L’objectif ge´ne´ral de l’analyse canonique (voir, par exemple, Mardia et al.,
1979) est d’explorer les relations pouvant exister entre deux groupes de
variables quantitatives observe´es sur le meˆme ensemble d’individus. Nous
l’avons mise en œuvre pour e´tudier les relations entre certains ge`nes et certains
acides gras he´patiques de la souris.
Au pre´alable, une se´lection des ge`nes et des acides gras a e´te´ ne´cessaire. Elle
est de´crite dans le point 5.1.
5.1. Se´lections pre´liminaires
Les calculs effectue´s dans l’analyse canonique imposent de disposer d’un
nombre de variables dans chaque groupe infe´rieur au nombre d’individus
(40 dans notre exemple). Lors d’e´tudes pre´liminaires, nous avons de plus
constate´ que le nombre de variables devait eˆtre sensiblement infe´rieur au
nombre d’individus. En effet, lorsque le nombre de variables est relativement
important (disons supe´rieur a` 25 dans notre cas), nous nous retrouvons avec
plusieurs corre´lations canoniques e´gales a` 1 : la somme des dimensions des
deux sous-espaces conside´re´s de´passant la dimension de l’espace des variables,
l’intersection de ces sous-espaces contient ne´cessairement des dimensions
sans signification concre`te qui correspondent aux plus grandes corre´lations
canoniques.
5.1.1 Se´lection des ge`nes
Nous repassons en revue les diffe´rentes me´thodes mises en œuvre dans les
deux paragraphes pre´ce´dents (3 et 4) afin d’extraire un groupe de ge`nes par-
ticulie`rement inte´ressant vis-a`-vis des facteurs expe´rimentaux. Cette synthe`se
est une fac¸on indirecte mais, nous semble-t-il, efficace de re´pondre a` la
proble´matique de la de´tection de ge`nes diffe´rentiellement exprime´s.
ACP.
Comme nous l’avons de´ja` e´voque´, dans le cadre de l’ACP, il est possible
de calculer la contribution des variables-ge`nes aux axes se´lectionne´s afin
notamment d’alle´ger les repre´sentations graphiques en ne repre´sentant que
les ge`nes qui contribuent le plus a` ces axes. Dans une optique de se´lection de
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ge`nes, une repre´sentation de la distribution de ces contributions permet dans
notre exemple de de´tecter 12 ge`nes dont les contributions apparaissent comme
outlier dans le diagramme en boˆıte (Fig. 13).
FIG 13. — Diagramme en boˆıte des contributions des ge`nes a` la de´finition des trois
premie`res composantes principales
Il s’agit des ge`nes suivants (dans l’ordre de´croissant de leur contribution aux
trois premiers axes) :
FAS, CYP4A14, CYP3A11, CYP4A10, THIOL, S14, PMDCI, L.FABP,
mHMGCoAS, Lpin, Lpin1, GK.
Si on ne se limite pas a` ces outliers, on peut e´tendre la liste aux 30 ge`nes
contribuant le plus et ajouter ainsi :
PECI, CAR1, G6Pase, PAL, cHMGCoAS, BIEN, GSTpi2, ACC2, GSTmu,
AOX, ALDH3, Lpin2, HPNCL, HMGCoAred, Tpbeta, TRa, SHP1, ACBP.
Classifications.
Pour se´lectionner des ge`nes, nous nous basons essentiellement sur une in-
terpre´tation visuelle de la carte induite par les classifications des lignes et
des colonnes (Fig. 7). En effet, il nous semble pertinent de retenir les ge`nes
pour lesquels l’aspect contraste´ des colonnes est dominant, re´ve´lant ainsi
une he´te´roge´ne´ite´ des expressions ge´niques selon le ge´notype et le re´gime
des individus-souris. Ces ge`nes sont e´galement caracte´rise´s par un regrou-
pement « tardif » a` l’ensemble des autres ge`nes au cours du de´roulement de
la classification hie´rarchique ascendante, ce qui correspond a` une expression
sensiblement diffe´rente des autres. Ces 14 ge`nes sont :
PMDCI, THIOL, CYP3A11, CYP4A10, L.FABP, CYP4A14, FAS, Lpin,
Lpin1, CYP2c29, GSTmu, GSTpi2, G6Pase, S14.
Contrairement aux autres me´thodes, la liste des ge`nes se´lectionne´s est ici
quasiment impose´e par la lecture du graphique (Fig. 7). Il ne semblerait donc
pas pertinent de vouloir e´tendre cette liste a` des ge`nes supple´mentaires.
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Mode´lisation.
En proce´dant a` une ANOVA selon le mode`le (5) propose´ dans le paragraphe 4,
une fac¸on de fournir une vision synthe´tique consiste a` trier les ge`nes dans
l’ordre croissant du minimum des 3 p-values associe´es aux doubles interac-
tions (ge`ne*ge´notype et ge`ne*re´gime) et a` l’interaction d’ordre 3 (ge`ne*ge´no-
type*re´gime). Les 30 premiers ge`nes de ce classement sont :
PMDCI, THIOL, CYP3A11, CYP4A10, ALDH3, CAR1, HPNCL, L.FABP,
mHMGCoAS, GK, PECI, CYP4A14, CPT2, BIEN, FAS, ACAT2, Lpin,
Lpin1, Lpin2, CYP2c29, GSTmu, HMGCoAre, ACC2, ACBP, AOX, CACP,
COX1, GSTpi2, PLTP, S14.
Foreˆts ale´atoires.
Dans cette partie, nous n’utilisons que les re´sultats des foreˆts ale´atoires
a` ge´notype fixe´. En effet, presque tous les ge`nes mis en e´vidence par la
discrimination des ge´notypes sont de´ja` signale´s par les autres me´thodes.
La se´lection de ge`nes que nous proposons a` partir de l’importance calcule´e
par les foreˆts ale´atoires consiste a` extraire les ge`nes au-dela` d’un arc de
cercle centre´ en (−1;−1) et de rayon approximatif 2.7 sur la figure 12. Cela
correspond a` se´lectionner les ge`nes dont la racine carre´e des sommes des carre´s
des importances est supe´rieure a` un seuil. Par ce moyen, nous se´lectionnons
les 20 ge`nes suivants :
PMDCI, THIOL, CYP3A11, CYP4A10, ALDH3, HPNCL, CYP4A14, BIEN,
Lpin, Lpin1, CYP2c29, GSTmu, COX1, ACC2, GSTpi2, Ntcp, S14,
PPARa, RARa, TRb.
Synthe`se.
La synthe`se de la proce´dure de se´lection de ge`nes selon les diffe´rentes me´thodes
est fournie dans le tableau 5. La premie`re partie de ce tableau correspond
aux 10 ge`nes se´lectionne´s par les quatre me´thodes, la deuxie`me aux 7 ge`nes
se´lectionne´s par trois me´thodes sur quatre (a` l’inte´rieur de chaque groupe,
l’ordre est celui donne´ par la mode´lisation).
5.1.2 Se´lection des acides gras
Sans reprendre l’inte´gralite´ du traitement applique´ aux ge`nes, nous nous
sommes attache´s a` gommer les fortes corre´lations entre acides gras pouvant
pertuber l’analyse canonique. La de´marche adopte´e consiste a` combiner les
re´sultats d’une classification ascendante hie´rarchique et d’une ACP.
Le dendrogramme de la figure 14 a e´te´ construit en utilisant la distance base´e
sur la corre´lation (d3) et le crite`re du saut moyen pour l’agglome´ration. Nous
avons e´galement proce´de´ a` l’agglome´ration selon le saut de Ward ; la classifi-
cation ainsi produite entraˆıne les meˆmes interpre´tations. Nous avons choisi ici
le crite`re du saut moyen qui, associe´ a` la distance base´e sur la corre´lation, per-
met d’interpre´ter simplement l’e´chelle verticale du dendrogramme (un moins
la corre´lation entre les diffe´rents lipides).
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TABLEAU 5. – Synthe`se de la se´lection des ge`nes selon les diffe´rentes me´thodes.
Seuls les ge`nes de´te´cte´s par au moins trois me´thodes sont pre´sents dans le tableau.
Le symbole * indique que le ge`ne est de´tecte´ par la me´thode de la colonne
correspondante
Ge`ne ACP Classification Foreˆts ale´atoires ANOVA
PMDCI * * * *
THIOL * * * *
CYP3A11 * * * *
CYP4A10 * * * *
CYP4A14 * * * *
Lpin * * * *
Lpin1 * * * *
GSTmu * * * *
GSTpi2 * * * *
S14 * * * *
ALDH3 * * *
HPNCL * * *
L.FABP * * *
BIEN * * *
FAS * * *
CYP2c29 * * *
ACC2 * * *
FIG 14. — Classification hie´rarchique ascendante des acides gras selon d3 (base´e
sur la corre´lation) et le crite`re du saut moyen. Les ge`nes regroupe´s sous la ligne
horizontale pointille´e sont corre´le´s a` plus de 0.8
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De manie`re synthe´tique, on remarquera que cette re´pre´sentation des acides
gras tend a` regrouper les principales familles : acides gras monoinsature´s
a` gauche, famille Ome´ga 6 au centre et famille Ome´ga 3 a` droite. Cela
est d’autant plus vrai si l’on fait abstraction de quelques acides gras qui
atteignent la limite de de´tection de la me´thode de dosage (chromatographie en
phase gazeuse) dans plusieurs groupes de souris (notamment les C20.3n-9 et
C18.3n-6) et du C20.1n-9 dont la proportion ne varie pas de manie`re sensible
entre les groupes. Sur le plan biologique, cette repre´sentation refle`te bien les
connaissances actuelles de la voie de biosynthe`se des acides gras polyinsature´s
(Nakamura & Nara, 2004).
Coupe´ au niveau 0.2 pour signifier que les ge`nes regroupe´s sous cette limite
sont corre´le´s a` plus de 0.8, l’arbre de la figure 14 fournit une classification
en 14 groupes. Parmi ces groupes, nous e´liminons les acides gras C20.3n-9,
C18.3n-6 et C20.1n-9 pour les raisons indique´es ci-dessus. Le principe de
notre se´lection consiste a` ne conserver qu’un seul acide gras pour chacun des
11 groupes restants.
Pour effectuer ce choix, nous nous basons sur les re´sultats de l’ACP des acides
gras.
TABLEAU 6. – Parts de variance explique´e et cumuls pour les quatre premie`res
dimensions de l’ACP des acides gras
Axe 1 Axe 2 Axe 3 Axe 4
Parts de variance explique´e 0.41 0.29 0.17 0.09
Cumuls 0.41 0.70 0.86 0.96
Le tableau des valeurs propres (Tab. 6) nous conduit a` conserver quatre dimen-
sions a` partir desquelles ont e´te´ calcule´es les contributions (voir e´quation (1))
des acides gras que nous avons classe´es ci-dessous par ordre de´croissant :
C18.2n− 6, C18.1n− 9, C18.3n− 3, C22.6n− 3, C20.4n− 6, C16.0,
C18.1n− 7, C16.1n− 7, C18.0, C20.5n− 3, C22.5n− 3, C14.0, C22.5n− 6,
C20.3n− 9, C20.3n− 6, C18.3n− 6, C16.1n− 9, C22.4n− 6, C20.2n− 6,
C20.3n− 3, C20.1n− 9.
Le repre´sentant de chacun des 11 groupes est de´fini comme celui contribuant
le plus aux quatre premiers axes de l’ACP a` l’inte´rieur de son groupe.
Nous retenons finalement les 11 acides gras suivants :
C18.1n− 9, C18.1n− 7, C18.2n− 6, C20.4n− 6, C22.5n− 6, C22.6n− 3,
C20.5n− 3, C22.5n− 3, C16.0, C18.0, C18.3n− 3.
Afin de controˆler l’effet des deux facteurs ge´notype et re´gime, globalement
sur les dix ge`nes choisis, ainsi que sur les onze acides gras se´lectionne´s, nous
avons re´alise´ deux analyses de variance multidimensionnelles (MANOVA), a`
dix et onze dimensions respectivement. Dans chaque cas, on a obtenu des
effets extreˆmement significatifs, que ce soit pour le ge´notype, pour le re´gime
ou pour les interactions (p-values infe´rieures a` 10−4 pour le test de Wilks).
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5.2. Mise en œuvre de l’analyse canonique
Nous avons mis en œuvre deux analyses canoniques (AC) avec les onze acides
gras se´lectionne´s pre´ce´demment : l’une avec les dix ge`nes retenus par les quatre
me´thodes de se´lection, l’autre avec les dix-sept ge`nes retenus par au moins
trois me´thodes.
Dans la repre´sentation graphique des variables, nous avons ajoute´ deux cer-
cles : le cercle des corre´lations, de rayon unitaire, justifie´ par la repre´sentation
des variables a` partir des corre´lations variables-facteurs ; le cercle de rayon
0.5, pour faciliter la lecture en mettant en e´vidence les phe´nome`nes les plus
inte´ressants dans la couronne ainsi de´finie.
Dans la premie`re analyse, les 10 corre´lations canoniques sont les suivantes :
0.96 0.93 0.91 0.86 0.79 0.72 0.61 0.41 0.25 0.04
Les figures 15 et 16 repre´sentent variables et individus dans les trois premie`res
dimensions pour lesquelles les corre´lations canoniques sont supe´rieures a` 0.90.
FIG 15. — Repre´sentation des variables (10 ge`nes en gras, 11 acides gras en italique),
a` gauche et des individus (WT en gras et PPAR en italique), a` droite, dans le premier
plan canonique
Le premier plan de cette analyse canonique (Fig. 15) permet de re´sumer de
manie`re originale les principaux re´sultats de cette e´tude. Dans le graphique des
individus, on observe la se´paration des deux ge´notypes, l’opposition entre le
re´gime efad (faibles coordonne´es sur l’axe 1) et les re´gimes riches en Ome´ga 3,
lin et dha (fortes coordonne´es sur l’axe 1), enfin la position particulie`re du
re´gime tsol chez les souris PPAR. On retrouve, sur le graphique des variables,
les regroupements de familles d’acides gras e´voque´s au paragraphe 5.1.2. La
se´paration des ge´notypes est principalement lie´e a` l’accumulation pre´fe´ren-
tielle du C18.2n-6 chez les souris PPAR au de´triment du C16.0, du C18.0
et des acides gras longs polyinsature´s C20.5n-3 et C22.6n-3 (DHA), ainsi
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qu’a` la plus forte expression des ge`nes THIOL, PMDCI, CYP3A11 et GSTpi2 chez
les souris WT par rapport aux souris PPAR. On note les proximite´s entre le
C16.0 et le ge`ne THIOL, ainsi que les proximite´s entre CYP3A11 et GSTpi2 et
les acides gras C18.0 et C22.6n-3. L’opposition entre le re´gime efad et les
re´gimes lin et dha est lie´e aux particularite´s suivantes du re´gime efad : accu-
mulation d’acides gras monoinsature´s (C18.1n-9 et C18.1n-7) chez les souris
des deux ge´notypes (mais plus marque´e chez les souris PPAR) et surexpres-
sion du ge`ne S14 presque exclusivement chez les souris WT (d’ou` un de´calage
entre les acides gras monoinsature´s et S14 le long de l’axe 2). Sous re´gime
riche en Ome´ga 3 (lin et dha), on observe une accumulation pre´fe´rentielle
des acides gras C20.5n-3 (surtout pour le re´gime lin), C22.6n-3 (surtout
pour le re´gime dha) et C18.0 accompagne´e de re´gulations positives des ge`nes
GSTpi2, CYP3A11 et des CYP4A qui, cependant, se re´ve`lent moins marque´es,
voire absentes, chez les souris PPAR. Enfin, la position particulie`re du re´gime
tsol chez les souris PPAR est lie´e a` l’accumulation extreˆmement marque´e de
C18.2n-6 dans le foie de ces souris sous le re´gime tsol (sous ce re´gime, la
proportion de C18.2n-6 est presque deux fois plus importante chez les souris
PPAR que chez les souris WT), soulignant ainsi le roˆle primordial de PPARα
dans la prise en charge de cet acide gras, que ce soit pour sa de´gradation ou
pour son utilisation dans la biosynthe`se des acides gras longs polyinsature´s
de la famille Ome´ga 6. Le troisie`me axe de cette analyse canonique (Fig. 16)
n’apporte qu’une information vraiment nouvelle par rapport aux deux pre-
miers axes, c’est la re´gulation positive du ge`ne GSTmu chez les souris des deux
ge´notypes (a` nouveau, elle est moins marque´e chez les souris PPAR) soumises
au re´gime dha. Cette re´gulation n’est en revanche pas observe´e sous le re´gime
lin.
FIG 16. — Repre´sentation de l’AC des 10 ge`nes et 11 acides gras dans le plan
canonique 1-3 avec les meˆmes conventions que pour la figure 15
Dans la seconde analyse canonique, les 11 corre´lations sont :
0.98 0.98 0.94 0.93 0.87 0.83 0.76 0.72 0.68 0.53 0.44
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L’information pertinente se concentre sur les quatre premie`res dimensions. En
particulier, sur les dimensions cinq et six, toutes les variables sont projete´es
a` l’inte´rieur du petit cercle.
FIG 17. — Repre´sentation de l’AC des 17 ge`nes et 11 acides gras sur le premier plan
canonique avec les meˆmes conventions que pour la figure 15
FIG 18. — Repre´sentation de l’AC des 17 ge`nes et 11 lipides sur le plan 3-4 avec les
meˆmes conventions que pour la figure 15
Cette deuxie`me analyse canonique (Fig. 17 et 18) nous apporte des infor-
mations comple´mentaires graˆce a` l’ajout de plusieurs ge`nes qui se rappro-
chent de groupes de ge`nes et acides gras de´ja` e´voque´s lors de l’e´tude de la
premie`re analyse. Ainsi, dans le plan 1-2 (Fig. 17), on note que CYP2c29 se
comporte de manie`re assez similaire a` CYP3A11 et GSTmu et, dans une moin-
dre mesure, a` GSTpi2 et CYP4A14. Ces ge`nes codant des cytochromes P450
et des glutathion-S-transfe´rases sont implique´s de manie`re globale dans les
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phe´nome`nes de de´toxication. Leurs niveaux d’expression semblent relie´s dans
cette e´tude aux proportions d’acides gras long polyinsature´s de la famille
Ome´ga 3 comme le C22.6n-3 (DHA), le C22.5n-3 et le C20.5n-3 (acide ei-
cosapentano¨ıque, EPA). Comme nous l’avons e´voque´, les re´gulations de ces
ge`nes par les re´gimes alimentaires dha et lin sont ge´ne´ralement plus marque´es
chez les souris WT que chez les souris PPAR. Il est particulie`rement rassurant
de constater que plusieurs auteurs ont de´ja` observe´ les re´gulations de cer-
tains de ces ge`nes par ces meˆmes acides gras (Berger et al., 2002 ; Chen et
al., 2001) et que ces acides gras sont connus pour eˆtre des activateurs du
re´cepteur PPARα (Forman et al., 1997 ; Murakami et al., 1999). De manie`re
similaire, les ge`nes BIEN et HPNCL se rapprochent de THIOL et du C16.0. Ces
trois ge`nes sont implique´s dans le catabolisme des acides gras par α- ou β-
oxydation. En revanche, leur corre´lation avec la proportion de C16.0 constitue
une donne´e nouvelle qui ne´cessitera des expe´riences comple´mentaires pour eˆtre
comple`tement comprise. Enfin, le ge`ne ACC2 est proche du ge`ne S14 et tous
deux sont implique´s dans la lipoge´ne`se. Leurs niveaux d’expression ainsi que
l’abondance des acides gras monoinsature´s C18.1n-7 et C18.1n-9 sont maxi-
maux avec le re´gime efad. Le plan 3-4 (Fig. 18) nous permet principalement
de comple´ter la liste des ge`nes pre´sentant des expressions plus fortes chez les
souris WT par rapport aux souris PPAR en ajoutant les ge`nes FAS, L.FABP et
ALDH3.
Ainsi, l’analyse canonique fournit au biologiste un outil inte´ressant pour mieux
appre´hender de manie`re conjointe deux jeux de variables se´lectionne´es. Elle
offre des repre´sentations graphiques facilement lisibles dans lesquelles il est
possible de puiser des informations pertinentes. Il est important de souligner
que l’analyse canonique intervient presque ne´cessairement apre`s des e´tapes
d’exploration des donne´es puis de se´lection de variables. Ainsi, lorsqu’elle
est mise en œuvre, le biologiste dispose de´ja` d’une bonne connaissance de ses
deux jeux de variables, facilitant d’autant plus l’interpre´tation des graphiques.
Enfin, notons que l’analyse canonique met en e´vidence des corre´lations qui ne
peuvent donc eˆtre directement interpre´te´es comme des phe´nome`nes de cause
a` effet. Dans nos exemples, il nous est impossible de distinguer les effets des
variations d’expression ge´nique sur les proportions d’acides gras, les effets
des proportions d’acides gras sur l’expression des ge`nes ou encore la simple
concomittance de variations d’expression ge´nique et de proportions d’acides
gras. En revanche, nous avons souligne´ que des donne´es publie´es permettaient
de conforter certaines proximite´ de ge`nes et d’acides gras et que d’autres
soulevaient des questions nouvelles ne´cessitant la mise en œuvre d’expe´riences
comple´mentaires.
6. Conclusion et perspectives
Cette e´tude, qui se veut essentiellement didactique, permet de mettre en avant
le fait qu’il n’existe pas une me´thode unique permettant de traiter des donne´es
d’expression. La question « Quelle me´thode dois-je utiliser pour traiter mes
donne´es d’expression ? » n’a pas de sens de fac¸on ge´ne´rale. En revanche, a`
une question pre´cise du type « Puis-je effectuer une partition des ge`nes ? »,
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une me´thode statistique (ici la classification) peut apporter des e´le´ments de
re´ponses par des sorties nume´riques et/ou graphiques. Toutefois, la re´ponse
pre´cise a` la question ne peut eˆtre apporte´e que par une collaboration e´troite
entre le statisticien, pour son expertise des me´thodes utilise´es, et le praticien,
pour son expertise des phe´nome`nes biologiques conside´re´s. Soulignons encore
une fois l’importance du choix de la me´thode et de celui des options (qui
fournissent diffe´rentes optiques). Ces choix ne sont pas neutres sur le plan
biologique et doivent eˆtre pris en compte dans l’interpre´tation des graphiques
et des mode`les obtenus selon chaque optique.
Dans cet article, nous avons surtout essaye´ de re´pondre aux questions pose´es
par l’expe´rience biologique mise en œuvre. De nombreux autres proble`mes
souleve´s par l’analyse des donne´es transcriptomiques n’ont pas e´te´ aborde´s.
Signalons, pour me´moire, le design des oligos, la mise en œuvre de plans
d’expe´riences pour le recueil des donne´es, la normalisation, d’autres gestions
des tests multiples, l’e´tude de cine´tiques d’expression... Sur ce dernier point, on
trouvera quelques pistes sur la classification de profils temporels d’expression
ainsi que des ouvertures vers l’ANOVA fonctionnelle dans Baccini et al. (2005).
Dans le cas d’une puce comportant plusieurs milliers de ge`nes (en particulier
une puce pange´nomique), les me´thodes pre´sente´es, notamment les me´thodes
exploratoires, peuvent s’appliquer de manie`re analogue, meˆme si leur in-
terpre´tation est alors plus de´licate. En revanche, l’analyse canonique nous
semble plus spe´cifique au cas d’un nombre restreint de ge`nes.
La de´marche adopte´e dans ce travail n’a pas e´te´ de rechercher la « meilleure »
me´thode pour de´tecter les ge`nes diffe´rentiellement exprime´s, mais de voir
comment chaque approche renseigne sur la proble´matique biologique. Une
synthe`se des diffe´rentes approches est plus susceptible de faire converger un
faisceau de pre´somptions sur un ensemble de ge`nes, avec l’ide´e qu’elle permet
d’e´viter des artefacts (faux positifs) contrairement a` une approche unique.
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les discussions scientifiques concernant leur interpre´tation. D’autre part, ils
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Comple´ments
Diverses informations relatives aux activite´s des auteurs sur la the´matique des
biopuces sont accessibles en ligne a` l’adresse
www.lsp.ups− tlse.fr/Biopuces
En particulier, on y trouvera les commandes R ayant permis de mettre en
œuvre les analyses pre´sente´es dans cet article ainsi qu’un livret regroupant
ces meˆmes figures en couleur.
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Chapitre IV : Etude d’agonistes synthétiques de RXR 
 
IV.1. INTRODUCTION 
 Ce projet de recherche a été initié dans le cadre d’une collaboration entre l’équipe de 
Pharmacologie Moléculaire de l’UR66 (Dr T. Pineau, Toulouse) et les laboratoires Galderma 
(Dr. B. Gauthier, Sophia Antipolis). Ces laboratoires, spécialisés dans le développement de 
molécules à visée thérapeutique dans le domaine de la dermatologie s’intéressaient de près 
aux effets des agonistes de RXR (voir chapitre I). Jusqu’alors, les principales applications 
dermatologiques concernaient des agonistes peu spécifiques des récepteurs RAR (pommade 
Roaccutane contenant de l’isotrétinoïne pour le traitement de l’acné par exemple, voir aussi 
Table 6) mais s’accompagnaient de lourds effets secondaires et de fortes contre-indications, 
notamment en raison de leurs effets tératogènes. Des agonistes synthétiques spécifiques des 
RXR ont donc été développés dans le but d’éviter ces effets délétères liés principalement à 
l’activation des RAR et de bénéficier des effets bénéfiques de l’activation des RXR (effets 
positifs escomptés sur l’acné, le psoriasis et certains cancers cutanés en raison du potentiel 
d’inhibition de la prolifération associé à l’activation de ces RNs). La littérature suggérait alors 
que l’activation de PPARα par un agoniste spécifique provoquait son association avec RXR 
(on sait maintenant que cette association est préétablie, voir chapitre II) et des indications 
suggéraient que l’activation de RXR par des agonistes spécifiques pouvait également conduire 
au recrutement et à l’activation du récepteur PPARα, au moins dans certains organes 
(Mukherjee et al., 1998). Cependant, des observations issues de l’étude de différents 
activateurs de RXR suggéraient également la capacité de ces molécules à accroître, au moins 
de manière transitoire, les triglycérides plasmatiques (Ouamrane et al., 2003, et travaux de 
doctorat non publiés de L. Ouamrane), un mécanisme qui a priori n’était pas dépendant de 
PPARα dont l’activation a généralement l’effet inverse. De plus, ces molécules provoquent 
une hépatomégalie indépendamment de l’expression de PPARα (Ouamrane et al., 2003), 
suggérant le recrutement potentiel par RXR d’autres voies de signalisation, au moins au 
niveau hépatique. Nous avons donc souhaité évaluer quels étaient les effets tissu-spécifiques 
(foie, rein et cœur) sur l’expression d’un panel de gènes cibles de PPARα et d’autres 
partenaires de RXR (puces INRArray 01.2), d’un agoniste de RXR utilisé en thérapeutique 
humaine pour le traitement de lymphomes cutanés à cellules T (le LGD1069), en le 
comparant à un agoniste de PPARα (le fenofibrate) et en utilisant les souris PPARα-/- pour 
discerner aisément les modulations d’expression dépendantes et indépendantes de ce 
récepteur. La mise en œuvre et les résultats de cette étude (Martin et al., 2005) sont présentés 
ci-après. 
 
IV.2. PRESENTATION DES RESULTATS PUBLIES 
 Article n°2 : Pascal G. P. Martin, Frédéric Lasserre, Cécile Calléja, Armelle van Es, 
Alain Roulet, Didier Concordet, Michela Cantiello, Romain Barnouin, Béatrice Gauthier, 
Thierry Pineau. Transcriptional modulations by RXR agonists are only partially subordinated 
to PPARα signalling and attest additional, organ-specific, molecular cross-talks. Gene 
Expression. 2005 ; 12: 177-192. 
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Nuclear hormone receptors (NR) are important transcriptional regulators of numerous genes involved in diverse
pathophysiological and therapeutic functions. Following ligand activation, class II NR share the ability to hetero-
dimerize with the retinoid X receptor (RXR). It is established that RXR activators, rexinoids, transactivate
several peroxisome proliferator-activated receptor α (PPARα) target genes in a PPARα-dependent manner. We
hypothesized that, once activated, RXR might signal through quiescent NR other than PPARα, in an organ-
specific manner. To study this putative phenomenon in vivo, we developed an array of 120 genes relevant to
the class II NR field. The genes were selected using both published data and high-density screenings performed
on RXR or PPARα agonist-treated mice. Wild-type C57BL/6J and PPARα-deficient mice were treated with
fenofibrate (PPARα activator) or LGD1069 (RXR activator). Using our customized array, we studied the hepatic,
cardiac, and renal expression of this panel of 120 genes and compared them in both murine genotypes. The
results obtained from this study confirmed the ability of an RXR agonist to modulate PPARα-restricted target
genes in the liver and the kidney. Furthermore, we show that various organ-specific regulations occurring in
both genotypes (PPARα +/+ or −/−) are highly indicative of the ability of RXR to recruit other class II NR
pathways. Further development of this molecular tool may lead to a better understanding of the permissiveness
of class II nuclear receptor dimers in vivo.
Key words: Nuclear receptor; RXR; PPAR; Retinoid; Rexinoid; Fibrate; Microarray; PPARα −/−;
Cutaneous T-cell lymphoma; Vitamin D
NUCLEAR receptors (NR) are potent transcriptional duce their molecular signal by heterodimerizing with
the retinoid X receptor (RXRα, β, and γ isoforms/modulators involved in numerous physiological func-
tions such as embryonic development, cell differenti- NR2B). In this molecular network, RXR isoforms
hold the remarkably central position of a commonation, and energy homeostasis. They act as hormones,
nutrients, drugs, or pollutants sensors. Upon activa- partner dimerizing with all class members [thyroid
hormone receptor (TR/NR1A), retinoic acid receptortion by selective chemicals, NR of the class II trans-
1Present address: IGBMC, Illkirch, France.
Address correspondence to Thierry Pineau, Laboratoire de Pharmacologie et Toxicologie, Institut National de la Recherche Agronomique,
180 Chemin de Tournefeuille, BP3, F 31931 Toulouse, Cedex 9, France. Tel: (33) 561 28 53 95; Fax: (33) 561 28 53 10; E-mail: tpineau@
toulouse.inra.fr
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(RAR/NR1B), peroxisome proliferator-activated re- xinoids, assessing their net molecular effects would
obviously require an integrative biology strategy aimedceptor (PPAR/NR1C), liver X receptor (LXR/NR1H2
and NR1H3), farnesoid X receptor (FXR/NR1H4 and at recording their organ-specific transcriptional sig-
natures. We thought to develop a customized low-NR1H5), vitamin D receptor (VDR/NR1I1), pregnane
X receptor (PXR/NR1I2), constitutive androstane re- density murine cDNA macroarray dedicated to class
II NR pathways to gain information relevance andceptor (CAR/NR1I3 and NR1I4), etc.].
Several molecular signaling pathways elicited from processing efficiency. This molecular tool allowed us
to simultaneously record the level of expression ofthese receptors are drug targets for therapeutic inter-
vention in humans. Fibrates activate PPARα and are 120 transcripts, in three organs, under conditions of
chemical exposure of the mice.potent hypolipidemic drugs. Retinoids that activate
more or less specifically the RAR and RXR isoforms We thus screened wild-type and PPARα −/− mice
treated with LGD1069 (RXR ligand) or fenofibrateare beneficially prescribed for dermatological dis-
orders (acne, psoriasis, photodamage, and cancer). (PPARα ligand) for the expression level of these 120
transcripts in liver, kidney, and heart. Fenofibrate andNevertheless, side effects elicited by retinoids (e.g.,
teratogenicity, hypertriglyceridemia, mucocutaneous PPARα −/− mice were used because rexinoids are
known to induce the PPARα signaling pathway intoxicity) led to the development of more selective
RXR activators termed rexinoids (6,24). Recently, the the liver (32,35). Our results demonstrate a clear ac-
tivation by LGD1069 of the PPARα signaling path-FDA approved bexarotene and Targretin (LGD1069;
Ligand Pharmaceuticals, San Diego, CA) for the way in the liver and the kidney but not in the heart.
We further identify new organ-specific targets oftreatment of cutaneous T-cell lymphoma (CTCL).
Rexinoids such as LGD1069 and the more potent LGD1069 treatment. These noticeably include lipo-
genesis-related genes as well as Cyp2b10, Cyp2c29,RXR-selective agonist LG100268 (7) sustain benefi-
cial actions for the treatment of cancers (12,13) and and Cyp26 in the liver. In the kidney LGD1069 treat-
ment results in induction of two genes implicated inpromise well for the treatment of type II diabetes (33)
and atherosclerosis (10). vitamin D3 homeostasis independently of PPARα ex-
pression while the apolipoprotein E transcript is in-The high selectivity of these molecules towards
RXR provides novel chemical probes for molecular duced solely in the absence of PPARα. These regula-
tions are discussed in light of the actual knowledgeinvestigations. Indeed, it could be envisaged that, fol-
lowing its selective activation, RXR could recruit one about RXR heterodimer permissiveness and the use
of rexinoids in cancer therapies.or several of its quiescent partners, even in the ab-
sence of their own xenobiotic activators, to trigger an
original and potentially beneficial pharmacological
response. Numerous RXR heterodimers have been MATERIALS AND METHODS
initially classified as either permissive or nonpermis-
sive based on their ability to respond to RXR ligands Chemicals
(28). RXR is thought to be ligand inducible in its RXR selective agonists, LGD1069 and LG100268,
association with PPAR (17,33), LXR (43), FXR (15),
were synthesized and controlled by the Chemistry De-NGFI-B and Nurr1 (14,37). It has been considered a partment at Galderma R&D. LGD1069 and LG100268
silent partner in its association with TR, VDR, and
are highly selective RXR agonists with equilibriumRAR. However, these assumptions are still a matter dissociation constant (Kd) of 14 and 3 nM for RXRα,of debate and the necessary caution in the definition
respectively, and poor agonists for all three RAR iso-
of dimer permissiveness has been highlighted in a re- forms (both molecules have Kd > 1 µM) (6,7). Feno-cent study of the RXR-CARβ heterodimer (41). Con- fibrate was purchased from Sigma-Aldrich (Saint
sidering the multiplicity of the factors affecting the Quentin Fallavier, France). Suspensions of test com-
activity of each RXR heterodimer (promoter context, pounds were prepared in a 0.5% (w/v) carboxy-
endogenous ligands, interactions with other RXR di-
methyl-cellulose solution in purified water. Biochem-
merization partners, cofactors expression, phosphory- ical assays were purchased from Sigma-Aldrich.lations), we can expect that the responses would vary
depending on the cellular context. We recently exem- Animalsplified this concept by showing that rexinoid-induced
upregulation of mouse pyruvate dehydrogenase ki- PPARα-deficient male mice on a C57BL/6J ge-
netic background (11,23) were bred at INRA trans-nase 4 is strictly PPARα dependent in the liver and
the kidney but PPARα independent in the heart (35). genic rodent facility according to European Union
guidelines for animal care. Age-matched male C57BL/Considering the theoretical multiple impacts of re-
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6J mice were obtained from Charles River France #136) clusters, which include the corresponding
IMAGE clone.(Les Oncins, France). In vivo studies were conducted
under the E.U. guidelines for the use and care of lab-
oratory animals and all protocols were reviewed and Class II NR-Dedicated Macroarray:
approved by the Ethical Committee for Experimenta- INRARRAY 01.2
tion on Animals from the “Re´gion Midi Pyre´ne´es”
(agreement #MP/03/26/07/03). We selected a set of 120 relevant genes (rationale
presented in the Results section) to design our origi-
nal dedicated array. A fragment of each of theseExperimental Protocol
genes was amplified by PCR using murine cDNA
Oral administrations were performed by gavage and selective primer pairs. Each individual fragment
once daily (0900 h) for 8 consecutive days. Mice was cloned into the pCR2.1 TOPO vector (In-
were fasted 2 h prior to euthanasia by cervical dislo- vitrogen) according to the manufacturer’s protocols,
cation. The selected organs were dissected, weighed, thus allowing future cDNAs amplifications using
snap-frozen in liquid nitrogen, and stored at −80°C “universal” vector-based primers located on both edges
until RNA extraction. of the cloning site. All plasmids were produced using
QIAfilter plasmid maxikit (Qiagen, Courtaboeuf,
France). All cloned cDNA were subjected to controlTriglycerides and Apolipoproteins Measurements
analyses (minimum of three restriction fragments
Serum triglycerides, apoA-I and apoB measure-
analysis and full-length sequencing, especially in the
ments were performed as previously detailed (35).
case of failure to integrally produce all expected re-
striction patterns; 46 clones fully sequenced). A com-
RNA Isolation prehensive list of 120 gene names, corresponding ac-
ronyms, GenBank accession numbers, PCR primerTotal RNA was extracted with TRIzol reagent
sequences, PCR conditions, and probe length can be(Invitrogen, Cergy Pontoise, France) according to the
obtained as supplemental material (http://www.inra.
manufacturer’s instructions.
fr/Internet/Centres/toulouse/pharmacologie/pharmaco-
moleculaire/valorisations/materiel.html). In addition
Northern Blot Analysis to our own controls (housekeeping genes 36B4 and
β-actin, sunflower rubisco-protein large subunit), nega-The procedures used for RNA electrophoretic sep-
tive, calibration, and ratio controls used in these ex-aration, capillary transfer onto nylon membranes, and
periments were provided by the Lucidea Universalhybridization with 32P-radiolabeled cDNA probes
Scorecard (23 artificial genes designed from yeastwere previously detailed (35).
intergenic regions; Amersham Biosciences, Orsay,
France).Gene Expression Microarray Analysis Using
Finally, individual cDNA solutions [200 ng µl−1,Incyte Mouse Unigene 1 Templates
50% (v/v) in DMSO] were prepared and spotted as
duplicates onto 19 cm2 positively charged nylonFrozen total RNA samples (200 µg) were provided
to Incyte Genomics, Inc. (Palo Alto, CA, USA) for membranes (ImmobilonTM-Ny+, Millipore, Guyan-
court, France) at the Genopole facility in Toulouse,polyA messenger purification. Two samples (LG100268-
treated mice and vehicle-treated mice) were analyzed. France (http://genopole.toulouse.inra.fr/) with a cus-
tomized Eurogridder microarrayer (Virtek/Biorad,Taking into account the potential interindividual vari-
ability of the response to the drug, each sample con- Marnes-la-Coquette, France).
Quality and concentration of TRIzol-extractedsisted of a mix of equal amounts of RNAs extracted
from three animals. The quality of the final samples RNAs were assessed using a 2100 Bioanalyzer (Agi-
lent Technologies, Massy, France). Labeling by ran-was assessed by electrophoresis on an ethidium bro-
mide-containing agarose gel, prior to shipment. Cy3 dom primed reverse transcription was performed on
2 µg of total RNA using the HotscribeTM kit (Amer-and Cy5 fluorescent labeling of the cDNAs was per-
formed while the corresponding messengers were re- sham Biosciences, Orsay, France) with 40 µCi of [α-
33P]dCTP (MP Biomedicals, Orsay, France). RNAverse transcribed. Both samples were competitively
hybridized on a Mouse Unigene 1 glass template con- matrix was degraded by alkaline lysis (SDS 0.2%,
EDTA 50 mM, and NaOH 300 mM final, 68°C, 45taining 9596 elements from the IMAGE Consortium
library. Final data were delivered as a HTML file. min). Following neutralization (Tris-HCl, pH 7.5,
500 mM final), unincorporated nucleotides were re-Gene names were assigned based on Unigene (build
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moved on Sephadex G50 columns (ProbeQuantTM G- genes analyzed), the number of falsely significant ra-
tios should not exceed 1.2. Results were further fil-50 Micro columns, Amersham Biosciences). The ac-
tivity of an aliquot was measured (Beta V β-counter, tered by retaining solely the genes exhibiting at least
one modulation exceeding an absolute 1.5-fold ex-Kontron Instruments, Watford, UK) and the remain-
ing probe was heated (95°C, 5 min) before being pression ratio between two groups and being highly
significant (raw p < 0.002).added to the hybridization solution (6 × 106 cpm
ml−1). Membranes were prehybridized (65°C, 6 h)
and hybridized (65°C, 24 h) in a rotating oven (QBio- Multidimensional Statistical Analyses. For each
organ, genes complying with the above criteria (atgene, Illkirch, France) in 60-ml individual polypro-
pylene tubes (Nalge Nunc, Rochester, NY, USA) least one modulation with p < 0.002 and absolute ra-
tio ≥1.5) were selected. Principal Component Analy-containing 5 ml of hybridization solution (5 × SSC,
5 × Denhardt’s solution, 0.5% SDS, 100 µg ml−1 sis and hierarchical clustering were performed using
this selection of scaled gene expression levels. Thesalmon sperm DNA). Following washing steps
(65°C, 30 min twice and 65°C, 1 h once in 10 ml of script used in this study (S-language) is available as
supplemental material (http://www.inra.fr/Internet/0.1 × SSC, 0.1% SDS) the membranes were exposed
for 48–72 h to a phosphor screen before being Centres/toulouse/pharmacologie/pharmaco-
moleculaire/valorisations/materiel.html).scanned (50 µm resolution) using a Storm phosphor-
imager (Amersham Biosciences). Image analysis was
performed with ImageMasterTM Array software v2.0
RESULTS(Amersham Biosciences) with a background correc-
tion calculated on the median of spots edge. Identification of Rexinoid-Regulated (LG100268)
Murine Hepatic Transcripts by High-Density
Statistical Analysis of INRARRAY 01.2 Data Microarray Screening
High-density screenings were performed to com-All data analyses were performed using the SPlus
plement our literature mining efforts to document a2000 software (Insightful, Toulouse, France) and
relevant set of class II NR target genes. Here we pre-Multidim library (http://www.lsp.ups-tlse.fr/Carlier/
sent the results of the screening aimed at identifyingLogiciel.html) for multidimensional statistical analy-
RXR target genes in the liver. We selected the veryses. The procedure for assessment of significant gene
specific and highly potent RXR activator, LG100268,expression ratios described below was also used for
and studied its effect on the liver transcriptome inNorthern blot data analysis.
wild-type mice. Pools of hepatic total RNA from
three males treated with LG100268 (10 mg kg−1Data Normalization and Transformation. The
day−1, 8 days), or with the vehicle alone, were com-signals for replicate spots on one microarray were av-
pared for transcript expression levels. Both cDNAeraged. Following log-transformation, data were nor-
samples were hybridized to a Mouse Unigene 1 glassmalized using the mean of eight spiked mRNAs
slide (9596 IMAGE clones). As presented in Table(Lucidea Universal Scorecard) selected in the linear
1, using the 1.7-fold cut-off value proposed by thesegment of the “log(signal)/mRNA amount” curve.
manufacturer, we observed 44 upregulated transcripts
(including six expressed sequences with no knownAssessment of Significant Gene Expression Ratios.
function) and 27 downregulated transcripts (includingTo assess the significance of gene expression ratios,
one clone that does not belong to any Unigene clus-we performed an analysis of variance (ANOVA) for
ter). Among the upregulated transcripts, 13 are un-each gene using the following model: log(normalized
ambiguously related to PPARα activation (Cyp4a14,signal) = genotype + treatment + genotype:treatment
bifunctional enzyme, Cyp4a10, Pdk4, cyclin D1,+ ε. We then performed multiple means comparisons
Slc22a5, SCD1, Crat, Facl2, Akp2, Acox1, Hmgcs 1,using a two-tailed Student’s test with a Bonferroni
and Fabp1; full names appear in Table 1) and onefamily-wise error rate protection (comparison-wise
(Cyp26a1) is a RAR target in mouse liver (22). Fiveerror rate set to 5% or 1%). By specifying the linear
downregulated transcripts are known PPARα targetscombinations of the ANOVA model factor levels, the
(Mt 1 and 2, Gstp2, Mup1, Serpina1e) (9).number of comparisons was limited to the five mean-
ingful comparisons presented and discussed in this
Development of a Customized Class II NR cDNA
article. Due to the Bonferroni correction, each ratio
Macroarray: INRARRAY 01.2is declared significant if its raw p-value is p < 0.002
(for a 1% comparison-wise error rate) or p < 0.01 (for All available class II NR were identified from ex-
tensive literature screening and their corresponding5%). Because the number of genes is reduced (120
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TABLE 1
LG100268-INDUCED HEPATIC GENE EXPRESSION MODULATIONS IN WILD-TYPE C57BL/6J MICE
Unigene Cluster Name Clone Accession Ratio
Genes induced by LG100268 in C57BL/6J mice
Cyp4a14: cytochrome P450, family 4, subfamily a, polypeptide 14 AA106365 7.4
Ehhadh: enoyl-coenzyme A, hydratase/3-hydroxyacyl coenzyme A dehydrogenase AA718155 6.5
Cyp4a10: cytochrome P450, family 4, subfamily a, polypeptide 10 AA755385 5.8
Cyp26a1: cytochrome P450, family 26, subfamily a, polypeptide 1 AA239785 5.4
G0s2: G0/G1 switch gene 2 AA458241 5.1
Pdk4: pyruvate dehydrogenase kinase, isoenzyme 4 AI322278 3.8
cDNA clone IMAGE: 5028619, partial cds AI391013 3.1
Por: P450 (cytochrome) oxidoreductase AI322279 2.7
Ccnd1: cyclin D1 AA117547 2.5
Alas1: aminolevulinic acid synthase 1 AI892379 2.3
Slc22a5: solute carrier family 22 (organic cation transporter), member 5 AI608375 2.2
Wbscr14: Williams-Beuren syndrome chromosome region 14 homolog (human) AA543589 2.2
Sgk2: serum/glucocorticoid regulated kinase 2 AA138663 2.1
1700012B18Rik: RIKEN cDNA 1700012B18 gene AI595047 2.0
Igfbp2: insulin-like growth factor binding protein 2 AA879643 2.0
Gadd45g: growth arrest and DNA-damage-inducible 45 gamma W18822 2.0
Insig2: insulin-induced gene 2 AA197454 2.0
Scd1: stearoyl-coenzyme A desaturase 1 AA754922 1.9
Crat: carnitine acetyltransferase AA473526 1.9
1500041J02Rik: RIKEN cDNA 1500041J02 gene AI451818 1.8
Facl2: fatty acid coenzyme A ligase, long chain 2 AI789976 1.8
Akp2: alkaline phosphatase 2, liver AA517588 1.8
Pla2g6: phospholipase A2, group VI AA271866 1.8
Clu: clusterin AA210481 1.8
5830435C13Rik: RIKEN cDNA 5830435C13 gene AA200336 1.8
Cxadr: coxsackievirus and adenovirus receptor AA560303 1.8
Adam11: A disintegrin and metalloprotease domain 11 AA733811 1.8
Aldh3a2: aldehyde dehydrogenase family 3, subfamily A2 AA821976 1.7
Acox1: acyl-coenzyme A oxidase 1, palmitoyl AA612012 1.7
Scl27a2: solute carrier family 27 (fatty acid transporter), member 2 AA066694 1.7
Gadd45a: growth arrest and DNA-damage-inducible 45 alpha AA553242 1.7
Crat: carnitine acetyltransferase AI607260 1.7
AAss: aminoadipate-semialdehyde synthase AA271121 1.7
Adfp: adipose differentiation related protein AA624422 1.7
Gstt2: glutathione S-transferase, theta 2 AA511089 1.7
Hdc: histidine decarboxylase AI322263 1.7
Cct2: chaperonin subunit 2 (beta) W17932 1.7
Kap: kidney androgen regulated protein AA106167 1.7
Transcribed sequences AA242024 1.7
Vnn1: vanin 1 AI597120 1.7
Hsd17b9: hydroxysteroid (17-beta) dehydrogenase 9 AI425345 1.7
AW539457: expressed sequence AW539457 AI509582 1.7
Hmgcs1: 3-hydroxy-3-methylglutaryl-coenzyme A synthase 1 AA466979 1.7
Fabp1: fatty acid binding protein 1, liver AI466451 1.7
Genes repressed by LG100268 in C57BL/6J mice
Ppp1r3c: protein phosphatase 1, regulatory (inhibitor) subunit 3C AA462037 −2.9
Mt2: metallothionein 2 W36474 −2.8
Trp53inp1: transformation related protein 53 inducible nuclear protein 1 AA437755 −2.6
Mt1: metallothionein 1 AA638765 −2.4
Rgs16: regulator of G-protein signaling 16 AA390086 −2.3
Sephs2: selenophosphate synthetase 2 AA414662 −2.1
Fos: FBJ osteosarcoma oncogene AA002910 −2.1
Aqp1: aquaporin 1 AA241281 −2.0
Gstp2: glutathione S-transferase, pi 2 AA437941 −2.0
No Unigene cluster found AI121690 −2.0
Got1: glutamate oxaloacetate transaminase 1, soluble AA415254 −2.0
Similar to alpha-2u-globulin V precursor-mouse (LOC384025), mRNA AA674270 −1.9
Cyp1a2: cytochrome P450, family 1, subfamily a, polypeptide 2 AA242360 −1.9
Rxra: retinoid X receptor alpha AA462070 −1.9
Mup1: major urinary protein 1 AA822105 −1.8
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TABLE 1
CONTINUED
Unigene Cluster Name Clone Accession Ratio
Serpina3c: serine (or cysteine) proteinase inhibitor, clade A, member 3C W14912 −1.8
Idb2: inhibitor of DNA binding 2 AI322367 −1.8
Serpina1e: serine (or cysteine) proteinase inhibitor, clade A, member 1e W13979 −1.8
Ela1: elastase 1, pancreatic AA717025 −1.8
Dio1: deiodinase, iodothyronine, type I AA260525 −1.7
Ell2: elongation factor RNA polymerase II 2 AA545429 −1.7
Cyp2a4: cytochrome P450, family 2, subfamily a, polypeptide 4 AA674177 −1.7
Acta1: actin, alpha 1, skeletal muscle AA770902 −1.7
Acta2: actin, alpha 2, smooth muscle, aorta AA624460 −1.7
Tdo2: tryptophan 2,3-dioxygenase AA572623 −1.7
Cyp7a1: cytochrome P450, family 7, subfamily a, polypeptide 1 AI464796 −1,7
Sema4g: (semaphorin) 4G AA238294 −1.7
Wild-type C57BL/6J mice were orally administered for 8 consecutive days 10 mg kg−1 day−1 of LG100268 or the vehicle alone
(n = 3 per group). Hepatic total RNA were extracted. Pools of RNA corresponding to the treated and control groups were competi-
tively hybridized to a mouse Unigene 1 microarray (Incyte Genomics, Inc., Palo Alto, CA, USA). Data are expressed as fold
change (i.e., ratio of treated samples/control samples). Genes exhibiting an absolute expression ratio between the two groups
superior to 1.7 are presented.
cDNA sequences were obtained from GenBank. For sion in liver, kidney, and heart of wild-type and
PPARα −/− mice treated with fenofibrate, LGD1069,NR target genes identification, we relied on three in-
dependent data sources: i) published results from or vehicle alone. On the whole study (total of 72
macroarrays), the mean intragroup Pearson’s correla-high-density screenings, ii) articles reporting gene
regulation(s) by any of the class II NR activators, iii) tion coefficient was 0.98 ± 0.01 (mean ± SD). Devia-
tion from the ideal 1 value accounts for biologicalour unpublished results of high-density screenings.
The latter includes an additional study performed on interindividual variability, technical variability, as
well as presence of a few outlier macroarrays (3 outMouse Unigene 1 microarrays, with hepatic RNA
from fenofibrate- or vehicle-treated mice of either of 72 macroarrays); those values were subsequently
removed from the datasets. Using artificial mRNAswild-type (C57BL/6J) or PPARα-deficient genotype.
Thus, we identified a set of PPARα-regulated hepatic spiked into the samples at known ratios between
groups of mice, we showed that our macroarray datatranscripts (data not shown), which is largely redun-
dant with the data obtained by Cherkaoui-Malki et al. and subsequent analysis procedure led to reliable
results as well as conservative estimations of expres-[Unigene array (9)] and Yamazaki et al. [Affyme-
trix U74Av2 array (46)] both using the Wy14,643 sion ratios (Table 2). Theoretical 10-fold ratios ap-
peared more affected by underestimation than three-PPARα-activator as a gene expression modulator.
Based on these data sources we developed a first fold ratios, especially in the low intensity range
(Table 2).version of a set of gene-specific probes (120 probes)
relevant to the field of RXR and its known dimer-
LGD1069 Induces a PPARα-Independentization partners. We amplified these cDNAs from
Hepatomegaly in MiceC57BL/6J mouse reverse transcribed RNAs (liver,
kidney, enterocytes, adipose tissue, brain) using syn- Eight-month-old male C57BL/6J (wild-type) and
PPARα −/− mice were orally treated for 8 consecu-thetic primers. All cDNAs were cloned into a com-
mon vector and all underwent a control procedure. tive days with fenofibrate (100 mg kg−1 day−1),
LGD1069 (100 mg kg−1 day−1), or vehicle alone. Fen-Due to the amount of available literature and to
some of our sources (i.e., high-density screening with ofibrate triggered a significant 47% increase in rela-
tive liver weight (liver weight/body weight, p < 0.05)fibrate-treated livers) the PPARα signaling pathway
holds a prevailing space within the array. The most in wild-type mice only. In contrast, the LGD1069-
induced hepatomegaly observed in wild-type micerepresented genes belong to the following groups of
functions: xenobiotic-metabolizing enzymes (phase I (30% increase, p < 0.05) was reproduced in PPARα
−/− mice (22% increase, p < 0.05). Similarly, theand phase II), ABC transporters, lipid homeostasis
(synthesis, transport, catabolism), carbohydrates ho- treatment with LG100268 (10 mg kg−1 day−1, 8 days),
applied to wild-type mice, resulted in a significantmeostasis (synthesis, storage, utilization).
INRARRAY 01.2 was used to assess genes expres- hepatomegaly (27% increase, p < 0.05).
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TABLE 2 type mice liver 14 genes significantly modulated by
THEORETICAL AND OBSERVED EXPRESSION RATIOS
LGD1069 treatment (11 upregulated and 3 down-FOR EIGHT ARTIFICIAL mRNAs SPIKED INTO THE HEPATIC
TOTAL RNA SAMPLES regulated) and 24 genes significantly modulated by
fenofibrate treatment (21 upregulated and 3 downreg-Name Intensity Range Expected Ratio Observed Ratio
ulated). In PPARα-deficient mice liver, LGD1069
Ratio 1 low −3 −2.5 ± 0.4 treatment significantly increased the level of five
Ratio 2 low 3 3.0 ± 0.8 transcripts and fenofibrate treatment of one transcript.
Ratio 3 high −3 −3.0 ± 0.6 Furthermore, three transcripts showed significantlyRatio 4 high 3 2.5 ± 0.3
higher levels and one transcript a lower level inRatio 5 low −10 −3.9 ± 0.8
PPARα −/− mice compared to wild-type mice underRatio 6 low 10 3.6 ± 0.6
Ratio 7 high −10 −5.0 ± 0.5 the control treatment.
Ratio 8 high 10 9.3 ± 1.4 In wild-type mice kidney (Table 4), LGD1069 sig-
nificantly increased the levels of 15 transcripts whileEight artificial mRNAs (Lucidea Universal ScoreCard, Amersham
fenofibrate significantly increased the levels of 17 tran-Biosciences, Orsay, France) were spiked into the RNA samples
prior to labeling. These spikes were incorporated at known ratios scripts. In PPARα-deficient mice kidney, LGD1069
between treated and control groups. Corresponding spots were ar- significantly upregulated the cytochromes P450 24
bitrarily divided as exhibiting a low (from 15 to 150 pg of spiked and 27b1 as found in wild-type mice but also induced
mRNA per sample) or high (from 500 to 5000 pg of spiked mRNA
apoE mRNA expression. Fenofibrate did not triggerper sample) intensity. This table summarizes the expected and ob-
any significant modulations in PPARα −/− mice kid-served ratios (mean fold change ± SD) for the hybridization of he-
patic RNAs from 24 mice. Similar results were obtained from the ney. Fourteen transcripts were found differentially
hybridizations of cardiac and renal samples (data not shown). expressed between control wild-type and PPARα
−/− mice kidney (eight transcripts overexpressed and
six transcripts underexpressed in PPARα −/− mice
kidney compared to wild-type littermates).Effects of the Treatments on Serum Triglycerides,
apoA-I, and apoB Screening of wild-type and PPARα −/− mice heart
under vehicle, fenofibrate, or LGD1069 treatment ledThe 8-month old PPARα-deficient mice displayed
to a more limited number of significant gene expres-
significantly higher constitutive serum triglycerides
sion modulations. Under the control treatment, the(112% increase, p < 0.05, n = 5 per genotype), apo- pyruvate dehydrogenase kinase 4 (PDK4), the peroxi-lipoprotein A-I (apoA-I, 20% increase, p < 0.05, n =
somal/mitochondrial dienoyl-CoA isomerase (PMDCI),14 or 15 per genotype), and apolipoprotein B (apoB,
as well as both subunits of the mitochondrial hydro-84% increase, p < 0.05, n = 14 or 15 per genotype)
xyacyl-CoA dehydrogenase/3-ketoacyl-CoA thiolase/levels compared to wild-type littermates. No effects
enoyl-CoA hydratase trifunctional protein (Tpα and
of either LGD1069 or fenofibrate were observed on Tpβ), were downregulated in PPARα −/− mice com-
serum triglycerides (TG) in PPARα −/− mice. In con- pared to wild-type mice heart (−2.2-, −2.9-, −1.6-,
trast, LGD1069 induced a significant 76% increase
and −1.7-fold, respectively, all p < 0.002). The onlyin serum TG of wild-type mice (p < 0.05, n = 5 per
significant regulation triggered by the treatments wasgroup). Although nonsignificant in this study, we no-
the induction of PDK4 mRNA level under LGD1069
ticed a 20% decrease of the mean serum TG in wild-
treatment. This upregulation was found significant in
type mice treated with fenofibrate. No significant
wild-type (2.4-fold, p < 0.002) and in PPARα −/−
effects of the treatments were observed on serum
mice (3.3-fold, p < 0.002) as previously reported (35).
apoA-I and apoB.
Northern Blot Analysis of Some GeneHepatic, Renal, and Cardiac Effects of LGD1069
Expression Modulationsand Fenofibrate on the Abundance of a Selection
of Class II NR-Related Transcripts in Wild-Type To confirm some of these gene expression regula-
and PPARα-Deficient Mice
tions, Northern blots of individual mRNA samples
were performed (Figs. 1, 2, and 3). In the liver (Fig.We used INRARRAY 01.2 to screen the effects of
LGD1069 and fenofibrate on our selected genes 1), except for Cyp8b1, all regulations observed by
Northern blot are in agreement with the macroarraypanel in wild-type and PPARα-deficient mice liver,
kidney, and heart. Significantly modulated genes results. Macroarrays as well as Northern blot identi-
fied a modestly significant upregulation of Cyp8b1were identified as described in the Materials and
Methods. by fenofibrate (1.8-fold and 2.3-fold, respectively,
both p < 0.01) in wild-type mice only. While North-As shown in Table 3, using this procedure with a
1% comparison-wise error rate we identified in wild- ern blot data indicated a significant downregulation
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TABLE 3
HEPATIC GENE EXPRESSION MODULATIONS INDUCED BY FENOFIBRATE OR LGD1069 IN WILD-TYPE AND PPARα −/− MICE
Wild-Type PPARα −/−
CT PPARα
Genes Feno/CT LGD1069/CT Feno/CT LGD1069/CT −/−/wt Function
Cyp4a10 32.9† 7.8† ns ns ns microsomal FA ω-hydroxylation
Cyp4a14 44.8† 12.0† ns ns 2.4† microsomal FA ω-hydroxylation
AOX 6.4† 2.5† ns ns ns peroxisomal FA oxidation and biogenesis
BIEN 40.0† 5.1† ns ns ns peroxisomal FA oxidation and biogenesis
THIOL 8.5† 3.8† ns ns ns peroxisomal FA oxidation and biogenesis
PECI 2.1† ns ns ns ns peroxisomal FA oxidation and biogenesis
PMDCI 3.2† ns ns ns ns peroxisomal FA oxidation and biogenesis
Pex11a 2.1† ns ns ns ns peroxisomal FA oxidation and biogenesis
CACP 1.8† ns ns ns ns mitochondrial FA oxidation and energy homeostasis
CPT2 1.7† ns ns ns ns mitochondrial FA oxidation and energy homeostasis
MCAD 2.8† ns ns ns 1.6* mitochondrial FA oxidation and energy homeostasis
Tpα 2.4† ns ns ns ns mitochondrial FA oxidation and energy homeostasis
mHMGCoAS 3.1† 1.5* ns ns ns mitochondrial FA oxidation and energy homeostasis
PDK4 3.3† ns ns ns ns mitochondrial FA oxidation and energy homeostasis
ACOTH 6.3† 2.0* ns ns ns FA metabolism
FAT/CD36 1.9† ns ns ns ns FA transport
L-FABP 4.2† ns ns ns ns FA trafficking
FAS ns 3.5† ns 2.4† ns lipogenesis
S14 ns 2.4† ns ns ns lipogenesis
Cyp26 ns 3.5† ns 4.4† ns other cytochromes P450
Cyp2b10 ns 4.6† 1.7† 3.3† ns other cytochromes P450
Cyp2c29 −1.6† 2.2† ns 1.7† 1.5† other cytochromes P450
Cyp8b1 1.8* −2.1† ns ns ns other cytochromes P450
ALDH3 4.1† ns ns ns ns fatty aldehyde dehydrogenase
GSTµ ns 2.2† ns ns ns glutathione S-transferases
GSTπ2 ns −3.6† ns ns −2.9† glutathione S-transferases
LCE −1.6† ns ns ns ns TG hydrolysis
PLTP 2.0† ns ns ns ns lipoprotein metabolism
apoC-III ns ns ns ns 1.6† lipoprotein metabolism
PPARα 1.6† ns ns ns ns nuclear receptor
SPI1 −2.7† −2.1† ns −1.6* −1.6* acute phase response
ADISP/FSP27 2.0† ns ns ns ns apoptosis
BSEP ns ns ns 1.9† ns bile salt transport
Hepatic total RNA from wild-type and PPARα −/− mice treated with fenofibrate (Feno), LGD1069, or vehicle alone (CT) were hybridized
to INRARRAY 01.2 (n = 3 or 4 per group, total of 22 macroarrays). Raw data were normalized by the mean log(signal) of eight artificial
mRNAs spiked into the samples. Normalized data were subjected to an ANOVA followed by a two-tailed Student’s test using a Bonferroni
comparison-wise error rate protection. The ratios (fold change) of transcript abundance correspond to the comparisons between the groups
indicated in the headings of the columns. Genes presented exhibited at least one highly significant (p < 0.002) gene expression modulation
of 1.5-fold amplitude minimum out of the five comparisons studied. wt: wild-type.
Due to the Bonferroni p-value adjustments: *raw p < 0.01 and †raw p < 0.002. ns: a nonsignificant expression ratio (raw p > 0.01).
of Cyp8b1 mRNA by LGD1069 only in PPARα −/− nificant by Northern blot (−1.9-fold, p > 0.01). We
thus confirmed the PPARα-independent regulationsmice (−2.5-fold, p < 0.002), macroarrays did not find
this regulation significant (−1.3-fold, p > 0.01). Con- of Cyp2c29, Cyp26, Cyp2b10, FAS (all upregulated),
and SPI1 (downregulated) mRNAs by LGD1069. Inversely, macroarrays identified a significant LGD1069-
induced downregulation of Cyp8b1 only in wild-type PPARα −/− mice liver compared to wild-type litter-
mates, the constitutive underexpression of GSTπ2mice (−2.1-fold, p < 0.002). Although suggesting the
same trend, this downregulation was not found sig- and SPI1 mRNAs as well as a modest overexpression
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TABLE 4
RENAL GENE EXPRESSION MODULATIONS INDUCED BY FENOFIBRATE OR LGD1069 IN WILD-TYPE AND PPARα −/− MICE
Wild-Type PPARα −/−
CT PPARα
Genes Feno/CT LGD1069/CT Feno/CT LGD1069/CT −/−/wt Function
Cyp4a10 5.5† 2.8† ns ns −2.4† microsomal FA ω-hydroxylation
Cyp4a14 22.1† 7.7† ns ns ns microsomal FA ω-hydroxylation
AOX 2.1† 1.7† ns ns ns peroxisomal FA oxidation and biogenesis
BIEN 5.0† 2.1† ns 1.5* −2.0† peroxisomal FA oxidation and biogenesis
THIOL 3.0† 2.4† ns ns ns peroxisomal FA oxidation and biogenesis
PECI 1.6† 1.6† ns ns ns peroxisomal FA oxidation and biogenesis
PMDCI 1.9† ns ns ns −1.8† peroxisomal FA oxidation and biogenesis
HPNCL 2.2† 1.8† ns ns ns peroxisomal FA oxidation and biogenesis
Pex11a 2.0† ns ns ns ns peroxisomal FA oxidation and biogenesis
CACP 1.8† 1.3† ns ns ns mitochondrial FA oxidation and energy homeostasis
CPT2 2.1† 1.5† ns ns −1.3* mitochondrial FA oxidation and energy homeostasis
Tpα 1.6† 1.2* ns ns ns mitochondrial FA oxidation and energy homeostasis
mHMGCoAS 10.4† 3.7† ns ns ns mitochondrial FA oxidation and energy homeostasis
PDK4 5.6† 3.1† ns ns ns mitochondrial FA oxidation and energy homeostasis
UCP2 3.8† 1.6† ns ns ns mitochondrial FA oxidation and energy homeostasis
ACOTH 4.6† 2.9† ns ns ns FA metabolism
L-FABP 2.1† 1.3* ns ns 1.4† FA trafficking
Cyp24 ns 3.2† ns 1.9† 2.2† other cytochromes P450
Cyp27b1 ns 2.6† ns 1.9† 2.1† other cytochromes P450
Cyp2c29 ns ns ns −1.7* 2.0† other cytochromes P450
LPL −1.6* ns ns ns −1.8† TG hydrolysis
apoB ns ns ns ns 1.7† lipoprotein metabolism
apoE ns ns ns 2.9† 2.0† lipoprotein metabolism
CAR1 ns ns ns ns 1.6† nuclear receptor
SPI1 ns ns ns ns −1.9† acute phase response
i-NOS 1.4* ns ns ns 1.6† inflammation
cHMGCoAS ns ns ns ns −2.1† cholesterol biosynthesis
Renal total RNA from wild-type and PPARα −/− mice treated with fenofibrate (Feno), LGD1069, or vehicle alone (CT) were hybridized to
INRARRAY 01.2 (n = 3 or 4 per group, total of 23 macroarrays). Raw data were normalized by the mean log(signal) of eight artificial
mRNAs spiked into the samples. Normalized data were subjected to an ANOVA followed by a two-tailed Student’s test using a Bonferroni
comparison-wise error rate protection. The ratios (fold change) of transcript abundance correspond to the comparisons between the groups
indicated in the headings of the columns. Genes presented exhibited at least one highly significant (p < 0.002) gene expression modulation
of 1.5-fold amplitude minimum out of the five comparisons studied. wt: wild-type.
Due to the Bonferroni p-value adjustment: *raw p < 0.01 and †raw p < 0.002. ns: a nonsignificant expression ratio (raw p > 0.01).
of Cyp2c29 mRNA were also confirmed. PPARα- slightly overexpressed apoE mRNA in the absence of
LGD1069 or fenofibrate treatments. A very modestdependent downregulation of Cyp2c29 and SPI1 by
fenofibrate was also found by both techniques. We downregulation of renal apoE mRNA was observed
in wild-type mice under fenofibrate treatment. Weobserved that fenofibrate raised the hepatic expres-
sion of Cyp2b10 transcript in PPARα −/− mice only, clearly identified that LGD1069 strongly induced the
expression of renal apoE mRNA in PPARα −/− micewith a noticeable interindividual variability of the re-
sponse to the drug. only (Fig. 3).
In the kidney (Fig. 2), we confirmed the constitu-
tive overexpression of Cyp24 and Cyp27b1 in PPARα Principal Component Analysis (PCA) of Hepatic
−/− mice compared to wild-type mice. LGD1069 in- and Renal Dedicated Transcriptional Signatures
duced in both PPARα −/− and wild-type mice kidney
an upregulation of these two genes. As shown in Fig- To globally represent the transcriptional signatures
obtained in the liver and the kidney, we used PCAure 3, we further confirmed that PPARα −/− mice
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the total variability of the initial dataset, respectively.
Wild-type mice treated with fenofibrate were mark-
edly separated from wild-type controls along PC1 (Fig.
4a). All LGD1069-treated wild-type mice adopted an
intermediate position along this axis. The three groups
of PPARα −/− mice were not separated along PC1.
A majority of the 27 genes were highly correlated to
PC1 (Fig. 4b). These genes are mostly well-described
PPARα-target genes implicated in various steps and
pathways of fatty acid catabolism. PC2 discriminated
all groups of PPARα −/− mice from wild-type con-
trols. This axis was most highly correlated with genes
displaying a constitutive differential expression be-
tween wild-type and PPARα −/− mice (Fig. 4b, Table
4, fifth column) such as inducible nitric oxide syn-
thase (i-NOS), constitutive androstane receptor β
(CAR1), or lipoprotein lipase (LPL). The third axis
(PC3), which is orthogonal to PC1 and PC2, discrim-
inated LGD1069-treated mice of both genotypes from
Figure 1. Regulation of transcript abundance in the liver of wild-
type and PPARα−/− mice by LGD1069 and fenofibrate. Northern
blot analyses were carried out using 20 µg of hepatic total RNA
per lane. cDNA fragments spotted on the INRARRAY 01.2 were
used as [α-32P]dCTP-labeled probes. Samples from three animals
were analyzed for each condition (n = 3 × 6 experimental condi-
tions = 18 samples). (a, b) The results of 11 different hybridiza-
tions are presented (6 and 5 for a and b, respectively). Pictures
obtained for 6 liver samples representative of the 6 groups of sam-
ples analyzed are presented. (c) Isotopic signals were quantified
for the full set of 18 samples using a phosphorimager. Raw data
generated for each gene were normalized according to the corre-
sponding β-actin hybridization data. Normalized data were sub-
jected to an ANOVA followed by a two-tailed Student’s test using
a Bonferroni comparison-wise error rate protection. The ratios of
transcript abundance between the groups are indicated in the head-
ings of the columns. Due to the Bonferroni p-value adjustments,
*raw p < 0.01 and **raw p < 0.002. ns: a nonsignificant expression
ratio (raw p > 0.01). CT: vehicle-treated control group, LGD:
LGD1069, Feno.: fenofibrate.
Figure 2. Regulation of Cyp24 and Cyp27b1 transcript abundance
in the kidney of wild-type and PPARα−/− mice by LGD1069 and
fenofibrate. The experimental conditions for these Northern bloton the subset of scaled variables presented in Tables
analyses are identical to those described in the legend of Figure 1,3 and 4 (33 and 27 selected genes for liver and kid-
except for the number of animals per experimental group (n = 4 ×
ney, respectively). Figure 4 presents the first three 6 experimental conditions = 24 samples). (a) The results of three
different hybridizations are presented. Pictures obtained for 6 liverprincipal components obtained for the kidney. Very
samples representative of the 6 groups of samples analyzed aresimilar results were obtained for the liver and are thus
presented. (b) Isotopic signals were quantified for the full set of
not presented in this article. PCA allowed us to ob- 24 samples using a phosphorimager. Raw data generated for each
gene were normalized according to the corresponding 36B4-probeserve the hierarchy of variability sources affecting the
hybridization data. Normalized data were subjected to an ANOVAtranscriptional signatures. The biological meaning of
followed by a two-tailed Student’s test using a Bonferroni compar-
these variability sources was extracted from the pro- ison-wise error rate protection. (b) The ratios of transcript abun-
dance between the groups are indicated in the headings of the col-jections of the genes on the principal components
umns. Due to the Bonferroni p-value adjustments: *raw p < 0.01(Fig. 4b and d). Figure 4a corresponds to the projec-
and **raw p < 0.002. ns: a nonsignificant expression ratio (raw
tion of the mice on the first two principal components p > 0.01). CT: vehicle-treated control group, LGD: LGD1069,
Feno.: fenofibrate.(PC1 and PC2), which extracted 57% and 20% of
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macroarray to implement this study. Our primary moti-
vation was to record true organ-specific “fingerprints”
of NR targeting drugs that contribute to accurately
reporting their molecular impact on a mammalian or-
ganism. Remarkably, this allows considering global
sets of data that include all statistically significant
transcript modulations, even those displaying weak
magnitude and, thus, doubtful biochemical signifi-
cance when considered individually. Indeed, all these
limited regulations retain, and even gain, significance
when they are processed as multivariate signatures
and when they are analyzed through multidimentional
statistical methods such as PCA or hierarchical clus-
tering. We believe that improving the accuracy of or-
gan-specific transcriptional signatures is a relevant
mean to focus, secondarily, the investigations on
pathways where protein levels are eligible to fluctu-
ate in response to NR activators, although this was
Figure 3. Regulation of apoE transcript abundance in the kidney not the aim of this initial investigation.
of wild-type and PPARα−/− mice by LGD1069 and fenofibrate.
The experimental conditions for these Northern blot analyses are
identical to those described in the legend of Figure 2. The pictures Hepatic and Renal Transcriptional
corresponding to all 24 kidney samples hybridized with apoE or Signatures Analysis
36B4 radiolabeled probes are presented in the lower part. Isotopic
signals were quantified for the full set of 24 samples using a phos- PCA was used to observe the main effects of the
phorimager. Raw data generated for apoE mRNA were normalized
treatments and of PPARα deletion on the transcrip-according to the corresponding 36B4-probe hybridization data.
Normalized data were subjected to an ANOVA followed by a two- tional signatures. Renal (Fig. 4) and hepatic (data not
tailed Student’s test using a Bonferroni comparison-wise error rate shown) transcriptional signatures displayed compara-
protection. Histograms represent the mean of normalized data for ble patterns. The first PC was strongly correlated toeach of the 6 experimental conditions, compared to the group of
control (CT) wild-type mice. Error bars represent SD. Lines above numerous genes regulated by LGD1069 and feno-
the bars indicate which comparisons gave significant results. Ex- fibrate in wild-type mice only and should thus be
pression ratios (or fold change) are given above these lines. Due to
regarded as the illustration of PPARα-dependent ef-the Bonferroni p-value adjustments: **raw p < 0.002. CT: vehicle-
treated control group, Feno.: fenofibrate. fects of the treatments on gene expression. The inter-
mediate position of wild-type LGD1069-treated mice
on this axis revealed the lower activation of the
PPARα signaling pathway by LGD1069 compared toall other mice (Fig. 4c). This axis was most highly
correlated with cytochromes P450 (Cyp) 24, 27b1, fenofibrate. The second PC highlighted the impor-
tance of renal constitutive gene expression alterationsand 2c29 and to a lesser extent to apoE.
following PPARα abrogation. Finally, PC3 should be
predominantly interpreted as PPARα-independent ef-
fects of LGD1069 on Cyp24 and Cyp27b1 expres-DISCUSSION
sions. Hierarchical clustering of both genes and sam-Several class II NR display a valuable potential as ples was also used to analyze these data and led to
they behave as drug sensors. Through their control
similar conclusions (data not shown).
on gene expression, they convey the beneficial effects
of drugs that prove to be active on dyslipidemia, dia- Rexinoid-Induced Hypertriglyceridemiabetes, or skin disorders. The lately developed drug
family, rexinoids, is unique in that its members selec- Although conflicting data have been collated in ro-
dents (35), oral treatment with rexinoids can inducetively activate RXR, the obligatory partner for all
class II NRs. Activation of this central communica- hypertriglyceridemia in humans (39). As previously
presented, such hypertriglyceridemia can be observedtion node could potentially result in modulations of
various pathways through differential recruitment of in PPARα −/− mice younger than those monitored in
the present study (35). Using 8-month-old animals, adimeric partners. Thus, multiorgan screening of gene
expression modulations is a relevant strategy to antic- significant rise in serum TG was only observed in
wild-type mice. At the molecular level, our data indi-ipate and delineate the tissue-specific pharmacologi-
cal and/or toxicological impacts of rexinoids. There- cate that LGD1069 treatment raises the level of two
transcripts related to fatty acid synthesis: Spot14fore, we designed and developed a dedicated cDNA
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Figure 4. Principal component analysis of renal transcriptional signatures of wild-type and PPARα −/− treated with LGD1069, fenofibrate,
or vehicle alone. Principal component analysis was performed on a data matrix composed of 23 RNA samples (mice) and 27 selected genes
presented in Table 4. Thus, only one macroarray, corresponding to one PPARα −/− control mouse, was identified as outlier by quality
controls and removed from the data set. (a) Plot of the 23 samples (mice) on the first two principal components (PC). Numbers in parentheses
indicate the percentage of the total variance extracted by the corresponding PC. Open symbols correspond to wild-type mice and filled
symbols to PPARα −/− mice. Circles are for controls (CT), diamonds for LGD1069-treated, and triangles for fenofibrate-treated (Feno.)
mice. (b) Plot of genes (variables) on the first two PC. Each vector represents one gene. The names of some genes have been removed to
facilitate the reading of the figure. (c) Plot of the 23 samples on the third PC. Points having close coordinates on this axis were piled up to
facilitate the reading. (d) Plot of the genes on the third axis. Each gene’s coordinate is represented by a cross. Only the four genes whose
coordinates on the third PC were superior to 0.4 are represented. The names of the corresponding genes are indicated.
(S14) and fatty acid synthase (FAS) in wild-type of PPARα-independent gene expression modulations.
In liver, LGD1069 induces Cyp2b10, a known targetmice. Although to a lesser extent, the rise of FAS
mRNA is partially sustained in PPARα −/− mice. for PXR and CARβ. The tandem DR-4 element from
mouse Cyp2b10 does not respond to LGD1069 inFurthermore, our data evidenced a 1.9-fold rise of
Stearoyl-CoA desaturase 1 mRNA in wild-type mice RXR and/or CARβ-transfected HepG2 cells (41).
However, this cannot rule out the putative involve-following LG100268 treatment (Table 1). Altogether,
these observations are consistent with a coordinated ment of CARβ nor of PXR in the context of our in
vivo study (44). In addition, Cyp2c29 is also inducedaction of rexinoids on a set of genes known to pro-
mote hypertriglyceridemia. Based on our findings, it by LGD1069 in a PPARα-independent manner and
has recently been shown to be a target of CARβ (20).would be of great interest to assess the putative roles
played by known lipogenesis regulators (e.g., SREBP, Of interest is our original observation of the marked
rise in hepatic Cyp26 transcript by both rexinoid mol-TR, or LXR) in this phenomenon, which could be
related to a documented side effect of rexinoids. ecules. Besides its role in the degradative 4-hydroxyl-
ation of all-trans RA during embryonic development
(1,34), Cyp26 is thought to participate in limiting theOrgan-Specific Rexinoid Targets
access of RA to the transcriptional machinery (27).
Regulation of Cyp26 by all-trans RA has been exten-Besides renal and hepatic PPARα activation illus-
trated by PCA, we observed a more restricted number sively studied (29,45). The central role RARγ and
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RXRα has first been delineated using modified mu- tive contributor to gene expression modulation. Its
action towards RAR, TR, or VDR known targetrine F9 cells lacking retinoid receptors (2). Cell line-
specific interactions between a RA-response element genes appears subordinated to favorable cellular con-
ditions that affect its partner (4,18,25,30). Further ev-(RARE-DR5) and other Cyp26 promoter regions
have been shown (26). Here, we provide the first evi- idences, consistent with this concept, are provided by
our in vivo studies. Indeed, the nature of the rexinoid-dence that hepatic Cyp26 transcript can be upregu-
lated in vivo by highly specific RXR activators. Even modulated targets indicate that various signaling
pathways deserve further detailed investigations (e.g.,partially translated to the protein level, such a marked
induction could have a profound repercussion on the RAR and CARβ in the liver and VDR in the kidney).
In general, this illustrates how cautiously the conceptcellular bioavailability of RA, thus possibly hamper-
ing the activity of the RXR–RAR dimer. of dimer permissiveness should be viewed and how
much it is likely to rely on specific experimental con-Very interestingly, in the kidney, we observed a
significant induction by LGD1069 of Cyp24 and ditions.
This study further identified a puzzling regulationCyp27b1, whose products are involved in vitamin D3
homeostasis. Although constitutively overexpressed of the renal apolipoprotein E (apoE) transcript. ApoE
is a surface constituent of plasma lipoproteins andin PPARα −/− mice, these two genes are still respon-
sive to LGD1069 treatment in this mouse model. a high-affinity ligand for the LDL receptor, which
mediates the hepatic uptake of remnant lipoproteins.Cyp24 and Cyp27b1 encode a 25-hydroxyvitamin D3
24-hydroxylase (19) and a 25-hydroxyvitamin D3 1α- Although mostly produced in the liver, plasma apoE
is also synthesized in various extrahepatic tissues in-hydroxylase (40), respectively. These enzymes dis-
play opposite biosynthetic (Cyp27b1) and catabolic cluding kidney (5,38). Strikingly, renal apoE mRNA
is strongly induced by LGD1069 in PPARα −/− mice(Cyp24) functions in the homeostasis of the active
form of vitamin D3 (1α,25-dihydroxyvitamin D3). In- only. Response elements for LXRs (21) and PPARs
(16) have been found in apoE promoter. Our obser-duction of Cyp24 transcript in mouse kidney by
LG100268 has been previously shown (3). In hu- vations suggest that the PPARα signaling pathway
exerts an inhibitory control over renal apoE transcrip-mans, this induction is mediated by RXR–RAR or
RXR–VDR heterodimers binding on two vitamin D- tion through a direct or indirect mechanism that re-
mains to be described. Furthermore, besides its clearresponsive elements (VDREs) located in the pro-
moter of CYP24 (47). Recently, Pascussi et al. identi- atheroprotective effects through lipoprotein metabo-
lism control, apoE displays antiproliferative functionsfied PXR as a novel transcriptional regulator of both
mouse and human Cyp24 (36), thus providing an ad- in kidney (8) and most interestingly in mitogen-acti-
vated T lymphocytes (31), as in endothelial and tu-ditional mechanistic hypothesis for the regulation that
we observed. Cyp27b1 was shown to be downregu- mor cells (42). Our work showed that LGD1069 has
a capacity to regulate, in vivo, the apoE transcriptlated by liganded VDR (40). Here we show that both
Cyp24 and Cyp27b1 are induced to a similar extent as LG100268 does on the human THP-1 monocytic/
macrophage line (21). Thus, we observed a degree ofby LGD1069 in mouse kidney, independently of
PPARα expression. Consistent with a previously doc- consistency between the pharmacological ability of
rexinoids to limit cell proliferation in lymphoprolif-umented rexinoid-induced expression of Cyp24, we
could hypothesized that a subsequent renal depletion erative disorders and their potential to regulate the
expression of apoE, an antiproliferative mediator. Ex-in active vitamin D derivative would lower the acti-
vated proportion of the VDR, thus allowing the ploring hypothetical causal links between these ob-
servations might represent a promising strategy toupregulation of Cyp27b1 reported here. However,
this hypothesis remains to be fully substantiated. The further elucidate the molecular events lying behind
the beneficial effects of rexinoids in CTCL patients.coordinated modulation of two genes oppositely asso-
ciated to the bioavailability of cellular active vitamin Together our results suggest that the PPARα sig-
naling pathway is the most sensitive pathway to beD suggests the existence of a putative feedback loop
that could preserve a physiological balance between recruited through specific ligand activation of RXR
in liver and kidney. However, the identification ofactive and inactive vitamin D metabolites. Interest-
ingly, our study revealed that Cyp27b1 is a novel tar- several organ-specific, PPARα-independent modula-
tions triggered by LGD1069 suggests that differentget for the rexinoid family of xenobiotics, which
likely deserves future attention in the skin. cellular contexts are capable of eliciting partial but
active contributions of various NR signaling path-The RXR–RAR, RXR–TR, and RXR–VDR di-
mers were initially reported to be nonpermissive (14). ways.
The development of a dedicated set of target genesConsistent observations now support the concept that
upon specific activation, RXR could become an ac- to study the organ-specific transcriptional signature
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IV.3. CONCLUSIONS / PERSPECTIVES 
 Alors que ces résultats confirment sans ambigüité l’activation de la voie PPARα par 
les agonistes spécifiques de RXR dans deux organes : le foie et le rein, où PPARα est 
fortement activable par le fenofibrate également, cette étude met également en évidence des 
régulations tissu-spécifiques provoquées indépendamment de l’expression de PPARα par les 
activateurs de RXR. Plusieurs de ces régulations permettent de suggérer des hypothèses 
d’activation d’autres RNs expliquant vraisemblablement des effets biochimiques et 
morphologiques observés dans cette étude : par exemple, une activation de LXR au niveau 
hépatique pourrait conduire à l’induction des gènes de la lipogénèse et participer à 
l’accroissement des taux circulant de triglycérides ou encore une activation de CAR, dont 
l’implication dans l’hépatomégalie provoquée par certains xénobiotiques a depuis été 
démontrée (Huang et al., 2005), pourrait participer à l’induction d’une hépatomégalie chez les 
souris des deux génotypes. Le caractère hautement tissu-spécifique de ces régulations semble 
de plus en accord assez étroit avec les niveaux d’expression des RNs suspectés (Bookout et 
al., 2006). Le cas du cœur semble néanmoins à part. Malgré un niveau d’expression élevé de 
PPARα et RXR dans cet organe, aucun effet transcriptionnel du fenofibrate n’est détecté dans 
cette étude mais les souris PPARα-/- présentent quelques altérations constitutives 
d’expression, suggérant que PPARα pourrait déjà être hautement et constitutivement activé 
dans cet organe dont l’apport en énergie repose majoritairement chez l’adulte sur l’oxydation 
des acides gras. 
 Cette étude nous ayant permis d’acquérir une bonne confiance dans l’utilisation de 
notre puce à ADN via l’étude d’activations pharmacologiques, nous avons ensuite conduit une 
étude nutritionnelle de l’activation de ce RNs par différents acides gras pour nous rapprocher 
des conditions physiologiques d’activation du récepteur. 
 
Chapitre V : Etude des effets de lipides alimentaires sur la voie 
PPARα 
 
V.1. INTRODUCTION 
 Alors que de nombreux acides gras fixent et activent PPARα (Chapitre II), peu 
d’études ont été menées in vivo sur modèle rongeur dans le but de démontrer le rôle de ce 
récepteur comme senseur des acides gras alimentaires. L’implication de PPARα dans la 
médiation des effets de régimes riches en graisses sur l’expression de nombreux gènes au 
niveau hépatique avait déjà été démontrée (Patsouris et al., 2006). Nous souhaitions pour 
notre part évaluer son rôle dans un contexte d’apport en lipides couvrant les besoins de 
l’espèce sans être pour autant en excès. En nous basant sur les recommandations en termes 
d’alimentation des rongeurs (Council et al., 1995, p 82), nous avons donc conçu cinq régimes 
isocaloriques pour souris contenant environ 5% de lipides (poids/poids). Les huiles utilisées 
dans ces régimes diffèrent nettement par le type d’acides gras qu’elles apportent aux animaux, 
ce qui nous a offert la possibilité d’évaluer les « préférences » de PPARα pour certains types 
d’acides gras. Nos principaux résultats, présentés dans les pages qui suivent sous leur forme 
publiée, mettent en évidence le rôle joué par PPARα dans la médiation des effets des acides 
gras alimentaires et sa « préférence » pour les acides gras longs polyinsaturés de la famille 
ω3. Ils révèlent également l’impact des lipides alimentaires sur le degré de stockage des 
lipides au niveau hépatique avec des applications potentiellement intéressantes pour le 
traitement de stéatoses hépatiques, de plus en plus fréquemment rencontrées dans nos pays 
industrialisés notamment en raison de leur lien avec les problèmes d’obésité. Enfin, nos 
résultats nous ont permis de caractériser de manière relativement fine les effets de la délétion 
du récepteur PPARα sur le métabolisme des lipides et l’expression de plusieurs gènes 
hépatiques. Ils nous ont permis de déceler de nouvelles cibles potentielles du récepteur (Lpin1 
et les enoyl-CoA isomérases) qui participent sans doute à façonner le phénotype des souris 
PPARα-/-. Ces travaux ont de plus révélé une légère surexpression hépatique du récepteur 
CAR chez les souris PPARα-/- par rapport aux souris contrôles. 
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Novel Aspects of PPAR-Mediated Regulation of Lipid
and Xenobiotic Metabolism Revealed Through a
Nutrigenomic Study
Pascal G. P. Martin,1 Herve´ Guillou,2 Fre´de´ric Lasserre,1 Se´bastien De´jean,3 Annaig Lan,2 Jean-Marc Pascussi,4
Magali SanCristobal,5 Philippe Legrand,2 Philippe Besse,3 and Thierry Pineau1
Peroxisome proliferator-activated receptor- (PPAR) is a major transcriptional regulator of
lipid metabolism. It is activated by diverse chemicals such as fatty acids (FAs) and regulates the
expression of numerous genes in organs displaying high FA catabolic rates, including the liver.
The role of this nuclear receptor as a sensor of whole dietary fat intake has been inferred, mostly
from high-fat diet studies. To delineate its function under low fat intake conditions (4.8%w/w),
we studied the effects offive regimenswith contrastedFAcompositionson liver lipids andhepatic
gene expression in wild-type and PPAR-deficient mice. Diets containing polyunsaturated FAs
reduced hepatic fat stores in wild-type mice. Only sunflower, linseed, and fish oil diets lowered
hepatic lipid stores inPPAR/mice, amodel of progressive hepatic triglyceride accumulation.
These beneficial effects were associated, in particular, with dietary regulation of9-desaturase in
bothgenotypes, andwith anewly identifiedPPAR-dependent regulationof lipin. Furthermore,
hepatic levels of 18-carbon essential FAs (C18:26 and C18:33) were elevated in PPAR/
mice, possibly due to the observed reduction in expression of the 6-desaturase and of enoyl-
coenzyme A isomerases. Effects of diet and genotype were also observed on the xenobiotic metabo-
lism-related genes Cyp3a11 andCAR.Conclusion:Together, our results suggest that dietary FAs
represent—even under low fat intake conditions—a beneficial strategy to reduce hepatic steatosis.
Under such conditions, we established the role of PPAR as a dietary FA sensor and highlighted its
importance in regulating hepatic FA content and composition. (HEPATOLOGY 2007;45:767-777.)
The nuclear receptor (NR) superfamily in themouse is composed of 49 transcriptional regula-tors of gene expression that respond to a wide
variety of small lipophilic molecules. The NRs are impli-
cated in numerous biological processes, including devel-
opment, cell proliferation anddifferentiation, inflammation,
energy, and xenobiotic metabolism. Among them, the per-
oxisome proliferator-activated receptors (PPAR, /,
and  or NR1C1, C2 and C3) are important modulators
of lipid metabolism. In organs displaying high fatty acid
(FA) catabolic rates, PPAR regulates the expression of
genes involved in most aspects of FA catabolism (FA up-
take, activation, trafficking, - and -oxidation, -hy-
droxylation, ketogenesis), polyunsaturated FA (PUFA)
biosynthesis (elongation and desaturation), and lipopro-
tein metabolism (apolipoprotein C-III, lipoprotein
lipase). PPAR also plays important roles in inflamma-
tion, glucose and bile and amino acid metabolism, bio-
transformations, and hepatocarcinogenesis (reviewed by
Mandard et al.1).
PPAR is activated by structurally diverse molecules
known as peroxisome proliferators, which induce hepatic
peroxisome proliferation and modulate the expression of
several target genes in rodents.2 Among the peroxisome
proliferators, fibrates are potent hypolipidemic drugs ben-
eficially administered to humans. In vitro, several FAs
bind to and activate PPAR at physiologically relevant
concentrations.3 In vivo, high-fat (24%w/w)4 and fish oil
(10% w/w)5 diets activate PPAR. Thus, activation of
Abbreviations: CoA, coenzyme A; COC, saturated fatty acid diet; FA, fatty acid;
FISH, fish oil diet; LIN, 3-rich diet; NR, nuclear receptor; PPAR, peroxisome
proliferator-activated receptor-; PUFA, polyunsaturated fatty acid; Q-PCR,
quantitative polymerase chain reaction; REF, reference diet; SCD1, stearoyl-CoA
desaturase-1; SUN, 6 fatty acid–rich diet; TG, triglyceride.
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PPAR by dietary FAsmay represent a promising strategy
to counteract obesity-related complications, with the ca-
veat that the benefits of activating this pathway are dem-
onstrated under conditions of moderate fat intake.
It is well known that dietary PUFAs have effects on
diverse biological processes such as fuel partitioning, in-
sulin action, cardiovascular function, neuronal develop-
ment and immune function. The 3 and 6 FAs are the
major classes of dietary PUFAs and display differential
effects on pathologies such as cancer6 and chronic inflam-
mation.7 Additionally, dietary PUFAs activate—both di-
rectly and indirectly—other transcription factors such as
liver X receptor, hepatocyte nuclear factor-4, and sterol
regulatory element binding protein (reviewed by Jump et
al.8), which mediate, to some extent, their effects on gene
expression.
The current study evaluates the role of PPAR as a
dietary FA hepatic sensor by exposing wild-type and
PPAR-deficient mice to five selected FA mixes while
maintaining 4.8% total dietary fat (usual fat content for
mouse maintenance diets: 4%–6%w/w).We used 5 con-
trasted diets: an essential FA-deficient diet, a reference
diet, an 6 FA-rich diet, an 3 FA-rich diet, and a fish
oil– enriched diet, and studied their effects on hepatic
lipids and gene expression.
Even under low dietary fat intake, PUFA-containing
diets reduced hepatic FA stores in a manner partially in-
dependent of PPAR. Dietary regulations of Lpin1 in
wild-type and stearoyl–coenzyme A (CoA) desaturase-1
(SCD1) in both genotypes paralleled these effects on he-
patic FA content. Moreover, hepatic FA profiles revealed
that linolenic and linoleic acids accumulate in PPAR/
livers, suggesting a role for this NR in the degradation
and/or use of the essential precursors of 3 and 6 PU-
FAs. Consistent with this finding, we showed that in
PPAR/ mice, the hepatic expression of 3 enoyl-CoA
isomerases as well as 6-desaturase were markedly re-
duced. In addition, we observed regulations of the xeno-
biotic metabolism-related genes Cyp3a11 and CAR.
Overall, our study demonstrates that low-fat, PUFA-con-
taining diets exert beneficial effects on hepatic fat stores.
Moreover, it clarifies the role of PPAR in mediating
dietary effects on hepatic gene expression, FA content,
and composition.
Material and Methods
Chemicals. Chemicals for FA analyses were obtained
from Prolabo (Paris, France) or Merck (Darmstadt, Ger-
many). Standards for FA analyses, 1,4-bis [2-(3,5-dichlo-
ropyridyloxy)] benzene (TCPOBOP), and fenofibrate
were obtained from Sigma (Lyon, France).
Animal Housing and Treatment. PPAR-deficient
mice with a C57BL/6J genetic background2,9 were bred at
INRA’s transgenic rodent facility at 22 2°C under 12-
hour light/dark cycles. Age-matched male C57BL/6J
mice were obtained from Charles River (Les Oncins,
France) and were acclimated to local animal facility con-
ditions for 2 weeks. In vivo studies were conducted under
European Union guidelines for the use and care of labo-
ratory animals and were approved by the institutional
ethics committee.
Diet Study. Ten to 11-week-old male mice were
given experimental diets ad libitum for 8 weeks (pellets
prepared by UPAE-INRA, Jouy-en-Josas, France, re-
placed weekly), with free access to water. Food consump-
tion (groups of 6) and individual body weight were
recorded weekly. All diets were isocaloric and contained
4.8% fat (w/w). Oils used for experimental diet prepara-
tion were corn and colza oils (50/50) for a reference diet
(REF), hydrogenated coconut oil for a saturated FA diet
(COC), sunflower oil for an 6 FA-rich diet (SUN), lin-
seed oil for an 3-rich diet (LIN), and corn/colza/doco-
sahexaenoic acid–enriched fish oils for the fish oil diet
(FISH) (42.5/42.5/15). The fish oil (72% of C22:6n-3)
was obtained from Polaris (Quimper, France). Other FAs
were C22:5n-3 (17%), C22:5n-6 (2%), C22:4n-3
(2.4%), andC20:5n-3 (2%). The detailed composition of
the diets is given in Table 1. FA composition was con-
trolled via gas chromatography analysis of organic extracts
from manufactured food pellets.
Compound Administration. Fenofibrate (100 mg/
kg/day for 14 days) was administered via gavage and
TCPOBOP (3 mg/kg/day for 3 days) was administered
via intraperitoneal injection.
Tissue Sample Collection. Selected organs were dis-
sected, rinsed, weighed, snap-frozen in liquid nitrogen,
and stored at80°C until analysis.
FA Composition. Hepatic FA composition was as-
sayed as described previously.10 Triglycerides (TGs) and
phospholipids were separated via thin-layer chromatogra-
phy before FA methyl esters analysis via gas chromatog-
raphy (Agilent Technologies 6890N, Bios Analytique,
Toulouse, France).
Enzyme Activities. FA-desaturase activities were as-
sayed on postmitochondrial fractions using 14C-labeled
FAs.10
Northern Blot, Macroarray, and Quantitative PCR
Analysis. Total RNA was extracted with TRIzol reagent
(Invitrogen, France). Northern blot analysis was per-
formed as described.10,11 Production of INRARRAY,
which comprises the selection, cloning, amplification and
spotting of complementary DNAs onto nylon membranes,
has been described previously.11 Briefly, INRARRAY 01.2
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consists of 120 complementary DNA fragments compris-
ing class II NRs, target genes for each NR, housekeeping
genes, and external controls (Lucidea Universal Score-
card, Amersham Biosciences, Orsay, France). Protocols
for RNA radiolabeling, INRARRAY hybridization, and
image analysis have been described.11 Forty hepatic RNA
samples (4 mice/group) were screened with INRARRAY.
For real-time quantitative PCR (Q-PCR), total RNA
samples (2 g) were reverse-transcribed with SuperScript
II (Invitrogen). All assays were performed on an ABI Prism
7000 (AppliedBiosystems,Courtaboeuf, France) using stan-
dard PCR conditions. Primers and Taqman probes for
TATA-box binding protein (Mm00446973_m1), Lpin1
(Mm00550511_m1), CAR (Mm00437986_m1), PECI
(Mm00478725_m1), ECI (Mm00494452_m1), FADS1
(Mm00507605_m1), and FADS2 (Mm00517221_m1)
were purchased from Applied Biosystems Assays-on-
Demand. Primers for SYBR Green assays were as fol-
lows: SCD1-F, 5-CCGGAGACCCCTTAGATCGA-3;
SCD1-R, 5-TAGCCTGTAAAAGATTTCTGCAAA-
CC-3; PMDCI-F, 5-GGAAAGATGTTCACTTCA-
GGTATTGAC-3; PMDCI-R, 5-CGGGCCGCAT-
CATCTC-3. A pool of all complementaryDNA samples
was used to generate calibration curves. All Q-PCR data
were normalized by TATA-box binding protein levels.
Statistical Analysis. Data analyses were performed
using SPlus 2000 (Insightful, Toulouse, France) and R
(http://www.r-project.org/) software. Data are expressed
as the mean  SD (n  4–6 per group). Differential
effects were analyzed via ANOVA with the appropriate
factors and interactions. When an effect was significant, a
post hoc 2-tailed Student t test with a pooled variance
estimate was used to compare the groups. For the mac-
roarray data, the Benjamini-Hochberg procedure12 was
used to control the false discovery rate at 5% (multitest
package from www.bioconductor.org). Only the genes
displaying a minimum of 1 significant modulation of at
least 1.5-fold amplitude are presented.
Results
Food Consumption, Body, and Organ Weights. No
significant effect of genotype or diet was observed on body
weight gain or food consumption. PPAR/ mice dis-
played significantly higher epididymal WAT (white adi-
pose tissue) weight compared with controls (3.1 1.0%
and 2.3 0.6% of body weight, respectively; n 30 per
genotype), without significant diet effect. Only the LIN
diet significantly reduced liver weight in PPAR/mice
(Table 2), which consistently displayed heavier livers than
their wild-type counterparts.
Effect of Diet and Genotype on Hepatic FA Content
and Composition. Hepatic total FA content was signif-
icantly higher in PPAR/ versus wild-type mice for all
diets (Table 2). In wild-type mice fed PUFA-containing
diets (REF, SUN, LIN, and FISH), hepatic total FA con-
tent was significantly reduced compared with the COC
group. Conversely, in PPAR/ mice, the REF diet no
longer reduced hepatic FA, whereas the SUN, LIN, and
FISH diets did efficiently reduce hepatic FA stores. Sim-
ilar results were obtained for the hepatic TG–FA content,
whereas no significant effects were observed on hepatic
phospholipid–FA content (Table 2). Histological exami-
nation of neutral lipid-staining in frozen liver sections
(Fig. 1) confirmed these quantitative data (Table 2). In
wild-type mice (Fig. 1A-C), increased TG accumulation
was also observed in the COC-fed group. As previously
reported,9 PPAR-deficiency favored macrovacuolar,
centrilobular steatosis. However, the level of hepatic neu-
tral lipid accumulation was reduced in FISH-fed
PPAR/ mice (Fig. 1F) compared with mice fed the
COC (Fig. 1D) and REF (Fig. 1E) diets.
Twenty-one hepatic FAs were assayed via gas chroma-
tography in the total lipid, TG, and phospholipid frac-
tions (Table 3 and supplementary material). Livers from
both genotypes displayed specific accumulations of FA
families that were present in the diets. Mice fed the COC
Table 1. Fatty Acid Composition of the Five Experimental Diets
COC REF SUN LIN FISH
SFA 99.6 10.8 11.8 9.0 9.3
MUFA 0.3 46.0 22.6 18.0 39.0
PUFA 0.1 43.2 65.6 72.9 51.7
6 0.1 37.9 65.5 14.9 33.7
3 (DHA) 0.0 (0.0) 5.3 (0.0) 0.1 (0.0) 58.0 (0.0) 18.0 (10.6)
UFA/SFA 0.0 8.3 7.5 10.1 9.7
6/3 — 7.1 1091.7 0.3 1.9
NOTE. Results are presented as a percentage of the total FAs present in the oil (except for the calculated ratios). All diets contained 4.8% fat, 45% starch, 22.2%
sucrose, 1% cellulose, 21% casein, 4% salt mixture, 1% vitamin mixture (0.02% for vitamin E), and 1% agar.
Abbreviations: 3 or 6, FAs of the 3 or 6 family, respectively; DHA, docosahexaenoic acid; MUFA, mono-unsaturated fatty acid; SFA, saturated fatty acid; UFA,
unsaturated fatty acid.
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diet preferentially accumulated saturated FA (except
C18:0) and especially mono-unsaturated FAs in their liv-
ers. Mice fed the SUN diet had livers enriched in 6 FAs,
whereas those fed the LIN and FISH diets preferentially
accumulated 3 FAs. Regarding FA composition, the
REF diet corresponded to a balanced profile compared
with the other diets (Table 3 and supplementary mate-
rial). Generally, PPAR/ livers when compared with
wild-type livers accumulated 16-carbon and 18-carbon
monounsaturated FAs and, notably, displayed a robust
increase in linoleic (C18:26) and -linolenic (C18:
33) acid proportions. Conversely, most saturated FAs
and 20- to 22-carbon PUFAs were reduced in PPAR/
livers. Hepatic TG and phospholipid analyses yielded
comparable conclusions (see Supplementary material).
Effect of Diet and Genotype on Hepatic Gene Ex-
pression. Under such low fat intake conditions, we ana-
lyzed the expression of genes related to class II NR
signaling using INRARRAY 01.2.11 Mean Pearson corre-
lation coefficient was 0.97 betweenmacroarrays (n 40),
indicating good reproducibility and relatively discrete
gene expression changes. Table 4 presents the results of
the macroarray screening. Thirty-one genes displayed dif-
ferential expressions between PPAR/ and wild-type
mice. Minimal effects of genotype were observed for the
REF diet. For dietary effects, comparisons to the COC
and REF diets provided control situations of PUFA defi-
ciency and intermediate FA profile, respectively (Table 4).
For wild-type mice, 26 genes displayed at least one signif-
icant modulation out of the 7 comparisons performed. In
Table 2. Genotype and Diet Effects on Liver Weight and Hepatic FA Content in the Total Lipid, Triglyceride, and
Phospholipid Fractions
PPAR Diet
Liver Weight
(% Body Weight)
Total FA Content
(g/mg of Liver)
TG–FA Content
(g/mg of Liver)
PL-FA Content
(g/mg of Liver)
/ COC 4.8 0.2 60.5 21.4 16.4 3.9 13.3 2.3
REF 4.1 0.4b 38.3 4.0b 9.9 2.2b 13.9 1.0
SUN 4.3 0.2b 37.6 5.2b 8.7 2.5b 14.2 1.9
LIN 4.5 0.3c 31.5 6.0b 6.2 2.2b,c 13.0 0.7
FISH 4.6 0.3c 42.3 6.7b 7.8 2.0b 15.0 5.8
/ COC 5.3 0.4a 219.5 82.3a 96.1 65.4a 12.6 2.4
REF 5.3 0.7a 212.4 44.6a 73.1 26.5a 12.8 2.9
SUN 5.0 0.4a 128.5 54.0a,b,c 46.4 32.5a,b 13.8 2.3
LIN 4.5 0.4b,c 96.9 42.0a,b,c 42.9 24.2a,b 15.8 1.3
FISH 5.6 0.6a 76.3 29.2a,b,c 26.8 12.8a,b 16.1 2.8
aSignificant genotype effect (same diet; n  6 per group).
b,cSignificant difference versus the COC or REF diet, respectively (same genotype; n  6 per group).
Fig. 1. Liver neutral lipids in mice fed the COC, REF, and FISH diets. Representative Oil Red O–stained frozen sections of liver from (A-C) wild-type
and (D-F) PPAR/ mice fed the (A, D) COC, (B, E) REF, or (C, F) FISH diet. (Original magnification 200.) Neutral lipids appear in red.
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contrast, in PPAR/ mice, only 8 genes were modu-
lated. Overall, the FISH diet, followed by the LIN diet,
were responsible for the majority of gene expression
changes observed in wild-typemice. Except for the induc-
tion of Cyp3a11 by the FISH diet, all other modulations
seen in wild-type mice were absent in PPAR/ mice.
Additionally, the SUN diet reduced the expression of
genes in PPAR/ mice. Table 4 clearly illustrates that
dietary effects were more pronounced in wild-type mice
than in PPAR/ mice, establishing that, even under
low fat intake, PPARmediates the effects of dietary FAs on
the expression of many genes present on the macroarray.
Analysis of Lipid Metabolism Genes. To gain in-
sight into the molecular mechanisms underlying the ef-
fects observed on hepatic FA content and composition,
we further examined genes involved in lipid metabolism.
First, we noticed that Lpin1 was induced in the COC
diet, suggesting a coregulation with genes involved in FA
and cholesterol synthesis (Table 4). Q-PCR confirmed a
striking 400-fold increase of Lpin1 messenger RNA un-
der the COC diet in wild-type livers, whereas no effect
was observed in PPAR/ mice (Fig. 2A). Because this
effect appeared to be PPAR-dependent, we tested the in
vivo effect of fenofibrate on Lpin1 expression. We ob-
served a PPAR-dependent downregulation of Lpin1
(Fig. 2B). The expression of stearoyl-CoA desaturase 1
(SCD1), themain hepatic9-desaturase isoform control-
ling mono-unsaturated FA synthesis, may also influence
hepatic lipid content and composition.13 PPAR/
mice expressed lower levels of hepatic SCD1 than wild-
type mice except when given the REF diet (Fig. 3A),
suggesting that altered FA oxidation rather than increased
expression of SCD1 (or other lipogenic enzymes) ac-
counts for the hepatic steatosis developed by PPAR
knockout mice. Hepatic 9-desaturase activity was not
significantly lowered in PPAR/mice on the REF diet.
Whereas all PUFA-containing diets decreased SCD1 ex-
pression compared with the COC diet in wild-type mice,
only the SUN, LIN, and FISH diets significantly reduced
SCD1 expression in PPAR/ mice. Changes in C16:
Table 4. Genotype and Diet Effects on Hepatic Gene Expression Monitored with INRARRAY 01.2
Gene RefSeq
Genotype Effects Diet Effects in Wild-type Mice Diet Effects in PPAR/ Mice
FunctionCOC REF SUN LIN FISH
REF/
COC
SUN/
COC
LIN/
COC
FISH/
COC
SUN/
REF
LIN/
REF
FISH/
REF
SUN/
COC
FISH/
COC
SUN/
REF
FISH/
REF
PECI NM_011868 NS NS 1.6 NS 2.2 NS NS NS 1.4 NS NS 1.5 NS NS NS NS Enoyl-CoA
PMDCI NM_016772 1.6 1.9 2.5 2.0 3.1 NS NS 1.3 1.6 NS 1.3 1.5 NS NS NS NS isomerases
HPNCL NM_019975 1.3 NS 1.6 1.3 1.6 NS 1.4 NS NS NS NS NS 1.7 NS 1.4 NS FA -oxidation
AOX NM_015729 NS NS 1.7 1.6 1.7 NS NS NS NS NS NS 1.6 NS NS NS NS
BIEN NM_023737 NS NS 1.5 NS 2.1 NS NS NS NS NS NS 1.7 1.5 1.5 NS NS
THIOL NM_130864 1.5 NS 3.2 -2.7 3.2 NS NS NS NS NS NS 1.7 2.0 NS 1.9 NS Peroxisomal and
CACP NM_020520 NS NS 1.4 NS 1.6 NS NS NS NS NS NS NS NS NS NS NS mitochondrial FA -
CPT2 NM_009949 NS NS 1.5 NS 1.8 NS NS NS NS NS NS NS NS NS NS NS oxidation
TP NM_178878 NS NS 1.4 NS 1.5 NS NS NS NS NS NS NS NS NS NS NS
TP NM_145558 NS NS NS NS 1.6 NS NS NS NS NS NS 1.5 NS NS NS NS
mHMGCoAS NM_008256 NS NS 1.9 1.4 2.2 NS NS NS 1.5 NS NS 1.6 NS NS NS NS Ketogenesis
Cyp4a10 NM_010011 NS NS 2.3 2.4 4.8 NS 1.6 1.9 2.8 1.8 2.1 3.2 NS NS NS NS Microsomal FA -
Cyp4a14 NM_007822 NS NS 1.9 1.8 5.9 NS NS 1.8 4.7 1.7 2.0 5.1 NS NS NS NS hydroxylation
ACBP NM_007830 1.3 NS 1.4 1.6 1.3 NS NS NS NS NS NS NS NS NS NS NS FA transport and
L-FABP NM_017399 NS NS 2.2 2.4 2.4 NS NS NS NS NS NS NS NS NS NS NS trafficking
ACOTH NM_012006 1.3 1.4 NS 1.5 NS NS NS NS NS NS NS NS NS NS NS NS
PLTP NM_011125 NS NS NS NS NS 1.5 NS 1.5 1.4 NS NS NS NS NS NS NS Lipoprotein metabolism
cHMGCoAS NM_145942 NS NS 1.7 NS NS NS NS 1.7 NS NS NS NS NS NS NS NS Cholesterol synthesis
HMGCoAred NM_008255 1.6 NS NS NS NS 1.4 1.4 1.7 1.7 NS NS NS NS NS NS NS
S14 NM_009381 2.4 NS NS NS NS 2.9 2.5 2.3 3.4 NS NS NS NS NS NS NS FA synthesis
FAS NM_007988 4.4 NS 3.7 4.0 NS NS NS NS 3.0 NS NS NS NS NS NS NS
ACC2 NM_133904 NS NS NS NS NS 1.6 1.5 1.7 1.6 NS NS NS NS NS NS NS
Lpin1 NM_015763 1.7 NS NS NS 1.8 1.7 2.5 2.0 2.3 NS NS NS 1.9 NS 2.3 NS TG synthesis
G6PDH NM_019468 NS NS NS NS NS 1.5 NS 1.5 NS NS NS NS NS NS NS NS Glucose metabolism
GK NM_010292 1.8 NS 1.7 1.5 NS NS NS NS 1.7 NS NS NS NS NS NS NS
G6Pase NM_008061 NS NS NS NS NS NS 2.0 NS NS NS NS NS NS NS NS NS
ALDH3 NM_007437 1.3 NS 1.6 1.3 1.8 NS NS NS NS NS NS NS NS NS NS NS Detoxification
Cyp2c29 NM_007815 1.8 1.8 NS NS NS NS NS 1.7 2.3 NS 1.9 2.6 NS NS NS NS Phase I detoxification
Cyp3a11 NM_007818 1.9 1.7 2.4 2.6 2.8 NS NS 2.0 2.7 NS 2.2 3.0 NS 1.8 NS 1.9 (Cyp)
GST NM_010356 NS NS NS NS NS NS NS NS NS NS NS NS 1.5 NS NS NS Phase II
GST NM_010358 NS NS NS NS 1.6 1.6 NS NS NS NS NS 2.4 NS NS NS NS detoxification (GSTs)
GST2 NM_013541 NS NS NS 1.6 1.6 NS NS 1.6 2.1 NS NS NS NS NS NS NS
Slc10a1/Nicp NM_011387 NS 1.4 NS 1.5 NS NS NS NS NS NS NS NS NS NS NS NS Transporter
NR1i3/CAR NM_009803 1.6 1.8 NS 1.8 NS NS NS NS NS NS NS NS NS NS NS NS Class II nuclear
NR0b2/SHP NM_011850 NS 1.7 NS 1.5 NS NS NS NS NS NS NS 1.5 NS NS 1.5 NS receptor
Lpin2 NM_022882 1.4 NS 1.5 NS 1.4 NS 1.5 e1.4 NS NS NS NS 1.6 NS 1.5 NS Unknown
NOTE. Data are expressed as expression ratios (PPAR-deficient/wild-type for genotype effects and diet/COC or REF for diet effects). No significant differences were observed for PPAR/ mice between the REF, COC,
and LIN diets. Shaded areas correspond to transcript ratios that do not reach statistical significance (NS in shaded areas  not significant).
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19 and C18:19 proportions paralleled the diet-in-
duced changes in SCD1 expression within each genotype
(Table 3).
We next studied FADS2 and FADS1, the 6 and 5-
desaturases (reviewed by Nakamura and Nara14) that are
involved in rate-limiting steps of long-chain PUFA bio-
synthesis from C18:26 and C18:33 (Fig. 3B-C). Both
desaturases displayed reduced expression under PUFA-
containing diets compared with the COC diet in the two
genotypes. Furthermore, FADS2 and FADS1 were ex-
pressed—undermost dietary conditions—at significantly
lower levels in PPAR/ livers. Similarly, 6- and 5-
desaturase activities under the REF diet were significantly
reduced in PPAR/ mice. Finally, we studied enoyl-
CoA isomerases, which allow PUFAs to enter the -oxi-
dation pathway. In accordance with the macroarray data,
PECI, PMDCI, and ECI (monitored by Q-PCR only)
always displayed lower expression in PPAR/ livers
(Fig. 4). The only consistent dietary effects observed were
the increased expression of these genes by the FISH diet in
wild-type mice and a decrease in their expression by the
SUN diet in PPAR/ mice.
Analysis of Genes Related to Xenobiotic Metabo-
lism. Table 4 and multidimensional exploratory analyses
(data not shown) highlighted a major effect of the geno-
type on the expression of the gene studied. This is well
exemplified by the consistent reduction of Cyp3a11 ex-
pression in PPAR/ livers (Table 4), which was con-
firmed via Northern blot analysis (Fig. 5). Furthermore,
the FISH and LIN diets increased Cyp3a11 levels in wild-
type and, to a lesser extent, PPAR/ livers. Interest-
ingly, PPAR/ livers displayed amodest but significant
overexpression of CAR, a master regulator of xenobiotic-
metabolizing enzymes (Table 4, Fig. 6A,B [five alter-
native transcripts studied15]). Two independent
experiments using fenofibrate (PPAR activator) (Fig.
6C) or TCPOBOP (CAR activator) (Fig. 6D) confirmed
Fig. 2. Dietary and pharmacological regulation of Lpin1 messenger
RNA levels. (A) Q-PCR quantification of hepatic Lpin1 expression (loga-
rithmic scale) in the diet study. aSignificant difference between the 2
genotypes (same diet). b,cSignificant effect of the diet versus the COC or
REF diet, respectively (same genotype). (B) Northern blot analysis of
hepatic Lpin1 messenger RNA expression in wild-type and PPAR/
mice after fenofibrate treatment. Fold changes are indicated. **P .01.
Fig. 3. Analysis of 9 (SCD1), 6 (FADS2), and 5 (FADS1) FA-
desaturase expression. Q-PCR quantification of hepatic (A) SCD1, (B)
FADS2, and (C) FADS1 messenger RNA expression in the diet study is
shown. aSignificant difference between the 2 genotypes (same diet).
b,c,d,e,fSignificant effect of the diet versus the COC, REF, SUN, LIN, or FISH
diet, respectively (same genotype). Enzyme activities measured under
the REF diet are illustrated in the respective insets.
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this overexpression. Fenofibrate had no effect on CAR
expression, suggesting that CAR overexpression is an in-
direct consequence of PPAR deficiency. TCPOBOP re-
duced hepatic CAR expression in both genotypes.
Similarly, an intraperitoneal injection of phenobarbital
reduced hepatic CAR expression after 3 hours (data not
shown). TCPOBOP induced a more pronounced liver
enlargement in PPAR/ (73% increase) versus wild-
type mice (47%), as described previously.16 Furthermore,
the Mdm2 transcript, a CAR target implicated in
TCPOBOP-induced hepatocyte proliferation,17 was sig-
nificantlymore induced byTCPOBOP in the PPAR/
genotype (Q-PCR, 2.4- vs. 2.0-fold [data not shown]).
Discussion
Our current knowledge on FA molecular signaling in
physiology relies mostly on high-fat diet exposures. This
study was designed to investigate, under conditions of low
fat intake, the role of PPAR in mediating the effects of
dietary FA composition on hepatic gene expression, lipid
content, and FA profile. Overall, our study, which fully
complied with mouse dietary requirements (4%–6% fat
intake) and used contrasted dietary FA profiles, high-
lighted a physiological role of PPAR as a sensor of the
quality of the ingested fat.
Beneficial effects of dietary PUFAs, especially 3-PU-
FAs, on hepatic steatosis have been reported in the context
of high fat input (59%).18 This condition triggers the
simultaneous transcriptional upregulation of hepatic FA
oxidation through PPAR activation and downregula-
tion of hepatic lipogenesis through the inhibition of sterol
regulatory element binding protein-1c.19,20 Accordingly,
under the COC diet in wild-type mice, we observed a
higher hepatic FA content than under any other PUFA-
containing diet (Table 2, Fig. 1). Consistent with previ-
ous reports,9 we found that PPAR deficiency led to
higher hepatic triglyceride accumulation under all diets.
However, in PPAR/ mice fed SUN, LIN, and FISH
Fig. 4. Analysis of three hepatic enoyl-CoA isomerases. Q-PCR quan-
tification of hepatic (A) PECI, (B) PMDCI, and (C) ECI messenger RNA
expression in the diet study. aSignificant difference between the two
genotypes (same diet). b,c,d,e,fSignificant effect of the diet versus the COC,
REF, SUN, LIN, or FISH diet, respectively (same genotype).
Fig. 5. Northern blot analysis of Cyp3a11 and 36B4. Northern blot
analysis (15 g of total RNA per lane) of hepatic Cyp3a11 normalized
by 36B4. aSignificant difference between the 2 genotypes (same diet).
b,c,dSignificant effect of the diet versus the COC, REF, or SUN diet,
respectively (same genotype).
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diets, TG accumulation was reduced, which is consistent
with the beneficial effect of PUFAs on hepatic steatosis
reported in other rodent models.19,21,22 The absence of an
effect of the REF diet in PPAR/mice further suggests
that when the hepatic FA sensor PPAR is compromised,
some PUFAs can achieve their beneficial effect only when
they have reached a critical threshold rate in the diet.
Remarkably, in our study, the replacement of 15% of the
fat with fish oil (FISH vs. REF) led to a significant reduc-
tion of hepatic FA accumulation in both genotypes. This
suggests that physiologically relevant levels of dietary FAs
present in fish oil have a beneficial impact on hepatic FA
accumulation independently of PPAR. Together, these
results further support the hypothesis that fish oil can be
used as a therapeutic approach in the treatment of nonal-
coholic fatty liver disease.23 Unexpectedly, our macroar-
ray study revealed that sterol regulatory element binding
protein target genes involved in cholesterol and FA syn-
thesis were downregulated by PUFA-containing diets in
wild-type mice only (Table 4). Many of these genes dis-
play significant circadian variations in expression, some of
which are altered in PPAR/ mice.24,25 A role for
PPAR in the dietary downregulation of these genes can-
not be excluded but requires additional investigation, in-
cluding a time-course study. SCD1 plays an important
role in hepatic cholesterol ester and triglyceride biosyn-
thesis.13 Its disruption reduces hepatic steatosis in
PPAR/mice.26 In our study, all the diets that reduced
SCD1 expression (Fig. 3A) in a given genotype also re-
duced hepatic fat stores (Table 2) and proportion of C18:
19, the major hepatic mono-unsaturated FA (Table 3).
Thus, downregulation of SCD1 may contribute to the
reduction of hepatic lipid stores in both genotypes. More-
over, we report the regulation of lipin expression by di-
etary FAs. The mouse null mutation of lipin accounts for
the fatty liver dystrophy phenotype,27 which combines
metabolic disorders, lipodystrophy, and neuropathy.28
Lpin1 has been related to adipocyte differentiation,29 obe-
sity, energy expenditure, and fuel partitioning,30 and very
recently has been identified as a phosphatidate phospha-
tase,31 the penultimate enzyme in TG synthesis. The
Lpin1 hepatic transcript is negatively regulated by PUFA-
containing diets or fenofibrate in wild-type mice only
(Fig. 2). Its coregulation with cholesterol and FA synthe-
sis enzymes (Table 4) is consistent with its enzymatic
function.31 Recently, Lpin1 was described as an enhancer
of the PGC-1/PPAR pathway.32 Adenoviral overex-
pression of Lpin1 upregulated PPAR, increased FA ox-
idation and decreased lipogenesis while increasing liver
TG content.32 The elevated Lpin1 expression under our
COC diet (wild-type) (Fig. 2) was consistently associated
with increased hepatic TG stores. However, we observed
a different gene expression pattern than Finck et al.32 This
discrepancy may be due to the specific hepatic FA profile
of COC-fed mice, which may not provide appropriate
PPAR ligands and/or differentially affect other tran-
scriptional pathways. Further studies are required to un-
derstand the interplay between Lpin1 biochemical and
transcriptional functions and its potential as a drug target.
Collectively, our results suggest that reduction of
SCD1 expression may contribute to the reduction of he-
patic TG content by PUFA-containing diets. In wild-type
mice, additional mechanisms include PPAR-dependent
induction of FA catabolism, reduction of lipogenesis, and
TG synthesis (including Lpin1). Further studies in
PPAR/ mice are underway to evaluate the possible
role of TG secretion and intestinal lipid absorption in
these beneficial effects of PUFAs.
In addition, dietary FA composition markedly im-
pacted the hepatic FA profile in both genotypes. Consis-
Fig. 6. Overexpression of CAR in PPAR/ liver and regulation by
fenofibrate and TCPOBOP. (A) Quantification of five CAR transcripts
(normalized by 36B4). aSignificant difference between the two genotypes
(same diet). b,c,d,eSignificant effect of the diet versus the COC, REF, SUN,
or LIN diet, respectively (same genotype). (B) Representative blots of
hepatic CAR. (C, D) Q-PCR quantification of hepatic CAR expression in
wild-type and PPAR/ mice after fenofibrate (C) or TCPOBOP (D)
treatment. aSignificant difference between the two genotypes. bSignifi-
cant effect of the treatment.
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tent with other reports,33 we observed that PPAR/
livers accumulate the 3 (C18:33) and 6 (C18:26)
FA precursors at the expense of long-chain PUFAs (Table
2). First, this may reflect an altered ability to synthesize
long-chain PUFAs through the elongase/desaturase path-
ways. Indeed, PPAR is implicated in the transcriptional
control of FA desaturases,10 and Li et al.34 have reported
the role of PPAR in the nutritional regulation of PUFA
synthesis. We observed reduced expression and activity of
6- and 5-desaturases in PPAR/ livers (Fig. 3),
which is likely to reduce long-chain PUFA synthesis and
contribute to the precursor accumulations. Interestingly,
alteration in6- and5-desaturase levels developed with
age and were not observed in younger PPAR/ mice10
(data not shown). Second, PPAR/ livers displayed
reduced expression of three enoyl-CoA isomerases (Table
4, Fig. 4), which may also contribute to precursor accu-
mulations, as enoyl-CoA isomerase have been shown in
vivo to be rate-limiting for linoleic and -linolenic acids
to enter -oxidation.35 Thus, impairments of both
PUFA-desaturases and enoyl-CoA isomerases likely play a
role in the combined depletion of long-chain PUFAs and
the converse accumulation of their precursors in
PPAR/ livers.
To evaluate the safety of a therapeutic intervention
with dietary FAs, potential drug–diet interactions involv-
ing xenobiotic-metabolizing enzymes should also be in-
vestigated. As a key factor of drug metabolism, Cyp3a11
induction under diets containing high 3-FA levels (Fig.
5) may raise concerns. However, recent studies identified
PUFAs as inhibitors of rodent and human CYP3A activ-
ities.36,37 The induction of Cyp3a11 transcript, also re-
ported by others,38 may thus be secondary to the
reduction in enzymatic activity and restore a constitutive
CYP3A hepatic activity. We also observed an overexpres-
sion of CAR in PPAR/ livers (Fig. 6). Our prelimi-
nary results on TCPOBOP-mediated liver enlargement
andMdm2 induction support an increasedCAR function
in PPAR/ livers. Interestingly, CAR activation down-
regulated its own transcript (Fig. 6D), which could rep-
resent a negative feedback loop preventing excessive
induction of xenobiotic-metabolizing enzymes after xe-
nochemical exposure.
In conclusion, this study further defines the role of
PPAR as a hepatic dietary FA sensor under low fat intake
conditions and delineates its importance in regulating he-
patic FA content and composition.
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 V.3. RESULTATS COMPLEMENTAIRES 
 A la suite de ces travaux, nous avons notamment souhaité clarifier si la légère 
surexpression du récepteur CAR observée dans cette étude avait ou non des conséquences 
fonctionnelles et s’il existait une possibilité d’interaction entre les voies de signalisation de 
CAR et de PPARα. Des données de la littérature suggéraient, de manière intéressante, que le 
TCPOBOP, un activateur pharmacologique de CAR, provoquait une prolifération accrue des 
hépatocytes chez les souris PPARα-/- (Columbano et al., 2001). De plus, des interactions 
entre les voies de signalisation PPARα et CAR au niveau des promoteurs de certains gènes 
cibles étaient suggérées par certains auteurs (Kassam et al., 2000; Stoner et al., 2007). Un 
criblage par puces à ADN des effets du phénobarbital (un activateur de CAR qui provoque la 
translocation nucléaire de ce RN sans se fixer sur CAR) a été réalisé sur des souris de type 
sauvage et de type CAR-/- (Ueda et al., 2002), et montre une diminution de l’expression de 
certains gènes cibles de PPARα, dont une enoyl-CoA isomérase et la carnitine 
palmitoyltransférase I chez les souris de type sauvage uniquement. De plus, le phenobarbital 
augmente l’expression des deux gènes cibles répondant le plus fortement à PPARα : Cyp4a10 
et Cyp4a14 chez les souris de type CAR-/- uniquement (Ueda et al., 2002). Ces résultats 
suggèrent que l’activation de CAR par le phenobarbital pourrait inhiber l’action de PPARα au 
niveau hépatique. Enfin, Med1 constitue un coactivateur indispensable au fonctionnement des 
voies de signalisation de PPARα et de CAR dans le foie (Jia et al., 2005; Jia et al., 2004), 
suggérant une possibilité d’interaction entre ces deux voies via la séquestration éventuelle de 
ce cofacteur. Nous avons donc réalisé deux études différentes : la première reproduisant les 
conditions d’exposition au TCPOBOP de souris de type sauvage et de type PPARα-/- 
(injection intrapéritonéale, 3 mg/Kg/j, 3 jours, n=5 par groupe) décrites dans (Columbano et 
al., 2001) et la seconde constituant une activation à court terme du récepteur CAR par le 
phenobarbital (euthanasie et dissection des animaux 3h après une injection intrapéritonéale 
correspondant à 80 mg/Kg, n=6 par groupe). Le phénobarbital, comme la phénytoïne 
également utilisée dans une autre expérience préliminaire (non présentée ici), provoquent la 
translocation nucléaire de CAR in vivo, déjà observable 3 heures après l’administration par 
voie i.p. des composés (Jackson et al., 2004; Kawamoto et al., 1999). 
 Dans un premier temps, nous avons confirmé que l’hépatomégalie provoquée par le 
TCPOBOP est significativement plus marquée chez les souris PPARα-/- que chez les souris 
de type sauvage (augmentation de la masse relative du foie de 73% chez les souris PPARα-/- 
01
2
3
C57BL/6J
PPARα -/-
M
dm
2 
/ T
B
P 
(u
ni
té
s 
ar
bi
tra
ire
s)
TCPOBOP + +--
A.
a,b
b
0
1
2
3
4 C57BL/6J
PPARα -/-
TCPOBOP + +--
A
B
C
c2
 / 
TB
P 
(u
ni
té
s 
ar
bi
tra
ire
s)
B.
b
b
C.
0
2
4
6
8
10
12
14
16
TCPOBOP + +--
C57BL/6J
PPARα -/-
C
yp
3a
11
 / 
TB
P 
(u
ni
té
s 
ar
bi
tra
ire
s)
b
a,b
a
D.
0.0
0.5
1.0
1.5
2.0
P
ck
1 
/ T
B
P 
(u
ni
té
s 
ar
bi
tra
ire
s)
TCPOBOP + +--
C57BL/6J
PPARα -/-
b
b
E.
0.0
0.5
1.0
TCPOBOP + +--
C
yp
4a
14
 / 
TB
P 
(u
ni
té
s 
ar
bi
tra
ire
s)
C57BL/6J
PPARα -/-
b
a
a,b
Figure 57 : Effets du TCPOBOP sur quelques gènes cibles hépatiques
Des échantillons d'ARN totaux hépatiques issus de souris de type sauvage (C57BL/6J) ou PPARα-
déficiente (PPARα -/-) ayant subi un traitement par le TCPOBOP (3 mg/Kg/j, i.p., 3 jours, n=5/groupe) 
ou par le véhicule seul, ont été reverse transcrits (Superscript II, Invitrogen, France). Les ADNc corres-
pondants ont subi des PCR en temps réel (approche TaqMan, Assays-on-Demand, Applied Biosys-
tems, France) pour mesurer l'expression de Mdm2 (A), Abcc2 (B), Cyp3a11 (C), Pepck1 (D) et Cyp4a14 
(E). Dans tous les cas, les données sont calibrées par la mesure de l'expression de la TATA-box 
binding protein (TBP) et exprimées relativement aux souris de type sauvage traitées par le véhicule 
seul. a : effet significatif du génotype, b : effet significatif du traitement 
contre 47% chez les souris de type sauvage). Nous avons ensuite évalué l’expression 
hépatique de plusieurs gènes modulés positivement ou négativement par le TCPOBOP à partir 
des échantillons de cette étude. Les résultats sont présentés en Figure 57. Les modulations 
d’expression observées se sont toutes révélées être au minimum d’une ampleur équivalente 
chez les souris PPARα-/- par rapport aux souris de type sauvage et parfois les modulations se 
sont révélées légèrement supérieures chez les souris PPARα-/- (voir notamment Mdm2, 
Figure 57A et Cyp3a11, Figure 57C). De manière intéressante, malgré la faible expression 
constitutive de Cyp4a14 chez les souris PPARα-/-, le TCPOBOP semble malgré tout capable 
de réprimer l’expression de ce gène chez ces souris (Figure 57E). Deux études (TCPOBOP et 
phenobarbital) réalisées sur les puces INRArray 01.3 ont permis de confirmer ces principales 
observations et d’identifier de nouvelles cibles potentielles des activateurs de CAR au niveau 
hépatique (PGP Martin, résultats non présentés). L’une des cibles hépatiques les mieux 
décrites de CAR chez la souris est sans doute le gène Cyp2b10 (Honkakoski et al., 1998). 
Nous avons donc également mesuré l’expression de ce gène dans le foie des souris de type 
sauvage et de type PPARα-/- soumises soit à un traitement à moyen terme par le TCPOBOP 
(3 jours), soit un traitement à court terme par le phenobarbital (3 heures). 
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Figure 59 : Fixation de CAR sur le promoteur de Cyp2b10
Des expériences de retard sur gel ont été réalisées avec la sonde NR1 
(gccaAGGTCAggaaAGTACAgatt) issue du promoteur de Cyp2b10 et radiomarquée au 32P à son extré-
mité (T4 polynucléotide kinase, Invitrogen). CAR et RXR (plasmides généreusement fournis par le Dr 
M. Negishi et le Pr P. Chambon) ont été produits in vitro (TNT T7 quick coupled 
Transcription/translation system, Promega) et utilisés pour contrôler la spécificité de la fixation à la 
sonde NR1 (NR* :  gtcaAGATCAggaaAGTACTggta, bases mutées en rouge, Comp : compétiteur froid) 
et la co-migration avec le complexe observé dans les extraits nucléaires (Extr. Nuc.) de foie de souris 
(Figure A). Les extraits nucléaires issus de foie de souris de type sauvage ou de type PPARα-/- ont 
ensuite été utilisés pour évaluer l'accroissement de la fixation du complexe CAR/RXR au promoteur 
de Cyp2b10 suite à un traitement pas le phénobarbital (Figure B). 
 Les résultats présentés en Figure 58 montrent que l’induction de Cyp2b10 est 
fortement altérée chez les souris PPARα-/- par rapport aux souris de type sauvage et ce que ce 
soit dans le cadre d’une activation durant plusieurs jours par un ligand agoniste du récepteur 
CAR murin (Figure 58A) ou dans celui d’une translocation rapide du récepteur par un 
activateur comme le phenobarbital (Figure 58B). Il pourrait être pertinent de rapprocher ces 
résultats de ceux présentés dans l’article présenté au chapitre IV (Martin et al., 2005) où nous 
avons observé une induction de Cyp2b10 par le fenofibrate chez les souris PPARα-/- 
uniquement. Bien qu’il soit difficile à ce stade d’envisager le mécanisme précis expliquant ces 
différents résultats, il semble que PPARα, ou plutôt son absence, ait une influence notoire sur 
l’induction de Cyp2b10 par les activateurs de CAR (et peut-être par d’autres molécules 
également). L’une des idées que nous avons souhaité évaluer était de contrôler si un 
traitement à court terme par le phenobarbital provoquait bien un accroissement similaire chez 
les souris des deux génotypes de la fixation de CAR sur son élément de réponse NR1 localisé 
dans le promoteur de Cyp2b10. Les résultats présentés en Figure 59 ne semblent pas montrer 
de différence nette de la fixation de CAR sur son élément de réponse et suggère donc qu’une 
altération de la fixation du dimère CAR/RXR n’est pas à l’origine de la moindre induction de 
Cyp2b10 par les activateurs de CAR chez les souris PPARα-/-. Ces résultats préliminaires, 
nous ont conduit à initier un projet de recherches visant à étudier les éventuelles interactions 
entre les voies de signalisation des récepteurs CAR et PPARα. 
 Le prélèvement de différents organes dans cette étude de nutrition (14 organes 
prélevés au total), nous a permis de poursuivre les investigations initiées au niveau hépatique 
sur d’autres organes d’intérêt. Nous avons ainsi analysé les modulations d’expression 
géniques provoquées par les régimes chez les souris de type sauvage au niveau de la 
muqueuse intestinale en utilisant l’INRArray 01.3. Une analyse en composante principale 
réalisée sur une sélection de 31 gènes présentant un différentiel d’expression entre l’un des 
régimes et les régimes REF ou COC est présentée en Figure 60. Dans le premier plan 
factoriel, une séparation assez nette des régimes REF, COC et FISH est mise en évidence 
(Figure 60A), le régime LAURIC étant globalement groupé avec le régime REF, deux des 
trois individus soumis au régime SUN sont également relativement proches du régime REF 
alors que les individus soumis au régime LIN sont globalement situés entre le régime REF et 
le régime FISH. Une analyse rapide de la représentation des variables (Figure 60B) montrent 
que trois gènes principalement (et FIAF dans une moindre mesure) sont surexprimés suite à 
l’exposition au régime COC (SCD1, ACOTH et mHMGCoAS) dont l’un (SCD1) est 
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Figure 60 : ACP des profils d'expression intestinaux dans l'étude de nutrition
Les conditions de l'expérimentation et les notations des régimes sont décrites dans PGP Martin et al., 
Hepatology, 2007. Les données correspondant à un régime basé sur le régime de référence mais 
additionné de 10% de trilaurate sont également représentées (LAURIC). Seules les données corres-
pondant aux animaux de type sauvage sont présentées ici. Les intestins des souris ont été grattés sur 
toute leur longueur à l'aide d'une lame de verre pour récupérer majoritairement la muqueuse intes-
tinale. Les ARN totaux ont été extraits et analysés avec les puces INRArray 01.3. Une liste de 31 gènes 
présentant au moins une régulation significative par rapport aux régimes REF ou COC (anova + test 
de Dunnett) a été utilisée pour réaliser l'analyse en composante principale (ACP réalisée sous R avec 
le package FactoMineR). Les individus (A) et les variables (B) sont représentés dans le premier plan 
factoriel qui explique 34,5+13,3=47,8% de la variance totale.
A.
B.
également surexprimé dans le foie sous ce même régime (Martin et al., 2007). Les gènes 
surexprimés dans le régime FISH (et dans une moindre mesure dans le régime LIN apportant 
également beaucoup d’acides gras de la famille ω3) sont plus nombreux et on note notamment 
la présence de plusieurs gènes impliqués dans le métabolisme des xénobiotiques (les GSTα, μ 
et π2, les Cyp2b10, 2b13 et 3a11, et les aldéhyde déshydrogénases ALDH1 et 3) et d’au 
moins deux gènes cibles de PPARα (MCAD et PECI). A l’opposé, certains gènes comme 
STAT5b et Abca1 semblent moins exprimés dans le régime FISH que dans le régime de 
référence (Figure 60B). Ces résultats préliminaires illustrent bien le fait que même apportés à 
des doses couvrant juste les besoins physiologiques de l’organisme (5% de lipides dans les 
régimes), les acides gras alimentaires modulent l’expression de gènes dans plusieurs organes 
clefs impliqués dans leur propre métabolisme (dans cette étude : le foie et l’intestin). 
 Enfin, la disponibilité de deux jeux de données multidimensionnels acquis sur les 
mêmes individus (mesures des acides gras hépatiques et mesure d’expression hépatiques de 
gènes), nous a conduit à envisager la possibilité de croiser ces données pour éventuellement 
observer quels pouvaient être les liens entre les niveaux d’acides gras et l’expression des 
gènes. Les acides gras, notamment via les récepteurs PPAR et SREBP sont susceptibles de 
moduler l’expression des gènes et à l’opposé, de nombreux gènes présents sur notre puce sont 
impliqués dans le métabolisme des lipides (voir Figure 54). Il nous a donc semblé que les 
méthodes de modélisation comme la régression PLS, visant à expliquer l’un des deux jeux de 
données par l’autre, n’étaient pas forcément les plus appropriées dans notre contexte. Nous 
nous sommes donc tournés vers une analyse visant à mettre en évidence des corrélations 
(donc sans lien explicatif préétabli) entre ces deux jeux de variables et avons dans un premier 
temps évalué l’analyse canonique. Cette analyse consiste globalement à identifier des 
combinaisons linéaires des variables issues des deux jeux de données, fortement corrélées 
entre elles (cette recherche itérative aboutie à l’obtention de plusieurs couples de 
combinaisons linéaires indépendants entre eux, constituant les axes canoniques) et permettant 
ainsi de représenter les deux jeux de variables dans un même sous-espace (si les corrélations 
au sein des couples sont suffisamment grandes). Une mise en œuvre de l’analyse canonique 
sur une sélection de variables issues de l’étude présentée dans ce chapitre est illustrée dans la 
synthèse du paragraphe III.5. La principale limite de l’analyse canonique est le fait que la 
méthode nécessite un nombre d’individus supérieur au nombre de variables, ce qui rendait 
l’applicabilité de cette méthode plus que limitée dans le contexte de l’analyse de données 
issues des puces à ADN. Dans le cadre du doctorat d’Ignacio Gonzàlez (encadré par le Pr. 
Alain Baccini), j’ai donc participé à l’évaluation sur deux expériences de biologie (dont l’une 
correspond à l’étude présentée dans ce chapitre) d’une version régularisée de l’analyse 
canonique permettant l’analyse de jeux de données comprenant plus de variables que 
d’individus. Les résultats de cette mise au point de méthode et de sa mise en œuvre sur des 
données réelles sont présentés en détail dans le manuscrit de doctorat d’Ignacio Gonzalez et 
l’article correspondant, actuellement soumis à une revue internationale à comité de lecture, est 
présenté en annexe 3 de ce manuscrit. 
 
 
V.4. CONCLUSIONS / PERSPECTIVES 
 Les principales conclusions et perspectives scientifiques de notre étude étant déjà 
largement explicitées dans la discussion de l’article présenté au paragraphe V.2., nous nous 
intéresserons donc ici principalement aux conclusions et perspectives méthodologiques de ce 
travail. Cette étude de nutrition a constitué pour nous l’occasion de vérifier que notre outil 
était adapté à la mise en évidence d’effets transcriptionnels d’ampleur globalement modérée 
mais coordonnés sur plusieurs gènes ou groupes de gènes par des composés auxquels les 
animaux ont été exposés à des doses relativement faibles par rapport aux études rapportées 
dans la littérature. Bien que très pertinente dans le domaine de la nutrition, la disponibilité 
d’un tel outil dans les domaines de la pharmacologie et de la toxicologie, qui constituent le 
cœur de métier de notre laboratoire, semble au moins autant valorisable. En effet, il est aisé de 
constater que de très nombreuses études expérimentales dans ces deux domaines sont 
réalisées à des doses qui sont largement supérieures (souvent éloignées de plusieurs ordres de 
grandeur) aux doses d’exposition observées chez l’homme. La mesure d’un grand nombre de 
variables sur des individus exposés, même à des doses faibles et en rapport avec les 
expositions de terrain, permet de détecter avec plus de chance des variables affectées mais 
plus encore, d’appréhender de manière globale des ensembles de modulations coordonnées 
qui, même de faible ampleur prises individuellement, peuvent, en se combinant, conduire à 
faire émerger un phénotype. Plusieurs exemples sont aujourd’hui disponibles dans la 
littérature (voir par exemple Mootha et al., 2003b) et des méthodes d’analyse dédiées à ce 
type de recherche, comme la méthode GSEA que nous avons évoquée au chapitre III.4.6., ont 
même été développées. Partant de ce constat, nous avons initié un projet de recherche visant à 
évaluer les effets transcriptionnels dans plusieurs organes et sous-populations cellulaires d’un 
phtalate : le di(2-ethylhexyl)phtalate administré à des doses faibles aux animaux. Cet 
assouplissant des plastiques auquel nous sommes, semble-t-il, tous exposés a été récemment 
incriminé dans des problèmes de malformation génitale des nouveau-nés de sexe masculin 
(Swan et al., 2005) et suspecté d’un lien potentiel avec certains paramètres liés au syndrome 
métabolique (Stahlhut et al., 2007). 
 Le développement d’outils d’analyse permettant de confronter des données acquises à 
des niveaux d’observations différents constitue également une avancée importante de ce 
travail. Nous pensons que ces outils peuvent trouver des applications dans de multiples 
domaines, comme nous avons tenté de l’illustrer dans l’article présenté en annexe 3 par le 
biais de la mise en œuvre de l’analyse canonique régularisé dans deux contextes bien distincts 
(transcriptome/lipidome dans un contexte de nutrition in vivo et transcriptome/activités de 
xénobiotiques dans un contexte de cellules cancéreuses en culture). Afin de faciliter la 
diffusion de cette méthode, un package pour le logiciel R a été créé et un article décrivant 
l’utilisation de ce package a été soumis à un journal de statistique appliquée (article non 
présenté ici). D’autres méthodes se développant, notamment sous l’impulsion de 
questionnements spécifiques comme cela a été le cas pour nous, nous envisageons que le 
niveau d’intégration des données et des connaissances pourrait s’accroître grandement dans 
les années à venir. Cela est d’autant plus probable que les technologies à haut-débit se 
diffusent de plus en plus rapidement au sein des laboratoires et que la constitution de 
plateformes technologiques offre un accès facilité aux compétences nécessaires à leur mise en 
œuvre. 
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Figure 61 : Le cycle des Cori
La glycolyse musculaire fournit du pyruvate qui peut soit être réduit en lactate via l'action de la lactate 
déshydrogénase (LDH) en présence d'un excès de NADH (effort physique par exemple), soit transaminé 
en alanine sous l'action de l'alanine aminotransférase (ALAT) lorsque les acides aminés musculaires 
sont catabolisés (situation de jeûne prolongé). Ces deux substrats sont ensuite acheminés au foie via la 
circulation sanguine et utilisés comme substrats de la néoglucogenèse hépatique. G6Pase : Glucose 6-
phosphatase, Glut4 : Glucose transporter 4 (régulé par l'insuline), HK : hexokinase.
Chapitre VI : Etude cinétique des effets du jeûne sur l’expression 
génique 
 
VI.1. INTRODUCTION 
 Après avoir étudié l’activation pharmacologique et nutritionnelle du récepteur PPARα 
(Chapitres IV et V), nous avons souhaité évaluer de manière plus large qu’auparavant, à l’aide 
de notre puce à ADN, les modulations d’expressions dépendantes et indépendantes de ce RN 
au cours d’une épreuve de jeûne. En parallèle, nous avons souhaité acquérir une vision 
générale de la cinétique des adaptations métaboliques opérées au cours du jeûne chez la 
souris. 
 Alors que l’utilisation de substrats énergétiques par l’organisme pour maintenir ses 
fonctions vitales est permanente, l’apport de ces substrats par l’alimentation est irrégulier. 
L’organisme dispose donc de systèmes de stockage de l’énergie absorbée en excès lors des 
prises alimentaires et de libération de cette énergie lors des phases de jeûne. Chez l’homme, la 
période de jeûne dépasse rarement les douze heures de jeûne nocturne dans les pays 
industrialisés, mais famines, disettes et jeûnes prolongés non volontaires restent 
malheureusement encore aujourd’hui des situations fréquentes dans certains pays. Chez 
l’animal, la diminution ou l’arrêt de la prise alimentaire peut être fortuite, suivant une 
recherche de nourriture infructueuse, ou bien associée à certains processus physiologiques 
(reproduction, mue ou hibernation par exemple) ou comportementaux (migration par 
exemple). Il existe cependant une différence fondamentale de contexte entre le jeûne naturel 
et expérimental dans la mesure où le premier est un phénomène perçu et généralement 
anticipé par un accroissement préalable des réserves énergétiques de l’organisme. Cependant, 
il a été montré que les mécanismes physiologiques mis en place au cours du jeûne sont très 
similaires dans les deux situations (Le Maho and Groscolas, 1990). Les réserves énergétiques 
de l’organisme sont constitués 1) de glucides, principalement sous la forme de glycogène 
hépatique et musculaire (environ 60 et 6mg/g d’organe respectivement chez les rongeurs) 
représentant moins de 1% des réserves énergétiques totales, 2) de lipides, principalement sous 
la forme de triglycérides stockés dans le tissu adipeux blanc qui constituent la majeure partie 
des réserves énergétiques de l’organisme (1 g de tissu adipeux fournissant 8 à 10 fois plus 
d’énergie qu’1 g de tissu glycogénique) et constituant 9 à 16% de la masse corporelle chez les 
rongeurs et 3) de protéines, réparties de manière hétérogène mais enrichies dans certains 
tissus comme les muscle (environ 40% des protéines de l’organisme), la peau (env. 20%), le 
Figure 62 : Le cycle de l'urée
L'apport d'azote aux mitochondries, sous la forme d'ammoniaque, est assuré par la glutamine lors de sa 
conversion en glutamate sous l'action de la glutaminase. La carbamyl-phosphate synthétase I (CPSI) 
produit le carbamyl-phosphate à partir du NH
4
+ et du CO
2
. La CPSI doit obligatoirement être activée par 
son effecteur allostérique positif : le N-acétyl-glutamate (en bleu) produit à partir du glutamate sous 
l'action de la N-acétyl glutamate synthétase (NAGS). Le carbamyl-phosphate est condensé avec l'orni-
thine par l'ornithine transcarbamoylase (OTC) pour donner la citrulline qui sort de la mitochondrie par 
diffusion facilitée. Le carbamyl apporte ainsi l'atome de carbone et le premier atome d'azote de la molé-
cule d'urée. L'arginine se condense avec un aspartate qui apporte le second atome d'azote de l'urée 
sous l'action de l'arginosuccinate synthase (AS) pour former l'arginosuccinate. Celui-ci est converti en 
arginine et fumarate sous l'action de l'arginosuccinate lyase (AL). L'arginase catalyse enfin l'hydrolyse de 
l'arginine en ornithine et iso-urée, laquelle est rapidement convertie dans le réticulum endoplasmique 
en urée. L'ornithine ainsi régénérée peut alors regagner la mitochondrie pour capter une nouvelle molé-
cule de carbamyl-phosphate. Le fumarate est converti en oxaloacétate sous les actions successives de la 
fumarase et de la malate déshydrogénase (MD). L'aspartate aminotransférase (ASAT) transfère la fonc-
tion amine du glutamate à l'oxaloacétate pour former de l'aspartate, substrat de l'AS, et de l'α-cétogluta-
rate qui peut participer à la néoglucogenèse ou être aminé par la glutamate déshydrogénase et resortir 
de la mitochondrie pour former de l'aspartate. Pi : phosphate inorganique, PPi : pyrophosphate.
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foie et le tube digestif (env. 10% pris ensemble). Les protéines subissent en réalité un 
renouvellement constant dans l’organisme, rendant difficile l’évaluation de leur importance 
du point de vue énergétique. Mais certaines protéines, dites labiles et représentant 15 à 25% 
des protéines totales, peuvent néanmoins être mobilisées et servir de substrats énergétiques. 
Le recours massif aux protéines est néanmoins limité par les rôles fonctionnels qu’elles 
jouent. Naturellement, les trois formes de réserves énergétiques que nous avons évoquées ne 
sont pas indépendantes et des interactions s’établissent au cours du jeûne dans la gestion et 
l’utilisation de ces différentes sources d’énergie. 
 Le jeûne se traduit par une inévitable perte de masse corporelle qui suit généralement 
deux phases : une perte initiale rapide suivie d’un ralentissement de la perte de masse qui 
diminue ensuite de manière régulière. Une troisième phase caractérisée par une accélération 
de la perte de masse, dont l’issue est généralement fatale, peut être observée chez les modèles 
animaux de laboratoire lors de jeûnes très prolongés (Goodman et al., 1984). Lors de la phase 
initiale du jeûne, les réserves en glycogène s’épuisent rapidement conduisant à une chute de la 
glycémie (Hashimoto et al., 2000; Kersten et al., 1999; Leone et al., 1999; Liang et al., 2002). 
L’apport de glucose est alors assuré par la néoglucogenèse (principalement hépatique et dans 
une moindre mesure rénale, voir Figure 33) à partir des acides aminés issus de la protéolyse 
musculaire (alanine et glutamine principalement), du glycérol issu de l’hydrolyse des 
triglycérides et du lactate issu de la glycolyse anaérobie musculaire et érythrocytaire (voir le 
cycle des Cori en Figure 61). L’utilisation des acides aminés pour la synthèse de glucose 
active conjointement l’uréogenèse hépatique (ou cycle de l’urée, Figure 62). Cependant, une 
épargne des protéines musculaires est mise en place par l’organisme afin d’éviter la perte de 
plus de 35 à 50% des protéines qui serait létale (Cherel et al., 1992). Cette épargne protéique 
est particulièrement précoce chez la souris et une baisse de l’urée plasmatique est observée 
dès les premières heures de jeûne (Kersten et al., 2001). En parallèle, les tissus non 
glucodépendants, largement privés de glucose, utilisent les acides gras issus de la lipolyse du 
tissu adipeux comme substrats énergétiques via les β-oxydations mitochondriale et 
peroxysomale et via l’ω-oxydation microsomale (voir chapitre II.4.3). Une augmentation des 
acides gras libres circulants est constatée en situation de jeûne (Hashimoto et al., 2000; 
Kersten et al., 1999; Liang et al., 2002) qui résulte de cette mobilisation active des réserves en 
triglycérides de l’organisme. A ce stade, l’oxydation des acides gras n’est pas encore suivie 
par la cétogenèse mais la biosynthèse des acides gras est déjà inhibée. Le métabolisme basal 
se réduit ainsi que la température corporelle qui, chez la souris peut chuter de 1,6°C après 24h 
de jeûne (Kersten et al., 1999). A la fin de cette première phase de l’adaptation au jeûne, la 
part de l’apport énergétique due à la néoglucogenèse diminue, la protéolyse musculaire est 
faible ainsi que le taux circulant d’alanine, l’organisme s’est placé dans une situation 
d’économie d’énergie signant le début d’une nouvelle phase d’adaptation que l’on peut 
considérer comme celle d’un jeûne prolongé. Au cours de la deuxième phase du jeûne, 
l’organisme tend à stabiliser son métabolisme. Il utilise principalement l’oxydation des acides 
gras et les corps cétoniques résultant de la cétogenèse comme substrats énergétiques, le 
glucose étant réservé aux organes glucodépendants comme le cerveau (qui utilise également 
des corps cétoniques), la moelle épinière, les glandes surrénales, les érythrocytes et les 
leucocytes. Les taux circulant d’acides gras libres et de β-hydroxybutyrate sont élevés. 
L’épargne protéique se poursuit, mais ne bloque pas complètement la participation de la 
protéolyse à la néoglucogenèse qui se poursuit tout au long de cette phase d’adaptation au 
jeûne. Cette deuxième phase se poursuit tant que les réserves lipidiques ne sont pas épuisées. 
Lorsqu’un état critique est atteint (déplétion d’environ 80% des réserves lipidiques), 
l’utilisation des protéines corporelles reprend subitement, ce qui correspond à la transition 
vers la troisième phase de l’adaptation au jeûne. Cette phase se caractérise par la déplétion 
complète des lipides, l’augmentation de l’excrétion azotée et du taux plasmatique d’alanine et 
une nouvelle accélération de la perte de poids, conduisant rapidement à mettre en jeu le 
pronostique vital. Des animaux obèses semblent généralement mieux supporter une épreuve 
de jeûne car leurs importantes réserves lipidiques leur permettent de prolonger la deuxième 
phase et de préserver ainsi leurs protéines (Cherel et al., 1992). 
 Ces adaptations métaboliques au jeûne sont accompagnées, et sans doute largement 
orchestrées, par de nombreuses modulations hormonales. La chute du glucose sanguin 
entraîne une chute rapide de l’insulinémie et provoque la sécrétion de glucagon par le 
pancréas. Les niveaux d’expression et les taux plasmatiques de plusieurs adipokines 
diminuent également au cours du jeûne. La concentration sérique de leptine baisse ainsi dès 
les 12 premières heures de jeûne chez le rat (Friedman and Halaas, 1998; Kim et al., 1998a). 
L’expression de la résistine dans le tissu adipeux blanc diminue mais une baisse significative 
de sa concentration sérique n’est observée qu’au bout de 24h de jeûne chez la souris (Rajala et 
al., 2004). L’expression et la concentration plasmatique de l’apeline, une adipokine 
récemment identifiée chute également fortement après 24h de jeûne chez la souris (Boucher et 
al., 2005). En revanche, les niveaux circulants d’adiponectine sont peu affectés (une légère 
baisse est parfois rapportée) par 48h de jeûne chez les rats malgré une réduction significative 
de son expression dans le tissu adipeux blanc (Gui et al., 2003; Zhang et al., 2002b). Le jeûne 
constituant un stress indéniable pour l’organisme, les concentrations plasmatiques de 
plusieurs « hormones de stress » comme les catécholamines et les glucocorticoïdes sont 
augmentées et participent au contrôle des phénomènes de lipolyse et de protéolyse. De 
manière surprenante, la sécrétion par l’hypophyse antérieure de l’hormone de croissance 
(GH), une hormone qui stimule notamment la croissance musculaire et osseuse, est 
augmentée en situation de jeûne (Thissen et al., 1994), un effet peut-être en partie lié à 
l’augmentation de la concentration plasmatique de ghreline (Ariyasu et al., 2002; Ariyasu et 
al., 2001; Tschop et al., 2000), une hormone produite principalement par l’estomac et 
favorisant la prise alimentaire (Nakazato et al., 2001) et la sécrétion de GH. Cependant, le 
taux d’IGF-I (Insulin like growth factor I) diminue pendant le jeûne (Thissen et al., 1994) 
alors que la GH active normalement sa sécrétion par le foie, indiquant que l’activité de la GH 
pourrait être diminuée en situation de jeûne. Enfin, signalons également que les taux des 
hormones thyroïdiennes T3 et T4, régulant en particulier le métabolisme basal, diminuent 
également au cours du jeûne (Maglich et al., 2004). 
 Le jeûne constitue ainsi une situation d’adaptation métabolique complexe au cours de 
laquelle de multiples signaux sont intégrés pour assurer la régulation du métabolisme, à court 
terme via les régulations biochimiques des enzymes du métabolisme énergétique et à plus 
long terme principalement via des régulations transcriptionnelles faisant intervenir une variété 
de facteurs de transcription. Les rôles du récepteur PPARα au cours du jeûne ont été évalués 
dans plusieurs études (Hashimoto et al., 2000; Kersten et al., 2001; Kersten et al., 1999; 
Kroetz et al., 1998; Le May et al., 2000; Lee et al., 2004b; Sugden et al., 2002) qui ont 
notamment mis en évidence sa fonction importante de régulateur transcriptionnel de gènes du 
métabolisme des lipides, des glucides et des protéines et son rôle dans le contrôle de la 
quantité et de la qualité des lipides stockés au niveau hépatique. Néanmoins, la plupart de ces 
études ont été réalisées avec une ou deux durées de jeûne, ne permettant pas une réelle vue de 
la cinétique des modulations d’expression et des changements métaboliques opérés par 
l’organisme au cours de l’adaptation à la privation de nourriture. Nous avons donc conduit 
une expérience de jeûne que nous qualifions de postprandiale (jeûne initié 1h avant le début 
de la phase diurne) chez des souris de type sauvage ou de type PPARα-/- et avons mesuré à 
11 temps de jeûne différents, les concentrations de certains métabolites et les niveaux 
hépatiques d’expression d’environ 200 gènes à l’aide notre puce INRArray 01.3. Les résultats 
obtenus illustrent les grandes étapes de l’adaptation métabolique au jeûne chez la souris et 
démontrent le rôle clef de PPARα dans la régulation de nombreux gènes impliqués dans ces 
adaptations. Elles mettent également en évidence, grâce à la réalisation d’une cinétique, le 
carrefour clef de l’implication de PPARα et d’autres facteurs de transcription dans 
l’adaptation du transcriptome hépatique à la privation de nourriture. 
 
 
VI.2. MATERIELS ET METHODES 
Animaux,  procédures expérimentales et prélèvement des échantillons : 
Les souris PPARα-/- (fond génétique C57BL/6J) évoluent dans l’environnement 
contrôlé de notre animalerie. Les animaux sont soumis à des cycles jour/nuit de 12h/12h (6h-
18h) et à une température de 22 + 2°C et reçoivent un régime alimentaire (Harlan Teklad 
TRM T-2018-520 souris, Gannat, France) avec accès libre à l’eau et à la nourriture. Des lots 
de souris de type sauvage (C57BL/6J, Charles River, Les Oncins, France) et de souris 
PPARα-/-, âgées de 8 semaines, ont été constitués de manière à avoir des masses moyennes 
voisines et des écart-types faibles. Pour chaque génotype, 11 lots ont été ainsi constitués 
comprenant 4 souris par lot, sauf pour les lots soumis la plus longue durée de jeûne (72h) et 
non soumis au jeûne (0h) qui contenaient 6 souris pour chaque génotype afin de pallier une 
éventuelle mortalité des souris et d’assurer une bonne estimation des paramètres en situation 
basale (t=0h) respectivement. A 5h du matin (soit 1h avant le début de la phase diurne), les 
animaux ont été transférés dans de nouvelles cages propres et privés d’aliment mais en 
maintenant un libre accès à l’eau. Les différents lots ont subis les temps de jeûne suivants 
(horaires des prélèvements indiqués en italique entre parenthèses) : 0h (5h), 3h (8h), 6h (11h), 
9h (14h), 12h (17h), 18h (23h), 24h (5h), 36h (17h), 48h (5h), 60h (17h), 72h (5h). Ayant 
constaté le décès d’une souris PPARα-/- dans le lot soumis à 60h de jeûne, deux souris du lot 
soumis à 72h de jeûne ont été transférées dans ce lot. Aucun autre décès n’a été constaté à 
l’issue de l’épreuve de jeûne. Avant l’euthanasie des souris, un prélèvement de sang a été 
effectué au sinus rétro-orbitaire après une brève anesthésie (isoflurane/Forène, Abott, Rungis, 
France) et une mesure de glycémie a été réalisée sur une goutte de sang total (glucomètre One 
Touch profile, Lifescan, France). Les souris euthanasiées par dislocation cervicale ont été 
immédiatement disséquées par 4 à 6 manipulateurs expérimentés afin d’assurer de coordonner 
les temps de prélèvements des échantillons à chaque point de la cinétique. Le foie, les reins, le 
cerveau, le quadriceps et les tissus adipeux blanc péri-épididymaires et inguinaux ont été 
prélevés, rincés et saisis à l’azote liquide et conservés à -80°C jusqu’à leur utilisation. Le foie 
et les territoires adipeux ont été pesés avant leur rinçage et leur congélation. 
 
Dosages biochimiques plasmatiques : 
 Après prélèvement, les échantillons de sang total ont subi une centrifugation de 15 
min à 13 000g à 4°C. Les plasmas obtenus ont été conservés à -80°C. Les mesures des teneurs 
plasmatiques en β-hydroxybutyrate et en urée ont été réalisées par dosage colorimétrique 
utilisant des réactifs commerciaux (R-Biopharm, Saint Didier au Mont D’Or, France). 
 
Analyse des acides gras du foie et du tissu adipeux péri-épididymaire : 
 L’analyse des lipides contenus dans le foie et le tissu adipeux péri-épididymaire a été 
réalisée au Laboratoire de Biochimie ENSAR-INRA de Rennes (USC758) de manière 
conforme aux protocoles précédemment décrits (Guillou et al., 2002; Martin et al., 2007). 
 
Analyse de l’expression d’un panel de gènes hépatiques : 
 Une extraction des ARN totaux a été réalisée à partir de 100 mg de foie en utilisant 
1mL de Trizol (Invitrogen, Cergy Pontoise, France). Les échantillons ont été dosés au 
spectrophotomètre et la qualité des ARNs a été contrôlée sur un appareil Bioanalyzer 2100 
(Agilent Technologies, Massy, France). 
 Les sondes nucléotidiques déposées sur la puce INRArray 01.3 ont été produites selon 
le protocole présenté au paragraphe III.3.3. et la liste des clones est disponible à l’adresse 
internet suivante : www.inra.fr/internet/Centres/toulouse/pharmacologie/pharmaco-
moleculaire/technologie/cloneslist_INRArray01-3.pdf. Les puces à ADN ont été produites sur 
la plateforme « biopuces » du génopôle de Toulouse avec un spotteur VersArray ChipWriter 
(Virtek/Biorad, Marnes-La-Coquette, France). Le protocole de marquage des ARNs et 
d’hybridation des puces INRArray 01.3 est décrit en détail en annexe 1 de ce manuscrit. 
Quatre échantillon de chaque lot a été analysé (soit 11 temps x 2 génotypes x 4 individus /lot 
= 88 puces à ADN utilisées) 
 
Analyse statistique des résultats : 
 Les données issues des puces à ADN INRArray 01.3 ont été prétraitées selon les 
étapes décrites au paragraphe III.4.7. Sur les 88 puces analysées, 4 puces présentaient des 
résultats aberrants, liés à un bruit de fond élevé (une puce pour laquelle l’ADN de sperme de 
saumon n’avait pas été ajouté dans le milieu d’hybridation) ou a des signaux trop faibles (3 
puces dont les données n’ont pu être correctement normalisées par les spikes). Les données 
correspondant à ces 4 puces ont été éliminées du jeu de données. Seuls les spots dont le signal 
dépassait significativement le bruit de fond sur au moins 6 puces à ADN parmi les 84 puces 
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Figure 63 : Evolution pondérale des souris et de leurs organes au cours du jeûne
La perte de masse corporelle des souris (A), la masse relative du foie (B), la masse relative du tissu 
adipeux blanc inguinal (TABi, C) et la masse relative du tissu adipeux blanc péri-épididymaire (TABe, D) 
ont été représentées en fonction de la durée de jeûne. Les périodes nocturnes sont présentées sur 
chaque graphique sous la forme de rectangles gris. Des courbes de tendance obtenues via un lissage 
par des splines cubiques (paramètre de lissage=0,1) sont également représentées. Les souris PPARα-/- 
sont représentées en bleu et les souris de type sauvage C57BL/6J sont représentées en noir. Les don-
nées sont représentées sous la forme moyenne +/- erreur standard de la moyenne. a indique une diffé-
rence significative entre les deux génotypes et b indique une différence significative par rapport au 
temps t=0h (anova puis tests de Student lorsque l'effet d'un facteur est significatif ). Les effets temps (b) 
ne sont pas représentés sur la figure A mais les pertes de poids moyennes de chaque temps (sauf t=0h) 
sont toutes significativement différentes de 0.
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analysées ont été conservés. Cette procédure a conduit à sélectionner 130 gènes parmi les 192 
mesurés sur la puce INRArray 01.3, un résultat relativement cohérent en raison de la présence 
d’un nombre conséquent de gènes spécifiques du tissu adipeux blanc sur cette version de 
notre puce à ADN. La matrice des données analysées est donc constituée de 84 échantillons x 
130 gènes. Sauf indication contraire, les données sont présentées sous la forme moyenne ± 
erreur standard de la moyenne et l’analyse de la significativité des comparaisons de moyennes 
ont été réalisées à l’aide d’un test de Student suivant une analyse de variance (facteurs 
génotype, temps et genotype:temps). Pour les données de puces à ADN INRArray 01.3 et 
pour les mesures de composition en acides gras, les p-values sont ajustées par la méthode de 
Benjamini-Hochberg (Benjamini and Hochberg, 1995) pour chaque comparaison et le taux de 
fausses découvertes (FDR) est fixé arbitrairement à 5%. L'ensemble des analyses et des 
représentations graphiques ont été réalisées sous les logiciels R et S-plus 2000 à l'aide de 
divers packages (En particulier multidim pour S-Plus, FactoMineR, multtest, marray, 
geneplotter et limma pour R). 
 
 
VI.3. RESULTATS 
Evolution pondérale des souris et de leurs organes au cours du jeûne : 
 Les souris ont été pesées la veille de leur mise à jeun puis juste avant leur sacrifice. 
Avant la mise à jeun, les souris PPARα-/- présentaient une masse légèrement supérieure aux 
souris de type sauvage (26,8±0,3 g contre 24,2±0,2 g, n=47 et 48 respectivement, p<0,05, test 
bilatéral de Welch). Les pesées effectuées permettent d’évaluer la perte de poids des animaux 
au cours de l'épreuve de jeûne (Figure 63A). La perte de poids suit une évolution comparable 
entre les souris des deux génotypes (anova, p>0,05 pour les facteurs génotype et 
génotype:temps). Au cours des douze premières heures de jeûne, la perte de poids n'excède 
pas 5% de la masse corporelle initiale des animaux. Entre 12 et 18-24h de jeûne, 
l'amaigrissement s'accélère chez les souris des deux génotypes pour atteindre, au bout de 24h 
de jeûne, 13,6 et 13,2% de perte de masse corporelle pour les souris de type sauvage et pour 
les souris PPARα-/- respectivement. Au delà de 24h de jeûne, la perte de masse corporelle est 
plus régulière, de l'ordre de 0,2% par heure. A l'issue des 72h de jeûne, les souris de type 
sauvage et de type PPARα-/- ont perdu respectivement 23 et 25% de leur masse corporelle. 
L'évolution de la masse relative du foie (masse du foie/masse corporelle x100) est présentée 
en Figure 63B. Avant le début de l'épreuve de jeûne, les souris PPARα-/- présentent un foie 
Figure 64 : Dosages de glucose, d'urée et de β-hydroxybutyrate circulants
Les concentrations de glucose dans le sang (A), d'urée (B) et de β-hydroxybutyrate (C) dans le plasma 
ont été mesurées après différentes durées de jeûne chez les souris de type sauvage (C57BL/6J) ou de 
type PPARα-/- (n=4 à 6 par points de mesure). Les périodes nocturnes sont présentées sur chaque 
graphique sous la forme de rectangles gris. Des courbes de tendance obtenues via un lissage par des 
splines cubiques (paramètre de lissage=0,1) sont également représentées.  Les souris PPARα-/- sont 
représentées en bleu et les souris de type sauvage C57BL/6J sont représentées en noir. Les données 
sont représentées sous la forme moyenne +/- erreur standard de la moyenne. a indique une différence 
significative entre les deux génotypes et b indique une différence significative par rapport au temps 
t=0h (anova puis tests de Student lorsque l'effet d'un facteur est significatif ).
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de masse relative significativement plus élevée que pour les souris de types sauvage (5,1±0,1 
% contre 4,4±0,2 %, n=6 par lot, p<0,05). Cet effet est globalement maintenu au cours du 
jeûne (anova, facteur génotype, p<0.05) sans qu'il y ait d'interaction entre les facteurs 
génotype et temps (anova, terme d'interaction, p>0,05). Au cours des premières 18 à 24h de 
jeûne, la masse relative de foie a tendance à diminuer chez les souris des deux génotypes. Au 
delà de 24h, la masse relative du foie varie de manière moins rapide. Elle se stabilise voire 
augmente légèrement chez les souris de type sauvage et augmente assez nettement chez les 
souris de type PPARα-/-. Pour les deux génotypes, la masse relative moyenne du foie en fin 
d'épreuve de jeûne (72h) n'est pas significativement différente de la masse relative moyenne 
du foie avant l'épreuve de jeûne (0h). Les tissus adipeux blancs péri-épididymaires (TABe) et 
inguinaux (TABi) ont également été pesés (Figure 63 C et D). Les souris des deux génotypes 
présentaient, avant le début de l'épreuve de jeûne, des masses relatives de TABe et de TABi 
comparables (p>0,05). L'effet du génotype sur les masses relatives de TABe et de TABi au 
cours du jeûne est également non significatif (anova, facteur génotype, p>0,05, terme 
d'interaction non significatif). Par rapport aux paramètres précédemment évoqués, on note 
cependant une plus grande dispersion des valeurs. Il apparait clairement sur la Figure 63C-D 
que la période de jeûne se traduit par la fonte des tissus adipeux blancs, allant même jusqu'à 
l'épuisement du TABi pour les deux génotypes au bout d'environ 48h de jeûne. 
 
Dosages plasmatiques de glucose, d'urée et de β-hydroxybutyrate : 
 Le glucose sanguin ainsi que l’urée et le β-hydroxybutyrate (principal corps cétonique) 
plasmatiques ont été mesurés au cours de l’épreuve de jeûne (Figure 64). Pour ces trois 
paramètres, la durée de jeûne n’a pas le même effet chez les souris des deux génotypes 
(anova, terme d’interaction génotype:temps, p<0,05). Avant le début de l’épreuve de jeûne, 
les souris PPARα-/- présentent déjà une hypoglycémie comparées aux souris de type sauvage 
(150±5 mg/dL contre 185±6 mg/dL respectivement). Chez les souris PPARα-/-, la glycémie 
chute rapidement pour atteindre son plus bas niveau au bout de 18h-24h de jeûne. Au-delà de 
24h, la glycémie semble se maintenir voire très légèrement augmenter. Chez les souris de type 
sauvage, la glycémie chute également rapidement, malgré un rebond entre 6 et 9h de jeûne, 
mais n’atteint son plus bas niveau, équivalent à celui atteint par les souris PPARα-/-, qu’au 
bout de 36h-48h de jeûne. On observe ensuite un rebond à 60h de jeûne avant un retour au 
niveau le plus bas après 72h de jeûne. 
Figure 65 : Evolution des teneurs en acides gras du TABe et du foie au cours du jeûne
Les teneurs en acides gras du foie (A) et du tissu adipeux blanc péri-épididymaire (TABe, B) ont été 
mesurées au cours de l'épreuve de jeûne. Les périodes nocturnes sont présentées sur chaque 
graphique sous la forme de rectangles gris. Des courbes de tendance obtenues via un lissage par 
des splines cubiques (paramètre de lissage=0,1) sont également représentées. Les souris PPARα-/- 
sont représentées en bleu et les souris de type sauvage C57BL/6J sont représentées en noir. Les don-
nées sont représentées sous la forme moyenne +/- erreur standard de la moyenne. a indique une 
différence significative entre les deux génotypes et b indique une différence significative par 
rapport au temps t=0h (anova puis tests de Student lorsque l'effet d'un facteur est significatif ). 
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 L’urée plasmatique (Figure 64B) constitue globalement le reflet du catabolisme des 
protéines et provient du fonctionnement du cycle de l’urée au niveau hépatique (Figure 62). 
Chez les souris de type sauvage, la concentration plasmatique d’urée varie peu au cours des 
premières 48h de jeûne, malgré une légère augmentation transitoire significative au bout 
d’environ 9h de jeûne. Ensuite, après 48h de jeûne, l’urémie augmente de manière nette, 
reflétant vraisemblablement un recours plus important aux protéines pour assurer la 
néoglucogenèse. Il est intéressant de constater qu’il semble également y avoir une composante 
circadienne qui se superpose à l’évolution globale de l’urémie au cours du jeûne avec une 
urémie qui tend à baisser en phase diurne et à augmenter en phase nocturne. Chez les souris 
PPARα-/-, on constate une baisse initiale de l’urémie qui n’est cependant significative qu’un 
bout de 12h de jeûne. Au-delà de 12h de jeûne, le taux d’urée dans le sang augmente 
nettement chez ces souris et dépasse significativement le taux initial (t=0h) au bout de 36h de 
jeûne, une durée à partir de laquelle il reste très élevé par rapport aux souris de type sauvage. 
 Le β-hydroxybutyrate (Figure 64C) est issu de la cétogenèse (Figure 28) qui est 
alimentée en acétyl-CoA par l’oxydation des acides gras et dont l’étape limitante est catalysée 
par l’HMG-CoA synthase mitochondriale. Alors que la concentration plasmatique en β-
hydroxybutyrate est constante chez les souris PPARα-/-, elle augmente nettement chez les 
souris de type sauvage à partir de 12h de jeûne pour être significativement supérieure à la 
concentration initiale (t=0h) à partir de 24h de jeûne. 
 
Evolution du contenu en acides gras du foie et du TABe au cours du jeûne : 
 Au cours du jeûne, les lipides sont mobilisés du tissu adipeux blanc et vont alimenter 
divers tissus et en particulier le foie qui, de plus, est capable de transformer ces acides gras en 
corps cétoniques utilisables comme source énergétique par divers tissus tels le cerveau ou le 
cœur. Nous avons donc mesuré la teneur en acides gras de deux tissus, le TABe et le foie au 
cours de l’épreuve de jeûne (Figure 65). Les souris des deux génotypes présentent, en début 
d’épreuve de jeûne, comme au cours de cette épreuve, des teneurs en acides gras du TABe 
comparables (anova, interaction génotype:temps et facteur génotype non significatifs). La 
fonte du tissu adipeux (Figure 63) ne se traduit pas par un appauvrissement significatif du 
TABe en acides gras jusqu’à la 48ème heure de jeûne. Entre 48 et 72h de jeûne, le tissu 
s’appauvrit cependant nettement en acides gras dont la teneur tissulaire est alors presque 
divisée par deux. Au niveau hépatique, les acides gras s’accumulent nettement au cours du 
jeûne chez les souris des deux génotypes mais cette accumulation est à la fois plus précoce 
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Figure 66 : ACP de la composition en acides gras du TABe
L'abondance relative de 15 acides gras a été mesurée par chromatographie en phase gazeuse dans 
les tissus adipeux blancs péri-épididymaires (TABe) des souris de type sauvage et de type PPARα-/- 
au cours de l'épreuve de jeûne. Les pourcentages des 15 acides gras pour 93 souris ont été analysés 
par analyse en composante principale (ACP) à l'aide du package FactoMineR de R. Les individus (A) 
et les variables (B) sont représentés dans le premier plan factoriel qui explique 50,2+22,6=72,8% de 
la variance totale. Sur la figure A, des flêches doubles illustrant les effets génotype et temps ont été 
placées manuellement sur le graphique. 
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(une différence significative par rapport au temps t=0h apparaît dès la 9ème heure de jeûne 
chez les souris PPARα-/-) et plus marquée (une différence significative entre les deux 
génotypes est constatée dès 9h de jeûne) chez les souris PPARα-/- par rapport aux souris de 
type sauvage. Là encore, il est intéressant de constater que des variations circadiennes sont 
clairement superposées aux modulations de la teneur hépatique en acides gras liées au jeûne 
(Figure 65B). A partir de 24h de jeûne, les acides gras ne s’accumulent au niveau hépatique 
que lors des phases nocturnes et ce phénomène est observé chez les souris des deux 
génotypes. 
 
Evolution des profils d’acides gras du TABe et du foie au cours du jeûne : 
 Afin d'évaluer si les différents acides gras, dont les capacités d'activation du récepteur 
PPARα et les fonctions biologiques de manière générale peuvent être assez différentes, 
présentent des modulations distinctes au cours du jeûne, nous avons mesuré par 
chromatographie en phase gazeuse l'abondance relative de 15 acides gras dans le TABe et le 
foie. 
 Les données pour le TABe (93 échantillons x 15 acides gras exprimés en % des acides 
gras totaux) ont été dans un premier temps étudiées de manière globale par une analyse en 
composante principale (Figure 66). L'interprétation de cette ACP étant facilitée par 
l'observation conjointe d'un certain nombre de profils individuels d'AG, les profils de deux 
AG saturés (Figure 67), de quatre AG monoinsaturés (Figure 68) et de quatre AG 
polyinsaturés des familles ω3 et ω6 (Figure 69) sont également présentées. Les profils des 
acides gras C12:0, C14:0, C16:1ω9 et C20:4ω6 ne sont pas représentés car ces AG sont moins 
bien représentés dans le premier plan principal (le cosinus carré des angles formés par ces 
vecteurs et le premier plan principal est inférieur à 0,6 ce qui peut être visualisé en comparant 
la longueur des vecteurs correspondants à ces quatre AG aux autres vecteurs sur la Figure 
66B). Deux effets apparaissent nettement sur le premier plan principal : l'effet génotype et 
l'effet temps (Figure 66A). Les différentiels les plus marqués de proportions d'acide gras entre 
les deux génotypes concernent : 1) l'acide palmitique (C16:0, Figure 67A) et plusieurs acides 
gras monoinsaturés (principalement les C16:1ω7, C18:1ω7 et C18:1ω9, Figure 68) qui sont 
préférentiellement accumulés par les souris de type sauvage, et 2) l'acide linoléique (C18:2ω6, 
Figure 69A) qui est préférentiellement accumulé chez les souris PPARα-/-, 
vraisemblablement au dépend d'acides gras plus longs et plus insaturés comme l'illustre la 
Figure 69B. Une tendance comparable est observée avec l'acide α-linolénique (qui tend à 
10
12
14
16
18
20
durée de jeûne (h)
A
ci
de
 p
al
m
iti
qu
e 
(C
16
:0
, e
n 
%
)
0 3 6 9 18 24 36 48 60 7212
0.
0
0.
5
1.
0
1.
5
2.
0
2.
5
3.
0
3.
5
durée de jeûne (h)
A
ci
de
 s
té
ar
iq
ue
 (C
18
:0
, e
n 
%
)
0 3 6 9 18 24 36 48 60 7212
Figure 67 : Profils des proportions d'acides palmitique et stéarique dans le TABe
Les évolutions au cours du jeûne des proportions (exprimées en % des acides gras totaux) d'acide 
palmitique (C16:0, A) et d'acide stéarique (C18:0, B) du tissu adipeux blanc péri-épididymaire (TABe) 
sont présentées. Les périodes nocturnes sont représentées par des rectangles gris. Des courbes de 
tendance obtenues via un lissage par des splines cubiques (paramètre de lissage=0,1) sont égale-
ment représentées. Les données sont représentées sous la forme moyenne +/- erreur standard de la 
moyenne. a indique une différence significative entre les deux génotypes et b indique une différence 
significative par rapport au temps t=0h (anova puis, lorsque l'effet d'un facteur est significatif, tests de 
Student et correction de Benjamini-Hochberg pour contrôler le FDR à 5%). 
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Figure 68 : Profils des proportions d'acides gras monoinsaturés dans le TABe
Les évolutions au cours du jeûne des proportions (exprimées en % des acides gras totaux) de 
C16:1ω7 (A), de C18:1ω7 (B), de C18:1ω9 (C) et de C20:1ω9 (D) du tissu adipeux blanc péri-épididy-
maire (TABe) sont présentées. Les périodes nocturnes sont représentées par des rectangles gris. Des 
courbes de tendance obtenues via un lissage par des splines cubiques (paramètre de lissage=0,1) 
sont également représentées. Les données sont représentées sous la forme moyenne +/- erreur stan-
dard de la moyenne. a indique une différence significative entre les deux génotypes et b indique une 
différence significative par rapport au temps t=0h (anova puis, lorsque l'effet d'un facteur est signifi-
catif, tests de Student et correction de Benjamini-Hochberg pour contrôler le FDR à 5%). 
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Figure 69 : Profils des proportions d'acides gras polyinsaturés dans le TABe
Les évolutions au cours du jeûne des proportions (exprimées en % des acides gras totaux) des acides 
linoléique (C18:2ω6, A), di-homo-γ-linolénique (C20:3ω6, B), α-linolénique (C18:3ω3, C), eicosapentaé-
noïque (C20:5ω3, D) et docosahexaénoïque (C22:6ω3, E) du tissu adipeux blanc péri-épididymaire 
(TABe) sont présentées. Les rectangles gris représentent les périodes nocturnes et les courbes de 
tendance sont obtenues par lissage spline (paramètre de lissage=0,1). Les données sont représentées 
sous la forme moyenne +/- sem. a indique une différence significative entre les deux génotypes et b 
indique une différence significative par rapport au temps t=0h (anova puis, lorsque l'effet d'un facteur 
est significatif, tests de Student et correction de Benjamini-Hochberg pour contrôler le FDR à 5%). 
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s'accumuler chez les souris PPARα-/- par rapport aux souris de type sauvage) et ses produits 
d'élongation/désaturation que sont l'EPA et le DHA (Figure 69D-E, qui sont plus fortement 
accumulés par les souris de type sauvage). De manière générale, l'effet temps semble très 
comparable entre les deux génotypes (Figure 66A), ce qui est largement confirmé par les 
anova réalisées sur chaque acide gras (le terme d'interaction génotype:temps n'étant 
significatif au seuil de 5% que pour 6 acides gras sur les 15 et au seuil de 1% pour 3 acides 
gras sur les 15) et sur les graphiques présentés en Figures 67, 68 et 69. Jusqu'à 18h de jeûne, 
on ne note aucune modulation significative des proportions d'AG dans le TABe des souris des 
deux génotypes. Les animaux ayant déjà perdu environ 10% de leur masse corporelle à ce 
temps de jeûne et le TABe ayant participé en proportion à cette perte de masse (Figure 63A et 
E), cela signifie que les acides gras n'ont pas été mobilisés de manière préférentielle à ce stade 
du jeûne. A partir de 24h quelques variations de la composition en acides gras du TABe sont 
observées chez les souris des deux génotypes : 1) la proportion d'acide palmitique (C16:0, 
Figure 67A) tend à diminuer alors que celle de l'acide stéarique augmente (C18:0, Figure 
67B), 2) pour les AG monoinsaturés, on observe une baisse de la proportion de C16:1ω7 et 
une légère augmentation des C18:1ω9 et C20:1ω9 (Figure 68), enfin 3) pour les 
polyinsaturés, on observe une diminution de la proportion d'acide α-linolénique (C18:3ω3, 
Figure 69C) et une augmentation des acides gras longs polyinsaturés de la famille ω3 (DHA 
et EPA, Figure 69D et E). Il est intéressant de constater que les modifications de la 
composition en acides gras du TABe semblent largement coïncider avec une participation 
accrue de ce tissu à la perte de masse corporelle (Figure 63D) ce qui pourrait correspondre à 
la mise en place de mécanismes de lipolyse affectant de manière différentielle les différents 
acides gras du TABe. 
 De la même manière, nous avons étudié la composition en acides gras du foie au cours 
de l'épreuve de jeûne. Une ACP des pourcentages d'acides gras du foie est présentée en Figure 
70. Contrairement à l'ACP réalisée sur la composition en AG du TABe où les axes 3 et 4 
étaient générés par la présence d'échantillons présentant des valeurs extrêmes pour certains 
acides gras, l'ACP réalisée sur la composition hépatique en AG fournit des informations 
biologiquement pertinentes et interprétables jusqu'à l'axe 4 (voir Figure 70C-D pour le plan 
généré par les axes 3 et 4). Pour faciliter l'interprétation de cette ACP, les profils individuels 
des proportions hépatiques des acides gras saturés (Figure 71), monoinsaturés (Figure 72) et 
polyinsaturés des familles ω3 et ω6 (Figure 73) sont également présentées. Dans le premier 
plan principal (Figure 70A), on constate que les individus des deux génotypes se séparent 
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Figure 70 : ACP de la composition hépatique en acides gras
L'abondance relative de 15 acides gras a été mesurée par chromatographie en phase gazeuse dans le 
foie des souris de type sauvage et de type PPARα-/- au cours de l'épreuve de jeûne. Les pourcentages 
des 15 acides gras pour 94 souris ont été analysés par analyse en composante principale (ACP) à l'aide 
du package FactoMineR de R. Les individus (A et C) et les variables (B et D) sont représentés dans le 
premier plan factoriel (A et B) qui explique 56,6+18,1=74,7% de la variance totale et dans le plan 
défini par les composantes principales 3 et 4 (C et D) qui explique 9,9+7,7=17,6% de variance supplé-
mentaire (soit au total 92,3% de variance expliquée pour la représentation prise dans son ensemble). 
Sur les figures A et C, des annotations manuelles ont été rajoutées sur les graphiques pour en faciliter 
l'interprétation. 
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selon un axe légèrement diagonal qui apparaît un peu plus corrélé à l'axe 1 de l'ACP qu'à l'axe 
2. Cette séparation des deux génotypes dans ce premier plan principal ne semble pas dépendre 
de la durée de jeûne car la distance et l'orientation de la séparation entre les deux nuages de 
points correspondant aux deux génotypes sont à peu près similaires aux faibles et aux fortes 
durées de jeûne (Figure 70A). La représentation des variables (AG) dans le premier plan 
principal (Figure 70B) permet de repérer les AG dont les proportions permettent d'expliquer 
majoritairement cette séparation des génotypes. Les acides linoléique (C18:2ω6) et 
arachidonique (C20:4ω6) sont les deux plus corrélés à l'axe 1 de l'ACP (positivement pour le 
linoléate et négativement pour l'arachidonate). De fait, le terme d'interaction genotype:temps 
de l'anova pour ces deux acides gras est non significatif et les effets génotypes et temps sont 
donc purement additifs expliquant en partie pourquoi la séparation des deux nuages de point 
correspondant aux deux génotypes reste à peu près identique au cours du jeûne. Les souris 
PPARα-/- accumulent fortement l'acide linoléique dans leur foie (C18:2ω6, Figure 73A) et 
présentent une proportion hépatique en acide arachidonique (C20:4ω6, Figure 73C) 
significativement plus faible que les souris de type sauvage. D'autres acides gras participent 
également à cette séparation des deux génotypes comme l'acide α-linolénique (C18:3ω3, 
Figure 73D) qui s'accumule préférentiellement dans le foie des souris PPARα-/- et est 
vraisemblablement largement responsable de la séparation partielle des deux génotypes le 
long de l'axe 2 de l'ACP, ainsi que les acides palmitique (C16:0, Figure 71C) et di-homo-γ-
linolénique (C20:3ω6, Figure 73B) qui s'accumulent préférentiellement dans le foie des souris 
de type sauvage par rapport aux souris PPARα-/-. Ces données sont en accord étroit avec les 
observations que nous avions réalisées précédemment lors de l'étude de nutrition (Chapitre V 
et Martin et al., 2007). De plus, sur le plan définit par les axes 3 et 4 (Figure 70C), on note 
une séparation des deux génotypes aux faibles durées de jeûne (durée inférieure ou égale à 
12h de jeûne, qualifiée de « début de jeûne » sur la Figure 70C) le long de l'axe 3 et une 
séparation des deux génotypes aux durées de jeûne supérieures ou égale à 18h (qualifiées de 
« fin de jeûne sur la Figure 70C) le long de l'axe 2. Ce plan de l'ACP met donc en exergue des 
acides gras qui présentent des comportements différents entre les deux génotypes au cours du 
jeûne. Le C18:1ω7 (Figure 72E) est un bon exemple des phénomènes mis en exergue par ce 
plan de l'ACP. De proportion plus élevée chez les souris de type sauvage en début de jeûne, 
son pourcentage diminue chez ces souris au cours du jeûne, alors qu'il augmente chez les 
souris PPARα-/- conduisant les courbes à se rejoindre, voire à se croiser. Cet AG sépare donc 
bien les deux génotypes en début de jeûne mais pas au delà de la douzième heure. A l'inverse, 
Figure 71 : Profils des proportions d'acides gras saturés dans le foie
Les évolutions au cours du jeûne des proportions hépatiques (exprimées en % des acides gras totaux) 
des acides laurique (C12:0, A), myristique (C14:0, B), palmitique (C16:0, C) et stéarique (C18:0, D) sont 
présentées. Les périodes nocturnes sont représentées par des rectangles gris. Des courbes de 
tendance obtenues via un lissage par des splines cubiques (paramètre de lissage=0,1) sont également 
représentées. Les données sont représentées sous la forme moyenne +/- erreur standard de la 
moyenne. a indique une différence significative entre les deux génotypes et b indique une différence 
significative par rapport au temps t=0h (anova puis, lorsque l'effet d'un facteur est significatif, tests de 
Student et correction de Benjamini-Hochberg pour contrôler le FDR à 5%). 
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Figure 72 : Profils des proportions d'acides gras monoinsaturés dans le Foie
Les évolutions au cours du jeûne des proportions hépatiques (en % des acides gras totaux) de 
C16:1ω9 (A), de C18:1ω9 (B), de C20:1ω9 (C), de C16:1ω7 (D) et de C18:1ω7 (E) sont présentées. Les 
périodes nocturnes sont représentées par des rectangles gris. Des courbes de tendance obtenues via 
un lissage par des splines cubiques (paramètre de lissage=0,1) sont également représentées. Les don-
nées sont représentées sous la forme moyenne +/- erreur standard de la moyenne. a indique une 
différence significative entre les deux génotypes et b indique une différence significative par rapport 
au temps t=0h (anova puis, lorsque l'effet d'un facteur est significatif, tests de Student et correction de 
Benjamini-Hochberg pour contrôler le FDR à 5%). 
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Figure 73 : Profils des proportions d'acides gras polyinsaturés dans le foie
Les évolutions au cours du jeûne des proportions hépatiques (en % des acides gras totaux) des acides 
linoléique (C18:2ω6, A), di-homo-γ-linolénique (C20:3ω6, B), arachidonique (C20:4ω6, C), α-linolénique 
(C18:3ω3, D), eicosapentaénoïque (C20:5ω3, E) et docosahexaénoïque (C22:6ω3, F) sont présentées. 
Les rectangles gris représentent les périodes nocturnes et les courbes de tendance sont obtenues par 
lissage spline (paramètre de lissage=0,1). Les données sont représentées sous la forme moyenne +/- 
sem. a indique une différence significative entre les deux génotypes et b indique une différence signifi-
cative par rapport au temps t=0h (anova puis, lorsque l'effet d'un facteur est significatif, tests de 
Student et correction de Benjamini-Hochberg pour contrôler le FDR à 5%). 
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l'EPA (C20:5ω3, Figure 73E) présente un pourcentage équivalent chez les souris des deux 
génotypes en début d'épreuve de jeûne, mais une évolution différente de sa proportion entre 
les deux génotypes explique qu'il participe à séparer les deux génotypes à partir de 18h de 
jeûne. Contrairement à ce que nous avons observé dans le TABe où une unique phase de 
modulation de la composition en AG est observée (débutant au bout de 18-24h de jeûne), la 
composition hépatique en AG est modifiée dès les premières heures de jeûne et les 
modifications de cette composition s'opèrent, pour les deux génotypes, en deux phases 
distinctes (voir la forme en L inversé des deux nuages de points sur la Figure 70A et la flèche 
illustrant l'effet du temps sur les deux génotypes). Sur plusieurs courbes individuelles, et 
particulièrement celles des AG de la famille ω6 (Figure 73A-C), on remarque aisément la 
présence de deux phases de modulation de la composition hépatique en AG. La première 
phase correspond globalement à la période 0h-24h de jeûne où les individus se répartissent 
principalement le long de l’axe 1 de l’ACP (Figure 70A). Pour les acides gras saturés (Figures 
70B et 71), cette phase se caractérise par une diminution des proportions des acides 
palmitique (C16:0) et stéarique (C18:0) au profit d’une augmentation des proportions des 
acides laurique (C12:0) et myristique (C14:0). Les proportions des acides gras monoinsaturés 
C16:1ω9 (Figure 72A) et C18:1ω9 (Figure 72B) augmentent également de manière 
significative au cours de cette première phase. Pour les acides gras polyinsaturés (AGPI) de la 
famille ω6, on constate une augmentation très importante de la proportion hépatique du 
précurseur de la famille : l’acide linoléique (C18:2ω6, Figure 73A) accompagnée d’une forte 
diminution des AG plus longs et plus insaturés que sont les acides di-homo-γ-linolénique 
(C20:3ω6, Figure 73B) et arachidonique (C20:4ω6, Figure 73C). Chez les souris PPARα-/-, 
on constate un comportement à peu près similaire des AGPI de la famille ω3 : accumulation 
du précurseur l’acide α-linolénique (C18:3ω3, Figure 73D) et diminution nette des acides 
eicosapentaénoïque (EPA, C20:5ω3, Figure 73E) et docosahexaénoïque (DHA, C22:6ω3, 
Figure 73F). En revanche, chez les souris de type sauvage, si le précurseur tend bien à 
s’accumuler préférentiellement au cours des premières 24h de jeûne (C18:3ω3, Figure 73D), 
les AGPI EPA et DHA (Figure 73E-F) sont globalement maintenus à des niveaux proches de 
celui précédant la période de jeûne. La seconde phase de modulation de la composition 
hépatique en lipides s’étend globalement de 24h à 72h de jeûne (Figure 70A). D’après la 
Figure 70B, cette phase est principalement caractérisée par l’accumulation hépatique 
préférentielle d’acides gras monoinsaturés et notamment le C20:1ω9 (Figure 72C) mais 
également les C16:1ω9 (Figure 72A) et C18:1ω9 (Figure 72B) dont l’augmentation en 
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Figure 74 : Classification des gènes et des échantillons sur la base des profils d'expression
Une classification ascendante hiérarchique (distance= 1-coefficient de corrélation de Pearson, critère 
d'agglomération de Ward) a été réalisée sur les individus (dendrogramme du haut) et sur les gènes 
(dendrogramme de gauche). Les gènes ont été centrés et réduits et la matrice de données à été codée 
selon le code couleur indiqué en bas à droite de la figure. Les génotypes et les temps de jeûne ont égale-
ment été codés afin de faciliter l'interprétation de la figure (code indiqué en bas à gauche). Quatre grou-
pes de gènes et d'individus sont définis par les coupures des dendrogrammes illustrées par des pointillés. 
Des éléments d'interprétation des 4 groupes d'individus ont également été ajoutés sur le dendrogramme 
correspondant. 
proportion se poursuit après 24h de jeûne (à une vitesse moindre pour le C18:1ω9 cependant). 
Durant cette même phase, la proportion d’acide α-linolénique (C18:3ω3, Figure 73D) 
diminue pour retrouver en fin de jeûne des valeurs proches de celles observées avant le début 
de l’épreuve de jeûne. Alors que ces modulations sont pour la plupart très comparables entre 
les souris PPARα-/- et les souris de type sauvage, nous avons déjà évoqué le fait que le plan 
3-4 de l’ACP (Figure 70C-D) met en lumière des effets du jeûne dépendant du génotype des 
souris. 
 
Evolution des profils d’expression hépatiques d’un panel de gènes au cours du jeûne : 
 Ayant caractérisé un certain nombre de paramètres biochimiques et leurs évolutions au 
cours du jeûne chez les souris de type sauvage et de type PPARα-/-, nous avons souhaité 
évaluer quel était le rôle précis joué par le récepteur PPARα dans les modulations 
d’expressions géniques accompagnant l’adaptation du métabolisme de l’organisme à la 
privation d’aliment. Nous avons donc mesuré les niveaux d’expression d’un panel de gènes au 
niveau hépatique chez les souris des deux génotypes à l’aide de la puce INRArray 01.3 qui 
comporte de nombreux gènes cibles du récepteur PPARα impliqués notamment dans le 
métabolisme des lipides et des glucides. Sur les 192 gènes que peut potentiellement mesurer 
cette version de notre puce à ADN, 130 ont été retenus comme mesurés à des niveaux 
acceptables dans cette expérience et sur les 88 échantillons analysés (2 génotypes x 11 temps 
de jeûne x 4 individus par lot) 84 puces ont donné des résultats satisfaisant (voir Matériels et 
Méthodes). 
 Une première analyse a consisté à réaliser une classification des échantillons et des 
gènes sur la base des profils d’expression obtenus. Une représentation sous la forme de codes 
couleurs (heatmap) de la matrice de données dont les lignes et les colonnes ont été 
réorganisées par le biais d’une classification ascendante hiérarchique est présentée en Figure 
74. Sur la base de graphiques de la hauteur de coupure en fonction du nombre de groupes 
définis (on recherche une cassure de pente dans ce type de graphique), les dendrogrammes des 
individus et des gènes ont été coupés de manière à définir 4 groupes (Figure 74). Les 
individus sont nettement séparés en fonction du génotype, illustrant le fait que les souris 
PPARα-/- présentent des modulations constitutives de l'expression de nombreux gènes 
présents sur la puce INRArray 01.3. De manière surprenante, au sein de chaque génotype, 
deux groupes sont définis qui correspondent respectivement i) à des animaux ayant subit une 
durée de jeûne inférieure ou égale à 12h et ii) à des animaux ayant subit une durée de jeûne 
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Figure 75 : Profils d'expression hépatique de 4 apolipoprotéines
Les évolutions au cours du jeûne de l'expression hépatique de l'apoA-I (A), de l'apoA-IV (B), de l'apoA-V 
(C) et de l'apo-B100 (D) sont présentées pour les souris des deux génotypes. Les rectangles gris repré-
sentent les périodes nocturnes et les courbes de tendance sont obtenues par lissage spline (paramètre 
de lissage=0,1). Les données sont représentées sous la forme moyenne +/- sem. a indique une diffé-
rence significative entre les deux génotypes et b indique une différence significative par rapport au 
temps t=0h (anova puis, lorsque l'effet d'un facteur est significatif, tests de Student et correction de Ben-
jamini-Hochberg pour contrôler le FDR à 5%). apo : apolipoprotéine. 
Souris PPARα-/-
Souris C57BL/6J
A. B.
C. D.
supérieure ou égale à 18h (Figure 74). Cette séparation stricte illustre le fait que c'est entre 
12h et 18h de jeûne que les profils d'expression des gènes mesurés présentent leurs 
modulations les plus notables. Cette période de modification maximale du profil d'expression 
des gènes est maintenue chez les souris des deux génotypes mais il apparaît cependant 
nettement que la séparation des individus de type sauvage en fonction de la période de jeûne 
est plus franche que celle des souris PPARα-/- (en coupant l'arbre plus haut, on aurait obtenu 
un seul groupe pour les souris PPARα-/- mais toujours deux pour les souris de type sauvage). 
Ceci illustre le fait que le récepteur PPARα participe, chez les souris de type sauvage, à 
moduler fortement les profils d'expression de certains gènes mesurés en particulier entre 12h 
et 18h de jeûne. Les comportements généraux des quatre groupes de gènes définis en Figure 
74 peuvent être évalués visuellement à l'aide des couleurs de la matrice de données dans la 
mesure où les échantillons sont globalement classés, par génotype, de gauche à droite en 
fonction de l'augmentation de la durée de jeûne (l'ordre des individus n'est pas parfait mais le 
dendrogramme a volontairement été réorganisé de manière à se rapprocher au mieux de 
l'ordre des individus en fonction de leur durée de jeûne tout en respectant les contraintes du 
dendrogramme initial). Le premier groupe contient 28 gènes dont les fonctions sont 
relativement variées. Il comprend néanmoins plusieurs apolipoprotéines (apoA-I, A-IV, A-IV, 
apoB et apoE), quelques gènes impliqués dans le métabolisme intracellulaire des lipides 
(ACOTH, CACP, L-CPTI, Lpin1 et Tpβ) et plusieurs gènes impliqués dans le métabolisme 
des xénobiotiques ou son contrôle (Cyp3a11, Cyp2b10 et 2b13, GSTμ, Abcb4/MDR2, 
Abcc2/cMOAT et CAR). Au temps t=0h et aux faibles temps de jeûne les expressions de 
plusieurs gènes de ce groupe semblent plus faibles chez les souris PPARα-/- par rapport aux 
souris de type sauvage sans que cela soit cependant une règle absolue au sein du groupe 
(l'apoA-IV constituant le meilleur contre-exemple). Ces gènes voient majoritairement leur 
expression augmenter au cours du jeûne chez les souris des deux génotypes. On distingue sur 
la Figure 74 un sous-groupe (situé à peu près au milieu du Groupe 1) pour lequel les souris 
PPARα-/- semblent présenter une induction retardée par rapport aux souris de type sauvage 
(il s'agit majoritairement de gènes pour lesquels des régulations PPARα-dépendantes ont été 
décrites mais qui présentent malgré tout une induction de leur expression chez les souris 
PPARα-/- au bout de 48h-72h de jeûne) et un autre sous-groupe (en bas du groupe 1) où au 
contraire l'augmentation de l'expression des gènes semble plus précoce chez les souris 
PPARα-/-. Le deuxième groupe (Figure 74) comporte également 28 gènes. Ce groupe est 
particulièrement riche en cibles bien décrites du récepteur PPARα comme les Cyp4a10 et 
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Figure 76 : Profils d'expression hépatique de l'ASAT, de la PEPCK, de la L-CPTI et de Tpβ
Les évolutions au cours du jeûne de l'expression hépatique de l'ASAT(A), de la PEPCK (B), de la L-CPTI (C) 
et de Tpβ (D) sont présentées pour les souris des deux génotypes. Les rectangles gris représentent les 
périodes nocturnes et les courbes de tendance sont obtenues par lissage spline (paramètre de 
lissage=0,1). Les données sont représentées sous la forme moyenne +/- sem. a indique une différence 
significative entre les deux génotypes et b indique une différence significative par rapport au temps 
t=0h (anova puis, lorsque l'effet d'un facteur est significatif, tests de Student et correction de Benjamini-
Hochberg pour contrôler le FDR à 5%).  ASAT : Aspartate aminotransférase, PEPCK : phosphoenolpyru-
vate carboxykinase, L-CPTI : Liver carnitine palmitoyltrasférase I, Tpβ : sous-unité β de l'enzyme mito-
chondriale trifonctionnelle. 
Souris PPARα-/-
Souris C57BL/6J
A. B.
C. D.
Cyp4a14, les trois enzymes de la β-oxydation peroxysomale AOX, BIEN et THIOL, des 
gènes impliqués dans la β-oxydation mitochondriale des AG (CPT-II, Tpα) ou dans la 
cétogenèse (HMGCoA synthase mitochondriale) ainsi que d'autres cibles aux fonctions plus 
diverses (Cyp8b1, PMP70, les enoyl-CoA isomérases, FXR et ALDH3 par exemple). De 
manière cohérente, on observe en Figure 74 que ces gènes sont majoritairement induits chez 
les souris de type sauvage au cours du jeûne mais pas chez les souris PPARα-/-. Le troisième 
groupe (Figure 74) comporte 51 gènes dont les profils d'expression semblent relativement 
identiques entre les souris des deux génotypes. Une augmentation de l'expression de la 
majorité de ces gènes est observée à la fin de l'épreuve de jeûne (t=60h et 72h) et quelques 
variations d'expression, pas toujours significatives, sont également constatées entre 12 et 24h 
de jeûne. Le caractère hétérogène de la composition de ce groupe qui contient beaucoup de 
gènes aux fonctions différentes et aux profils d'expression relativement variables rend difficile 
son interprétation globale. D'après l'observation qui a été faite des profils d'expression 
individuels, ce troisième groupe constitue vraisemblablement un regroupement des gènes dont 
les profils d'expression ne présentent pas une tendance nette de variation au cours du jeûne. 
L'augmentation de l'expression de la plupart de ces gènes en fin de jeûne, pourrait être liée à 
un biais imparfaitement corrigé par la normalisation (on constate sur une représentation en 
boxplot que les signaux normalisés des puces correspondant à ces temps de jeûne sont 
généralement supérieurs à ceux des autres puces). Alternativement, il est possible que ces 
temps de jeûne conséquents pour des souris s'accompagnent de modulations globales de la 
transcription des gènes mais la confirmation de cette hypothèse nécessiterait objectivement 
une évaluation indépendante. Enfin, le quatrième groupe (Figure 74) comporte 23 gènes qui 
sont majoritairement impliqués dans la biosynthèse des acides gras (FAS, S14, SCD1, Elo3), 
du cholestérol (HMG-CoA synthase cytosolique, HMG-CoA réductase, FDFT, FPP synthase) 
et des acides biliaires (Cyp7a1), dans le captage des acides gras par les hépatocytes (récepteur 
aux LDL, lipase hépatique, Lrp-1) et dans le métabolisme des xénobiotiques (ALDH1, 
Cyp2c29, GSTα, GSTπ2 et LCE). L'expression de la plupart de ces gènes diminue nettement 
au cours du jeûne chez les souris des deux génotypes (Figure 74). De manière surprenante, on 
trouve également dans ce groupe quelques gènes dont l'expression est généralement induite 
par les activateurs pharmacologiques de PPARα, comme L-FABP, la catalase et LEF1. 
 Afin de faciliter 1) l'établissement de liens potentiels entre les variations des 
paramètres biochimiques que nous avons observés et les profils d'expression des gènes et 2) 
l'interprétation des quatre groupes de gènes identifiés précédemment, nous présentons ci-
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Figure 77 : Profils d'expression hépatique de gènes impliqués dans l'oxydation 
peroxysomale
Les évolutions au cours du jeûne de l'expression hépatique de l'acyl-CoA oxydase (AOX, A), de 
l'enzyme bifonctionnelle (BIEN, B), de la 3-cétoacyl-CoA thiolase B (THIOL, C) et de l'Abc transporteur 
D3 (PMP70/Abcd3, D) sont présentées pour les souris des deux génotypes. Les rectangles gris repré-
sentent les périodes nocturnes et les courbes de tendance sont obtenues par lissage spline 
(paramètre de lissage=0,1). Les données sont représentées sous la forme moyenne +/- sem. a indique 
une différence significative entre les deux génotypes et b indique une différence significative par 
rapport au temps t=0h (anova puis, lorsque l'effet d'un facteur est significatif, tests de Student et 
correction de Benjamini-Hochberg pour contrôler le FDR à 5%).
Souris PPARα-/-
Souris C57BL/6J
A. B.
C. D.
dessous certains profils individuels en respectant la structure des groupes que nous venons de 
définir (par souci de simplification les gènes du groupe 3 seront omis). La Figure 75 présente 
les profils d'expression de quatre apolipoprotéines appartenant au groupe 1. L'expression de 
ces apolipoprotéines augmente au cours du jeûne chez les souris des deux génotypes. Pour 
l'apolipoprotéine B100, les souris PPARα-/- semblent néanmoins incapables de maintenir un 
niveau d'expression comparable à celui des souris de type sauvage au delà de 24h de jeûne. 
Pour l'apolipoprotéine A-IV, on constate une forte surexpression constitutive de ce gène chez 
les souris PPARα-/- (que nous avons également observée dans plusieurs expérimentations 
indépendantes de celle-ci) mais une régulation au cours du jeûne assez comparable aux souris 
de type sauvage. Enfin, l'apoAV humaine a été décrite comme une cible de PPARα (Prieur et 
al., 2003; Vu-Dac et al., 2003) mais est également régulée négativement par SREBP-1c (Jakel 
et al., 2004). Nos données suggèrent que le gène murin est bien régulé par SREBP (dont 
l'activité au cours du jeûne diminue comme l'atteste plusieurs régulations de gènes du groupe 
4, voir ci-dessous) au cours du jeûne et que le rôle de PPARα dans la régulation de l'apoAV 
est sans doute limité chez la souris (on observe néanmoins une différence significative 
d'expression de l'apoAV entre les souris des deux génotypes après 36h, 48h et 72h de jeûne, 
Figure 75). Ce premier groupe de gène contient également plusieurs gènes impliqués dans le 
métabolisme énergétique. La Figure 76 présente les profils d'expression de l'ASAT impliquée 
dans le cycle de l'urée (Figure 62), de la PEPCK, impliquée dans la néoglucogenèse (Figure 
33) et de deux enzymes impliquées dans la β-oxydation mitochondriale qui ont été décrites 
comme des gènes cibles de PPARα : la L-CPTI impliquée dans l'entrée des AG dans la 
mitochondrie (Figure 25) et la sous-unité β de l'enzyme trifonctionnelle (Tpβ) catalysant la 
dernière étape de la β-oxydation mitochondriale (Figure 27). Malgré quelques différences 
entre les deux génotypes ne concernant que un à deux points de mesure, les régulations 
positives de l'ASAT, de la PEPCK et de la L-CPTI semblent s'opérer de manière comparable 
entre les deux génotypes (Figure 76). Il est intéressant de constater que la principale 
différence entre les deux génotypes en ce qui concerne l'ASAT est observée au bout de 24h de 
jeûne, reproduisant ainsi une observation publiée (Kersten et al., 2001), mais illustrant l'intérêt 
additionnel d'une approche en cinétique du jeûne car cette différence n'est pas observée pour 
toutes les durées de jeûne. Le parallèle entre le niveau d'expression de l'ASAT et la 
concentration plasmatique d'urée (Figure 64) n'apparaît pas évident, suggérant qu'une analyse 
plus approfondie de l'expression d'autres enzymes impliquées dans le métabolisme des acides 
aminés est nécessaire pour mieux appréhender cet aspect des adaptations métaboliques au 
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Figure 78 : Profils d'expression hépatique de gènes impliqués dans l'oxydation 
mitochondriale
Les évolutions au cours du jeûne de l'expression hépatique de la carnitine palmitoyltransférase II 
(CPT-II, A), de la medium chain acyl-CoA dehydrogenase (MCAD, B), de la sous-unité α de l'enzyme 
mitochondriale trifonctionnelle (Tpα, C) et de l'HMG-CoA synthase mitochondriale (mHMGCoAs, 
D) sont présentées pour les souris des deux génotypes. Les rectangles gris représentent les pério-
des nocturnes et les courbes de tendance sont obtenues par lissage spline (paramètre de 
lissage=0,1). Les données sont représentées sous la forme moyenne +/- sem. a indique une diffé-
rence significative entre les deux génotypes et b indique une différence significative par rapport 
au temps t=0h (anova puis, lorsque l'effet d'un facteur est significatif, tests de Student et correc-
tion de Benjamini-Hochberg pour contrôler le FDR à 5%).
jeûne. Alors que l'induction de la PEPCK chez les souris de type sauvage semble 
s'accompagner d'un léger fléchissement de la diminution du glucose sanguin (Figure 64, 
autour de t=18h), les modulations de la PEPCK observées chez les souris PPARα-/- à 36h et 
48h de jeûne, ne semblent pas correspondre à des modifications substantielles de la glycémie 
et nécessiteront donc d'être confirmer par une technique indépendante. Finalement, le gène 
Tpβ (Figure 76) semble présenter un comportement relativement classique pour un gène cible 
de PPARα : régulé positivement chez les souris de type sauvage uniquement au cours du 
jeûne, illustrant ainsi les limites des méthodes de mesure (la sonde utilisée pour ce gène n'est 
peut-être pas optimale ou bien le gène est peut-être trop faiblement exprimé) et de 
classification des gènes utilisées qui sont sans doute atteintes dans des cas comme celui-ci où 
la modulation est de relativement faible ampleur et où une régulation est également observée 
chez les souris PPARα-/- à la fin de l'épreuve de jeûne (Figure 76). Pour le deuxième groupe 
de gènes, les profils d'expression de gènes impliqués dans l'oxydation des AG au niveau 
peroxysomal sont présentés en Figure 77. Les trois enzymes de la β-oxydation peroxysomale 
(AOX, BIEN et THIOL) sont induites au cours du jeûne chez les souris de type sauvage 
uniquement. Le transporteur peroxysomal PMP70 présente un profil d'expression similaire. 
De légères diminutions transitoires de l'expression de ces gènes sont également constatées 
chez les souris PPARα-/-. Il est intéressant de constater que le niveau maximal d'expression 
de ces gènes s'établit bien entre 12h et 24h de jeûne ce qui semble correspondre, comme nous 
l'avons vu, à la phase de modulation maximale des signatures transcriptionnelles mais 
également à la période d'intervention clef du récepteur PPARα. La Figure 78 présente les 
profils d'expression de gènes du groupe 2 impliqués dans la β-oxydation mitochondriale des 
AG (CPT-II, MCAD, Tpα) et dans la cétogenèse (HMG-CoA synthase mitochondriale). Ces 
gènes présentent des profils similaires à ceux que nous venons de décrire. Comme 
précédemment, nous constatons, aux alentours de 36h de jeûne, une diminution parfois 
significative de l'expression de certains gènes cibles de PPARα chez les souris PPARα-/-. De 
plus, les niveaux d'induction observés chez les souris de type sauvage restent de manière 
générale assez modestes (Figures 77 et 78) par rapport à ce qui peut être observé avec un 
activateur pharmacologique de type fibrate (Martin et al., 2005, et données non présentées). Il 
est intéressant de constater le parallèle assez frappant entre le profil d'expression de l'HMG-
CoA synthase mitochondriale (Figure 78) et le profil de concentration plasmatique en β-
hydroxybutyrate (Figure 64), suggérant que la régulation transcriptionnelle de ce gène 
constitue un déterminant majeur de la régulation d’activité de son produit. Les profils 
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Figure 79 : Profils d'expression hépatique de gènes impliqués dans l'oxydation des 
AGPI
Les évolutions au cours du jeûne de l'expression hépatique de l'hydroxyphytanoyl-CoA lyase (HPNCL, 
A), de l'enoyl-CoA isomérase (Eci, B), de la peroxisomal enoyl-CoA isomérase (PECI, C) et de la 
peroxisomal/mitochondrial dienoyl-CoA isomérase (PMDCI, D) sont présentées pour les souris des 
deux génotypes. Les rectangles gris représentent les périodes nocturnes et les courbes de tendance 
sont obtenues par lissage spline (paramètre de lissage=0,1). Les données sont représentées sous la 
forme moyenne +/- sem. a indique une différence significative entre les deux génotypes et b indique 
une différence significative par rapport au temps t=0h (anova puis, lorsque l'effet d'un facteur est signi-
ficatif, tests de Student et correction de Benjamini-Hochberg pour contrôler le FDR à 5%). AGPI : acides 
gras polyinsaturés.
Souris PPARα-/-
Souris C57BL/6J
A. B.
C. D.
d'expression de gènes impliqués dans l'α-oxydation de l'acide phytanique (HPNCL) et dans 
l'oxydation des acides gras polyinsaturés (enoyl-CoA isomérases Eci, PECI et PMDCI) sont 
présentés en Figure 79. L'hydroxyphytanoyl-CoA lyase (HPNCL, Figure 79A) est régulée 
négativement au cours du jeûne chez les souris PPARα-/- mais son niveau est maintenu chez 
les souris de type sauvage. Nos données indiquent que l'HPNCL constitue une cible 
vraisemblable du récepteur PPARα car ce gène est fortement induit chez les souris de type 
sauvage uniquement suite à un traitement par un fibrate ou un agoniste de RXR, notamment 
au niveau rénal (Martin et al., 2005). Nous verrons qu'un certain nombre de gènes cibles de 
PPARα présentent des comportements similaires à l'HPNCL au cours du jeûne mais ils ont 
été pour la plupart, regroupés dans le quatrième groupe par la classification. De même, les 
enoyl-CoA isomérases sont vraisemblablement des gènes cibles de PPARα (Martin et al., 
2007; Martin et al., 2005) même si aucun élément de réponse n'a encore été rapporté dans les 
promoteurs de ces gènes. 
 
 
-4
-3
-2
-1
durée de jeûne (h)
lo
g 2
(s
ig
na
l n
or
m
al
is
é 
de
 L
-F
AB
P
)
0 6 12 18 24 36 48 60 72
a
a,b
a
a
a
a a
a
b
b
b
b b
b
b
93
a,b
-3
.0
-2
.5
-2
.0
-1
.5
-1
.0
-0
.5
a a
a
a
a
a
a
b
b
b
b
b
b
durée de jeûne (h)
0 6 12 18 24 36 48 60 7293
lo
g 2
(s
ig
na
l n
or
m
al
is
é 
de
 la
 c
at
al
as
e)
-4
.0
-3
.5
-3
.0
-2
.5
-2
.0
a a
a
a a
a
b b
b
b
b
b
b
b
b
b
durée de jeûne (h)
0 6 12 18 24 36 48 60 7293
lo
g 2
(s
ig
na
l n
or
m
al
is
é 
de
 A
LD
H
1)
-5
.0
-4
.5
-4
.0
-3
.5
-3
.0
-2
.5
a
a,b
a
a
a
a
a
a
b
b
b
b
b b
durée de jeûne (h)
0 6 12 18 24 36 48 60 7293
lo
g 2
(s
ig
na
l n
or
m
al
is
é 
de
 L
E
F1
)
Souris PPARα-/-
Souris C57BL/6J
A. B.
C. D.
Figure 81 : Profils d'expression hépatique de L-FABP, catalase, ALDH1 et LEF1
Les évolutions au cours du jeûne de l'expression hépatique de la liver fatty acid-binding protein (L-
FABP, A), de la catalase (B), de l'aldéhyde déshydrogénase 1 (ALDH1, C) et du lymphoid enhancer 
binding factor 1 (LEF1, D) sont présentées pour les souris des deux génotypes. Les rectangles gris 
représentent les périodes nocturnes et les courbes de tendance sont obtenues par lissage spline 
(paramètre de lissage=0,1). Les données sont représentées sous la forme moyenne +/- sem. a indique 
une différence significative entre les deux génotypes et b indique une différence significative par 
rapport au temps t=0h (anova puis, lorsque l'effet d'un facteur est significatif, tests de Student et 
correction de Benjamini-Hochberg pour contrôler le FDR à 5%).
 Ces enzymes, nécessaires à l'entrée des acides gras polyinsaturés dans les cycles de β-
oxydation, présentent des profils d’expression très similaires au cours du jeûne et qui sont 
caractéristiques des autres gènes cibles du récepteur PPARα que nous venons d'évoquer 
(Figure 79B-D). On constate cependant une légère induction de ces trois gènes chez les souris 
PPARα-/- lors des plus longues durées de jeûne de cette épreuve. Il est probable que ces 
gènes participent à l'établissement et à la régulation de la composition hépatique en acides 
gras en situation normale d'alimentation (Martin et al., 2007). Cependant, le fait que 
l'évolution de la composition hépatique en lipides au cours du jeûne soit assez similaire pour 
les souris des deux génotypes (Figure 70) alors que la régulation de ces gènes est très 
différente entre les deux génotypes (Figure 79B-D) suggère qu'un réseau plus large de gènes 
et de phénomènes biochimiques sont impliqués dans la régulation de la composition hépatique 
en lipides au cours du jeûne. En revanche, il est probable que la régulation différentielle de 
ces gènes participe à déterminer les différences quantitatives d'accumulation hépatique des 
AG (Figure 65B) entre les deux génotypes. Finalement, les gènes cibles de PPARα qui 
répondent sans doute le plus nettement à l'activation du récepteur au cours du jeûne sont les 
Cyp4a (Figure 80) dont le niveau maximal d'expression au cours du jeûne chez les souris de 
type sauvage atteint environ 20-25 fois le niveau initial d'après nos mesures par puce à ADN. 
Cette observation souligne que le récepteur PPARα est bien fortement activé au cours du 
jeûne mais il est possible que d'autres voies de signalisation inhibent l'expression de certains 
gènes cibles de PPARα au cours du jeûne ce qui permettrait d'expliquer 1) les diminutions 
d'expressions observées sur plusieurs gènes chez les souris PPARα-/- soumises au jeûne, 2) 
des ampleurs d'inductions atténuées pour certains gènes cibles de PPARα chez les souris de 
type sauvage et 3) parfois l'absence quasi-complète chez les souris de type sauvage 
d'induction de gènes constituant pourtant de bonnes cibles du récepteur. L'un des exemples 
que nous avons présenté est le gène HPNCL (Figure 79A) mais d'autres gènes, appartenant 
principalement au groupe 4 présentent des profils encore plus caractéristiques de cette 
situation. La Figure 81 présente notamment les profils d'expression de gènes du groupe 4 : la 
L-FABP, la catalase, ALDH1 et LEF1 qui se caractérisent par une chute nette de l'expression 
au cours du jeûne chez les souris PPARα-/- et un maintien global de l'expression chez les 
souris de type sauvage. La L-FABP (Issemann et al., 1992; Kaikaus et al., 1993; Schachtrup 
et al., 2004; Simon et al., 1993) et la catalase (Chu et al., 2004; Girnun et al., 2002) 
constituent des gènes cibles bien caractérisés de PPARα et nos données non publiées de 
criblages des effets du fénofibrate suggèrent que ALDH1 et LEF1 pourraient également être 
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Figure 82 : Profils d'expression hépatique de gènes impliqués dans la biosynthèse des 
AG
Les évolutions au cours du jeûne de l'expression hépatique de la fatty acid synthase (FAS, A), de Spot14 
(S14, B), de la ∆9-désaturase (SCD1, C) et de l'élongase 3 (Elo3, D) sont présentées pour les souris des 
deux génotypes. Les rectangles gris représentent les périodes nocturnes et les courbes de tendance 
sont obtenues par lissage spline (paramètre de lissage=0,1). Les données sont représentées sous la 
forme moyenne +/- sem. a indique une différence significative entre les deux génotypes et b indique 
une différence significative par rapport au temps t=0h (anova puis, lorsque l'effet d'un facteur est 
significatif, tests de Student et correction de Benjamini-Hochberg pour contrôler le FDR à 5%). AG : 
acides gras
des gènes cibles de PPARα. Le regroupement de ces gènes dans le quatrième groupe est lié à 
leur répression au cours du gène chez les souris PPARα. Comme l'illustrent les profils 
d'expression de gènes impliqués dans la biosynthèse des acides gras (Figure 82) et du 
cholestérol (Figure 83) qui constituent des cibles des récepteurs SREBP et appartiennent à ce 
quatrième groupe de gènes, les niveaux d'expression des gènes du groupe 4 diminuent 
nettement au cours du jeûne. Cependant, les diminutions d'expression pour les gènes présentés 
en Figures 82 et 83 sont, de manière générale, observées chez les souris des deux génotypes, 
illustrant là encore les limites de la classification qui a été réalisée. 
 Au delà des interprétations biologiques de ces différents résultats qui seront discutés 
dans le paragraphe suivant, ces données nous ont conduits à nous interroger sur la façon de 
classer des profils d'expression en fonction du temps. Rapidement, il nous est apparu que le 
paramètre pertinent n'était pas le profil d'expression en lui-même (dont nous avons vu que le 
niveau en particulier pouvait être influencé par la qualité de la sonde nucléotidique déposée 
sur la puce) mais sa dérivée qui, si l'on admet que le profil initial est le reflet de l'abondance 
de l'ARNmessager, représente alors les variations de l'abondance de cet ARN en fonction du 
temps, ou, par analogie au domaine de la physique, représente une vitesse de production ou de 
disparition de cet ARN. L'intérêt d'un travail sur les dérivées consiste donc principalement 1) 
à s'affranchir des niveaux absolus des courbes (mais ceci est également réalisé dans la 
classification des gènes présentée en Figure 74 par le biais d'un centrage des gènes) mais 
surtout 2) à travailler sur une quantité (la dérivée du profil d'expression) qui, si la demi-vie de 
l'ARN messager reste constante, représente en théorie directement le taux de transcription du 
gène considéré. Afin d'obtenir un profil d'expression qui soit dérivable en tout point, nous 
avons utilisé un lissage par des splines cubiques, similaire à celui qui a été utilisé pour tracer 
les courbes de tendances des profils présentés dans de nombreuses figures de ce paragraphe. 
Le principal problème auquel nous avons été confrontés a consisté à déterminer la valeur du 
paramètre de lissage λ. Dans les courbes qui sont présentées dans ce manuscrit, j'ai choisi un 
paramètre λ faible (λ=0,1 pour toutes les courbes présentées), de manière à ce que les courbes 
splines passent au plus près des moyennes. Un tel lissage représente néanmoins selon moi une 
vision quelque peu optimiste de la qualité des mesures et il est probable qu'un certain nombre 
de moyennes aient été mal estimées (en raison du caractère bruité de la technique de mesure 
et de l'utilisation de seulement 4 animaux par lot) et que le profil d'expression réel ne passe 
pas strictement par ces points. L'utilisation d'un paramètre de lissage aussi faible, conduit à 
générer des dérivées qui oscillent fortement et un grand nombre de fois autour de 0. Si l'on 
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Figure 83 : Profils d'expression hépatique de gènes de la biosynthèse du cholestérol
Les évolutions au cours du jeûne de l'expression hépatique de l'HMG-CoA synthase cytosolique 
(cHMGCoAs, A), de l'HMG-CoA réductase (HMGCoAred, B), de la farnesyl diphosphate synthétase (FPPS, 
C) et de la squalène synthase (FDFT, D) sont présentées pour les souris des deux génotypes. Les rectan-
gles gris représentent les périodes nocturnes et les courbes de tendance sont obtenues par lissage 
spline (paramètre de lissage=0,1). Les données sont représentées sous la forme moyenne +/- sem. a 
indique une différence significative entre les deux génotypes et b indique une différence significative 
par rapport au temps t=0h (anova puis, lorsque l'effet d'un facteur est significatif, tests de Student et 
correction de Benjamini-Hochberg pour contrôler le FDR à 5%). HMG : 3-hydroxy-3-methylglutaryl.
conçoit aisément qu'il faille au moins 3 points de mesures (dans notre cas 3 temps de jeûne) 
pour observer un changement de signe d'une dérivée, avec 11 points de mesure, nous ne 
pouvons en l'occurrence nous permettre d'observer plus de 9 changements de signe de la 
dérivée, le profil correspondant oscillant déjà de manière importante. Si l'on prend en plus en 
considération le caractère bruité de la méthode de mesure, le nombre limité d'échantillons par 
lot et, dans notre cas, la proximité des points de mesure du début de l'épreuve de jeûne, il 
semble raisonnable de se limiter à un nombre inférieur de changements de signes de la 
dérivée. Dans un article récemment publié (Dejean et al., 2007) et présenté en annexe 4, nous 
proposons une méthode basée notamment sur ces réflexions et sur la réalisation d'analyses en 
composantes principales sur les dérivées des profils lissés pour fixer le paramètre de lissage. 
Des méthodes de classification sont ensuite appliquées pour classer les dérivées des profils 
lissées et représenter les résultats. Nous constatons d'ailleurs que la lecture d'une heatmap 
représentant la classification des dérivées des courbes lissées s'avère bien plus facile à 
interpréter que celle présentée en Figure 74 (voir l'article en annexe 4). Un autre intérêt de 
cette méthode qui n'est pas illustré dans (Dejean et al., 2007) est qu'elle permet 
éventuellement de travailler sur les différences de dérivées entre souris de type sauvage et 
souris de type PPARα-/-. En réalisant ces analyses sur nos données (résultats non présentés 
dans le cadre de ce manuscrit), nous avons constaté que certains gènes comme L-FABP ou la 
catalase (groupe 4) mais également l'acyl-CoA thioestérase cytosolique ACOTH (groupe 1) se 
retrouvaient correctement classés parmi les gènes cibles connus de PPARα (comme AOX ou 
mHMGCoAs par exemple). Malgré des profils d'expression très différents pour l'AOX 
(Figure 77) et pour la L-FABP (Figure 81) par exemple, la différence des dérivées du profil 
des souris PPARα-/- et du profil des souris de type sauvage est à peu près identique pour ces 
deux gènes car les modulations s'opèrent à des temps identiques et dans des ampleurs 
comparables, indiquant très vraisemblablement une intervention du récepteur PPARα dans les 
deux cas (même si dans le cas de L-FABP, un signal inhibiteur de l'expression joue 
manifestement également un rôle). Ces travaux préliminaires se poursuivent actuellement et le 
développement d'un package R pour l'analyse de données acquises en cinétique est envisagé. 
 
VI.4. DISCUSSION 
Une épreuve de jeûne schématiquement séparée en deux phases : 
 Cette étude nous a permis d'acquérir une vision assez large et surtout dynamique des 
modulations de paramètres biochimiques et d'expression hépatique d'un panel de gènes au 
cours d'une épreuve de jeûne longue pour un organisme comme la souris. Bien que la mise en 
place de la plupart des adaptations à la privation d'aliment s'opère de manière continue, il nous 
semble que notre épreuve de jeûne peut être schématiquement séparée en deux phases à partir 
des données qui ont été recueillies. La première phase correspond au début du jeûne et s'étend 
à peu près jusqu'à 12h de jeûne. Une transition s'opère vers la deuxième phase entre 12h et 
24h de jeûne puis la deuxième phase s'étend de 24h à 72h de jeûne. 
 Lors de la première phase, la perte de masse corporelle est rapide (Figure 63A) mais 
semble concerner de manière comparable des organes comme le foie (Figure 63B) ou les 
tissus adipeux blancs (Figure 63C-D). Le glucose semble constituer une source d'énergie 
majeure lors de cette phase initiale : il s'épuise rapidement (Figure 64A), conduisant à 
l'induction des enzymes de la néoglucogenèse (Figure 76B), vraisemblablement 
principalement sous l'effet combiné de la chute d'insuline et de l'augmentation du glucagon. 
Les protéines sont peu utilisées lors de cette phase initiale (Figure 64B) et les acides gras ne 
s'accumulent pas encore significativement au niveau hépatique (Figure 65B), probablement en 
raison d'un niveau de β-oxydation suffisant chez les souris de type sauvage (Figure 77). Les 
niveaux constitutivement plus faibles d'expression des gènes de la β-oxydation peroxysomale 
chez les souris PPARα-/- (Figure 77) conduisent vraisemblablement, vers la fin de cette 
première phase, à une augmentation significative de la teneur hépatique en acides gras chez 
ces souris (Figure 65B). A la fin de cette première phase, les corps cétoniques ne sont pas 
encore augmentés (Figure 64C), probablement en raison d'une induction encore limitée de 
l'HMG-CoA synthase mitochondriale (Figure 78D). La composition en acides gras du TABe 
évolue peu lors de cette première phase, indiquant une mobilisation non spécifique des AG à 
ce stade du jeûne. En revanche, la composition hépatique en AG est nettement modifiée et de 
manière à peu près identique pour les deux génotypes (Figure 70A-B). Les principales 
modifications concernent 1) les acides gras polyinsaturés des familles ω3 et surtout ω6 dont 
les précurseurs essentiels s'accumulent (l'acide linoléique, Figure 73A et dans une moindre 
mesure l'acide α-linolénique, Figure 73D) au détriment des acides gras plus longs et plus 
insaturés (Figure 73B-C) et 2) les acides gras saturés dont la longueur de chaîne diminue 
(Figure 71). Ces effets pourraient être due à la combinaison de multiples phénomènes dont 
certains, mais pas tous, ont été observés dans notre expérience : 1) un captage sélectif par le 
foie de certains acides gras en provenance du tissu adipeux (non étudié dans notre étude en 
raison notamment du manque de données disponibles dans la littérature sur les spécificités de 
substrats de différents transporteurs hépatiques d'acides gras), 2) une inhibition de l'expression 
(Figure 82) et de l'activité des gènes de la lipogénèse, vraisemblablement due en bonne partie 
à une chute de l'activité des facteurs de transcription SREBP en raison du début de 
l'accumulation des acides gras dans le foie et de la chute de l'insulinémie et 3) une régulation 
différentielle de l'expression de gènes du catabolisme (Figure 79) ou de la biosynthèse (Figure 
82D) des acides gras présentant des spécificités de substrats (qui sont encore peu décrites dans 
la littérature). Nous envisageons d'approfondir ce dernier point en étudiant notamment les 
spécificités de substrats des différentes enoyl-CoA isomérases et en mesurant avec une 
meilleure précision les profils d'expression des Δ-désaturases et des élongases afin de mieux 
comprendre les déterminants clefs de ces modifications importantes de la composition 
hépatique en AG. 
 Entre 12h et 24h de jeûne, on assiste à une phase transition de la plupart des 
paramètres mesurés. De nombreux paramètres fluctuent de manière importante au cours de 
cette transition comme la perte de masse corporelle (Figure 63A), la glycémie (Figure 64A), 
l'urée et le β-hydroxybutyrate plasmatiques qui amorcent leurs augmentations (Figure 64B-
C), la teneur hépatique en AG qui commence également à augmenter de manière significative 
chez les souris de type sauvage (Figure 65B), la composition du TABe en AG qui commence 
à connaître quelques modifications sensibles (Figure 66, Figure 68A et D et Figure 69C) et la 
composition hépatique en AG qui connaît la transition entre ses deux phases de modulation 
que nous avons décrites en détail dans la partie résultats (Figure 70). Cette phase de transition 
correspond également à la mise en place d'un nouveau « programme transcriptionnel » au 
niveau hépatique comme en témoigne la parfaite séparation, pour les deux génotypes, des 
profils d'expression correspondant à des durées de jeûne inférieures à 12h d'une part et 
supérieures à 18h d'autre part (Figure 74). C’est également au cours de cette transition, que 
l'activité maximale du récepteur PPARα est mise en place comme l'illustre la séparation 
moins nette des profils transcriptionnels « avant 12h » et « après 18h » chez les souris 
déficientes pour ce récepteur (Figure 74) et les nombreuses régulations de gènes cibles 
observées individuellement (Figure 77, 78, 79 et 80). D’autres voies de signalisation 
participent néanmoins aussi à assurer cette transition du « programme transcriptionnel 
hépatique » car les souris PPARα présentent malgré tout une séparation assez nette de leurs 
profils d’expression hépatiques « avant 12h » et « après 18h » (Figure 74). Parmi les voies 
mises en jeu, la diminution de l’activité des SREBP affecte très probablement, chez les souris 
des deux génotypes, l’expression de nombreux gènes impliqués dans la biosynthèse des AG 
(Figure 82) et du cholestérol (Figure 83). Ces régulateurs transcriptionnels et/ou d’autres 
facteurs de transcription affectent aussi très vraisemblablement l’expression de nombreux 
gènes cibles de PPARα dans le sens d’une diminution de l’expression comme en témoigne les 
inductions limitées (Figures 77, 78 et 79) voire absentes (Figure 81) de plusieurs de ces gènes 
chez les souris de type sauvage, associées à des diminutions fréquentes et parfois d’ampleur 
conséquente (Figure 78D, 79A et 81 notamment) de l’expression de ces mêmes gènes 
observées chez les souris PPARα-/-. La voie de signalisation de CAR, activée au cours du 
jeûne dans le foie (Maglich et al., 2004) et qui présente la capacité de réguler négativement un 
certain nombre de gènes cibles de PPARα lorsqu’elle est activée (Figure 57E, données 
additionnelles non présentées et Ueda et al., 2002) pourrait constituer un candidat intéressant 
à évaluer lors d’investigations futures. 
 La seconde phase du jeûne qui s’amorce alors se caractérise par une perte pondérale 
plus lente des animaux (Figure 63A), probablement, en partie, en raison d’une diminution de 
leur métabolisme basal (Kersten et al., 1999), notamment sous l’effet de la chute des 
hormones thyroïdiennes (Maglich et al., 2004), accompagnée d’une diminution progressive de 
l’activité locomotrice des souris (données non présentées dans ce manuscrit mais paramètre 
mesuré dans une étude indépendante réalisée sur 9 animaux par génotype) et d’une chute de 
leur température corporelle (Kersten et al., 1999). Les tissus adipeux blancs (TABs) dont la 
masse relative chute nettement au cours de cette deuxième phase du jeûne (Figure 63C-D) 
sont fortement impliqués dans la perte de masse corporelle à cette étape du jeûne ce qui 
suggère, à ce stade, une mobilisation tissu-spécifique des réserves énergétiques au sein de 
l’organisme par le biais de la lipolyse des TABs. Cette lipolyse au cours de la deuxième phase 
de jeûne semble affecter de manière différentielle, et indépendante du génotype, les différents 
acides gras du TABe (Figure 66). Cependant, il est également possible que des modulations 
biochimiques et/ou transcriptionnelles au sein du TABe et affectant des enzymes du 
métabolisme des AG à spécificités de substrats marquées expliquent aussi en partie les 
modifications de la composition du TABe au cours du jeûne. L’acide palmitique (Figure 
67A), le C16:1ω7 (Figure 68B) et l’acide α-linolénique (Figure 69C) semblent notamment 
mobilisés de manière préférentielle du TABe alors que l’acide stéarique (Figure 67B), ses 
principaux produits de désaturation et d’élongation (C18:1ω9 et C20:1ω9, Figure 68C-D) et 
les acides gras longs polyinsaturés (Figure 69B, D et E) semblent au contraire être mobilisés 
dans une moindre mesure du TABe et voir ainsi leurs teneurs respectives augmenter au sein 
de ce tissu. Sous l’effet probable d’un influx d’AG important (Figure 65B), essentiellement 
lors des phases nocturnes, la masse relative du foie tend à retrouver sa valeur initiale (Figure 
63B) au cours de cette phase du jeûne. L’accumulation massive d’AG dans le foie des souris 
PPARα-/- (Figure 65B) ne semble pas due à une incapacité à réguler négativement les gènes 
de la lipogénèse (Figure 82) mais à l’absence quasi-totale d’induction  ou de maintien de 
l’expression des gènes du catabolisme des acides gras chez ces souris (Figures 77, 78, 79 et 
80). La composition du foie en AG connaît à ce stade une nouvelle étape de modification 
caractérisée essentiellement par l’accumulation préférentielle des acides gras monoinsaturés 
C16:1ω9 et C20:1ω9 (Figure 72A et C) et un retour progressif du pourcentage d’acide α-
linolénique à son niveau initial (Figure 73D). Ces modifications de la composition hépatique 
en lipides sont cependant nettement moins importantes quantitativement que celles qui 
s’opèrent lors de la première phase du jeûne comme en témoigne leur plus forte corrélation 
avec le deuxième axe de l’ACP qui n’explique que 18% de la variance totale (contre plus de 
56% pour le premier axe, Figure 70A-B). En termes d’utilisation des substrats énergétiques, 
cette phase de jeûne est manifestement caractérisée, chez les souris de type sauvage, par une 
utilisation accrue des lipides et des corps cétoniques (Figure 64C), ces derniers étant produits 
par le foie grâce à l’induction, généralement maximale à cette étape, des gènes du catabolisme 
des lipides (Figures 77, 78, 79 et 80) et de la cétogenèse (Figure 78D). A ce stade, on note 
également une légère augmentation de l’urée plasmatique chez les souris de type sauvage, 
surtout après 48h de jeûne (Figure 64B), signant vraisemblablement un recours accru au 
catabolisme des protéines pour maintenir la glycémie qui atteint alors ses niveaux les plus bas 
(Figure 64A). Chez les souris PPARα-/-, en l’absence d’induction des enzymes du 
catabolisme des acides gras et de la cétogenèse (Figures 77 à 80), les corps cétoniques ne 
peuvent servir de substrat aux tissus qui peuvent les utiliser (Figure 64). Cela impose à ces 
souris un recours massif au catabolisme des protéines se traduisant par une augmentation 
considérable de la concentration plasmatique d’urée (Figure 64B) qui s’accompagne d’une 
stabilisation de la glycémie à partir de 18h de jeûne (Figure 64A). Une étude plus poussée des 
niveaux d’expression de gènes impliqués dans le catabolisme des protéines au niveau 
musculaire et dans le cycle de l’urée au niveau hépatique nous semble nécessaire pour mieux 
comprendre les mécanismes précis impliqués dans ces différences majeures d’utilisation des 
substrat par les souris des deux génotypes au cours de cette deuxième phase du jeûne. Enfin, 
au cours de cette deuxième phase du jeûne, l’expression hépatique des gènes étudiés se 
stabilise pour la plupart d’entre eux (Figures 74 à 83). Beaucoup de gènes connaissent, lors 
des deux derniers temps de jeûne de notre étude (t=60h et 72h, Figure 74), une légère 
augmentation de leur expression chez les souris des deux génotypes. Si nous ne pouvons 
exclure à l’heure actuelle qu’il s’agisse d’un artéfact de nos mesures d’expression par puces à 
ADN (une éventuelle incapacité de la normalisation par les spikes à corriger un bais 
d’intensité trop fort peut être envisagée par exemple), il est également possible qu’il s’agisse 
là d’une nouvelle phase de transition vers une troisième phase de jeûne. Il est probable que 
des confirmations d’un certain nombre de modulations observées dans cette étude par PCR en 
temps réel nous permettrons de fournir prochainement une réponse à ces hypothèses. 
 Pensant initialement que des modifications importantes allaient se produire au cours 
des premières heures de jeûne, nous avions opté pour un échantillonnage plus resserré 
(intervalle de temps de 3h) au cours des 12 premières heures de jeûne. S’il est vrai que sur un 
certain nombre de paramètres comme la composition hépatique en lipides par exemple, cet 
échantillonnage s’avère parfaitement adapté, la réalisation de nos futures épreuves de jeûne 
destinées à l’étude d’effets transcriptionnels et réalisées dans des conditions similaires 
(horaire de début de jeûne en particulier), se fera sans doute avec un échantillonnage plus 
resserré entre 12 et 24h de jeûne qui nous apparait, à l’issue de cette étude, comme la 
principale phase de transition au niveau transcriptionnel mais également pour d’autres 
paramètres comme nous venons de le discuter. Nous avons constaté dans nos mesures qu’un 
rythme circadien semblait parfois se superposer aux effets du jeûne. C’est sans doute sur 
l’accumulation des lipides au niveau hépatique que cet effet est le plus net (Figure 65B) mais 
ce type d’oscillations est également perçu dans certains graphiques de proportions d’acides 
gras (Figure 73 C-F par exemple) ou d’expression de gènes (Figure 77A-B ou Figure 80 par 
exemple). Nous constatons de plus, que la période de transition (12h-24h) que nous avons 
définie, s’étend durant la première période nocturne qui suit la mise à jeun des animaux. Les 
souris s’alimentant essentiellement la nuit, il est possible que leur organisme réagisse 
différemment au jeûne s’il est initié de jour (globalement les 12 premières heures de notre 
épreuve de jeûne) ou de nuit. Nous ne pouvons donc conclure sur le fait que les phases de 
jeûne que nous avons définies ici sont effectivement valables quelque soit l’heure de la mise à 
jeun des animaux. Des études complémentaires pourraient permettre de préciser cet aspect et 
de révéler éventuellement des liens entre la réponse au jeûne et les horloges centrales ou 
périphériques, avec la difficulté liée au fait que la mise à jeun des animaux de jour nécessite à 
priori un entrainement des animaux à s’alimenter uniquement le jour pour s’assurer que les 
animaux du temps t=0h sont bien en situation alimentée. 
 
Eléments complémentaires sur le phénotype des souris PPARα-/- 
 Cette étude nous a également permis de mieux caractériser le phénotype des souris 
PPARα-/-, notamment en ce qui concerne leur profil d’AG dans le tissu adipeux blanc, et de 
mieux caractériser son rôle dans les régulations d’expression qui s’opèrent au cours du jeûne. 
Concernant ce deuxième aspect qui a été largement évoqué ci-dessus, nos observations 
suggèrent en particulier que le rôle de ce récepteur au cours du jeûne consiste autant à assurer 
l’induction de certains de ses gènes cibles qu’à maintenir à un niveau stable l’expression 
d’autres de ses gènes cibles en s’opposant vraisemblablement à d’autres voies de 
signalisation. Des effets spécifiques des promoteurs, notamment de recrutement différentiels 
de corégulateurs, peuvent également être envisagés pour expliquer l’induction de certains 
gènes cibles alors que d’autres restent stables mais les régulations négatives de gènes cibles 
chez les souris PPARα-/- plaident néanmoins en faveur de l’implication d’autres voies de 
signalisation. Le jeûne constitue dans ce cadre une situation physiopathologique 
particulièrement pertinente pour l’étude des interactions entre de nombreuses voies de 
signalisation en raison des changements hormonaux importants qu’il provoque et de la 
modulation conséquente des activités de facteurs de transcription qui en résulte. 
 Concernant les compositions tissulaires en AG, les données de cette étude sur le foie 
sont en parfait accord avec nos observations récemment publiées (Martin et al., 2007) et 
montrent en particulier l’accumulation hépatique majeure des précurseurs des AGPI des 
familles ω3 et ω6 chez les souris PPARα-/- au détriment des AGPI plus longs et plus 
insaturés (Figure 73). La différence de composition en AG du TABe entre les souris des deux 
génotypes est encore plus marquée (Figure 66) et la quasi-totalité des courbes de pourcentages 
d’AG (Figures 67, 68 et 69) présentent une différence nette de niveau entre les souris des 
deux génotypes conduisant les courbes à ne presque jamais se croiser en raison de 
modulations globalement similaires au cours du jeûne chez les souris des deux génotypes. 
Cette observation suggère que la différence de composition en AG du TABe est le reflet 
d’altérations spécifiques du métabolisme des AG chez les souris PPARα-/- (sans doute 
principalement au niveau du foie) qui, en s’intégrant au fur et à mesure du vieillissement des 
souris par le biais du stockage d’AG dans le tissu adipeux, conduit à accroître les différences 
de composition en AG dans ce tissu par rapport au foie dont on peut penser qu’il présente un 
turnover plus important des AG au cours du temps. Il est donc probable qu’avec l’âge, la 
composition en AG du TAB des souris PPARα-/- soit de plus en plus différente de celle des 
souris de type sauvage, ce qui mériterait sans doute d’être évalué lors de futures 
investigations. Plus spécifiquement, les différences de composition du TABe entre les souris 
des deux génotypes peuvent notamment suggérer les altérations suivantes du métabolisme des 
AG : 1) un déficit de synthèse de l’acide palmitique (Figures 67A et 71C), issu de l’action de 
la fatty acid synthase (Figure 31) dont nous constatons qu’elle est, en situation d’alimentation, 
généralement sous-exprimée chez les souris PPARα-/- par rapport aux souris de type sauvage 
(Figure 82A et Martin et al., 2007) et ce, en accord avec des données publiées (Patel et al., 
2001). 2) Un déficit de synthèse des AG monoinsaturés (Figure 68 et 72B, D et E) lié sans 
doute à une déficience en Δ9-désaturase (Figure 82C et Martin et al., 2007) dont nous avions 
étudié précédemment la régulation par un activateur pharmacologique de PPARα (Guillou et 
al., 2002) et pour laquelle une déficience chez les souris PPARα-/- pourrait s’accroître avec 
l’âge des souris (H. Guillou et PGP Martin, observations non publiées). 3) une déficience dans 
le catabolisme (Figure 79B, C et D et Martin et al., 2007) et la conversion des précurseurs 
essentiels des AGPI des familles ω3 et ω6. Cette conversion est assurée par les Δ6- puis Δ5-
désaturases et par les élongases. Nous avons précédemment montré que les Δ6- et Δ5-
désaturases sont régulées par le fenofibrate (Guillou et al., 2002) et que les souris PPARα-/- 
présentent une déficience constitutive d’expression et d’activité (Martin et al., 2007) de ces 
enzymes limitantes dans la voie de biosynthèse des AGPI. Les données récemment publiées 
sur les élongases (Wang et al., 2005b; Wang et al., 2006b) indiquent que PPARα jouerait un 
rôle dans la régulation de certaines isoformes mais nos mesures effectuées par puce à ADN 
dans cette étude (Figure 82D et courbes individuelles non présentées dans ce manuscrit) ne 
montrent pas d’effet net du génotype sur l’expression constitutive de ces enzymes. Un étude 
par PCR en temps réel serait néanmoins nécessaire en raison de niveaux d’expression souvent 
faibles des gènes correspondants. 
 
Vers une identification du ligand endogène du récepteur PPARα au cours du jeûne ? 
 L’intérêt d’une approche en cinétique du jeûne a été bien illustré, je pense, par la mise 
en évidence des différentes phases d’adaptation au jeûne et l’identification « périodes 
charnières » de ces adaptations. Par ailleurs, nous avons vu précédemment qu’il était possible 
d’établir des liens de corrélations entre des variables issues de deux jeux d’observations de 
nature différente mais obtenues sur les mêmes individus (voir annexe 3). En théorie au moins, 
la disponibilité de mesures réalisées en cinétique offre potentiellement la possibilité 
supplémentaire (moyennant le développement d’outils d’analyse appropriés) de suggérer des 
liens de cause à effet entre les modulations de ces deux types de variables par le biais de 
l’observation de légers décalages dans le temps entre les différentes modulations. Il pourrait 
ainsi être envisagé d’essayer de déterminer avec plus de précision quels sont les AG (ou les 
autres métabolites si les données étaient disponibles) qui constituent les meilleurs activateurs 
endogènes du récepteur PPARα au cours du jeûne. Nous travaillons donc aujourd’hui à 
l’évaluation de l’analyse canonique régularisée (peut-être associée à la méthode de lissage des 
profils proposée dans Dejean et al., 2007) pour répondre à cet enjeu. En parallèle, nous 
souhaitons également acquérir des signatures transcriptionnelles dans d’autres organes, et 
notamment le rein qui répond bien à l’activation de PPARα (Martin et al., 2005), dans le but 
de vérifier la concomitance dans différents organes des modulations d’expression des gènes 
cibles de PPARα au cours du jeûne et démontrer ainsi le caractère circulant de l’activateur 
(ou des activateurs) endogène(s) de ce RN. 
 
CONCLUSION 
 
 Ce travail de doctorat visait à évaluer le potentiel de régulation génique de PPARα. 
L’activation de ce récepteur a donc été étudiée dans différents contextes : pharmacologique 
(activateurs de PPARα et de RXR utilisés en thérapeutique humaine : Chapitre IV), 
nutritionnel (acides gras alimentaires, Chapitre V) et physiopathologique (jeûne, Chapitre VI) 
par le biais d’une puce à ADN développée pour ce programme de recherche et largement 
dédiée à PPARα. Nos travaux ont notamment mis en évidence des rôles de PPARα comme 
médiateur central d’effets hépatiques et rénaux des activateurs pharmacologiques de RXR et 
dans la régulation de gènes déterminant la composition tissulaire en AG (enoyl-CoA 
isomérases et Δ-désaturases). Ils ont également permis de préciser la période d’intervention du 
récepteur au cours du jeûne, de mieux apprécier son rôle de régulateur transcriptionnel dans 
ce contexte et de suggérer son interaction avec d’autres voies de signalisation. 
 Au delà des résultats et conclusions propres à chaque étude, ces travaux ont engagés 
notre équipe de recherche dans le domaine de la transcriptomique à moyen et haut-débit. la 
question qui se pose aujourd’hui est de savoir comment ces outils peuvent servir les objectifs 
du pôle de Toxicologie alimentaire de Toulouse auquel appartient le laboratoire et comment 
l’expertise et le réseau de collaborations développé par l’équipe dans le cadre de ce doctorat 
peuvent être mis au service d’un projet fédérateur répondant à ces objectifs. Dans ce cadre, il 
est intéressant de constater que de nombreuses molécules, contaminants alimentaires ou 
environnementaux, empruntent les voies des récepteurs nucléaires pour exercer leurs effets, 
parfois délétères. Cependant, nous avons vu que la plupart des recherches dans ce domaine 
étaient conduites à des doses fortes, souvent sur de courtes durées, et avec des composés 
évalués individuellement et non sous la forme de mélanges auxquels les organismes sont 
pourtant exposés. Nous avons apporté la démonstration que les outils de transcriptomique, 
associés en particulier à ceux de l’analyse statistique multidimensionnelle, peuvent détecter 
des effets liées à de faibles doses d’exposition. Il nous semble donc qu’un projet d’envergure 
peut maintenant être envisagé répondant en particulier à l’objectif d’études plus en rapport 
avec les conditions réelles d’exposition des organismes. 
 Un tel projet pourrait se concentrer initialement sur le foie qui constitue un organe 
fortement exposé aux contaminants absorbés par voie orale et joue des rôles majeurs à la fois 
dans le métabolisme de ces contaminants mais également dans le métabolisme énergétique et 
dans celui de nombreuses hormones endogènes, constituant par là un organe clef des 
phénomènes de disruption endocrinienne. L’idée centrale d’un tel projet serait de constituer, 
grâce aux outils de transcriptomique, une base de données des signatures transcriptionnelles 
de l’activation des différents récepteurs nucléaires impliqués dans la physiopathologie 
hépatique. Il existe aujourd’hui pour la plupart des récepteurs nucléaires des modèles murins 
d’invalidation et des agonistes synthétiques spécifiques et de haute affinité. Ces modèles, 
combinés à la réalisation de criblages transcriptomiques pangénomiques, peuvent permettre 
d’acquérir une somme d’information suffisante permettant de définir avec précision la 
signature d’activation des différents récepteurs. Ces informations, éventuellement combinées 
à d’autres sources d’informations provenant des bases de données ou de la bibliographie, 
peuvent être utilisées pour construire un modèle de prédiction de l’activité des récepteurs 
nucléaires, une donnée qu’il est actuellement impossible d’évaluer de manière globale in vivo, 
par exemple en utilisant une approche par PLS (Boulesteix and Strimmer, 2005). De 
nouvelles molécules d’intérêt, voire des mélanges de molécules, pourraient alors être criblés 
sur modèles murins et l’utilisation de ce modèle pourrait permettre de prédire le ou les 
récepteurs nucléaires qui sont affectés ainsi que l’ampleur de leur activation. 
 Naturellement, un tel projet ne peut être conduit qu’en collaboration avec plusieurs 
laboratoires dans le cadre d’un programme de recherches de taille conséquente, comme un 
projet européen par exemple. Un tel modèle constituerait un outil particulièrement pertinent 
pour le criblage de ligands des récepteurs nucléaires et l’évaluation vis-à-vis de ces récepteurs 
nucléaires d’un choix raisonné de composés entrants dans le cadre du programme européen 
REACH par exemple. De plus, une somme de connaissances nouvelles serait également 
acquise sur chacune des voies de signalisation étudiées (identification de nouvelles cibles des 
récepteurs nucléaires ou d’éventuelles interactions entre ces différentes voies de signalisation 
par exemple) qui pourrait alors faire l’objet de sous-projets visant à évaluer les conséquences 
fonctionnelles des modulations transcriptionnelles observées. L’utilisation d’outils visant à 
réconcilier différents niveaux d’observations (par exemple étude des corrélations entre 
données de transcriptomique et évaluations de la toxicité par la mesure de divers paramètres) 
pourrait dans ce cadre permettre de faire le lien entre une recherche cognitive sur les 
récepteurs nucléaires et une recherche appliquée visant à définir les niveaux de risque associés 
à l’exposition à diverses substances. Entre ce qui pourrait être expliqué (la variation 
d’expression d’un groupe de gènes explique tel aspect de la toxicité de la molécule par 
exemple) et ce qui ne le pourrait pas (en raison principalement des limites naturelles 
d’investigations de tout projet de recherche), le modèle pourrait petit à petit s’enrichir 
d’informations non redondantes et améliorer ainsi sa précision au fur et à mesure de 
l’acquisition de nouvelles connaissances. 
 Dans la perspective d’un tel projet, les compétences et le réseau de collaborations qui 
ont été développés dans le cadre de ce doctorat apparaissent pertinents et pourraient être mis 
au service de tels objectifs. Enfin, à titre de première étape, une preuve de concept pourrait 
être apportée en commençant de telles investigations sur modèles cellulaires, par exemple 
dans le cadre d’un projet soutenu par l’Agence Nationale de la Recherche. L’arrivée récente 
dans notre équipe de Laïla Lakhal nous a permis d’initier la mise en place de modèles 
cellulaires dans le but de réaliser des démonstrations des mécanismes impliqués dans les 
modulations géniques que nous observons. L’arrivée prochaine d’un nouveau CR2 disposant 
de compétences en biochimie et en physiologie pourrait permettre d’accroître notre capacité à 
faire le lien entre modulations transcriptionnelles et conséquences physiopathologiques. Ces 
élements constituent autant de garanties de la faisabilité d’un tel projet qui constituerait à la 
fois une excellente prolongation de ce travail de doctorat et un moyen pour l’équipe, le 
laboratoire et le pôle de toxicologie alimentaire de l’INRA d’élargir le champ de ses 
investigations et de ses collaborations. 
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ANNEXE 1 : Protocole d’utilisation des puces à ADN 
INRArray 01 
 
 Ce protocole figure tel quel dans la base de données qualité du laboratoire de 
Pharmacologie et Toxicologie (UR66) de l’INRA de Toulouse. Il est reproduit ici avec 
l’autorisation de Thierry Pineau, directeur du laboratoire. 
 
 
INRA Laboratoire de Pharmacologie – Toxicologie, UR66                      MOLE/OPERAT/019/V04               1/9 
 
Propriété du Laboratoire de Pharmacologie – Toxicologie Reproduction interdite 
 
INRA 
LABORATOIRE DE PHARMACOLOGIE – TOXICOLOGIE 
UR66 
 
 
 
 
Référence : MOLE/OPERAT/019/V04 
 
 
 
Titre : Hybridation isotopique de macropuces à ADN avec des ARN reverse-
transcrits. 
 
 
 
Objet : rétro-transcrire des populations d’ARN en ADN complémentaires (ADNc) 
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2. Objet  
 
Rétro-transcrire des populations d’ARN en ADN complémentaires (ADNc) marqués au 33P, hybrider ces 
sondes isotopiques au macro-arrangement développé à l’UR66 (INRArray®), recueillir et organiser les 
données expérimentales. 
 
3. Domaine d’application 
 
Ce mode opératoire est réservé au personnel de l’unité habilité à manipuler des produits biologiques 
isotopiquement marqués et possédant un badge personnel de contrôle.  
Chaque utilisateur doit avoir lu et doit respecter en totalité les consignes de la procédure d’utilisation de la 
zone surveillée de la pièce N° 27, dédiée à l’utilisation de radio-isotopes dont le 32P et 33P : 
MOLE/UTILIS/001/V01. 
La manipulation des échantillons contenant du 33P doit obligatoirement être effectuée dans la zone dédiée 
ou « box isotopes » (zone surveillée de la pièce 27) à l’exception de la transcription inverse, réalisée dans 
le thermocycleur 24 puits de l’équipe de pharmacologie moléculaire (geneamp PCR system 2400, pièce 
n°24) ou du thermocycleur 96 puits de l’équipe de mycotoxicologie (geneamp PCR system 2700, pièce 
n°2) 
Tout pipetage supérieur à 50µCi doit être effectué sous la hotte aspirante de la pièce 15-2. 
 
4. Diffusion 
 
Personnel de laboratoire 
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5. Matériels et consommables 
      Matériel : 
Thermocycleur Perkin Elmer Geneamp PCR system 2400 : AQM-INRA-31066-97 
Thermocycleur Perkin Elmer Geneamp PCR system 2700 : AQM-INRA-31066-194 
Flacons à hybridation PP Nalgene ref 2105.0002  
Flacons à scintillation 2ml Sarstedt ref 72.690 
Bain sec Lab Line multi-block AQM-INRA-31066-78 
Agitateur Belly Dancer Stovall AQM-INRA-31066-75 
Thermosoudeur ABgène AQM-INRA-31066-106 
Compteur béta Perkin Elmer Microbèta Trilux (pièce 15-2) 
Centrifugeuse mini spin Eppendorf AQM-INRA-31066-104, avec réducteurs en plastique 
Centrifugeuse sigma 4K15 AQM-INRA-31066-81 
Four à hybridation Appligène AQM-INRA-31066-92 
Liquide scintillant Ready Safe Beckman ref P/N158735 
Storm screen KodaK Amersham ref 63.0034.81 
Imageur au phosphore Storm 840 Molecular Dynamics AQM-INRA-31066-176 
Compteur béta MCB21 Eurisys measures AQM-INRA-31066-84 
 
Produits : 
Sperme de saumon soniqué (scheared DNA) 10mg/ml euromedex TA202SSP (20x2ml) 
dCT33P stabilisé Perkin Elmer NEG613H 
Transcriptase inverse : Superscript II Invitrogen 18064014 
dNTP set 100mM invitrogen 10297018 
Random primers 1,5mM (3µg/µl) invitrogen 48190011  
RNase OUT RNase inhibitor invitrogen 10777019 
dA60 1µMol sigma genosys 
dT25 1µMol sigma genosys + purification cartouche reverse phase cartridge 
NaCl Eurobio ref GAUNAC01-66 
NaOH Fluka ref 71692 
Citrate tri sodique, dihydraté  (C6H5O7Na32H2O) Euromedex ref 1126 
Tris HCl Euromedex ref EU0011C 
Solution de décontamination isotopique Decon90 Prolabo ref 23.280.296 
Eau sans nuclease Invitrogen ref 10977015 
 
Consommables : 
Pointes à filtre stériles Axygen (ATGC) 
Tubes 0,5ml ; 1,5ml et 2ml autoclavés 
Plaque 96 puits thermofast ABgène AB-1100 
Mini colonnes de chromatographie (« gel fitration » = exclusion-diffusion) Probequant G50 Amersham 
27-5335-01 
 
 
6. Prévention et sécurité 
Respecter les règles précisées dans : 
Procédure d´utilisation du box 32P33P : MOLE/UTILIS/001/V01. 
 
 
7. Documents attachés 
- Mode opératoire pour la préparation d’une solution de Denhardts 100X : MOLE/OPERAT/030/V01 
- Mode opératoire pour la préparation d’un litre de solution de SDS à 20% : MOLE/OPERAT/029/V01 
- Mode opératoire pour la préparation d’une solution d’EDTA à 500mM et pH=8,1 : 
MOLE/OPERAT/028/V01 
- Procédure d´utilisation du box 32P33P : MOLE/UTILIS/001/V01 
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8. Mode opératoire 
 
8.1. Préparation au préalable (par exemple la veille de l’hybridation isotopique) : 
- Vérifier l’intégrité des ARN sur gel d’agarose (dépôt 1µl/ARN, gel 1,5% agarose) ou disposer du 
résultat de leur analyse sur Bioanalyseur – Agilent (appareil disponible sur réservation à la plate forme 
« Biopuces » du Génopôle Toulouse (INSA), cassette d’analyse disponible dans l’équipe PM de l’UR66). 
Ne retenir pour une hybridation isotopique sur les macroarray, que les échantillons témoignant d’une 
intégrité de population d’ARNs, et ne donnant aucun signe de dégradation. Tous les échantillons suspects 
de dégradation seront repréparés à partir d’échantillons de tissus initiaux. 
- Effectuer les calculs pour disposer de solutions d’ARNs totaux à la concentration de 1,25µg/µl. Ne pas 
opérer ce jour les dilutions nécessaires. Cette opération doit être faite extemporanément, le jour de 
l’hybridation (voir paragraphe 8.3) afin d’épargner aux échantillons un cycle de congélation-
décongélation supplémentaire. 
- vérifier que les flacons à hybridation (polypropylène) sont identifiés, lavés et refermés aussitôt secs. 
- prévoir des pointes à filtre pour toutes les étapes du protocole. 
- préparation des membranes : 
3 Membranes déjà hybridées : s’assurer qu’elles ont été correctement déshybridées à la fin de la 
dernière utilisation (cf. § 8.13) puis conservées humides entre papier 3M et saran à 4°C. 
3 Membranes vierges : Faire une 1ere hybridation « à vide » (cf. § 8.14). 
- Préparer, identifier et installer sur portoirs : 
3 Une série de tubes 0.2ml pour la PCR (si PCR en tubes) ou une plaque 96 puits (si PCR en plaque). 
3 Une série de tubes 1.5ml et une de tubes 2ml, pour lesquels il faut séparer le bouchon du tube. Pour 
cela, couper à mi longueur la languette reliant le tube et le bouchon. Ces tubes serviront pour l’étape 
de purification sur G50. Identifier les tubes 1,5ml sur le côté et conserver les bouchons. 
3 Une série de tubes 2ml (pour l’étape d’incubation du milieu d’hybridation + ADN complémentaire 
+ oligonucléotides dA60). 
3 Une série de colonnes G50, à installer sur les tubes de 2ml sans bouchon. Numéro : sur le bouchon 
3 Les flacons à hybridation (polypropylène) identifiés pour le suivi individuel des membranes 
3 Les flacons à scintillation. Prévoir 1 flacon de plus pour mesurer la radioactivité totale ajoutée par 
tube de transcription inverse avant incorporation et 1 autre flacon pour la mesure du mélange 
réactionnel ou « mix » avant RT. Identifier les flacons sur le côté et distribuer 2ml de liquide 
scintillant par flacon. Fermer les flacons (scintillant = toxique). 
- Opérer une vérification de la qualité du dCT33P par comptage d’un aliquot dilué au 1/274 dans de l’eau : 
la source est sortie du réfrigérateur / congélateur situé dans le « box isotopes » et 2 µL sont ajoutés dans 
548 µL d’eau. Après homogénéisation, 2 µL de ce mélange aqueux sont ajoutés à 2 mL de liquide 
scintillant dans une fiole ad hoc, et le comptage est effectué (compteur Perkin Elmer, barrette 03). Cette 
vérification est opérée la veille des marquages pour détecter précocement un éventuel problème de 
synthèse du dCT33P, qui a déjà été observé. 
Le résultat attendu d’un tel comptage se situe dans une fourchette de 140 000 à 180 000 ccpm1. 
8.2. Préparation le jour de l’hybridation isotopique : 
3 Allumer bain sec à 95°C, agitateur Belly Dancer à 65°C, thermocycleur, thermo soudeur (si PCR en plaque). 
3 Décongeler : à 4°C : ARN, dT25, dA60, ADN de sperme de saumon, random primers 3µg/µl,  
dNTPmix, Spike mix* 
À température ambiante : 5X 1st strand buffer et 0.1M DTT 
À 65°C : le milieu d’hybridation. 
* : Spike mix = mélange d’étalons internes = mélange d’ARNs étalons, produits par transcription in vitro 
initialement produits par Romain et Pascal, puis synthétisés en 2005 par Alexandre et Arnaud et 
conservés à -70°C, dans des tubes verts (50µl ou violet (100µl) contenant le mélange final ou « spike 
mix ».  
Remarque : l’idéal est de travailler à 2. Le matin, l’un peut s’occuper des dilutions des ARN + amorçage 
+ marquage pendant que l’autre gère la pré-hybridation. 
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8.3. Amorçage (1ère étape de la RT) : 
Ajuster la concentration de tous les échantillons d’ARNs totaux à 1,25µg/µl. Opérer les dilutions 
nécessaires avec une eau sans nucléase. En règle générale, on opère dans l’équipe de pharmacologie 
moléculaire à partir d’un aliquot de 5 µL, isolé le jour de la préparation des ARNs, et spécifiquement 
dédié à l’hybridation sur macroarrays (afin de minimiser le nombre des congélations – décongélations). 
Préparer un « mix » d’amorçage pour un nombre de réactions égal au nombre d’échantillons + 3. 
Mix pour 1 tube : Spike mix   1µL 
dT25 4µg/µL   0,5µL 
random primers 3µg/µl 0,5µL 
Distribuer 2µL de mix par tube de PCR de 0,2ml,  
Puis ajouter 4µl d’ARNs totaux spécifiques à 1,25µg/µl dans chaque tube.  
Homogénéiser, centrifuger brièvement (pour toutes les étapes, la centrifugation des tubes de 0.2 mL 
nécessite l’usage de réducteurs de diamètre pour les trous du rotor). 
Incuber au thermocycleur choisi, 10mn à 70°C puis 10mn à 42°C puis 5mn à 4°C. 
Centrifuger pour reprendre la condensation présente sur les parois et réserver les tubes sur glace. 
A ce stade les échantillons initiaux d’ARNs ainsi que le Spike mix peuvent être recongelés. 
Durant l’amorçage (annealing) les ARN perdent leur structure secondaire, les queues polyA permettent 
l’hybridation des oligos dT25, alors que la séquence propre de l’ARN autorise l’hybridation des primers 
aléatoires qui sont majoritairement des hexamères. 
8.4. Marquage (2ème étape de la RT) : 
La préparation du « mix » de marquage pour l’ensemble des échantillons considérés nécessite la 
manipulation en un seul prélèvement d’une partie considérable de la source radioactive. Cette opération 
est réglementée. Elle sera obligatoirement opérée sous la hotte aspirante (en marche) de la paillasse de la 
zone surveillée de la pièce N° 15-2.  
Préparer sous la hotte de la pièce 15.2 un « mix » de marquage pour un nombre de réactions égal au 
nombre d’échantillons + 3. 
Mix pour 1 tube :  5X 1st strand buffer 4µL 
DTT 0.1M  2 
dNTP mix  2  20mM A,T,G, sans dCTP 
RNase OUT  1 
superscriptII  2 
dCT33P  4 
Homogénéiser ce mélange. 
Sous la hotte de la pièce 15.2, ajouter 15µL de ce mix à chacun des tubes issus de l’étape d’amorçage 8.3.  
Homogénéiser.  
Les prochaines étapes ne nécessitant pas de travailler sous la hotte de la pièce 15.2, revenir dans le « box 
isotopes » de la pièce N°27 (transport des contenants de 33P dans une boîte en métacrylate). 
Prendre soin de conserver le reste du « mix » de marquage qui vient d’être distribué.  
Incuber tous les tubes de réaction au thermocycleur 2h à 42°C puis 5mn à 4°C. 
Pendant l’incubation, opérer la vérification suivante : prélever 3µl du reste de « mix » de marquage, 
ajouter 217µl d’eau. Homogénéiser, puis prélever 2 µL de ce mélange aqueux et les ajouter à 2 mL 
de liquide scintillant dans une fiole ad hoc, et effectuer le comptage (compteur Perkin Elmer, 
barrette 03). S’il n’y a pas eu d’erreur de préparation, ce comptage doit être rigoureusement 
équivalent à celui de la veille (cf. § 8.1). 
Au terme de la transcription inverse, centrifuger les tubes (condensation). 
Durant l’incubation, le brin d’ADN complémentaire est synthétisé en incorporant le dCT33P. 
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8.5. Pré hybridation (étape à initier durant l’incubation de l’étape précédente [cf. § 8.4]) : 
3 Transférer la quantité nécessaire d’ADN de sperme de saumon en tube de 1,5ml (50 à 80 µl par 
échantillon, d’une solution mère à 10 mg/ml). Dénaturer 5mn à 95°C puis réserver sur glace. 
3 Préparer un « mix » de milieu d’hybridation additionné d’ADN de sperme de saumon pour un nombre 
d’hybridations égal au nombre d’échantillons + 1 (par échantillon : 5mL de milieu d’hybridation + 50 à 
80µl d’ADN de sperme de saumon dénaturé). Homogénéiser. 
Distribuer 4ml du « mix » milieu + ADN par flacon d’hybridation polypropylène. 
Distribuer également 1ml du « mix » milieu + ADN par tube d’une série de tubes de 2ml. Rajouter 2µl 
d’une solution de dA60 (3µg/µl) dans chacun de ces tubes de 2ml, et les maintenir à 65°C (agitateur Belly 
Dancer) sous agitation douce, durant au moins 2h. 
3 Hydrater les membranes de nylon en solution 2X SSC (température ambiante) et les transférer 
délicatement en flacon d’hybridation sans toucher à la zone des dépôts, à l’aide d’une pince à extrémités 
non perforantes. Les membranes vont adhérer à la paroi du flacon (face sans dépôt contre le plastique). 
3 Installer les flacons dans le four à hybridation, bouchon à gauche. Pré hybrider au moins 2h à 65°C 
sous agitation dans le four à hybridation. 
8.6. Lyse alcaline : 
Ouvrir les tubes issus de la transcription inverse de l’étape 8.4,  
Ajouter séquentiellement dans chaque tube, et dans l’ordre : SDS 5% 1µL 
    EDTA 0.5M 2,5µL 
    NaOH 3M 3µL 
Notez S.V.P. : pour homogénéiser, éviter les aspirations refoulements qui génèrent des bulles et 
potentiellement de nébulisats radioactifs. Préférer des mouvements rotatifs de la pointe. 
Incuber 45mn à 68°C puis 15mn à 20°C puis 5mn à 4°C. Centrifuger (condensation). 
Réserver les tubes sur glace. 
Cette étape à pour objet de procéder à la dégradation des chaînes d’ARN ayant servi de matrices à la 
transcription inverse. A son terme, seuls les brins d’ADNc conserveront leur intégrité dans le mélange 
réactionnel. 
8.7. Neutralisation : 
Ajouter 25µl de Tris HCl 1M pH 7,5 à chacun des tubes issus de l’étape précédente. Homogénéiser par 
aspirations-refoulements. 
Réserver les tubes de produits neutralisés sur glace. 
8.8. Elimination des nucléotides non incorporés : 
Préparer une colonne de chromatographie G50 par tube 
Homogénéiser le contenu de la colonne par une succession de retournements vifs, 
Casser l’ergot terminal en plastique au niveau du rétrécissement ad hoc, dévisser le bouchon et 
déposer en équilibre en tube de 2ml sans bouchon 
Laisser tomber 1 goutte (vérification d’une liberté d’écoulement) 
Centrifuger 1mn à 4500rpm (750G)  pour éliminer le tampon de stockage 
Installer sur tube de 1.5ml identifié, sans bouchon 
Retirer le bouchon à vis des colonnes 
Derrière l’écran protecteur en métacrylate, prélever le contenu de chaque tube issu de l’étape de 
neutralisation (§ 8.7), et le déposer délicatement en surface de la colonne égouttée de gel G50.  
Replacer les bouchons à vis sur les colonnes. 
Centrifuger 2mn à 4500rpm (750G). 
Eliminer (poubelle radioactivité « solide » 33P) les colonnes qui contiennent encore le dCT33P en excès, 
non incorporé aux chaînes d’ADNc.  
Ajouter 50µl d’eau pure par tube et homogénéiser délicatement. 
Réserver les tubes sur glace. 
Cette étape à pour objet de procéder à l’élimination du mélange réactionnel de tous les produits, de 
petites tailles, qui ne sont pas les ADNc radio marqués. 
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8.9. Hybridation : 
Placer sur chaque tube issu de l’étape précédente un collier en plastique coloré (étagère du 
« box isotopes ») pour éviter les ouvertures intempestives et les risques d’éclaboussures avec des 
solutions radioactives. 
Dénaturer les ADNc marqués, 5mn à 95°C (bain sec dans le « box isotopes ») puis déposer rapidement 
dans la glace. 
Ajouter le contenu de chaque tube à celui du tube correspondant en attente à 65°C (tubes de 2 mL 
contenant 1 mL de milieu d’hybridation avec ADN, issus de l’étape 8.5). 
Incuber 1h à 65°C. 
A cette étape, l’oligonucléotide dA60 s’apparie aux extrémités poly-T des ADNc, inhibant ainsi leur 
interaction ultérieure, non spécifique, avec d’éventuelles  séquences poly-A contenues dans les fragments 
d’ADN représentés sur la puce. 
Au terme de l’incubation : prélever 2µl du contenu de chaque tube pour un comptage (voir § 
suivant :8.10). 
Derrière l’écran protecteur en métacrylate, ajouter le contenu de chaque tube à celui de chacun des 
flacons d’hybridation correspondants, qui sont en préhybridation à 65°C, dans le four rotatif. 
Incuber une nuit à 65°C sous agitation dans le four à hybridation. 
8.10. Comptage :  
Déposer 2µl d’échantillon marqué par flacon de comptage + 2ml de scintillant. Ne pas laisser le cône. 
Compter (Barrette 03 au compteur Perkin Elmer). 
Après comptage, récupérer les fioles et les stocker dans la poubelle réservée à cet usage sous la paillasse 
du « box isotopes ». 
Note : le comptage est fait à titre indicatif mais n’est pas nécessaire pour la suite du protocole qui peut se 
poursuivre pendant le comptage. 
8.11. Lavages : 
Le lendemain, préchauffer le tampon de lavage à 65°C (0,1X SSC-0,1% SDS). 
Derrière l’écran protecteur, vider le contenu de chaque flacon dans l’entonnoir se déversant dans la 
poubelle « liquides » appropriée (33P).  
Faire 1 lavage rapide avec 9 mL/flacon 
 2 lavages de ½ h chacun avec 9ml (65°C, + rotation) 
 1 lavage de 1h avec 9ml (65°C, + rotation) 
Préparer une feuille de papier 3MM de dimension adéquate imbibée de 2X SSC. La déposer sur film 
saran. 
Transférer les membranes en bac contenant du 2X SSC puis les installer sur le papier 3M (face des dépôts 
en surface). 
Recouvrir de film Saran, en évitant la formation de la moindre bulle d’air entre membranes de nylon et 
film plastique, et fermer hermétiquement. 
Exposer contre un écran storm screen : 72h puis éventuellement 48h ou 24h. 
Effectuer une lecture à l’imageur Storm à la définition de 50µm. Durant cette lecture aucune opération 
simultanée avec le lecteur BioRad n’est autorisée. Le fichier source sera immédiatement sauvegardé. 
Toutes les opérations de traitement d’image (contraste, ...) seront effectuées à partir d’une copie du fichier 
source. 
8.12. Contrôles : 
A tout moment de la journée et plus particulièrement après la mise en incubation du soir et les lavages du 
lendemain, rechercher au compteur bêta (position C14) une éventuelle contamination du matériel et des 
locaux. Décontaminer au Decon 90. 
Compléter le classeur vert (inventaire sources) et le classeur violet (inventaire utilisateurs) rangés sur 
l’étagère du « box isotopes ». 
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8.13. Déshybridation : 
Transférer les membranes en 2X SSC pour éviter qu’elles ne sèchent. 
Les installer entre 2 résilles, mettre l’ensemble dans un tube ad hoc, en borosilicate à bouchon rouge, 
entreposé sur la paillasse du « box isotopes ». 
Effectuer 3 lavages successifs avec rotation : 
1h à 55°C : NaOH 0,4M (100mL / tube grand modèle)- vider 
1/2h à 55°C : tampon de neutralisation (0.1X SSC - 0.1% SDS – 0.2M tris HCl) - vider 
1h à 65°C : 0.1% SDS 1mM EDTA 
Vérifier l’efficacité de la déshybridation en exposant à nouveau les membranes 24h. 
8.14. Première hybridation de membranes neuves : 
Allumer le four à hybridation à 65°C. 
Découper, randomiser et numéroter les membranes avec un stylo bic bleu (N° en bas à droite, encoche en 
haut à gauche par exemple). 
Poser les membranes en bac contenant du 2X SSC pour les hydrater. Les installer individuellement et 
délicatement en flacons à hybridation, à l’aide d’une pince adaptée (ne pas rayer ou plier les membranes, 
ne pas toucher les spots).  
- Déposer 5ml de milieu d’hybridation + sperme de saumon par flacon. Installer les flacons dans le four et 
effectuer un bain de 1h à 65°C 
- Vider le milieu, le remplacer par 10ml de tampon de lavage (0,1X SSC, 0,1% SDS) et effectuer un bain 
de 1h à 65°C 
- Vider le tampon, le remplacer par 10ml de tampon de déshybridation (1mM EDTA, 0,1% SDS) et 
effectuer un bain de 1h à 65°C. 
Extraire les membranes des flacons, les déposer en bac + 2X SSC puis les installer sur papier 3M imbibé 
de 2X SSC. Fermer l’ensemble avec du saran, recouvrir de papier d’aluminium et conserver à 4°C. 
8.15. Tampons et milieux nécessaires : 
Milieu d’hybridation 
5X SSC, 5X denhardt, 0,5% SDS, soit en détaillé :  
NaCl 0.75M, citrate tri-sodium dihydraté (C6H5O7Na3, 2H2O) 75mM, SDS 0.5%, albumine sérique 
bovine (BSA) fraction V 1g/l, polyvinylpyrolidone (PVPL) 1g/l, ficoll 400 1g/l.  
20X SSC 250ml 
100X denhart 50ml 
20% SDS 25ml 
eppi qsp 1l 675ml 
Préparer le milieu puis le conserver à -20°C. 
20X SSC :    concentration finale : 
NaCl    175g  3M   Sigma S9625 
Citrate tri sodique, dihydraté 88g  0,3M   (C6H5O7Na32H2O) euromedex 1126 
Eau désionisée  qsp 1l 
Stockage à température ambiante 
2X SSC : 
20X SSC dilué au 1/10 : 100ml 20X SSC + 900ml eau milliQ 
0,1X SSC 0,1% SDS : 
10ml 20X SSC + 10ml SDS 20% + 1980ml eau milliQ (qsp 2l) 
0.1X SSC - 0.1% SDS – 0.2M tris HCl : 
10ml 20X SSC 
10ml SDS 20% 
400ml tris HCl 1M 
eau milliQ qsp 2l 
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0.1% SDS 1mM EDTA 
10ml SDS 20% 
4ml EDTA 500mM 
eau milliQ qsp 2l 
dNTP mix pour micropuces : 20mM dATP – 20mM dTTP – 20mM dGTP 
dATP 100mM :  60µl 
dGTP 100mM :  60µl 
dTTP 100mM :  60µl 
Eau   120µl 
NaOH 3M : 
Utiliser du matériel en verre pyrex. 
Dissoudre 120g de pastilles de NaOH dans 900ml d’eau désionisée. La réaction étant exothermique, 
attendre le retour à la température ambiante pour compléter le volume à 1l. Conserver à température 
ambiante. 
NaOH 0,4M : 
Utiliser du matériel en verre pyrex. 
Dissoudre 16g de pastilles de NaOH dans 900ml d’eau désionisée. La réaction étant exothermique, 
attendre le retour à la température ambiante pour compléter le volume à 1l. Conserver à température 
ambiante. 
Tris HCl 1M : 
Dans une éprouvette 100ml, verser 15,7g de poudre dans 90ml d’eau désionisée. Après dissolution, 
compléter le volume à 100ml et transférer en flacon en verre. Conserver à température ambiante. 
SDS 5% : 
Mélanger 10ml de SDS 20% et 30ml d’eau désionisée. Conserver à température ambiante 
dA60 :  
Hydrater à 3µg/µl avec de l’eau milliQ autoclavée. 
dT25 :  
Hydrater à 4µg/µl avec de l’eau milliQ autoclavée. 
 
  
 
 
 
 
 
 
 
 
 
 
ANNEXE 2 : Liste des clones présents sur la puce 
INRArray 01.4 
 
 
 
no Gene ID Gene Name GenBank Acc. Num. Size (bp) Locus id
1 36B4 Acidic ribosomal phosphoprotein NM_007475 1000 11837
2 Abca1 / mABC1 Mouse ATP binding-cassette A1 (ABCa1) NM_013454 1507 11303
3 Abcb11 / BSEP Bile Salt Export Pump (ABCb11) NM_021022 1185 83569
4 Abcb1a / MDR1a Multidrug resistance 1a (ABCb1a) NM_011076 390 18671
5 Abcb4 / MDR2 Multidrug resistance protein 2 (ABCb4) NM_008830 392 18670
6 Abcc1/MRP1 ATP-binding cassette, subfamily C, member 1 NM_008576 1165 17250
7 Abcc2 / cMOAT Canalicular multispecific organic anion transporter (ABCc2)/(MRP2) NM_013806 1055 12780
8 Abcc3 ATP-binding cassette, subfamily C, member 3 NM_029600 1135 76408
9 Abcc6 / MRP6 multidrug resistance-associated protein-6 (ABCc6) NM_018795 1449 27421
10 Abcd2 / ALDR Adrenoleukodystrophy-related protein (ABC D2) NM_011994 501 26874
11 Abcd3 / PMP70 Peroxisomal membrane protein 70KDa (ABC D3) NM_008991 622 19299
12 Abcg1 ATP-binding cassette, subfamily G, member 1 NM_009593 903 11307
13 Abcg2 / BCRP ATP-binding cassette, subfamily G, member 2 NM_011920 458 26357
14 Abcg4 ATP-binding cassette, subfamily G, member 4 NM_138955 1016 192663
15 Abcg5 ATP-binding cassette transporter G5 NM_031884 995 27409
16 Abcg8 ATP-binding cassette transporter G8 NM_026180 990 67470
17 Acaa1a / ThiolA Peroxisomal 3-ketoacyl-CoA thiolase A NM_130864 136 113868
18 Acaa1b / THIOL Peroxisomal 3-ketoacyl-CoA thiolase B NM_146230 1004 24157
19 Acadm / MCAD Medium chain acetyl-CoA dehydrogenase NM_007382 1095 11364
20 ACAT1 / Soat1 Acyl-CoA:cholesterol acyltransferase 1 NM_009230 1200 20652
21 ACAT2 / Soat2 Acyl-CoA:cholesterol acyltransferase 2 NM_146064 1195 223920
22 ACC1 / Acaca Acetyl-CoA carboxylase 1 NM_022193 386 60581
23 ACC2 / Acacb Acetyl-CoA carboxylase 2 NM_133904 554 100705
24 Acdc / AdipoQ adipocyte, C1Q and collagen domain containing (Acdc) / 30kDa adipocyte complement-related protein (Acrp30) / AdipoQ NM_009605 747 11450
25 ACOTH /Acot1 Cytosolic acyl-CoA thioesterase NM_012006 880 26897
26 ADSS1 Adenylosuccinate synthetase 1, muscle NM_007421 1140 11565
27 Alas1 aminolevulinic acid synthase 1 NM_020559 750 11655
28 Aldh1a1 / ALDH1 Aldehyde dehydrogenase 1 (Aldh1a1) NM_013467 1231 11668
29 Aldh3a2 / ALDH3 Microsomal class 3 aldehyde dehydrogenase NM_007437 1198 11671
30 AOX / Acox1 Acyl-CoA oxidase NM_015729 1259 11430
31 apoA-I apolipoprotein A-I NM_009692 698 11806
32 apoA-II apolipoprotein A-II NM_013474 448 11807
33 apoA-IV Apolipoprotein A-IV NM_007468 1049 11808
34 apo-AV Apolipoprotein A-V NM_080434 806 66113
35 apoB apolipoprotein B100 NM_009693 1077 238055
36 apoC-III apolipoprotein C-III NM_023114 248 11814
37 apoE apolipoprotein E NM_009696 903 11816
38 apoJ /Clu Clusterin / apoJ / testosterone-repressed prostate message 2 /complement lysis inhibitor / SP-40,40 / sulfated glycoprotein 2 NM_013492 1106 12759
39 Atf4 activating transcription factor NM_009716 972 11911
40 ATPsA / Atp5a1 ATP synthase alpha subunit NM_007505 987 11946
41 ATPsB / Atp5b ATP synthase beta subunit NM_016774 988 11947
42 BACT / Actb Beta-actine NM_007393 1000 11461
43 Bax Bcl2-associated X protein NM_007527 700 12028
44 b-catenine Mouse (clone pMCAT) beta-catenin mRNA NM_007614 501 12387
45 Bcl2 B-cell leukemia/lymphoma 2 NM_177410 706 12043
46 Bcl3 B-cell leukemia/lymphoma 3 NM_033601 1006 12051
47 BIEN / Ehhadh Enoyl-CoA hydratase/3-hydroxyacyl-CoA dehydrogenase (BIfunctional ENzyme) NM_133606 1200 171142
48 BUG Brown Unknown Gene AF247002 407 NA
49 Bzrp / PBR peripheral benzodiazepine receptor / Bzrp NM_009775 701 12257
50 C/EBPalpha Mus musculus, Similar to CCAAT/enhancer binding protein (C/EBP),alpha NM_007678 522 12606
51 C/EBPgamma Mus musculus mRNA for GPE1-BP ( C/EBP gamma) NM_009884 519 12611
52 C16SR Chimeric 16S mitochondrial RNA AF089815 1109 NA
53 C9 Complément C9 NM_013485 1161 12279
54 Casp2 caspase 2 NM_007610 1104 12366
55 Casp3 caspase 3, apoptosis related cysteine protease NM_009810 604 12367
56 Casp8 caspase 8 NM_009812 1012 12370
57 Casp9 caspase 9 NM_015733 1078 12371
58 catalase Mus musculus catalase 1 NM_009804 526 12359
59 Cbs Cystathionine beta synthase NM_012522 1187 24250
60 Ccnd1 / CyclinD1 Cyclin D1 NM_007631 785 12443
61 Ccnd3 / Cyclin D3 Cyclin D3 NM_007632 907 12445
62 Ccng1 / Cyclin G1 Cyclin G1 NM_009831 1006 12450
63 Ccnt2 a amino b carboxymuconate e semialdehyde decarboxylase / cyclin T2 NM_028399 1003 72949
64 Cd36 / FAT Fatty acid transporter / CD36 antigen NM_007643 1239 12491
65 Cdkn1a / Waf1 cyclin-dependent kinase inhibitor 1A (p21, Cdkn1a, Cip1, Waf1) NM_007669 513 12575
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66 c-fos / Fos FBJ osteosarcoma oncogene NM_010234 1055 14281
67 CHOP10 / Ddit3 Mus musculus, DNA-damage inducible transcript 3 NM_007837 523 13198
68 Cidea Cell death activator Cide-a NM_007702 654 12683
69 Cide-a Cell death-inducing DNA fragmentation factor, alpha subunit-like effector A NM_007702 566 12683
70 Cide-b Cell death-inducing DNA fragmentation factor, alpha subunit-like effector B NM_009894 1004 12684
71 CIDEC / ADISP Adipocyte specific mRNA (Fat specific gene 27) NM_178373 1143 14311
72 Cide-c / ADISP Cell death-inducing DFFA-like effector c NM_178373 610 14311
73 c-jun / Jun Mus musculus Jun oncogene (Jun), mRNA. NM_010591 526 16476
74 COX1 / Ptgs1 Prostaglandin-endoperoxide synthase 1 (cyclooxygenase 1) NM_008969 829 19224
75 COX2 / Ptgs2 Prostaglandin synthase / cyclooxygenase 2 NM_011198 452 19225
76 Cpt1a / L-CPT1 Liver Carnitine Palmitoyltransferase I NM_013495 519 12894
77 Cpt1b / M-CPT1 Muscle type carnitine palmitoyltransferase I NM_009948 1198 12895
78 CPT2 Carnitine palmitoyltransferase II NM_009949 1084 12896
79 CRABP II Cellular retinoic acid-binding protein II NM_007759 790 12904
80 CRBP I / Rbp1 Cellular retinol binding protein 1 NM_011254 571 19659
81 CRBP II / Rbp2 Cellular retinol binding protein 2 NM_009034 436 19660
82 CREB / Creb1 Cyclic AMP Element NM_133828 508 12912
83 Cyp11a1 P450scc (side chain cleavage enzyme 11a1) NM_019779 1072 13070
84 Cyp19a1 aromatase NM_007810 1045 13075
85 Cyp1a1 cytochrome P450 1a1 NM_009992 1091 13076
86 Cyp21a1 Cytochrome P450 21a1 NM_009995 994 13079
87 Cyp24 25-hydroxyvitamin D 24-hydroxylase (cytochrome P450, family 24, subfamily a, polypeptide 1) NM_009996 1036 13081
88 Cyp26 Retinoic acid 4-hydroxylase (cytochrome P450, family 26, subfamily a, polypeptide 1) NM_007811 998 13082
89 Cyp27a1 sterol 27-monooxygenase (cytochrome P450, family 27, subfamily a, polypeptide 1) NM_024264 646 301517
90 Cyp27b1 25-hydroxyvitamin D3 1alpha-hydroxylase (cytochrome P450, family 27, subfamily b, polypeptide 1) NM_010009 1001 13115
91 Cyp2a5 Cytochrome P450, 2a5 NM_007812 524 13087
92 Cyp2b10 Testosterone 16-alpha hydroxylase (cytochrome P450, family 2, subfamily b, polypeptide 10) NM_009998 1021 13088
93 Cyp2b13 Testosterone 16-alpha hydroxylase type b (cytochrome P450, family 2, subfamily b, polypeptide 13) NM_007813 1223 13089
94 Cyp2b19 skin-specific Cytochrome P450 2b19 NM_007814 756 13090
95 Cyp2c29 Microsomal aldehyde oxygenase (cytochrome P450, family 2, subfamily c, polypeptide 29) NM_007815 1608 13095
96 Cyp2c38 cytochrome P450, family 2, subfamily c, polypeptide 38 NM_010002 947 13097
97 Cyp2c40 cytochrome P450, family 2, subfamily c, polypeptide 40 NM_010004 308 13099
98 Cyp2j5 cytochrome P450, family 2, subfamily j, polypeptide 5 NM_010007 506 13109
99 Cyp3a11 Steroid inducible cytochrome P450 3a11 (cytochrome P450, family 3, subfamily a, polypeptide 11) NM_007818 1031 13112
100 Cyp4a10 Fatty acid omega-hydroxylase (cytochrome P450, family 4, subfamily a, polypeptide 10) NM_010011 1287 13117
101 Cyp4a12 cytochrome P450, 4a12 NM_172306 820 13118
102 Cyp4a14 Fatty acid omega-hydroxylase (cytochrome P450, family 4, subfamily a, polypeptide 14) NM_007822 1247 13119
103 Cyp5a1 Cytochrome P450, family 5, subfamily a, polypeptide 1 / thromboxane A synthase 1, platelet (Tbxas1) NM_011539 1003 21391
104 Cyp7a Cholesterol alpha-7-hydroxylase (cytochrome P450, family 7, subfamily a, polypeptide 1) NM_007824 1200 13122
105 Cyp7b1 cytochrome P450, family 7, subfamily b, polypeptide 1 NM_007825 935 13123
106 Cyp8b1 Sterol 12-alpha-hydrolase (cytochrome P450, family 8, subfamily b, polypeptide 1) NM_010012 1020 13124
107 cytochrome B / Cybb cox1 mus musculus mitochondrial genome: cytochromeB NM_007807 519 13058
108 cytochrome C / Cox4i1 mouse cox4 mRNA for cytochrome C oxydase subunit IV NM_009941 417 12857
109 Dbi / ACBP Acyl-CoA binding protein NM_007830 331 13167
110 Eci / Dci Enoyl-CoA isomérase NM_010023 602 13177
111 eif2g / Eif2s3y Eukaryotic translation initiation factor 2, subunit 3, structural gene Y-linked NM_012011 1197 26908
112 Elo1 / Elovl1 Elongase 1 NM_019422 1018 54325
113 Elo2 / Elovl2 Elongase 2 NM_019423 978 54326
114 Elo3 / Elovl3 Elongase 3 NM_007703 1056 12686
115 Elo4 / Elovl4 Elongase 4 NM_148941 944 83603
116 Elo5 / Elovl5 Elongase 5 NM_134255 875 68801
117 Elo6 / Elovl6 Elongase 6 NM_130450 907 170439
118 Elo7 / Elovl7 Elongase 7 NM_029001 989 74559
119 Fabp1 / L-FABP Liver fatty acid binding protein NM_017399 358 14080
120 Fabp2 / i-FABP Intestinal fatty acid binding protein NM_007980 361 14079
121 Fabp4 / ap2 Adipocyte fatty acid binding protein 4 (Fabp4) NM_024406 363 11770
122 Fabp6 / i-BABP Ileal fatty acid binding protein 6 (Bile Acid Binding Protein) NM_008375 344 16204
123 Fadd Fas (Tnfrsf6)-associated via death domain NM_010175 882 14082
124 Fads1 / Δ5 Delta 5 desaturase NM_146094 205 76267
125 Fads2 / Δ6 Delta 6 desaturase NM_019699 204 56473
126 FAS / Fasn Fatty acid synthase NM_007988 1374 14104
127 Fas / Tnfrsf6 Fas antigen / Tumor necrosis factor receptor superfamily, member 6 (Tnfrsf6) NM_007987 865 14102
128 Fas-L Fas-ligand / Tumor necrosis factor (ligand) superfamily, member 6 (Tnfsf6) NM_010177 804 14103
129 Fbp1 Fructose 1,6-biphosphatase 1 (Liver) NM_019395 351 14121
130 Fbp2 Fructose 1,6-biphosphatase 1 (Muscle) NM_007994 350 14120
131 FDFT / Fdft1 Farnesyl-diphosphate farnesyl transferase I (squalene synthase) NM_010191 952 14137
132 Fhl2 Four and a half LIM domains 2 NM_010212 876 14200
133 FIAF / Angptl4 Fasting Induced Adipose Factor NM_020581 1173 57875
134 Fibgpp / Fgg Fibrinogen gamma polypeptide NM_133862 1079 99571
135 FoxC2 M.musculus MFH-1 gene NM_013519 575 14234
136 FPPS / Fdps Farnesyl diphosphate Synthase NM_134469 1033 83791
137 G6Pase / G6pc Glucose-6-phosphatase NM_008061 1005 14377
138 G6PDH / G6pdx Glucose-6-phosphate dehydrogenase NM_008062 1289 14381
139 GA3PDH / Gapdh Glyceraldehyde 3 Phosphate Deshydrogenase NM_008084 560 14433
140 GCSH / Gclc g-glutamylcysteine synthetase, heavy chain (= glutamate-cysteine ligase catalytic subunit) NM_010295 1116 14629
141 GCSL / Gclm g-glutamylcysteine synthetase, light chain (= glutamate-cysteine ligase modifier subunit) NM_008129 854 14630
142 GK / Gck Glucokinase NM_010292 1195 103988
143 Got1 / ASAT Aspartate Amino-Transférase NM_010324 881 14718
144 Gpt1 / ALAT Alanine Amino-Transférase NM_182805 883 76282
145 GS / Gys1 Glycogen synthase 1, muscle NM_030678 1223 14936
146 GSS glutathione synthetase NM_008180 1169 14854
147 GSTa3 Glutathione S-transferase, alpha 3 NM_010356 819 14859
148 GSTm1 Glutathione S-transferase, mu 1/Glutathione S-transferase classe mu NM_010358 993 14862
149 GSTp1 Glutathione S-transferase, pi 2 NM_013541 710 14870
150 GSTt1 glutathione S-transferase, theta 1 NM_008185 423 14871
151 GSTt2 glutathione S-transferase, theta 2 NM_010361 504 14872
152 GSTt3 glutathione S-transferase, theta 3 NM_133994 451 103140
153 Gulo Gulonolactone L-oxidase NM_178747 1084 268756
154 Hadha / Tpa Mitochondrial trifunctional protein, alpha-subunit NM_178878 1189 170670
155 Hadhb / Tpb Mitochondrial trifunctional protein, beta-subunit NM_145558 1200 171155
156 Hamp2 Hepcidin antimicrobial peptide 2 NM_183257 364 66438
157 Hmgcr / HMGCoAred 3-hydroxy 3-methylglutaryl-CoA reductase NM_008255 974 15357
158 Hmgcs1 / cHMGCoAS Cytosolic 3-hydroxy 3-methylglutaryl-CoA synthase NM_017268 1019 29637
159 Hmgcs2 / mHMGCoAS Mitochondrial 3-hydroxy 3-methylglutaryl-CoA synthase NM_173094 1089 24450
160 Hmox1 heme oxygenase (decycling) 1 NM_010442 865 15368
161 Hoxa1 Homeobox A1 NM_010449 625 15394
162 Hoxb1 Homeobox B1 NM_008266 416 15407
163 HPNCL / Phyh2 2-hydroxyphytanoyl-CoA lyase NM_019975 1188 56794
164 Hsd11b1 hydroxysteroid dehydrogenase 11b1 NM_008288 536 15483
165 Hsd17b4 hydroxysteroid dehydrogenase 17b4 NM_008292 1133 15488
166 Hsd3b1 hydroxysteroid dehydrogenase-1, delta<5>-3-beta NM_008293 351 15492
167 Hsd3b2 hydroxysteroid dehydrogenase-2, delta<5>-3-beta NM_153193 740 15493
168 Hsd3b4 hydroxysteroid dehydrogenase  3b4 NM_008294 381 15495
169 id2 / hlhid2 inhibitor of DNA binding 2 / helix-loop-helix protein id2 NM_010496 471 15902
170 Ikbkg Mus musculus NF-kB essential modulator mRNA, complete cds NM_010547 501 16151
171 IL2 Interleukin 2 NM_008366 489 16183
172 IL6 interleukin 6 NM_031168 651 16193
173 i-NOS / Nos2 Inducible nitric oxide synthase 2 NM_010927 1199 18126
174 Insig1 Insulin-induced gene 1 NM_153526 1146 231070
175 Insig2 Insulin-induced gene 2 NM_133748 1057 72999
176 Jak3 / Insl3 Janus Kinase 3 / insulin-like hormone 3 NM_013564 405 16336
177 LCE / Es1 Liver carboxylesterase (esterase 1) NM_007954 1223 13884
178 LDLr Low density lipoprotein receptor NM_010700 1208 16835
179 LEF1 Lymphoid Enhancer binding Factor 1 NM_010703 510 16842
180 Lep / ob Leptin NM_008493 477 16846
181 LH / Lipc Hepatic Lipase NM_008280 985 15450
182 Lpin1 Lipin 1 NM_172950 1017 14245
183 Lpin2 Lipin 2 NM_022882 1050 64898
184 Lpin3 Lipin 3 NM_022883 961 64899
185 LPK / Pklr L-type pyruvate kinase NM_013631 1194 18770
186 LPL Lipoprotein Lipase NM_008509 867 16956
187 Lrp1 / AM2R Alpha-2-macroglobulin receptor (Low density lipoprotein receptor-related protein 1 -Lrp1-) NM_008512 1151 16971
188 Ltf Lactotransferrin NM_008522 812 17002
189 Ly6d / THB Thymocyte B cell antigen (Lymphocyte antigen 6 complex, locus D) NM_010742 356 17068
190 Mdm2 Transformed mouse 3T3 cell double minute 2 NM_010786 1016 17246
191 MS /Mtr Methionine synthase NM_030864 1203 81522
192 MTHFR 5,10-methylenetetrahydrofolate reductase NM_010840 1181 17769
193 MUP2 Major Urinary Protein 2 NM_008647 717 17841
194 NcoA1 / Src1 Steroid Receptor Coactivator NM_010881 502 17977
195 Ndufb9 Mus musculus NADH dehydrogenase (ubiquinone) 1 beta subcomplex, 9 NM_023172   653 66218
196 Nr0b1 / DAX-1 nuclear receptor subfamily 0, group B, member 1 NM_007430 1022 11614
197 Nr0b2 / SHP1 Small Heterodimer Partner-1 (Nr0b2) NM_011850 734 23957
198 Nr1a1 / TRa Thyroid hormone receptor alpha (Nr1a1) NM_178060 998 21833
199 Nr1a2 / TRb Thyroid hormone receptor beta (Nr1a2) NM_009380 1013 21834
200 Nr1b1 / RARa Retinoic acid receptor alpha (Nr1b1) NM_009024 1201 19401
201 Nr1b2 / RARb2 Retinoic acid receptor beta 2 (Nr1b2) NM_011243 1222 218772
202 Nr1b3 / RARg1 Retinoic acid receptor gamma 1 NM_011244 1552 19411
203 Nr1c1 / PPARa Peroxisome proliferator-activated receptor alpha (Nr1c1) NM_011144 1211 19013
204 NR1c1 / PPARalpha Peroxisome Prolifarator Activated Receptor alpha NM_011144 513 19013
205 Nr1c2 / PPARd Peroxisome proliferator-activated receptor delta (Nr1c2) NM_011145 1194 19015
206 Nr1c3 / PPARg Peroxisome proliferator-activated receptor gamma (Nr1c3) NM_011146 1187 19016
207 Nr1h2 / LXRb Liver-enriched X receptor beta (Nr1h2) NM_009473 1147 22260
208 Nr1h3 / LXRa Liver-enriched X receptor alpha (Nr1h3) NM_013839 1070 22259
209 Nr1h4 / FXR Farnesoid X receptor (Nr1h4) NM_009108 983 20186
210 Nr1i1 / VDR Vitamin D receptor (Nr1i1) NM_009504 1007 22337
211 Nr1i2 / PXR Pregnane X receptor (Nr1i2) NM_010936 924 18171
212 Nr1i3 / CAR1 Constitutive androstane receptor beta (Nr1i3) NM_009803 918 12355
213 Nr2b1 / RXRa Retinoid X receptor alpha (Nr2b1) NM_011305 1178 20181
214 Nr2b2 / RXRb2 Retinoid X receptor beta (Nr2b2) NM_011306 974 20182
215 Nr2b3 / RXRg1 Retinoid X receptor gamma (Nr2b3) NM_009107 1211 20183
216 Nr3a1 / Esr1 estrogen receptor 1 / estrogen receptor alpha NM_007956 1084 13982
217 Nr3a2 / Esr2 estrogen receptor 2 / estrogen receptor beta NM_010157 977 13983
218 Nr3c4 / AR Androgen receptor NM_013476 975 11835
219 Nr4a1 / NGFiB Nerve growth factor-induced gene B (Nr4a1) NM_010444 1002 15370
220 Nr4a2 / NURR1 Nuclear receptor-related factor 1 (Nr4a2) NM_013613 1099 18227
221 Nr5a1 / SF-1 nuclear receptor subfamily 5, group A, member 1 / Steroidogenic factor 1 (SF-1) NM_139051 1078 26423
222 Nr5a2 /LRH-1 nuclear receptor subfamily 5, group A, member 2 / LRH-1 NM_030676 661 26424
223 oatp1 / Slco1a1 solute carrier organic anion transporter family, member 1a5 (Slco1a1) NM_013797 616 28248
224 oatp2 / Slco1a4 solute carrier organic anion transporter family, member 1a4 (Slco1a4) NM_030687 913 28250
225 oatp5 / Slco1a6 solute carrier organic anion transporter family, member 1a6 (Slco1a6) NM_023718 460 28254
226 Oaz1 ornithine decarboxylase antizyme 1 NM_008753 627 18245
227 Oaz2 ornithine decarboxylase antizyme 2 NM_010952 1038 18247
228 OPN Osteopontin NM_009263 991 20750
229 Oxt Oxytocin NM_011025 353 18429
230 p53 / Trp53 Mouse p53 cellular tumor antigen, mRNA NM_011640 509 22059
231 PAL / Akp2 Liver alkaline phosphatase 2 NM_007431 1325 11647
232 PAPSS1 3'-phosphoadenosine 5'-phosphosulfate synthase 1 NM_011863 803 23971
233 PAPSS2 3'-phosphoadenosine 5'-phosphosulfate synthase 2 NM_011864 656 23972
234 Pbsn Probasin NM_017471 490 54192
235 PCNA proliferating cell nuclear antigen NM_011045 921 18538
236 PDK4 Pyruvate dehydrogenase kinase, isoenzyme 4 NM_013743 1246 27273
237 PECI Peroxisomal delta3, delta2-enoyl-CoA isomerase NM_011868 1181 23986
238 PEPCK / Pck1 cytosolic phosphoenolpyruvate carboxykinase NM_011044 1024 18534
239 PEPCK1 Phosphoenolpyruvate Carboxykinase NM_011044 523 18534
240 Pex11a Peroxisomal biogenesis factor 11a NM_011068 738 18631
241 PGC-1a / Ppargc1a Peroxisome Prolifarator Activated Receptor Coactivator 1a NM_008904 505 19017
242 PGC-1b / Ppargc1b Peroxisome Prolifarator Activated Receptor Coactivator 1b NM_133249 545 170826
243 Pias1 Protein inhibitor of activated STAT 1 NM_019663 1098 56469
244 PLB Phospholipase B1 NM_001081407 1056 665270
245 PLTP Phospholipid transfer protein NM_011125 1000 18830
246 PMDCI / Ech1 Peroxisomal/mitochondrial dienoyl-CoA isomerase NM_016772 1017 51798
247 Pomc1 / POMC Pro-opiomelanocortin-alpha NM_008895 667 18976
248 Pon1 / PON Paraoxonase 1 NM_011134 1005 18979
249 Ptpn13 protein tyrosine phosphatase, non-receptor type 13 NM_011204 1073 19249
250 Rb1 / Rb Retinoblastome tumor suppressor NM_009029 517 19645
251 Retn resistin NM_022984 510 57264
252 Ripk1 receptor (TNFRSF)-interacting serine-threonine kinase1 (Ripk1), NM_009068 1075 19766
253 S14 / Thrsp Spot 14 NM_009381 330 21835
254 Sat1 spermidine/spermine N1-acetyl transferase 1 NM_009121 449 20229
255 Scap SREBP cleavage activating protein NM_001001144 1070 235623
256 SCD1 delta 9 desaturase (stearoyl-CoA desaturase) NM_009127 1068 20249
257 SCP-2 / SCPx sterol carrier protein-2 / sterol carrier protein X NM_011327 717 20280
258 Serpina3k Mus musculus serine (or cysteine) proteinase inhibitor, clade A, member 3K NM_011458 1113 20714
259 Slc10a1 / Ntcp Na/taurocholate cotransporting polypeptide-1 (solute carrier family 10, member 1) NM_011387 1003 20493
260 Slc10a2 / i-BAT Ileal Na-dependent Bile Acid Transporter (solute carrier family 10, member 2) NM_011388 560 20494
261 Slc22a5 / OCTN2 Organic cation/carnitine transporter (solute carrier family 22, member 5) NM_011396 255 20520
262 Slc25a20 / CACP Mitochondrial carnitine/acylcarnitine translocase NM_020520 801 57279
263 Slc27a1 Solute Carrier Family 27, member 1 / Fatty acid transporter 1 (FATP1) NM_011977 900 26457
264 Slc27a3 Solute Carrier Family 27, member 3 / Fatty acid transporter 3 (FATP3) NM_011988 898 26568
265 Slc27a4 Solute Carrier Family 27, member 4 / Fatty acid transporter 4 (FATP4) NM_011989 1048 26569
266 Slc27a5 Solute Carrier Family 27, member 5 / Fatty acid transporter 5 (FATP5) NM_009512 1086 26459
267 Slc27a6 Solute Carrier Family 27, member 6 / Fatty acid transporter 6 (FATP6) XM_128932 939 225579
268 Slc2a2 / Glut2 Glucose Transporter 2 (solute carrier family 2 -facilitated glucose transporter-, member 2: Slc2a2) NM_031197 990 20526
269 Slc2a4 / Glut4 Mus musculus solute carrier family 2 (facilitated glucose transporter), member 4 (Slc2a4), mRNA NM_009204 510 20528
270 Sod2 / MnSOD SuperOxide Dismutase NM_013671 527 20656
271 SPI1 / Serpina1a Serine (or cysteine) proteinase inhibitor 1, clade A, member 1a NM_009243 1038 20700
272 SR-BI / Scarb1 Scavenger Receptor, class B, member 1 NM_016741 1195 20778
273 Srd5a2 steroid 5 alpha-reductase 2 NM_053188 408 94224
274 SREBP1 / Srebf1 Sterol Response Element Binding Protein NM_011480 535 20787
275 SREBP2 / Srebf2 Sterol Regulatory Element Binding Protein 2 NM_033218 1149 20788
276 St3gal4 / SIAT4c Alpha-2,3-sialyltransferase/ Sialyltransferase 4C (beta-galactoside alpha-2,3-sialyltrasferase) NM_009178 982 20443
277 StAR Steroidogenic Acute Regulatory protein NM_011485 876 20845
278 Stat5b Mammary gland factor NM_011489 533 20851
279 Sult1b1 Sulfotransferase family 1B, member 1 NM_019878 735 56362
280 Sult1d1/Sultn sulfotransferase family 1D, member 1 (Sult1d1) NM_016771 702 53315
281 Sult2a2 Sulfotransferase family 2A, dehydroepiandrosterone (DHEA)-preferring, member 1 (Sult2a2) NM_009286 451 20865
282 Tnfrsf14 tumor necrosis factor receptor superfamily, member 14 (herpesvirus entry mediator) NM_178931 504 230979
283 Trf Transferrin NM_133977 620 22041
284 Ucp1 Uncoupled Protein 1 NM_009463 547 22227
285 Ucp2 Uncoupling protein 2 NM_011671 886 22228
286 Ucp3 Uncoupling protein 3 NM_009464 796 22229
287 UGT1a1 UDP glycosyl transferase 1 family, member 1 NM_201645 872 22236
288 UGT1a10 UDP-glucuronosyltransferase 1 family, member 10 NM_201642 385 394432
289 UGT1a2 UDP-glucuronosyltransferase 1 family, member 2 NM_013701 531 22236
290 UGT1a5 UDP-glucuronosyltransferase 1 family, member 5 NM_201643 472 394433
291 UGT1a9 UDP glycosyl transferase 1 family polypepyide A9 NM_201410 874 394435
292 UGT2b5 UDP-glucuronosyltransferase 2 family, member 5 NM_009467 459 22238
293 Vanin1 / Vnn1 Vanin-1 NM_011704 1027 22361
294 VLDLr Very low density lipoprotein receptor NM_013703 1202 22359
295 Wnt10B Mus musculus wnt-10B mRNA, complete cds NM_011718 511 22410
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Abstract
Biological data produced by high throughput technologies are becoming more and more abundant
and are arousing many statistical problems. This paper addresses one of them when gene expression
data are jointly observed with other variables with the purpose of highlighting significant relationships
between gene expression and these other variables. The relevant statistical method to explore these
relationships is Canonical Correlation Analysis (CCA). Unfortunately, in the context of postgenomic
data, the number of variables (gene expressions) is usually greater than the number of units (samples)
and CCA cannot be directly performed: a regularized version is required. In this paper, we propose
adapted graphical displays issued from a Regularized CCA (RCCA) that is applied on data sets com-
ing from two different fields and whose interpretation leads to relevant new hypothesis. The first data
set come from a pharmacogenomic study: we identified new ABC transporter candidate substrates
which relevancy is illustrated by the concomitant identification of several known substrates. The
second one was acquired during a nutrigenomic study: we generated interesting hypothesis on the
transcription factor pathways potentially linking hepatic fatty acids and gene expression.
Keywords: canonical correlation analysis, regularization, cross-validation, gene expression data,
high throughput biology.
1 Introduction
During the last decade, many statistical methods have been considered to analyse the large quantity
of biological data produced by microarray technology (see, for instance: Parmigiani and others, 2003;
Speed, 2003; Baccini and others, 2005). More recently, some examples of gene expression data jointly
observed with other variables (measuring phenotypes, pharmacological activities...) arose. In the context
of systems biology, the purpose of such experiments is to highlight significant relationships between gene
expression and other variables. The aim of this paper is to build graphical diplays adapted to a regularized
version of Canonical Correlation Analysis (CCA) in order to analyse such data sets in which the number
of variables is greater than the number of units. The relevancy of the results produced by this method is
assessed by way of biological and chemical considerations.
The two experiments considered here are examples of joint analysis of gene expression data with
another set of variables. The first one comes from a pharmacogenomic study already analysed in Szaka´cs
and others (2004): expression profiles of the 48 human ABC transporters and 1429 potential anti-cancer
drugs efficacity were jointly observed on the NCI-60 cancer cells lines. Using RCCA, we identified new
ABC transporter candidate substrates which relevancy is illustrated by the concomitant identification
of several known substrates. The second data set comes from a nutrigenomic experiment described in
Martin and others (2007), in which expressions of 120 genes and percentages of 21 hepatic fatty acids are
simultaneously observed on a sample of 40 mice. Note that it is the latter example which has motivated
the development of the statistical methodology presented in this paper. Using RCCA, we generated
interesting hypothesis on the transcription factor pathways potentially linking hepatic fatty acids and
gene expression.
Two kinds of multidimensional statistical methods can be considered to jointly analyse two sets of
variables: Partial Least Squares (PLS) Regression, when the objective is to explain variables in one set
aTo whom correpondance should be addressed, alain.baccini@math.ups-tlse.fr.
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by way of variables in the other one (Martens and Naes, 1989; Frank and Friedman, 1993); CCA, when
the objective is to explore correlations between two sets of variables which play strictly symmetric roles
in the analysis (Mardia and others, 1979; Gittins, 1985). PLS Regression has already been used for
analysing microarray data (Nguyen & Rocke, 2002; Boulesteix, 2004; Brilli and others, 2007) and an R
package is described in Mevik and Wehrens (2007). In the two examples considered in this paper, the
roles of the two sets of variables were symmetric. Thus, CCA appeared as the most relevant statistical
method to analyse their correlations. Moreover, the graphical representations produced by CCA are truly
meaningful for biologists.
CCA is an old statistical method first defined by Hotelling (1936), but unused until the sixties for
obvious computational reasons. It has known a short renewal of interest around 1960 (Anderson, 1958;
Morrison, 1967) with the expansion of computers. However, CCA has never known the success of other
multivariate exploratory methods such as Principal Components Analysis (PCA), correspondence analysis
or clustering. The reasons for this lack of success were probably of two kinds: firstly the small number of
examples corresponding to the context of CCA, secondly some difficulties to perform the method and to
accurately interpret its results; for this last aspect, see ter Braak (1990). We believe that CCA will be
more and more used in the future because of the increasing production of data on which CCA will apply, in
particular with microarray screening, and also because of the development of suitable statistical packages
easy to use for performing and interpreting CCA (for example, the CCA package on the Comprehensive
R Archive Network available at cran.r-project.org, see Gonza´lez, De´jean, Martin and Baccini, CCA:
an R package to extend canonical correlation analysis, submitted).
From a mathematical point of view, CCA needs, as regression or linear discriminant analysis, the
computation of the inverse of a matrix (more precisely, the inverse of two matrices for CCA). A necessary
condition for these matrices to be regular is that n > p, if p denotes the number of considered variables
and n the number of experimental units. Unfortunately, in a microarray data set, the number of variables
(gene expressions) is usually greater than the number of units (samples) and the corresponding matrix is
singular. Note that similar situations can be found in other fields, for instance chemometrics, with recent
developments in spectrometry (Mullen and van Stokkum, 2007). A solution for overcoming this problem
is to introduce a regularization step in data processing and to perform a regularized CCA.
The first article in statistics including the idea of regularization (but not the word) is the well known
paper by Hoerl and Kennard (1970) defining ridge regression (actually, the concept was first introduced
by Tihonov; see, for instance, Tihonov, 1963). The first one defining a so called regularized method
is probably the paper by Friedman (1989) defining regularized discriminant analysis. This method was
recently applied by Guo and others (2007) in the context of microarray data. More generaly, reviews
concerning regularization in statistics can be found in Hastie and others (1995) and in Bickel and Li
(2006). Regularized CCA is mentioned in the former (not in the latter), but it is not developed as
an applicable method; in particular, CCA is not seen as a generalization of discriminant analysis, that
it actually is. In the context of CCA, the idea of regularization was first proposed by Vinod (1976),
then developed by Leurgans and others (1993); it is also considered in Ramsay and Silverman (2005).
However, no statistical software nor application in the context of high throuput biology were available
until recently (Gonza´lez, De´jean, Martin and Baccini, CCA: an R package to extend canonical correlation
analysis, submitted). Other developments of CCA such as kernel CCA (Yamanishi and others, 2004) are
not considered here.
In section 2 of the article, the principle of classical CCA is recalled and the associated plots are
detailed. Regularized Canonical Correlation Analysis (RCCA) is developed in section 3 with a focus
on the estimation of regularization parameters through a cross-validation procedure. The two above
mentioned examples are then analysed using RCCA in section 4. In order to highlight the relevancy of
the results provided by RCCA biological and chemical considerations complete the interpretation of the
statistical analysis. Finally, the last section is devoted to a short discussion.
2 Canonical Correlation Analysis (CCA)
The general objective of CCA is to explore linear relationships between two sets of quantitative
variables observed on the same experimental units. This is achieved by finding the largest correlation
between a linear combination of the variables in the first set and a linear combination of the variables in
the second set.
2
2.1 Notation
Let us consider two matrices X and Y of order n× p and n× q respectively. The columns of X and
Y correspond to variables and the rows correspond to experimental units. The jth column of the matrix
X is denoted by Xj , likewise the kth column of Y is denoted by Y k. Without loss of generality it will be
assumed that the columns of X and Y are centered and of unit variance. Moreover, it is assumed that
p ≤ q (in other words, the group which contains the least variables is denoted by X). We denote by S
XX
and S
YY
the sample correlation matrices for variable sets X and Y respectively, and by S
XY
= S′
YX
the
sample cross-correlation matrix between X and Y . The notation A′ means the transpose of a vector or
a matrix A and Ir the identity matrix of order r.
2.2 Principle of the classical CCA
Classical CCA assumes that p ≤ n, q ≤ n and that matrices X and Y are of full column rank p and q
respectively. In the following, the principle of CCA is presented as a problem solved through an iterative
algorithm.
The first stage of CCA consists in finding two vectors a1 = (a11, . . . , a
1
p)
′ and b1 = (b11, . . . , b
1
q)
′ that
maximize the correlation between the linear combinations
U1 = Xa1 = a11X
1 + a12X
2 + · · ·+ a1pXp
and
V 1 = Y b1 = b11Y
1 + b12Y
2 + · · ·+ b1qY q ,
assuming that vectors a1 and b1 are normalized so that var(U1) = var(V 1) = 1 .
In other words, the problem consists in solving
ρ1 = cor(U1, V 1) = max
a,b
cor(Xa, Y b) ,
subject to the constraint var(Xa) = var(Y b) = 1 .
The resulting variables U1 and V 1 are called the first canonical variates and ρ1 is known as the first
canonical correlation.
Higher order canonical variates and canonical correlations can be found as a stepwise problem.
For s = 1, . . . , p, we can find positive correlations ρ1 ≥ ρ2 ≥ · · · ≥ ρp with corresponding vectors
(a1, b1), . . . , (ap, bp), successively by maximizing
ρs = cor(Us, V s) = max
as,bs
cor(Xas, Y bs) subject to var(Xas) = var(Y bs) = 1 ,
under the additional restriction cor(Us, U t) = cor(V s, V t) = 0 for 1 ≤ t < s ≤ p .
From a geometrical point of view, let us define P
X
= X(X ′X)−1X ′ =
1
n
XS−1
XX
X ′ and P
Y
=
Y (Y ′Y )−1Y ′ =
1
n
Y S−1
YY
Y ′ the orthogonal projectors onto the linear spans of the columns of X and
Y respectively. It is well known that (Mardia and others, 1979):
• canonical correlations ρs are the positive square roots of the eigenvalues λs of PXPY (which are
the same as those of P
Y
P
X
): ρs =
√
λs;
• vectors U1, . . . , Up are the standardized eigenvectors corresponding to the decreasing eigenvalues
λ1 ≥ · · · ≥ λp of PXPY ;
• vectors V 1, . . . , V p are the standardized eigenvectors corresponding to the same decreasing eigen-
values of P
Y
P
X
.
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2.3 Graphical representations
As in PCA, two kinds of graphical representations can be displayed to visualize the results of CCA:
scatter plots for the initial variables Xj and Y k and scatter plots for experimental units. If d (1 ≤ d ≤ p)
is the selected dimension for the results of CCA (see below for the choice of d), graphical representations
can be drawn for every pair (s, t) of axes such that 1 ≤ s < t ≤ d. For a given pair (s, t), variables plots
and units plots can be considered with respect either to Us and U t or to V s and V t. If the canonical
correlations are close to one, then the graphical representations on the axes defined by (Us, U t) and
(V s, V t) are similar. In the sequel of this article, graphical representation are described with respect to
Us and U t.
Representations of variables
The variables plot is of interest because it allows to discern the structure of correlation between the
two sets of variables X and Y . Coordinates of variables Xj and Y k on the axis defined by Us are Pearson
correlation coefficients between these variables and Us. As variables Xj and Y k are assumed to be of unit
variance, their projections onto the plane defined by (Us, U t) are inside a circle of radius 1 centered at
the origin, called the correlation circle as in PCA. On this graphic, we suggest to plot two circumferences
corresponding to the radius 0.5 and 1 to reveal the most salient patterns in the ring defined between
these two circumferences. Variables with a strong relation are projected in the same direction from the
origin. The greater the distance from the origin the stronger the relation. The interpretation is similar
to the one of “correlation loadings” plot provided by the pls package in the context of PLS regression
(Mevik and Wehrens, 2007).
Representation of units
In some cases, the graphical representation of units can be useful to complete the interpretation of
correlations between variables. The coordinate of the ith unit on the axis defined by Us is Usi (the i
th
coordinate of the sth canonical variate).
The relationships between the two plots (variables and units) drawn on the matching axes can reveal
interesting associations between variables and units.
Choosing the dimension
Like in PCA, it is advocated to choose a small value for dimension d (1 ≤ d ≤ p). In practice, this
value is very often 2, 3 or 4. Note that small canonical correlations are not relevant: they do not express
linear relationships between columns of variables X and Y and can be neglected.
For great values of p, we suggest an empirical approach for choosing the dimension based on the joint
examination of two graphical representations: the scree graph of canonical correlation and the scatter
plots of variables. The scree graph is the plot of canonical correlations versus the dimension; a clear gap
between two successive values suggest to select for d the rank of the greatest one. On the other hand, for
the first values of s (1 ≤ s ≤ p), we consider the scatter plot of variables according to axes (Us, Us+1)
and we neglect axes s such that almost all points representing variables Xj and Y k are within the circle
of radius 0.5 (that is almost all correlations between variables Xj or Y k and canonical variates Us are
less than 0.5).
2.4 Evaluating relevance
In order to find canonical correlations and canonical variates, we need to compute the inverses of
matrices S
XX
and S
YY
. However, when the number p of columns of the matrix X is greater than the
number n of available units, the sample correlation matrix S
XX
is singular. Similarly, S
YY
is singular
as soon as q > n. Moreover, even if p ≤ n, when some variables Xj are highly correlated, S
XX
tends
to be ill-conditioned and its inverse unreliable, and likewise for S
YY
(Friedman, 1989; Hastie and others,
1995). This phenomenon also occurs when ratio p/n (or q/n) is less than one but not negligible. For
these reasons, a standard condition to perform CCA is that n > p+ q (under reasonable conditions, the
sample correlation matrix of the concatenated variables [X,Y ] is non-singular; see Eaton and Perlman,
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1973). Since in gene expression data p + q is often greater than n, classical CCA cannot be directly
performed and some form of ridge-type regularization must be considered.
2.5 Why is regularization essential?
We addressed this question through a simulated example. We have simulated n units Zi = [Xi Yi]
distributed according to a (p+q)-dimensional normal distribution with zero mean and correlation matrix
Σ
Z
defined by
Σ
Z
=
 ΣXX ΣXY
Σ
YX
Σ
YY

where Σ
XX
= Ip, ΣYY = Iq and Σ
′
YX
= Σ
XY
= [Dp 0p,q−p], with Dp = diag(0.9, 0.7, 0, . . . , 0), of
order p × p, and 0p,q−p is the null matrix of order p × (q − p). Then the variables X1 and Y 1 have a
strong relationship on the first dimension and X2 and Y 2 on the second one. The theoretical canonical
correlations for X and Y are ρ1 = 0.9, ρ2 = 0.7 and ρ3 = · · · = ρp = 0.
The simulation was performed for n = 50, p = 10 and q = 10, 25, 39. The Figure 1 shows the
results obtained by CCA in each case. We can see that when n/(p+ q) is close to one the first canonical
correlations tend to one and the true linear relationship between X and Y is lost. This example highlights
that when n is small compared to p and q with n > p + q, first dimensions in CCA are not determined
by the true underlying linear relationship between X and Y .
3 Regularized CCA (RCCA)
3.1 General principle
The principle of ridge regression (Hoerl and Kennard, 1970) were extended to CCA by Vinod (1976),
then by Leurgans and others (1993). This principle involves regularization of the correlation matrices by
adding a multiple of the corresponding identity matrix. In other words, let us consider
S
XX
(λ1) = SXX + λ1Ip
and
S
YY
(λ2) = SYY + λ2Iq ,
where λ1 and λ2 are non-negative numbers such as SXX (λ1) and SYY (λ2) are regular matrices. Regu-
larized CCA consists in performing classical CCA substituting S
XX
and S
YY
respectively with S
XX
(λ1)
and S
YY
(λ2).
This step implies to deal with the core problem of tuning the regularization parameters λ1 and λ2 .
3.2 Tuning parameters by M-fold cross-validation
We propose to extend the leave-one-out procedure suggested by Leurgans and others (1993) and to
select regularization parameters λ1 and λ2 by M -fold cross-validation (2 ≤M ≤ n).
Let us denote λ = (λ1, λ2) and consider I : {1, . . . , i, . . . , n} 7→ {1, . . . ,M}, an indexing function
that indicates the set Im to which unit i is allocated by randomization; sets Im = {i : I(i) = m,
m = 1, . . . ,M} are roughly equal-sized. Let us denote XIm= {Xi : i ∈ Im} and YIm= {Yi : i ∈ Im} (see
Fig. 2 for a schematic representation). For a given value of λ, let us denote by ρ(−Im)λ the first canonical
correlation of CCA computed from the sample with data XIm and YIm removed.
Let a(−Im)λ and b
(−Im)
λ be the corresponding vectors defining the first canonical variates. We do
this for m = 1, . . . ,M and obtain M pairs of vectors
(
a
(−I1)
λ , b
(−I1)
λ
)
, . . . ,
(
a
(−IM )
λ , b
(−IM )
λ
)
. The M -fold
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Figure 1: Effect of the ratio n/(p + q) on the scree graph and variables plots. The panels (a-b), (c-d)
and (e-f) correspond to ratio 50/20, 50/35 and 50/49 respectively. X and Y variables are represented
respectively as points and triangles.
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Figure 2: Schematic representation of the M -fold splitting in both data sets. (a) The units indexes are
allocated by randomization in the sets I1, . . . , IM . (b) Units in X and Y are reordered and regrouped
according to I1, . . . , IM
cross-validation score for λ = (λ1, λ2) is then defined by
CV (λ1, λ2) = cor
({
XIma
(−Im)
λ
}M
m=1
,
{
YIm b
(−Im)
λ
}M
m=1
)
.
Then we choose the values of λ1 and λ2 that maximize this correlation:
λˆ = (λˆ1, λˆ2) = arg max
λ1,λ2
CV (λ1, λ2) .
For M = n, we obtain the leave-one-out cross-validation. Nevertheless, with M = n, the compu-
tational burden can be considerable on certain data sets, requiring n applications of the algorithm for
each value of λ. On the other hand, a relevant choice of M (M < n) can make faster the algorithm of
cross-validation. In practice, it is usual to choose M = 5 or M = 10. Note that M -fold cross-validation
also implies variance reduction for λˆ in relation to leave-one-out method.
It must be noticed that λˆ1 and λˆ2 are chosen with respect to the first canonical variates and are then
fixed for higher order canonical variates.
There are two tuning parameters in the regularized CCA, so the cross-validation is performed on a
two-dimensional surface. Directly search for a maximum on the two-dimensional surface ensure to obtain
the optimal value for λ but is computationally burdensome. An alternative consists in picking a relatively
small grid of “reasonable” values for λ1 and λ2 , to evaluate the cross-validation score at each point of
the grid, and then to choose the value of λ = (λ1, λ2) that gives the largest CV -score. The experience
can guide the user to refine the discretization grid, but one can also perform the procedure in a recursive
way: first, use a relatively coarse grid and locate an area where the optimal value for λ1 and λ2 could be
reached, and then determine a more accurate grid within this area.
3.3 Statistical software
To perform RCCA, we used the R package CCA (presented in Gonza´lez, De´jean, Martin and Baccini,
CCA: an R package to extend canonical correlation analysis, submitted). The package provides a set of
functions to develop numerical and graphical outputs. It includes the regularized extension of CCA and
enables the handling of missing values. The R package CCA is freely available from the Comprehensive R
Archive Network (CRAN) at cran.r-project.org and at www.lps.ups-tlse.fr/CCA.
4 RCCA on real data
In this section, we apply RCCA on two gene expression data sets. To highlight the interest of the
proposed method, we performed it firstly on a public data set already analysed, then on our own published
data. Note that external considerations have been used to emphasize the relevancy of the results obtained
on both data sets.
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4.1 Multidrug resistance data
Data set
The data come from a pharmacogenomic study (Szaka´cs and others, 2004) in which two kinds of
measurements acquired on the NCI-60 panel of cancer cell lines are considered:
• the expression of the 48 human ABC transporters measured by real-time quantitative RT-PCR for
each cell line;
• the activity of 1429 drugs expressed as GI50 which corresponds to the concentration at which the
drug induces 50% inhibition of cellular growth for the cell line tested.
The NCI-60 panel includes cell lines derived from cancers of colorectal (7 cell lines), renal (8), ovarian
(6), breast (8), prostate (2), lung (9) and central nervous system origin (6), as well as leukemias (6)
and melanomas (8). It was set up by the Developmental Therapeutics Program of the National Cancer
Institute (dtp.nci.nih.gov) to screen the toxicity of chemical compound repositories. The rationale
behind the search for correlations (positive or negative) between ABC transporters and drug activities
was reviewed in Szaka´cs and others (2006). Briefly, ABC transporters are proteins typically involved in
the active translocation of substrates across cell membranes. Cancer cells overexpressing certain ABC
transporters can become resistant to chemotherapy because the transporters mediate the efflux of the
drug out of the cell thus blocking the access of the drug to its intracellular target. Because of a wide
substrate specificity, the overexpression of some transporters such as P-glycoprotein (Pgp / MDR1 /
ABCB1) in tumors can confer multidrug resistance, thus strongly limiting the spectrum of anticancer
drug that can be beneficially administered to the patients. If a given compound is the substrate of an
ABC transporter, one could thus expect a strong negative correlation between the expression of the
ABC transporter and the efficacy of the drug. Conversely, a high expression of Pgp can also confer
hypersensitivity to certain compounds through mechanisms that are not yet fully understood (reviewed
in Szaka´cs and others 2006). Such a situation will translate into a strong positive correlation between
the expression of the ABC transporter and the efficacy of the drug. As stated by the authors of this
study, they “explored the relationship between ABC transporter expression levels and sensitivity to drugs
or drug candidates, asking which of the transporters confer resistance or sensitivity to various classes of
agents”. In this context, RCCA appears as an appropriate tool highlighting the strongest correlations
(positive or negative) among the two groups of variables: ABC transporter expression levels and drug
efficacy. This approach is an alternative to the one used in Szaka´cs and others (2004) which consists in
testing by bootstrap (through the construction of a confidence interval) the significativity of correlation
coefficients calculated between every gene-drug pairs. In the following, we will refer to this method as
BCI: Bootstrap Confidence Interval for correlation coefficient. Note that in the context of this specific
study and when the problem is presented as previously stated, PLS may also provide interesting results
through the explanation of drug activities by ABC transporters expression profiles. However, it is likely
that the expression profile of many other genes (the genes encoding the drug targets or proteins involved
in drug metabolism for example) may explain the drug activities on this panel of cell lines. Thus, we did
not consider PLS on this example but we would recommend its evaluation when analyzing genome-wide
gene expression profiles along with drug activities.
Statistical data analysis
In this example, the matrix X (60 × 48) contains the expression levels of the 48 ABC transporters
while the matrix Y (60 × 1429) contains the function of the activity of 1429 drugs among the 60 cell
lines considered as the experimental units. The database X and Y are respectively available in Sup-
plementary Table S1 at download.cancercell.org/supplementarydata/ccell/6/2/129/DC1 and at
discover.nci.nih.gov/datasetsNature2000.jsp.
RCCA was applied to these data sets and tuning parameters selection by five-fold cross-validation was
carried out on a regular grid of size 31× 31. A preliminary study enables to focus on the region defined
by 2.5 ≤ λ1 ≤ 4, 3.5 ≤ λ2 ≤ 5. For the obtained parameters λ1 = 3.05 and λ2 = 3.75 (Fig. 3(a)), the
first ten canonical correlations were 0.81, 0.79, 0.75, 0.72, 0.67, 0.66, 0.63, 0.58, 0.57, 0.56. For graphical
representation and analysis of the results of the RCCA, we decided to keep the first four dimensions.
Following the procedure suggested in section 2.3, we observed a gap between the fourth and the fifth
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canonical correlation and between the seventh and the eighth canonical correlation (Fig. 3(b)), but the
scatter plot of variables for axes (Us, Us+1) suggests to neglect axes (dimensions) for s ≥ 5 (results not
shown).
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Figure 3: (a) Cross-validation map for λ1 and λ2. (b) Scree graph for the 48 canonical correlations.
Dimensions corresponding to the black thick points were chosen for graphics representation and analysis
of the results of the RCCA.
To identify gene-drug pairs showing relevant associations, we calculated a similarity measure between
X and Y variables in a pair-wise manner: the scalar product value between every pairs of vectors
in dimension 4 representing variables X and Y on the axis defined by (U1, . . . , U4) (see section 2.3).
Variable pairs with a high value (in absolute value) are considered as relevant. Then, given a threshold
corresponding to the radius of the small circle in the variables plot, selected variable pairs with a value
above this threshold verifies two conditions:
• to be outside the hypersphere (in dimension 4) of radius 0.5;
• to be projected on the canonical variates plane either in the same direction (positive correlation)
or in an opposite direction (negative correlation) from the origin.
By changing the threshold (radius), one can tune the relevance of the associations to include or
exclude relationships. For analysis of the results we choose the radius equal to 0.5. Gene-drug pairs
showing relevant associations are summarized in Tables 1 and 2.
Results of RCCA (Tables 1 and 2 and Figures 4 and 5) reveal some interesting patterns. The most
salient feature is the negative correlation between the ABCB1 gene and a group of coupounds (see
Table 1) represented by dark blue triangles (Fig. 4(a-b-c)). This main observation is consistent with a
predominant role of P-glycoprotein, the product of the ABCB1 (or MDR1) gene, in multidrug resistance
(for a review see Szaka´cs and others, 2006) and is further analysed in this article. We also observe negative
correlations between the ABCC3 gene and the compounds represented by green triangles (see Table 1
and Fig. 4(b-d-f)) as well as between the ABCC11 gene and the compounds NSC656159, NSC371010 and
NSC665488, represented by yellow triangles (Fig. 4(c-e-f)). These findings are also in general agreement
with the findings that these two ABC transporters are involved in resistance to certain anti-cancer drugs
(Kool and others, 1999; Guo and others, 2003). More marginally, there were some evidence of negative
correlation between the ABCC2 gene and the compound NSC621812 (Fig. 4(a-d-e)) and between the
ABCA3 gene and the compounds NSC403170 and NSC374980 (Fig. 4(a-b-c)).
Positive correlation between anticancer drugs and ABC expression for some of the compounds was
also found. The Figure 4(a-b-c) revealed an association between the gene ABCB1 and the NSC693871
compound. A significant observation is the association between the genes ABCC2, ABCA9 and ABCB5
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Lab Gene Col Drug (NSC N◦)
C2 ABCC2 621812
A3 ABCA3 403170 374980
353076 259968 328426 359449 682066 265450 634791 270693
B1 ABCB1 646946 337766 640085 645301 163088 38270 604574 630678
80469 676864 155694 645305 341651 638788 645302 630176
365360 351710 363997 269756 201241 125973 266763 666608
658450 670762 654236 641240 637693 641594 643915 644751
C3 ABCC3 654206 690433 641820 641245 642049 627991 628939 670289
623925 645991
C11 ABCC11 656159 371010 665488
Table 1: List of gene-drug pairs showing relevant negative linear correlation. Genes and drugs on each
row are represented in the Figure 4 according to their label (Lab) and color (Col) respectively.
Lab Gene Col Drug (NSC N◦)
B1 ABCB1 693871
C2 ABCC2 627787 602617 690434 690432 644902
A9 ABCA9 627787 602617 690434 690432 644902
670766 670762 637729
627787 602617 690434 690432 644902
B5 ABCB5 670766 670762 637729
642061 628507
Table 2: List of gene-drug pairs showing relevant positive linear correlation. Genes and drugs on each
row are represented in the Figure 4 according to their label (Lab) and color (Col) respectively.
with the compounds NSC627787, NSC602617, NSC690434, NSC690432 and NSC644902 (see Table 2 and
Fig. 4(a-b-c)).
Comparison of the Figures 4(a-b-c-d-e) and 5(a-b-c-d-e) shows that the genes ABCC2, ABCA9 and
ABCB5 are highly expressed in the melanoma cell lines, while the ABCB1 gene is highly expressed in cell
lines of renal origin. This latter observation is consistent with the rhodamine efflux pattern presented
in Lee and others (1994) and used to assess P-glycoprotein function in cell lines from the NCI-60 panel.
Finally, comparing the Figures 4(b-c-d-e-f) and 5(b-c-d-e-f) evidences that the genes ABCC3 and ABCC11
exhibit a low expression level in leukemia cell lines.
Biological and chemical considerations
Particular attention was paid to one ABC transporter: the P-glycoprotein (thereafter named ABCB1),
which is one of the most important and widely studied members of the ABC transporter superfamily. For
this particular gene we analysed only ABCB1-drug pairs displaying negative correlation, which correspond
to association detecting drugs potentially transported by ABCB1. Among the 32 drugs potentially
transported by ABCB1 as identified by RCCA (Table 1), 10 were also found by Szaka´cs and others
(2004) using the BCI criterion. Thus, using RCCA, we identified more than 50% (10 out of 18) of the
drugs identified by the BCI method and added 22 new candidates to their list of 18 drugs. Additionally,
concerning the 8 drugs that were identified by the BCI procedure only, note that they could also have
been selected by RCCA using slightly more relaxed selection criterion (see Figure S1 of the supplementary
material at the end of the paper). Interestingly, among the 10 drugs found by both RCCA and the
BCI procedure, most drugs that were tested by Szaka´cs and others (2004) in their follow-up study (4
drugs out of the 6 tested) or which are known substrates of ABCB1 (2 drugs: bouvardin/NSC259968
and phyllanthoside/NSC328426 out of the 3 mentioned by Szaka´cs and others, 2004) were identified by
RCCA. Thus 6 out of the 10 drugs which are identified by both RCCA and BCI are experimentally
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Figure 4: Variables plots for every combination of dimensions from 1 to 4. Genes and compounds are
represented by black thick points and gray triangles respectively. Relevant genes and compounds are
labelled and colored respectively according to the Tables 1 and 2.
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Figure 5: Units plots for the NCI-60 cancer cell lines: colorectal (CO), renal (RE), ovarian (OV),
breast (BR), prostate (PR), lung cancer (LC), central nervous system origen (CNS), leukemia (LE)
and melanoma (ME).
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validated ABCB1 substrates. Additionally, among the 22 drugs which are uniquely identified by RCCA,
we found by literature search that for 7 drugs there are experimental evidences or demonstrations that
they are substrates of ABCB1. These include olivomycin (NSC38270, Lee and others, 1994; Scala and
others, 1997), paclitaxel (NSC125973, Lee and others, 1994; Scala and others, 1997; Xing and others,
2007), berberine (NSC163088, Shitan and others, 2007), bisantrene (NSC337766, Lee and others, 1994;
Zhang and others, 1994), depsipeptide/FK228 (NSC630176, Lee and others, 1994; Scala and others, 1997;
Xiao and others, 2005), an ellipticinium (NSC155694, Huang and others, 2005) and an aniline mustard
derivative (NSC640085, Lee and others, 1994; Scala and others, 1997). Altogether, 13 drugs among the
32 candidates identified by RCCA are known to be transported by ABCB1, thus demonstrating the
relevance of the negative correlations identified between ABCB1 expression and the potential anticancer
drugs by RCCA. Finally, among the candidate drugs identified by RCCA, many drugs are of natural
origin and display relatively high molecular weights, an observation which has been previously reported
in a search for new ABCB1 substrates (Lee and others, 1994).
In order to further evaluate the relevance of the 22 additional candidates identified by RCCA, structure
similarities were analysed thanks to PubChem webtools. The PubChem Structure Clustering tool was
used in order to estimate candidate drugs structure similarity according to the Tanimoto score. This
score can be viewed as a similarity index (ranging from 0 to 1) calculated from the structure fingerprints
(pubchem.ncbi.nlm.nih.gov). The lists of compounds identified by RCCA and by the BCI procedure
were both uploaded to the PubChem website: a total of 40 NSC drugs (32 drugs identified by RCCA, plus
18 drugs identified by BCI, minus 10 duplicate drugs found by both RCCA and BCI). After Coupound
ID (CIDs) mapping, three drugs: NSC638788, NSC646946 and NSC652903 did not map to any CID in
PubChem. The remaining 37 drugs mapped to a total of 63 CIDs, mainly due to redundancy in the
PubChem database with sometimes discrete variations between the PubChem entries corresponding to a
unique NSC drug. The dendrogram resulting from the structure clustering tool for the 63 PubChem CIDs
was retrieved (Fig. 6). Cutting this tree at a Tanimoto score of 0.55 provides 6 clusters, two of which being
composed of a single drug, both identified by RCCA only and one of these (bisantrene/NSC337766) being
a known ABCB1 substrate (Lee and others, 1994; Zhang and others, 1994). Candidates identified by
RCCA are present in all four remaining clusters and, except for cluster 1, are associated with candidates
identified by the BCI procedure, suggesting a certain level of structural similarity between the drugs
identified by both methods.
The first cluster (yellow) consists in compact structures with low steric hindrance, non charged,
with aliphatic linear or circular chain or with few aromatic cycle. This cluster contains three drugs,
all identified uniquely by RCCA, with at least one proven ABCB1 substrate (depsipeptide/NSC630176,
Lee and others, 1994; Scala and others, 1997; Xiao and others, 2005). Drugs from the second cluster
(orange) share structural features like amphipathic character, large and compact polyaromatic backbone,
symmetric arrangements, and are often positively charged. As previously observed (Szaka´cs and others,
2004), many of these structural features are shared with well-known ABCB1 substrates. The third cluster
of molecules (green), consists in polyaromatic structures with aza cycle derivative, compact with low steric
hindrance, and positively charged via a quaternary ammonium. Inside this third cluster, we also observed
the presence of a subgroup of 4 ellipticine analogs (see Figure 6) which present very similar structures and
were all identified by RCCA. NSC359449 which belongs to this cluster and was identified by both RCCA
and BCI have been previously shown to be an ABCB1 substrate (Scala and others, 1997; Szakacs and
others, 2004; Huang and others, 2005). RCCA further identifies three closely related ellipticine analogs
(NSC351710, NSC604574 and NSC353076, the latter being also identified by BCI) as potential ABCB1
substrates (Figure 6). Note that RCCA also identified a fifth ellipticine analog (NSC155694) which is a
reported ABCB1 substrate (Huang and others, 2005) presenting lower Tanimoto scores with the other
four ellipticines (cluster 3, Figure 6). For the fourth cluster of candidate drugs (blue), identical structural
features are also shared between RCCA and BCI selections. Amphipathic character, a majority of
aliphatic cycle with a variable proportion of oxo cycle derivative and this time important steric hindrance
are found for this group of drugs. One interesting observation is the selection by RCCA of Paclitaxel (see
Figure 6) which is a clinically used anti-cancer drug and a known ABCB1 substrate. As illustrated in
Figure 6, RCCA further selected NSC666608 which presents a similar structure compared to Paclitaxel.
In conlusion, the high proportion of validated ABCB1 substrates among the candidate drugs identified
by RCCA strongly suggests that RCCA is a relevant method to identify potential ABC tranporter
substrates using these data sets. The analysis of structure similarities and candidate drugs characteristics
13
Tanimoto score
Tanimoto score
NSC266763
NSC201241
NSC630176
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NSC682066
NSC682066
NSC676864
NSC363997
NSC636679
NSC636679
NSC634791, NSC618757
NSC640085
NSC694268
NSC359449
NSC359449
NSC351710
NSC353076
NSC604574
Ellipticine
Analogs
NSC630678
NSC365360
NSC365360
NSC645302
NSC645301
NSC645305
NSC156625
NSC156625
NSC156625
NSC163088
NSC163088
NSC270693
NSC155694
NSC163088
NSC651727
NSC80469
NSC269756
NSC341651
NSC341651
NSC265450
NSC38270
NSC328426
NSC354975
NSC374980
NSC259968
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NSC125973
NSC666608
NSC270693
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Figure 6: Structure clustering tree for 37 drugs selected by RCCA and BCI. Drugs coming from RCCA
selection are colored in green, from BCI in violet and from both methods in blue. Note that the 37 NSC
drugs mapped to 63 PubChem CIDs. Cluster 1 is colored in yellow, cluster 2 in orange, cluster 3 in green,
and cluster 4 in blue. Isolated structures are not colored.
(high molecular weights and natural origin in particular) also illustrate the relevance of the candidates
identified by RCCA. Follow-up studies are now required to fully demonstrate that the new candidates
identified by RCCA, and by other published methods, are true ABCB1 substrates. In particular, we
envisage to perform docking studies using a refined tridimensional model of ABCB1 (Garrigues and others,
2002) in order to compare the molecular fitting between RCCA/BCI-selected drugs versus randomly
selected drugs. Such a study may also serve as a second in silico screening to identify the best candidates
to be experimentally studied.
4.2 Nutrigenomic data
Data set
The data sets come from a nutrigenomic study in the mouse (Martin and others, 2007). Forty mice
were studied on which two sets of variables were acquired:
• expressions of 120 genes measured in liver cells, selected (among about 30,000) as potentially relevant
in the context of the nutrition study. These expressions come from a nylon macroarray with
radioactive labelling;
• concentrations (in percentages) of 21 hepatic fatty acids (FA) measured by gas chromatography.
Biological units (mice) are cross-classified according to two factors (Fig. 7):
• genotype: study were done on wild-type (WT) and PPARα-deficient (PPARα) mice;
• diet: oils used for experimental diet preparation were corn and colza oils (50/50) for a reference diet
(ref), hydrogenated coconut oil for a saturated FA diet (coc), sunflower oil for an ω6 FA-rich diet
(sun), linseed oil for an ω3 FA-rich diet (lin) and corn/colza/fish oils (42.5/42.5/15) for the fish diet.
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Units
(40 mice)
Diet
(5 levels)
Genotype
(2 levels)
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • •
? ? ? ? ? ? ? ? ? ?
fish coc lin sun ref fish coc lin sun ref
WT PPARα
Figure 7: Experimental design of the nutrigenomic study.
In this study, it cannot be assumed that variations in one set of variables cause variations in the
other one: we do not know a priori if gene expression changes imply fatty acid concentrations changes or
inversely. Indeed, the nuclear receptor PPARα, which acts as a ligand-induced transcriptional regulator,
is known to be activated by various fatty acids and regulates the expression of several genes involved in
fatty acid metabolism (Martin and others, 2007, and references therein). From an experimental point of
view this justifies the use of PPARα-deficient mice and from an analytical point of view it justifies the
use of CCA instead of an explicative method such as PLS regression.
Statistical data analysis
In this example the matrix X (40 × 21) contains the concentrations of 21 hepatic fatty acids and
the matrix Y (40 × 120) contains the expressions of 120 genes. The data sets X and Y are availables
at www.lsp.ups-tlse.fr/CCA and into the R package CCA. RCCA was applied to these data set and
regularization parameters selection was carried out by leave-one-out cross-validation (the relatively small
dimension of this data set enables it). The Figure 8(a) shows the cross-validation score for the nu-
trigenomic data. The optimization grid of (λ1, λ2) values was defined on the region 0 ≤ λ1 ≤ 0.2 ,
10−4 ≤ λ2 ≤ 0.2 as a regular grid of size 51 × 51. Since the correlation matrix estimates of Y is singu-
lar, the smallest value of the parameter λ2 was selected just large enough to permit numerically stable
inversion. Then the value of λ1 and λ2 that gives the largest CV - score are 0.064 and 0.008 respectively.
For the obtained parameters λ1 and λ2, the first ten canonical correlations were: 0.96, 0.93, 0.89, 0.84,
0.80, 0.76, 0.71, 0.69, 0.67, 0.60. To choose the dimension, we see that a clear gap does not exist among
the first canonical correlations in the scree graph (Fig. 8(b)), however the variables plot revealed, for
dimensions greater than 3, that almost all points representing the variables X and Y are within the circle
of radius 0.5 (results not shown here). Then we chose the dimension d = 3 for graphics representation
and analysis of the results.
Biological considerations
Fisrt, it should be noted that the main observations discussed in Martin and others (2007), which
were extracted separately from the two datasets by both classical multidimensional tools (hierarchical
clustering and PCA) and standard test procedures, are also highlighted by RCCA graphical representa-
tions. In particular, the authors observed a strong effect of the genotype as compared to dietary effects,
which is emphasized by the separation of the two genotypes along the first canonical variate (Fig. 9(b-
d)). We easily identified the specific accumulations of linoleic acid (C18:2ω6) and CAR transcript in
PPARα-deficient livers (Fig. 9(a-b) and (c-d)) which were further analysed (Martin and others, 2007).
The constitutive lower expression of PPARα target genes involved in FA catabolism in PPARα deficient
livers is also revealed along the first dimension (genes represented by orange thick points, Fig. 9(a-c) and
Table 3). Furthermore, the accumulations of FA classes which are provided by the diets as well as the
specific gene expression changes induced by the diets are correctly highlighted along the second and third
canonical variates:
• accumulations of long-chain ω3 FA and induction of GSTpi2 and cytochromes P450 for the fish and
lin diets are visualized along the second canonical variates (Fig. 9(a-b-e-f));
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Figure 8: (a) Cross-validation map for λ1 and λ2. Contour plots are also displayed for values equal to
{0− 0.40− 0.70− 0.80− 0.85− 0.88}. (b) Scree graph for the 21 canonical correlations of the nutrige-
nomic data. Dimensions corresponding to the black thick points were chosen for graphics representation
and analysis of the results of the RCCA.
• accumulations of long-chain ω6 FA and discrete gene expression changes (mainly represions) for the
sun diet are well represented along the third canonical variates (Fig. 9(c-d-e-f));
• accumulations of monounsaturated FA and induction in wild-type mice of FA and cholesterol syn-
thesis genes (ACC2, S14, HMGCoAred and cHMGCoAS) are highlighted, to different extents, along
the three canonical variates represented (Fig. 9).
Martin and others (2007) also reported an altered response of PPARα deficient mice to diet-induced
gene expression changes. Although we still observe in the units plots (Fig. 9(b-d-f)) that the separation
between the diets appears less marked for the PPARα deficient samples than for their wild-type counter-
parts, this phenomenom seems partially masked through the combined analysis of gene expression and FA
profiles. This observation is consistent with the impaired FA metabolism in PPARα deficient mice which
would thus tend to accumulate more directly the FA which are provided through the diets because these
FA do not undergo a normal range of metabolism in these animals. Eventually, variables plots (Fig. 9(a-
c-e)) illustrate well the correlations observed between FA within each class (ω3, ω6 and monounsaturated
FA) and which was highlighted by the authors through PCA and hierarchical clustering (Martin and
others, 2007, supplementary material). While most, if not all, conclusions drawn by the authors can be
readily illustrated through RCCA representations, additional information can be extracted by looking
at the correlations between variables of two different origins (gene expression and FA composition). For
example, while the fish diet was especially enriched in docosahexaenoic acid (DHA, C22:6ω3), it seems
that DHA but also eicosapentaenoic acid (EPA, C20:5ω3) and docosapentaenoic acid (DPA, C22:5ω3)
proportions are highly correlated with GSTpi2, Cyp2c29 and Cyp3a11 expression levels (Fig. 9(a-e)).
Surprisingly, the proportions of palmitic acid (C16:0) are highly correlated to the expression of numerous
PPAR target genes while linoleic acid (C18:2ω6) proportions are anticorrelated with all these variables
(Fig. 9(a-c)). Interestingly, it was recently proposed that newly synthesized palmitic acid (through the
FAS pathway) may serve as an endogenous PPAR ligand (Chakravarthy and others, 2005). However, it
remains unclear how our present observation relates to this hypothesis since the correlation between the
FAS gene and palmitic acid is weaker than the correlation between PPARα target genes (AOX, THIOL,
PECI, PMDCI, mHMGCoAS...) and palmitic acid. Eventually, a relatively robust correlation is high-
lighted between the genes involved in FA and cholesterol synthesis and monounsaturated FA with Mead
acid (C20:3ω9) displaying the strongest correlation with this set of genes (Fig. 9(a-c)). Since Sterol Reg-
ulatory Element Binding Proteins (SREBP) are transcription factors strongly involved in the regulation
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Figure 9: Variables plots and units plots for every combination of dimensions from 1 to 3. In variable
plots (panels (a),(c),(e)), relevant genes are represented by thick points colored according to the Table 3,
the others genes are colored in gray. The FA are represented by triangles in black and labeled by their
name. In units plots (panels (b),(d),(f)), mice are represented according to their genotype (PPARα in
bold and brown, WT in italic and blue) and their diet (fish, coc, lin, sun and ref).
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Col Gene Function
CAR1 Xenobiotic metabolism
PLTP Lipoprotein metabolism
GSTpi2 CYP3A11 CYP2c29 Detoxification
FAS Lipid
S14 ACC2 cHMGCoAS HMGCoAred biosynthesis
ACBP AOX BIEN CPT2
CYP4A10 HPNCL L.FABP PECI FA catabolism
PMDCI THIOL mHMGCoAS
Table 3: List of relevant genes and their functions. Genes on each row are represented in the Figure 9
according to their color (Col).
of genes implicated in FA and cholesterol synthesis (Jump and others, 2005), the study of a potential link
between C20:3ω9 and the activity of the SREBP pathways may represent a fruitful approach for future
experimental studies.
In conclusion, RCCA analysis and graphical representations of the two groups of variables analysed
separately in Martin and others (2007) provides an integrated illustration of the effects of the genotype
and of the diets on each dataset and further highlights interesting correlations between specific variables
from the two datasets which should motivate a second round of biological experiments with cognitive
outcomes.
5 Discussion
When dealing with the problem of highlighting relationships between several data sets, one answer
can be given by the classical Canonical Correlation Analysis in a very particular case:
• only two sets of variables are considered (measured on the same experimental units);
• the number of experimental units must be large enough (greater than the total amount of variables)
to allow mathematical computations (typically to invert matrices).
Several directions can be studied to deal with less restricted cases. In this article, we focused on the
problem of too many variables in relation to the number of experimental units (further works will address
the first point to provide operational tools to jointly examine three or more sets of variables). Here,
we used existing methods including a regularization step to overcome the problem of singular matrices
to be inverted. Through the implementation of RCCA on two examples, we have shown the efficiency
of graphical displays to highlight significant correlations between two sets of variables. In both cases,
external considerations (biological as well as chemical) assessed the relevancy of the results obtained.
RCCA can be considered as a very generic method that can be applied in a wide variety of contexts.
Indeed, in this paper, we chose to deal with data sets coming from high throughput biology technologies
but other collaborations are currently running around RCCA. For instance, in the context of food quality,
the first results highlighting relationships between physicochemical measurements of meat quality and
sensory evaluation by trained tasters are very promising and will soon be published. Another example
comes from the information retrieval field. In collaboration with computer scientists, we are currently
studying how information retrieval systems perform according to linguistic features of the submitted
queries. Relationships between system performance and linguistic features can be highlighted through
RCCA.
Another major interest of this paper is to illustrate the complementarity between statistical and bio-
logical approaches. The work we developed around the regularization methodologies was first motivated
by a question arising from the nutrigenomic study presented here. Once the method was implemented
and applied on the data sets, interesting new biological hypotheses arose from the results and led to
further biological investigations. In particular, contacts have been initiated with authors involved in the
development of a model of ABCB1 drug binding (Garrigues and others, 2002) in order to compare the
molecular fitting between RCCA/BCI-selected drugs versus randomly selected drugs.
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In conclusion, we feel that the use of RCCA can be beneficial to a number and a diversity of high
throughput experiments now performed in biology (and in other fields as well) and we demonstrate here
its ability to enhance the range of relevant conclusions that can be drawn from these relatively expensive
experiments.
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Figure S1: Representation on the first four canonical variates of the 8 drugs identified by the BCI
procedure (Szaka´cs and others, 2004) but not by RCCA using the threshold of 0.5 described in paragraph
4.1 “Statistical Data Analysis”. The 8 drugs are identified by triangles colored according to Table S1.
Col Drug (NSC N◦)
156625
618757
694268
354975 374980 636679 651727 652903
Table S1: List of the 8 drugs identified by the BCI procedure (Szaka´cs and others, 2004) but not by
RCCA using the threshold of 0.5 described in paragraph 4.1 “Statistical Data Analysis”. NSC156625
(pink) is a known ABCB1 substrate as mentioned in (Szakacs and others, 2004). NSC618757 (violet)
and NSC694268 (red) are new ABCB1 substrates which have been validated by the follow-up study in
(Szaka´cs and others, 2004). The other 5 drugs (green) have not been directly validated as human ABCB1
substrates by Szakacs and others (2004). Using a threshold of 0.45 on the scalar product between the
ABCB1 vector and the drug vectors allows RCCA to select 52 drugs, among which 5 of the 8 drugs
presented in this Table are present (and in particular the 3 validated ABCB1 substrates are present in
this list). NSC374980, NSC651727 and NSC652903 require a threshold lower than 0.45 to be selected by
RCCA (threshold=0.44 to select NSC374980 and NSC652903 and threshold=0.36 to additionally select
NSC651727).
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Microarray data acquired during time-course experiments allow the temporal variations in gene expression to be monitored.
An original postprandial fasting experiment was conducted in the mouse and the expression of 200 genes was monitored with a
dedicatedmacroarray at 11 time points between 0 and 72 hours of fasting. The aim of this study was to provide a relevant clustering
of gene expression temporal profiles. This was achieved by focusing on the shapes of the curves rather than on the absolute level of
expression. Actually, we combined spline smoothing and first derivative computation with hierarchical and partitioning clustering.
A heuristic approach was proposed to tune the spline smoothing parameter using both statistical and biological considerations.
Clusters are illustrated a posteriori through principal component analysis and heatmap visualization.Most results were found to be
in agreement with the literature on the effects of fasting on the mouse liver and provide promising directions for future biological
investigations.
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1. INTRODUCTION
In the context of microarray experiments, we focused on
the analysis of time-series gene expression data. Our original
data were hepatic gene expression profiles acquired during
a fasting period in the mouse. Two hundred selected genes
were studied through 11 time points between 0 and 72 hours,
using a dedicated macroarray.
The literature concerning the analysis of time-series gene
expression data mainly addresses two problems: identifica-
tion of differentially expressed genes over time [1–4] and
temporal profile clustering to identify genes which are coor-
dinately regulated during the time course experiment [5–8].
Methods developed to propose solutions to the first prob-
lem can be viewed as a preliminary step that filters genes to
which a clustering procedure can then be applied [9]. How-
ever, since we used a dedicated macroarray with a limited
number of genes, we focused directly on the clustering of
temporal profiles. In the above-mentioned articles that ad-
dress the second problem, clustering is based on a set of pre-
defined model profiles. This could be relevant when dealing
with short time-series, but with 11 time points, we assumed
that the information contained in the data was sufficient and
that we did not require such prior information.
Since the aim of this paper is not prediction but curve
clustering, the approach considered here does not refer to
parametric statistical models (such ARMA) used to fit time-
series. Furthermore, as mice differ from one point in time to
another, models for longitudinal data are not relevant in the
present context.
The purpose of the present study was to identify ho-
mogeneous clusters of genes. Nevertheless, a relevant clus-
tering method must take into account the data specificity
and, in particular, should integrate the temporal aspect.
In this context, the absolute level of expression is gener-
ally of little interest, mainly because the probes on the
microarray can have a significant influence on the mea-
sured intensities (see, e.g., [10]). Instead, the shapes of
the curves may provide meaningful information on co-
ordinate gene regulations. The suitable mathematical tool
to describe this information is the derivative. Therefore, a
preliminary stage consists in smoothing the temporal pro-
files in order to get regular and differentiable functions.
The study of functional data is addressed in the statisti-
cal literature (see [11], for a survey). In the context of mi-
croarray data, Bar-Joseph et al. [12] use splines to provide
continuous representations of time-series gene expression
profiles, and thus to permit the interpolation of missing
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values and dataset alignment. We used the same mathe-
matical tool to propose a methodology for curve cluster-
ing.
Our approach is in the framework of functional data
analysis [11]. Its main originality lies in its focus on the
first derivative of curves by means of a priori spline smooth-
ing. The approach was composed of two steps. The first
one can be viewed as a signal extraction method: assum-
ing that gene expression profiles are regular curves, spline
smoothing is performed. Tuning the smoothing parameter
is a core problem that could not be achieved by the usual
cross-validation method because of the poor quality of clus-
tering results. Thus, we propose a heuristic approach that
takes into account both statistical and biological considera-
tions. The second step consisted in clustering the derivatives
of the smoothed curves after discretization; hierarchical clus-
tering and the k-means algorithm were used successively in
order to obtain robust clusters.
Details of the biological experiment are given in the sec-
ond section of the paper. Then, statistical methodology is de-
veloped with a focus on tuning the smoothing parameter. In
the fourth section, clustering results are interpreted, then il-
lustrated a posteriori through principal component analysis
(PCA) and heatmap visualization of simultaneous clustering
of curves and time points. Finally, some elements of discus-
sion about the analysis of times-series gene expression data
are given to conclude the paper.
2. BIOLOGICAL EXPERIMENT
2.1. Experimental design
Ten-week-old male C57BL/6J mice (wild-type) were ob-
tained from Charles River France (Les Oncins, France) and
were acclimatized to local animal facility conditions for two
weeks prior to the fasting experiment. Mice were housed
in groups of four in plastic cages at a temperature of 22◦C
(±2◦C) with a 12/12 hours light/dark cycle. Mice were ran-
domly assigned to the experimental groups. A total of 44
mice (11 cages × 4 mice/cage) were subjected to 11 differ-
ent fasting periods ranging from 0 to 72 hours. All mice were
moved into clean cages without food at 5 a.m. (2 hours prior
to the beginning of the light phase). Since mice mainly eat
during the night, this experimental setting corresponded to
postprandial fasting. At each of the selected time points (0, 3,
6, 9, 12, 18, 24, 36, 48, 60, and 72 hours), 4 mice were eutha-
nized. The liver was dissected, snap-frozen in liquid nitrogen,
and stored at −80◦C until RNA extraction.
The sampling rate in time-course experiments is dis-
cussed in [13]. In our case, gene expression was measured
at 11 time points from 0 to 72 hours of fasting with a de-
creasing sampling rate. It was assumed that most of the gene
expression changes would occur at the beginning of fasting.
Nevertheless, the number of time points was determined to
be able to observe fluctuations in the gene expression pro-
files, that is, changes in the sign of their derivatives, until the
72nd hour of fasting.
2.2. Production of INRArray 01.3
Selection, cloning, amplification, and spotting of the cDNA
fragments onto nylon membranes have been previously de-
scribed for version 01.2 of INRArray [14, 15]. The same pro-
cedure was followed for INRArray 01.3. Eighty genes were
added to the panel of 120 genes present on INRArray 01.2,
leading to a total of 200 genes. They were mainly genes in-
volved in energy and xenobiotic metabolism. Furthermore,
we developed a set of 13 probes and corresponding in vitro
transcribed polyA-RNAs from yeast to be used as internal
controls for normalization purposes (spiked-in RNAs). The
full list of clones present on INRArray 01.3 can be found
in [16]. Additionally, the spotting buffer (50% DMSO) was
spotted on the macroarray at 200 different locations for the
analysis of the background.
2.3. RNA extraction and labeling
Total RNA was extracted with TRIzol reagent (Invitrogen,
Cergy Pontoise, France) according to the manufacturer’s in-
structions. The integrity of the RNAs was evaluated on a
Bioanalyzer 2100 (Agilent Technologies, Massy, France). For
each sample, 3 μg of total RNA along with a fixed amount of
the 13 spiked-in yeast RNAs were labelled by reverse tran-
scription with Superscript II RT (Invitrogen) in the pres-
ence of 40 μCi of [α−33P]dCTP (ICN, Orsay, France). The
clean-up of the labelled cDNAs and the hybridization, wash-
ing, scanning, and image analysis of INRArray have been de-
scribed previously [14].
2.4. Data preprocessing
All data were log-transformed. The normality of the back-
ground intensities was verified using the Kolmogorov-
Smirnov test. Four macroarrays out of 44 exhibited P-values
lower than 0.05. Each gene on each array was declared
“present” when its intensity exceeded themean plus twice the
standard deviation of the background intensities. Only the
genes declared “present” on a minimum of six macroarrays
were retained for further analysis. This procedure yielded a
total of 130 genes selected for further analysis. Data were nor-
malized using the average signal of the 13 spiked-in yeast
RNAs. Boxplots for the 44 macroarrays led us to declare
4 macroarrays as outliers, which were removed from the
dataset. Thus the dataset studied in this paper consists of
a matrix of log-transformed normalized intensities for 130
genes × 40 samples (40 mice).
3. STATISTICALMETHODOLOGY
Let us recall that our purpose consisted in clustering tem-
poral profiles according to their shape. In this context, the
mathematical tool to be used is the first derivative of the
curve. Therefore, the first step aimed at getting one regular
curve modeling the evolution of each gene.
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Figure 1: Log-normalised intensity versus time for 130 genes. For
each gene, the line joins the average value at each time point. Verti-
cal dashed lines indicate time points.
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Figure 2: Smoothed curves obtained for the gene Cyp4a10with λ =
0.2, 0.4, 0.6, and 0.8.
3.1. Signal extraction
Rather than directly computingmeans of the observed values
as in Figure 1, we tried a somewhat more realistic approach
based on two essential assumptions:
(i) the values at each time point are noisy observations of
the “true” value (obviously unknown),
(ii) this type of biological phenomenon should be a regu-
lar, and so differentiable, function of time. This means for us
without singularities or any chaotic behavior. This is a sen-
sible assumption when data are acquired at a macroscopic
level; it may be false at a molecular or a single-cell scale. Fur-
thermore, in this study, fasting is typically a progressive stim-
ulus where hormonal changes take place progressively and
should not imply biological thresholds.
This led us to consider the following nonparametric
model for each gene expression:
y
j
i = f
(
t j
)
+ εi j , i = 1, . . . , 4, j = 1, . . . , 11, (1)
where y
j
i denotes the observation for the ith mouse (i =
1, . . . , 4) at time t j , f is a continuous and differentiable func-
tion, and εi j are independent and identically distributed ran-
dom variables satisfying classical assumptions:
E
(
εi j
) = 0, Var(εi j
) = σ2. (2)
This problem is classically solved by a nonparametric
estimation of f . Kernel smoothing or spline smoothing
both achieve this objective, but we naturally preferred spline
smoothing since we needed to estimate both the function and
its derivative. This is quite easy using cubic spline smooth-
ing. The estimation of any gene expression curve according
to this model is then the solution to the following optimiza-
tion problem [17]:
min
f∈H1
1
4× 11
∑
i=1,4; j=1,11
[
y
j
i − f
(
t j
)]2
+ λ
∫ t11
t1
[
f ′′(u)
]2
du,
(3)
where f belongs to H1, the Sobolev space of continuous
functions with integrable squared second derivative, and λ
is the smoothing parameter. This parameter balances the in-
fluence between the left-hand term of (3), which forces so-
lutions to be close to mean values, and the right-hand one,
which controls the regularity of the function.
The solution f̂ of (3) is a piecewise function which is de-
fined on the basis of cubic polynomials. The solution shape
and its smoothness depend directly on λ. On the one hand,
as λ grows, the solution converges to a trivial linear regres-
sion since the integral in the right-hand term of (3) tends
to zero (with the second derivative). On the other hand, if
λ decreases towards zero, the solution becomes a piecewise
polynomial interpolating function of the means of the four
values at each time point since the left-hand term reaches its
minimum value.
3.2. Tuning the smoothing parameter
The estimation of the function f in model (1) according to
formula (3) clearly raises the central problem of how to tune
the smoothing parameter λ in order to correctly extract the
informative part of the signal. The influence of λ is illustrated
with theCyp4a10 gene in Figure 2. Depending on the λ value,
smoothed profiles exhibit more or fewer fluctuations along
the time axis.
We first performed λ tuning by minimizing a generalized
cross-validation estimation of a prediction error. Each gene
was thus allocated one λ value. Results were disappointing:
heterogeneous profiles were clustered together and biological
interpretation was very difficult.
Therefore, we adopted another strategy: a unique λ value
for all genes.We propose a heuristic approach combining two
levels of reflection: eigenelements of the PCA performed a
posteriori and biological interpretations of results.
Scree graph of eigenvalues and eigenvectors smoothness
The PCA computation requires the number of principal
components (PC), that is, the projection space dimension,
to be chosen. Some subspace stability argumentation is given
4 EURASIP Journal on Bioinformatics and Systems Biology
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Figure 3: First derivatives of smoothed curves obtained for the gene
Cyp4a10 (Figure 2). Horizontal dotted line locates zero.
in [18] to point out the importance of the difference of values
between the last eigenvalue kept and the first that is dropped
out.
Practically, let us consider the following steps:
(i) each gene expression profile is smoothed according to
the same λ value (Figure 2),
(ii) first derivatives (Figure 3) are computed and dis-
cretized, thus giving a new data matrix on which
(iii) a PCA is computed, leading to a scree graph (Figure 4)
together with eigenvectors (Figure 5) that are also dis-
cretized time functions.
These graphs were plotted for different values of λ (Fig-
ures 4 and 5). When λ was large, each expression profile was
fitted by a linear regression, and so the derivative was con-
stant, equal to the slope. Obviously, a PCA gave only one
large eigenvalue (Figure 4(a)) since the data matrix was of
rank one. The same computations were run for different de-
creasing values of λ until a second eigenvalue arose from
noise (Figure 4(b)). The eigenvectors associated with the two
largest eigenvalues looked regular and led to easy interpre-
tations of approximations of gene profiles which were pro-
jected onto the eigenbasis (Figures 5(a) and 5(b)). But as λ
continued to decrease, a third eigenvalue arose from noise
(Figures 4(c) and 4(d)) and the first two eigenvectors became
much more irregular (Figures 5(c) and 5(d)), and thus much
more difficult to interpret, with the risk of giving sense to a
noise component.
Biological interpretation
A second consideration which should be addressed is the
consistency with biological relevance. For higher λ values,
the phenomena highlighted were mainly based on the op-
position between the beginning and the end of the experi-
ment. Then, clustering or factorial methods could highlight
globally increasing, stationary or decreasing genes without
any information about the intermediary period of fasting;
two or three time points would have led to the same in-
terpretation. As λ decreased, intermediary time points were
integrated (through the second PC) but eigenvectors had to
be checked to be smooth enough. Too many oscillations in
the eigenvectors could be irrelevant and potentially lead to
misinterpretation.
Synthesis
The two levels of consideration yielded approximately the
same value for the parameter λ ≈ 0.6. For this value, the
detail level of curves was consistent with the number of ob-
servations; there were clearly two separate eigenvalues; the
corresponding eigenvectors were smooth enough and led to
simple and interpretable projection spaces for graphical dis-
plays.
3.3. Clustering
The aim of the analysis of these data was to identify some
characteristic evolutions of gene regulation occurring dur-
ing fasting. More precisely, we intended to obtain a few
homogeneous clusters of curves, the curves being summa-
rized by the values of the derivative of smoothed expression
profiles at some discretization points. We chose 20 points
equally spaced between 0 and 72 hours. This value roughly
corresponds to the thinnest interval between two real mea-
surements (3 hours) applied all along the 3-days fasting.
Furthermore, let us note that when the smoothing is tuned
through a penalization parameter, the number and the posi-
tions of the points are not very important; practically, results
obtained with values from 10 to 50 discretization points were
found to be very stable.
The data to be analyzed can be presented in a table
with 130 individuals genes in rows and 20 variables dates in
columns. The values are the discretized values of the deriva-
tive of smoothed curves.
In the context of microarray data analysis, hierarchical
clustering is often performed. It was used here in an ini-
tial stage. Note that the distance chosen between two curves
was the standard Euclidean distance computed between the
20 pairs of coordinates (correlation-based distance would
be redundant with the use of the derivative). On the other
hand, the criterion chosen to agglomerate two clusters was
the Ward criterion, generally advocated by statisticians. It
consists in fusing the two clusters that minimize the increase
in the total within-cluster sum of squares [19]. We also per-
formed clustering with the information summarized by the
first two principal components but, as mentioned by [20], it
did not improve the results.
A major weakness of the hierarchical algorithm is that
an improper fusion at an early stage cannot be corrected
later. In order to correct this weakness, at least partially,
we performed a partitioning method (also described as k-
means) in which initialization is given by the k centroids of
the clusters obtained through hierarchical clustering. See, for
example, [21] for a survey of k-means in the context of mi-
croarray data.
S. De´jean et al. 5
0
0.2
0.4
0.6
0.8
1
P
ro
p
or
ti
on
of
va
ri
an
ce
(a)
0
0.2
0.4
0.6
0.8
1
P
ro
p
or
ti
on
of
va
ri
an
ce
(b)
0
0.2
0.4
0.6
0.8
1
P
ro
p
or
ti
on
of
va
ri
an
ce
(c)
0
0.2
0.4
0.6
0.8
1
P
ro
p
or
ti
on
of
va
ri
an
ce
(d)
Figure 4: Influence of the smoothing parameter λ on the proportion of variance explained by the first six PCs. From left to right, λ equals
(a) 0.8, (b) 0.6, (c) 0.4, and (d) 0.2.
−0.4
−0.2
0
0.2
0.4
0.6
0.8
0 20 40 60
(a)
−0.4
−0.2
0
0.2
0.4
0.6
0.8
0 20 40 60
(b)
−0.4
−0.2
0
0.2
0.4
0.6
0.8
0 20 40 60
(c)
−0.4
−0.2
0
0.2
0.4
0.6
0.8
0 20 40 60
(d)
Figure 5: Influence of the smoothing parameter λ on the two first eigenvectors (first: full line, second: dashed line) of the PCA. From left to
right, λ equals (a) 0.8, (b) 0.6, (c) 0.4, and (d) 0.2.
4. RESULTS
4.1. Hierarchical clustering
Hierarchical clustering produced a dendrogram (Figure 6)
that led to arguable choices between 3 and 8 clusters. Four
clusters were considered because they led to a relevant and
easily perceived biological interpretation. Analysis of more
than 4 clusters provides more precise information to the bi-
ologist studying gene expression changes during fasting and
will be described elsewhere.
Let us note that the four clusters defined by the dendro-
gram globally correspond to four temporal expression pro-
files: decreasing (hc3), stationary (hc2), weakly increasing
(hc1), strongly increasing (hc4).
4.2. k-means partitioning
To make the clustering more robust, we performed the k-
means algorithm, specifying the initial centers as the cen-
ters of the classes obtained when cutting the dendrogram
6 EURASIP Journal on Bioinformatics and Systems Biology
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Figure 6: Dendrogram representing the result of the hierarchical clustering performed on the value of the first derivative smoothed curves
using Euclidean distance and Ward criterion. The horizontal lines locate the cut level identifying 4 clusters (hc1, . . . , hc4).
Table 1: Changes between hierarchical clustering and k-means
clusters.
Clusters hc1 hc2 hc3 hc4 Sum
km1 26 3 0 0 29
km2 22 48 4 0 74
km3 0 3 21 0 24
km4 0 0 0 3 3
Sum 48 54 25 3 130
(see Figure 6). Changes that occurred during k-means are
summarized in Table 1.
The main event lies in the 22 genes that change from
hc1 (low increasing) to km2 (stationary). Other changes are
minor and the three-gene cluster (hc4) remains unchanged
(km4).
The four clusters of curves obtained after k-means parti-
tioning are displayed in Figure 7; their interpretation is given
below.
km1: the expression of the 29 genes which belong to
the first cluster increases during the first half of fasting and
then tends to decrease slightly or to stabilize. Most of these
genes are involved in lipid catabolism. In particular, this clus-
ter contains the genes encoding the three enzymes involved
in fatty acid β-oxidation (Acyl-CoA oxidase, BIfunctional
ENzyme, and 3-ketoacyl-CoA thiolase) and the enzyme in-
volved in the rate-limiting step of ketogenesis (mitochondrial
HMG-CoA synthase). During fasting, lipids stored in the
adipose tissue are mobilized and the liver plays a major role
in catabolizing these lipids to provide energy and appropri-
ate substrates to peripheral organs. Peroxisome proliferator-
activated receptor alpha (PPARα) is an important hepatic
transcriptional modulator of lipid catabolism which is acti-
vated during fasting [22]. We noticed that most genes in km1
are well-described PPARα targets (reviewed in [23]). PPARα
activation and subsequent coordinate induction of km1 genes
likely provide a molecular interpretation of their clustering.
km2: the second cluster (74 genes) reveals quasi-constant
curves. These genes are not regulated during fasting.
km3: the third one (24 genes) is characterized by a de-
crease of the gene expression with time. This cluster is
mostly composed of genes which are involved in xenobi-
otic metabolism (the cytochromes P450 3a11, 2c29, and the
glutathione-S-transferases α, μ, and π), lipogenesis (FAS,
S14, SCD1), cholesterol metabolism (FPP synthase, Cyp7a,
cytosolic HMG-CoA synthase, and reductase), and glucose
metabolism (glucokinase, pyruvate kinase, and glucose 6-
phosphatase). Since large amounts of lipids accumulate in
mouse liver during fasting (data not shown), it is likely that
the activity of the sterol regulatory element binding pro-
teins (SREBP1 and SREBP2) is reduced. These transcription
factors regulate numerous genes involved in lipid synthesis.
Their reduced activity may provide a rationale for the de-
creased expression of lipogenesis and cholesterol synthesis
genes. One striking observation is that the liver fatty acid-
binding protein (L-FABP), a known PPARα target gene, was
also repressed, and is thus found in this third cluster. This re-
sult is consistent with a previous report [22] and is currently
being investigated.
km4: the fourth cluster is composed of the most strongly
induced genes during fasting: Cyp4a10 and Cyp4a14, the two
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Figure 7: Representation of the smooth curves distributed in 4 clusters determined after hierarchical and k-means classification.
most responsive PPARα target genes and apoA-IV. Their ex-
pression strongly increases until the 40th hour of fasting and
then stabilizes.
Overall, these results are consistent with the known hep-
atic gene expression modulations induced by fasting [24].
Hepatic fatty acid oxidation and fatty acid transport and
trafficking are induced (mostly through induction of PPARα
target genes) and allow the liver to manage, at least par-
tially, the large amounts of lipids which are mobilized from
the adipose tissue. On the other hand, lipogenesis and
cholesterogenesis are decreased, probably due to reduced
SREBP activity. Glucose metabolism genes are decreased,
probably in parallel with the decrease in plasma glucose
(data not shown). Additionally, some novel hypotheses were
drawn from this clustering results and are subject to further
experimental investigation.
4.3. Graphical display
We used two methods to give graphical evidence of clusters
relevance: PCA and heatmap visualization of simultaneous
clustering for genes and time points.
Principal component analysis
We performed a PCA that checked the relevance of the four
clusters. The proportion of variance explained by the first
two PCs reached about 96% (85% for the first PC), and thus
justified a two-dimensional representation (Figure 8).
Genes are shown with different colors according to their
cluster (Figure 8 right). The four clusters are distributed
along the first (horizontal) axis in a specific order: from left
to right, gene expression profiles go from a sharply increasing
curve (km4, in blue) to a weakly increasing curve (km1, genes
in black), then stationary profiles (km2, genes in red), and fi-
nally a decreasing curve (km3, genes in green). The second
(vertical) axis highlights gene regulations occurring around
the 30th hour of fasting. Analysis of more than 4 clusters
helps in identifying groups of genes regulated during this in-
termediary phase of the fasting experiment (data not shown).
The times of discretization are also shown in Figure 8.
Their regular pattern indicates the consistency of the
smoothed and discretized data. The sort of inverted U
formed by the times of discretization recalls well-known sit-
uations of variables connected with time.
Heatmap visualization
Heatmaps are widely used to graphically represent multidi-
mensional gene expression data which have been subjected
to clustering algorithms.
We first compared heatmaps obtained on two different
data matrices: the matrix of discretized smoothed gene ex-
pression profiles; the matrix of discretized derivatives of the
smoothed gene expression profiles. In both cases, we forced
a reordering of the time points to follow, as much as the den-
drogram allows it, their increase from left to right. Perfectly
ordered time points were obtained. Genes were systemati-
cally reallocated to four clusters using k-means algorithm.
This explains why a dendrogram cannot be drawn on the left
side of the heatmap. Horizontal lines separated the four clus-
ters obtained following k-means reallocation.
The comparison of the heatmaps obtained (not shown
here) clearly highlighted a major advantage of color coding
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Figure 8: Representation of variables (discretized time points, on the left) and individuals (genes, on the right) on the first two principal
components. Genes are differentially displayed according to their cluster after k-means.
the derivatives instead of the profiles themselves. When color
coding the profiles themselves, the eye needs to integrate the
changes of colors along the ordered time points to extract
the direction and the amplitude of the changes in gene ex-
pression. Conversely, color coding the derivatives allows a
direct extraction of gene expression changes direction and
amplitude at the different time points. Consequently, it be-
comes much easier to identify both the causes of the clus-
tering and the time points at which major transcriptional
changes occur.
Here, we present two heatmaps computed on the matrix
of discretized derivatives of the smoothed gene expression
profiles. The clustering of the gene expression profile deriva-
tives was performed as described in the previous paragraphs.
Similarly, the hierarchical clustering of the time points was
done with the Euclidean distance and theWard criterion. The
first heatmap was computed with all 130 genes (Figure 9).
The most strongly regulated genes are easily visualized: km4
genes at the uppermost and SCD1 which appears as a green
line in the lower quarter of the heatmap. While km4 genes
appear most strongly upregulated until the 30th hour of fast-
ing, SCD1 is negatively regulated in a constant way during
all the fasting periods. Thus, by contrast to km4 genes, SCD1
expression profile could have been equally well modelled
by a straight line since its derivative appears constant with
fasting time. One obvious drawback of this representation
(Figure 9) is that the representation of km4 and SCD1 gene
profile derivatives tend to strongly narrow the color range
used to represent the other profile derivatives due to their
extreme regulations in mouse liver during fasting. Once in-
terpreted, km4 and SCD1 genes were thus removed from the
dataset and a new heatmap was computed (Figure 10). Genes
belonging to km1 all display a clear increase in their expres-
sion until up to 30 hours of fasting. Their expression is stable
from 30 to 45 hours. After 45 hours, divergent regulations are
observed (stable, increased, or decreased expression) which
could have been highlighted through the analysis of more
than 4 clusters. A similar interpretation can be drawn for
downregulated km3 genes located in the lower part of the
heatmap.
Interestingly, time points clustering highlighted that
most gene expression changes occur during the first 30 hours
of fasting although subtle gene expression modulations are
still observed after this time point.
5. DISCUSSION
This paper presents an integrated use of statistical tools that
provides a framework for the study of time-series data ob-
tained with microarray technology. Before the usual clus-
tering step, we perform spline smoothing as a denoising
method. In this context, the quality of the results depends
highly on the core problem of tuning the smoothing param-
eter. For this purpose, we propose an original strategy using
both statistical and biological considerations. The procedure
is completed by clustering the derivatives of the continuous
curves resulting from smoothing, which actually represent
the temporal variations of mRNA concentrations.
The main results obtained are clearly in accordance with
previous studies on the effects of fasting on hepatic gene ex-
pression in the mouse. This study provides a novel time-
dependent view of fasting effects on gene expression which
are usually studied through 2 or 3 time points only (includ-
ing a fed state corresponding to time 0). It may thus help in
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Figure 9: Heatmap of smoothed gene expression profiles for the
whole dataset. Genes are ordered according to their cluster deter-
mined by the k-means algorithm. Horizontal blue lines separate the
4 clusters. Values increase from green to red via black.
setting up future experiments where time points can be cho-
sen more adequately depending on the scientific aims. Ad-
ditionally, this work is the starting point of future investiga-
tions aiming at delineating the role of various transcription
factors such as PPARα or SREBP in the observed gene expres-
sion regulations.
The statistical methodology proposed in the present pa-
per was clearly developed for this specific dataset and its asso-
ciated scientific aims. Other microarray time-course experi-
ments may benefit from this methodology provided that suf-
ficiently large sample sizes are considered. It is likely that the
decreasing cost of microarray technology and the increasing
development of cheaper dedicated macroarrays will rapidly
yield several suitable time-course datasets.
The dataset studied in this paper and the R functions
used to perform its analysis are available upon request from
the authors.
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Résumé 
 
 L’isoforme α du récepteur activé par les proliférateurs de peroxysomes (PPARα) est un 
récepteur nucléaire (Chapitre I). Suite à son activation par diverses molécules, PPARα 
(Chapitre II) régule l’expression de nombreux gènes impliqués notamment dans le 
métabolisme des lipides. Grâce au développement d’une puce à ADN (Chapitre III) dédiée à 
PPARα et à son partenaire de dimérisation le récepteur X aux rétinoïdes (RXR), nous avons 
étudié les régulations géniques provoquées par PPARα lors de son activation par des stimuli 
i) pharmacologique (activateurs pharmacologiques de PPARα et RXR, Chapitre IV), ii) 
nutrititionel (acides gras alimentaires, Chapitre V) et iii) physiopathologique (jeûne, Chapitre 
VI). Ces travaux montrent que PPARα est très vraisemblablement l’objet d’une activation 
physiologique par les acides gras alimentaires ou issus de la lipolyse du tissu adipeux et que 
ses voies de signalisation subissent l’influence croisée de celles de son partenaire de 
signalisation RXR. 
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