Computerized systems are often employed to support control and decision-making tasks in complex and dynamic environments. Trust or mistrust in these systems has been demonstrated to significantly affect operator performance. Consequently, errors of trust or mistrust may compromise system performance, with potentially disastrous results. Accordingly, trust should be considered in both the design and operation of human/machine systems. In order to do so, metrics and methods for the measurement of trust must be developed along with models of human performance that incorporate trust and related system variables. Current approaches to trust measurement rely solely on subjective metrics, which are based on different theoretical concepts of trust between humans that may not necessarily be as relevant to machines. Although researchers have been able to establish a relationship between trust and behavior, these models lack an analytic foundation. Therefore, the purpose of this research is to develop a quantitative approach that relates trust to changes in system parameters and severity of errors.
INTRODUCTION
Computerized systems are often employed to support control and decision-making tasks in many complex and dynamic environments. Examples of applications of complex and dynamic systems can be found in all fields and professions including science, medicine, engineering, management and education, such as: air traffic control, antiaircraft warfare, navigation systems, Marine Corps, hybrid inspection systems, process control, etc. Trust or mistrust in these systems has been demonstrated to significantly affect operator performance (e.g., Sheridan, 1988; Zuboff, 1988; Muir, 1994 ). Consequently, errors of trust or mistrust may compromise system performance, with potentially disastrous results. Trust is of particular importance in environments where an adversary may intentionally interfere with machine performance. Accordingly, trust should be considered in both the design and operation of human/machine systems. In order to do so, metrics and methods for the measurement of trust must be developed along with models of human performance that incorporate trust and related system variables.
Research from both social science and engineering viewpoints agree that trust is a multidimensional concept, reflecting a set of interrelated perceptions such as the reliability and predictability of an entity, and the actions of a human involving the use of an automated system (Llinas et al., 1998) . Origins of the work done in trust can be found in the social science literature, which has essentially looked at trust between humans. Deutsch (1958) claimed that trust consists of expectation (predictability) and motivational relevance, whereas Rotter (1967) defined trust in terms of the expectancy of one individual/group that statements of another individual/group can be relied on. Barber (1983) defined trust as the subjective expectation of future performance and described three types of expectations related to the three dimensions of trust proposed: persistence of natural and moral laws, technically competent performance and fiduciary responsibility. Rempel et al. (1985) developed a time-based model and concluded that trust would progress in three stages over time from predictability, to dependability, to faith.
Recent work pertaining to trust in machines has essentially drawn from the earlier work on trust in humans (e.g., Muir, 1994) . It has expressly looked at trust in processcontrol systems (Sheridan, 1988; Lee and Moray, 1992; Muir and Moray, 1996; Jian et al., 2000) . For example, Muir and Moray (1996) and Lee and Moray (1994) studied issues of human trust in simulated semi-automated pasteurization plants and measured trust subjectively using rating scales and objectively by logging participants' actions. Their study showed that an operator's decisions to utilize either automated or manual control depended on their trust in the automation. Moreover, their results showed that trust was dependent on current and prior levels of system performance, the presence of faults and prior levels of trust. Similar findings were also reported by Zuboff (1988) and Sheridan (1988) . Since then various researchers have tried to understand the role trust plays in system performance for a wide range of complex automated systems, such as air traffic control (Masalonis and Parasurman, 1999 ) and antiaircraft warfare (Jian et al., 2000) .
Furthermore, researchers in the social sciences (e.g., Larzelere and Huston, 1980) have used questionnaires to measure trust, in terms of benevolence and honesty. From these questionnaire surveys, several factors that influence trust were identified, including such concepts as predictability, reliability, and dependability. In addition, researchers have concluded that the importance of these factors may be dynamic. For instance, Rempel et al. (1985) established a hierarchical model of trust, and believed that certain factors of trust may change over time as relationships develop. In addition, in human/machine systems research, scientists have investigated trust in computerized processes by using trust questionnaires. For example, Lee and Moray (1994) and Muir and Moray (1996) conducted studies on a simulated process control task where participants rated their perceptions of reliability and trustworthiness in the automated systems using a trust questionnaire. The studies suggest that subjective ratings from the operators can be used to predict and optimize the dynamic allocation of functions in automated systems. Several other studies have also utilized questionnaires to evaluate trust. For example, Singh, Molloy and Parasuraman (1993) developed a rating scale to measure the potential for complacency in everyday automated devices such as automated teller machine, Dassonville et al. (1996) have used questionnaires to measure trust between humans and machines in a teleoperation system; Jian, Bisantz and Drury (2000) developed and validated an empirically determined scale for trust in automated systems; and Master, Bingham, Jiang, and Gramopadhye (2001) have developed trust questionnaires for hybrid inspection.
Given the current state of research on trust measurement, several conclusions can be drawn. First, trust is an important intervening variable between an automated system and its use and consequent performance. Current approaches to trust measurement rely solely on subjective metrics. Moreover, existing models are based on different theoretical concepts of trust between humans that may not necessarily be as relevant to machines. Although researchers have been able to establish a relationship between trust and behavior, these models lack an analytic foundation. Hence, the investigation of quantitative approaches that may yield greater accuracy is warranted, which motivated this research.
METHODOLOGY
The focus of this study is on the measurement of human trust in a hybrid inspection system of printed circuit boards. The following provides a description of the participants, stimulus material and inspection task, experimental design, data collection, and experimental design used in the experiment.
Participants
Twelve participants, both graduate and undergraduate students, enrolled in the Department of Industrial Engineering at Clemson University were used in this experiment. Student participants can be used in lieu of inspectors because as Gallwey and Drury (1986) have shown, minimal differences exist between inspectors and student participants on simulated tasks. The participants were screened for 20/20 vision, corrected if necessary, and were compensated for their time.
Stimulus Material and Inspection Task
The task was a simulated visual inspection of a printed circuit board implemented on a Pentium III computer with a 19-inch, high-resolution (1024 x 768) monitor. The input devices were a Microsoft standard keyboard and a Microsoft mouse. The task consisted of inspecting simulated PCB images for six categories of defects: missing components, wrong components, inverted components, misaligned components, trace defects and board defects. Four categories of these defects could occur on any of these four individual components: resistors, capacitors, transistors or integrated circuits. Figure 1 illustrates an example of a non-conforming printed circuit board.
The hybrid inspection system used in this research can run in different modes (Jiang et al., 2002) . For the purpose of this study, the hybrid inspection simulator was modified to operate in a supervisory-control mode, where the human operator is in charge only of monitoring the performance of the inspection system. In this mode, the computer performed the visual inspection task consisting of search and decisionmaking. During the visual search, PCB boards containing 1, 2, 3, or no defects were inspected by the computer, whose task was to locate and classify all potential defects, and then perform decision-making after determining the total weight of defects present on the board. Since different defects have different severity levels, a defect weight was assigned to each, as shown in Table 1 . In the simulated visual inspection task, if a board had a total weight of three or more, it was considered nonconforming and was rejected; otherwise, the board was conforming and accepted. After the computer completed the inspection, the participants were provided with information on the actual state of each board, whether it should have been accepted/rejected, and the computer's decision. Based on how the participants perceived the computer's performance, they were asked to rate their trust in the system accordingly. Figure 1 : A non-conforming PCB. 
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Experimental Design
As stated earlier, the purpose of this experiment is to measure human trust due to changes in the severity of errors made by a hybrid inspection system and their associated uncertainty or variability. The study used a two factor (Mean Severity X Uncertainty) within subjects design. Three levels were considered for the mean severity factor, while four levels were considered for the uncertainty and each treatment combination was replicated twice. Participants and replicates were the two blocking factors. All participants went through all the experimental conditions in a random fashion. The duration of each experimental session is about 15 minutes.
Experimental Procedure
The experiment took place over a 13-day period. On the first day of the experiment, each participant was required to complete a consent form and then introduced to subjective rating concepts before filling out a set of questionnaires. Following this step, instructions were read to the participants to ensure their understanding of the experiment. Next, all were trained and given three separate tests before beginning the experiment. Initially, the participants were introduced to basic PCB inspection terminology and familiarized with the computer program.
Following this step, the participants were quizzed on their knowledge of the operation of the software, and correct answers were supplied for incorrect responses. The participants were then trained to recognize different types of defects by being shown instances of each, including names and probable locations. Then, training was provided on the guidelines used to classify the PCB board as conforming or nonconforming, based on the weight of defects present on the board.
Data collection
Data was collected on subjective measures using a set of questionnaires before, during, and after the experiment. The first part asked participants for demographic information, including age, gender, and education. During the experiment participants were asked to rate their trust in the system for every board on a 0-100 scale, and then they were asked to rate their overall trust in the system at the end of each experimental session. To ensure reliability, the participants used in this study were introduced to subjective rating concepts before the experiment, using the material adopted and modified from Lee and Moray's study (1992) .
Statistical Analysis
Statistical analyses were performed on the participants' average responses on trust to determine whether and how it changed as the hybrid inspection errors changed. The statistical analysis consisted of analysis of variance (ANOVA) and regression analysis.
RESULTS
Analysis of Variance
An ANOVA was conducted on the subjects' overall trust in the hybrid system. This analysis revealed a significant severity×uncertainty interaction (F(6,264) = 34.96, p < 0.01) and a significant main effect for both severity (F(2, 264) = 37.95, p < 0.01) and uncertainty (F(3,264) = 176.45, p < 0.01). The blocking effect of subject was found to be significant (F(11,264) = 23.29, p < 0.01), and, hence, the precision of the estimates of the treatment means was improved. However, the blocking effect of replicate was not found significant. Even though the results showed that overall trust decreases as uncertainty increases, it was found that there is no difference in the pattern for the positive and negative severity level. That is, overall trust is affected only by the absolute difference rather than the computer's overestimation or underestimation of the state of the board.
Regression Analysis
To determine the relationship between trust and the severity of the error made by the computer measured by the difference between the actual weight of the board and the computer estimate, regression analysis was performed. For each set, the difference ranged between the values of -6 and +6. Therefore, the analysis was performed on the trust averaged for all subjects at each difference for both replicates. This analysis revealed that a second order model can be used to model the relationship between trust and the severity of error (F(1,24) = 98.99, p-value < 0.0001, R 2 = 0.8049). The estimates of the model parameters are shown in Table 2 . The model is also illustrated in Figure 2 . Moreover, Fisher's LSD was performed on the least square means for severity difference, indicating that overestimating or underestimating errors does not affect trust, as was observed earlier. Because human trust is affected only by the absolute severity difference, the data were combined and a new regression model was constructed. The analysis indicates that a second-order model can be used to model the relationship between trust and the severity difference (F(2,11) = 765.58, pvalue < 0.0001, R 2 = 0.9929). The estimates of the model parameters are shown in Table 3 , and the modified model is illustrated in Figure 3 .
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Figure 2: A regression model for trust vs. severity difference. 
DISCUSSION
A careful review of the past and current trust literature reveals that existing approaches to trust measurement rely solely on subjective metrics. Most importantly, researchers have not been able to link system performance and trust using a precise quantitative model. Lacking this information it is not possible to link output performance to changes to trust and related system variables, which requires further research.
Recent work pertaining to trust in machines has essentially drawn from the aforementioned early work on trust in humans (e.g., 1994) . It has expressly looked at trust in process-control systems (Sheridan, 1988 Lee and Moray (1994) and Muir and Moray (1996) studied issues of human trust in simulated semi-automated pasteurization plants and measured trust subjectively using rating scales and objectively by logging participants' actions. Their study showed that an operator's decisions to utilize either automated or manual control depended on their trust in the automation. Moreover, their results showed that trust was dependent on current and prior levels of system performance, the presence of faults and prior levels of trust. Similar findings were also reported by Zuboff (1988) and Sheridan (1988) . Since then various researchers have tried to understand the role trust plays in system performance for a wide range of complex automated systems, such as air traffic control (Masalonis and Parasurman, 1999 ) and antiaircraft warfare (Jian et al., 2000) .
The main purpose of this research is to present the results of a study that was conducted to understand the relationship between human trust and system parameters. The results revealed that human trust is directly related to changes in the severity of errors performed by the computerized system. The approach followed illustrates that trust can be mathematically predicted by knowing system errors, an objective approach which provides a more accurate measurement of human trust. This is a very important finding suggesting that questionnaires based on dimensions of trust (Jian et al., 2000; Master et al., 2001) are not the best of method for measuring this construct, as all dimensions had the same impact on users.
CONCLUSIONS
The results of all the recent studies point to one important conclusion -that trust is an important intervening variable between an automated system and its use and subsequent performance. That is, people may or may not use a system because of their trust in it, which in turn is driven by their experience using or relying on the system. To understand and predict the use of automation, then, it is necessary to specify factors and system characteristics that affect an operator's trust. Beyond the aforementioned work, limited research has been done on the concept of trust Therefore, the results of this research addressing the issue of trust in human-machine systems have obvious implications for both the theoretical human factors researcher and the practitioner. The ability to evaluate and predict human trust in automation based on quantitative measures, especially in hybrid inspection systems, can further improve the understanding of the communication between humans and computers.
