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Zusammenfassung
Die Verarbeitung von Schall bietet dem Menschen eine wichtige Grundlage, seine Umwelt
zu erfassen, sich darin zu orientieren und zu kommunizieren. Dabei wirkt permanent eine
enorme Anzahl an akustischen Reizen auf das Ohr ein. Um diese Vielzahl an Eindrücken
sinnvoll zu ordnen, kommt es zur Bildung auditorischer Objekte. Wichtige Parameter,
die dazu beitragen, sind z.B. Tonhöhe und Amplitudenmodulation. Anders als die Er-
forschung neuronaler Verarbeitung sensorischer Eindrücke, versucht die Psychophysik, in
diesem speziellen Fall die Psychoakustik, einen funktionalen Zusammenhang zwischen den
physikalischen Parametern eines Schallsignals und dessen Wahrnehmung zu ergründen. Von
zunehmender Bedeutung sind Modellvorstellungen der auditorischen Verarbeitung. Solche
psychoakustischen Modelle können bei der Interpretation von Verhaltensmustern sehr hilf-
reich sein, sowie interessante Fragestellungen für weiterführende Versuche aufwerfen.
Diese Arbeit befasst sich mit der Verarbeitung von Periodizität in Schallsignalen beim
Menschen. Jedes Schallsignal kann mathematisch in zwei Teile zerlegt werden: In die Ein-
hüllende, die sich nur langsam über die Zeit verändert, und den Träger, der rasche Ver-
änderungen über die Zeit aufweist. Periodizität kann sowohl im Träger als auch in der
Einhüllenden auftreten. Amplitudenmodulation ist eine, in der Regel periodische, Verän-
derung der Einhüllenden. Trägerperiodizität bewirkt eine Tonhöhenwahrnehmung.
Um den funktionellen Mechanismen der auditorischen Kodierung von Träger- und
Einhüllendenperiodizität nachzugehen, werden in dieser Arbeit vier unterschiedliche psy-
choakustische Experimente dargestellt. Das erste Experiment, beschrieben in Kapitel zwei,
befasst sich mit der Interaktion zwischen Tonhöhen- und Modulationswahrnehmung. Es
wurde untersucht, ob und in welchem Ausmaß die Wahrnehmung von Amplitudenmodu-
lation durch die Gegenwart von Trägerperiodizität, die zur Tonhöhenwahrnehmung führt,
beeinﬂusst wird und wie es sich im umgekehrten Falle verhält. In einem Auswahlverfahren
(two-alternative, forced choice, 2AFC) wurden Detektionsschwellen entweder für Amplitu-
denmodulation oder für Trägerperiodizität ermittelt. Dabei stellte sich heraus, dass die Prä-
senz von Trägerperiodizität die Wahrnehmung für Amplitudenmodulation bei sämtlichen
Testfrequenzen gleichermaßen beeinträchtigt. Dagegen werden die Detektionsschwellen für
Trägerperiodizität nur bei den tiefen Testfrequenzen durch eine zusätzliche Amplituden-
modulation verringert. Die Tonhöhenwahrnehmung spielt dabei eine entscheidende Rolle.
Die Versuche wurden mit zwei unterschiedlichen psychoakustischen Modellen simu-
liert, die sich funktionell sehr ähnlich sind, da beide eine zeitliche Periodizitätsanalyse der
Aktivität im Hörnerv vornehmen. Obwohl beide Modelle unterschiedliche physiologische
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Mechanismen der Periodizitätswahrnehmung implementieren, waren letztendlich beide in
der Lage, die empirischen Daten zumindest qualitativ korrekt zu rekonstruieren.
Das dritte Kapitel geht der Frage nach, auf welche Art und Weise das auditorische
System die Eigenschaften der Einhüllenden extrahiert. Eine Arbeit von Ewert (2002) legt
nahe, dass eine Strategie der spektralen Zerlegung der Einhüllenden vorgenommen wird.
Viemeister et al. (2004) unterstreicht die Relevanz der lokalen zeitlichen Eigenschaften der
Modulatorwellenform. Es werden Hörversuche dargestellt, die eine Brücke zwischen den bei-
den genannten Arbeiten schlagen. Die Ergebnisse sprechen für eine temporale Analyse der
Modulatorwellenform. Ausschlaggebend für die Wahrnehmung ist nach diesen Ergebnissen
ein Produkt aus lokaler Modulationstiefe und der Dauer, während die Modulationstiefe
gleichbleibend ist.
Das vierte Kapitel nimmt sich der Wahrnehmung aperiodischer Modulatoren an. Sparse
Noise (Hübner und Wiegrebe, 2003) kann durch Modulation mit einem aperiodischen Mo-
dulator erzeugt werden. Außerdem bietet der Stimulus die Möglichkeit, den Grad der Ein-
hüllendenﬂuktuation selektiv zu variieren. Aufgrund der Einhüllendeneigenschaften von
Sparse Noise (SN) könnte es ein hilfreicher Stimulus sein, um die Mechanismen der Ein-
hüllendenkodierung besser verstehen zu lernen. Um die Wahrnehmung von SN zu charak-
terisieren, wurden Detektionsschwellen in Abhängigkeit von der Einhüllendenﬂuktuation
gemessen. Der entscheidende Parameter für die Detektion von SN ist die physikalische
Rauigkeit.
Schließlich befasst sich Kapitel fünf wieder mit einem Aspekt der Tonhöhenwahrneh-
mung. Eine der herrschenden Kontroversen der Tonhöhenforschung ist die Frage ob das au-
ditorischen System zwei unterschiedliche Mechanismen zur Tonhöhenextraktion anwendet
oder nur einen einzigen. Vertreter der erstgenannten Möglichkeit unterscheiden danach, ob
die spektralen Komponenten eines komplexen Signals von der Peripherie spektral aufgelöst
werden oder nicht. Die Ausgeprägtheit der Tonhöhe ist für spektral nicht aufgelöste Signale
deutlich geringer. Iteriertes Kosinusrauschen (iterated rippled noise, IRN) bietet durch des-
sen Algorithmus die Möglichkeit, die Ausgeprägtheit der Tonhöhe stufenlos zu variieren.
Insofern ist IRN gut geeignet, um zu überprüfen, ob Unterschiede in den Wahrnehmungs-
schwellen von spektral aufgelösten/nicht aufgelösten Signalen durch die unterschiedliche
Ausgeprägtheit der Tonhöhe bedingt sind. Das würde der Theorie der zwei Tonhöhenme-
chanismen widersprechen. Es wurden Unterscheidungsschwellen für IRN-Grundfrequenzen
in Abhängigkeit von der Signaldauer gemessen. Die Stimuli waren bandpass-geﬁltert, so
dass sie entweder spektral aufgelöst werden konnten oder nicht. Diese wurde mit Unter-
scheidungsschwellen der gleichen Art verglichen, die mit spektral aufgelösten IRN-Stimuli
erhoben wurden, deren Ausgeprägtheit der Tonhöhe einem spektral nicht aufgelösten IRN
entsprach. Die Schwellen von IRNs gleicher Auﬂösbarkeit waren einander ähnlicher als
die Schwellen von IRNs gleicher Tonhöhenausprägung. Insofern konnte die Eingangsüber-
legung nicht bestätigt werden. Es wird erläutert, warum dieses Ergebnis dennoch nicht
automatisch die Theorie eines einzigen Mechanismus widerlegt.
Zu Beginn werden grundlegende physikalische und wahrnehmungsbezogene Eigenschaf-
ten der angewandten Stimuli erläutert.
Kapitel 1
Periodizität im Träger oder in der
Einhüllenden von Schallsignalen
Jedes Schallsignal lässt sich mathematisch in unterschiedliche Bestandteile zerlegen. Das
Fourier-Theorem z.B. besagt, dass jedes komplexe Schallsignal sich in eine Summe von
einzelnen Sinustönen zerlegen lässt. Das bedeutet, dass sich durch eine Transformation
nach Fourier der spektrale Gehalt eines Signals extrahieren lässt. Durch Frequenz-Orts-
Transformation in der Cochlea, bei der unterschiedliche Frequenzen an einem jeweils dis-
kreten Ort entlang der Hörschnecke abgebildet werden, ﬁndet letztendlich eine Transfor-
mation ähnlich dem Fourier-Theorem statt.
Nach einem von Hilbert aufgestellten Theorem lässt sich jedes Schallsignal mathema-
tisch als das Produkt aus der sogenannten Einhüllenden, oder Hüllkurve, und der soge-
nannten Feinstruktur beschreiben. Die Einhüllende, auch Modulation genannt, verändert
sich nur sehr langsam über die Zeit. Die Feinstruktur, auch Träger genannt, ist dagegen
sehr raschen Veränderungen entlang der Zeitachse ausgesetzt. Sowohl die Einhüllende als
auch die Feinstruktur eines Signals beinhalten wertvolle Informationen zur Bildung von
auditorischen Objekten. Die Bildung von auditorischen Objekten wiederum ist essentiell,
um die Flut von akustischen Reizen, die permanent auf den Menschen einwirken, in einer
sinnvollen Art und Weise zu sortieren.
Smith et al. (2002) haben in eindrucksvollen Experimenten gezeigt, dass die Struktur
der Einhüllenden besonders wichtig bei der Sprachwahrnehmung ist, wohingegen die we-
sentliche Information zur Wahrnehmung von Tonhöhe und zur Lokalistion von Schallen,
in der Feinstruktur bzw. dem Träger enthalten ist. Auch bei der Weiterverarbeitung von
Schallen im Gehirn, ﬁndet eine Unterscheidung von Einhüllender und Feinstruktur statt. In
Bereichen des Hirnstamms werden Modulation und Träger teilweise von unterschiedlichen
Neuronengruppen kodiert (z.B. Joris und Yin (1995); Langner (1992); Rhode et al. (1983);
Yin und Chan (1990)).
Diese Arbeit befasst sich mit den funktionellen Mechanismen der Kodierung von Peri-
odizität im Träger und in der Einhüllenden. Dazu wurden verschiedene psychoakustische
Verhaltenstests durchgeführt. Die angewandten, Schallsignale, im Folgenden Stimuli ge-
nannt, leiten sich alle vom Gauss'schen Rauschen (GN) ab. Durch unterschiedliche Ver-
2 1. Periodizität im Träger oder in der Einhüllenden von Schallsignalen
d g
+ +
d g
+ +
d dg g
B
A IRNO
IRNS
GN
GN
Abbildung 1.1: Schematische Darstellung des Prozesses aus verzögern (d) - abschwächen (g)- addieren
(⊕), zur digitalen Herstellung von iterated rippled noise. (A) beschreibt den Zyklus des add-original Pro-
zesses bei dem jeweils das Originalrauschen zu der verzögerten Kopie zurückaddiert wird. (B) beschreibt
den Zyklus des add-same Prozesses bei dem jeweils das Eingangssignal zu der verzögerten Kopie zurück-
addiert wird
änderungen des Rauschens wird dem Stimulus Periodizität aufgeprägt. Je nach Art der
Veränderung, lassen sich die verwendeten Stimuli im wesentlichen in zwei Gruppen ein-
teilen: Stimuli mit Variationen im Träger einerseits und Stimuli mit Variationen in der
Einhüllenden andererseits.
1.1 Stimuli mit Variationen in der Feinstruktur
1.1.1 Iterated Rippled Noise
Iterated rippled noise (IRN) ist ein tonales Rauschen, das von unkorreliertem Rauschen,
wie z.B. GN, abgeleitet wird. Zuerst soll auf die Herstellung von IRN eingegangen werden,
um im Anschluss die daraus resultierenden zeitlichen und spektralen Eigenschaften zu
erläutern.
Durch verzögerte Selbstaddition von GN erhält man ein Kosinusrauschen (engl.: rippled
noise,RN). Der genaue Vorgang dabei ist Folgender: Ein zeitlich deﬁniertes (jedoch belie-
big langes) Stück Gauss'sches Rauschen (oder Weisses Rauschen) wird zunächst kopiert.
Dann wird die Kopie um einen bestimmten Betrag zeitlich verzögert (delay). Diese verzö-
gerte Kopie erfährt dann (wahlweise) eine Abschwächung, durch Multiplikation mit einem
Abschwächungsfaktor. Das zeitlich verzögerte und abgeschwächte Rauschen wird abschlie-
ßend zu dem nicht verzögertem Rauschen zurückaddiert. Wiederholt man diesen Vorgang
mehrere Male, erhält man iteriertes Kosinusrauschen (engl.: iterated rippled noise, IRN).
Man unterscheidet zwei Arten von IRN, je nach Art ihrer Berechnung. Die entspre-
chenden Schaltkreise sind in Abb. 1.1 dargestellt. In Abb. 1.1A wird zu dem verzögertem
Rauschen jedesmal, dasselbe ursprüngliche (originale) nichtverzögerte Rauschen addiert.
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Abbildung 1.2: Autokorrelationsfunktionen von GN auf der rechten Seite und IRN(2,1,16) auf der linken
Seite. Man sieht dass IRN Maxima bei d und dessen Vielfachen zeigt, GN dagegen völlig unkorreliert ist.
Bei einer Verzögerung von 0 ist der Korrelationsgrad immer 1.
Daher wird dieses Verfahren als add original bezeichnet, der resultierende Stimulus als
IRNO. Das in Abb. 1.1B dargestellte Verfahren unterscheidet sich dadurch, dass das ver-
zögerte und abgeschwächte Rauschen jeweils zu Eingang des vorangegangenen Verzöge-
rungsprozesses addiert wird. Dieses Verfahren wird daher als add same bezeichnet, der
resultierende Stimulus als IRNS. In den Experimenten der vorliegenden Arbeit wird aus-
schließlich IRNS verwendet und wird im Folgenden nur als IRN bezeichnet. Dieser Prozess
wird einige Male wiederholt. Die wichtigsten Parameter, durch die ein IRN sich deﬁniert,
sind die Verzögerung (d), der Abschwächungsfaktor (g) und die Anzahl der Iterationen
(n). Daraus leitet sich die Notation für IRN ab: IRN(d,g,n).
In einer natürlichen Umgebung ist man oft mit vergleichbaren Schallereignissen kon-
frontiert. Grob gesehen, ist jede Reﬂexion eine verzögerte und abgeschwächte Version des
Originalschalls. Das Rauschen eines Wasserfalls z.B. wird durch eine nahegelegene Fels-
wände reﬂektiert. Somit erreicht sowohl das originale Rauschen das Ohr, wie auch die
Reﬂexion von der Wand, also eine verzögerte und abgeschwächte Kopie. Die Schaltkreise
aus Abb. 1.1 simulieren quasi diese Situation. Die Reﬂexion verleiht dem Rauschen eine
schwache Tonhöhe oder zumindest eine spektrale Koloration (Bilsen und Ritsma, 1969).
Die veränderte Wahrnehmung bei diesem Phänomen, beruht auf einer Veränderung der
Feinstruktur.
Auch IRN erhält durch dessen veränderte Feinstruktur, im Verhältnis zu GN eine spek-
trale Koloration. Der Grund dafür liegt in den physikalischen Parametern, die diese Verän-
derung mit sich bringt. Durch den Prozess des Verzögerns, Abschwächens und Addierens,
ist das Rauschen nicht mehr unkorreliert. Je öfter dieser Vorgang iteriert wird, desto höher
wird der Korrelationsgrad (Yost, 1996b). Berechnet man die Autokorrelation von IRN sieht
man, dass sich in der Autokorrelationsfunktion (ACF) Maxima bei der zeitlichen Verzö-
gerung und deren Vielfachen ergeben (Abb.1.2). Aus der ACF kann man die Periodizität
eines gegebenen Stimulus entnehmen. Die Orte der Maxima geben die Periodendauer an
und die Höhe der Maxima, sprich der Korrelationskoeﬃzient, gibt die Ausgeprägtheit der
Periodizität auf einer Skala von 0 bis 1 an. Der Korrelationsgrad, durch den der Grad an
Periodizität ausgedrückt wird, wird bei IRN zum einen über die Anzahl der Iterationen
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(n) bestimmt. Mit zunehmender Iterationszahl konvergiert der Korrelationsgrad des ersten
Maximums in der ACF gegen eins. Zum anderen hat auch der Abschwächungsfaktor (g)
Einﬂuss auf die Ausgeprägtheit der Periodizität. Ist g=1, hat das IRN den höchsten, durch
n bestimmten, Korrelationsgrad. Ist dagegen g=0, bleibt das in den Verzögerungsprozess
eingehende Rauschen praktisch unverändert und der Korrelationsgrad bleibt gleich 0 (Yost,
1996a,b).
Periodizität in einem Schallsignal beeinﬂusst auch dessen Wahrnehmung. Sie verleiht
dem Signal Tonalität. Beim Anhören eines IRN, nimmt man eine Tonhöhe war, welche
jeweils dem Reziproken der Verzögerungszeit entspricht. Betrachtet man das Magnituden-
spektrum eines IRN Signals wird deutlich warum.
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Abbildung 1.3: Zeitsignale, Autokorrelationsfunktionen und Magnitudenspektren von IRNs mit unter-
schiedlichen Verzögerungszeiten. Die linke Spalte zeigt IRN(2,1,16), die mittlere Spalte IRN(4,1,16) und die
rechte Spalte IRN(8,1,16). Die obere Reihe zeigt die Zeitsignale. Die Autokorrelationsfunktionen (ACFs),
die in der mittleren Reihe dargestellt sind, zeigen Maxima bei der jeweiligen Verzögerung und deren
Vielfachen. Die Magnitudenspektren weisen ein eindeutiges Kammﬁlterproﬁl auf. Die spektralen Maxima
beﬁnden sich bei dem Reziproken der Verzögerung und dessen Vielfache.
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In Abb. 1.3 werden IRNs mit unterschiedlichen Verzögerungszeiten dargestellt. Die
obere Reihe zeigt jeweils das Zeitsignal, die mittlere die ACFs und die untere Reihe das
Magnitudenspektrum. Die ACFs weisen Maxima an der jeweiligen Verzögerungszeit und
deren Vielfachen auf (vgl. auch Abb. 1.2 ). Die Magnitudenspektren zeigen ein deutli-
ches Kammﬁlterproﬁl, das man englisch als rippled spectrum bezeichnet. Daher leitet
sich auch der Name ab: iterated, da der Prozess aus verzögern, abschwächen und addieren
iteriert wird; rippled, wegen des Kammﬁlterproﬁls; noise von Rauschen. Die Maxima des
Spektrums beﬁnden sich jeweils bei 1/d und dessen Vielfachen. Ein solches Kammﬁlter-
proﬁl ist vergleichbar mit einem Harmonischen Komplex. Ein Harmonischer Komplex ist
zusammengesetzt aus Sinustönen einer sogenannten Grundfrequenz und deren Vielfachen.
Die wahrgenommene Tonhöhe eines solchen Komplexes entspricht jeweils der Grundfre-
quenz. Ebenso verhält es sich bei IRN. Das erste Maximum im Kammﬁlterproﬁl von IRN
beﬁndet an der Stelle des Reziproken von d. Deshalb wird die wahrgenommene Tonhöhe
durch das Reziproke der Verzögerung bestimmt.
Auch die Ausgeprägtheit der Periodizität, angegeben durch den Korrelationsgrad in der
ACF (Ordinate, Abb. 1.3, mittlere Reihe), beeinﬂusst ebenfalls die Wahrnehmung. Die Hö-
he erste Maximums in der ACF (AC1) bestimmt die Ausgeprägtheit der Tonhöhe von IRN
(Yost, 1996b). Je höher der Korrelationsgrad von AC1, desto ausgeprägter ist die Tonhöhe
des IRN. Andersherum: Je geringer also der Korrelationsgrad ist, desto rauschhafter klingt
das IRN.
1.2 Stimuli mit Variationen in der Einhüllenden
Variationen in der Einhüllenden einzuführen ist eine relativ einfache Sache, die vielerlei
unterschiedliche Möglichkeiten bietet. Man rufe sich noch einmal das Theorem von Hilbert
ins Gedächtnis: jedes Schallsignal lässt sich durch das Produkt von Träger und Modula-
tor (bzw. Feinstruktur und Einhüllende) deﬁnieren. Genau nach diesem Prinzip wird bei
der Berechnung dieser Art von Stimuli vorgegangen. Man multipliziert einen Träger, z.B.
Gauss'sches Rauschen, mit einem beliebigen Modulator, z.B einem Sinuston. Da diese Mul-
tiplikation die Amplitude des Trägers verändert wird, bezeichnet man diesen Vorgang als
Amplitudenmodulation (AM) bezeichnet. Im folgenden Abschnitt werden unterschiedliche
Modulatoren, die für die vorliegende Arbeit relevant sind, vorgestellt.
1.2.1 Sinusförmige Amplitudenmodulation
Hier wird der Träger mit einer Sinusfunktion multipliziert. Ob der Träger ein Rauschen
oder etwa selbst ein Sinuston ist, ist prinzipiell egal.
Diese Form der Amplitudenmodulation entspricht letztendlich der Einführung von
Lautstärkeschwankungen des Trägers. Zur Veranschaulichung sind in Abb. 1.4 die Zeit-
funktionen eines Rauschträgers, des Sinusmodulators und deren Produkt dargestellt. Das
Produkt aus Sinusmodulator und Rauschträger nennt man sinusamplitudenmoduliertes
Rauschen (SAMN). Betrachtet man die Amplitudenwerte des Modulators in Abb. 1.4 (mitt-
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Abbildung 1.4: Zeitfunktionen eines Trägers (links), des Sinus-Modulators (mitte) und des zusammen-
gesetzten Signals (rechts). Der Träger ist in deisem Beispiel GN und der Modulator hat eine Frequenz von
250 Hz. Der Modulator muss stets um +1 verschoben werden, damit er keine negativen Amplitudenwerte
aufweist, bevor er mit dem Träger multipliziert wird. Andernfalls würde sich die Einhüllendenfrequenz
verdopplen (siehe Text).
leres Feld), sieht man, dass sie zwischen 0 und 2 verlaufen und nicht, wie für Sinustöne
üblich, zwischen -1 und 1. Das hat folgenden Grund: Der Träger und der Modulator wer-
den Punkt für Punkt miteinander multipliziert. Die Punkte der negativen Halbwelle des
Modulators würden durch die Multiplikation mit negativen Amplitudenwerten des Trägers
alle positiv. In der Konsequenz würde sich die Frequenz der Einhüllenden verdoppeln.
Neben der Lautstärkeschwankung über die Zeit hat eine AM auch Auswirkungen auf
das Spektrum des Stimulus. Das lässt sich am einfachsten demonstrieren, wenn man einen
Sinuston oder einen Harmonischen Komplex als Träger nimmt. Im Spektrum produziert
eine Amplitudenmodulation sogenannte Seitenbänder. Diese liegen bei cf - mf und cf+mf.
Dabei entspricht cf der Trägerfrequenz und mf der Modulationsfrequenz.
In Abb. 1.5 sind die Magnitudenspektren der Träger (obere Reihe) und der amplituden-
modulierten Signale (untere Reihe) abgebildet. Man sieht, dass die AM rechts und links,
entlang der Frequenzachse, neben den spektralen Maxima des Trägers Seitenbänder produ-
ziert. Da das Spektrum von Gauss'schem Rauschen weiss ist, also alle Frequenzen enthält,
fallen die Modulationsseitenbänder natürlich zusammen mit den bereits vorhandenen spek-
tralen Maxima des Trägers und sind nicht gesondert erkennbar. Um die Modulationsfre-
quenz von SAMN zu ermitteln bzw. darzustellen, kann mittels einer Hilberttransformation
die Einhüllende extrahiert werden, um daraus das Frequenzspektrum zu ermitteln.
Auf diese Weise erhält man das Modulationsspektrum. Die Modulationsspektren des
amplitudenmodulierten Sinusreintons und des SAMN sind in Abb. 1.6 zu sehen. In beiden
Graphiken ist ein deutliches Maximum an Stelle der Modulatorfrequenz zu beobachten.
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Abbildung 1.5: Hier werden unterschiedliche Träger mit einem Sinusmodulator multipliziert, um dar-
zustellen, welche spektralen Veränderungen eine Sinusmodulation hervorruft. In der oberen Reihe sind die
Magnitudenspektren der Täger abgebildet: links ein Sinus, in der Mitte ein harmonischer Komplex und
rechts ein GN. In der unteren Reihe sind die Magnitudenspektren der AM-Signale dargestellt. Die Modu-
lationsfrequenz (mf ) beträgt 100 Hz. Man sieht, dass die Modulation spektrale Seitenbänder verursacht.
Der Abstand zum spektralen Maximum des Trägers beträgt immer ±mf. Da ein GN bereits sämtliche
Frequenzen enthält, sind auch im Magnitudenspektrum von SAMN keine prominenten Seitenbänder zu
erkennen.
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Abbildung 1.6: Modulationsspektren von einem SAMN (rechts) und einem amplitudenmodulierten Si-
nusträger (links). Man sieht in beiden Fällen, dass sich der Träger auch in der Hilberteinhüllenden wider-
spiegelt. Im linken Feld sieht man eine leichte Erhöhung bei 500Hz, der Frequenz des Sinusträgers. Im
rechten Feld sieht man eine Art Grundrauschen im Modulationsspektrum, welches vom GN Träger her-
vorgerufen wird. In beiden Fällen hebt sich jedoch das, durch die AM verursachte Maximum sehr deutlich
vom Hintergrund ab, der die Wahrnehmung nicht maßgeblich beeinﬂusst.
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Abbildung 1.7: Zeitfunktionen des GN-Trägers (links), des Rechteckmodulators (Mitte) und des zu-
sammengesetzten Signals (rechts). Wie der Sinusmodulator muss auch der Rechteckmodulator um +1
verschoben werden, damit er keine negativen Werte enthält. Sonst wäre, durch Multiplikation mit dem
Träger die Einhüllendenfrequenz doppelt so hoch wie die Frequenz des Modulators. Die Frequenz des
Modulators beträgt hier 250 Hz, das entspricht einer Periode von 4ms.
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Abbildung 1.8: Links ist das Magnitudenspektrum eines Rechteckmodulators abgebildet und rechts
das Magnitudenspektrum eines Sinusmodulators mit gleicher Frequenz (hier: 100Hz). Zwar besitzt der
Rechteckmodulator die gleiche temporale Periodizität der Sinusmodulator, unterscheidet sich jedoch sehr
deutlich im Spektrum.
1.2.2 Amplitudenmodulation mit Rechteckmodulatoren
Anstelle einer Sinusfunktion kann u.A. auch ein Rechteckimpuls als Modulator dienen. Bei
einer Rechteckfunktion sind alle Werte der positiven Halbwelle gleich eins und alle Werte
der negativen Halbwelle gleich -1.
Abbildung 1.7 zeigt im linken Feld die Zeitfunktionen des Rauschträgers, im mittleren
Feld die eines Rechteckmodulators und im rechten Feld die Zeitfunktion eines rechteckig-
amplitudenmodulierten Rauschens. Wie im mittleren Feld zu sehen ist, muss natürlich
auch der Rechteckmodulator derart verschoben werden, dass er selbst keine negativen Am-
plitudenwerte besitzt. Man sieht sofort dass die Lautstärkeschwankungen sehr scharfkantig
sind. Darin liegt der wesentliche Unterschied zur Modulation mit einer Sinusfunktion, denn
diese scharfkantigen Übergange haben wiederum Auswirkungen auf das Frequenzspektrum
der Einhüllenden.
Während ein Sinusmodulator, der ja einem Sinusreinton entspricht, nur ein Frequenz-
maximum in im Magnitudenspektrum hat, produzieren die scharfkantigen Übergange des
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Rechteckimpulses Harmonische im Spektrum. Das Magnitudenspektrum eines Rechteckmo-
dulators enthält Maximum an der Modulationsfrequenz plus den ungeraden Harmonischen.
Auch wenn ein Sinus- und ein Rechteckmodulator die gleiche temporale Periodizität in der
Einhüllenden erzeugen, haben beide einen deutlich unterschiedlichen spektralen Gehalt
(Abb. 1.8).
1.2.3 Sparse Noise
Das Sparse Noise (SN) lässt sich am leichtesten beschreiben als ein Weisses Rauschen,
dass über den Zeitverlauf immer wieder unterbrochen ist, von Lücken mit variabler Länge.
Die maximale Lückendauer ist dabei deﬁniert. SN kann auch durch Amplitudenmodulati-
on erzeugt werden. Der Träger ist auch dabei Gauss'sches Rauschen. Um den Modulator
digital zu generieren, wird zunächst eine Reihe von Nullen erzeugt, deren Länge sich aus
der Stimulusdauer und der Abtastrate errechnet. Dann werden zufallsverteilt einige Nullen
durch eins ersetzt. Der Abstand zwischen den Abtastpunkten deren Wert eins ist, ist ein
beliebiger Wert zwischen 0 und der maximalen Lückendauer. Die maximale Lückendauer
wird in der Anzahl an Abtastpunkten deﬁniert. Der Index hierfür heisst lsep (length of se-
paration) und hat einen ganzzahligen Wert zwischen 1 und 12. Die Formel für die maximale
Lückendauer lautet:
max. Lu¨ckendauer = 2(lsep) − 1 Abtastpunkte (1.1)
Multipliziert man dann diesen Modulator mit dem GN erhält man Sparse Noise. Die
maximale Lückendauer ist also durch die Variable lsep und der Abtastrate deﬁniert. Da
die einzelnen Lücken eine beliebige Dauer von 0 bis zur Maximaldauer haben können,
entspricht die mittlere Lückendauer die halben maximalen Lückendauer.
Im Unterschied zu den vorherigen Modulatoren, ist der SN-Modulator aperiodisch. Das
hat auch Auswirkungen auf das Spektrum. Während periodische Modulatoren, wie der
Sinus- oder der Rechteckmodulator, ein harmonisches Frequenzspektrum aufweisen, ist
das Einhüllendenspektrum eines Sparse Noise (SN) auch aperiodisch.
Abbildung 1.9 zeigt eine Reihe von SN Stimuli mit steigender max. Lückendauer von
oben nach unten. Im Zeitsignal sieht man, dass die Anzahl der Amplituden abnimmt,
dafür die Höhe der Amplituden deutlich ansteigt (man beachte die Beschriftung der Or-
dinate). Sowohl Magnituden- als auch Einhüllendenspektrum sind für alle Lückendauern
weiss, sprich sie beinhalten alle Frequenzen. Im Einhüllendenpektrum allerdings, erhöht
sich mit steigender max. Lückendauer die Energie der einzelnen Komponenten. Darüber-
hinaus wird mit steigender max. Lückendauer ein zunehmender Tiefpass im Modulations-
spekturm sichtbar.
Mit steigender maximaler Lückendauer wächst auch die Unruhe der Signals. Während
sich ein SN mit niedriger max. Lückendauer wie homogenes Rauschen anhört, ähnelt ein
SN mit steigender max. Lückendauer immer mehr einem Raschelgeräusch bis hin zu einem
Knistern.
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Abbildung 1.9: Zeitsignal (rechte Spalte), Magnitudenspektrum (mittlere Spalte) und Einhüllendenspek-
trum (linke Spalte) von Sparse Noises mit steigender maximaler Lückendauer (LD). Von oben nach unten:
0; 0,06; 0,62; 5,1 und 40,94ms. Betrachtet man die Zeitsignale, sieht man dass mit steigender max. LD die
Einzelamplituden weniger werden, dafür aber immer höhere Werte aufweisen (man beachte die Beschrif-
tung der Ordinate). Da die Signale alle den gleichen Eﬀektivwert besitzen, verteilt sich die Gesamtenergie
auf weniger Einzelamplituden die dadurch natürlich höhere Werte aufweisen. Das Magnitudenspektrum
dagegen verändert sich nicht. Weder in der Frequenzverteilung noch in der Lautstärke der einzelnen Kom-
ponenten. Die Frequenzverteilung im Einhüllendenspektrum ist ebenfalls gleichbleibend. Allerdings werden
nimmt die Energie der einzelnen Komponenten deutlich zu mit steigender max. LD und es bildet sich ein
zunehmendes Tiefpassverhalten heraus.
Kapitel 2
Interaktion zwischen Tonhöhen- und
Modulationswahrnehmung
Der Inhalt dieses Kapitels wurde beim Journal of the Acoustic Society of America zur
Veröﬀentlichung eingereicht und beﬁndet sich derzeit im Review-Prozess.
Im vorherigen Kapitel wurde beschrieben, dass sich jedes Schallsignal, durch eine
Hilbert-Transformation in die Einhüllende, auch Modulation genannt, und den Träger,
auch Feinstruktur genannt, unterteilen lässt. Es wurde auch dargestellt, durch welche Ver-
änderungen Periodizität in der Einhüllenden bzw. im Träger hervorgerufen wird. Dieses
Kapitel befasst sich mit den perzeptionellen Interaktionen zwischen Trägerperiodizität und
Einhüllendenperiodizität. In Abschnitt 1.1.1 wurde erläutert, dass Periodizität im Träger
eine Tonhöhenwahrnehmung hervorruft. Aufgrund dieser eindeutigen Tonhöhe, die ein IRN
hervorruft, fallen Versuche zur Wahrnehmung von IRN oft unter den Begriﬀ der Tonhöhen-
wahrnehmung, anstatt dass man von Trägerperiodizitätswahrnehmung spricht. Die Wahr-
nehmung von Amplitudenmodulation (kurz: Modulationswahrnehmung) ist ein weites und
viel untersuchtes Feld in der Psychoakustik. Amplitudenmodulation (AM) bedeutet immer
eine Veränderung der Einhüllenden. Eine AM bringt in der Regel eine Periodizität in der
Einhüllenden mit sich.
Tonhöhen- und Modulationswahrnehmung können also beide auf der Wahrnehmung
von Periodizitäten beruhen. Aufgrund dieser Annahme und aufgrund von Funktionsweisen
führender psychoakustischer Modelle zur Tonhöhen- und zur Modulationswahrnehmung,
stellt sich die Frage ob eventuell ein neuronaler Mechanismus existiert, der Periodizität an
sich erfasst. Ist dies der Fall, werden folgende Fragen aufgeworfen: Sind es zwei unterschied-
liche Mechanismen? Einer zur Kodierung von Trägerperiodizität und einer zur Kodierung
von Einhüllendenperiodizität? Oder gibt es einen gemeinsamen Mechanismus? Um sich
dieser Frage anzunähern wurden zunächst psychoakustische Experimente durchgeführt, die
untersuchen, ob es Interaktion in der Wahrnehmung zwischen beiden Arten der Periodizi-
tät gibt. Sollte das simultane Vorkommen von Träger- und Einhüllendenperiodizität keinen
Einﬂuss auf die Wahrnehmung haben, im Vergleich zur Situation, in der nur eine der bei-
den Arten von Periodizität gegeben ist, wäre das ein Hinweis darauf, dass es getrennte
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Verarbeitungswege gibt. Im Umkehrschluss kann eine Interaktion in der Wahrnehmung als
Hinweis auf einen gemeinsamen Verarbeitungsmechanismus gedeutet werden.
Psychophysische Modelle sind ein etabliertes Mittel sich der Funktionsweise der sen-
sorischen Verarbeitung anzunähern. Sie bieten den Vorteil einer schematischen Betrach-
tung statt einer zu sehr detaillorientierten Untersuchung z.B. der neuronalen Grundlagen.
Obwohl diese ab einem gewissen Zeitpunkt essentiell ist, sind jedoch die Modellansät-
ze hilfreich, um sich einmal ein grobes Bild von funktionalen Mechanismen zu verschaf-
fen. Insofern werden auf der Suche nach Zusammenhängen zwischen Wahrnehmung von
Einhüllenden- und Trägerperiodizität auch die bestehenden Modellansätze betrachtet.
2.1 Einleitung
Im Laufe der letzten Jahrzehnte entwickelten sich die meisten psychoakustischen Model-
le dahingehend, die periphere Vorverarbeitung des Außen-, Mittel- und Innenohrs relativ
detailliert zu berücksichtigen. Da eine relativ gute Vorstellung dieser peripheren Vorverar-
beitung existiert sind auch die bestehenden Modelle untereinander sehr ähnlich aufgebaut.
In Bezug auf die Tonhöhen- und Modulationsverarbeitung gibt es unterschiedliche Mo-
delle, die sich jeweils ausschließlich mit der Tonhöhen- oder Modulationsverarbeitung be-
fassen.
Ein sehr erfolgreiches Modell in der Vorhersage von Tonhöhenwahrnehmungsphänome-
nen wurde von Meddis und Hewitt (1991a,b) eingeführt. Dieses Modell basiert auf der von
Licklider (1951) vorgeschlagenen Annahme, das auditorische System wende ein Verfahren
ähnlich einer Autokorrelation an, um die Periodizität eines Stimulus zu extrahieren. Med-
dis und Hewitt erweiterten diese Annahme indem sie das Ergebnis der Autokorrelation
in ihrem Modell entlang einer tonotopen Frequenzachse aufsummierten. Folglich steht am
Ausgang eine rein zeitliche Repräsentation der Periodizität eines gegebenen Stimulus. Die-
ses Modell ist in der Lage, unterschiedlichste Phänomene der Tonhöhenwahrnehmung zu
reproduzieren bzw. vorherzusagen. Dazu zählt u.a. virtuelle Tonhöhe oder die Dominanz
des mittleren Frequenzbereichs. Das Modell wurde in den folgenden Jahren weiterentwickelt
(Meddis und O'Mard, 1997) und ist nun auch in der Lage weitere Wahrnehmungsphänome-
ne wie die Tonhöhenempﬁndung von harmonischen Komplexen mit alternierenden Phasen
der einzelnen Harmonischen, sowie die Sensitivität für Frequenzabweichungen einzelner
Harmonischen nachzubilden.
Ein weiteres Modell, das hier genauer betrachtet werden soll, wurde von Dau et al.
(1997a,b) entwickelt, um die Wahrnehmung von Amplitudenmodulation zu simulieren. Die-
ses Modell basiert auf der Theorie von Houtgast (1989), nach der die Einhüllende eines Sti-
mulus ebenfalls einer spektralen Zerlegung unterzogen wird, ähnlich der Dekomposition im
Innenohr durch die cochleären Filter. Houtgast konnte eine Frequenzselektivität bezüglich
der Einhüllenden in psychoakustischen Experimenten demonstrieren (Houtgast, 1989). Als
funktionale Implementation der Frequenzselektivität für die Einhüllende haben Dau et al.
(1997a,b) eine Modulationsﬁlterbank entwickelt. Gleich dem oben beschriebenen Modell
zur Tonhöhenwahrnehmung, beinhaltet dieses Modell ebenfalls eine detaillierte Implemen-
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tierung der peripheren Verarbeitung, die der Modulationsﬁlterbank vorausgeht. Zahlreiche
Phänomene der Amplitudenmodulationswahrnehmumng werden mit diesem Modell erfolg-
reich simuliert. Dazu gehören u.a. die Frequenzselektivität für die Einhüllende sowie die
Modulationsdetektion für schmalbandiges Rauschen.
Obwohl die beiden genannten Modelle unterschiedliche Ziele verfolgen, ist das zugrunde
liegende Konzept recht ähnlich. Beide Modelle beinhalten eine Gammaton-Filterbank sowie
eine funktionale Simulation der mechano-neuralen Transduktion der Inneren Haarzellen in
der Cochlea. In beiden Modellen folgt dieser Stufe ein Modul, das die temporale Periodi-
zität der Feuerwahrscheinlichkeit der Hörnervfaser extrahiert. In einem Fall in Form einer
Modulationsﬁlterbank implementiert, im anderen Fall in Form eines Autokorrelators. Zwar
liegen die wahrnehmbaren Periodizitäten von Tonhöhe und Amplitudenmodulation durch-
aus in unterschiedlichen Regionen (Krumbholz et al., 2000; Viemeister, 1979), dennoch gibt
es einen großen Überlappungsbereich zwischen 30 und 1000Hz.
Sollten sowohl Trägerperiodizität als auch Amplitudenmodulation (also Einhüllenden-
periodizität) zeitlich kodiert werden, ist es nicht abwegig einen gemeinsamen Verarbeitungs-
mechanismus anzunehmen. Denn es gibt in der Tat Hinweise darauf, dass die Wahrnehmung
von Trägerperiodizität und Amplitudenmodulation breitbandiger Rauschträger nicht un-
abhängig voneinander sind. Burns und Viemeister (1976) sowie auch Burns (1981) zeigten,
dass sinus-amplitudenmodulietes Rauschen (SAMN) eine tonhafte Wahrnehmung hervor-
ruft und mit SAMN Signalen auch eine Melodie erzeugt werden kann. Die im Folgenden
beschriebenen Experimente sollen die Interaktion von Träger- und Einhüllendenperiodizi-
tät von breitbandigen Stimuli in der Wahrnehmung untersuchen.
Ein typischer Stimulus mit Einhüllendenperiodizität ist SAMN. Der Träger von SAMN,
hier Gauss'sches Rauschen (GN), ist aperiodisch. Die Periodizität dieses Stimulus liegt
somit ausschließlich in der Einhüllenden. Die Periodendauer wird durch das Reziproke der
Modulationsfrequenz bestimmt.
Im Gegensatz dazu ist das sogenannte iterated rippled noise (IRN) ein Stimulus mit
ausgeprägter Trägerperiodizität. Diese Trägerperiodizität spiegelt sich zu einem gewissen
Grad auch in der Einhüllenden wider. Eine Reihe psychoakustischer Experimente haben
jedoch gezeigt, dass die Wahrnehmung von IRN von der Periodizität des Trägers und nicht
von der Periodizität der Einhüllenden dominiert wird (Wiegrebe und Patterson, 1999). IRN
wird ebenfalls von GN abgeleitet. IRN wird erzeugt indem man ein Stück Rauschen verzö-
gert, das verzögerte Stück mit dem Abschwächungsfaktor (gain) multipliziert und wieder
zu sich selbst zurück addiert. Dieser Prozess wird mehrere Male iteriert. Das erzeugt eine
Periodizität im Stimulus. Das Magnitudenspektrum stellt sich als Kammspektrum dar, mit
Maxima an Stelle des Reziproken der Verzögerungsdauer sowie ganzzahlige Vielfache davon
(siehe Abb. 1.3). Insofern ist die Grundfrequenz (F0) eines IRN Stimulus das Reziproke
der Verzögerung. Dieser Wert entspricht auch der wahrgenommenen Tonhöhe eines IRN
Stimulus. Im Folgenden wird in der Regel auf die F0 Bezug genommen.
Somit liegen zweierlei periodische, breitbandige Stimuli vor. Dabei wird die Wahrneh-
mung von SAMN von der Einhüllenden dominiert, die Wahrnehmung von IRN dagegen
wird vom Träger dominiert. Darüberhinaus lässt sich der Grad der Periodizität beider
Stimuli stufenlos verändern. Im Falle von SAMN geschieht dies über Veränderung der Mo-
14 2. Interaktion zwischen Tonhöhen- und Modulationswahrnehmung
dulationstiefe. Im Falle von IRN hingegen wird der Abschwächungsfaktor, englisch gain
(g), in der Verzögerungsschleife variiert: ist g gleich eins, erhält der Stimulus den maxima-
len Grad an Periodizität, je nach Anzahl der Iterationen (vgl. 1.1.1). Bei einem g von Null
bleibt das GN am Ausgang der Verzögerungsschleife unverändert.
Im Folgenden werden nun zwei psychoakustische Experimente präsentiert. Das erste
Experiment untersucht die Fragestellung, in wiefern die Wahrnehmung von Einhüllenden-
periodizität durch die gleichzeitige Anwesenheit von Trägerperiodizität beeinﬂusst wird. In
anderen Worten, wie verändern sich die Schwellen zur Detektion einer Amplitudenmodula-
tion wenn der aperiodische Träger durch einen Träger mit ausgeprägter Periodizität ersetzt
wird? Das zweite Experiment untersucht die Fragestellung, in wiefern die Wahrnehmung
von Trägerperiodizität durch die gleichzeitige Anwesenheit von Einhüllendenperiodizität
beeinﬂusst wird. Das bedeutet, wie verändern sich die Schwellen zur Detektion von Trä-
gerperiodizität, wenn die Stimuli gleichzeitig amplitudenmoduliert sind.
2.2 Experiment I: Der Eﬀekt von Trägerperiodizität auf
die Wahrnehmungsschwellen von Amplitudenmodu-
lation
Um festzustellen ob, und in welchem Ausmaß die Präsenz von Trägerperiodizität die Wahr-
nehmung von Amplitudenmodulation beeinﬂusst, wurden Hörversuche entwickelt, in denen
die Probanden die Aufgabe hatten eine sinusförmige Amplitudenmodulation zu detektie-
ren. Der Träger war entweder GN, also aperiodisch, oder IRN, also quasi-periodisch. Wurde
ein IRN Träger verwendet, wurde die Verzögerung derart gewählt, dass sich eine IRNF0
ergab, die gleich der Modulationsfrequenz war, aus folgendem Grund: IRN zeigt im Magni-
tudenspektrum harmonisch angeordnete Maxima. Ist nun die Modulationsfrequenz gleich
der IRNF0, fallen die spektralen Seitenbänder, die von der Amplitudenmodulation produ-
ziert werden (siehe Abschnitt 1.2.1), genau auf die Maxima des IRN Spektrums. Dies soll
gewährleisten, dass im Stimulus keine zusätzlichen spektralen Inhalte entstehen, die dem
Probanden als Entscheidungskriterium zur Verfügung stehen. Die Modulationsdetektion
mit einem GN-Träger ist eine Wiederholung der klassischen temporal modulation transfer
function (TMTF) die von Viemeister (1979) veröﬀentlicht wurde.
2.2.1 Paradigma
Die Detektionsschwellen für die Amplitudenmodulation wurden mittels eines sogenannten
adaptiven two-alternative forced-choice (2AFC) Paradigmas untersucht. Dem Probanden
werden 2 Intervalle vorgespielt, von denen eines das Signal beinhaltet. Entsprechend wird
dieses als Signalintervall bezeichnet, das andere als Standardintervall. Nachdem zwei In-
tervalle präsentiert wurden, muss der Proband eine Entscheidung treﬀen, welches Intervall
das Signalintervall war. Nach jeder Entscheidung hat der Proband ein Feedback erhal-
ten, ob die Antwort richtig war. Der adaptive Parameter in diesem Experiment war die
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Modulationstiefe. Dieser Wert wurde nach einer one-up three-down Regel verändert. Das
bedeutet, dass, nachdem drei Mal in Folge das Signalintervall korrekt identiﬁziert wurde,
die Modulationstiefe schrittweise um einen bestimmten Betrag verringert wurde. Nach ei-
nem Fehler wurde sie wieder um den selben Betrag erhöht. Eine Veränderung des adaptiven
Parameters, nach drei aufeinanderfolgenden korrekten Antworten bzw. nach einem Fehler,
wird als Umkehrpunkt bezeichnet. Zu Anfang jeder Schwellenmessung wurde die Modula-
tionstiefe jeweils um 5dB verändert. Nach dem dritten Umkehrpunkt verringerte sich die
Schrittweite auf 2 dB. Danach wurde die Modulationstiefe nur noch um 1dB verändert.
Insgesamt wurden pro Schwellenmessung 11 Umkehrpunkte aufgenommen. Der Mittelwert
der letzten 6 Umkehrpunkte ergab die Schwelle. Diese Vorgehensweise ermittelt den Wert
der 79,4% Marke einer Psychometrischen Funktion (Levitt, 1971). Das bedeutet, dass bei
diesen Wert des adaptiven Parameters, das Signalintervall zu 79,4% korrekt identiﬁziert
werden kann. Für jede Signalkonﬁguration wurde der Mittelwert von drei Messungen als
Schwelle für die jeweilige Versuchsperson gewertet. Von allen zu testenden Modulationsfre-
quenzen wurde für jede Schwellenmessung jeweils eine zufällig ausgewählt. Den Probanden
wurde eine Trainingsphase gewährt, um stabile Werte zu erreichen (d.h. der Standardfehler
zwischen drei aufeinanderfolgenden Durchgängen pro Signalkonﬁguration ist nicht größer
als 2 dB).
2.2.2 Probanden
Es beteiligten sich vier Versuchspersonen im Alter von 25 bis 32 Jahren an diesem Experi-
ment. Die Teilnahme erfolgte freiwillig und unentgeldlich. Alle Probanden verfügten über
ein klinisch normales Hörvermögen.
2.2.3 Stimuli und Versuchsapparatur
Der Träger war entweder aperiodisches GN oder quasi-periodisches IRN und wurde mit
einem sinusförmigen Modulator mit variabler Modulationstiefe multipliziert. Die Modula-
tionsfrequenzen lagen im Bereich von 7,8125 bis 1000Hz, in Abständen von einer Oktave.
Der IRN Träger wurde in der add-same (siehe Abschnitt 1.1.1) Konﬁguration berechnet
(Yost, 1996a). Der Abschwächungsfaktor g des IRN betrug eins und die Anzahl der Itera-
tionen war 16. Die F0 der IRN-Stimuli entsprach stets der jeweiligen Modulationsfrequenz.
Abbildung 2.1stellt einen Überblick über die Zeitfunktionen und Magnitudenspektren der
hier verwendeten Stimuli dar.
Die Stimulusdauer betrug 500ms, inklusive kosinusförmiger An- und Abstiegsﬂanken
von je 20ms Dauer. Die Stimuli wurden auf einem IBM kompatiblen PC mit einer Ab-
tastrate von 44,1 kHz generiert und anschließend auf einen Tucker-Davis-TechnologiesAP2
Array Prozessor übergeben. Ein Tucker-Davis-Technologies DA 3-2 D/A-Wandler, wandel-
te das digitale Signal in ein analoges Signal um. Alle Stimuli wurden mit einem Yamaha
M35 2/4 Channel Power Ampliﬁer verstärkt und passierten im Anschluss einen passiven En-
dabschwächer, der auf 40 dB eingestellt war. Der mittlere Ausgabepegel lag bei 60 dBSPL.
Der Ausgabepegel wurde bei jeder Präsentation im Bereich von ±6 dBSPL randomisiert,
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Abbildung 2.1: Zeitliche und spektrale Eigenschaften von SAMN (linke Spalte), IRN (mittlere Spalte)
und amplitudenmoduliertem IRN (rechte Spalte). In der obersten Reihe sind die Zeitfunktionen der Signale
abgebildet, in der zweiten Reihe die Magnitudenspektren. Die dritte Reihe zeigt die Hilberteinhüllende, die
vierte die Magnitudenspektren der Einhüllenden, auch Modulationspektren genannt. Die IRN Verzögerung
beträgt 1/Modulationsfrequenz. Dadurch fallen die spektralen Seitenbänder der AM auf die spektralen
Maxima im Kammﬁlterproﬁl des IRN (vierte Reihe, rechts). Ein Vergleich der Magnitudenspektren von
IRN und IRN AM zeigt, dass durch AM keine merkliche Veränderung eintritt.
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Abbildung 2.2: Ergebnisse der Modulationsdetektion. Die Kreise und die durchgezogene Linie repräsen-
tieren die Daten, die mit einem GN-Träger erzielt wurden. Die Rauten und die gepunktete Linie stellen die
Ergebnisse mit einem IRN-Träger dar. Die Detektionsleistung nimmt mit steigender Modulationsfrequenz
ab. Der IRN-Träger verschlechtert die Detektionsleistung gleichermaßen (um ca. 5 dB) über den gesamten
gemessenen Bereich.
um etwaige systematische Pegelunterschiede als Entscheidungskriterium auszuschließen.
Die Ausgabe der Stimuli erfolgte diotisch über AKG K240DF Kopfhörer. Die Probanden
wurden einzeln in einer reﬂexionsarmen und schallisolierten Hörkabine getestet. Antworten
wurden über ein graphisches Interface auf einem Touchscreen abgegeben.
2.2.4 Ergebnisse
In Abbildung 2.2 ist die Modulationstiefe an der Detektionsschwelle als Funktion der Mo-
dulationsfrequenz dargestellt. Die Graﬁk stellt die durchschnittliche Leistung der Versuchs-
personen dar. Die Fehlerbalken zeigen den Standardfehler zwischen den Probanden. Die
Kreissymbole repräsentieren die Schwellen für den GN Träger, also die Detektionsschwellen
für Amplitudenmodulation in Abwesenheit einer Trägerperiodizität. Die Rauten repräsen-
tieren die Schwellen für den IRN Träger, also die Detektionschwellen für Amplitudenmo-
dulation in Anwesenheit einer Trägerperiodizität.
Ist der Träger GN, verschlechtert sich mit zunehmender Modulationsfrequenz die Fä-
higkeit der Probanden, die Amplitudenmodulation zu detektieren. Das geht einher mit
Ergebnissen von Eddins (1993, 1999); Ewert und Dau (2000); Viemeister (1979). Ist der
Träger IRN, bleibt der Verlauf der Kurve zwar gleich, die Werte sind allerdings insgesamt
um durchschnittlich 5 dB schlechter. Dieses Ergebnis deutet darauf hin, das die Sensitivi-
tät für Amplitudenmodulation durch die gleichzeitige Anwesenheit von Trägerperiodizität
beeinträchtigt wird.
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2.3 Experiment II: Der Eﬀekt von Einhüllendenperiodi-
zität auf die Wahrnehmung von Trägerperiodizität
Dieses Experiment ist im Prinzip das Gegenexperiment zu Experiment I. Hier hatten die
Probanden die Aufgabe, Trägerperiodizität zu detektieren. Da man den Grad der Peri-
odizität bei IRN mittels des Abschwächungsfaktors stufenlos variieren kann, bietet dieser
Stimulus die Möglichkeit, eine Schwelle für die Wahrnehmung von Trägerperiodizität zu
quantiﬁzieren. Um den Eﬀekt von Einhüllendenperiodizität hierbei zu testen, wurden die
Schwellen einmal ohne und einmal mit zusätzlicher Amplitudenmodulation gemessen.
2.3.1 Paradigma
Die folgenden Messungen wurden ebenfalls nach dem oben beschriebenen 2AFC Verfahren
ermittelt. Der adaptive Parameter war der Abschwächungsfaktor (gain, g) des IRN. Die
Schrittweiten mit denen dieser Parameter verändert wurde, betrugen 10 dB nach den ersten
beiden Umkehrpunkten, 5 dB für die Umkehrpunkte drei bis fünf und 2 dB nach den letzten
sechs Umkehrpunkten. Für jede Schwellenmessung wurde eine der zu testenden IRNF0s
zufällig ausgewählt. Die Schwelle der einzelnen Versuchspersonen war der gemittelte Wert
aus drei Wiederholungen.
2.3.2 Probanden
Vier Versuchspersonen im Alter zwischen 28 und 35 Jahren nahmen an diesem Experiment
teil. Die Teilnahme erfolgte freiwillig und unentgeldlich. Alle Versuchspersonen verfügten
über ein klinisch normales Hörvermögen.
2.3.3 Stimuli und Versuchsapparatur
Der Signalstimulus war IRN und der Standardstimulus war GN. Die IRNF0s lagen zwi-
schen 7,8125 und 1000Hz (das entspricht IRN Verzögerungen von 128 bis 1ms), in Ab-
ständen von einer Oktave. Die Anzahl der Iterationen betrug stets 16. Der adaptive Pa-
rameter in diesem Experiment war g und wurde somit im Laufe der Schwellenmessung
variiert. Wurden Signal- und Standardstimulus zusätzlich amplitudenmoduliert, entsprach
die Modulationsfrequenz der IRNF0, aus den gleichen Gründen, wie sie im vorangegangen
Experiment beschrieben wurden. Die Modulationtiefe lag bei 0 dB (100%). Das technische
Equipment sowie der Ausgabepegel der Stimuli ist identisch zu Experiment I.
2.3.4 Ergebnisse
Abbildung 2.3 zeigt den g-Wert an der Detektionsschwelle als Funktion der IRNF0. Die
Werte stellen die durchschnittliche Leistung der Versuchspersonen dar und die Fehlerbal-
ken entsprechen dem Standardfehler zwischen den einzelnen Probanden. Die Kreissymbole
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Abbildung 2.3: Ergebnisse der Trägerperiodizitätsdetektion. Die Kreise und die durchgezogene Linie
repräsentieren die Daten, die ohne zusätzliche AM erlangt wurden. Die Rauten und die gestrichelte Linie
stellen die Werte mit AM dar. Im Gegensatz zur Modulationsdetektion erhöht sich die Detektionsleistung
für Trägerperiodizität mit zunehmender IRNF0, die das Pendant zur Modulationsfrequenz darstellt. Dar-
überhinaus beeinﬂusst die AM die Detektionsleistung ausschließlich im niederfrequenten Bereich.
repräsentieren die Detektionsschwellen von Trägerperiodizität in Abwesenheit einer Am-
plitudenmodulation, sprich Einhüllendenperiodizität. Die Karos repräsentieren die Detek-
tionsschwellen in Anwesenheit von Amplitudenmodulation.
Sind die Stimuli nicht amplitudenmoduliert, verbessert sich zunächst die Fähigkeit Trä-
gerperiodizität zu detektieren mit zunehmender IRNF0 und erreicht ein Plateau bei einer
F0 von 125Hz. In Anwesenheit von Einhüllendenperiodizität sind die Detektionsschwellen
für F0s von 31,25Hz und darüber nahezu unverändert. In dem tieferliegenden Bereich sind
die Schwellen allerdings stark beeinträchtigt.
2.4 Diskussion
Die experimentellen Daten zeigen, dass die Wahrnehmung von Amplitudenmodulation
durch die Anwesenheit von Trägerperiodizität deutlich beeinträchtigt wird, und zwar für
den gesamten getesteten Frequenzbereich. Wohingegen die Anwesenheit von Amplituden-
modulation die Wahrnehmung von Trägerperiodizität nicht maßgeblich beeinträchtigt, so-
lange die IRNF0 mindestens 31,25Hz beträgt. Im sehr tiefen Frequenzbereich (IRNF0 von
7,8125 und 15,625Hz) ist eine deutliche Herabsetzung der Detektionschwelle zu beobach-
ten.
In der Einleitung wurde darauf hingewiesen, dass sowohl IRN als auch SAMN eine
Tonhöhenwahrnehmung hervorrufen und es ist anzunehmen, dass Tonhöhe sowie die Aus-
geprägtheit der Tonhöhe die wichtigsten Kriterien waren, nach denen die Probanden ihre
Entscheidungen über das Signalintervall trafen. Jedoch wird Tonhöhe erst ab einer Fre-
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quenz von ca. 30Hz wahrgenommen (Krumbholz et al., 2000; Pressnitzer et al., 2001). Im
Folgenden werden die Ergebnisse im Hinblick auf Tonhöhenwahrnehmung diskutiert. Dazu
wird der Frequenzbereich um den es hier geht in zwei Bereiche unterteilt. Auf der einen
Seite steht der Bereich, der eine Tonhöhenwahrnehmung produziert. Dieser liegt zwischen
30 und 1000Hz. Frequenzen unterhalb von 30Hz können keine Tonhöhe produzieren. Diese
30Hz Marke, genannt lower limit of pitch (LLP), ist auch genau die Grenze, an der die
Detektionsleistung für Trägerperiodizität divergiert (siehe Abb. 2.3). Solange das IRN eine
Tonhöhenwahrnehmung hervorruft, wird die Detektion von Trägerperiodizität durch die
Anwesenheit von Einhüllendenperiodizität nicht beeinträchtigt.
Für IRNF0s unterhalb des LLP verliert das IRN seine Tonalität, stattdessen wird ein
repetetives Element wahrgenommen, das den Lautstärkeschwankungen, die durch die AM
hervorgerufen wird, sehr ähnelt. Es ist gut vorstellbar, dass die Probanden Schwierigkei-
ten hatten zu unterscheiden, ob diese periodischen Schwankungen von der Periodizität des
Trägers oder der Einhüllenden hervorgerufen wird. Eine Befragung der Probanden im An-
schluss an die Messreihen bestätigen diese Annahme. Dieser Annahme zur Folge würde man
erwarten, dass, unterhalb des LLP, die Detektionsschwellen für Trägerperiodizität deutlich
ansteigen, wenn die Stimuli zusätzlich amplitudenmoduliert sind. Genau dies ist in den Da-
ten zu beobachten. Diese Tatsache wäre auch eine mögliche Erklärung für den Abfall der
Detektionsleistung für Amplitudenmodulation unter Anwesenheit von Trägerperiodizität
im niederfrequenten Bereich (unterhalb von 30Hz) in Experiment I. Allerdings beeinträch-
tigt der periodische Träger die AM-Detektionsschwellen auch im Tonhöhenbereich. Psy-
choakustische Experimente zur Frequenzunterscheidung mit IRN (Krumbholz et al., 2000)
und SAMN (Formby, 1985) weisen darauf hin, dass IRN eine wesentlich ausgeprägtere
Tonhöhe erzeugt als SAMN. Nimmt man an, dass Tonhöhe das vorrangige Entscheidungs-
kriterium der Probanden war, würde die schwach ausgeprägte Tonhöhe des SAMN von
der stark ausgeprägten Tonhöhe des IRN überlagert werden, und die Detektionsschwellen
für Amplitudenmodulation mit dem periodischen Träger (IRN) würden ansteigen. Dieser
Trend ist ebenfalls in den Daten zu beobachten (siehe Abb. 2.2). Für die Detektionsschwel-
len für Trägerperiodizität im Tonhöhenbereich würde diese Annahme folgendes bedeuten:
Die schwach ausgeprägte Tonhöhe des SAMN kann die Wahrnehmung der wesentlich stär-
ker ausgeprägten Tonhöhe des IRN nicht wesentlich beeinträchtigen. Das entspricht genau
den ermittelten psychoakustischen Daten (siehe Abb. 2.3).
2.5 Modell Simulationen der Experimente
Das Modulations-Filterbank-Modell (Dau et al., 1997a,b) und das Autokorrelationsmodell
(AC-Modell) zur Tonhöhenwahrnehmung (Meddis und Hewitt, 1991a,b) wurden in der
Einleitung bereits kurz erläutert. Im folgenden Abschnitt werden die beiden psychoakusti-
schen Experimente in den jeweiligen Modellen simuliert. Sowohl das AC-Modell als auch
die Modulationsﬁlterbank (MFB) extrahieren letztendlich die temporale Periodizität der
Feuerwahrscheinlichkeit in der Hörnervfaser. Dennoch ist das AC-Modell bislang nur zur
Simulation von Tonhöhenphänomenen herangezogen worden, d.h. zur Erfassung von Trä-
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gerperiodizität. Mit der MFB wurde bislang nur Amplitudenmodulationswahrnehmung
simuliert, sprich es wurde bislang nur Einhüllendenperiodizität mit diesem Modell erfasst.
Hier soll nun getestet werden, ob die Modelle in der Lage sind die experimentell gewon-
nenen Daten zu reproduzieren. Das Hauptaugenmerk liegt dabei in der Frage: Können die
Modelle auch die Ergebnisse reproduzieren, die außerhalb ihres Bereiches liegen?
2.5.1 Das Modulations-Filterbank-Modell
Das von Dau et al. (1997a,b) entwickelte Modell implementiert eine Modulations-
Filterbank, um die Einhüllende von eingehenden Stimuli zu analysieren. Die folgenden
Simulationen wurden mit einer MatLab-basierten Version des 1997 veröﬀentlichten Mo-
dells durchgeführt. Die Software wurde von Dr. Stephan Ewert zur Verfügung gestellt und
die Simulationen wurden mit seiner Unterstützung durchgeführt.
Der Aufbau des Modells
Ein Blockdiagramm dieses Modells ist in Abb. 2.4 zu sehen. Der erste Verarbeitungsschritt
in diesem Modell simuliert die Frequenz-Orts-Transformation der Cochlea. In der Cochlea
produzieren Sinusschwingungen unterschiedlicher Frequenzen eine maximale Resonanz an
einem deﬁnierten Ort entlang der Cochlea. Insofern hat jeder Ort entlang der Cochlea eine
Bandpasscharakteristik. Um dies zu simulieren, wird hier die von Patterson et al. (1992)
entwickelte Gammaton-Filterbank implementiert. Der Ausgang jedes einzelnen Filters ent-
lang der Gammaton-Filterbank wird halbwellengleichgerichtet und dann tiefpassgeﬁltert,
bei einer Eckfrequenz von 1000Hz, um die mechano-neurale Transduktion zu simulieren.
Darauf folgen Adaptationsschleifen (Münkner, 1993), die Adaptationsvorgänge in den In-
neren Haarzellen nachbilden.
Der Ausgang der Adaptationsschleifen entspricht nun der Aktivität der Hörnervfa-
sern. An jedem Kanal, die Menge ist durch die Anzahl der Filter in der Gammatonﬁl-
terbank gegeben, hängt im Anschluss an die Adaptationsschleifen eine weitere Filterbank,
die Modulations-Filterbank.
Für die Simulationen der vorliegenden Arbeit hatte die Gammatonﬁlterbank 30 Band-
passﬁlter, deren Mittenfrequenzen äquidistant entlang einer ERB-Achse von 100 bis
8000Hz aneinandergereiht waren. Die Modulations-Filterbank (MFB) beinhaltete elf Mo-
dulationsﬁlter. Die Modulationsﬁlter waren Resonanzﬁlter erster Ordnung, mit einem Q-
Wert von 2 (Dau et al., 1997a,b). Die Modulationsﬁlter, mit Mittenfrequenzen von 10 bis
1000Hz, waren äquidistant entlang einer logarithmischen Frequenzachse aneinandergereiht
und überlappten an den 3 dB -Punkten. Im Anschluss an die MFB wird noch internes Rau-
schen addiert, was einem physiologischen Grundrauschen entspricht. Abschließend wird der
Ausgang dieser Stufe mit einem Entscheidungsmodul evaluiert. Das Entscheidungsmodul
in diesem Modell ist ein optimaler Detektor (Dau et al., 1996). Diese Methode basiert
auf dem Vergleich zwischen der internen Repräsentation des eingehenden Signals und ei-
ner zuvor errechneten Vergleichsvorlage, dem template (T ). Da es auch in Messungen mit
Versuchspersonen geschieht, dass der Hörer sich erst einhören muss, wird zunächst mal
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Stimulus Generierung
Gammaton
Filterbank
Modulationsfilterbank ModulationsfilterbankModulationsfilterbank
+ + +
Internes Rauschen Internes RauschenInternes Rauschen
Adaptationsschleifen AdaptationsschleifenAdaptationsschleifen
optimaler Detektor
Halbwellengleichrichtung
Tiefpassfilterung
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Tiefpassfilterung
Halbwellengleichrichtung
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Abbildung 2.4: Schematische Darstellung des Modulationsﬁlterbank-Modells. Die Gammatonﬁlterbank
simuliert die Bandpasscharakteristik der Basilarmembran. Die anschließende Halbwellengleichrichtung und
Tiefpassﬁlterung simuliert die mechano-neuronale Transduktion. Die Adaptationsschleifen sollen Adaptati-
onsvorgängen in den inneren Haarzellen Rechnung tragen. Darauf folgt die Modulationsﬁlterbank. Schließ-
lich wird noch das interne Rauschen addiert. Daraus resultiert die interne Repräsentation des Stimulus,
die dann durch den optimalen Detektor ausgewertet wird.
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Abbildung 2.5: Simulationsergebnis der Modulationsdetektion mit dem MFB Modell. Die ausgefüllten
Kreise mit den durchgezogenen Linien repräsentieren die Vorhersagen für einen GN Träger. Die ausgefüllte
Rauten und die gepunktete Linie stellen die Vorhersagen für einen IRN Träger dar. Die oﬀenen Symbole
repräsentieren die entsprechenden experimentellen Daten. Der Trend der empirischen Daten wird durch
die Simulation recht gut wiedergegeben. Allerdings wird der Einﬂuss von IRN auf die Detektionsschwellen
vom Modell unterschätzt (hier im Mittel ca. 3 dB im Gegensatz zu 5 dB). Für 1000Hz Modulationsfrequenz
liegt die Vorhersage (-1 dB) weit unter der gemessenen Schwelle (-11 dB)
die interne Repräsentation des überschwellig dargebotenen Signalstimulus R (sig) errech-
net sowie die interne Repräsentation des Standardstimulus R (std). Die Diﬀerenz dieser
Beiden stellt dann das template dar.
T = R (sig)− R (std) (2.1)
Die Energie des templates wird auf eins normiert, d.h. der Eﬀektivwert wird gleich eins
gesetzt. Das interne Rauschen wurde derart festgelegt, dass die vorhergesagte Schwelle im
Bereich einer 16 - 64Hz Amplitudenmodulation eines GN Trägers um die -25 dB betrug.
Dieser Wert wurde dann für alle simulierten Konditionen beibehalten.
Die Simulation lief nach dem selben adaptiven Verfahren (2AFC), wie es auch in den
psychoakustischen Experimente angewandt wurde. Sowohl Standard- als auch Signalsti-
mulus wurden, nachdem sie die MFB passierten, mit dem template kreuzkorreliert. Das
Intervall mit dem höheren Korrelationswert wurde als Wahlintervall gewertet. Stimmte
dieses mit dem Signalintervall überein, wurde die Entscheidung als korrekt gewertet, wenn
nicht, wurde sie als falsch gewertet. Es wurden für jede Signalkoﬁguration je drei Schwel-
lenwerte ermittelt. Deren Mittelwert galt als Ergebnis der Simulation.
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Ergebnisse und Diskussion
Simulation von Experiment I: Detektion von Einhüllendenperiodizität In Abb.
2.5 sind die Ergebnisse der Simulation von Experiment I dargestellt. Die ausgefüllten Kreise
und die durchgezogene Linie repräsentieren die Detektionsschwellen für Amplitudenmodu-
lation mit GN als Träger. Die ausgefüllten Rauten und die gepunktete Linie symbolisieren
die Schwellen für einen IRN-Träger. Für Modulationsfrequenzen zwischen 8 und 500Hz
und GN als Träger, spiegelt die Simulation die gemessenen Daten relativ gut wider, auch
wenn die Empﬁndlichkeit des Modells insgesamt etwas größer ist. Bei einer Modulations-
frequenz von 1000Hz dagegen, wird die Detektionsleistung vom Modell stark unterschätzt.
In den experimentellen Daten liegt die Schwelle bei ca. -11 dB, in der Simulation nur bei
-1 dB. Das Anheben der Schwellen durch den periodischen Träger IRN, wird ebenfalls im
Bereich zwischen 8 und 500Hz Modulationsfrequenz (bzw. IRNF0) relativ gut wiedergege-
ben. Jedoch werden im Modell die Schwellen im Schnitt nur ca. 3 dB angehoben, wogegen
die experimentellen Daten einen Einbruch von ca 5 dB zeigen. Bei der höchsten Modula-
tionsfrequenz von 1000Hz zeigt das Modell keinen Unterschied im Bezug auf den Träger.
Eine mögliche Erklärung dafür wäre die spektrale Begrenzung der auditorischen Filter in
der Gammaton-Filterbank. Der höchste auditorische Filter hat eine Mittenfrequenz von
8000Hz, d.h. er hat eine ERB von 889Hz. Das ist möglicherweise zu schmal, um eine Am-
plitudenmodulation von 1000Hz zu übertragen. Im Experiment wurden Frequenzen bis zu
20 kHz übertragen, somit hatten die Hörer die Möglichkeit, die Information über die AM
mittels sehr hochfrequent abgestimmter auditorischer Filter zu bekommen, denn Filter in
diesem Bereich sind breiter als 1000Hz. Ein zusätzliches Problem könnte die Tatsache dar-
stellen, dass nur ein einziger Filter entlang der MFB breit genug wäre, um eine solche
Modulationsfrequenz zu erfassen, wohingegen es bei allen anderen Modulationsfrequenzen
auf jeden Fall mehr als einer sind.
Es ist allerdings nicht ganz klar, warum das Modell nur eine 3 dB Verschlechterung
der Schwellen bei einem IRN-Träger errechnet, im Gegensatz zu 5 dB in den empirischen
Daten.
Wie im Magnitudenspektrum, zeigt IRN im Modulationsspektrum ebenfalls ein Kamm-
ﬁlterproﬁl, dessen erstes Maximum an der Stelle der Grundfrequenz (Abb. 2.6B) liegt. GN
hingegen zeigt ein ﬂaches Modulationsspektrum (Abb. 2.6A). Es könnte also sein, dass
daher das IRN die Detektionsschwelle für Amplitudenmodulation anhebt, da das Modu-
lationsmaximum (Pfeile in Abb.2.6) vor einem GN Hintergrund besser hervorsticht. Jede
Filterbank mit Bandpassﬁltern einer bestimmten Breite hat jedoch eine begrenzte Auf-
lösung. Das heißt dass ein Filter, dessen Bandbreite größer ist als der Abstand zwischen
zwei (oder mehr) spektralem Maxima, diese nicht mehr sauber abbilden kann. Dadurch
sind sie am Ausgang eines solchen Filters nicht mehr erkennbar. Für die Modulationsﬁl-
ter, im Bezug auf IRN, bedeutet dies dass das Kammﬁlterproﬁl, je nach Bandbreite der
Modulationsﬁlter, geglättet wird.
Daher würde man erwarten, dass der Einﬂuss eines IRN-Trägers davon abhängt, inwie-
weit das Kammﬁlterproﬁl am Ausgang der Modulationsﬁlter erhalten bleibt. Abb. 2.7 zeigt
die interne Repräsentation eines 15,625Hz SAMN (linken Spalte) und eines entsprechenden
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Einhüllenden-Spektren für einen 250Hz Modulator
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Abbildung 2.6: Einhüllendenspektren für einen GN-Träger (A) und einen IRN(4,1,16)-Träger (B) mit
einem 250Hz Sinus amplitudenmoduliert mit einer Modulationstiefe von 0 dB. Die AM produziert ein
einzelnes Maximum im Einhüllendenspektrum (Pfeile). Im Falle des IRN-Trägers sitzt dieses Maximum
einem, durch das Kammﬁlterproﬁl des IRN bereits gegebenem, auf.
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Abbildung 2.7: Verarbeitung eines SAMN und eines IRN mit einer Modulationsfrequenz bzw. F0 von
15.625Hz im Modulations-Filterbank Modell. Die oberste Reihe zeigt die Spike-Wahrscheinlichkeit einer
Hörnervfaser die auf 1 kHz abgestimmt ist, welche den Input in das MFB Modell darstellt. Die mittlere Rei-
he zeigt die dazugehörigen Einhüllendenspektren. Die gepunktete Linie repräsentiert die DC-Komponente.
Zu beachten ist, dass SAMN ein einzelnes Maximum aufweist, IRN dagegen ein harmonisch strukturiertes
Einhüllendenspektrum. Die unterste Reihe zeigt die Magnitude des Modell Outputs als Funktion der Mo-
dulationsfrequenz. Die gestrichelte Linie repräsentiert den Output des Modells für GN. Es zeigt sich, dass,
während das einzelne Maximum des SAMN sehr gut erhalten ist, die multiplen Maxima des IRN nicht
aufgelöst werden können. Daher ist der Output für ein IRN dem Output für GN sehr ähnlich.
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Abbildung 2.8: Ergebnis zur Trägerperiodizitätsdetektion mit dem MFB Modell. Die ausgefüllten Kreise
mit der durchgezogenen Linie repräsentieren die Detektionsvorhersagen ohne AM, die ausgefüllten Rauten
und die gestrichelte Linie die Vorhersagen mit AM. Die oﬀenen Symbole repräsentieren die entsprechenden
experimentellen Daten. Die umgekehrten Dreiecke symbolisieren die Messpunkte, bei denen das Modell
nicht in der Lage war, einen Wert vorherzusagen. Während es bei höheren F0s (≥125Hz) noch in der Lage
ist, die empirischen Werte recht gut nachzubilden, weichen die Vorhersagen mit abnehmender F0 immer
mehr ab (vgl. Abb. 2.3).
IRN (d =64ms, rechte Spalte) in einem auditorischen Filter mit der Mittenfrequenz von
1000Hz. So liegt das Signal vor, bevor es in der Modulationsﬁlterbank verarbeitet wird.
Deren Modulationspektren sind in der mittleren Reihe abgebildet und in der unteren Reihe
die jeweiligen Ausgänge der MFB. Die gestrichelte Linie in den beiden untersten Feldern
repräsentiert jeweils den Ausgang eines unmodulierten GN. Die durchgezogene Linie im
rechten unteren Feld entspricht dem IRN am Ausgang der MFB. Vergleicht man diese bei-
den Linien müsste man annehmen, dass es für die MFB in diesem Falle keinen Unterschied
macht ob der Träger GN oder IRN ist. Im linken unteren Feld repräsentiert die durchgezo-
gene Linie den Ausgang der MFB in Antwort auf ein SAMN. Die gestrichelte Linie stellt
wieder den Ausgang eines unmodulierten GN dar. Anhand der durchgezogenen Linie sieht
man, dass die Amplitudenmodulation von 15,625Hz am Ausgang gut erhalten ist. Das ist
insofern logisch, als dass eine derartige Amplitudenmodulation nur ein einzelnes Maximum
im Modulationsspektrum produziert und somit immer erfasst wird, unabhängig von der
Bandbreite des Modulationsﬁlters. Dass das Modell dennoch eine Erhöhung der Schwelle
von ca. 3 dB vorhersagt, deutet darauf hin, dass im Mittel doch ein gewisser Unterschied
zwischen GN und IRN am Ausgang der MFB existiert.
Simulation von Experiment II: Detektion von Trägerperiodizität Das Modell
war für die Simulation dieses Experiments exakt gleich aufgebaut, wie im ersten Teil.
Auch das interne Rauschen hatte den gleichen Wert.
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Abbildung 2.9: Hier wurde die MFB durch einen 8Hz Tiefpassﬁlter ersetzt. Das hat zur Folge, dass das
Modell nur noch das audiospektrale Erregungsmuster auswerten kann. Die Vorhersagen für F0s≥250Hz
sind kaum verändert. Das deutet darauf hin, dass die Detektion von Trägerperiodizität im MFB Mo-
dell hauptsächlich auf audiospektralen Hinweisen, die durch das Kammﬁlterproﬁl des IRNs gegeben sind,
beruht.
In Abb. 2.8 sind die Vorhersagen des Modells zu sehen. Die ausgefüllten Kreissymbole
mit der durchgezogenen Linie repräsentieren die Detektion von Trägerperiodizität ohne
Amplitudenmodulation. Die ausgefüllten Rauten mit der gepunkteten Linie symbolisieren
die Detektion von Trägerperiodizität mit Amplitudenmodulation. Für den Bereich der hö-
heren IRNF0s, ab 125Hz, spiegelt die Vorhersage des Modells die empirisch gewonnenen
Daten recht gut wider. Für tieferliegende IRNF0s, gleichbedeutend mit längeren Verzöge-
rungen, sind die vorhergesagten Schwellen wesentlich höher als die gemessenen. IRN mit
F0s von 8 und 16Hz kann das Modell überhaupt nicht von GN unterscheiden (umgekehr-
te Dreiecke in Abb. 2.8). Ob die Stimuli zusätzlich amplitudenmoduliert sind oder nicht,
scheint keinen großen Unterschied zu machen. Lediglich bei einer IRN F0 von 64Hz zeigt
das Modell deutliche Unterschiede. Da die Modulationsmittenfrequenzen bis 10Hz runter-
gehen, und für tiefere Frequenzen ein Modulations-Tiefpassﬁlter implementiert ist, ist es
auf den ersten Blick verwunderlich, dass es nicht in der Lage ist IRN F0s von 16 bzw. 8Hz
zu detektieren.
Daher wurde der Rolle, die die Modulationsﬁlter hier spielen, näher auf den Grund
gegangen. Dazu wurde die MFB durch einen Tiefpassﬁlter mit der Eckfrequenz 8Hz ersetzt.
Das hat zur Folge, dass dem Modell sämtliche Informationen über Modulation vorent-
halten bleiben. Es könnte bestenfalls Modulation unterhalb von 8Hz erkennen, jedoch nicht
selektiv. Betrachtet man die Vorhersagen dieses reduzierten Modells (Abb. 2.9), stellt man
fest, dass sich gegenüber dem MFB Ansatz im Bereich oberhalb von 125Hz nichts ändert.
Das deutet darauf hin, dass diese Ergebnisse nicht auf Modulationsinformationen beruhen,
sondern dass es sich stattdessen um audiospektrale Hinweise handelt. Zwischen 125 und
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32Hz scheinen dagegen sehr wohl Modulationsinformationen herangezogen zu werden. Oh-
ne diese kann das Modell für 32 und 64Hz IRNF0 gar keinen Unterschied zwischen GN und
IRN feststellen, bei 125Hz F0 sind die Schwellen deutlich höher. In Abschnitt 2.5.1 wurde
bereits festgestellt, dass die MFB das Kammﬁlterproﬁl eines IRN für niedrige (< 31,25Hz)
F0s nicht auﬂösen kann. Dieses Phänomen spielt natürlich auch hier eine Rolle. In Abb.
2.7, im rechten unteren Feld, kann man gut erkennen, dass am Ausgang der MFB kaum
Unterschied zwischen GN (gestrichelte Linie)und IRN (durchgezogenen Linie) zu erkennen
ist. Das Kammﬁlterproﬁl des IRN ist völlig geglättet.
Zusammenfassend lässt sich feststellen, dass die Modulationsﬁlterbank in ihrer derzei-
tigen Form nicht in der Lage ist, die harmonische Struktur des Einhüllendenspektrums von
Stimuli mit Trägerperiodizität aufzulösen.
2.5.2 Das Autokorrelations-Modell
Das Autokorrelations-Modell (AC-Modell) ist eines der erfolgreichsten Tonhöhenmodelle,
das eine Vielzahl an Wahrnehmungsphänomenen korrekt vorhersagen kann. Dieses Modell
basiert auf einer Autokorrelation der Feuerwahrscheinlichkeit (SPF - spike probability func-
tion) der Hörnervfasern. Eingeführt wurde das Modell von Meddis und Hewitt (1991a,b).
Einige Jahre später wurde das Modell nochmals, an bis dato aktuelleren Erkenntnissen,
getestet (Meddis und O'Mard, 1997).
Der Aufbau des Modells
Zuerst werden die Stimuli mit einer Außen- und einer Mittelohr-Transferfunktion verrech-
net. Anschließend passieren die Signale eine 30-Kanalige Gammaton-Filterbank (Patterson
et al., 1992). Die Mittenfrequenzen lagen zwischen 100 und 800Hz, wie auch beim MFB-
Modell. Die mechano-neurale Transduktion war in Form einer Reihe simulierter Innerer
Haarzellen implementiert, die die Halbwellengleichrichtung sowie kompressive und adaptive
Eﬀekte modellieren (Abb. 2.10) Am Ausgang dieses letzten Moduls steht die Feuerwahr-
scheinlichkeit der Hörnervfaser als Funktion der Zeit und des auditorischen Filters. Der
hauptsächliche Unterschied zur Modulations-Filterbank ist die Art und Weise, mit der nun
die Periodizität aus dieser Funktion extrahiert wird. Das MFB-Modell knüpft eine kom-
plette Filterbank (die Modulationsﬁlter) an jeden auditorischen Kanal an. Das AC-Modell
vollzieht eine zeitvariante Autokorrelation der SPF der einzelnen auditorischen Kanäle,
d.h. die Autokorrelation wird innerhalb eines exponentiellen Zeitfensters berechnet, das
entlang der Zeitachse verschoben wird. Die Zeitkonstante wurde für die, in dieser Arbeit
vorgestellten, Simulationen auf 100ms festgesetzt. In den ursprünglichen Arbeiten (Med-
dis und Hewitt, 1991a,b) betrug die Zeitkonstante 2,5ms. In nachfolgenden Anwendungen
des Modells, wurde sie jedoch wesentlich verändert. Bei Signalen deren Grad an Periodi-
zität unverändert entlang der Zeitachse bleibt, ermöglicht eine größere Zeitkonstante eine
stabilere Schätzung der Tonhöhe und deren Ausgeprägtheit (Meddis und Hewitt, 1991b;
Wiegrebe, 2001). Der maximale Verzögerungswert und somit auch die längste Periode, die
der Autokorrelator erfassen kann, wurde auf 30ms festgesetzt. Diese 30ms entsprechen
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Abbildung 2.10: Schematische Darstellung des Autokorrelations-Modells. Zunächst wird der eingehen-
de Stimulus mit einer Außen- und Mittelohr Übertragungsfunktion multipliziert. Daran schließt sich eine
Gammtonﬁlterbank an, die die Bandpasscharakteristik der Basilarmembran simuliert. Das Modul derMed-
dis Hair Cell simuliert die Übertragungseigenschaften der inneren Haarzellen. Diese beinhalten Halbwel-
lengleichrichtung, Kompression, Tiefpassﬁlterung sowie Adaptationsvorgänge. Deren Ausgang wird dann
einer Langzeit-Autokorrelation unterzogen. Am Ende wird dann über alle Kanäle ein Summenautokorel-
logramm errechnet. Die Entscheidung über das Signalintervall erfolgt über die Euklidische Distanz der
eingehenden, zu vergleichenden Stimuli.
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Abbildung 2.11: Simulationsergebnis der Modulationsdetektion mit dem AC-Modell. Die Kreise und
die durchgezogenen Linie repräsentieren die Vorhersagen mit einem GN-Träger. Das abwärtsgerichtete
Dreieck sagt aus, dass für diesen Punkt keine Vorhersage (für einen GN Träger) ermittelt werden konnte.
Wie in den empirischen Daten nimmt auch hier die Fähigkeit, AM zu detektieren, mit zunehmender
Modulationsfrequenz ab. Die Modellvorhersagen für einen IRN Träger werden zum einen mit der Raute,
zum anderen mit den aufwärtsgerichteten Dreiecken symbolisiert. Die aufwärtsgerichteten Dreiecke sollen
darstellen, dass bei diesen Modulationsfrequenzen, kein sinnvoller Wert vorhergesagt werden konnte, d.h
sie lagen weit unter -50 dB.
der tiefsten wahrnehmbaren Tonhöhe (Krumbholz et al., 2000; Pressnitzer et al., 2001).
Die Autokorrelationsfunktionen aller Audio-Frequenzkanäle werden aufsummiert zu einem
Summenautokorrelogramm (SACG). Die Position sowie die Höhe der Maxima im SACG
sollen dann Auskunft über die Tonhöhe bzw. deren Ausgeprägtheit geben.
Aktuelle Simulationen mit dem AC-Modell haben ergeben, dass die Änderungen in der
Wahrnehmung proportional zur Euklidischen Distanz zwischen den SACGs zweier Stimuli
zu sein scheint. Daher wird in dieser Simulation gemäß Pressnitzer et al. (2001), die Eukli-
dische Distanz (ED) als Entscheidungsmechanismus herangezogen. Um das Signalintervall
korrekt zu identiﬁzieren, musste die ED der beiden SACGs einen bestimmten Schwellenwert
überschreiten. Dieser Schwellenwert bestimmte somit auch die Empﬁndlichkeit des Modells
allgemein. Festgelegt wurde dieser Wert mittels einer Kalibrierungs-Simulation. Ermittelt
wurde die ED, mit der die Detektion von Trägerperiodizität bei IRN mit einer F0 von
250Hz korrekt vorhergesagt wurde. Diese ED war das Schwellenkriterium für sämtliche Si-
gnalkonﬁgurationen. Die simulierte Schwellenermittlung erfolgte nach demselben Verfahren
wie im psychoakustischen Experiment (siehe Abschnitt 2.2.1)
Ergebnisse und Disskussion
Simulation von Experiment I: Detektion von Einhüllendenperiodizität Die
Schwellenwerte zur Modulationsdetektion, wie sie das AC-Modell errechnet, sind in Abb.
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Abbildung 2.12: Grundlage zur Detektion von Amplitudenmodulation im AC-Modell: Hier werden die
SACGs in Antwort auf den Standard- und den Signalstimulus (gepunktete und durchgezogene Linie) für
eine Modulationsfrequenz von 125Hz (linke Spalte) und 15,625Hz (rechte Spalte) gezeigt. In der oberen
Reihe war der Träger GN, in der unteren Reihe war der Träger IRN. Die AM des Trägers erzeugt eine
sinusförmige Modulation des SACG (gepunktete Linien). Selbst wenn die Modulationsperiode, die dem
Reziproken der Modulationsfrequenz entspricht, länger ist als die maximale Autokorrelationsverzögerung
(rechte Spalte), kann das Modell dies erkennen (Pfeile). Man beachte die Rauigkeit/Unruhe in der SACG
Grundlinie bei IRN (untere Reihe). Darin liegt der Grund für die unrealistischen Vorhersagen zur AM-
Detektion mit einem IRN Träger (siehe Text).
2.11 dargestellt. Die vorhergesagten Schwellen für einen GN Träger liegen relativ nah bei
den gemessenen Schwellen. Das Modell ist lediglich etwas unempﬁndlich. Da auch dieses
Modell, gleich dem MFB-Modell, nicht in der Lage ist, eine Amplitudenmodulation von
1000Hz zu detektieren (umgekehrtes Dreieck in Abb. 2.11), scheint die Limitation durch
die auditorischen Filter (der auditorische Filter mit der höchsten Mittenfrequenz ist nicht
breit genug, um eine 1000Hz Modulation durchzulassen; vgl. Abschnitt 2.5.1) eine plausible
Erklärung zu sein. Was auf den ersten Blick verwunderlich erscheint, ist dass Modulati-
onsfrequenzen von 7,8125 oder auch 15,625Hz detektiert werden können - wurde doch die
maximale Verzögerungszeit auf 30ms (≈33Hz) festgelegt.
Das liegt daran, dass der Sinusmodulator eine sinusförmige SACG-Modulation hervor-
ruft (vgl. gepunktete Linien in Abb. 2.12a,c), was dazu führen kann, dass ein ausreichender
Unterschied zwischen den SACGs des Signal- und Standardintervalls herrscht, selbst wenn
die Periode des Modulators länger ist als die maximale Verzögerungszeit (vgl. Pfeile in 2.12
b,d).
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Abbildung 2.13: In dieser Simulation von AM-Detektion wurde statt der ED ein optimaler Detektor als
Entscheidungsmodul eingesetzt. Hiermit werden für beide Träger (GN: durchgezogene Linie und Kreise;
IRN: gepunktete Linie und Rauten) sinnvolle Werte ermittelt. Allerdings geht dies zu Lasten der Sensiti-
vität für höhere Modulationsfrequenzen. Die Schwellenerhöhung durch den IRN-Träger kann mit diesem
Ansatz auch nicht reproduziert werden.
Ist der Träger IRN, sind die Vorhersagen des Modells viel zu sensitiv. Die aufrechten
Dreiecke in Abb. 2.11 sollen demonstrieren, dass die errechneten Schwellen weit jenseits
von sinnvollen Werten liegen. Bei näherer Betrachtung der Funktionsweise des Modells,
stellt man fest, dass die durch den IRN Träger induzierten Veränderungen im SACG nicht
allein auf die deutlichen Maxima beschränkt sind, sondern sich ebenfalls in der Feinstruktur
der SACG Grundlinie widerspiegeln. Die SACG Grundlinie zeigt ein sehr viel instabileres
Verhalten in Antwort auf ein IRN als dies bei GN der Fall ist. Diese Instabilität wird da-
durch verursacht, dass eine bestimme Verzögerungszeit (entsprechend des delays des IRN)
stark überrepräsentiert ist. Das hat zur Folge, dass alle anderen Periodizitäten mit einer
geringeren Zufälligkeit auftauchen. Daher ist die Euklidische Distanz zwischen Standard-
und Signalintervall selbst dann noch größer als der festgelegte Schwellenwert, wenn die
Modulationstiefe weitaus geringer ist als -30 dB. Allerdings ist es in der Wahrnehmung
höchst unwahrscheinlich, dass das auditorische System bei der Erfassung von Periodizität
den Fokus weniger auf die überrepräsentierte Periode legt als auf die Veränderungen in
der Statistik anderer Perioden. Dieses Problem könnte möglicherweise umgangen werden,
wenn ein anderer Entscheidungmechanismus implementiert wird.
Der optimale Detektor, der im MFB-Modell angewendet wird, verwendet eine Ver-
gleichsvorlage, die aus 16 überschwelligen Präsentationen des Signals abgeleitet wird. Diese
Vorlage wird dann mit dem Signal- und dem Standardintervall kreuzkorreliert. Durch die
Mittelung über 16 Präsentationen, kommt die Feinstruktur des SACG in der Vorlage nicht
zum Tragen.
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Abbildung 2.14: Vorhersagen des AC-Modells zur Trägerperiodizitätsdetektion. Die ausgefüllten Kreise
und die durchgezogene Linie zeigen die Vorhersagen ohne AM. Die ausgefüllten Rauten und die gepunktete
Linie zeigen die Vorhersagen mit AM. Die oﬀenen Symbole repräsentieren die entsprechenden experimen-
tellen Daten. Ohne AM ist auch hier der Trend der experimentellen Daten (Verbesserung der Detektion mit
ansteigender IRNF0) einigermaßen erhalten. Das Modell ist wiederum in der Lage, Trägerperiodizitäten,
die dem Reziproken der IRNF0 entsprechen, zu detektieren, die länger sind als die maximale Autokorrela-
tionsverzögerung. Der Einﬂuss von AM auf die Detektionsschwellen wird nicht korrekt vorhergesagt. Das
liegt z.T. wieder am Entscheidungsmodul (siehe Text).
In Abb. 2.13 sind nun die Schwellen dargestellt, wie sie das AC-Modell, unter Verwen-
dung des optimalen Detektors als Entscheidungsmechanismus, vorhersagt. Erwartungsge-
mäß sind die Instabilitäten, die von der SACG Feinstruktur herrührten nicht mehr vor-
handen. Das ermöglicht dem Modell sinnvolle Schwellenwerte für Amplitudenmodulation
vorherzusagen, egal ob der Träger GN oder IRN ist. Vergleicht man die Werte des GN
Trägers mit denen des IRN Trägers, muss man feststellen, dass auch dieser Ansatz die
Minderung in der Detektionsleistung nicht in dem Maße reproduzieren kann, wie sie in
den experimentellen Daten gefunden wurde. Die Minderung beträgt lediglich 1 bis 3 dB,
im Gegensatz zu 5 dB in den Experimenten.
Simulation von Experiment II: Detektion von Trägerperiodizität Sämtliche Pa-
rameter, sowie die allgemeine Empﬁndlichkeit des Modells wurden beibehalten. Es wurde
zunächst wieder die Euklidische Distanz als Entscheidungskriterium eingesetzt.
Abbildung 2.14 zeigt das Ergebnis der Simulation. Auch wenn die Schwellen insgesamt
etwas zu niedrig ausfallen, spiegelt sich dennoch der allgemeine Trend der empirischen Da-
ten wider. Allerdings gibt es auch signiﬁkante Abweichungen: Bei einer Träger F0 von 500
oder 1000Hz sind die Schwellen mit Amplitudenmodulation (Rauten) deutlich niedriger als
ohne Amplitudenmodulation (Kreise). Wird ein IRN amplitudenmoduliert, produziert dies
im SACG ausgeprägtere Maxima höherer Ordnung. Da das Modell empﬁndlich für diese
Maxima höherer Ordnung ist, sagt es verbesserte Detektionsleistung für diese Kondition
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Abbildung 2.15: Wiederholung der Simulation zur Trägerperiodizitätsdetektion. Die ED als Entschei-
dungsmodul,wurde hier ersetzt durch einen optimalen Detektor. Der Vergleich mit Abb. 2.14 macht den
großen Einﬂuss deutlich, den das Entscheidungsmodul auf die Vorhersagen des Modells hat. Auch die-
ser Ansatz ist nicht in der Lage den Einﬂuss von AM auf die Detektion von Trägerperiodizität korrekt
vorherzusagen.
voraus. Werden die Maxima ab der 5. Ordnung unterdrückt, erhält man ungefähr die glei-
chen Schwellenwerte mit und ohne zusätzliche Amplitudenmodulation. Da die maximale
Vezögerungszeit der Autokorrelation auf 30ms festgelegt ist, macht sich dieser Eﬀekt bei
längeren Perioden nicht bemerkbar.
Überraschend ist auch hier, dass Trägerperioden länger als 30ms detektiert werden kön-
nen. Wieder liegt der Grund in der SACG Feinstruktur. Eine lange Trägerperiode hat eine
signiﬁkante Veränderung der Statistik der kürzeren Perioden zufolge. Diese Veränderungen
wertet das Modell aus und kann dadurch Perioden detektieren, die eigentlich außerhalb
der festgelegten Grenze liegen. Für die Wahrnehmung würde das bedeuten, dass der Hö-
rer auf Fluktuationen in der Ausgeprägtheit kurzer Perioden achten würde um lange zu
detektieren. Was wiederum äußerst unwahrscheinlich sein dürfte.
Wiederholt man die Simulation mit dem optimalen Detektor als Entscheidungsmodul,
welcher die Unterschiede in der Feinstruktur nicht mehr verfügbar macht, können Perioden
länger als die maximale Verzögerungszeit auch nicht mehr detektiert werden (Abb. 2.15).
Darüberhinaus sind auch die Unterschieden zwischen amplitudenmoduliert und nicht am-
plitudenmoduliert, wie sie im Falle einer IRNF0 von 500 und 1000Hz zu sehen waren, nicht
mehr gegeben. Die Maxima höherer Ordnung, die diesen Eﬀekt verursachen, sind Teil der
Vorlage des optimalen Detektors. Da die Vorlage mit den Stimuli beider Intervalle vergli-
chen wird und die Maxima höherer Ordnung sowohl in der Vorlage als auch in den SACGs
beider Intervalle vorhanden sind, können diese nicht mehr zur Signaldetektion beitragen.
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2.6 Theoretische Zusammenhänge zwischen Modulati-
onsﬁltern und Autokorrelation
Das Autokorrelations-Modell und der Modulationsﬁlter-Ansatz wurden bislang immer
als zwei völlig unabhängige Modell-Typen betrachtet. Die vorangegangenen Abschnit-
te haben jedoch gezeigt, dass durchaus Gemeinsamkeiten bestehen. Sie verfolgen das
gleiche Ziel: beide extrahieren Periodizität aus den SPFs (spike probability functions -
Feuerwahrscheinlichkeiten der Hörnervfaser). Beide liefern, sofern dasselbe Entscheidungs-
modul (optimaler Detektor) implementiert wird, relativ ähnliche Ergebnisse. Der haupt-
sächliche Unterschied zwischen den Modellen ist der Mechanismus der die Periodizität
extrahiert. Das eine Mal sind es Modulationsﬁlter, das andere Mal ein Autokorrelator. In
diesem Abschnitt sollen die mathematischen Zusammenhänge beider Ansätze beschrieben
werden. Dazu werden die Begriﬀe Impulsantwort und Faltung kontextbezogen beschrieben.
Beschallt man einen Filter mit einem unendlich kurzen Impuls mit (theoretisch) unend-
lich hoher Amplitude, erhält man dessen Impulsantwort. Die Impulsantwort charakterisiert
die Filtereigenschaften im Zeitbereich. Daraus folgt, dass ein Filter mit der Impulsantwort
g(t) auf ein Eingangssignal x(t) mit einem deﬁnierten Ausgangssignal y(t) reagiert, und
zwar nach folgender Gleichung:
y(t) =
∫ ∞
−∞
x(t) ∗ g(t− τ)dτ (2.2)
Dieses Integral wird als Faltungs integral bezeichnet. Die durch diese Gleichung deﬁnier-
te Verknüpfung von g(t) und x(t) wird folglich als Faltung bezeichnet. In einfachen Worten:
Das Eingangssignal, gefaltet mit der Impulsantwort des Filters, ergibt das Ausgangssignal.
y(t) = x(t) ∗ g(t)
Sprich: x gefaltet g
Im Frequenzbereich wird ein Filter charakterisiert durch die Übertragungsfunktion. Die
Übertragungsfunktion (G(ω)) ist die Fourier-Transformierte der Impulsantwort. Eine
Faltung im Zeitbereich kann durch eine Multiplikation im Frequenzbereich ersetzt werden.
Folgende Gleichungen sind also äquivalent:
y(t) = x(t) ∗ g(t) (2.3)
Y (ω) = X(ω) ·G(ω) (2.4)
X(ω) und Y(ω) sind dabei die Frequenzspektren des Eingangs- bzw. Ausgangssignals.
In zeitdiskreten Systemen, wie digitale Filter sie darstellen, wird das Faltungsintegral
zur Faltungssumme:
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Abbildung 2.16: Hier werden ein Modulationsﬁlter mit der Mittenfrequenz 62,5Hz und ein Autokorre-
lator mit entsprechender Verzögerung (1/f=16ms) verglichen. Oben links ist die IR des Modulationsﬁlters
abgebildet. Oben rechts die IR, die ein Ausgangssignal erzeugt, ähnlich einem Autokorrelator mit ent-
sprechender Verzögerung. Die untere Reihe zeigt die entsprechenden Übertragungsfunktionen. Während
der Modulationsﬁlter eine Bandpasscharakteristik zeigt, kann der Autokorrelator mit einer U-förmigen IR
ausgedrückt werden, die in einer Kammﬁlter-ähnlichen Transmission resultiert.
y[t] =
+∞∑
i=−∞
x[i] · g[t− i] (2.5)
Das Ausgangssignal eines Modulationsﬁlters lässt sich im Zeitbereich als eine Faltung
der SPF (Eingangssignal) mit der Impulsantwort des Filters beschreiben.
Die Impulsantwort (IR) eines Modulationsﬁlters mit einer Mittenfrequenz von 62,5Hz
ist in Abb. 2.16a zu sehen. Abbildung 2.16c zeigt die Übertragungsfunktion dieses Mo-
dulationsﬁlters, die eine deutliche Bandpasscharakteristik aufweist. Die Autokorrelations-
funktion (ACF) eines Signals für eine bestimmte Verzögerung ist mathematisch deﬁniert
als eine Summation des Produkts von Signal und einer verzögerten Kopie, entlang der
Zeitachse. Für eine speziﬁsche Verzögerung wird sie daher oft mit einer Kammﬁlteranalyse
des Stimulusspektrums assoziiert. Die entsprechende Übertragungsfunktion einer ACF mit
der Verzögerung 16ms ist in Abb. 2.16d zu sehen. Würde man einen derartigen Filter mit
einem unendlich kurzen Impuls nun beschallen, ergäbe sich die in Abb. 2.16b dargestellte
IR. Diese ist unipolar mit zwei Maxima, deren Abstand der Verzögerung entspricht.
Die Faltung eines Signals ist deﬁniert als die Summation eines Signals mit dessen verzö-
gerten Kopie. Damit unterscheidet sich der mathematische Vorgang deutlich von der Auto-
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korrelation. Bei der Autokorrelation wird das Signal zunächst mit dessen verzögerten Kopie
Punkt für Punkt multipliziert. Erst anschließend werden diese Produkte aufsummiert. Ber-
rechnet man allerdings die Varianz des Filterausgangs, liegen wieder zwei mathematisch
sehr ähnliche Funktionen vor, da sich die Varianz als Summe der Abweichungsquadrate
deﬁniert. Erst werden erst die Abweichungsprodukte gebildet (Multiplikation), die an-
schließend aufsummiert werden. In Abb. 2.17 werden jeweils von einem 62,5Hz SAMN,
in der linken Spalte und einem IRN(16,1,16), in der rechten Spalte, die SPFs (oberste Rei-
he), die Autokorrelationen der SPFs (mittlere Reihe) und die Varianz des Ausgangssignals
nach einer Faltung mit einer U-förmigen IR. Die Verzögerung mit der die Autokorrelati-
on durchgeführt wurde entspricht dem Abstand der Maxima in der IR. Vergleicht man
das Ergebnis der Autokorrelation mit der Varianz des Filterausgangs mit entspechender
U-förmigen Impulsantwort, lässt sich unschwer erkennen, dass beide qualitativ das gleiche
Ergebnis liefern.
Da ein Autokorrelator als Filter implementiert werden kann, beschränkt sich der wesent-
liche Unterschied zwischen einem Autokorrelator und einem Modulationsﬁlter in der Über-
tragungsfunktion (Abb.2.16, untere Reihe). Mit dieser kammﬁlterartigen Übertragungs-
funktion ist das AC-Modell in der Lage das Kammﬁlterproﬁl im Einhüllendenspektrum
von IRN (vgl. Abb. 2.6) aufzulösen, wohingegen die Bandpassübertragungsfunktion der
Modulationsﬁlter zu breit abgestimmt ist um dies zu bewerkstelligen.
2.7 Zusammenfassung und Ausblick
Die vorgestellten Experimente haben die Interaktion zwischen der Wahrnehmung von Am-
plitudenmodulation, die Einhüllendenperiodizität erzeugt, und der Wahrnehmung von Trä-
gerperiodizität untersucht. Die Ergebnisse zeigen, dass die Empﬁndlichkeit für Amplitu-
denmodulation beeinträchtigt wurde, wenn der GN-Träger durch einen IRN Träger ersetzt
wurde, der die gleiche Periodizität wie die Einhüllende besaß. Dieser Eﬀekt war unabhän-
gig von der Modulationsfrequenz. Die Empﬁndlichkeit für Trägerperiodizität wurde durch
Amplitudenmodulation, die die gleiche Periodizität in der Einhüllenden erzeugte, nur dann
beeinträchtigt, wenn die F0 des entsprechenden IRN (und somit auch die Modulationsfre-
quenz) an oder unterhalb des lower limit of pitch, der unteren Tonhöhenwahrnehmungs-
grenze, lag.
Anschließend wurden die Experimente in einem aktuellen Modell zur Modulations-
wahrnehmung und in einem aktuellen Modell zur Tonhöhenwahrnehmung simuliert. Zwar
waren beide Modelle in der Lage, den generellen Trend der empirischen Daten zu repro-
duzieren, jedoch wurden bei genauerer Betrachtung Mängel in beiden Modellen deutlich.
Die Modulationsﬁlterbank ist durch die relativ breit abgestimmten Filter und deren DC-
Sensitivität nicht in der Lage, ein harmonisches Einhüllendenspektrum aufzulösen. Daher
zeigt sich in den Vorhersagen ein zu geringer Einﬂuss des IRN Trägers auf die Modulations-
sensitivität. Die Detektion von Trägerperiodizität wird hauptsächlich über audio-spektrale
Hinweise vermittelt. Modulationsempﬁndlichkeit spielte hier nur eine untergeordnete Rolle
und beschränkte sich auf F0s um die 62,5Hz. Da das Autokorrelationsmodell über alle
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Abbildung 2.17: Vergleich zwischen einem U-förmigem Modulationsﬁlter und einer Autokorrelation. Der
Input in die hier abgebildete Peridozitätsanalyse ist die SPF am Ausgang eines auditorischen Filters mit
einer Mittenfrequenz von 1 kHz, als Antwort auf ein 62,5Hz SAMN (linke Spalte) bzw. ein IRN(16,1,16)
(rechte Spalte). Die mittlere Reihe zeigt das Ergebnis einer Autokorrelation. Die unterste Reihe zeigt die
Varianz des Ausgangssignals bei einer Faltung der SPF mit einer U-förmigen Impulsantwort. Der Abstand
der Maxima in der IR entspricht der Verzögerung der Autokorrelation
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Frequenzkanäle mittelt, stehen diesem Modell keine audio-spektralen Hinweise zur Verfü-
gung. Somit kann dieses Modell, im Gegensatz zur Modulationsﬁlterbank, nur rein zeitliche
Hinweise bearbeiten. Das Autokorrelationsmodell leidet hauptsächlich unter seinem Ent-
scheidungsmodul. Ersetzt man das Maß der Euklidischen Distanz mit einem optimalen
Detektor, können die Vorhersagen verbessert werden. Jedoch ist auch das Autokorrelati-
onsmodell nicht in der Lage, die Beeinträchtigung der Modulationsdetektion durch einen
IRN Träger zu reproduzieren. Die Detektion von Trägerperiodizität beschränkt sich auf
F0s über 33Hz.
Ein direkter Vergleich beider Modelle zeigt, dass der grundlegende Unter-
schied die Impulsantwort bzw. die Übertragungsfunktion ist, mit der die Spike-
Wahrscheinlichkeitsfunktion verrechnet wird. Modulationsﬁlter haben eine Bandpass
Übertragungsfunktion, während ein Filter, der ein Ausgangssignal ähnlich einer Auto-
korrelation produziert, eine Kammﬁlter Übertragungsfunktion besitzt. Man kann sagen,
dass, während die aktuelle Version des MFB-Modells sich auf spektrale Verarbeitung in
der Gammatonﬁlterbank stützen muss, um spektral aufgelöste Harmonische eines IRN-
Stimulus extrahieren zu können, das AC-Modell dies auf rein zeitlicher Basis kann, mittels
kammﬁlterartigen Modulationsﬁlter . Bislang unterscheiden sich die besprochenen Mo-
delle noch in der Art und Weise, wie die periphere Verarbeitung implementiert ist und
in ihrem Entscheidungsmodul. Letzeres wurde in dieser Arbeit bereits angeglichen. Im
nächsten Schritt müsste eine einheitliche Implementierung der Peripherie stattﬁnden, so
dass sich die beiden Modellansätze nur noch durch das jeweilige Modul unterscheiden,
welches die Aktivität der Hörnervfaser auswertet. Also entweder eine Modulationsﬁlter-
bank oder ein Autokorrelator mit SACG. Damit könnte ein noch unmittelbarer Vergleich
vorgenommen werden.
Zum aktuellen Zeitpunkt scheint es so zu sein, als könnten beide Modelltypen qualitativ
korrekte Vorhersagen treﬀen. Jedoch verfolgen sie in ihrer Implementation unterschiedli-
che physiologische Mechanismen der Periodizitätswahrnehmung: Der eine basierend auf
spektraler, der andere basierend auf zeitlicher Verarbeitung. Eine endgültige Befürwortung
des einen oder anderen Modelltypus erfordert elektrophysiologische Untersuchungen der
Periodizitätsdetektion in der Hörbahn.
Die nächste Verarbeitungsstation nach dem Hörnerv ist der Nucleus Cochlearis (CN).
Der ventrale Teil dieses Kerns (VCN) besitzt u.a. Neurone, die aufgrund ihres Antwort-
charakters als Chopper Neurone bezeichnet werden. Chopper Neurone zeigen ein repeteti-
ves Antwortmuster auf einen Stimulus. Unabhängig von ihrer charakteristischen Frequenz
(CF), die das Neuron antreibt überhaupt zu antworten, hat ein Chopper Neuron eine be-
vorzugte intrinsische Oszillation, d.h. die repetitiven Spikes folgen in einem bestimmten
Abstand voneinander. Der Abstand zwischen zwei Spikes heißt inter spike interval, ISI.
Chopper Neurone haben also ein bevorzugtes ISI. Neuere Untersuchungen des ventralen
CN (VCN) deuten darauf hin, dass Chopper Neurone eine Rolle bei der Periodizitätsde-
tektion spielen könnten. Winter et al. (2001) und Wiegrebe und Winter (2001) konnten
in elektrophysiologischen Experimenten zeigen, dass ein Chopper Neuron sein Antwortmu-
ster mit der Stimulusperiodizität von IRN synchronisieren kann, wenn diese im Bereich
der intrinsischen Oszillationsrate liegt. Darüberhinaus konnten diese Neurone ihr Antwort-
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muster auch dann synchronisieren, wenn die diese ein Vielfaches der Stimulusperiode war.
Das entspricht einer Kodierung von Subharmonischen und könnte somit ein physiologisches
Korrelat zu einem Autokorrelator darstellen.
Chopper Neurone sind in der Lage, neben der Trägerperiodizität, auch AM zu ko-
dieren. In elektrophysiologischen Messungen wurden Chopper Neurone gefunden, die ein
Bandpasstuning für Amplitudenmodulation zeigten, das an die Übertragungsfunktionen
der Modulationsﬁlter erinnert (Frisina et al., 1990a,b). Auch in diesem Falle lag die CF des
Neurons und die beste Modulationsfrequenz weit auseinander. Hewitt et al. (1992) haben
ein Computermodell von Sustained Chopper (Chop-S) Neuronen im VCN entwickelt. Die
Autoren waren in der Lage mit diesem Modell Vorhersagen, mit guter Übereinstimmung
zu in vivo gewonnenen Daten, zu produzieren.
Im Hinblick auf Periodizitätsdetektion verdienen die Chopper Neurone im VCN daher
besondere Beachtung bei weiteren physiologischen Experimenten.
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Kapitel 3
Modulationsmaskierung mit
unterschiedlichen Maskierertypen
3.1 Einleitung
Um der Frage auf den Grund zu gehen, ob das auditorische System bei der Kodierung
der Einhüllenden eher die Strategie einer spektralen Dekomposition, wie es die Modulati-
onsﬁlterbank macht, oder eine Analyse der temporalen Periodizität, im Sinne einer Auto-
korrelation, verfolgt, wurden von Ewert (2002) Experimente zur Modulationsmaskierung
durchgeführt. Maskierungsversuche sind eine gängige Methode, um Selektivität zu untersu-
chen. Auf diese Weise wurde auch die Frequenzselektivität des Innenohrs psychoakustisch
ermittelt.
Das Prinzip von Frequenzgruppen hat Fletcher (1940) im Audio-Bereich etabliert. Er
hatte Detektionsschwellen für Sinustöne gemessen in Gegenwart eines bandpass-geﬁlterten
Rauschens als Maskierer, welches jeweils um die zu detektierende Frequenz zentriert war.
Mit steigender Bandbreite des Maskierers stiegen die Detektionsschwellen zunächst an und
blieben dann unverändert. Die Bandbreite, ab der kein weiterer Anstieg der Schwelle zu
beobachten ist, wird als kritische Bandbreite oder als Frequenzgruppe bezeichnet. Da mit
steigender Bandbreite des Rauschens auch die Gesamtleistung des Rauschens steigt und
ab einer bestimmten Bandbreite die Schwellenwerte unverändert blieben, schloss der Autor
- in Anlehnung an Helmholtz (1863) - dass sich das Innenohr wie eine Reihe von Band-
passﬁltern verhält. Um einen Ton zu detektieren wird der Ausgang eines Bandpassﬁlters
mit entsprechender Mittenfrequenz evaluiert. Entscheidend für die Schwelle ist dabei das
Signal/Rausch Verhältnis am Ausgang des Filters. Es kann demnach nur der Anteil des
Rauschens, der in den selben Filter fällt wie das Signal, dieses maskieren. Im Audio-Bereich
wurden diese Annahmen in das power spectrum model of masking (Patterson und Moore,
1986) umgesetzt. Die Breite der Filter, also auch die Breite der Frequenzgruppen, ist ab-
hängig von der Mittenfrequenz. In erster Näherung lässt sich sagen, dass die Bandbreite
solcher Filter ca. 11% der Mittenfrequenz beträgt.
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Neuere Arbeiten deuten darauf hin, dass auch die Einhüllende einem ähnlichen Verar-
beitungsmechanismus unterzogen werden könnte. Dazu gehören unter anderem psychoaku-
stische Arbeiten zur Modulationsdetektion mit schmalbandigen Rauschträgern (Dau et al.,
1997a), Modulationsmaskierung mit schmalbandigem Rauschen als Maskierermodulator
(Ewert und Dau, 2000; Ewert et al., 2002; Houtgast, 1989) sowie unterschiedliche phy-
siologische Daten (z.B. von Frisina et al. (1990a,b) oder Schulze und Langner (1997)). In
der Arbeit von Ewert (2002) wurde die Modulationsdetektionsschwelle einer sinusförmigen
Signalmodulation bei 16Hz in Gegenwart von zwei unterschiedlichen Maskierermodula-
tionstypen gemessen. Beide Maskierer hatten die gleiche Frequenz von 4Hz, unterschie-
den sich aber in der Zeitfunktion. Einer der Modulatoren war ein Sinus-, der andere ein
Rechteckmodulator. Abbildung 3.1 vergleicht beide Maskierungssituationen miteinander.
In der oberen Reihe ist die Maskierermodulation eine Rechteckfunktion, in der unteren
Reihe ein Sinus. Die beiden linken Felder zeigen die Zeitfunktionen der zusammengesetz-
ten Modulatoren, die gepunkteten Linien stellen den Maskierer alleine dar. Die mittleren
Felder zeigen die Autokorrelationsfunktionen (ACF) der Einhüllenden, die rechten Felder
die Einhüllendenspektren. Beide Modulatoren besitzen die gleiche zeitliche Periodizität von
250ms (siehe ACFs) jedoch unterschiedliche Modulationsspektren. Während eine sinusför-
mige Amplitudenmodulation im Modulationsspektrum lediglich ein Maximum an Stelle der
Modulationsfrequenz zeigt, produziert die Rechteckmodulation zusätzliche spektrale Maxi-
ma bei den ungeraden Harmonischen der Modulationsfrequenz (vgl. auch Abschnitt 1.2.1
und 1.2.2). Nimmt man an, die Einhüllende wird einer spektralen Zerlegung unterzogen,
wäre zu erwarten, dass der Rechteckmodulator die sinusförmige Signalmodulation stärker
maskiert als der Sinusmodulator. Eine hypothetische (Modulations-) Filterbank würde den
Ausgang eines auf die Signalmodulationsfrequenz (16Hz) abgestimmten Modulationsﬁlters
betrachten. Die harmonischen Komponenten im Spektrum des 4-Hz Rechteckmaskierers
würden folglich die Detektion der 16-Hz Signalmodulation erschweren, da sie in den Über-
tragungsbereich des Filters fallen. Im Vergleich würde beim Sinusmaskierer nur der Teil
der 4-Hz Modulation, die den Bandpassﬁlter bei 16Hz noch passiert zur Maskierung der
Signalmodulation beitragen. Nimmt man dagegen an, dass lediglich die zeitliche Periodi-
zität, unabhängig von der speziﬁschen Wellenform der Modulation, extrahiert wird, wäre
zu erwarten, dass beide Maskierertypen die Signalmodulation in ungefähr gleichem Aus-
maß maskieren. Ewert (2002) hat gezeigt, dass für einen breitbandigen Rauschträger der
Rechteckmodulator ein stärkeres Maskierungsverhalten zeigt als der Sinusmodulator. Die
Detektionsschwelle für die sinusförmige Signalmodulation in Gegenwart eines Rechteck-
maskierers lag um ca. 3 dB über der Detektionsschwelle in Gegenwart eines Sinusmaskie-
rers, wenn beide Maskierer die gleiche eﬀektive Modulationstiefe besaßen. Diese Ergebnisse
scheinen ein Hinweis für eine spektrale Zerlegung der Einhüllendenwellenform im audito-
rischen System darzustellen. Modellsimulationen dieser Versuche haben gezeigt, dass eine
Verarbeitung auf Basis einer Autokorrelation die Ergebnisse nicht rekonstruieren kann;
der Ansatz einer frequenzselektiven Filterbank im Modulationsbereich (EPSM, envelope
power spectrum model, Ewert und Dau (2000)) dagegen schon (Ewert, 2002). Das EPSM
wertet hierbei nur die Modulationsleistung am Ausgang des Modulationsﬁlters aus, der
auf die Signalmodulationsfrequenz zentriert ist. Es handelt sich also um ein rein modula-
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Abbildung 3.1: Vergleich der unterschiedlichen Maskierungssituationen. In der oberen Reihe ist der Mas-
kierermodulator eine Rechteckfunktion, in der unteren Reihe ein Sinus. Die Maskierermodulationsfrequenz
beträgt 4Hz, die Signalmodulationsfrequenz 16Hz. Die beiden linken Felder zeigen die Zeitfunktionen der
addierten Modulatoren. Die gepunkteten Linien stellen den Maskierer alleine dar. Die mittleren Felder
zeigen die Autokorrelationsfunktionen der Einhüllenden. Die rechten Felder die jeweiligen Spektren der
zusammengesetzten Modulatoren. (Nach Ewert (2002))
tionsspektrales Modell, dass jede zeitliche Information, die prinzipiell am Ausgang eines
Modulationsﬁlters noch enthalten sein kann (vgl. MFB-Modell von Dau et al. (1997a,b)
aus Abschnitt 2.5.1), vernachlässigt.
Viemeister et al. (2004) haben Experimente zur Verarbeitung der Einhüllenden durch-
geführt, bei denen die Rolle der zeitlichen Struktur der Signale im Vordergrund stand. Der
Fokus lag allerdings nicht auf der Periodizität der Stimuli, sondern auf den lokalen zeitli-
chen Eigenschaften der Einhüllenden. Auch hier wurden Modulationsmaskierungsversuche
mit rechteckförmigen Maskierermodulatoren und sinusförmiger Signalmodulation durchge-
führt. In ihrem experimentellen Ansatz wurde systematisch die lokale zeitliche Struktur der
Maskierermodulatoren verändert. Dabei wurde der Einﬂuss der lokalen Modulationstie-
fe in den Tälern des Maskierers auf die Detektionsschwellen bei Modulationsmaskierung
untersucht. Abbildung 3.2 stellt die Zeitfunktionen von Rechteckmodulatoren gleicher Fre-
quenz aber unterschiedlichem Tastverhältnis dar (50%, 25% und 15%). Ein Tastverhältnis
von 50% entspricht der schon bekannten Rechteckfunktion, bei der die beiden Phasen des
Signals die gleiche Dauer besitzen. Mit abnehmendem Tastverhältnis verbreitert sich die
untere Phase (das Tal) im Kurvenverlauf. Bei Viemeister et al. (2004) wurden die ver-
schiedenen Rechteckwellenformen so gewählt, dass die Magnitude der Grundkomponente
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Abbildung 3.2: Zeitfunktionen von Rechteckmodulatoren mit gleicher Frequenz aber unterschiedlichem
Tastverhältnis. Die Frequenz ist in allen Fällen 4Hz. Mit abnehmendem Tastverhältnis verbreitert sich das
Tal im Kurvenverlauf. Alle Wellenformen haben den gleichen Eﬀektivwert.
(also diejenige die der Signalmodulationsfrequenz entspricht1), den gleichen eﬀektiven Mo-
dulationsgrad von -9 dB für alle Tastverhältnisse aufweist. In diesem Fall, verringert sich
der Wert des Maskierermodulators in der unteren Phase mit abnehmenden Tastverhältnis,
wie durch die farbigen Linien in Abb 3.3 dargestellt. Die grundlegende Beobachtung in
Viemeister et al. (2004) war, dass die Maskierwirkung mit abnehmendem Tastverhältnis
geringer wurde. Dieses Ergebnis widerspricht der Theorie einer rein spektralen Zerlegung
und Maskierung im Einhüllendenbereich. Wäre die Magnitude der Grundkomponente für
die Maskierung bestimmend, hätten sich identische Schwellen für alle Maskierer gezeigt,
da diese Komponente bei allen gleich war. Dies kann nur durch eine Auswertung loka-
ler zeitlicher Eigenschaften der Modulationswellenform erklärt werden, nämlich durch eine
Auswertung der lokalen Modulationstiefe während der unteren Phase (den Tälern) der
Maskierermodulation. Hier besitzt die Signalmodulation eine scheinbar höhere lokale Mo-
dulationstiefe, je tiefer der Wert der Maskiererwellenform in den Tälern ist. Der Träger
ist sozusagen stärker abgeschwächt. Dieses Ergebnis widerspricht der Theorie einer rein
spektralen Zerlegung und Maskierung im Einhüllendenbereich.
In den Experimenten von Viemeister et al. (2004) war die Frequenz der Signalmodu-
lation gleich der Frequenz der Maskierermodulation. In diesem Kapitel werden nun unter-
schiedliche Frequenzen für Signal- und Maskierermodulator verwendet. Dazu wurden die
gleichen Frequenzen für Signal- und Maskierermodulation gewählt, wie in der Arbeit von
Ewert (2002). Auf diese Weise soll überprüft werden, in wieweit die Ergebnisse von Ewert
(2002), dessen Versuche nur mit einem Tastverhältnis von 50% durchgeführt wurden, von
der lokalen Modulationstiefe abhängen. Gleichzeitig soll getestet werden, ob sich die Be-
obachtungen von Viemeister et al. (2004) bestätigen, wenn die Frequenzen für Signal- und
Maskierermodulation unterschiedlich sind. Mit einer Maskierermodulationsfrequenz von
4Hz und einer Signalmodulationsfrequenz von 16Hz, ist gewährleistet, dass beide Modu-
1Eine Rechteckfunktion enthält im Leistungsspektrum mehrere Frequenzen (siehe auch 1.8). Bei den
von Viemeister et al. (2004) gewählten Tastverhältnissen, nehmen die Komponenten mit abnehmendem
Tastverhältnis zu.
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Abbildung 3.3: Wellenformen der von Viemeister et al. (2004) verwendeten Modulatoren. Die Frequenz
ist in allen Fällen 4Hz, die Tastverhältnisse sind der Legende zu entnehmen. Die Magnitude der Grund-
komponente (4Hz) ist für alle Maskierer gleich. Dadurch verringert sich, mit abnehmendem Tastverhältnis,
der Wert des Maskierers in der unteren Phase der Zeitfunktion.
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lationen in unterschiedliche hypothetische Modulationsﬁlter fallen. Durch das harmonische
Verhältnis würden die zusätzlichen spektralen Komponenten des Rechteckmaskierers die
Signalmodulation verstärkt maskieren (gegenüber einem sinusförmigen Maskierer). Diese
Messreihe wird, im Vergleich zur Arbeit von Viemeister et al. (2004), um einen Rechteck-
modulator mit 85%igem Tastverhältnis erweitert. Die Rechteckfunktionen mit den Tast-
verhältnissen 15 und 85% sind invers zueinander. Daher besitzen beide das gleiche Lei-
stungsspektrum und sollten bei einer rein modulationsspektralen Analyse (wie im EPSM,
Ewert und Dau (2000)) zu identischen Maskierwirkungen führen. Um die Abhängigkeit
von der Modulationsfrequenz zu überprüfen, wurde das Experiment mit den Maskierer-
/Signalmodulationsfrequenzen von 32 und 128Hz wiederholt.
3.2 Methoden
3.2.1 Paradigma
Die Detektionsschwellen für die Amplitudenmodulation wurden in einem adaptiven 3AFC
Verfahren ermittelt. Dies ist analog zu dem 2AFC Paradigma, welches in Abschnitt 2.2.1
erläutert wurde. Es unterscheidet sich nur dadurch, dass in diesem Verfahren jeweils drei
statt zwei Intervalle präsentiert wurden. Jedes der drei Intervalle enthielt die Maskierer-
modulation. Eines enthielt zusätzlich die Signalmodulation. Dieses galt es zu erkennen.
Der adaptive Parameter war die Modulationstiefe der Signalmodulation. Er wurde nach
einer three-down one-up Regel variiert (siehe Abschnitt 2.2.1). Für eine Schwellenmessung
wurden elf Umkehrpunkte aufgenommen. An den ersten drei Umkehrpunkten wurde die
Modulationstiefe um 5dB verändert, dann um 3dB und an den letzten sechs Umkehrpunk-
ten wurde die Modulationstiefe nur noch um 1dB verändert. Der Mittelwert der letzten
sechs Umkehrpunkte ergab die Detektionsschwelle (79,4% korrekt auf der psychometrischen
Funktion) für einen Durchgang (Levitt, 1971). Als Schwelle pro Proband wurde der Mit-
telwert von drei Messungen für eine bestimmte Signalkonﬁguration gewählt. Der Proband
erhielt nach jeder Entscheidung ein visuelles Feedback über die Richtigkeit seiner Antwort.
3.2.2 Probanden
An den Versuchen nahmen 4 Personen im Alter zwischen 25 und 35 Jahren teil. Die Teil-
nahme erfolgte freiwillig und unentgeltlich. Alle Teilnehmer verfügen über ein klinisch
normales Hörvermögen.
3.2.3 Stimuli und Versuchsapparatur
Träger der Amplitudenmodulation war stets GN. Die Frequenz der Maskierermodulati-
on lag zunächst bei 4Hz und die zu detektierende Signalmodulation entsprechend einem
Verhältnis von 1:4 bei 16Hz. In der Wiederholung wurden die Modulationsfrequenzen auf
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32 und 128Hz erhöht. Die Signalmodulation war immer sinusförmig. Als Maskierermodu-
latoren wurden ein Sinus sowie Rechteckfunktionen mit einem Tastverhältnis von 85, 50
oder 15% getestet. Der Eﬀektivwert des Maskierers wurde jeweils auf -9 dB festgelegt. Die
Modulationstiefe des Signalmodulators wurde nach dem adaptiven Verfahren variiert. Für
das Signalintervall wurden der maskierende Modulator und der Signalmodulator addiert:
x(t) = {[m(t) +md×ms(t)] + 1}n(t) (3.1)
In dieser Gleichung ist x(t) der zu präsentierende Stimulus, m(t) der Maskierer und ms(t)
die Signalmodulation. Die Modulationstiefe (md) ist in dieser Gleichung ein linearer Wert.
Die Modulationstiefe in dB entspricht 20× log md. Der zusammengesetzte Modulator wird
mit dem Träger n(t) multipliziert. Die Stimulusdauer betrug 500ms inklusive kosinus-
förmiger An- und Abstiegsﬂanken von je 20ms. Die Abtastrate lag bei 50 kHz. Die Sti-
muli wurden auf einem IBM-kompatiblen PC mit MatLab generiert und anschließend auf
einen Tucker-Davis-Technologies System3 RP2 Enhanced Real-Time Processor übergeben.
Die analoge Ausgabe der Stimuli erfolgte über den integrierten D/A-Wandler und einen
Tucker-Davis-Technologies System 3 HB7 Kopfhöhrerverstärker, dessen Endabschwächung
auf -12 dB eingestellt war. Der mittlere Ausgabepegel betrug 64 dBSPL. Es wurde eine
Pegelrandomisierung von ± 6 dBSPL verwendet um auszuschließen, dass Versuchsperso-
nen systematisch auftretende Pegelunterschiede durch die Signalmodulation als Entschei-
dungskriterium heranziehen können. Die Ausgabe der Signale erfolgte diotisch über AKG
K240DF Kopfhörer. Die Probanden wurden einzeln in einer reﬂexionsarmen und schalliso-
lierten Hörkabine getestet. Die Antworten wurden über ein graphisches Interface auf einem
Touchscreen abgegeben.
3.3 Ergebnisse
Die Ergebnisse dieser Experimente sind in Abb. 3.4 graﬁsch dargestellt. Das linke Feld
(A) zeigt die Ergebnisse für die Modulationsfrequenzen 4/16Hz, das rechte Feld (B) die
Ergebnisse für 32/128Hz. Die einzelnen Quadrate zeigen die Modulationstiefe der Signal-
modulation in dB an deren Detektionsschwelle an. Jedes Symbol repräsentiert dabei einen
anderen Maskierermodulator. Dargestellt sind die Mittelwerte der Ergebnisse aller vier
Probanden. Die Fehlerbalken stellen den Standardfehler zwischen den Versuchspersonen
dar. Die gestrichelt Linie zeigt die Detektionschwelle für die Signalmodulation alleine an.
Die Werte auf der Y-Achse sind in umgekehrter Reihenfolge aufgetragen. Das bedeutet,
dass eine niedrigere Schwelle entlang der Ordinate höher angesiedelt ist (entsprechend
einer besseren Detektionsleistung).
Für die Signal/Maskierer-Kombination von 16 und 4Hz (Abb. 3.4A) sind die Schwel-
len für den Sinusmaskierer und die 85% Rechteckfunktion in etwa gleich (-23,9 und -
24,1 dB). Die Schwelle für den 50%-Maskierer liegt etwas darüber (-22 dB). Für beide
Signal/Maskierer-Kombinationen liegt die Schwelle in Gegenwart des 15%-Maskierers un-
ter der Referenzschwelle (Signalmodulation alleine), dargestellt durch die gestrichelte Linie.
Bei 128Hz ist dies sehr viel schwächer ausgeprägt. Bei einer Signalmodulation von 128Hz
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Abbildung 3.4: Ergebnis der Modulationsmaskierung mit Maskierern unterschiedlicher Tastverhältnisse.
Entlang der Ordinate ist die Modulationstiefe der Signalmodulation an der Detektionsschwelle aufgetra-
gen. Entlang der Abzisse die unterschiedlichen Maskierertypen. Die Prozent-Angaben beziehen sich auf
das Tastverhältnis des maskierenden Rechteckmodulators. In A. betrug die Makierermodulationsfrequenz
(mmf ) 4Hz, während die Signalmodulationsfrequenz (smf ) 16Hz betrug. In B. lagen die Modulations-
frequenzen bei 32Hz für die Maskierer und 128Hz für die Signalmodulation. Es handelt sich hierbei um
die Mittelwerte der Ergebnisse der einzelnen Probanden. Die Fehlerbalken stellen den Standardfehler zwi-
schen den Probanden dar. Die gestrichelten Linien stellen Detektionsschwelle für die Signalmodulation
ohne Maskierer dar.
und 32Hz Maskierermodulation sind die Schwellen insgesamt niedriger. In dieser Situa-
tion sind die Schwellen für den Sinus- und den 50%-Maskierer nahezu identisch (-16,3
und -16,0 dB). Die Maskierwirkung des 85%-Modulators liegt etwas darunter (-19,2 dB).
Generell ist die Detektionsleistung in Anwesenheit des Rechteckmaskierers mit einem Tast-
verhältnis von 15% immer am besten.
3.4 Diskussion
Vergleicht man die vorliegenden Daten mit den eingangs zitierten Arbeiten (Ewert, 2002;
Viemeister et al., 2004) lässt sich folgendes feststellen: Analog zu der Arbeit von Ewert
(2002), maskiert auch hier die Rechteckfunktion mit einem Tastverhältnis von 50% stärker
als der Sinusmodulator, wenn man die vergleichbare 4/16-Hz Kombination betrachtet. Da
die Maskierer die gleiche eﬀektive Modulationstiefe (-9 dB) besaßen, kann dieses Ergebnis
nicht mit Unterschieden im Leistungsspektrum der Einhüllenden erklärt werden, wenn man
eine Selektivität für Einhüllendenfrequenz außer Acht lässt. Denn bei einer solchen Verar-
beitung wird der Ausgang der Filters betrachtet, der auf die Signalmodulation abgestimmt
ist. Das aktuelle Experiment zeigt allerdings, dass die Rechteckfunktionen mit den Tast-
verhältnissen 15 und 85% ebenfalls in unterschiedlichem Ausmaß maskieren, nämlich mit
einer Diﬀerenz von 5 dB. Da diese beiden Funktionen invers zueinander sind und somit ein
identisches Modulationsleistungsspektrum besitzen, dürften sich nach der Theorie der rein
spektralen Zerlegung der Einhüllenden keine Unterschiede im Maskierungsgrad ergeben.
Da die Maskierer in diesen Versuchen alle den gleichen Eﬀektivwert besaßen, ergaben
sich auch keine Unterschiede in der lokalen Modulationstiefe der Maskiererwellenformen
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Abbildung 3.5: Zeitfunktionen der verwendeten Modulatoren. Der Eﬀektivwert der Signale ist für alle
Funktionen gleich, daher ändert sich auch die lokale Modulationstiefe nicht (Die Minimal- und die Maxi-
malamplitude der Rechteckfunktionen sind gleich im Gegensatz zu 3.3).
(siehe Abb. 3.5). Es hätte also auch im Sinne einer Auswertung der lokalen Modulationstiefe
in der Tälern, wie von Viemeister et al. (2004) vorgeschlagen, kein Unterschied zwischen
den Modulatoren mit den Tastverhältnissen 15 und 85% auftreten dürfen. Denn auch die
maximale lokale Modulationstiefe ist, aufgrund des inversen Verhältnisses beider Funtionen,
in jedem Fall gleich.
Die zeitliche Struktur bzw. der zeitliche Verlauf der Maskiererwellenform ist oﬀensicht-
lich von Bedeutung. Es erscheint plausibel, dass die Länge der Täler eine Rolle spielt.
Was nicht ganz zu dieser Überlegung passt, ist die Tatsache, dass eine Rechteckfunktion
mit einem Tastverhältnis von 85% etwas weniger maskiert als mit einem Tastverhältnis
von 50%. Hierzu muss erwähnt werden, dass die Daten für den 85%-Maskierer später im
Verlauf der Experimente erhoben wurden und ein Trainingseﬀekt nicht auszuschließen ist.
In den Ergebnissen der 32/128Hz Kombination (siehe Abb. 3.4B) zeigt sich dieses Ver-
hältnis zwischen den Schwellen für die Maskierer mit den Tastverhältnissen 50 und 85%
wieder. Dennoch widerspricht diese Tatsache der Überlegung, dass die Breite der Täler eine
Rolle spielt, nicht per se. In Abschnitt 2.4 wurde erwähnt dass für Perioden ab ca 30Hz
eine Tonhöhe wahrgenommen wird (Krumbholz et al., 2000; Pressnitzer et al., 2001). Diese
ist bei 32Hz noch recht schwach ausgeprägt, aber eine Modulationsfrequenz von 128Hz
produziert bereits eine deutliche Tonhöhenempﬁndung. Insofern ist es plausibel, dass die
Tonhöhe als Entscheidungskriterium von den Probanden herangezogen wurde (persönli-
che Befragung nach Abschluss der Messreihe bestätigte diese Annahme). Nimmt man an,
dass bei einer Modulationsfrequenz von 32Hz die zeitlichen Lautstärkeschwankungen ge-
rade noch als solche wahrgenommen werden, oder als Rauigkeit des Signals, während eine
Modulationsfrequenz von 128Hz eine deutliche Tonhöhenwahrnehmung hervorruft, könnte
es sein, dass diese beiden Signaleigenschaften als getrennte auditorische Objekte gewertet
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werden. Dieses Perzept der Tonhöhe ist kontinuierlicher Natur und könnte daher vor ei-
nem ebenfalls kontinuierlichen Hintergrund leichter herauszuhören sein. Die beiden Recht-
eckimpulse mit 15 und 85% Tastverhältnis bieten einen relativ konstanten Hintergrund.
Sie wirken wie ein kontinuierliches Signal, das ca. alle 30ms kurz unterbrochen wird (nur
15% Berg bzw. Tal). Der Sinus- und der 50% Maskierer stellen mit ihren ausgeprägteren
Veränderungen entlang der Zeitachse einen unruhigeren Hintergrund dar, der womöglich
ein eﬀektiveres Störsignal darstellt. Eventuell könnte das auch die Diskrepanz zwischen der
Maskierwirkung der 50 und 85% Rechteckfunktionen in der 4/16Hz Kombination erklä-
ren. Um das Konzept der Bindung von Informationen (informational binding) in diesem
Zusammenhang zu klären, wäre es hilfreich die Messreihen auf weitere Tastverhältnisse
auszuweiten. Rechteckfunktionen mit den Tastverhältnissen von 25 und 75% z.B. sind loh-
nenswert, da sie ebenfalls invers zueinander sind, also identische Frequenzspektren und
gleiche lokale Modulationstiefen besitzen und in ihrem Ausmaß der Veränderlichkeit ent-
lang der Zeitachse genau zwischen den hier getesteten Tastverhältnissen liegen. In jedem
Fall machen die vorliegenden Ergebnisse deutlich, dass der zeitliche Verlauf der Maskierer
eine wichtige Rolle beim Grad der Verdeckung innehaben.
Kapitel 4
Modulationsdetektion mit aperiodischen
Modulatoren
4.1 Einleitung
In Abschnitt 1.2.3 wurde der Stimulus Sparse Noise (SN) bereits kurz eingeführt. Zur
Wiederholung: SN kann am besten beschreiben werden, als ein weisses Rauschen, dass
über den Zeitverlauf immer wieder von Lücken variabler Länge unterbrochen ist. Je höher
die maximale Lückendauer, desto stärker ist der Fluktuationsgrad der Einhüllenden und
damit auch die Unruhe des Signals. Die maximale Lückendauer errechnet sich nach der
Formel 1.1.
Ursprünglich wurde SN entwickelt um, bei der Fledermaus Megaderma lyra, Verhal-
tensversuche zur Detektion von Raschelgeräuschen durchzuführen (Hübner und Wiegrebe,
2003). M. lyra gehört zu den sogenannten gleaning bats, die sich dadurch auszeichnen, dass
sie ihre Beute überwiegend von einem Untergrund oder der Vegetation aufgreifen (Neuwei-
ler, 1993). Insofern sind beutegenerierte Raschelgeräusche, wie z.B. das Laufen einer Maus
über getrocknetes Laub, notwendig um ein Jagdverhalten zu initiieren. Außerdem müssen
diese Tiere in der Lage sein die beutegenerierten Geräusche von Störgeräuschen in der Um-
gebung zu diﬀerenzieren. Da diese Raschelgeräusche und deren natürliche Maskierer, wie
z.B. durch Wind bewegtes Laub, sich spektral sehr ähneln, könnte die zeitliche Struktur
von entscheidender Bedeutung für die Erkennung der Beutegeräusche sein. Mit SN hatten
die Autoren einen rauschhaften Maskierer an der Hand, dessen zeitliche Struktur sich se-
lektiv verändern lässt, durch die Veränderungen der zeitlichen Lücken. Es zeigte sich, dass
die Detektion der Raschelgeräusche (eine Aufnahme von sich bewegenden Mehlwürmern,
Larven des Tenebrio molitor), sich monoton verbesserte, wenn die zeitlichen Lücken des
Maskierers eine Länge von ca. 0,3ms überschritten.
Statt zeitliche Lücken in einen Abschnitt Gaussschem Rauschens (GN) einzuführen,
kann SN auch dadurch erzeugt werden, indem man GN mit einem aperiodischen, transien-
ten Modulator multipliziert (siehe 1.2.3). Im Gegensatz zu den periodischen Sinusmodu-
latoren oder Rechteckfunktionen, deren Modulationsspektren eine harmonische Struktur
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aufweisen, ist das Modulationsspektrum von SN, wie der Modulator selbst, aperiodisch.
Unabhängig von der Lückendauer ergibt sich für jeden SN-Stimulus ein weisses Modulati-
onsspektrum. Insofern stellt ein solcher Modulator keinen kritischen Test für psychoakusti-
sche Modelle, deren Verarbeitung der Einhüllendenstruktur auf einer selektiven Filterbank
beruht, wie die Modulationsﬁlterbank von Dau et al. (1997a,b) oder das EPSM von Ewert
und Dau (2000), dar. Dennoch ist es interessant wie solche aperiodischen Modulationen im
auditorischen System des Menschen verarbeitet werden. Denn mit der Lückendauer verän-
dert sich auch der Fluktuationsgrad der Einhüllenden. Das vierte Moment (Hartmann und
Pumplin, 1988) quantiﬁziert den Grad an Einhüllendenﬂuktuation und wird nach folgender
Formel berechnet:
M4 =
1
T
T∫
0
x4(t)dt
( 1
T
T∫
0
x2(t)dt)2
(4.1)
Dabei ist x(t) das Zeitsignal und T die Signallänge. Das vierte Moment steigt monoton
mit der maximalen Lückendauer des SN.
Da bislang noch keine Versuche mit solchen aperiodischen Modulatoren beim Men-
schen durchgeführt wurden, dienen die Hörversuche, die in diesem Kapitel beschrieben
werden, dazu die Wahrnehmung von SN zu charakterisieren. Es wurden psychometrische
Funktionen ermittelt zur Detektion von SN für verschiedene Stimulusbandbreiten mit un-
terschiedlichen unteren Eckfrequenzen.
4.2 Methoden
4.2.1 Paradigma
In diesem Experiment galt es das SN von GN zu unterscheiden. Dazu wurde ein three-
alternative forced choice (3AFC) Verfahren angewandt. Wie in den Experimenten aus
Kapitel 3, wurden auch hier drei Intervalle vorgespielt. In zwei Intervallen wurde GN
präsentiert, in einem das SN. Die Aufgabe des Probanden lag darin, das Intervall zu er-
kennen, welches das SN beinhaltete. Anderes als in den vorangegangenen Experimenten
wurde hier kein adaptives Verfahren angewendet. Stattdessen wurde eine psychometrische
Funktion ermittelt. Das bedeutet, dass pro Signalkonﬁguration eine bestimmte Anzahl von
Einzelentscheidung aufgenommen wurde und anschließend der Prozentsatz der richtigen
Antworten errechnet wurde. Es wurden zwölf Punkte entlang der psychometrischen Funk-
tion gemessen, für 12 verschiedene maximale Lückendauern. In einer Sitzung wurden 22
Entscheidungen pro max. Lückendauer aufgenommen. Das waren insgesamt 264 Entschei-
dungen pro Sitzung. Die Präsentation erfolgte in randomisierter Reihenfolge. Pro Person
wurden 3 Sitzungen absolviert. Daraus ergeben sich 66 Einzelentscheidungen für jede max.
Lückendauer. Die Detektionsschwelle für SN wurde, in Anlehnung an adaptive Verfahren,
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auf 79,4% richtige Antworten festgelegt. Um diesen Wert zu ermitteln wurde eine Fitfuk-
tion auf die Daten angewandt und deren Schnittpunkt mit der 79,4% Marke ermittelt.
4.2.2 Stimuli und Versuchsapparatur
Die relevanten Stimuli in diesem Experiment sind GN und SN. Die Stimuli wurden, vor
jeder Präsentation neu, auf einem IBM-kompatiblen PC generiert. Für das SN wurde GN
mit einem entsprechendem Modulator multipliziert. Um den Modulator zu erzeugen wird
entlang einer Zeitachse, die sich aus der Abtastrate und der Stimulusdauer ergibt, an belie-
bigen Abtastpunkten, die Amplitude gleich eins gesetzt, an den übrigen Punkten bleibt die
Amplitude gleich Null. Der Abstand zwischen zwei positiven Amplitudenwerten ist eben-
falls beliebig, längstenfalls jedoch 2lsep − 1 Abtastpunkte. Die Abtastrate lag bei 50 kHz.
Daraus ergab sich eine max. Lückendauer von 0 bis 40,94ms, wobei sich die Schrittweite
von einem Messpunkt zu nächsten jedes Mal verdoppelt. Da die Lücken einen beliebi-
gen Wert zwischen 0ms und der Maximaldauer annehmen können, ist sie im Mittel 1/2
mal der max. Lückendauer. Die Stimulusdauer betrug 1 s inklusive kosinusförmiger An -
und Abstiegsﬂanken von je 20ms Länge. Der digitale Eﬀektivwert war für alle Signale
gleich. Die Stimuli wurden bandpass-geﬁltert mit einem Butterworth - Filter 4.Ordnung,
d.h. mit einer Flankensteilheit von 24 dB/Oktave. Es gab vier unterschiedliche Filterkon-
ditionen. Die Eckfrequenzen betrugen: (1) 1000-1100Hz (2) 7000-7700Hz (3) 1000-1700Hz
(4) 7000-7100Hz. Somit ergeben sich zwei unterschiedliche Bandbreiten mit jeweils un-
terschiedlichen Eckfrequenzen. Die Bandbreite auditorischer Filter beträgt ca. 11%. Dieser
Bandbreite entsprechen in etwa die Konditionen (1) und (2). Kondition (3) ist wesentlich
breiter als ein auditorischer Filter in diesem Bereich (700 statt ca. 110Hz) und Kondition
(4) entsprechend wesentlich schmaler (100 statt ca. 770Hz). Anschließend wurden noch
Diskriminierungsschwellen für eine fünfte Bedingung (5) ohne jegliche Bandpassﬁlterung
gemessen.
Das digitale Signal wurde auf einen Tucker-Davis-Technologies System3 RP2 Real-
Time Processor übergeben. Die analoge Ausgabe der Stimuli erfolgte über den integrierten
D/A-Wandler und einen Tucker-Davis-Technologies System3 HB7 Kopfhöhrerverstärker,
dessen Endabschwächung auf -18 dB eingestellt war. Für die Signale ohne Bandpassﬁlte-
rung mussten die Amplituden des digitalen Signals reduziert werden, da sonst die maximale
Ausgangsspannung des D/A Wandlers überschritten worden wären, was eine Übersteue-
rung des Signals zur Folge gehabt hätte. Dies wurde über die Einstellung der Endabschwä-
chung am Kopfhörerverstärker ausgeglichen, so dass sämtliche Signale mit dem gleichen
Pegel präsentiert wurden. Die Ausgabe der Signale erfolgte über AKGK240DF Kopfhörer
mit einem mittlerem Pegel von 64 dBSPL ± 6 dB. Die Pegelrandomisierung diente auch
in diesem Experiment dazu, dass eventuell systematisch auftretende Pegelunterschiede als
Entscheidungskriterium von der Versuchsperson nicht herangezogen werden können.
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Abbildung 4.1: Ergebnisse der SN Detektion in Abhängigkeit von der Bandbreite (BW) und der Eck-
freuquenzen der geﬁlterten Signale. A. 1000-1100Hz B. 7000-7100Hz C. 1000-1700Hz D. 7000-7700Hz
E. ungeﬁltert. Die gestrichelte Linie repräsentiert die 79,4% Marke. Die Kurve der Fitfunktion ist in grau
eingezeichnet. Die mittlere Lückendauer, ab der bandpassgeﬁltertes SN von GN signiﬁkant unterschieden
werden kann, ist bei höherer Bandbreite des Filters geringer (vgl. A/C und B/D), unabhängig von den
Eckfrequenzen. Ungeﬁltertes SN, kann selbst bei der geringsten möglichen mittleren Lückendauer noch
detektiert werden (siehe E).
4.2.3 Probanden
An diesen Experimenten nahmen vier Versuchspersonen im Alter von 22 bis 31 Jahren
Teil. Die Versuchspersonen bekamen einen Stundenlohn als Vergütung. Alle Teilnehmer
verfügten über ein klinisch normales Hörvermögen.
4.3 Ergebnisse
Die Ergebnisse der SN Detektion sind in Abb. 4.1 zu sehen. Die gestrichelten Linien mar-
kieren den Wert von 79,4% korrekte antworten. In Kurve der Fitfunktion ist grau ein-
gezeichnet. Die beiden linken Felder zeigen die Ergebnisse, die mit einem 100Hz breitem
Signal erzielt wurden, die mittleren Felder die Ergebnisse für 700Hz breite Signale. In den
oberen Feldern war die untere Eckfrequenz jeweils 1000Hz, in Unteren lag sie bei 7000Hz.
Im rechten Feld war das Signal ungeﬁltert hat somit eine Bandbreite von >20 kHz. Die Fä-
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higkeit SN von GN zu unterscheiden verbessert sich mit steigender Bandbreite des Signals,
unabhängig von den Eckfrequenzen. Daher wurden die Werte an den Schnittpunkten mit
der 79,44% Marke für die gleiche Bandbreite gemittelt. Während bei einer Stimulusband-
breite von 100Hz die Schwelle bei einer mittleren Lückendauer von 1,7ms liegt, beträgt
sie bei einer Bandbreite von 700Hz nur noch 0,2ms. Steigt die Bandbreite auf >20 kHz,
reicht eine mittlere Lückendauer von 0,02ms aus um SN von GN unterscheiden.
4.4 Diskussion
Die Ergebnisse zeigen, dass die mittlere Lückendauer, ab der SN von GN diskriminiert wer-
den kann, mit steigender Bandbreite des Signals abnimmt. Das ist prinzipiell im Einklang
mit Theorien zur Lückendetektion von schmalbandigem Rauschen. Wenn ein auditorischer
Filter breiter ist, als die Bandbreite des Rauschen, wird das zeitliche Muster der Fluktua-
tionen durch den Filter kaum verändert. Das Nachschwingen der Filter füllt die Lücke nur
zum Teil. Die Schwelle für die Lückendetektion hängt im wesentlichen davon ab, ob die
Lücke mit den inherenten Fluktuationen des Rauschens verwechselt werden kann (Moore,
1997). Je höher die Bandbreite eines Stimulus ist, desto schneller sind die Fluktuatio-
nen im Zeitsignal. Das würde bedeuten, dass mit steigender Bandbreite des Rauschens,
die Lückendetektionschwellen sinken. Vergleicht man in Abb. 4.1 die Felder B und D mit
den Eckfrequenzen 7000 - 7100Hz (B) und 7000 - 7700Hz (D), lässt sich diese Theorie wie-
dererkennen. Da die Bandbreite eines auditorischen Filters ca. 11% der Mittenfrequenz
entspricht, kann davon ausgegangen werden, dass für diesen Bereich die Signalbandbreite
geringer ist. Ist die Bandbreite des Rauschens größer als die des auditorischen Filters, sind
die Fluktuationen am Ausgang des Filters geringer als am Eingang. Das hätte eine Beein-
trächtigung der Lückendetektion zur Folge und würde bedeuten, dass die Bandbreite des
auditorischen Filters die Schwellen der Lückendetektion limitiert, würde nur der Ausgang
eines einzelnen Filters betrachtet werden. Allerdings konnten verschiedene psychoakusti-
sche Arbeiten zeigen, dass die Lückendetektionsschwellen auch dann noch mit steigender
Signalbandbreite sinken, wenn die Signalbandbreite die Bandbreite des auditorischen Fil-
ters übersteigt (Eddins et al., 1992; Shailer und Moore, 1983, 1985). Daraus kann man
schlussfolgern, dass das auditorische System, bei der Auswertung von zeitlichen Lücken in
einem Signal, über mehrere auditorische Filter integriert. Denn diese zeitliche Lücke wird
synchron am Ausgang aller, durch das Signal angeregten, Filter abgebildet (Moore, 1997).
Auch dieser Eﬀekt ist in den Ergebnissen dieses Experiments zu beobachten (vgl. Abb.
4.1 A und B). Sind die Eckfrequenzen 1000 - 1100Hz (A), ist die Bandbreite des Signals
≤ der Bandbreite des auditorischen Filters. Sind die Eckfrequenzen 1000 - 1700Hz (B), ist
die Bandbreite des Signals ≥ der Bandbbreite der auditorischen Filters. Die Ergebnisse
zeigen für A eine höhere Schwelle als für B (1,7ms im Vergleich zu 0,2ms).
In der Arbeit von Eddins et al. (1992) wird ein Vergleich angestellt von eigenen Da-
ten zur Lückendetektion und denen aus anderen Veröﬀentlichungen (Buus und Floren-
tine, 1985; Shailer und Moore, 1983, 1985). Es wird festgestellt, dass in allen Arbeiten
die Lückendetektionsschwellen mit steigender Stimulusbandbreite sinken und dass dieser
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Eﬀekt unabhängig ist von der Mittenfrequenz des Stimulus. Diese Beobachtung ist im
Einklang mit den vorliegenden Ergebnissen zur SN-Diskriminierung. Ein wesentlicher Un-
terschied zwischen den Ergebnissen der genannten Arbeiten und denen des vorliegenden
Experiments ist, dass die Schwellen, der SN-Diskriminierung deutlich geringer sind (vgl.
z.B. Eddins et al. (1992): >20ms bei BW=100Hz, hier 1,7ms; ca. 10ms bei BW=800Hz,
hier 0,2ms bei BW=700Hz). In einer Arbeit von Snell et al. (1994) wurden bei einer Si-
gnalbandbreite von 12 kHz immerhin Schwellen von 2,22ms gemessen. Allerdings wurden
in den zitierten Arbeiten nur einzelne Lücken in ein Stück Rauschen eingefügt. SN dage-
gen enthält zahlreiche Lücken von unterschiedlicher, nach oben begrenzter Dauer. Es wäre
denkbar, dass ein Redundanzphänomen auftritt. Dass also von zahlreichen Lücken aus-
reichend viele detektiert werden, um SN von GN zu unterscheiden. Ähnlich dem Prinzip,
dass über mehrere auditorische Filter Information integriert wird. Viemeister undWakeﬁeld
(1991) haben ein Modell der multiple looks vorgestellt, dass quasi eine Reihenschaltung
von mehreren Beobachtungszeiträumen mit jeweils sehr kurzen Integrationszeiten (3ms)
vorschlägt. Diese Einzelbeobachtungen werden dann in einem Kurzzeit-Speicher gesam-
melt, der eine eigene Abklingcharacteristik besitzt sowie eine eigene Integrationszeit, die
natürlich wesentlich länger ist als die der einzelnen Beobachtungszeiträume. Dieser Spei-
cher kann als eine Art Vektor der Einzelbeobachtungen betrachtet werden. Innerhalb jedes
einzelnen Beobachtungszeitraum besteht eine gewisse Wahrscheinlichkeit dass das Signal
die Detektionsschwelle überschreitet. Verlängert sich das Signal, erhöht sich die Anzahl der
Einzelbeobachtungen und somit auch die Wahrscheinlichkeit dass in einem dieser Zeiträu-
me das Signal überschwellig ist (Viemeister und Wakeﬁeld, 1991). Die Signaldauer der SN-
Detektion betrug eine Sekunde. Die hohe Anzahl der Lücken (im Vergleich zur klassischen
Lückendetektion) gepaart mit einem Mechanismus der im Stil des multiple-looks-Modells
funktioniert, bieten eine gute Basis dafür, dass für breitbandige Signale ein SN mit einer
mittleren Lückendauer von nur 0,01ms gegenüber GN detektiert werden kann.
Wenn man die Wahrnehmungsgröße, die SN hervorruft, qualitativ beschreiben möchte,
ist dies mit dem Begriﬀ Rauigkeit am besten getan. Rauigkeit ist eine Wahrnehmungs-
größe die Schallschwankungen anzeigt (Terhardt, 1998). Die Rauigkeit der Signale war
das Entscheidungskriterium, welches von allen Versuchspersonen, laut Befragung, über-
wiegend herangezogen wurde. Bei sehr langen Lückendauern kann die Wahrnehmung in
ein Knistern übergehen. Diese Grenze hängt von der Bandbreite des Signals ab. Man
muss an dieser Stelle deutlich machen, dass der Begriﬀ Rauigkeit quasi doppelt belegt
ist. Einmal als physikalischer Parameter, das andere Mal als psychoakustischer Parameter,
also die Wahrnehmungsgröße. So wie die Lautstärke, angegeben in dBSPL, einen physi-
kalischen Parameter darstellt und die Lautheit, angegeben in sone, die psychoakustische
Empﬁndungsgröße bezeichnet, gibt es für die Rauigkeit nur diesen einen Begriﬀ.
Mit Hilfe des vierten Moments (Hartmann und Pumplin, 1988), welches sich nach der
Formel 4.1 errechnet, lässt sich die Rauigkeit, im physikalischen Sinne, quantiﬁzieren. In
Anlehnung an Grunwald et al. (2004) wurde der dekadische Logarithmus des vierten Mo-
ments herangezogen. In Tabelle 4.2 sind diese Werte für die unterschiedlichen Signale an-
gegeben. Sie sind nach Filterbedingung in unterschiedliche Spalten aufgeteilt. Die Lücken-
dauer nimmt von oben nach unten zu. Der Bereich, unterhalb der jeweiligen Detektions-
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Abbildung 4.2:Werte des 4. Moments. In der linken Spalte sind die mittleren Lückendauer des SN ange-
geben. GN steht für Gausssches Rauschen, von dem es das SN zu unterscheiden galt. In der obersten Reihe
sind jeweils die Eckfrequenzen des Bandpassﬁlters angegeben. Der Bereich in dem eine Diskriminierung
von SN und GN möglich ist, ist grau hinterlegt.
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Abbildung 4.3: Graphische Darstellung der Werte für das 4. Moment. Entlang der X-Achse sind die
mittleren Lückendauern des SN aufgetragen, entlang der Y-Achse der dekadische Logarithmus des vierten
Moments. Die Kreise stellen die Werte für eine untere Eckfrequenz von 1 kHz dar, die Quadrate diejenigen
für eine untere Eckfrequenz von 7 kHz. Dabei ist die Bandbreite bei den oﬀenen Symbolen 100Hz, bei den
geschlossenen 700Hz. Die Rauten zeigen die Werte für die ungeﬁlterten Signale an. Die gestrichelte Linie
markiert den Schwellenwert, ab der eine Diskriminierung zwischen SN und GN nicht mehr möglich ist.
Man sieht, dass bis zu dieser Grenze die Rauigkeit mit sinkender mittlerer Lückendauer linear abnimmt
und sich darunter kaum noch verändert.
schwellen, ist grau hinterlegt. Anhand der Zahlenwerte, von unten nach oben in der Tabelle
betrachtet, lässt sich erkennen, dass im Detektionsbereich die Rauigkeit mit abnehmender
Lückendauer linear abnimmt. Oberhalb der Schwelle, sind die Veränderungen minimal. Um
dies zu verdeutlichen ist das vierte Moment in Abhängigkeit von der Lückendauer in Abb.
4.3 graphisch dargestellt. Hier wird besonders deutlich, dass das Maß für die Rauigkeit
sehr gut mit den gemessenen Schwellen korreliert. Da es aber schwer vorstellbar ist, dass
das auditorische System eine Größe wie das vierte Moment errechnet und auswertet,
werden nun die Ergebnisse im Hinblick auf die psychoakustische Wahrnehmumgsgröße der
Rauigkeit diskutiert.
Im psychoakustischen Sinne ist Rauigkeit eine Wahrnehmungsgröße, die Schallschwan-
kungen anzeigt: Als Rauigkeit wird die schnarrende Hörqualität bezeichnet, welche sich
aus relativ raschen Fluktuationen ergibt (Terhardt, 1998). Dabei handelt sich vornehmlich
um Fluktuationen in der Einhüllenden. Beispiele für alltägliche Schalle die Rauigkeit her-
vorrufen sind ein ﬂiegender Käfer oder das summen eines Elektromotors. Rauigkeit entsteht
durch Modulationsfrequenzen von ca. 15 - 300Hz. Laut Zwicker und Fastl (1999) muss das
Modulationsspektrum Frequenzen in diesem Bereich aufweisen, damit Rauigkeit entsteht.
Aus diesem Grund sind auch die meisten Schmalbandrauschen (SBR) als rau einzustufen,
selbst wenn sie nicht amplitudenmoduliert sind, denn durch den Bandpass ergibt sich im
Modulationsspektrum ein Tiefpass (Abb.4.4).
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Abbildung 4.4: Idealisiertes Modulationsspektrum Schmalbandrauschens. BW markiert die Bandbreite
des Signals.
Das höchste Maß an Rauigkeit wird, mit einer Modulationsfrequenz von 70Hz erreicht.
Das gilt sowohl für amplitudenmodulierte Reintöne ab einer Trägerfrequenz von 1 kHz als
auch für amplitudenmoduliertes breitbandiges Rauschen (Zwicker und Fastl, 1999). Die
Rauigkeit von unmoduliertem SBR ist für Bandbreiten um die 100Hz besonders groß. Das
liegt daran, dass die mittlere Folgefrequenz der Einhüllendenmaxima, ca.
mittlerefmod = 0, 64×∆fSBR. (4.2)
ist (Aures, 1985). Somit ist die mittlere Modulationsfrequenz für ein 100Hz breites SBR
ca. 64Hz. In Anbetracht dessen ist es plausibel, dass die Detektionschwelle bei einer Signal-
bandbreite von 100Hz am höchsten ist (vgl. 4.1A,B). Hier ist die Rauigkeit der Stimuli,
also auch die des Referenzstimulus (GN), durch die Bandbreite maximal ausgeprägt. In-
teressant ist, dass hier die mittlere Lückendauer die gerade noch detektiert werden konnte
(im Versuch) 2,55ms ist. Das entspricht ungefähr der Schwelle zur Lückendetektion bei
Breitbandrauschen (Forrest und Green, 1987). Es wäre denkbar, dass in dieser Situation
Rauigkeitsunterschiede keine ausreichende Grundlage mehr bieten um SN und GN zu unter-
scheiden und hier das zeitliche Auﬂösungsvermögen die Schwelle bestimmt. Grundsätzlich
nimmt die Rauigkeit mit dem Modulationsgrad bzw. der Modulationstiefe ab. Mit abneh-
mender Modulationstiefe, verringert sich auch die Modulationsmagnitude an der entspre-
chenden Frequenz. Abbildung 4.5 zeigt die Modulationsspektren von SN mit unterschied-
lichen Lückendauer und GN im Vergleich. In einem Feld sind jeweils die Spektren für
Signale gleicher Bandbreite zusammengefasst. Den Legenden ist die mittlere Lückendauer
in ms zu entnehmen. Bei Betrachtung des rechten Feldes (ungeﬁlterte Signale) erkennt man
dass die Modulationsmagnitude mit sinkender Lückendauer stetig abnimmt. In diesem Feld
zeigt die gelbe Kurve das Modulationsspektrum für das SN an der Detektionsschwelle an.
Bei einer Signal-Bandbreite von 700Hz ist dies nur noch für Modulationsfrequenzen bis
ca. 300 - 350Hz der Fall, wenn auch weniger augenscheinlich. Beträgt die Bandbreite nur
100Hz, scheinen die Unterschiede fast vollständig zu verwischen. Im Bereich bis ca. 70Hz
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Abbildung 4.5: Vergleich der Modulationsspektren von SNs mit unterschiedlicher mittlerer Lückendauer
(siehe Legende, Angaben in ms). Die Bandbreite der Stimuli ist oberhalb der Graphen angegeben. Das
Modulationsspektrum an der Schwelle wird in dem linken und dem mittleren Feld durch die rote Kurve
angezeigt. Im rechten Feld durch die gelbe Kurve. Während bei den ungeﬁlterten Signalen die Modulati-
onsmagnitude deutlich abnimmt mit zunehmender Lückendauer, sind die Unterschiede mit abnehmender
Bandbreite deutlich weniger ausgeprägt.
kann man zumindest noch Unterschiede zwischen dem SN an der Schwelle (rote Kurve)
sowie dem GN (blaue Kurve) ausmachen. Berechnet man die mittlere Modulationsmagni-
tude zwischen 15 - 300Hz und vergleicht die Werte von GN und dem SN an der jeweiligen
Schwelle beträgt der Unterschied ca 1,5 - 2,5 dB, mit Ausnahme der 100Hz breiten Stimuli.
Eine Magnitudendiﬀerenz von 2 dB ist im Modulationsbereich eine wahrnehmbare Größe,
insofern sind diese Unterschiede plausibel.
Klar ist jedoch, dass die Entscheidungen auf Grund von relativen Rauigkeitsunterschie-
den getroﬀen wurden. Am eindrucksvollsten wird das durch das das vierte Moment gezeigt.
Für Untersuchungen zur psychoakustischen Rauigkeit ist SN sicher ein lohnenswerter Sti-
mulus.
Kapitel 5
Unterscheidungsschwellen für spektral
aufgelöstes und spektral nicht
aufgelöstes IRN
5.1 Einleitung
Die Suche nach Mechanismen der Tonhöhenwahrnehmung ist schon seit langer Zeit ein
kontrovers diskutiertes Gebiet der auditorischen Forschung. Da Tonhöhe kein physikalisch
deﬁnierter Parameter ist, sondern eine subjektive Empﬁndungsgröße, und die Tatsache
dass physikalisch unterschiedliche Signale die gleiche Tonhöhe erzeugen, erschwert die Su-
che nach den Mechanismen. Eine Kontroverse ist die Frage, ob es einen oder mehrere
Mechanismen gibt, die Tonhöhe eines Signals zu extrahieren.
Ein harmonischer Komplex (HC) besteht z.B. aus einer Grundfrequenz F0 und einer
beliebigen Anzahl an ganzzahligen Vielfachen dieser Frequenz. Die wahrgenommene Ton-
höhe eines solchen Komplexes entspricht der F0 unabhängig davon, ob diese Komponente
physikalisch vorhanden ist oder nicht. Die niedrigen Komponenten werden dabei von der
Peripherie des auditorischen Systems spektral aufgelöst, die höherfrequenten Komponen-
ten dagegen nicht. Zwei Teiltöne eines Komplexes gelten als spektral aufgelöst, wenn sie in
unterschiedliche auditorische Filter fallen, d.h wenn die Frequenz-Diﬀerenz dieser beiden
Komponenten größer ist als die Bandbreite des durch sie angeregten auditorischen Filters.
Carlyon und Shackleton (1994) haben drei Kriterien genannt, die ein HC erfüllen muss, um
als spektral aufgelöst zu gelten: (i) Eine Phasenverschiebung jeder 2. Komponente um 90◦
bewirkt eine Verschiebung der wahrgenommenen Tonhöhe um eine Oktave (im Gegensatz
zu der Situation wenn alle Komponenten dieselbe Phase haben). Dies tritt bei HCs, die
spektral nicht aufgelöst sind, nicht auf. (ii) sämtliche F0 Unterscheidungsschwellen, die in
dieser Arbeit ermittelt wurden, waren für nicht aufgelöste HCs höher als für aufgelöste
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HCs. (iii) Die Anzahl der Harmonischen, die innerhalb der -10 dB Punkte1 des auditori-
schen Filters liegen, dessen Mittenfrequenz in das Passband des entsprechenden HCs fällt,
ist für spektral nicht aufgelöste Komplexe höher als drei und für aufgelöste Komplexe
niedriger als zwei.
Das Tonhöhenmodell von Meddis und Hewitt (1991a,b) (siehe Abschnitt 2.5.2) z.B. be-
rechnet die wahrgenommene Tonhöhe eines HC mit einem einzigen Mechanismus. Es errech-
net die Autokorrelation des neuronalen Anregungsmusters des Hörnervs (spike-probability-
funktion, SPF) und bestimmt somit die Grundfrequenz (F0) des Komplexes. Dabei ist es
egal, ob die Teiltöne spektral aufgelöst werden oder nicht. Dass ein Mechanismus ausrei-
chend ist, stellen u.a. Carlyon und Shackleton (1994) in Frage. In dieser Arbeit werden
psychoakustische Versuche beschrieben, bei denen die Probanden die F0s von zwei simul-
tan dargebotenen Komplexen vergleichen mussten. In einem Auswahlverfahren wurden in
jedem Intervall zwei HCs simultan dargeboten und die Probanden mussten herausﬁnden, in
welchem Intervall die beiden HCs unterschiedliche F0s hatten. Die Ergebnisse zeigten, dass
eine bessere Leistung erzielt wurde, wenn beide Komplexe entweder aus spektral aufgelö-
sten oder spektral nicht aufgelösten Komponenten bestanden. Die Autoren werteten ihre
Ergebnisse als Hinweis dafür, dass es zwei unterschiedliche Mechanismen für die Extraktion
der F0 gibt: Einen für spektral aufgelöste, einen für spektral nicht aufgelöste Harmonische.
Um diese Idee weiter zu verfolgen, wurden in einer Arbeit von Plack und Carlyon (1995) ge-
rade wahrnehmbare Grundfrequenzunterschiede (F0DL - fundamental frequency diﬀerence
limen) ermittelt, die zur Diskriminierung von F0s harmonischer Komplexe nötig waren, in
Abhängigkeit von der Signaldauer. Die F0DLs wurden sowohl für Komplexe mit spektral
aufgelösten Harmonischen gemessen, als auch für Komplexe mit spektral nicht aufgelösten
Harmonischen. Ihre Ergebnisse zeigten, dass während die F0DLs der Erstgenannten rela-
tiv unabhängig von der Signaldauer waren, die Schwellen bei Letzteren deutlich ansteigen
sobald die Signaldauer kürzer als 100ms war. In der Tatsache, dass sich die Auswirkungen
der Signaldauer auf die F0DLs in beiden Bedingungen deutlich unterscheiden, sehen die
Autoren ein weiteres Indiz dafür, dass das auditorische System zwei unterschiedliche Me-
chanismen zur Extraktion der F0 anwendet. Ungeachtet in ihrer Diskussion bleibt jedoch
die Tatsache, dass spektral nicht aufgelöste Harmonische eine wesentlich schwächer aus-
geprägte Tonhöhe produzieren als spektral aufgelöste. Es ist plausibel anzunehmen, dass
die F0DLs sich erhöhen, wenn die Tonhöhe nur schwach ausgeprägt ist, da man anneh-
men würde, dass eine schwächer ausgeprägte Tonhöhe die Identiﬁkation erschwert. Das
wiederum würde die Unterscheidungsfähigkeit beeinträchtigen (Houtsma und Smurzynski,
1990).
In diesem Kapitel wird eine Reihe von Experimenten beschrieben, die der Frage nach-
gehen, ob die Divergenz in der Auswirkung von Signaldauer auf die F0DLs durch die
verringerte Ausgeprägtheit der Tonhöhe (PS von engl. pitch strength) bei spektral nicht
aufgelösten Harmonischen verursacht wird. An dieser Stelle soll nochmals daran erinnert
1Die -10 dB Punkte entsprechen denjenigen Frequenzpunkten entlang den abfallenden Flanken eines
Bandpassﬁlters, an dem die Magnitude um 10 dB gegenüber der Magnitude der Mittenfrequenz abge-
schwächt ist.
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werden, dass die PS von IRN mittels des Abschwägungsfaktors g stufenlos variiert werden
kann (Yost, 1996b). Darüber hinaus weist IRN ein Kammﬁlterproﬁl im Magnitudenspek-
trum auf (vgl. Abb. 1.3), welches eine Tonhöhenempﬁndung hervorruft, die durch das erste
Maximum (entsprechend der F0) deﬁniert ist. Insofern ist IRN ein Stimulus, der von den
spektralen Eigenschaften her einem HC sehr ähnlich ist und zusätzlich die Möglichkeit
bietet, die PS stufenlos zu variieren.
In den hier vorgestellten Experimenten werden Unterscheidungsschwellen zwischen zwei
IRN Stimuli gemessen. Die Tonhöhe von IRN ist durch das Reziproke der Verzögerungszeit
d festgelegt. Die F0 von IRN entspricht also 1/d (siehe 1.1.1). Um den Vergleich zwischen
den hier vorgestellten Experimenten mit anderen Arbeiten zu erleichtern, wird im Folgen-
den die jeweilige F0 der IRN Stimuli anstelle von d angegeben. Im ersten Teil wurden
F0DLs für IRN Stimuli mit einer mittleren F0 von 90,9 oder 250Hz (entsprechend einem
d von 11 bzw. 4ms) gemessen. Dies geschah jeweils in Abhängigkeit von der Signaldauer.
Die Stimuli wurden bandpassgeﬁltert, so dass sie entweder spektral aufgelöst oder nicht
aufgelöst waren.
In einem zweiten Teil wurde ein Vergleichs- bzw. Angleichungsexperiment durchgeführt,
das jenen Wert für g ermittelt hat, mit dem ein spektral aufgelöstes IRN eine ungefähr
gleich ausgeprägte Tonhöhe besitzt wie ein spektral nicht aufgelöstes. Im letzten Teil wur-
den die IRNs mit diesem g-Wert berechnet und erneut F0DLs gemessen, diesmal nur für
spektral aufgelöste Stimuli. Ist die Ausgeprägtheit von Tonhöhe tatsächlich die Ursache
für die Divergenz in der Auswirkung der Signaldauer auf F0DLs von spektral aufgelösten
und spektral nicht aufgelösten HCs, sollten die F0DLs aus Teil III und die aus Teil I, für
spektral nicht aufgelöstes IRN, annähernd dieselben sein.
5.2 Messung von Unterscheidungsschwellen für IRN-
Stimuli
Zunächst wurden die F0DLs für IRN mit F0=90,9Hz und IRN mit F0=250Hz in unter-
schiedlichen Filterbedingungen gemessen, so dass die Signale entweder spektral aufgelöst
wurden oder nicht. Ziel ist es, festzustellen wie klein der Unterschied der F0s (∆F0) in
Abhängigkeit von der Signaldauer sein darf, so dass die Versuchsperson noch eindeutig das
Signal mit der höheren Tonhöhe identiﬁzieren kann.
5.2.1 Methoden
Probanden
An diesen Versuchen beteiligten sich vier Probanden im Alter zwischen 25 und 32 Jahren.
Die Versuchspersonen waren in allen drei Teilversuchen dieselben. Die Teilnahme erfolgte
freiwillig und teilweise unentgeltlich. Teilweise wurde ein Stundenlohn gezahlt. Alle verfüg-
ten über ein klinisch normales Hörvermögen. Jeder Teilnehmer absolvierte eine Trainings-
phase bis sich die Werte stabilisierten.
66
5. Unterscheidungsschwellen für spektral aufgelöstes und spektral nicht
aufgelöstes IRN
2 4 6 8 10 12 14 16 18
0
0.5
1
AC
-
Ko
e
ffi
zi
e
n
t
AC-Verzögerung (ms)
Abbildung 5.1: Autokorrelationsfunktion von IRN mit F0=90,9Hz bei einer Stimulusdauer von 25ms.
Diese F0 entspricht einer IRN-Verzögerung von 11ms. Man erkennt dass neben dem Maximum bei ei-
ner AC-Verzögerung von 11ms, noch weitere Maxima vorhanden sind. Ein sehr deutliches bei 3ms. An
dieser Stelle ist der Korrelationskoeﬃzient sogar höher als bei 11ms und verändert daher maßgeblich die
wahrgenommene Tonhöhe.
Stimuli und Versuchsapparatur
Die IRN Stimuli wurden nach der in Abschnitt 1.1.1 erläuterten Methode berechnet. Das
geometrische Mittel der Verzögerungszeiten (ds) zweier zu vergleichender IRNs war ent-
weder 4 oder 11ms, entsprechend den F0s von 250 oder 90,9Hz. Die Anzahl der Iteration
lag bei 32 und der Abschwächungsfaktor (g) betrug eins. Alle Stimuli wurden bandpass-
geﬁltert. Es gab drei unterschiedliche Filterbedingungen: LOW, MID und HIGH mit den
Eckfrequenzen 125-625Hz, 1375-1875Hz und 3900-5400Hz. Demzufolge waren die IRNs
mit F0=90,9Hz nur in der Filterbedingung LOW spektral aufgelöst. IRNs mit F0=250Hz
konnten in der LOW und in der MID Filterbedingung spektral aufgelöst werden. Die Band-
passﬁlter wurden als digitale Butterworthﬁlter 4. Ordnung, mit einer Flankensteiheit von
24 dB/Oktave, in MatLab implementiert. Die Abtastrate in diesem Experiment betrug
200 kHz. Da der Mensch äußerst empﬁndlich für Tonhöhenunterschiede ist und dadurch
die gemessenen F0DLs sehr gering waren, war es nötig eine sehr hohe Abtastrate anzu-
wenden. Bei einer Abtastrate von 200 kHz/s entspricht der Schritt von einem Abtastpunkt
zum nächsten 5µs. Zeitdiﬀerenzen, die geringer sind, können nicht mehr sauber abgebildet
werden. Umgerechnet auf die ∆F0s bedeutet das, dass F0-Unterschiede bis zu 0,04% mit
dieser Abtastrate erfasst werden können.
Für jede der insgesamt sechs Bedingungen (zwei F0s mit je drei verschiedenen Filtern)
wurde der F0DL in Abhängigkeit von der Stimulusdauer gemessen. Die Stimulusdauern
betrugen 50, 100 und 200ms für IRN mit einer F0 von 90,9Hz. Für IRN mit einer F0 von
250Hz waren die Stimuli 25, 50, 100 und 200ms lang. Alle Signale beinhalteten kosinus-
förmige An- und Abstiegsﬂanken von je 5ms. Da IRN mit einer F0 von 90,9Hz bei einer
Signaldauer von 25ms zusätzliche Maxima in der Autokorrelationsfunktion zeigt (Abb.
5.1), die eine Verschiebung der wahrgenommenen Tonhöhe bewirkt, wurde diese Bedin-
gung verworfen.
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Die auf einem IBM-kompatiblen PC generierten Signale wurden auf einen Tucker-
Davis-Technologies System3 RP2 Real-Time Processor übergeben. Die analoge Ausga-
be der Stimuli erfolgte über den integrierten D/A-Wandler und einen Tucker-Davis-
Technologies System3 HB7 Kopfhöhrerverstärker, dessen Endabschwächung auf -18 dB ein-
gestellt war. Der mittlere Ausgabepegel lag bei 64 dBSPL ±6 dB. Die Endausgabe erfolgte
diotisch über AKG K240DF Kopfhörer. Im Hintergrund wurde dauerhaft ein 10 kHz brei-
tes rosa Rauschen geboten, um hörbare Verzerrungsprodukte unterhalb des Passbandes zu
maskieren. Es wurde von einem Brüel&Kjaer 1405 Rauschgenerator erzeugt und mit einem
Pegel von 16 dBSPL bei 1 kHz ausgegeben.
Paradigma
Die F0DLs wurden durch ein adaptives 2AFC Paradigma ermittelt. Der adaptive Para-
meter war ∆F0. Dieser wurde dann in das entsprechende d(ms) umgerechnet. Zu Beginn
einer Messung lag der Unterschied der beiden IRN F0s bei 40Hz. Dieser Anfangswert hat
sich während der Trainingsphase der Probanden als günstig erwiesen. Das ∆F0 wurde nach
einer two-down one-up Regel, welche die 71% korrekt Marke entlang einer psychometri-
schen Funktion ermittelt (Levitt, 1971), um den Faktor 1,41 (entspricht ca.
√
2) verändert.
Dies ermöglichte eine rasche Annäherung an die Schwelle. Es wurden 16 Umkehrpunkte
aufgenommen. Das geometrische Mittel der letzten 12 Umkehrpunkte ergab die Schwel-
le. In einen Durchlauf wurden für eine ausgewählte F0 und einem ausgewählten Filter
(LOW, MID oder HIGH) die F0DLs für die verschiedenen Signaldauern in randomisier-
ter Reihenfolge erhoben. Pro Sitzung wurden mehrere Durchläufe absolviert. Jeweils mit
verschiedenen Kombinationen von F0 und Bandpassﬁlter. Die Dauer einer Sitzung betrug
im Schnitt ca. 90Minuten. Die Schwelle der einzelnen Probanden für jede Signalkonﬁgu-
ration errechnete sich aus dem Mittelwert von drei aufeinanderfolgenden Messungen. Die
Auswahl wurde über ein graphisches Interface auf einem Touchscreen getroﬀen. Nach jeder
Entscheidung wurde ein visuelles Feedback gegeben.
5.2.2 Ergebnisse
Die Ergebnisse von Teil I sind in Abb. 5.2 zu sehen. Da die Ergebnisse ziemlich hetero-
gen ausgefallen sind, wurden keine Mittelwerte zwischen den Probanden ermittelt, sondern
die Mittelwerte der Einzelnen getrennt voneinander dargestellt. Die Quadrate zeigen die
Resultate des LOW-Filterbereiches, die Kreise die des MID-Filters, die Rauten die des
HIGH-Filters. Bei einer IRNF0 von 250Hz ist zwischen dem LOW und dem MID Band-
passbereich nur ein geringer bis gar kein Unterschied in den F0DLs festzustellen. In beiden
Fällen ist der F0DL nur in gerigem Maße von der Signaldauer abhängig. Die Schwellen
für den HIGH-Filterbereich heben sich deutlicher ab. Während sie für eine Signaldauer
von 200ms noch relativ nah an den Werten für MID und LOW sein können (MK und
PW), steigen die Schwellen mit abnehmender Signaldauer bei allen Probanden an. War
die Signaldauer nur 25ms, konnte kein Proband das Intervall mit der höheren Tonhöhe
eindeutig identiﬁzieren.
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Abbildung 5.2: F0DLs für IRN mit F0=250Hz oder F0=90,9Hz für verschiedene Bandpassbereiche.
Die IRNs wurden jeweils mit dem Abschwächungsfaktor eins berechnet. Die Quadrate repräsentieren den
LOW-Filter, die Kreise den MID-Filter und die Rauten den HIGH-Filter. Für eine IRNF0 von 90,9Hz
wurden nur drei Signaldauern gemessen. Bei einer IRNF0 von 250Hz und einer Signaldauer von 25ms im
Filter HIGH, war keiner der Probanden in der Lage eindeutig das Intervall mit der höheren Tonhöhe zu
detektieren.
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Ist die IRNF0=90,9Hz erhöhen sich die F0DLs sowohl mit ansteigender Mittenfrequenz
bzw. unterer Eckfrequenz des Passbands, als auch mit abnehmender Signaldauer.
5.2.3 Diskussion
Die F0DLs, die für eine IRNF0 von 250Hz erzielt wurden, sind im Einklang mit den Er-
gebnissen von Plack und Carlyon (1995). In beiden Arbeiten sind die F0DLs für spektral
aufgelöste Stimuli (hier LOW und MID) relativ unabhängig von der Signaldauer. Für spek-
tral nicht aufgelöste Stimuli dagegen (hier HIGH) steigen die F0DLs ab einer Signaldauer
von <100ms stärker an (v.a. Probanden MK und PW in Abb. 5.2). Bei den F0DLs in
dieser Arbeit ergeben sich z.T auch schon deutliche Unterschiede bei einer Signaldauer
von 100ms (Probanden AS und HR in Abb. 5.2). Bei Plack und Carlyon (1995) liegen die
F0DLs für spektral aufgelöste HCs zwischen 0,5 und 1%. Auch damit sind die aktuellen
Ergebnisse im Einklang. Ist die IRNF0=250Hz, liegen die F0DLs für spektral aufgelöstes
IRN ebenfalls in diesem Bereich.
Die Ergebnisse für IRN mit einer F0 von 90,9Hz stellen ein anderes Bild dar. Insgesamt
sind die Schwellen etwas höher als bei einer F0 von 250Hz. Bei Plack und Carlyon (1995),
die HCs mit den F0s 62,5 und 250Hz verwendeten, waren zumindest im spektral aufgelösten
Bereich die F0DLs für beide HCs gleich. Dass dies bei IRN nicht der Fall ist, könnte damit
begründet sein, dass die Klangfarbe von IRN rauschhafter wird, je niedriger die IRNF0
ist. Aus den Ergebnissen der Periodizitätsdetektion (Abb. 2.3) geht hervor, dass IRN mit
F0=90,9Hz eine etwas schwächer ausgeprägte Tonhöhe besitzt als IRN mit F0=250Hz.
Dort musste IRN von GN unterschieden werden. Die Schwelle für F0=250Hz lag bei einem
g von -44 dB. Die interpolierte Schwelle für F0=90,9Hz wäre bei ca. -39,5 dB. Geht man
davon aus, dass die PS (pitch strength) die F0DLs bestimmt, wäre es demzufolge eine
logische Konsequenz, dass die F0DLs für die längere Verzögerung höher ausfallen.
Des weiteren steigen die F0DLs für eine Signaldauer von 50ms deutlich an, selbst bei
spektral aufgelösten IRNs. Wenn man die ACF von IRN mit F0=90,9Hz mit einer Stimu-
lusdauer von 50ms berechnet, stellt man fest, dass auch hier noch Artefakte zu sehen sind
(keine Abbildung). Diese sind zwar deutlich weniger prominent und nicht auf Anhieb hör-
bar wie bei einer Signaldauer von 25ms, dennoch könnten sie die F0DLs beeinﬂusst haben.
Bei nicht aufgelösten IRNs sind die F0DLs insgesamt höher, gleich den Ergebnissen für
eine IRNF0 von 250Hz. Dagegen ist ein stärkerer Einﬂuss der Signaldauer auf die F0DLs
im Vergleich zu spektral aufgelösten Signalen in diesem Fall nicht zu beobachten. Warum
sich IRN mit F0=250 und IRN mit F0=90,9Hz in dieser Hinsicht unterscheiden, ist un-
klar. Möglicherweise haben auch hier die Artefakte in der ACF einen Einﬂuss. Außerdem
ist zu beobachten, dass hier die F0DLs mit der unteren Eckfrequenz (LCF) des Passban-
des steigen (Vergleich: kein Unterschied zwischen LOW und MID bei IRNF0=250Hz).
Ist die F0=90,9Hz, werden die Stimuli sowohl in MID als auch in HIGH spektral nicht
aufgelöst. Das ist konsistent zu Ergebnissen von Houtsma und Smurzynski (1990). Mit
der LCF des Passbandes erhöhen sich die Ordnungszahlen der, im Signal enthaltenden,
HC-Komponenten - oder analog in diesem Experiment die Ordnungszahlen der ripple. Ist
die LCF=1375Hz, ist Ordnungszahl des niedrigsten vorkommenden ripples gleich 16. Bei
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einer LCF von 3400Hz wäre 38 die niedrigste Ordnungszahl der im Signal vorhandenen
ripple2. Houtsma und Smurzynski (1990) haben für HCs gezeigt, dass sich die DLs mit der
Ordnungszahl der niedrigsten Harmonischen erhöhen.
5.3 Ermittlung des Abschwächungsfaktors
Die Ausgeprägtheit der Tonhöhe (PS) lässt sich bei IRN sehr leicht stufenlos variieren,
indem man den Abschwächungsfaktor g ändert. In der Schleife des Verzögerns und Addie-
rens zur Berechnung eines IRN Stimulus, wird die verzögerte Kopie des Rauschens zuerst
mit g multipliziert bevor diese zum Eingangsrauschen zurückaddiert wird (siehe Abb. 1.1).
Üblicherweise nimmt g einen Wert zwischen 0 und 1 an3. Je geringer der Wert für g ist,
desto schwächer ist die PS (Yost, 1996b). In Teil II wurde der Wert für g ermittelt, mit
dem ein IRN, das spektral aufgelöst wird die gleiche PS besitzt wie ein IRN mit iden-
tischem d, das spektral nicht aufgelöst wird. Dieser Wert wurde für jede Versuchsperson
nach individuellem, subjektiven Empﬁnden ermittelt.
5.3.1 Stimuli und Paradigma
Da die Vesuchsapparatur in allen drei Teilen des Experiments identisch ist, wird nicht mehr
darauf eingegangen. Ebenso waren die Ausgabepegel der Signale und des rosa Rauschens
ebenfalls bei allen drei Teilen gleich.
Hier wurden IRNs mit gleichen F0s, aber verschiedenen Bandpassbereichen miteinander
verglichen. Die Passbänder wurden derart gewählt, dass die Signale einmal spektral aufge-
löst wurden und einmal nicht. Das bedeutet konkret, dass für IRNF0=250Hz die Filter-
bedingungen MID (aufgelöst) und HIGH (nicht aufgelöst) miteinander verglichen wurden
und bei einer IRNF0 von 90,9Hz die Bedingungen LOW und MID. Um ein besseres Gefühl
für die PS zu erlangen, wurden in einem Intervall nicht einzelne Töne, sondern Melodien,
bestehend aus fünf Tönen, vorgespielt. Die Einzeltöne wurden mit einer Bandbreite von
einer halben Oktave um den Grundton zentriert, entweder um 250 oder um 90,9Hz. Die-
se fünf Noten wurden in zufälliger Weise aneinandergereiht, um eine Melodie zu bilden.
In beiden Intervallen wurde dieselbe Melodie präsentiert. Nach jeder Entscheidung wurde
eine neue Melodie berechnet. Die spektral nicht aufgelösten IRNs wurden mit g=1 und
32 Iterationen berechnet, die spektral aufgelösten IRNs mit variablem g und ebenfalls 32
Iterationen. Entlang einer linearen Achse von null bis eins, die in frei gewählten Einhei-
ten (arbitrary units, AU) die Ausgeprägtheit der Tonhöhe deﬁniert, wurden sieben Punkte
2Man errechnet die Ordnungszahl der niedrigsten Komponente, indem man die UCF durch die F0 teilt:
1375/90,9=15,125. Das bedeutet, dass die 15. Komponente gerade nicht in das Passband fällt. Somit ist
die 16. die Niedrigste, die im Stimulus enthalten ist. Für LCF=3400Hz: 3400/90,9=37,4, daher ist die 38.
Komponente die niedrigste im HIGH Filter.
3Der Abschwächungsfaktor g kann auch negative Werte annehmen, was zu Veränderungen in der Ton-
höhenempﬁndung führt. Darauf wird in dieser Arbeit nicht eingegangen. Informationen dazu können Yost
(1996a) entnommen werden.
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Abbildung 5.3: Diese Graphik zeigt die Werte der Umrechnung von der Ausgeprägtheit der Tonhöhe
entlang einer Achse frei gewählter Einheiten von 0 bis 1 (arbitrary units; AU) in IRN gain(dB). Diese
Werte gelten nur für IRN, das mit 32 Iterationen berechnet wurde.
ausgewählt, die äquidistant entlang dieser Achse sind. Dieser Wert wurde in g (dB) umge-
rechnet (Abb. 5.3). Diese Umrechnung ist nur gültig für IRN mit 32 Iterationen. Innerhalb
eines Intervalls blieb g gleich.
Mittels eines 2AFC Paradigmas wurde eine psychometrische Funktion gemessen. In je-
dem Durchgang wurde in einem der beiden Intervalle eine Melodie bestehend aus spektral
nicht aufgelösten IRNs präsentiert, die alle mit g=1 berechnet wurden. Im anderen Inter-
vall wurde eine Melodie präsentiert die aus spektral aufgelösten IRNs mit g<1 bestand.
Für jeden der sieben getesteten g-Werte wurden 66 Einzelentscheidungen aufgenommen.
Diese wurde in drei Sitzungen pro Proband aufgeteilt. Jede Sitzung bestand aus 22 Prä-
sentationen pro g, welche in randomisierter Reihenfolge dargeboten wurden. Daraus ergab
sich eine Anzahl von insgesamt 154 Durchgängen pro Sitzung. Die Aufgabe bestand darin,
auszuwählen, welcher Melodie leichter zu folgen war. Ein Feedback wurde nicht gegeben,
da die Antwort weder richtig noch falsch war, sondern nach dem subjektiven Empﬁn-
den gefragt wurde. Es wurde ausgewertet wie oft (in Prozent) sich der Proband für das
Intervall mit dem spektral aufgelöstem IRN entschieden hat. Mit Hilfe einer ﬁt-Funktion
wurde der 50% Wert entlang der psychometrischen Funktion jedes Probanden ermittelt.
5.3.2 Ergebnisse und Diskussion
In Abb. 5.4 werden die psychometrischen Funktionen aller Versuchspersonen für beide
gemessenen ds dargestellt. In der oberen Reihe sind dabei die Daten für IRNF0=250Hz
abgebildet und in der unteren Reihe die Daten für IRNF0=90,9Hz. In dieser Abbildung
ist der Wert für die PS (in AU) gegen die Anzahl der Entscheidungen für das Intervall mit
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Abbildung 5.4: Psychometrische Funktionen zur Ermittlung des g-Wertes, bei dem die Probanden spek-
tral aufgelöstem IRN die gleiche Ausgeprägtheit an Tonhöhe zugeschrieben haben wie einem spektral
nicht aufgelösten IRN mit identischem d. Es wurde die Ausgeprägtheit der Tonhöhe entlang einer nor-
mierten Skala von 0 bis 1, gegen den Prozentsatz an Entscheidungen aufgetragen, die auf das Intervall
mit dem spektral aufgelöstem IRN gefallen sind. Die obere Reihe zeigt die Ergebnisse der vier Proban-
den für IRNF0=250Hz. Die untere Reihe zeigt die entsprechenden Ergebnisse für IRNF0=90,9Hz. Die
Fitfunktion ist grau dargestellt, die gestrichelte Linie deutet die 50% Marke an.
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Tabelle 5.1: Die g-Werte in dB, die zur Berechnung der IRN-Stimuli in Teil III herangezogen wurden.
g-Werte in dB
Proband IRNF0=250Hz IRNF0=90,9Hz
AS -33,5 -30
MK -36,7 -27,4
PW -37,6 -33,4
HR -33,8 -29,7
dem spektral aufgelöstem IRN aufgetragen. Je geringer die PS desto weniger oft haben
sich die Probanden für das Intervall mit der spektral aufgelösten Melodie entschieden. Der
Schnittpunkt der Fitfunktion mit der 50% Linie entspricht dem Punkt, an welchem der
Proband dem spektral aufgelösten und dem spektral nicht aufgelösten IRN die gleiche
Ausgeprägtheit der Tonhöhe zuschreiben. Aus diesem Wert wurde dann g in dB errechnet.
Die Werte für g in dB, mit dem die IRN Stimuli Teil III berechnet wurden, sind für jeden
Probanden und jedes d in Tabelle 5.1 angegeben.
5.4 Unterscheidungsschwellen von IRN-Stimuli mit ver-
ändertem gain
Im dritten und letzten Teil dieser experimentellen Serie wurden erneut F0DLs für IRN mit
denselben F0s wie in Teil I gemessen, mit folgender Veränderung: alle IRNs waren spektral
aufgelöst, allerdings mit einem g berechnet, welches den Stimuli die gleiche Ausgeprägtheit
an Tonhöhe verleiht wie den entsprechenden spektral nicht aufgelösten IRNs. Im Vergleich
mit den Schwellen des ersten Teils soll ersichtlich werden, welchen Einﬂuss die Ausgeprägt-
heit der Tonhöhe auf die F0DLs hat. Im Vordergrund des Interesses steht v.a. die Frage:
Was beeinﬂusst die F0DLs stärker - ob die Stimuli spektral aufgelöst sind oder nicht, oder
wie stark oder schwach ausgeprägt die Tonhöhe ist? Deshalb war es ausreichend, in diesem
Teil die F0DLs jeweils nur für spektral aufgelöste IRNs zu messen.
5.4.1 Stimuli und Paradigma
Die IRNs wurden nach derselben Methode berechnet wie in Teil I. Das geometrische Mittel
der F0 beider zu vergleichender IRNs betrug auch hier entweder 250 oder 90,9Hz. Die An-
zahl der Iterationen lag bei 32. Für g wurden die Werte eingesetzt, die im vorangegangenen
Experiment ermittelt wurden. Das bedeutet, dass für jeden Probanden die IRN-Stimuli mit
einem anderen g berechnet wurden. Tabelle 5.1 gibt die individuellen Werte an. Die Fil-
terbedingungen beschränkten sich auch LOW für IRN mit einer F0 von 90,9Hz und MID
für eine IRNF0 von 250Hz. Somit sind die Signale stets spektral aufgelöst.
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Abbildung 5.5: F0DLs für IRNF0=250Hz in der linken Spalte und IRNF0=90,9Hz in der rechten
Spalte. Die Stimuli wurden jeweils mit einem g<1 berechnet. Die ausgefüllten Kreise, verbunden durch
die durchgezogenen Linie stellen die hier gemessenen F0DLs dar. Die Signale waren hier stets spektral
aufgelöst. Die gestrichelten Linien zeigen die Vergleichswerte aus Teil I (Abb. 5.4) an. Die oﬀenen Kreise
repräsentieren die Werte für dasselbe Passband wie die geschlossenen Kreise (MID für IRNF0=250Hz und
LOW für IRNF0=90,9Hz); beide spektral aufgelöst). Die oﬀenen Quadrate repräsentieren die Werte für
den spektral nicht aufgelösten Bandpassbereich (HIGH für IRNF0=250Hz und MID für IRNF0=90,9Hz).
5.4 Unterscheidungsschwellen von IRN-Stimuli mit verändertem gain 75
5.4.2 Ergebnisse
Wie in Teil I, fallen auch hier die Ergebnisse recht heterogen aus. Da es, wie gesagt,
Ziel dieser Messung war, die Ergebnisse mit denen der Ersten zu vergleichen, werden in
Abb. 5.5 die hier gewonnenen F0DLs zusammen mit denen aus Teil I zusammen darge-
stellt. Die geschlossenen Kreise stellen die Ergebnisse dieser Messung dar: Passband MID
für IRNF0=250Hz und LOW für IRNF0=90,9Hz. Der g der IRN Stimuli war in diesen
Messungen stets kleiner als eins (Werte in dB für jeden Probanden können Tabelle 5.1
entnommen werden). Die oﬀenen Symbole zeigen die Ergebnisse aus der ersten Messung in
denen g gleich eins war. Die oﬀenen Kreise repräsentieren dabei wieder Ergebnisse für spek-
tral aufgelöste Stimuli, die oﬀenen Quadrate die Ergebnisse für spektral nicht aufgelöste
Stimuli (Passband HIGH respektive MID). Für IRNF0=90,9Hz ist zwischen den F0DLs
gleicher Filterbedingung (LOW) kein Unterschied zu erkennen (Ausnahme Hörer AS). Für
IRNF0=250Hz ist der Trend sehr ähnlich, wenn auch nicht mit gleicher Deutlichkeit. Hö-
rer PW und HR reicht z.B. eine Signaldauer von 25ms nicht aus, um die beiden IRNs
eindeutig zu unterscheiden. Dies war auch in der spektral nicht aufgelösten Situation aus
Teil I der Fall (oﬀene Quadrate). Bei HR liegen darüberhinaus die F0DLs gemessen für
IRNs mit g<1 genau zwischen den F0DLs der spektral aufgelösten und nicht aufgelösten
Situation aus Teil I. Betrachtet man AS und MK, stiegen die F0DLs zumindest für sehr
kurze Signaldauern (50 und 25ms bzw. nur 25ms) an, was in der ersten Messung auch
nicht der Fall war. Insgesamt sind die F0DLs der spektral aufgelösten IRNs mit g<1, den
F0DLs von spektral aufgelösten IRNs mit g=1 wesentlich ähnlicher als denen spektral
nicht aufgelöster IRNs mit g=1.
5.4.3 Diskussion
Plack und Carlyon (1995) hatten in ihrer Arbeit F0DLs für HCs mit den Grundfrequen-
zen 62,5 und 250Hz gemessen und gezeigt, dass der Einﬂuss der Signaldauer auf die F0
Diskriminierung für spektral aufgelöste HCs geringer war als für spektral nicht aufgelöste.
Die Kernfrage des vorliegenden Experiments lag darin, zu ergründen, ob sich diese Dis-
krepanz darauf zurückführen lässt, dass HCs mit spektral nicht aufgelösten Harmonischen
eine schwächer ausgeprägte Tonhöhe besitzen. Wäre das tatsächlich der Fall, würde man
erwarten, dass bei gleich ausgeprägter Tonhöhenempﬁndung keine Unterschiede bei der
F0 Diskriminierung mehr auftreten. Im Hinblick auf die F0DLs von IRN Stimuli würde
das bedeuten, dass die Schwellen gemessen für ein spektral nicht aufgelöstes IRN und die
Schwellen gemessen für ein spektral aufgelöstes IRN, berechnet mit einem g<1, welches
dem Stimulus eine ungefähr gleich ausgeprägte Tonhöhenempﬁndung verleiht, annähernd
gleich sein müssten. In Abb. 5.5 müssten die geschlossenen Kreise (aufgelöstes IRN mit
g<1) und die oﬀenen Quadrate (nicht aufgelöstes IRN mit g=1) sehr dicht beisammen
liegen. Das ist eindeutig nicht der Fall. Vielmehr ist der Unterschied zu den F0DLs von
spektral aufgelösten IRNs mit g=1 sehr viel geringer. Möglicherweise müsste der IRN Ab-
schwächungsfaktor noch weiter reduziert werden, um einen größeren Eﬀekt zu erzielen.
Betrachtet man aber die psychometrische Funktion aus Teil 2 (Abb. 5.4) sieht man, dass
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diese monoton steigend ist, also mit stärkerer Ausgeprägtheit der Tonhöhe die Anzahl der
Entscheidungen für die spektral aufgelöste Melodie ("Welcher Melodie kann leichter gefolgt
werden?") sich stetig erhöht. Um einer Melodie gut folgen zu können, d.h. sie mitsingen/-
summen zu können, muss man in der Lage sein, die einzelnen Noten gut voneinander ab-
grenzen zu können. Das geht umso einfacher, je deutlicher bzw. eindeutiger einer Note eine
bestimmte Tonhöhe zugewiesen werden kann. Insofern ist auch davon auszugehen, dass der
Schnittpunkt mit der 50% Marke ein sinnvoller Wert für die Berechnung der IRN Stimuli
in Teil III war. Die vorliegenden Ergebnisse legen aber den Schluss nahe, dass die Ausge-
prägtheit der Tonhöhe nur geringen oder auch gar keinen Einﬂuss auf gerade wahrnehmbare
Tonhöhenunterschiede von IRN hat. Das ist allerdings schwer vorstellbar, da generell eine
eindeutigere Identiﬁzierung von Objekten die Diskriminierung gegenüber ähnlichen Objek-
ten erleichtert. Vielleicht ist aber auch für IRN der Zusammenhang zwischen PS und F0DL
nicht linear. Es wäre möglich, dass sich der Zusammenhang asymptotisch verhält und dass
ab einem gewissen Punkt die Schwelle abrupt ansteigt. Wegen der ohnehin rauschhaften
Klangfarbe von IRN, stellt sich das Gehör wohl darauf ein und unterdrückt den Rauschan-
teil. Die Unterscheidungsschwellen wären sicherlich höher müsste man ein IRN mit einem
HC vergleichen. In der Arbeit von Carlyon und Shackleton (1994) erzielten die Probanden
bessere Ergebnisse, wenn sie HCs mit gleicher PS verglichen. Aufgrund der Ergebnisse wäre
es interessant, F0DLs in Abhängigkeit von g und somit der PS zu bestimmen.
Insgesamt muss festgestellt werden, dass die Unterschiede der F0DLs nicht durch die
unterschiedliche PS bedingt sind. Auch in Teil III, den F0DLs für IRN mit g<1, scheinen
die Ergebnisse primär durch Auﬂösbarkeit der spektralen Komponenten bestimmt zu sein.
Eine Ergänzung um F0DLs von spektral nicht aufgelösten IRNs mit g<1 könnte darüber
weitere Informationen bringen.
Eine Reihe von psychoakustischen Messungen haben Unterschiede in der Wahrneh-
mung, je nach Auﬂösbarkeit/Nicht-Auﬂösbarkeit der spektralen Komponenten, gezeigt
(z.B. Carlyon und Shackleton (1994); Houtsma und Smurzynski (1990); Plack und Carly-
on (1995); Shackleton und Carlyon (1994)). Insofern ist die Argumentation, es gäbe zwei
unterschiedliche Mechanismen zur Extraktion der F0 nicht abwegig. Auch die vorliegenden
Ergebnisse scheinen die gleiche Tendenz zu haben.
Houtsma und Smurzynski (1990) haben aber in ihrer Diskussion bereits darauf hinge-
wiesen, dass auch die Möglichkeit besteht, dass es sich um nur einen neuronalen Mecha-
nismus handelt der, je nach Input aus der Peripherie unterschiedlich reagiert. Die Autoren
beschreiben, wie ein Modell von Srulovicz und Goldstein (1983) in der Lage ist die korrek-
te Tonhöhe für einen Harmonischen Komplex vorherzusagen, unabhängig davon ob dessen
Komponenten spektral aufgelöst werden oder nicht. Darüberhinaus spiegelt sich in der
Simulation auch die schwächere Ausprägung der Tonhöhe wider.
Meddis und O'Mard (1997) haben ihr Tonhöhenmodell mit dem Paradigma von Carly-
on und Shackleton (1994) getestet. Es wurden HCs mit den gleichen Eckfrequenzen wie hier
die Bedingungen LOW und HIGH, bandpassgeﬁltert. Die F0s waren 100 und 102Hz. Die
SACGs (summary autocorrelogramms, siehe Abb. 2.10) der LOW-Stimuli wiesen deutliche
Unterschiede zwischen 100 und 102Hz auf, die der HIGH-Stimuli dagegen nicht. Um den
Befund zu untermauern, haben die Autoren zusätzliche Passbänder getestet, einmal MID
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(entsprechend dem hier beschriebenen) und MID/HIGH (2500-3500Hz). Die Euklidische
Distanz der SACGs der beiden Komplexe nahm mit steigendem Passband stetig ab. In-
sofern hat dieses Modell gezeigt, dass man die Diskrepanzen, die es in der Wahrnehmung
zwischen spektral aufgelösten und nicht aufgelösten Stimuli gibt, mit einem einzigen Me-
chanismus zur Extraktion der F0 nachbilden kann. Diese Simulation mit IRNs mit entspre-
chendem ∆F0 und verschiedenen Abschwächungsfaktoren durchzuführen, könnte vielleicht
helfen, die Ursache zu klären, warum sich die F0DLs durch Verringern der Ausgeprägtheit
der Tonhöhe nicht erhöht haben.
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Kapitel 6
Periodizitätsdetektion: Ein
Mechanismus oder zwei?
In dieser Arbeit wurden Experimente dargestellt, die sich zum einen mit der Wahrneh-
mung von Amplitudenmodulation befasst haben, zum anderen mit der Wahrnehmung von
Tonhöhe. Bis auf das Experiment aus Kapitel 4, haben alle Versuche eines gemeinsam: In
allen Versuchen ging es letztendlich um die Erfassung von Periodizität. Amplitudenmodu-
lierte Stimuli haben, in der Regel, eine periodische Hüllkurve bzw. Einhüllende. Bei den
tonalen IRN-Stimuli ist der Träger periodisch. Kapitel 2 wirft bereits die Frage auf: Gibt
es möglicherweise einen einzigen Mechanismus, der Periodizität sowohl in der Einhüllenden
als auch im Träger eines Signals erfassen kann?
Die Ergebnisse haben zumindest gezeigt, dass die Wahrnehmung dieser beiden For-
men von Periodizität nicht unabhängig voneinander ist. Gäbe es zwei völlig unabhängige
Mechanismen, würde man keine Interaktion erwarten. Es hat sich aber auch eine deut-
liche Asymmetrie, im Ausmaß wie sich Träger- und Einhüllendenperiodizität gegenseitig
in ihrer Wahrnehmung beeinﬂussen, heraus gestellt. Die Bildung von Tonhöhe sowie de-
ren Ausgeprägtheit spielen dabei eine entscheidende Rolle. Die Bildung von Tonhöhe ist
ein aktiver Prozess. Abgesehen von Sinusreintönen, die in natürlicher Umgebung nur äu-
ßerst selten vorkommen, muss von einem komplexen Signal erst einmal die Grundfrequenz
F0 extrahiert werden, welche die Tonhöhe bestimmt. Die Autokorrelationsfunktion ist ein
mathematisches Werkzeug, um die Periodizität eines Signals zu erfassen. Elektrophysio-
logische Messungen am Hörnerv der Katze (Cariani und Delgutte, 1996a,b; Horst et al.,
1986) haben gezeigt, dass eine Autokorrelation des zeitlichen Aktivitätsmusters im Hör-
nerv eine F0 errechnet, die zutreﬀend für eine Vielzahl an Teststimuli ist. Da der Hörnerv
diese wichtigen Informationen enthält, kann man davon ausgehen, dass diese auch genutzt
werden.
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6.1 Ein physiologisch basiertes Tonhöhenmodell
Der Nucleus Cochlearis, CN, ist der einzige Kern der aufsteigenden Hörbahn, der direkten
Input vom Hörnerv bekommt. Die Chop-S-Neurone dieses Kerns haben sich als geeignet er-
wiesen, die Periodizität im Antwortmuster des Hörnervs zu erfassen (Wiegrebe und Winter,
2001; Winter et al., 2001). Wiegrebe und Meddis (2004) haben ein Computer-Modell ent-
wickelt, dass diese Zellen zur Tonhöhenbestimmung mit einbezieht. Das Modell beinhaltet
eine detaillierte Implementation der auditorischen Peripherie. Die Aktivität des Hörnervs
wird durch die Chop-S-Zellen evaluiert. In ihrem Antwortmuster zeigen sie eine bevorzugte
intrinsische Oszillation (chopping rate, CR), die unabhängig von der jeweiligen Anregungs-
frequenz (characteristic frequency, CF) ist. Die Autoren verwenden ein Computer-Modell
der Chop-S Neurone, das von Hewitt et al. (1992) entwickelt wurde. Das Modell von Wie-
grebe und Meddis (2004) fasst die Zellen zu Chop-S-Populationen zusammen. Dabei bilden
Neurone, gleicher CR aber unterschiedlicher CF, eine Population. Die entscheidende Eigen-
schaft dieser Neurone ist die Tatsache, dass sie ihre Aktivität mit der Periodizität bzw. der
F0 ihres Inputs synchronisieren, sofern diese im Bereich ihrer CR liegt. Außerdem ﬁndet
diese Synchronisation nicht nur bei den Zellen statt, die spektral auf die F0 abgestimmt
sind, sondern auch bei denjenigen, die spektral auf ein ganzzahliges Vielfaches der F0 ab-
gestimmt sind. Diese selektive Synchronisation wird in CR-locked rate , die im Folgenden
als Synchronisationsrate bezeichnet wird, gemessen. Die Synchronisationsrate ist das aus-
schlaggebende Maß dafür, welche Tonhöhe und welche Ausgeprägtheit der Tonhöhe (PS)
das Modell einem Stimulus zuordnet. Dieses Modell ist in der Lage, diverse Phänomene
der Tonhöhenwahrnehmung zu simulieren.
6.1.1 Die Ausgeprägtheit von Tonhöhe in simulierten Chop-S
Neuronen
Auswirkungen auf die Unterscheidungsschwellen für spektral aufgelöstes und
spektral nicht aufgelöstes IRN:
Houtsma und Smurzynski (1990) haben Unterscheidungsschwellen (diﬀerence limen, DL)
für Harmonische Komplexe (HC) mit elf Komponenten gemessen. Die Ordnungszahl der
ersten physikalisch vorhandenen Harmonischen wurde dabei ständig erhöht. Harmonische
mit einer Ordnungszahl größer elf werden von der Peripherie nicht mehr spektral aufge-
löst und bewirken eine deutlich schwächer ausgeprägte Tonhöhenempﬁndung als Komplexe
mit Harmonischen niedriger Ordnungszahlen, die spektral aufgelöst werden können. Da die
Tonhöhe eines HC durch die Grundkomponente (F0) bestimmt wird, beziehen sich auch
die Unterscheidungsschwellen darauf; gemessen werden also F0DLs. Die Ergebnisse von
Houtsma und Smurzynski (1990) haben gezeigt, dass die F0DLs für die HCs mit niedrigen
Harmonischen kleiner waren als für HCs mit hohen Harmonischen. Diese Tatsache, dass
spektral aufgelöste Komplexe eine deutlich stärker ausgeprägte Tonhöhe produzieren als
spektral nicht aufgelöste, werten die Autoren als Ursache für die unterschiedlichen Schwel-
len. Die Chop-S-Neurone im Modell von Wiegrebe und Meddis (2004) zeigen für einen HC
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mit den Komponenten h1-h11 eine Synchronisationsrate (SR), die knapp drei mal so hoch
ist, wie für einen HC mit den Komponenten h16-h26. Somit sind die Simulationsergebnisse
mit denen von Houtsma und Smurzynski (1990) im Einklang.
Plack und Carlyon (1995) haben F0DLs von HCs in Abhängigkeit von der Signaldauer
gemessen. Auch sie unterschieden dabei nach spektral aufgelösten und nicht aufgelösten
HCs. Auch hier waren die Schwellen höher wenn die Komponenten eine hohe Ordnungszahl
besaßen, also spektral nicht aufgelöst werden konnten. Darüberhinaus hat sich in diesem
Fall auch die Signaldauer stärker auf die Unterscheidungsschwellen ausgewirkt, als bei
den spektral aufgelösten Komplexen. Die Autoren dieser Arbeit werteten diesen Befund
als Hinweis darauf, dass zwei unterschiedliche Mechanismen der F0-Extraktion existieren:
Einer für spektral aufgelöste und ein anderer für spektral nicht aufgelöste Komplexe. Das
Ziel der Versuche aus Kapitel 5 war es, zu klären, ob nicht eher die Ausgeprägtheit der
Tonhöhe (pitch strength, PS) die Ursache für die Ergebnisse von Plack und Carlyon (1995)
sein könnte. So wurden F0DLs von IRN in Abhängigkeit der Signaldauer gemessen, da
IRN die Möglichkeit bietet, die PS selektiv und stufenlos zu variieren. Im Einklang mit
den anderen beiden Arbeiten waren auch in diesem Experiment, bei größtmöglicher PS, die
F0DLs für spektral aufgelöstes IRN geringer, als diejenigen für spektral nicht aufgelöste.
In einer zweiten Messung wurde die PS der spektral aufgelösten IRN-Stimuli auf ein Maß
reduziert, das der PS spektral nicht aufgelöstem IRN entsprach. Unter der Annahme, dass
die PS Grund für die Divergenz der Schwellen ist, wäre die Erwartung folgende gewesen: Ist
die Tonhöhe ähnlich schwach ausgeprägt wie bei einem spektral nicht aufgelösten IRN, sind
auch die F0DLs ähnlich hoch. Die Ergebnisse habe aber gezeigt, dass dies nicht der Fall ist.
Stattdessen haben sich die Schwellen gegenüber der maximalen PS kaum verändert. Kann
nun ein solches Ergebnis mit den simulierten Chop-S Neuronen rekonstruiert werden?
Wenn ein HC aus Harmonischen zusammengesetzt ist, deren Ordnungszahlen höher
sind als fünfzehn, ist die Bandbreite der angeregten auditorischen Filter derart hoch, dass
am Filterausgang die Periodizität lediglich in der Einhüllenden konserviert ist. In die-
sem Fall ist die SR der simulierten Chop-S Neurone deutlich verringert (siehe oben). Die
Ordnungszahlen der Frequenzmaxima (ripple) der spektral nicht aufgelösten IRN-Stimuli
waren ebenfalls höher als fünfzehn.
Die PS von IRN kann auf zwei verschiedene Arten verändert werden. Eine Möglichkeit
besteht darin, die Anzahl der Iterationen zu verändern. Je höher die Anzahl der Iterationen,
desto stärker ausgeprägt ist die Tonhöhe. Proportional zur Anzahl der Iterationen, ändert
sich auch die SR der simulierten Chop-S Neurone. Mathematisch gesehen, wird die PS von
IRN durch den Korrelationsgrad des ersten Maximums in der Autokorrelationsfunktion
(AC1) bestimmt (siehe Abschnitt 1.1.1). Dieser konvergiert mit steigender Iterationszahl
gegen eins. Die zweite Möglichkeit, die PS von IRN zu verändern, ist mittels des Abschwä-
chungsfaktors. Reduziert man den Abschwächungsfaktor von eins gen Null, reduziert sich
proportional auch die PS. Da sich eine Veränderung des Abschwächungsfaktors gleicherma-
ßen auf die AC1 auswirkt wie die Anzahl der Iteration, ist davon auszugehen, dass auch die
SR der simulierten Chop-S Neurone sich proportional zum Abschwächungsfaktor verhält.
Die PS der IRN-Stimuli mit verringertem Abschwächungsfaktor lag in diesem Experi-
ment ungefähr zwischen 0,3 und 0,5 AU (arbitrary units). Das Modell errechnet für diese
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Werte eine SR von ca 13-16. Für einen HC mit den Komponenten h16-h26 errechnet das
Modell eine SR von ca 10. Ist die Periodizität nur in der Einhüllenden vorhanden, ist das
SR also geringer als für IRN, dessen Periodizität zwar im Träger vorhanden (da spek-
tral aufgelöst), aber abgeschwächt ist. Insofern wäre die Vorhersage des Modells qualitativ
richtig, denn es würden geringere F0DLs für IRN mit verringertem Abschwächungsfaktor
vorraussagen.
Jedoch implizieren die Ergebnisse, dass kein linearer Zusammenhang zwischen der PS
und den F0DLs besteht. Die Diskussion in Kapitel 5 weist bereits darauf hin, dass sich
der Zusammenhang asymptotisch verhalten könnte. In weiterführenden psychoakustischen
Messungen wäre es sinnvoll, F0DLs für IRN-Stimuli in Abhängigkeit der PS zu messen,
um deren Zusammenhang zu klären. Darüberhinaus wäre es sinnvoll, mit dem Modell
zu versuchen, die gemessenen F0DLs zu rekonstruieren. Dazu müsste man es noch mit
einem Entscheidungsmodul ergänzen. Denkbar wäre auch hier ein optimaler Detektor (Dau
et al., 1996). Das Konzept der Kreuzkorrelation mit einer internen Repräsentation des
überschwelligen Signals hat sich auch in den Simulationen zur Interaktion von Träger- und
Einhüllendenperiodizität (Kapitel 2) als vorteilhaft erwiesen.
Auswirkungen für die Interaktion von Träger- und Einhüllendenperiodizität:
In Kapitel 2 wurde gezeigt, dass Trägerperiodizität die Detektionsschwellen für Amplitu-
denmodulation (AM) im Tonhöhenwahrnehmungsbereich erhöht. Im umgekehrten Fall hat
eine zusätzliche AM die Detektionsschwellen für Trägerperiodizität in diesem Bereich nicht
beeinﬂusst. Da die Tonhöhe das wesentliche Entscheidungskriterium für die Probanden
darstellte, ist es plausibel, dass die relativ stark ausgeprägte Tonhöhe von IRN die relativ
schwach ausgeprägte Tonhöhe von SAMN eﬀektiver maskiert hat. Eine Modellsimulati-
on für die Tonhöhe von sinusförmig-amplitudenmoduliertem Rauschen (SAMN) sagt die
richtige Tonhöhe voraus, die SR ist aber auch hier nur schwach ausgeprägt, genauso, wie
auch die Ausgeprägtheit der wahrgenommenen Tonhöhe bei SAMN nur schwach ist. Da
bei SAMN die Periodizität in der Einhüllenden liegt, ist dies ein weiterer Hinweis darauf,
dass Einhüllendenperiodizität generell eine niedrigere SR zur Folge hat als Trägerperiodi-
zität. Das wiederum bekräftigt die Annahme, dass Tonhöhe und deren Ausgeprägtheit,
das wesentliche Entscheidungskriterium war. Gleichzeitig bietet dies eine Erklärung für die
Asymmetrie der Interaktion.
6.1.2 Periodizitäten unterhalb der Tonhöhengrenze
Für IRNF0s bzw. Modulationsfrequenzen unterhalb der Tonhöhengrenze (lower limit of
pitch: Krumbholz et al. (2000); Pressnitzer et al. (2001)) wurde die Detektion von Träger-
periodizität durch zusätzliche AM ebenso beeinträchtigt wie die Detektion von AM durch
Trägerperiodizität. In diesem niedrigen Frequenzbereich wird anstelle einer Tonhöhe ein
repetetives Element wahrgenommen. Dabei kann leicht verwechselt werden, ob dieses vom
IRN oder der Modulation stammt. Je niedriger die Frequenz, desto genauer kann man den
Schwankungen im Signal folgen. In diesem niedrigen Frequenzbereich scheint es eher so zu
6.1 Ein physiologisch basiertes Tonhöhenmodell 83
sein, dass eine Art zeitliches Fenster das Signal über dessen Verlauf abtastet und die Beob-
achtungen in einer Art kurzzeitigen Gedächtnisspeicher sammelt, wie es z.B. das multiple
looks Modell von Viemeister und Wakeﬁeld (1991) vorschlägt. Maßgeblich sind daher die
Veränderungen des Signals anstelle einer stationären Empﬁndung.
In Kapitel 3 wurden die Detektionsschwellen einer Signalmodulation in Gegenwart einer
maskierenden AM gemessen. Die Modulationsfrequenzen lagen unterhalb der Tonhöhen-
grenze. Die Maskierer besaßen alle die gleiche Periodizität und teilweise das gleiche Modula-
tionsspektrum. Der zeitliche Verlauf der Wellenform war bei allen Maskierern verschieden.
Der wesentliche Unterschied in der Wellenform war die Länge der negativen Halbwelle,
also die Breite des Tals, in dem der Träger abgeschwächt ist. Verändert man bei einer
Rechteckfunktion das Tastverhältnis, verändert man somit das Verhältnis von Berg zu Tal.
Die Ergebnisse haben gezeigt, dass bei der Detektion einer Signalmodulation in Ge-
genwart einer maskierenden AM eine Kombination aus lokaler Modulationstiefe, also dem
Grad der Abschwächung, und Dauer der anhaltenden Modulationstiefe, entsprechend der
Breite der Täler, ausschlaggebend ist. Bei einer Stimuluskonﬁguration betrug die Frequenz
der Signalmodulation 128Hz und produzierte somit eine wahrnehmbare Tonhöhe. Zwar war
auch in dieser Situation eine Kombination aus lokaler Modulationstiefe und deren anhalten-
der Dauer ausschlaggebend für die Detektionsschwellen, dennoch sprechen die Ergebnisse
für eine Trennung von Signal und Maskierer in unterschiedliche auditorische Objekte.
Es ist also wahrscheinlich, dass es zwei Mechanismen der Periodizitätskodierung gibt,
jedoch erfolgt die Teilung eher anhand der Periodendauer, die dem Reziproken der Frequenz
entspricht, als anhand dessen, ob die Periodizität in der Einhüllenden oder im Träger
vorhanden ist.
6.1.3 Ein Tonhöhenmechanismus
Für den Bereich der Tonhöhenwahrnehmung kann ein Mechanismus zur Periodizitätsko-
dierung durchaus ausreichend sein. Das hat die Diskussion in Anbetracht des Modells von
Wiegrebe und Meddis (2004) gezeigt. Dieses Modell ist in der Lage, die Frequenz der
Tonhöhe sowie deren Ausgeprägtheit qualitativ korrekt zu erfassen. Das gilt für Tonhö-
he, bedingt durch Einhüllendenperiodizität wie bei SAMN, als auch für Tonhöhe, bedingt
durch Trägerperiodizität, wie bei IRN. Ebenso werden die Unterschiede zwischen spektral
aufgelösten und spektral nicht aufgelösten komplexen Tönen qualitativ korrekt simuliert.
Die Autoren selbst weisen auf noch bestehende Schwachstellen hin: Das ist vor allem die
Tatsache, dass kaum Neurone gefunden werden, deren CR niedriger als 100Hz oder grö-
ßer 500Hz ist. Der Tonhöhenwahrnehmungsbereich für komplexe Töne liegt aber zwischen
33 und 1400Hz. Die Chop-S Zellen können allerdings auch die Subharmonischen von kom-
plexen Tönen mit höherer F0 erfassen, indem sie mit einer Periodendauer synchronisieren,
die einem ganzzahligen Vielfachen der Stimulusperiode entspricht. Oktavenverwechslungen
kommen bei der Beurteilung von Tonhöhe sehr häuﬁg vor. Es wird in der Arbeit diskutiert,
dass dieses Modellverhalten eventuell das neuronale Korrelat für diese Verwechslungen ist.
Darüber hinaus bezieht das Modell keinerlei binaurale Tonhöhenphänomene mit ein. Man
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muss aber bedenken, dass man sich im CN auf einer sehr niedrigen Stufe der aufsteigenden
Hörbahn beﬁndet.
6.2 Kodierung der Einhüllenden
Unabhängig von der Tonhöhenwahrnehmung gibt es Neurone die speziell die Einhüllende
eines Stimulus kodieren. Das haben verschiedene elektrophysiologische Arbeiten gezeigt
(z.B. Langner (1992), Joris und Yin (1995) oder Grothe et al. (2001)). In der Arbeit von
Grothe et al. (2001) werden Modulations-sensitive Neurone mit phasischem Antwortmu-
ster gezeigt, die die Fähigkeit zum phase-locking besitzen. Das bedeutet, dass sie ihr
Antwortmuster mit der Phase des Modulators synchronisieren können. Da der Bereich
der Modulationsfrequenzen, der von diesen Neuronen erfasst wird, im Bereich zwischen 50
und 400Hz liegt, ist es wenig wahrscheinlich, dass sie in der Lage sind, AM-Frequenzen,
die tiefer als 30Hz sind, zu kodieren. Allerdings wäre es durchaus möglich, dass mit Hil-
fe dieser Art von Neuronen Rauigkeit erfasst werden kann. Die Detektionsschwellen für
Sparse Noise (SN) haben einen engen Zusammenhang mit dem dekadischen Logarithmus
des vierten Moments der Stimuli gezeigt. Dieses Maß gibt Auskunft über die physikali-
sche Rauigkeit eines Stimulus, die sich wiederum auf das Modulationsspektrum auswirkt.
Die maximale Rauigkeit im psychoakustischen Sinne wird mit Modulationsfrequenzen um
die 70Hz erreicht (Zwicker und Fastl, 1999). Wobei dieser neue Stimulus, SN (Hübner
und Wiegrebe, 2003), möglicherweise durch weiterführende Verhaltenstests neue Aspekte
zur psychoakustischen Rauigkeit beitragen kann. Zunächst aber könnte man die Rauigkeit
von SN mit einem psychoakustischen Modell berechnen lassen. Die Ergebnisse könnten
gezieltere Hinweise auf weiterführende Versuche geben.
Auf jeden Fall liegen die Modulationsfrequenzen, die die Modulations-sensitiven Neu-
rone in der Arbeit von Grothe et al. (2001) erfassen, in einem für Rauigkeit relevanten
Bereich. Insofern ist es plausibel, diese Neurone als mögliches neuronales Substrat für des-
sen Kodierung in Betracht zu ziehen. Bislang wurden diese phasisch antwortenden Zellen
nur mit Stimuli gereizt, deren Einhüllende periodisch war. Die Einhüllende von SN dagegen
ist aperiodisch. Es wäre sicher interessant, mittels elektrophysiologischer Methoden die Re-
aktion von Modulations-sensitiven Neuronen auf Stimuli wie SN mit einem breitbandigen
Modulationsspektrum zu untersuchen.
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