Abstract. Conceptual entanglement is a crucial phenomenon in quantum cognition because it implies that classical probabilities cannot model non-compositional conceptual phenomena. While several psychological experiments have been developed to test conceptual entanglement, this has not been explored in the context of Natural Language Processing. In this paper, we apply the hypothesis that words of a document are traces of the concepts that a person has in mind when writing the document. Therefore, if these concepts are entangled, we should be able to observe traces of their entanglement in the documents. In particular, we test conceptual entanglement by contrasting language simulations with results obtained from a text corpus. Our analysis indicates that conceptual entanglement is strongly linked to the way in which language is structured. We discuss the implications of this finding in the context of conceptual modeling and of Natural Language Processing.
Introduction
The extraction of relevant information from the web has been a fundamental area of research and development during the last decades [13] . In particular, several quantum-inspired approaches have been elaborated to perform standard tasks in Information Retrieval (see [41, 38, 31, 28, 29, 40] , and references therein). In order to extract information from the web it is necessary to establish a representation model. The most efficient techniques represent documents and terms as vectors in high dimensional spaces. These vectors are built based on statistical analyses of large corpora of web pages and documents. Examples of such methods include Latent Semantic Analysis [19] , Hyperspace Analogue to Language [26] , and Latent Dirichlet Allocation [15] . While these approaches have been shown to be extremely useful for information retrieval (IR) tasks, they rely on that counting term occurrences is sufficient to represent the meaning of a document in a corpus [37] .
Increasing evidence shows that a term-based analysis of a corpus of text is not sufficient to perform information extraction in an optimal way [11, 12] . As an alternative to this term-based methodology, semantic-based models which emphasize the conceptual information that is represented by the terms in the document have been proposed [23, 22] . This means that the statistical information that we can obtain from the distribution of terms in a document can be complemented with conceptual information that we have in advance [25] . The concept-based methods applied in Natural Language Processing (NLP) and IR are based mainly on the use of Ontologies [30] , and Word-net like structures [21] . These approaches have been useful to improve syntactic approaches to NLP and IR. However, they cannot account for elements that have been identified as of primary interest in concept theory. Namely, the context-dependence of concepts' meaning [34] , and the non-compositional meaning of concept combinations [35] . While Word-net and some ontology-based approaches consider context, it has been shown that it is computationally unfeasible to handle contextsensitivity in general [36, 27] . Moreover, none of both approaches considers the non-compositionality of concept combination. To overcome these limitations, quantum-inspired models have been proposed [6, 7] . In the quantum approach to concepts, the conceptual entity is assumed to be contextual. This means that its meaning emerges from its interaction with a certain context, analogous to how quantum states become actual after interacting with a measurement apparatus. Moreover, the mathematical formalism of Fock space allows to model the emergence of non-compositional meaning in conceptual combinations [3, 2] . Conceptual entanglement has been investigated to detect quantum behaviour in the phenomenology of concepts [18, 8, 9, 17] . The discovery of conceptual entanglement has been crucial because it implies that a classical probability framework is not sufficient to describe the non-compositionality of conceptual phenomena [16] . Particularly when a concept combination is entangled, a strong dependence between the terms that form instances of this concept combination is found. Such dependence is revealed by statistical tests, the so-called Bell-like inequalities [5] . The aim of the present paper is to investigate whether conceptual entanglement is of significant importance on written texts. In particular, we view a piece of text as a trace of the concepts the subject who write had in mind at the while writing (for a complete elaboration of this perspective see [10] ). From here, we assume that it is possible to measure conceptual entanglement by observing statistical properties of these conceptual traces. A previous attempt to investigate this aspect is [4] . However, they analyze one concept combination only. We want to go one step further and investigate the extent to which entanglement can be found by automatic methods. If conceptual entanglement is significant on the web, then non-classical probabilities should become the standard framework for modeling in IR and NLP. In section 2 we explain how to measure entanglement using a co-occurrence corpus of text; in section 3 we explain the methodology we used to analyze the corpus; and sections 4 and 5 illustrate the results and discuss their relevance.
Conceptual Entanglement

Detecting Conceptual Entanglement
Following [5] , if we want to test whether two abstract entities A and B are entangled, we need to set two observables for each entity, each observable having two possible outcomes. Hence, we will denote these observables and their outcomes by A = {A 1 , A 2 }, A = {A 1 , A 2 } for entity A, and B = {B 1 , B 2 }, and B = {B 1 , B 2 } for entity B. Next, we assume that each measurement X ∈ {A, A , B, B } corresponds the value 1 if X 1 is observed and −1 if X 2 is observed. From here, we can define a composed experiment XY ∈ {AB, A B, AB , A B }, corresponding to 1 in case X 1 Y 1 or X 2 Y 2 is observed, and to −1 in case X 1 Y 2 or X 2 Y 1 is observed. If we perform each experiment XY a large number of times, we can estimate the expected value E(XY ) of each composed experiment. The Clauser-HornShimony-Holt (CHSH) inequality states that if
is not hold, then the entities are entangled. The violation of (1) implies the non-existence of one Kolmogorovian probability model for the considered joint experiments [1] .
It is important to mention that the entities A and B need not be physical entities. The CHSH inequality is a statistical test that verifies whether or not it is possible to model a set of data in a classical probability setting. For example in [8] , the entities A and B refer to the concepts Animal and Acts, respectively. The possible collapse states, i.e. the observables, of these entities were defined as A = {'Horse','Bear'}, A = {'Tiger','Cat'}, and B = {'Growls','Whinnies'}, and B = {'Snorts','Meows'}. A psychological experiment where participants chose the combination that best represented the combination The Animal Acts, considering elements from AB, AB , A B, and A B was performed, and the expected values of these joint observables were found to violate (1) with value 2.4197. Hence, it is concluded that the concepts A and B are entangled.
Concepts and Meaning of a Document
Someone who is writing a piece of text usually does not have the exact wording in mind, but only a particular idea of the intended meaning. If an idea is not concrete enough, it is hard to express it properly. Usually in this case, the idea is broken into a set of interconnected concrete ideas. These concrete ideas are easier to put into sentences, which in turn form the paragraphs of the document. Moreover, it is only at the time of writing of a document that the words that express these concrete ideas are elicited. Hence, in this process we can identify two steps: an abstract idea is converted into several concrete ideas, and these concrete ideas are converted into sentences. Following this reflection, we propose a cognitive interpretation of the notion of meaning for pieces of text. More in particular, we assume that the process of converting an abstract idea into concrete ideas corresponds to the formation of "entities of meaning", and that these "entities of meaning" collapse to states which are represented by text, in the form of words or sentences. The meaning of a piece of text can thus be understood as the solution of an inverse problem, i.e. the piece of text plays the role of the collapsed state of an entity of meaning, a so-called conceptual trace, and the meaning of the piece of text is obtained by identifying the entity of meaning that collapsed to this piece of text.
In this work we do not focus on the inverse problem formulation as a general framework for meaning in documents. For an in-depth elaboration of this idea we refer to [10] . Instead, we assume the existence of concepts underlying the meaning of a document, and test whether or not these conceptual traces exhibit entanglement in text corpora.
Measuring Conceptual Entanglement in Text Corpora
Let T be a corpus of text containing a set of terms E. Note that each term t ∈ E can be considered an instance of one or many concepts. For example, the term Dog can be considered an instance of concepts Pet, Animal, Mammal, etc. Let C 1 , C 2 ⊆ E be sets of exemplars of concepts C 1 and C 2 , respectively. Let W be a positive integer. We say that concepts C 1 and C 2 W -co-occur if there exists a sequence s of W consecutive terms in the corpus T such that one term in C 1 and one term in C 2 co-occur in s. We call s a window of size W . In general, we can compute the W -co-occurrence frequency F W (C 1 , C 2 ) : C 1 × C 2 → N of exemplars of concepts C 1 and C 2 within windows of size W in the corpus. Suppose we choose C 1 and C 2 to have 4 terms each, and we partition C 1 = {A, A } and C 2 = {B, B } such that each set in each partition has two terms. We then have that A and A (B and B ) are pairs of exemplars referring to concept C 1 (C 2 ). Hence, the co-occurrence measurements AB, A B, AB and A B can be used to measure the entanglement of concepts C 1 and C 2 in the corpus T . This is analogous to what has been done in previous psychological studies in conceptual entanglement [18, 17, 4, 8] . However, in this work, instead of performing a psychological experiment where participants are requested to choose co-occurrent terms from a list, we extract these co-occurrences from a corpus of text. For each pair XY ∈ {AB, A B, AB , A B }, we compute their term co-occurrence
where i, j ∈ {1, 2} and N (X i , Y j , s) is equal to one if the pair X i Y j co-occurs in the window s of the corpus T , and zero if not. From here we can estimate the expected values of each co-occurrence experiment
Note that to measure conceptual entanglement in a corpus of text, we must first identify a set of exemplars for each concept. However, a multitude of concepts can be built upon a list of words, so that it is not possible to know in advance how to group words representing instances concepts. Indeed, psychological experiments where participants have to build categories choosing groups of words from a list show that, although some words fall regularly into similar kinds of categories, every word set can be potentially considered as a category [32] . Instead of proposing a methodology to identify concepts, we assume that relevant words in a document correspond to relevant traces of the concepts that entail the document's meaning. Hence, without knowing exactly which concepts we are measuring entanglement for, we are able to represent them by sets of terms C 1 and C 2 from the relevant words of a document, following a given relevance criterion. Therefore, we propose the following brute force algorithm to measure entanglement:
1. Select two sets C 1 and C 2 of relevant terms from the corpus, having k words each. 2. Verify the CHSH inequality for all the elements (c 1 , c 2 ) ∈ P(C 1 , 4)×P(C 2 , 4), where P(C, n) is the set of all the possible subsets of length n of the set C.
In order to perform the second step of the algorithm, we verify if there is a way of partitioning c 1 and c 2 such that (1) is violated. To do so, we consider all the possible row/column permutations of the 4 × 4 matrix F W (c 1 , c 2 ), and apply the expected co-occurrence formula (3) to estimate (1) . Note that we have 12 different partitions for each c 1 and c 2 , leading to 144 partitions for (c 1 , c 2 ). Hence, we say that C 1 and C 2 are entangled if there exists (c 1 , c 2 ) ∈ P(C 1 , 4) × P(C 2 , 4) such that (at least) one of the 144 co-occurrence matrices generated from (c 1 , c 2 ) violates the CHSH inequalities. Our aim is to estimate the likelihood of finding instances (c 1 , c 2 ) of concepts C 1 and C 2 , such that they can be partitioned in a way that violates the CHSH inequalities.
Statistical Considerations
Consider the following question: Assume we know in advance the term cooccurrence frequency distribution of the corpus T , i.e. we know the probability ρ T (n) that two terms co-occur n times in T for each value of n; what is the likelihood of building concepts (c 1 , c 2 ) ∈ P(T, 4) × P(T, 4) that violate the CHSH inequality in the corpus T ? In order to answer this question, we need to compare the kinds of co-occurrence matrix that ρ T (n) delivers, to the kinds of frequency matrix that violate the CHSH inequality. Note that inequality (1) is likely to be violated if the three first elements have the same signs and relatively large values, and the fourth term has the opposite sign and a relatively large value. Indeed, in such case each row leads to an expected value near to 1 (or -1), except for the fourth row, which leads to an expected value near to −1 (or 1). Table 1 shows an example of frequency data that violates the CHSH inequality with a positive value near 4. From table 1 we infer that if ρ T (n) does not have co-ocurrences that are relatively larger than others, then the likelihood of violating the CHSH inequality is low. Therefore, a corpus T will be able to violate the CHSH inequality if ρ T (n) 1,3 , Xiaozhao Zhao 2 , Diederik Aerts diminish the likelihood if violating the CHSH inequality.
Note that the question we analyze in this section assumes we can choose the partition of c 1 and c 2 that maximizes the evaluation of (1). Indeed, table 2 considers the partition that maximizes the evaluation of (1) for each case.
Method
Statistical Language Analysis
We first computed the probability p B (λ) that, given a distribution ρ(n) of cooccurrences, there exists a partition for two random sets, having 4 terms each, that violates the CHSH inequality. The distributon of co-occurrences ρ(n) is modeled with a B-bounded Zipfian distribution Z B (λ, n) of parameter λ. We have chosen a Zipfian distribution because it has been shown to model the statistics of term co-occurrence in English language [24] , and we bounded the distribution by a parameter B to model the fact that the term co-occurrence frequency is limited by the corpus size. We also computed the likelihood of finding conceptual entanglement using homogeneous and Poisson distributions. These distributions do not exhibit significant entanglement so we do not present their results. However, we want to remark that this is consistent with the reasoning of section 2.4 because neither homogenous nor Poisson distributions assign large probabilities to both small and large values of n.
The collection of documents
We evaluate the aforementioned entanglement test on TREC collection: WSJ8792. Lemur 4.12 4 is used for indexing. The collection is pre-processed by removing stop terms and applying the Porter stemmer. Among TREC topics 151-200, 32 topics with more than 70 truly relevant documents (judged by users) are selected. For certain topics, all truly relevant documents are segmented into windows of W consecutive terms (W = 20, 10, 5, in our experiments). We considered two alternative ways to automatically generate concepts C 1 and C 2 :
2 Top 20 frequent terms {t Then the windows are used to count the co-occurrence frequencies between exemplars from concepts C Figure 1 shows the probability p B (λ) described in section 3.1, for 0 < λ ≤ 2, and B = 10, 50, 100, 500, on the left. Note that for λ ∼ 0.3, the proportion of entangled concepts is maximized for all values of B. Note that English cooccurrence distribution is estimated to be a Zipfian distribution of parameter 0.66 ≤ λ ≤ 0.8 [24] . This range exhibits around 50% of entanglement when B ≥ 50. This indicates that when the size of the corpus is statistically significant, and hence co-occurrences are allowed to have large values, the likelihood of finding entangled concepts is non-neglectable. Therefore, we predict that entanglement is not a rare effect, and hence it should be observable from the brute force procedure proposed in section 2.3. The middle and right plots in figure 1 show the Zipfian co-occurrence distributions Z B (λ, n) for B = 100, using λ = 0.3 and λ = 0.7, respectively. These distributions confirm that when co-occurrence probability mass is concentrated on small and large values, conceptual entanglement is more likely to be detected. Fig. 1 . Entanglement probability for random co-occurrence matrix on the left, and two examples of Zipfian distributions at the center and right, respectively. Figure 2 shows the proportion p W (T ) of entangled subsets of terms for the different topics in the corpus. The black curve corresponds to W = 20, the gray curve corresponds to W = 10 and the black dashed curve corresponds to W = 5. The left plot is based on the data obtained using the frequency relevance method, and the right plot is based on the tf-idf method. In both cases, p W (T ) is strictly decreasing with respect to W . Moreover, we observe that p W (T ) does not have uniform variation with respect to W . For example in the tf-idf case (right plot in figure 2), p W (7) has a very close value for W = 5, 10, and 20. Analogously, p W (T ) does not exhibit major variations for topics 1, 10, 16, 19 , and topics 24 to 32 for W = 20 and 10. However, p W (T ) exhibits a major change when W changes from 10 to 5 for most topics. Therefore, given two topics T 1 , T 2 , and two window sizes W 1 , W 2 , we cannot ensure that p W1 (T 1 ) < p W1 (T 2 ) implies that p W2 (T 1 ) < p W2 (T 2 ). Hence, there is not a topic-sorting such that p W (T ) is a strictly decreasing function for W = 5, 10, and 20 simultaneously. Analogously, for the term-relevance method, while topics have a different set of relevant terms, there is not a unique sorting of the topics set that leads to p W (T ) decreasing for W = 20, 10 and 5 simultaneously. In both methods, topics were sorted such that p 5 (T ) is decreasing. By doing so, we avoid that curves cross each other because p W (T ) is strictly decreasing with respect to W . Note that p W (T ) reaches significantly larger values for the tf-idf method. This is consistent with the fact that tf-idf is a better indicator of term relevance than the term frequency.
Results
Statistical Language Analysis
Corpus Analysis
Distribution of co-occurrences
We computed the histogram ρ T (n) for each topic T in the corpus, and for each window size. In figure 4 .3, we plot examples considering window sizes W = 20, 10 and 5, for topics 3 and 7 of the co-occurrences data obtained from the tf-idf method. We observe that when the window size decreases, ρ T (n) tends to decrease the number of co-occurrences on intermediate values. However, large co-occurrence values remain probable. From here we infer that when the window size decreases, the co-occurrence distribution becomes similar to a bounded Zipfian distribution. Fig. 2 . Entanglement probability for the 20 most frequent terms. The left plot corresponds to the co-occurrence data for most frequent terms, and the right plot corresponds to the co-occurrence data for the td-idf highest ranked terms.
Observe for example the first row of figure 4.3; we can see qualitative changes on the probability distribution for the different window sizes. This is consistent with the strong changes observed in p W (T = 3) of figure 2 for the tf-idf method. Analogously, the second row does not exhibit major changes in its co-occurrence distribution. This is again reflected in p W (T = 3) of figure 2, where no major changes are also observed. This is consistent with the fact that the p W (T ) is strictly decreasing with respect to W .
Conclusion
We performed a qualitative analysis to corroborate that conceptual entanglement is a significant effect in written texts. The analysis is based on the hypothesis that pieces of text are traces of concepts, and that such concepts entail the meaning of documents [10] . This corroboration is supported by an analysis of statistical properties of the English language, and of 32 topic-structured text corpora. Our language analysis indicates that the statistical co-occurrence distribution of the English language has a significant tendency to build conceptual entities that are entangled. Particularly, term co-occurrence matrices built from a distribution that models co-occurrence of words in English, violate the CHSH inequality in around 50% of the cases. It should be noted that this analysis is based only on the statistical distribution of co-occurrences of English, and does not consider any semantic or linguistic aspect of the English language. We further analyzed a corpus separated by 32 topics, and found results consistent with the language analysis. For each topic, we built a matrix computing the term co-occurrence of the 10 most relevant terms with respect to the next 10 most relevant terms, considering window sizes W = 5, 10, and 20 to measure co-occurrence. From here, we computed the proportion of 4 × 4 sub-matrices of the co-occurrence matrix that violate the CHSH inequality. We observe that the tf-idf relevance delivers more entanglement than the term frequency relevance measure. This is consistent with the fact that td-idf is a better relevance measure than term frequency. Although some topics exhibit more entanglement than others, we identify a strong tendency to find conceptual entanglement for most topics. Moreover, conceptual entanglement decreases with respect to the window size. This is consistent with the fact that word correlations are noisy for large window sizes [24] . For short window sizes, we have more chance to keep only meaningful correlations, and hence entanglement is observed with more clarity. In addition, we found that for shorter window sizes, the distribution of co-occurrences becomes more similar to a bounded Zipfian distribution. Indeed, in figure 2, we can see that when the distributions look more like a Zipfian distribution, i.e. when W = 5, the average conceptual entanglement for words selected by the tf-idf relevance measure is 50% of entanglement. A fundamental and novel element of this work is that we do not build in advance the concepts for which we will measure entanglements. Instead, we assume that relevant words of a topic-corpus are relevant traces of the concepts that entail the meaning of the topic [10] . Hence, if the co-occurrence of these traces violates the CHSH inequality, we conclude that the concepts that entail the meaning of the document are entangled. Therefore, we do not focus on the generation of categories or taxonomies. However, we also suggest that one interesting extension of this work would consist in testing conceptual entanglement from categories that are automatically built as in [33, 39] . We also propose to study why some topics exhibit more entanglement than others, count term co-occurrence in structured sentences, e.g. Frame-Net [14] , rather than in windows of text, and evaluate other statistical conditions that provide a more precise classification of entanglement [20] .
