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Abstract 
Recent developments in the video coding technology brought new possibilities of utilising 
inherently embedded features of the encoded bit-stream in applications such as video 
adaptation and analysis. Due to the proliferation of surveillance videos there is a strong 
demand for highly efficient and reliable algorithms for object tracking. This paper presents a 
new approach to efficient compressed domain analysis utilising motion data from the encoded 
bit-streams in order to achieve low processing complexity of object tracking in the 
surveillance videos. The algorithm estimates the trajectory of video objects by using intrinsic 
features of motion vectors extracted directly from standard H.264/MPEG-4 AVC and SVC bit 
streams. The experimental results show comparable tracking precision when evaluated against 
the standard algorithms in uncompressed domain, while maintaining low computational 
complexity and fast processing time, thus making the algorithm suitable for real time and 
streaming applications. 
Key words: object tracking, scalable video coding, compressed domain analysis, motion 
vectors. 
 
 
1. Introduction 
A wide acceptance of the new generation of video encoding standards, such as H.264/MPEG-
4 Advanced Video Coding (AVC) and its extension to Scalable Video Coding (SVC) resulted 
in plethora of new possibilities in video application and services. The capability of delivering 
high quality video stream and adapting to the conditions of transmission channel and end-user 
interface, proliferated use of the new coding technologies both on the Internet and locally. 
However, there is only a limited research done towards utilising novel features of these 
encoding standards in the domain of video analysis.  
On the other hand, there is a constant demand for development in the area of video analysis 
for surveillance and related areas of computer vision and video processing. Witnessing the 
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dramatic rise in the quantity of surveillance videos captured by omnipresent CCTV cameras, 
fast and reliable processing algorithms are required to minimise the need for manual 
inspection of such a vast amount of visual information. One of the essential tasks is to track 
objects in surveillance videos and detect if there is anomalous behaviour present in the video 
sequence. 
In addition to this, visual object tracking has applications in video communications, human 
computer interaction, vehicle navigation, video retrieval, to name but few. However, majority 
of the tracking algorithms process the data by accessing frame pixels and extracting features 
such as high-gradient locations and optical flow. This process is time consuming and might 
limit the application domain of the algorithms only to off-line processing. In order to 
minimise complexity of the object tracking process, this paper introduces a novel algorithm 
that extracts motion information directly from the compressed domain of the new coding 
standards, i.e. H.264/AVC and its SVC extension. The motion models used in this standard 
are highly optimised providing more precise scene segmentation because of a flexible motion 
block size. This paper presents an algorithm that uses this motion information from any layer 
of the compressed bit-stream, with a goal to provide an estimated object trajectory. This is 
achieved by processing of the compressed domain motion vectors in order to achieve 
consistent motion vector field that facilitates accurately tracking of  the video objects. 
The outline of the paper is as follows: Section 2 gives a brief background of SVC, its 
employment in surveillance and a survey of existing tracking algorithms in both 
uncompressed and compressed domains. In the Section 3, the methodology of proposed 
tracking algorithm is presented, while the experimental results are given in Section 4. Finally 
the Section 5 includes conclusion and suggestions for the future work.  
 
2. Background 
 
There have been many different approaches to video object tracking, both utilising 
compressed and uncompressed data. Due to more reliable features that can be extracted from 
the pixel data, the majority of object trackers require full decoding of the video stream. 
However, a number of publications [1-5] have demonstrated good results of the compressed 
domain approach to video analysis. Nevertheless, very little work so far has been carried out 
on tracking in H.264/AVC compressed videos [6, 7]. A feasibility of SVC bit stream 
employment in tracking has not been studied yet, and the SVC technologies adopted by the 
H.264/AVC , e.g. hierarchical B-frames, have not yet been used in tracking. In order to gain 
deeper understanding of the available compressed domain features, the following section 
brings an overview of the AVC and SVC standards as well as the description of SVC 
utilisation in the surveillance environment. 
2.1. Video Encoding and Surveillance Applications 
The traditional video coding standards, such as MPEG-1, MPEG-2, H.261 and H.263, are 
based on motion compensated temporal prediction, DCT spatial transform and quantisation. 
In order to address further flexibility and customisability, the new AVC technology 
introduced a video coding layer, which is designed to represent the video content efficiently, 
and the network abstraction layer. Moreover, compression improvements achieved in 
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H.264/AVC are based on the application of multiple reference pictures, directional spatial 
prediction and motion vectors over picture boundaries. Most significantly, the H.264/AVC 
also supports variable block size motion compensation. In this concept the motion vector field 
consists of motion vectors characterising displacement of variable block sizes that models the 
motion with greater accuracy than the previous standards. In addition to this, the SVC 
extension has introduced inherent adaptation to transmission and content quality 
requirements, while still maintaining high reconstruction quality. 
In H.264/AVC, each video sequence is divided into groups of pictures (GOP), comprising at 
least one intra coded I frame, uni-directionally predicted P frames and bi-directionally 
predicted B frames. Typically, the first frame in a GOP is intra coded I frame and it is often 
used as the re-synchronisation point in case the transmitted bit stream is corrupted. For all 
other frames in a GOP, the predictive coding is utilised, where the P frames only make 
reference to previous I or P frames, while the B frames can make references to both earlier 
and future reference frames.  
Every frame is partitioned into rectangular areas of 16 × 16 pixels called macroblocks that are 
further partitioned into variable size blocks. To remove redundancy in the sequence of frames 
and minimise the prediction residuals, estimation of displacement is performed at the 
macroblock and block levels for all intra-coded frames.  
This is done by finding a displacement vector, i.e. motion vector, for each block so that it 
optimises the rate-distortion requirements.. As a result of the search criteria for optimal 
motion vectors, the generated field of motion vectors does not strictly represent object motion 
present in the sequence. Thus, for the purpose of object tracking, compressed domain motion 
vectors do not have to be fully accurate. However, they indeed follow the real motion of the 
objects and can be used for tracking. In Section 3, a tracking method that uses these motion 
vectors is presented, as well as improvements that increase tracking reliability. 
In addition to the high compression ratio that can be achieved by H.264/AVC, its extension to 
scalable coding, i.e. the SVC, enables delivery of the content at various levels (spatial, 
temporal, SNR/quality or combined) for transmission and decoding [6]. The term 
“scalability” refers to a removal of specific parts of the original data stream driven by the 
application scenario, end–user requirements, network settings or terminal characteristics. The 
resultant bit stream still constitutes a valid bit stream but with lower resolution or data rate. 
Temporal scalability is a bit stream property in which different frame rates can be extracted 
from the compressed bit stream. Hierarchical prediction structure is used to generate the 
temporal bit streams. Spatial scalability is a bit stream property where a video sequence is 
encoded into layers of different spatial resolutions. In common scenarios the base layer is 
coded at lower resolution, while high-resolution enhancement layers are obtained by up-
sampling the base layer frame. Similarly, in quality or signal-to-noise ratio (SNR) scalability, 
the video sequence is coded into different layers at same frame rate and spatial resolution but 
with different quantisation accuracy [8]. Usually a combination of more than one type of 
scalabilities is used.  
An example of the spatio-temporal scalability is shown in Figure 1. Lower bi-stream layer 
consist of lower resolution frames with a lower frame-rate (temporal resolutions). Horizontal 
arrows show the prediction direction for this specific case between frames in the same layer. 
The enhancement layer, or the higher layer, adds higher spatial and temporal resolutions to 
the base layer. Since the similarity exists between lower and higher resolutions, the frames 
from the enhancement layer are predicted from the lower layer as well as from neighbouring 
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frames in the same layer. In this way high compression is achieved while scalability is 
enabled. 
 
 
 prediction directions  
 The base layer   
 - lower spatial and temporal resolutions 
 The enhancement layer   
 - higher spatial and temporal resolutions 
 
Figure 1 Layers of scalable bit-streams with inter layer prediction and spatio-temporal 
scalability. 
 
Because of its bit-stream flexibility, the SVC is very suitable for application in surveillance 
application. Therefore, in this paper a method is proposed that enables object tracking from 
SVC videos. An SVC application scenario is shown in Figure 2. In most of surveillance 
storage applications it is desirable to reduce the storage space for a dated content, which is 
still potentially useful. With SVC this can be accomplished by performing selective 
degradation of the content, which results in reduction in quality and storage that is 
proportional to its recency - so-called "erosion storage" technique. This functionality is often 
required in surveillance systems where large volumes of video data are constantly being 
generated. 
In the example from Figure 2 the full fidelity video, used for monitoring, processing and 
short-time usage, is intentionally degraded for the purpose of medium and long time storage. 
The applied degradation is in terms of reducing frame rate and frame size, with the purpose of 
a more economic utilisation of available disk space without significant computational cost. 
Additionally to these long-term adaptations, in this scenario the adaptation can be performed 
in order to support other real time applications, for instance live monitoring and processing.  
While live monitoring using mobile devices  usually requires video of lower frame size, 
processing requires a lower number of frames for reduction of computational complexity. All 
these functionalities are supported by the structure of scalable bit-streams. However, when the 
fast content analysis is needed, the tracking algorithms have to be adapted for underlying bit-
streams. A solution that enables this is in a focus of Section 3. 
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Figure 2 Application of SVC in surveillance systems. 
 
2.2. Pixel Domain Algorithms 
In tracking applications, the object of interest can be represented by a set of points or by a 
single point, which is often the centroid of the set of points [9]. For tracking complex non-
rigid shaped objects, contour representation is used [10]. The most popular pixel domain 
tracing techniques apply object segmentation and tracking by utilising the object models and 
ontologies [11], colour information [12], texture features [13], optical flow [14], semantic and 
probabilistic decomposition of the video frames with learning capabilities [15], temporal 
comparisons between consecutive frames [16] or a combination of the previous techniques. 
These techniques imply a high computational burden, due to requirement to initially decode 
every frame in the sequence and perform pixel domain analysis. 
For more robust object tracking with random motion and noise, the deterministic methods 
remains ineffective. However, the statistical correspondence methods estimate the object state 
considering the model observations and uncertainties. These methods use state approach to 
make a model for object position, velocity, etc. The common approaches to optimal state 
estimation have utilised Kalman filters [17] or particle filters [18, 19]. Similarly, the object 
recognition approaches [20] have demonstrated very robust and accurate results, but having 
complex manipulations these methods tend to be unfeasible for applications where low-
complexity is the main requirement.  
2.3. Compressed Domain Algorithms 
Compressed domain tracking algorithms rely on the encoded features in a video bit-stream i.e. 
motion vectors or DCT coefficients. In the process of motion compensation, motion vectors 
are obtained for each motion block between the current and reference frames. By minimising 
the prediction residual, the motion vectors represent the temporal displacement between the 
two blocks. The pixel information is carried by the DCT coefficients, which correspond to the 
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transformed prediction residuals after motion compensation. For the intra-coded blocks, the 
DCT coefficients directly transfer pixel values form the original frame. These DCT 
coefficients can be utilised as texture features of the analysed frame. 
Available motion vectors at macroblock level can be utilised directly from the MPEG-2 
encoded streams, as presented in [1]. By exploiting this approach, the tracking error is 
significant due to limitations of block matching algorithm used in MPEG-2. No units smaller 
than 8 × 8 block can be identified. Another method for tracking of moving objects in MPEG 
compressed streams, presented in [2], is based on object segmentation using motion vectors 
within a GOP by using only forward motion vectors from P frames. 
Similarly, a method that utilises the motion vectors together with confidence measures based 
on DCT coefficients and texture measures is proposed in [3]. This method uses the MPEG 
videos with additional processing introduced to calculate the residuals. The spatial processing 
introduces redundancy and the processing overhead, thus hindering real time system 
capability. A similar technique is discussed in [4], but it often fails for non-rigid objects as 
well as objects that change in shape and size. An algorithm for context specific unsupervised 
object detection is proposed in [5]. The algorithm utilises motion information along with 
colour descriptors. Model based cluster selection is employed for clustering of macroblocks 
into dominant colour clusters in I-frames, while in P-frames the temporal tracking is 
employed. A model-based approach used in [21] relies on computing size invariant image 
features using edge and texture detection methods.  
The method proposed in this paper is also performed in the compressed-domain. It enables 
object tracking using different layers of scalable bit-streams in order to enable tracking for 
any selected layer and to provide a mechanism for complexity control. Both P and B frames, 
as well as bidirectional motion vectors, are used in order to maximise tracking accuracy. 
designing a methos in a general way that supports all SVC layers, the method is directly 
applicable to non-scalable H.264/AVC bit-streams. It defines the tracking only, assuming that 
the object is defined in the first frames. In this way and by avoiding any other bit stream part 
decoding, besides the motion information, the method does not perform any further object 
segmentation in pixel domain and is therefore of low complexity, as described in the 
following section. 
 
3. Object Tracking in Scalable Videos 
 
In surveillance databases the videos are available in compressed formats rather than in the 
form of uncompressed image data. In order to enable fast object tracking, our approach avoids 
full bit-stream decoding and thus significantly decreases the complexity required for the 
analysis. Moreover, using the compressed domain elements of scalable bit-streams the 
complex computation of motion trajectories is avoided since only encoded motion vectors are 
used. Motion information is available both in the scalable bit-streams as well as in non-
scalable H.264/AVC videos, which are here considered as a special case of scalable video 
(one layer, or an AVC- compatible base layer). Therefore without losing any generality, we 
can restrict our definition of scalable bit-streams to all bit streams compatible with the 
scalable bit-stream layers. With the specific objective to enable object tracking, the effective 
manipulation of compressed domain data is utilised. This approach significantly reduces the 
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processed data rate and the processing power required for pixel-domain tracking. 
3.1. Framework Architecture 
The inherent features of H.264/AVC scalable bit-streams are used in order to reduce the 
computational complexity at the analysis side, making the tracking module feasible for real 
time processing and parallel multiple bit-stream processing. The block diagram of the system 
is illustrated in Figure 3. The object tracker module gets the shape and the coordinates of the 
selected target in the first frame through the object selection block and the relevant motion 
vectors from the motion vector extraction block. It calculates the new position of the target 
object using initial motion vectors after processing necessary tracking parameters. The new 
calculated target position is used for the model update. Based on the newly updated values, 
motion vectors for next frame are requested and processed. In a general case, the video 
objects do not correspond to the motion block shapes. Therefore the extracted motion vectors 
which correspond to the blocks that are inside the target object, are used for prediction of the 
motion of all the blocks related to that object. 
 
 
motion 
vector 
extraction 
compressed 
bit-stream 
processing 
 
first frame 
decoding 
compressed 
video 
object selection 
definition of 
shape and 
coordinates 
 
model 
definition 
object 
tracker 
 
trajectory 
computation 
 
model 
update 
tracking results 
 
Figure 3 Block diagram of the proposed compressed domain motion tracker. 
Since the compressed frames can be either intra or inter coded, a mechanism that enables 
object tracking in all frame types is derived, as described in the following sub-section. At the 
block level of inter coded frames the motion is defined using two types of motion vectors - 
forward or backward (and their combinations). Since the intra coded frames do not have 
motion vectors, in this case the object trajectories are derived from inter coded frames. 
3.2. Tracking in Hierarchical B-Frames 
In classical B frame prediction structures, whioch were defined before the development of 
SVC, each B frame is predicted only from the preceding and subsequent I or P frames. 
Moreover, B frames are not used for prediction of any other frame. This restriction is lifted in 
H.264/AVC where B frames are also used as reference for other B frames in a hierarchical 
manner. Hierarchical prediction structures are used for improved compression and supporting 
several levels of temporal scalability. 
In SVC extension the enhancement layer frames are typically coded as B frames. As 
illustrated in Figure 4, for a sub-GOP size equal to 4, the P1 frame is predicted from I0, 
similarly B frames are bi-directionally predicted. B1 is predicted from I0 and P1. This central B 
frame (B1) is also used for the prediction of other B frames in the same GOP. So B2 is 
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predicted from I0 and B1 while B3 is encoded using P1 and B1.  
 
 
Figure 4 Hierarchical B frames in a sub-GOP size of 4. 
The actual tracking using compressed bit-streams is performed as follows. The first frame (I0) 
is decoded and the tracking object is selected. The object can be selected manually (user's 
input) or automatically (e.g. using detection and recognition). For tracking the compressed 
domain motion vectors are used from all available inter coded frames. For intra frames the 
tracking vectors are obtained from suitable inter coded frames. 
Compressed-domain motion vectors may not represent the actual or true motion due to the 
properties of motion estimation, biased towards efficient coding. Therefore it is desirable to 
eliminate motion vectors that can be categorised as unsuitable for tracking. We assume that 
the motion vectors whose magnitudes are very high or very low, compared to the other 
motion vectors related to the tracking object, has to be replaced with the median value of 
neighbouring motion vectors. In order to implement a generalised median filtering of vectors, 
a fast implementation of generalised median filtering is applied [22]. Because of the variable 
size of motion blocks the motion vector are at this point selected on a pixel basis (1 motion 
vector per 1 pixel of the tracked object). 
An example of smoothened motion filed is presented in Figure 5. Isolated motion vectors are 
smoothened in the areas that mostly correspond to the object boundaries, since the blocks 
from motion compensation do not correspond to actual objects. Such smoothened motion 
vector fields are used for both forward and backward motion and in the reminder of this paper 
the processed motion vectors are simply called the motion vectors. 
 
  
a) Before processing b) After processing 
Figure 5 Adaptive smoothing for noisy motion vectors. 
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After the target is selected in the first frame the object trajectories are computed only for 
selected frame region, in order to minimise the complexity. First the motion vectors of P1 
frame are decoded and processed in order to provide the tracking vectors for the first frame. 
The P1 frame motion vectors are projected to I0 and their averaged, scaled and reversed values 
that cover the selected object area are used further.  
The area that is occupied by the selected object can cover several blocks from the compressed 
domain (including partial covering). In H.264/AVC video coding the motion block can be of 
size 4 × 4 to 16 × 16. For each block that is covered by the object the motion vectors are used. 
In this procedure the irregular block sizes are taken into account when the dominant direction 
of the object is decided.  
In P frames all motion vectors point backwards. Similarly, in B frames some blocks can be 
predicted from backwards only. For forward tracking the motion vectors for such motion 
blocks have to be changed to the opposite direction. For the sake of simplicity, for both P and 
B frame blocks that are predicted form previous frames, the motion vectors are mvP. For 
currently tracked block in an inter coded frame the tracking motion vector mvτ can be 
designated as a vector with opposite sign of the motion vector of current block as: 
 mvτ = - mvP / ΔT, (1) 
where ΔT is the absolute distance between the current frame and its reference frame that is 
used to rescale the components of the motion vector. This rescaling is needed because the 
tracking motion vectors correspond to the frame-by-frame trajectories while the distance 
between the current and reference frame can be larger. 
In a similar way, for blocks from B frames that are predicted from the future frames only 
(described by motion vector mvB), the tracking motion vector is computed as: 
 mvτ = mvB / ΔT, (2) 
where ΔT has the same meaning as in (1). 
For bi-directionally predicted blocks from the B frames, the tracking motion vector is 
computed as the average of the forward and backward motion vectors: 
 mvτ = (- mvP + mvB) / ΔT. (3) 
In a case where the object changes its size the search region around it is also considered. The 
motion vectors around the first time selected target are also evaluated after motion vector 
processing. If they values is close to the motion vectors in the original selected area and 
different from the other surrounding motion values, the window size is increased. The 
window encloses the region with motion vectors having the values close to the expected 
values that are more likely in the centre of the originally selected window. 
Similarly for objects that decrease in the size, if the motion vectors have zero value in the 
target region near the border after median filtering, the target is considered to be small. So 
window encloses only that part of the selected area that show the motion vectors with some 
definite values. The examples of obejct resizing are shown in Figure 6. 
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0 0 1 0 0 
1 0 1 1 0 
0 5 6 6 0 
1 5 5 6 1 
1 5 7 6 1 
0 0 -1 -1 1 
0 0 0 0 0 
 
0 0 1 0 0 
1 5 4 5 0 
0 5 6 6 0 
1 5 5 6 1 
1 5 7 6 1 
0 5 4 4 1 
1 1 1 0 -1 
 
0 0 1 0 0 
1 5 4 5 0 
0 5 6 6 0 
1 5 5 6 1 
1 5 7 6 1 
0 5 4 4 1 
1 1 1 0 -1 
 
a) Original target window (red 
regions are in the targeted 
window 3 × 3) 
b) After some q frames, (red 
regions are in the targeted 
window) 
b) After window size 
rescaling (red regions is 5 × 3) 
Figure 6 Adaptive object resizing based on motion vector values. 
 
In a case where some of the blocks, but not all, at the current object position are intra coded, 
only the motion vectors related to inter coded areas are used. In a case where all the blocks 
are intra coded, motion vectors from the previous frame are used. The proposed algorithm 
works well in the case where more than a half of the area of tracked object consists of inter 
coded blocks. If the area of the tracked object is mostly covered by intra coded block the 
accuracy of tracking is less efficient that can lead to missing the real trajectories. 
For inter coded frames, that are not the first frame, the reverse motion vectors from previous 
inter frame are used for tracking. For example, in the sequence I0P1P2P3I1P4, the reversed 
motion vectors of P3 will be used for I1 frame. After the tracking vectors are computed for all 
blocks in the selected tracking object, actual estimated trajectory of the object is obtained by 
averaging motion field of the tacked region in order to additionally suppress the irregularities 
of the vector field caused by the presence of outliers. 
 
4. Experiments 
 
The proposed method for object tracking in the compressed surveillance videos is applied on 
popular test sequences such as: “Cartrack” [23], “Coastguard” [24] and “Walk” [25]. These 
sequences represent different surveillance scenarios and comprise different object 
movements, which thoroughly assess the efficiency of tracking algorithms. The performance 
of the proposed method is evaluated for different resolution levels - the QCIF (176 × 144) and 
CIF (352 × 288) formats. In the “Cartrack” sequence, the objective is to track the cars that are 
changing in both scale and direction. The main difficulty for tracking in this sequence is the 
light illumination change that effects the prediction of the real object motion. In the 
“Coastguard” sequence, the boat needs to be tracked having fairly linear motion. Camera 
motion and background movements are the two the most important factors which influence 
the tracking in this case. In the “Walk” sequence the moving object are people that move 
linearly. In all experiments the target object is a rectangular object, although the proposed 
algorithm can be applied to the objects of any shape. The test videos have been encoded using 
standard SVC encoder, a publicly available reference software (JSVM, [26]). The motion 
extraction for tracking purposes has been implemented without any restriction on differnt 
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motion modes and motion block sizes used in H.264/AVC and SVC. Therefore it is fully 
compatible with all standard coding options. 
Firstly, the compressed domain tracking is evaluated for single layer coding for the highest 
resolution of the test sequences. Tracking performance is found to be different in each 
scenario. Representative visual examples of object tracking in the test sequences are presented 
in Figures 5-7. Evaluation of the tracking is given in Figure 10.  
For the “Walk” sequence the linear motion of people is successfully tracked in subsequent 
frames. Although motion of non-rigid objects is to be tracked since there is no camera motion 
or intra coded blocks, motion vectors do represent the true motion. As shown in Figure 7, the 
people walking are tracked with sufficient accuracy. 
For tracking of car in the “Cartrack” test sequence, Figure 8, light illumination and shadows 
contribute to resultant motion vectors that reduce the reliability of local object’s motion 
representation. Similarly, change in object direction and shape further makes the tracking 
more difficult. Thus, the algorithm shows less accuracy in tracking longer sequence when 
compared to the “Walk” sequence. Applying thresholds to minimize the effects of shape and 
direction changes improves the tracking performance. 
Examples of the tracking in the “Coastguard” test sequence are shown in Figure 9. In this 
sequence the linear motion of the boat in the sea is easily tracked with good accuracy until the 
appearance of big ship behind the target boat. It is observed that if averaging of motion vector 
is used the obtained object trajectories suddenly change due to background movements and 
camera motion. Therefore, the tracking window is misguided as shown in Figure 9 (c). At this 
point the camera is moved in opposite direction, to cope with this situation the motion vector 
field orientation is also inverted. When the motion vector smoothening is used the tracking is 
corrected Figure 9 (d). This approach is used in all other examples tested here. 
    
(a) Frame 1 (b) Frame 32 (c) Frame 74 (d) Frame 100 
Figure 7 Tracking results the "Walk" sequence. 
 
    
(a) Frame 1 (b) Frame 40 (c) Frame 82 (d) Frame 100 
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Figure 8 Tracking results the "Cartrack" sequence. 
 
    
(a) Frame 1 (b) Frame 64 (c) Incorrect tracking. (d) Correct tracking 
Figure 9 Tracking results the "Coastguard" sequence. 
 
 
Figure 10 Reliability of motion vectors in the three test sequences. 
 
For all 3 sequences, the reliability of motion vectors is plotted against the frame number in 
Figure 10. For the "Coastguard" sequence the camera motion adds its effect to the motion 
vectors indicated by a significant change in the motion vectors magnitude and direction. 
Hence tracker distracts at this stage. Similarly for the “Cartrack” and “Walk” sequences the 
reliability is almost a linear function with very high accuracy (more than 90 %).  
In the following experiment, the tracking algorithm is evaluated for different temporal and 
spatial resolutions in videos encoded in single layer mode. The percentage accuracy (A), i.e 
the percentage success rate, is calculated by:  
 A = (1 – M / N) ⋅ 100 %,  
where N is the total number of target pixels in tracking window and M are the pixels being not 
tracked correctly.  
  13 
 
 
 
Figure 11 Comparison of results in sequences using different spatial resolutions. 
 
By using higher spatial resolution frames more accurate results are obtained as shown in 
Figure 11. It is observed that the tracking accuracy is improved in the case of CIF when 
compared to the results in QCIF sequences. The average accuracy for the “Cartrack” sequence 
in QCIF case is 80.2 % while for the CIF case is 83 %. 
Furthermore, the tracking algorithm is evaluated for different layers of scalable videos. 
Available bit streams are described in Table 1. 
 
Source Frame Rate Out GOP Structure 
Spatial 
Level 
Tempora
l Level 
QCIF 15 Hz I0P1B2P2B5P3… 0 1 
 7.5 Hz I0P1P2P3 … 0 0 
CIF 30 Hz I0P1B1B2B3P2 B4B5B6… 
1 2 
 15 Hz I0P1B2P2B5P3… 1 1 
 7.5 Hz I0P1P2P3 … 1 0 
Table 1 Spatial and temporal layers in combined spatio-temporal scalability. 
 
The motion vectors are extracted for QCIF at 15 Hz (Layer 0) and for CIF at 30 Hz (Layer 1) 
from the scalable data streams of each test sequence. The results of the tracking are displayed 
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in Figure 12. It can be observed that the object trajectory estimation is in most cases more 
accurate in enhancement layers as compared to the base layer. Due to higher resolutions in 
enhancement layers the processing time also increases. 
 
 
(a) 
 
(b) 
Figure 12 Tracking results for the selected sequences in the scalable coding mode a) Layer 0 
(QCIF, 15 Hz); b) Layer 1 (CIF 30 Hz). 
The precision (positive predictive value) and recall (sensitivity) for the QCIF and CIF 
sequences are also measured for 50 frames. The precision (P) describes the fraction of 
detections that are actually centeroids of the tracked objects. Recall or sensitivity (R) is the 
percentage of the correctly detected object points. Similarly, the F-measure (F) is calculated 
as the harmonic mean of the precision and recall values. Higher F-measures represents 
maximum precision and recall and is defined as: 
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 F = 2 ⋅ P ⋅ R / (P + R).  
Higher F-measure values are observed for sequences with higher resolution. In the upper half 
of the Table 2, only P frames are used for QCIF resolution resulting in satisfactory results. 
Using higher resolution fractionally improves the results since the compressed streams do not 
differ much. For “Walk” and “Coastguard” sequences higher F-measures are obtained 
compared to the “Cartrack” sequence results because of challenges observed in the previous 
section.  
 
Sequence Resolution Frames P R F 
Walk QCIF P 0.942 0.820 0.876 
Coastguard QCIF P 0.910 0.850 0.878 
Cartrack QCIF P 0.802 0.740 0.769 
Walk CIF P and B 0.972 0.832 0.896 
Coastguard CIF P and B 0.935 0.861 0.878 
Cartrack CIF P and B 0.830 0.750 0.788 
Table 2 Calculated precision, recall and F-measure for sequences encoded in single layer 
coding mode. 
The average computation time for proposed SVC tracking algorithm is 15 ms/frame using 
Intel Pentium 4 CPU, 1.9 GHz processor. The SVC tracking algorithm is compared with 
Scale-Invariant Feature Transform (SIFT) method [15], which is robust to image translation, 
scaling, rotation and partial illumination changes. The SVC tracking is compared also with 
model-based tracking using background subtraction followed by the Kalman filtering. The 
method initially computes the model of the car by background subtraction and detects the 
changes. Then it tracks the car estimating the state parameters of the Kalman filter. The 
constraints of this algorithm include constant background and a distinct object colour when 
compared to the background. 
For “Cartrack” sequence, the tracking accuracy of the SIFT and Kalman based algorithm is 
quite high as depicted in Figure 13. However, these algorithms require significantly more 
computation time than the SVC tracking. The calculated time for SIFT and Kalman based 
algorithm is 180 ms/frame and 155 ms/frame respectively. For the “Cartrack” sequence the 
numeric calculated values of precision and recall for 100 frames are given in Table 3. The 
SVC tracking is not fully optimised since the motion vectors obtained from JSVM decoder 
(C++) are processed in Matlab. Still, it is more than 10 times faster than the conventional 
tracking algorithms. Using more efficient implementation of the SVC tracker, much more 
efficient results, in terms of complexity, can be achieved.  
The numeric values of precision and recall for these methods using 100 frames are calculated 
and the average values are summarised in Table 3. The precision and recall values are fairly 
close for all algorithms. 
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 SVC tracking 
 
 SIFT 
 
 Kalaman 
 
Figure 13 Graph for comparison of the SIFT and Kalman with SVC tracking for the 
"Cartrack" test sequence. 
 
Algorithm P R F 
Kalman 0.903 0.845 0.872 
SIFT 0.885 0.815 0.850 
SVC tracking 0.831 0.750 0.788 
Table 3 Comparison of SIFT, Kalman and the SVC tracking. 
 
5. Conclusions 
 
This paper brings a novel approach to analysis of surveillance videos by efficient utilisation 
of the compressed domain features of the H.264/AVC and SVC bit streams. By exploiting the 
embedded motion information from different coding layers a low processing complexity of 
the object-tracking task in surveillance videos can be achieved. The presented algorithm 
follows the trajectory of video objects by using motion vectors extracted directly from the bit 
stream. The results show good tracking precision when compared to the standard algorithms 
in uncompressed domain. However, the low computational complexity enables fast 
processing time, thus making this algorithm suitable for real time analysis scenarios. Finally, 
the algorithm is not object specific since different kind of objects can be tracked in a variety 
of environments. In real scenarios, the task of object tracking becomes complex due to 
occlusions, noise, varying motion and other problems addressed with various tracking 
algorithms. This work can be extended to track objects in intra-coded blocks and to handle 
occlusions. In order to achieve a more robust and reliable tracking system, a new coding 
paradigm can be used, where the motion for compression is guided by pre-coding analysis in 
order to embed motion more suitable for tracking to the compressed bit-streams. 
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