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We show that the central finite difference formula for the first and the second derivaxtive of a
function can be derived, in the context of quantum mechanics, as matrix elements of the momentum
and kinetic energy operators using, as a basis set, the discrete coordinate eigenkets |xn〉 defined on
the uniform grid xn = na. Simple closed form expressions of the matrix elements are obtained start-
ing from integrals involving the canonical commutation rule. A detailed analysis of the convergence
toward the continuum limit with respect to both the grid spacing and the approximation order is
presented. It is shown that the convergence from below of the eigenvalues in electronic structure
calculations is an intrinsic feature of the finite difference method.
I. INTRODUCTION
The last decade has witnessed a growing interest in
electronic structure computational schemes[1–5] based
on the real-space finite difference representation of both
the momentum and kinetic energy operators. The main
advantage of the method when applied to either the
Schro¨dinger or the DFT Kohn and Sham equations[6],
particularly within the pseudopotential density func-
tional theory[7], is the highly local structure of the rel-
evant matrices. This feature allows for both a sig-
nificant reduction of computer memory and for the
use of efficient parallel algorithms [8] paving the way
toward grid-based linear scaling methods. Ab initio
electronic structure[2, 7, 9–11] and molecular dynamics
codes[12] have successfully been implemented and tested.
Moreover, adaptive mesh refinements[13] and multigrid
strategies[14] can be used for gaining local resolution
only where it is needed. Finally, it is worth mention-
ing that the finite difference method is also a very good
conceptual[15] and practical[16, 17] tool for the study of
electric current flow in nanodevices.
Other electronic structure computational methods
closely related to real space grids are finite elements
schemes[18], discrete variable representations[19], La-
grange meshes[20], nonorthogonal generalized Wannier
functions[21], and wavelets[22, 23]. All these methods
have in common a real space grid whose points are asso-
ciated to localized basis functions[24]. As such, it seems
that there is not connection between this class of meth-
ods and finite differences. We shall show in the following
that indeed there is a link when the continuum limit in
the finite differences is approached.
For entering the core of the problem discussed here, let
∗Electronic address: fabio.trani@unina.it
us briefly recall how the finite difference method works.
The starting point is the choice of the way in which the
kinetic energy operator is represented on a discretized
space. Let us consider a one dimensional grid (the ex-
tension to two and three dimensional Cartesian grids is
trivial) made of N + 1 equally spaced points defined by
xn = na with n = 0, 1.., N . The lowest-order approxima-
tion to the second derivative is obtained considering only
three grid points xn+1, xn and xn−1. With a Taylor se-
ries it is easy to see that the lowest order approximation
of second derivative at xn is given by
d2ψ(xn)
dx2
≈
1
a2
[ψ(xn−1)− 2ψ(xn) + ψ(xn+1)] . (1)
Higher order expressions involving wave function val-
ues at xn±m can be obtained by means of specific
algorithms[25]. In general, a finite difference represen-
tation of the second derivative takes the form
d2ψ(xn)
dx2
≈
M∑
m=−M
Cmψ(xn+m), (2)
where the integer number M , which we define as the
representation order, controls the accuracy. Whichever
method is used for determining the coefficients Cm, it is
clear that the kinetic energy representation induced by
Eq. (2) does not apparently have an explicit basis set.
In other words, although the Cm can formally be viewed
as the entries of the kinetic energy matrix, it is not at all
clear whether or not there exists an underlying basis set.
This is, in our opinion, an interesting and fertile point
that has not been discussed in the literature.
A further point is represented by the convergence prop-
erties toward the continuous space, that is, the limit of
vanishing grid spacing. For instance, practical finite dif-
ference DFT electronic structure calculations show that
the total energy converges from below with respect to
both the grid spacing and the order M [2, 26, 27]. It is
2generally believed that this is an important limitation
preventing from developing convergence schemes.
The core of this work is first of all to show that the fi-
nite difference method has discrete coordinate eigenkets
as the underlying basis set. We obtain this result by
explicitly constructing the matrix elements of both the
linear momentum and kinetic energy operators. Interest-
ingly, the unique starting point of the derivation is the
use of integrals involving the canonical commutations be-
tween the operators x̂ and p̂. In a way, we leave to the
quantum mechanics rules the determination of the op-
timal matrix elements. We show that it is possible to
obtain simple analytical expressions for the matrix ele-
ments so that their convergence towards the continuum
limit and the connection with other real space methods
can be discussed in detail. The theory is complemented
with some explanatory numerical examples.
II. THE MOMENTUM OPERATOR
Let us associate to each grid point xn the ket |xn〉
which we assume to be an eigenket of the position oper-
ator xˆ. This means that
〈xm|xˆ|xn〉 = xnδm,n. (3)
Any state defined on this discretized space can be written
as
|ψ〉 =
∑
n
φn |xn〉 . (4)
Although it is not strictly necessary for the present dis-
cussion, we can notice here that the numbers φn in Eq.
(4) are the values of the wave function ψ(x) on the grid
points xn.
A grid representation of the momentum operator is
given by
〈xn| pˆ |f〉 = −i~
M∑
m=−M
Wm 〈xn+m |f〉 , (5)
where |f〉 is a generic ket. The real numbers Wm are the
momentum matrix elements. For a given M there are
2M +1 grid points over which the Wm are different from
zero. This means that the set of Wm depends onM . For
indicating explicitly this dependence, we write, from now
on, W
(M)
m and call M the representation order. Taking
|f〉 = |xl〉, from Eq. (5) we have
〈xn| pˆ |xl〉 = −i~
M∑
m=−M
W (M)m δn+m,l = −i~W
(M)
l−n , (6)
where −M ≤ l − n ≤ M . Since we want an Hermitian
matrix representing pˆ, we must require
W
(M)
−m = −W
(M)
m , (7)
and this implies that W
(M)
0 = 0. Additional conditions
necessary for determining W
(M)
m can be derived starting
from integrals involving the canonical commutation
[xˆ, pˆ] = i~Iˆ. (8)
With continuum position eigenkets it is known that∫
〈x′| [xˆ, pˆ] |x′′〉 dx′′ = i~. (9)
The discrete analog of Eq. (9) is obtained by calculating
the matrix elements 〈xn| [xˆ, pˆ] |xn+m〉 and summing on
m. Using Eq. (6) we have
M∑
m=−M
〈xn| [xˆ, pˆ] |xn+m〉 = i~a
M∑
m=−M
mW (M)m . (10)
It follows that if we want that Eq. (10) gives exactly the
same result as Eq. (9), the matrix elements W
(M)
m must
satisfy the equation
M∑
m=1
mW (M)m =
1
2a
, (11)
where we have used Eq. (7) for limiting the sum to
positive m. Equation (11) is just enough for determin-
ing W
(M)
m with M = 1. Indeed, one immediately gets
W
(1)
±1 = ±1/2a which are exactly the central difference
weights for the lowest order first derivative. This an in-
teresting intermediate result. However, the issue now is
to show how the most general case of M > 1 can be
handled, that is, how we can generate the necessary ad-
ditional equations. Since multiple commutators of the
type [xˆ, [xˆ, . . . , [xˆ, pˆ]]] are all zero, we have∫
〈x′| [xˆ, [xˆ, . . . , [xˆ, pˆ]]] |x′′〉 dx′′ = 0. (12)
In analogy with Eqs. (9) and (10), the discretization of
this equation leads us to
M∑
m=−M
〈xn| [xˆ, [xˆ, . . . , [xˆ, pˆ]]] |xn+m〉 =
M∑
m=−M
msW (M)m = 0
(13)
where s is the number of times xˆ appears in the multiple
commutator. Using Eq. (7) it is easy to see that Eq. (13)
is identically satisfied when s is even. We are therefore
left with
M∑
m=1
m2l+1W (M)m = 0 where l = 1, . . .M − 1. (14)
For a given M , the set of Eqs. (14) and (11) can be
solved. The final result is
W (M)m =
1
2amΩ(M,m)
, (15)
3where we have defined
Ω(M,m) =
M∏
l=1
l 6=m
[
1−
(m
l
)2]
. (16)
The momentum matrix elements are
〈xn| pˆ |xn+m〉 =
 0 if m = 0−i~
2amΩ (M,m)
if m 6= 0
(17)
The numerical values of Eq. (17) are identical to those
obtained for the first derivative central finite difference
weights using the algorithm discussed in Ref.[25]. It is
useful for the following to calculate the limit of Eq. (16)
when M →∞. The result is extraordinarily simple
Ω(∞,m) =
(−1)m+1
2
, (18)
from which we immediately have
〈xn| pˆ |xn+m〉 =
{
0 if m = 0
i~(−1)m
am
if m 6= 0
(19)
The actual meaning and implications of this result will
be discussed in the next section.
Before closing this section, it may be useful to sum-
marize the main points. The quantum mechanical ’rules’
expressed in Eq. (9) and (12) have guided us to the
simple closed form expression (15) of the weights W
(M)
m .
Since our derivation has been built on the basis set |xn〉,
we have indirectly proved that this is the basis set of the
finite difference scheme.
III. THE KINETIC ENERGY OPERATOR
We now derive an expression for the kinetic energy ma-
trix elements following steps that are similar to what we
have done for the linear momentum. The kinetic energy
can be defined as
〈xn| Tˆ |f〉 = −
~
2
2µ
M∑
l=−M
l 6=0
C
(M)
l (〈xn+l |f〉 − 〈xn |f〉) .
(20)
From Eq. (20) and the orthogonality of the set |xn〉 it is
easy to see that
〈xn|Tˆ |xn+m〉 =
~
2
2µ

−C
(M)
m if m 6= 0
M∑
l=−M
l 6=0
C
(M)
l if m = 0
(21)
The coefficients C
(M)
m in Eq. (21) can be related to
W
(M)
m taking the matrix elements of pˆ =
µ
i~
[
xˆ, Tˆ
]
on the
basis |xn〉. The final result is
C(M)m =
2W
(M)
m
am
. (22)
Inserting Eq. (22) into Eq. (21) we finally have
〈xn| Tˆ |xn+m〉 =
~
2
2µa2

−1
m2Ω(M,m)
if m 6= 0
M∑
l=1
2
l2Ω(M, l)
if m = 0
(23)
Eq. (23) gives a closed form expression for the kinetic
energy valid to all orders M . The advantage of having
an analytical expression of the matrix elements is not
only the simplicity with which they can be generated
in an electronic structure computer code, but also the
possibility of easily looking at their behavior when the
representation order M is very large. Indeed, from Eq.
(18) it is easy to see that whenM →∞ Eq. (23) becomes
〈xn| Tˆ |xn+m〉 =
~
2
2µa2

2(−1)m
m2
if m 6= 0
pi2
3
if m = 0
(24)
It should be noted that although Eq. (24) is strictly
valid only for a grid made of an infinite number of points,
it is nevertheless an interesting results because it estab-
lishes a connection between finite difference and pseu-
dospectral methods[24, 28]. It is worth recalling that
in a pseudospectral method the wave function is written
as[24]
ψ(x) =
∑
n
anCn(x), (25)
where the basis Cn(x) has the cardinal property
Cn(xm) = δm,n. (26)
Because of this property, Eq. (25) becomes
ψ(x) =
∑
n
ψ(xn)Cn(x). (27)
Although there is a similarity between Eqs. (27) and (4),
it should be observed that while in the former the basis
and the wave function are defined in a continuous space,
in the latter they are defined only on the grid points. In
a way we can say that Eq. (27) is the continuum space
extension of Eq. (4).
Let us now calculate the matrix elements of the kinetic
energy operator Tˆ = − ~
2
2µ
d2
dx2
on the sinc (also known as
Whittaker cardinal) functions
sinc(x− xn) =
sin (pi(x − xn)/a)
pi(x− xn)/a
. (28)
4It is quite interesting that the result of this calculation[24,
28] is exactly Eq. (24). In a similar way, it is possible
to show that the momentum matrix elements between
sinc functions are given by Eq. (19). We therefore see
that the connection between the finite difference and the
pseudospectral methods goes through the infinite order
limit M →∞.
IV. THE CONVERGENCE TOWARDS THE
CONTINUOUS SPACE
For having more insights on the convergence properties
with respect to M it is necessary to give a sense to the
limit M → ∞ on a space grid made of a finite number
of points. As it is well known in solid state theory, an
effective way of constructing an infinite lattice out of a
finite one is that of taking periodic replicas. We can use
exactly the same idea by taking periodic replicas of a grid
of length L = Na. In this way the limit M → ∞ has a
precise meaning.
On a replicated grid we need to impose periodic bound-
ary conditions. We shall see in a moment that this choice
is particularly useful because it allows the analytical cal-
culation of both the momentum and the kinetic energy
eigenvalues. Let us show this for the momentum matrix.
The eigenvalue equation is
M∑
m=−M
〈xn|pˆ|xn+m〉 〈xn+m |k〉 = p 〈xn |k〉 , (29)
where we have indicated with 〈xn|k〉 the momentum
eigenvectors on the grid. It is a simple matter to ver-
ify that Eq. (29) can be solved with
〈xn |k〉 = e
−ikxn . (30)
The wave vector k is selected imposing the periodic
boundary condition 〈xn+N |k〉 = 〈xn |k〉 giving the well
known result
kν =
2piν
L
with ν = 0, 1, 2 . . .N − 1 (31)
where L = Na is the grid length. Inserting Eq. (30) into
Eq. (29) and using Eq. (15) we have the eigenvalues
pν =
~
a
M∑
m=1
sin (xmkν)
mΩ(M,m)
. (32)
The simple structure of Eq. (32) allows us to study in de-
tail the convergence towards the continuum with respect
to both the representation order M and the grid spacing
a. However, before doing that, let us also see what we ob-
tain for the kinetic energy. From an eigenvalue equation
similar to Eq. (29) we get
εν =
~
2
2µa2
M∑
m=1
4
m2Ω(M,m)
sin2
(
xmkν
2
)
. (33)
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FIG. 1: (Color online) The correction ∆ as defined in Eq.
(36) for the momentum and Eq. (39) for the kinetic energy
as a function of M .
We are now ready to take the limit M → ∞. For the
momentum we must use Eqs. (32) and (18). The result
is
pν =
~
a
∞∑
m=1
2 (−1)
m+1
m
sin (xmkν) = ~kν . (34)
This is quite interesting: it tell us that with a fixed grid
spacing a, the linear momentum gets exactly the values
one would expect for a free particle on a lattice of length
L = Na with periodic boundary conditions. The type of
convergence behind Eq. (34) can be better appreciated
by computing the power series of Eq. (32) with respect
to the grid spacing a. A lengthy calculation in which we
retain, for each order M , the first non vanishing terms
gives
pν = ~kν
[
1− (kνa)
2M ∆p(M) + . . .
]
(35)
where
∆p(M) =
2(M + 1)
(2M + 2)!
∣∣∣∣∣
M∑
m=1
m2M
Ω(M,m)
∣∣∣∣∣ . (36)
It should be noted that since ∆p(M) is always positive,
Eq. (35) shows that the convergence to the exact mo-
mentum is from below.
The limit M → ∞ for the kinetic energy is easily ob-
tained from Eqs. (33) and (18). The result is
εν =
~
2
2µa2
∞∑
m=1
4 (−1)
m+1
m2
sin2 (xmkν) =
~
2k2ν
2µ
. (37)
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FIG. 2: (Color online) Convergence of the eigenvalues of the
one dimensional Schro¨dinger equation discussed in the text
versus the number of grid points. The inset shows the eigen-
values sum.
Again, we get the exact kinetic energy of a free particle on
a lattice with periodic boundary conditions.. In analogy
with Eq. (35), a power series of Eq. (33) leads to
εν =
~
2k2ν
2µ
[
1− (kνa)
2M
∆ε(M) . . .
]
, (38)
where we have defined
∆ǫ(M) =
2
(2M + 2)!
∣∣∣∣∣
M∑
m=1
m2M
Ω(M,m)
∣∣∣∣∣ . (39)
The same conclusions we have drawn for the momentum
hold in this case. In particular, it is worth stressing the
convergence from below which plays an important role in
electronic structure calculations.
To give a hint on how small the the relative error ∆
are, we show in Fig. 1 a plot of Eqs. (36) and (39) as
a function of M . It can be seen from this figure that ∆
quickly goes down so that one would expect that in a
practical numerical calculation there should be no need
of using values of M larger than about 6÷ 8. This is im-
portant because keeping a banded kinetic energy matrix
is a prerequisite for a fast calculation.
V. NUMERICAL EXAMPLES
The convergence properties discussed in the previ-
ous section are here verified on two very different nu-
merical examples. The first one is the one dimen-
sional Schro¨dinger equation with the potential V (x) =
−U0/cosh
2(αx) for which an exact analytical solution is
available[29]. Choosing U0 = −21.0Ry and α = 1.4, it
can be seen that the bound states are just three.
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FIG. 3: (Color online) Convergence of the eigenvalues of the
one dimensional Schro¨dinger equation discussed in the text
versus the representation order M .
Using the kinetic energy matrix elements of Eq. (23),
we have numerically calculated the three eigenvalues
changing both M and N . The convergence towards the
exact eigenvalues on changing N is shown in Fig. 2 while
that obtained on changing M is shown in Fig. 3. More-
over, in the inset of Fig. 2 we also show the convergence
of the eigenvalues sum. The data in Fig. 2 show that a
monotonic convergence from below is recovered only for
sufficiently large N . On the contrary, as shown in Fig.
3, the convergence with respect to M is fully monotonic.
The difference is due to the way the potential contributes
to the final result. In Fig. 2 we change the grid spacing
so that the potential is sampled differently for each N
whereas in Fig. 3 we are only changing the representa-
tion order in the kinetic energy matrix. The convergence
from below shown in Fig. 3 is consistent with the data
of Fig. 1.
The second numerical example we have analyzed is
that of a DFT calculation of the ground state of a C2
molecule. The calculations have been performed using
the finite difference pseudopotential method developed
by Chelikowsky et al[7]. In Fig.4 we show the conver-
gence of the total energies with respect to the represen-
tation order M while in Fig.5 we show the convergence
versus the grid spacing. In both the cases the conver-
gence from below due to the kinetic energy is quite ev-
ident. Despite the enormous difference in the compu-
tational complexity with respect to the one dimensional
case, the general trends are similar.
A last example is here reported to evaluate, in bulk sil-
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FIG. 4: (Color online) Convergence of the total energy of a
C2 molecule versus the representation order M with a grid
spacing a = 0.32 atomic units.
icon, the convergence properties of the total energy with
respect to the grid spacing and the representation order.
We used Octopus scientific code to perform DFT real
space calculations[10]. A 2x2x2 Monkhorst Pack grid was
adopted to perform integrations over the first Brillouin
zone, together with a Perdew-Zunger LDA exchange-
correlation functional, and a 8-atom cubic conventional
cell, with a lattice constant fixed at 10.3 a.u. The to-
tal energy was evaluated on changing the representation
order and the grid spacing, each time redoing the selfcon-
sistent procedure. The convergence of the total energy
with respect to the grid spacing, for several values of M ,
is reported in figure 6. The scaling is qualitatively simi-
lar to the example illustrated in the previous section, and
the results discussed above are confirmed. Even in this
case, the convergence is from below. The total energy is
fully monotonic with respect to the representation order
(at fixed grid spacing), and shows a striking similarity to
figure 4 (for this reason the graph is not reported here).
Instead, as reported in figure 6, the convergence is always
from below, but with oscillating features, when the grid
spacing decreases at a fixed value ofM . It is worth notic-
ing that a higher representation order leads to a faster
convergence with respect to the grid spacing. A tradeoff,
in terms of computational time, has to be found between
representation order and grid spacing. However, the use
of a high value of M is surely convenient. The default
value chosen by the code for the representation order is
M = 4.
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FIG. 5: (Color online) Convergence of the total energy of a
C2 molecule versus the grid spacing for different values of the
representation order M .
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FIG. 6: (Color online) Convergence of the total energy of
bulk silicon versus the grid spacing, for several values of the
representation order.
VI. CONCLUSIONS
With this work we have made an attempt of resolv-
ing two main misconceptions related to finite difference
electronic structure calculations. The first is that it is
not really true that a finite difference representation has
not a basis set and the second is that the anti variational
behavior is not a limitation of the method.
7The proof that a basis set does exist has been a con-
structive one in the sense that we have derived explicit
expressions for the momentum and kinetic energy matrix
elements showing that they are identical to the central fi-
nite difference weights of the first and second derivatives.
The convergence from below has been fully character-
ized calculating the momentum and kinetic energy eigen-
values using periodic boundary conditions. We have de-
rived for both the operators two formulas, Eqs. (36) and
(39), that we think can be useful for developing conver-
gence criteria. We hope to have made clear that the anti
variational behavior is an intrinsic feature of finite dif-
ference method intimately connected to the fact for each
couple of the integer number N andM one has a different
representation of the operators.
An important point of this work is that the continuum
momentum and kinetic energies can be obtained with
two different limits. The first one is obtained taking the
limit of large values of M , the representation order, with
a fixed grid spacing. This limit, taken on a finite grid,
has a meaning only when periodic boundary conditions
are imposed. The exact linear momentum and kinetic
energy of a free particle on a lattice are recovered. The
second limit consists in sending the grid spacing to zero
while keepingM unchanged. We have shown that also in
this case the continuum momentum and kinetic energy
are recovered.
A concluding remark may be that the above result may
be useful for reviewing, from a different perspective, the
quantum mechanics in a discretized space.
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