This work reviews recent developments in the use of magnetic susceptibility contrast for human MRI, with a focus on the study of brain anatomy. The increase in susceptibility contrast with modern high field scanners has led to novel applications and insights into the sources and mechanism contributing to this contrast in brain tissues. Dedicated experiments have demonstrated that in most of healthy brain, iron and myelin dominate tissue susceptibility variations, although their relative contribution varies substantially. Local variations in these compounds can affect both amplitude and frequency of the MRI signal. In white matter, the myelin sheath introduces an anisotropic susceptibility that has distinct effects on the water compartments inside the axons, between the myelin sheath, and the axonal space, and renders their signals dependent on the angle between the axon and the magnetic field. This offers opportunities to derive tissue properties specific to these cellular compartments.
Introduction
One area of MRI that has seen rapid development in recent years is that of contrast based on magnetic susceptibility, which relates to the tendency of tissue to become magnetized by a magnetic field. In large part, this recent development has been catalyzed by the stronger contrast seen with high field systems (up to 9.4 T), which have become available for human MRI. This has resulted in novel ways to exploit and interpret susceptibility contrast, as well as in an improved spatial resolution. As a result, interesting findings have been reported in applications to the study of brain anatomy, which will be the focus of this review.
In biological tissues, susceptibility contrast arises from the subtle field perturbations generated by local variations in magnetic properties. After initially being avoided for its sensitivity to artifacts [1] , susceptibility contrast found application to the in vivo study of human brain starting around 1987 at fields as low as 0.15 T [2, 3] . Despite the low resolution (several mm) and poor sensitivity to magnetic susceptibility-induced field perturbations (detection limit around 1 ppm), the researchers at this time were able to detect brain abnormalities in a variety of brain pathologies, including stroke, trauma, and tumors. The observed contrast was attributed to paramagnetic effects from blood and its breakdown products.
Since this early work, there has been a steady increase in field strength and with it, an increase in the use of susceptibility contrast. Two important MRI developments followed shortly after the initial applications to brain pathology: bolus tracking based on an intravascular contrast agent with paramagnetic susceptibility [4] , and Blood Oxygen Level Dependent (BOLD) functional MRI [5] . The former method has been extensively used to characterize stroke and tumors in patients by studying perfusion in organs such as brain, prostate, liver, and breast by following the time course of passage of the intravenously injected Gadolinium or Dysprosium chelates through the vasculature [6, 7] . BOLD fMRI, based on subtle changes in blood susceptibility in response to changes in neuronal activity, has been used to study brain function and has greatly impacted the field of neuroscience [8] . Both bolus-tracking and BOLD fMRI extended the use of susceptibility contrast from purely anatomical characterization to provide functional information. Notable developments after this have been the use of susceptibility contrast to quantify tissue iron content (for review see [9] ) and image the vasculature [10, 11] , and the use of exogenous, iron oxide based contrast agents for cell tracking [12, 13] . Indeed, the exquisite sensitivity of susceptibility weighted imaging enabled the detection of single cells under certain conditions [14] .
Twenty-five years since the initial use of susceptibility contrast in human brain, at least forty scanners at 7 T and 9.4 T are in use worldwide, providing unprecedented opportunities for the study of tissue structure and function. In brain, resolutions of around 0.3 mm are possible, with sensitivities to field shifts down to a few ppb (Fig. 1) . This is allowing the visualization of fine anatomical detail [15] and subtle pathology [16] [17] [18] [19] . In addition, much progress has been made towards the interpretation of magnetic susceptibility contrast, facilitated by the stronger effects seen at high field. Importantly, the major contributing tissue constituents have been catalogued, and methods are being developed to quantify these through the calculation of susceptibility maps [20] [21] [22] . In human brain, a very recent finding has been the sensitivity to white matter microstructure and its orientation relative to the MRI magnetic field [23] [24] [25] , facilitating the identification of the brain's major fiber bundles and the distinction between cellular-scale water compartments [26] . These developments, which will be reviewed in more detail below, are likely to have significant impact on the study of brain anatomy in health and disease.
What is magnetic susceptibility?
Magnetic susceptibility can be loosely defined as the degree of magnetization in an object in response to a external magnetic field. As elegantly summarized in [27] , magnetization can originate from a number of mechanisms that involve nuclear and electron magnetization, and electron orbits. In brain tissues, the dominant mechanisms are the polarization of unpaired electrons (whose alignment with the applied field is called paramagnetism) and alteration in electron orbits (causing fields opposing the applied field, an effect known as Langevin diamagnetism). Electron orbits are also responsible for the well known nuclear shielding or chemical shift effect in NMR (Fig. 2) . Most ions, molecules and compounds naturally present in brain tissue do not have unpaired electrons and therefore exhibit diamagnetism. Notable exceptions are ferritin, hemosiderin, and deoxyhemoglobin, in which the spins of unpaired electrons result in a paramagnetic effect that overwhelms the Langevin diamagnetism. Similarly, exogenous contrast agents such as Gadolinium and Dysprosium chelates, and Iron oxides, have unpaired electrons and are paramagnetic.
An object that is placed in the magnetic field of an MRI system will become magnetized, resulting in a pattern of field changes that depends on object shape and orientation, and generally extends beyond the object's borders (Fig. 3a) . These field patterns can be Fig. 1 . Frequency contrast in the human brain, derived from susceptibility-weighted phase images. Earliest studies date back to the mid-eighties and were performed at a field strength of 0.15 T. (a) is an example of a brain tumor (arrows) which shows a distinct phase shift at its boundary (figure reproduced with permission from Young et al. [2] ). Much progress has been made since, using high field (7 T) and array detectors: (b) and (c) show examples of anatomical detail seen in normal brain. Banding and shading effects in (a) and (b) are due to macoscopic susceptibility variations (e.g. air tissue interfaces). Contrast in (b) and (c) is seen between grey and white matter, and between the major fiber bundles and surrounding white matter. Some cortical areas in (c) show laminar contrast. . These effects are known as nuclear shielding (or chemical shift) and Langevin diamagnetism respectively. In the presence of highly anisotropic molecules (e.g. those with long hydrocarbon chains), both effects can become anisotropic. Note: arrows emanating from electron (circle with symbol e) do not represent interaction with electron spin but rather with its orbit, which is dependent on the external magnetic field.
thought of as a convolution of an object's susceptibility distribution with the dipolar field pattern associated with a focal (pointsource) susceptibility shift. In NMR spectroscopy and MRI, these field changes are reflected in a shift of the resonance frequency (Df). In the example of elongated structures such as infinitely long cylinders, a resonance frequency shift Df is introduced that has a sin 2 h dependence on orientation (Fig. 3b) . Resonance frequency shifts have two major effects: first, they offer an opportunity to extract information about the magnetic properties of the object from the NMR signal; second, they may lead to undesired effects such as signal loss, spectral peak shifting and line broadening, and image distortions. The goal of susceptibility imaging with MRI is to exploit the former, while minimizing or accounting for effects of the latter. In the human body, this pattern of susceptibility-induced field changes can be highly complex, as the underlying magnetic properties vary over the atomic (sub-nanometer) scale. Considering the human body has on the order of 10 28 atoms, it becomes clear that fully resolving its magnetic structure is well beyond the capabilities of MRI. Nevertheless, as will be seen in the following, anatomically relevant macroscopic (supra-voxel scale) and microscopic (sub-voxel scale) information can be extracted with dedicated MRI experiments and analysis techniques.
Sensitization to magnetic susceptibility
While most MRI techniques have some sensitivity to signal loss and resonance frequency shifts resulting from magnetic susceptibility variations in the object, this sensitivity is particularly high for gradient echo (GRE) or free induction decay (FID) type acquisitions [28] . After signal excitation, this technique (Fig. 4) allows the signal to decay freely under the influence of a combination of T 2 (spin-spin coupling) and the spin coherence loss resulting from the susceptibility-induced field variations. The latter is generally indicated by T 0 2 (implicitly assuming a single exponential signal decay) and the combined effects of T 2 and T 0 2 are indicated by T
The simplest susceptibility-weighted technique samples the FID signal at a single time point (i.e. echo time TE) along the decay curve with a GRE readout (Fig. 4a) ; both amplitude and phase of this signal can then be extracted and interpreted. After correction of phase jumps and large scale effects from tissue/air interfaces and coil phase [15] , a reasonably accurate estimate of the local mean frequency can be made by dividing the phase by echo time (this assumes phase equals 0 at TE = 0). Alternatively, two time points (two TE's) can be measured and the instantaneous local frequency can be determined from the phase difference divided by the TE difference. Either approach is exquisitely sensitive, and can under favorable conditions (high field, optimized TE) lead to a precision of less than 1 ppb [15] . In the susceptibility literature, one area of confusion (to which the author of this article has contributed) has been inconsistent use of the sign of the frequency shift: it is recommended to follow the standard convention in which frequency increases (i.e. paramagnetic shifts) are given positive numbers (and bright image intensity).
As mentioned above, the signal level in the magnitude image of the FID technique is affected by both spin density and T Ã 2 effects. These can be separated by comparing the signal in images obtained at two TE's, providing a quantitative measure of T Ã 2 . Unfortunately, interpretation of these images may be difficult because T Ã 2 includes T 2 effects that may not reflect tissue magnetic susceptibility.
In recent years, it has become increasingly clear that in many tissues, T Ã 2 decay may not be mono-exponential [29] [30] [31] [32] , and single T Ã 2 or frequency values may incompletely or even incorrectly characterize the underlying tissue properties. A major contributor to these more complex relaxation characteristics may be restricted diffusion or water compartmentalization to e.g. intra-and extracellular or intra-and extravascular spaces (see below). Thus, it may be beneficial to more completely sample the FID decay curve, for example by spectroscopic imaging techniques such as MESSI and HiSS [33, 34] , which have been used previously to look at the effects of tissue compartmentalization on water relaxation characteristics. A practical implementation of this is the acquisition of multiple GRE signals with a single excitation (Fig. 4b) , which can then be analyzed to more fully characterize and quantify the underlying tissue properties. 
Extraction of quantitative measures of susceptibility
Although the title of this review ''MR susceptibility imaging'' suggests a rather specific technique, the actual information extracted from susceptibility-weighted signals can vary substantially. In addition to generating magnitude T
Á , phase and frequency images, it is possible to combine T Ã 2 -weighted and phase/frequency data into so-called SWI's (Susceptibility Weighted Images [11] ). SWI's provide a single measure for a voxel's frequency shift and distribution, an approach that has been found particularly useful for highlighting vascular structures [35] . A drawback of this method is that it may not allow the extraction of quantitative information in a straightforward manner.
An advantage of extracting parametric information such as T Ã 2 , R Ã 2 and frequency is that it eliminates or reduces confounds such as spin density, T 1 , and RF coil sensitivity variations. Thus, this information may provide a more robust and quantitative measure of the underlying tissue properties. For example, an important application of R Ã 2 images has been the quantification of tissue iron content [9] . In fact, R Ã 2 dependence on iron content has been shown to be approximately linear [36] .
Although the role of iron for brain development, homeostasis and function remains poorly understood, iron dysregulation has been recognized as a potential factor in a number of diseases [37, 38] . T Ã 2 contrast may provide a marker of tissue iron content with a sensitivity superior to T 1 and T 2 , in particular at high field. A drawback that all these contrast share is that they may be rather sensitive to the microscopic susceptibility distribution as well as effect of diffusion in the associated local field gradients [39, 40] . Additionally, R Ã 2 changes may be non-local due to the dipolar phase patterns associated with a focal susceptibility shift. Such dipolar patterns may result in magnetic field (and R Ã 2 ) changes outside an area of altered susceptibility. This non-local effect on R Ã 2 can be reduced by scanning at high spatial resolution.
Frequency information derived from susceptibility imaging may be quit valuable as it not only may allow extraction of quantitative tissue information, but also is sensitive to the direction of the local susceptibility shift, and therefore may allow distinguishing between diamagnetic or paramagnetic effects. In this regard, frequency information is complementary to R Ã 2 information derived from magnitude images. In human brain, frequency has been used in a number of applications, including the estimation of vascular oxygenation [41] [42] [43] , the distinction between hemorrhages and calcifications [44, 45] , and the estimation of tissue iron content [46] . A drawback of frequency information is that it only indirectly reflects an area's susceptibility shift as the associated field effects are generally non-local and depend on the area's shape and orientation. This can be overcome by conversion of frequency information into susceptibility maps.
Over the last few years, various methods have been developed to reconstruct tissue susceptibility distributions from frequency maps [20] [21] [22] [47] [48] [49] [50] . These susceptibility mapping methods would overcome some of the problems of frequency maps and resolve dependencies on shape and orientation. Most methods apply the Fourier filtering technique to calculate susceptibility from frequency [51, 52] , which in effect is a deconvolution of the dipolar phase patterns associated with point source susceptibility perturbations. Unfortunately, susceptibility methods are sensitive to noise amplification and streaking artifacts [20] , which can be mitigated by regularization [20, 53] , or the acquisition of frequency data at multiple head orientations [54] . Recent methods have shown excellent results relying only on single orientation data by incorporating a priori information [49, 55] or constraints on the smoothness of the frequency data [50] .
A caveat with all current susceptibility mapping methods is the implicit assumption that frequency maps closely reflect the underlying field distribution, which is not always the case (e.g. in white matter, see below). Future refinements undoubtedly will address this issue.
Contributors to magnetic susceptibility contrast in brain
Which compounds or molecules cause magnetic susceptibility variations in the brain? Among the main candidates are iron in deoxyhemoglobin and storage proteins, and myelin, and their contribution to image contrast has been shown to vary strongly across brain regions. Here we briefly review the major recent findings regarding the effect of iron and myelin in grey matter (GM) and white matter (WM) of the brain.
A salient finding with susceptibility imaging has been the conspicuity of vascular structures, in particular at high field [56] . This contrast, primarily seen in the venous vasculature, can be attributed to deoxyhemoglobin, and forms the basis of venography techniques such as SWI [11] . It is also responsible for the contrast seen in highly vascular regions associated with tumor growth [35] . Extravasation of blood may result in the breakdown of hemoglobin and sequestration of iron in hemosiderin and ferritin, which are responsible for the contrast seen in hemorrhagic stroke and traumatic brain injury [35] . In functional brain studies, analysis of the signal decay and frequency shifts associated with deoxyhemoglobin in the vasculature may allow the measurement of blood oxygenation [41, 57] . The basal ganglia generally show substantial signal loss in T 2 and T Ã 2 weighted magnitude images [58, 59] , and a frequency shift [46] , and these effects can be attributed to the high iron content of these regions [9, 58] . In fact, there is a high linear correlation between R Ã 2 and iron content (in ppm) in these regions with proportionality constant that increases linearly with field by about 0.01 Hz/T/ppm [36] .
Within cortical gray matter, a laminar variation in frequency and R Ã 2 has been observed [15, 60] and this has been attributed to iron in ferritin [60] . Deoxyhemoglobin does not substantially contribute to this contrast [61] , despite the substantial laminar differences in vascularization [62] .
An early finding with susceptibility imaging has been the substantial frequency difference between GM and WM [63] , despite the small difference in their iron content [64] . It has been proposed that this contrast may be dominated by differences in myelin content [15, 46] , and recent animal and human studies support this notion [65] [66] [67] [68] .
One of the most intriguing findings with susceptibility imaging is that of substantial frequency and amplitude variations in WM, in particular around the major fiber bundles in central brain regions [15, 69] . This despite the fact that central WM, in contrast to subcortical U-fibers, has relatively low iron content that does not vary substantially between bundles [69, 70] . On the other hand, myelin density does vary substantially between bundles and therefore may be a major cause for the relatively large signal loss in the more heavily myelinated fiber bundles seen in T 2 and T Ã 2 weighted MRI [69, 70] . However the magnitude of the frequency difference between these bundles (in excess of 5 Hz at 7 T) appears to be too large to be fully explained by myelin density.
Several recent imaging studies in human brain have observed a strong dependence of frequency and amplitude on fiber bundle orientation relative to the magnetic field [23, [71] [72] [73] [74] , mimicking earlier findings in the muscle fibers of the heart [75] . In the brain's most heavily myelinated fiber bundles, this can lead to an up to 50% increase in R Ã 2 between fibers parallel and perpendicular with the field [76] . Two distinct mechanisms have been proposed to explain this orientation dependence: anisotropic cellular structure and anisotropic susceptibility [24, 25, 77] . Each will be discussed in the following sections.
Effects of tissue microstructure and orientation
It has been long recognized that transverse relaxation (i.e. T 2 and T Ã 2 relaxation) may be affected by the microscopic distribution of susceptibility perturbers, i.e. the magnetic microstructure of the object. This distribution affects the associated field patterns, and together with diffusion effects, the phase dispersion across the spin population [29, 39, 40] . In addition, T Ã 2 may become orientation dependent when the susceptibility distribution is anisotropic. For example, for elongated susceptibility perturbers, a sine 2 dependence of R Ã 2 on orientation h is predicted [29] . Does the microscopic distribution of susceptibility perturbers also affect the average local frequency? This would be expected based on the notion that a water compartment's shape affects its mean (bulk) frequency shift [78] . Several studies have suggested that this may be the case [77, 79] . If tissue contains an anisotropic B 0 object field shift Fig. 5 . Simulated dependence of field shift on object microstructure. Water molecules preferentially sample the space between the susceptibility perturbers (white), leading to a biased sampling of the magnetic field pattern and a bias in the resulting mean (voxel averaged) frequency. This bias is dependent on the distribution of perturbers, and on the orientation of the distribution pattern.
distribution of susceptibility perturbers, the water protons will also be anisotropically distributed, and therefore sample the field distribution in a biased manner that affects the mean frequency in an orientation dependent way (Fig. 5) . This has for example been observed for extra-myocellular lipid in muscle tissue, which is present in elongated clusters [79] . Similarly, in WM, myelin is distributed around axons as a hollow cylinder, leaving elongated water compartments to sample the field distribution. As is the case for lipid in muscle, this may lead to orientation dependent frequency shifts. For such elongated compartments in water and muscle, a sine 2 dependence of frequency on orientation h is introduced [77] [78] [79] , similar to that seen for R 0 2 [29] . This effect needs to be taken into account when reconstructing susceptibility maps from frequency data.
Anisotropic susceptibility
Frequency and R Ã 2 in WM are not only be affected by structure at the cellular scale, but also by structure at the molecular scale. The latter introduces an orientation dependent disturbance in electron orbit, which may manifests itself as the phenomenon of chemical shift anisotropy that is particularly apparent in solid state NMR. The same mechanism is also expected to result in anisotropic susceptibility. In fact, anisotropic susceptibility has been observed in biological structures of various sizes including helical proteins [80] , lipid bilayers [81] , retinal rods [82] , and muscle fibers [83] .
Direct evidence for an anisotropic susceptibility in WM has come from a study of post mortem tissue, which compared the magnetic field effect from an excised, intact WM fiber bundle with that of a modified bundle of which two cubical segments were cut out and rotated 90°, relative to the magnetic field [24] . This manipulation altered the microstructural arrangement of fibers, but not the macroscopic shape. Macroscopic field changes were observed outside the fiber bundle, despite that absence of changes in macroscopic shape. This indicated an anisotropic effect of microstructure on WM susceptibility, explained by an anisotropic susceptibility of the myelin sheath [24] . In addition, indirect evidence for anisotropic susceptibility has come from the analysis of MRI of rat brain at various orientations with the magnetic field [25] . This anisotropy results in a white matter susceptibility that has a sin 2 h dependence on fiber orientation (Fig. 6) . By proper modeling of the macroscopic field variations associated with anisotropic susceptibility, the anisotropy of the brain's major fiber bundles has been quantified [25, 84] . A caveat with these techniques is that they do not take into account the effects of microstructure and the associated compartmental bias (see previous section) on the local frequency.
What are the molecular origins of anisotropic susceptibility of WM? A likely source is the alkyl chains of the phospholipids which make up about 25% of the myelin-water system surrounding axons [85, 86] and are positioned in a highly organized fashion in the myelin sheath (Fig. 7) , the average orientation (relative to the field) of which is dependent on axon and fiber bundle direction. In fact, an early study has shown that alkyl chains exhibit a diamagnetic anisotropy that is about 10% of their overall susceptibility [87] . Assuming the latter to be roughly 10 ppm (similar to 9.04 ppm of water), and taking into account the orientational averaging around the cylindrical shape of the myelin around the axon, as well as the about 20% fraction of hydrated myelin in WM, this leads to an estimate of about 0.027 ppm for the anisotropy of WM. This value is consistent with the range of 0.01 and 0.028 for estimates from in vivo and post-mortem experiments [24, 88] . It is also consistent with field modeling studies of tissue compartment specific frequency shifts discussed below.
Multicomponent relaxation
As indicated above, the presence of multiple, distinct water environments in a tissue voxel may result in signal decay that is more complex than single-exponential. In fact, multi-exponential T 2 decay has been observed in WM, and interpreted as arising from distinct contributions from water trapped between myelin sheaths on one hand, and axonal and interstitial (between axons) on the other [89, 90] . Similar effects have been observed in peripheral nerve [91] . The different association of water with macromolecules in these pools and the limited diffusion and exchange between them (on the T 2 timescale of tens of milliseconds), leads to at least two relaxation components with different T 0 2 s, the shortest of which can be assigned to myelin water [92] . This distinction allows selective imaging of the myelin water pool, which may have important applications to the study of brain myelination and demyelinating diseases such as multiple sclerosis [93] .
Interestingly, multi-component relaxation in WM has also been observed with T Ã 2 -weighted techniques [31, 32, 94] . Multi-component fitting demonstrates the presence of three major signal components with distinct T Ã 2 values and frequencies, suggesting three water pools that are differentially affected by magnetic susceptibility effects [26, 32] . Furthermore, relaxation differences were dependent on fiber orientation, with the largest differences observed for fibers perpendicular to the magnetic field [26] .
Can these three components be assigned to myelin water, axonal water, and interstitial water? There are currently two pieces of evidence that suggest this is indeed justified. First, like with T 2 relaxation, the myelinic origin of the shortest component (with highest frequency) can be established with pulsed magnetization transfer experiments [26, 92] . Second, experimental signal decay curves can be accurately predicted from field modeling that assumes the tissues microscopic field variations to be dominated by an anisotropic diamagnetic susceptibility of the myelin sheath with realistic values (a susceptibility difference of about 0.2 ppm between sheath orientations parallel and perpendicular to the field [26]). Thus, it may be possible to separately image the three different water pools based on their T Ã 2 relaxation characteristics. This also suggests that both the microscopic water compartmentalization and anisotropic susceptibility affect the observed amplitude and frequency in susceptibility-weighted MRI, and that one needs to be careful calculating susceptibility maps from frequency data as the instantaneous frequency can be (1) TE dependent and (2) different from frequency shifts that would be observed for magnetically uniform tissue.
Exogenous contrast agents
MRI tissue contrast can be substantially altered by the intravascular injection of contrast agents. Paramagnetic contrast agents such as Dysprosium and Gadolinium (Gd) chelates have found widespread use for vascular MRI because of their shortening effect on T 1 , that leads to enhancement of the vascular signal in T 1 -weighted MRI. Depending on their spatial distribution, these exogenous agents may also provide useful magnetic susceptibility contrast. For example, in cortical GM, where capillary spacing exceeds the typical diffusion distance, injection of a bolus of Gd (which, in the brain, remains intravascular) will affect T 2 and T Ã 2 [39, 40] . Tracking of the bolus passage through the vasculature using dynamic MRI (with either T Ã 2 or T 2 weighting), allows one to analyze vascular characteristics and estimate cerebral blood flow and volume [4] . Similarly, nano-to micrometer sized superparamagnetic iron oxide (SPIO) particles can be injected and their effect on T Ã 2 can be measured before and at some delay after injection to estimate cerebral blood volume [95] .
It is also possible to use SPIO particles to track the position of specific cells in the body. For example, SPIO particles injected in the vasculature are taken up by immune cells, which allows them to be tracked based on their effect on T Ã 2 (for reviews see [13, 96] ). Alternatively, cells can be loaded with SPIO particles outside the body, and followed with susceptibility-weighted MRI after subsequent reinjection. Examples are tracking of immune, tumor, and neural stem cells (for reviews see [12, 96] ). Tracking of a single cell has been demonstrated by using micron-size particles [14] .
An interesting recent development is the precise control of a particle's relaxation properties by micro-fabrication. Micron-size particles can be designed and fabricated that are strongly paramagnetic and produce large, locally homogeneous field shifts. This facilitates their identification by MRI, and may further allow contrast amplification through diffusion-mediated MT effects [97] . Although these particles have not been used in vivo, phantom experiments have shown promising results [97, 98] .
Summary and outlook
The magnetic properties of brain tissue, relevant to susceptibility imaging based on MRI, are dominated by iron, myelin and deoxyhemoglobin, whose distribution in the brain is highly heterogeneous at various spatial scales. These scales span from the few nanometers diameter of ferritin particles and myelin bilayers, to the millimeters size dimension of structures such as the venous vasculature, the cortical thickness, the major fiber bundles, and the basal ganglia. The resulting heterogeneity in the magnetic field is reflected in the amplitude and phase of susceptibility-weighted images.
Field heterogeneity at the microscopic scale leads to an increase in R Ã 2 and under certain conditions may lead to multi-component relaxation. For example, the anisotropic microscopic structure of WM, and its anisotropic susceptibility, lead to three relaxation components with different R Ã 2 values and frequencies, most of which are orientation dependent. These components can be attributed to the different water compartments that each sample a specific part of the field distribution. Quantification of these compounds may be possible and allow study of a cellular compartment-specific impact of disease.
Field heterogeneity at the macroscopic scale depends in a convoluted manner on the underlying susceptibility distribution. The latter can be extracted with susceptibility mapping methods, provided any microstructural effects on the frequency are taken into account. This is currently an active area of research. Susceptibility maps are expected to find application to the study of pathologies such as microbleeds and traumatic brain injury, stroke, tumors, Magnetic susceptibility effects occur at various spatial scales, ranging from the overall size of the object to the molecular and atomic scale. The diamagnetic susceptibility characteristic for brain tissues primarily arises from the effect of the applied magnetic field on electron orbits (bottom left panel). In white matter fibers with highly organized molecular structure, anisotropic susceptibility can arise from the field angle dependent inter-molecular interaction between electron orbits and water protons (dashed arrow). A candidate for this interaction is the orderly arranged phospholipids that make up the myelin sheath.
multiple sclerosis, and hemorrhages. They overcome the limitations of phase/frequency maps in distinguishing between effects of diamagnetic compounds (calcifications) and paramagnetic compounds (e.g. increases in iron or deoxyhemoglobin).
Interesting potential applications of susceptibility contrast are fiber mapping [25, 74] and tractography [99] . These applications exploit the orientation dependence introduced by the anisotropic structure and susceptibility of WM. Unfortunately they require object rotation in the magnetic field, which is a significant limitation for human studies.
One aspect of susceptibility contrast that deserves further investigation is the effect of diffusion through susceptibility induced field gradients on T 2 decay in tissues such as WM, an effect to which most spin echo experiments used to generate T 2 contrast are sensitive [100] . Given that the field gradients associated with anisotropic structures are orientation dependent, one would expect some orientation dependence of T 2 in WM. Such susceptibility-induced orientation dependence has been observed with intravascular contrast agents in the anisotropic capillary bed of the heart wall [101] . It may be worth investigating whether this effect is present in brain tissues (without contrast agent) at high field, at which endogenous susceptibility effects are much stronger. Note that the above mechanism for T 2 orientation dependence is different than that underlying the orientation dependent T 2 that has been observed in skeletal muscle [102] , peripheral nerve [103] , and cartilage [104] , which has been attributed to dipole-dipole interactions of oriented water molecules. It has been suggested that the latter effect may not be observable in brain tissues [105] .
Study of the distribution of iron in the brain may increase insight into its role for normal brain development function and pathology. Iron is a precursor for the generation of myelin and may be present in increased concentration (in the form of ferritin) when needed for initial myelination of axons during development [106] . It also may continue to be present preferentially at strategic locations near axons that have substantial turnover of myelin, e.g. near the axon terminals, where it may serve as source for iron transport along the axon [107] . Unresolved findings in this regard are the high levels of iron in location like the subcortical U-fibers [58, 60] , in the line of Gennari in visual cortex [60] , and the generally punctuated distribution of iron in subcortical WM [106] .
Many of the recent findings in this field have greatly benefited from the increased contrast to noise at 7 T compared to lower field strengths. The continued move to even higher field (9.4 T [108] and above) is expected to further increase susceptibility contrast [109] and it is expected that this will help answering remaining questions about contrast origins, and lead to new findings and applications.
