Introduction
According to the failure theory based on the Von Mises yield criterion, failure in ductile structures occur if the Von Mises stress exceeds a permissible limit which signals initiation of yielding. The safety of such structures can be, thus, quantified in terms of the probability of exceedance of the Von Mises stress across the yield limits. For structures under random dynamic loads, the Von Mises stress is a random process and the structural failure probability can be expressed in terms of the probability of exceedance of the extremes of Von Mises stress, in a specified time interval. The Von Mises stress is a non-Gaussian random process whose probability distribution is hard to determine, even in linear structures under Gaussian excitations. This makes it difficult to estimate the probability distribution of the extremes of Von Mises stress. This paper focusses on the development of approximations for the probability distribution of extreme values for the Von Mises stress in linear structures under Gaussian dynamic loads.
Extreme value distributions of random processes are closely related to the probability distribution of first passage time of the random processes across specified thresholds, in a specified time interval ͓1,2͔. A key feature in this formulation is the assumption that for high thresholds, the number of times the process crosses the threshold in a given duration of time, can be modeled as a Poisson process, whose parameter is the mean outcrossing rate of the process across the specified threshold. In applying this formulation, one, in turn, needs to know the joint probability density function ͑PDF͒ of the random process and its derivative, at the same instant of time ͓3͔. This knowledge is seldom available for non-Gaussian processes, such as the Von Mises stress. Techniques for obtaining approximations for outcrossing probabilities of nonGaussian processes have been discussed in the literature. Bounds on the exceedance probabilities of non-Gaussian processes have been obtained by applying linearization schemes ͓4-6͔. Grigoriu ͓7͔ obtained approximate estimates for the mean outcrossing rate of non-Gaussian translation processes by studying the outcrossing characteristics of a Gaussian process obtained from Nataf's transformation of the parent non-Gaussian process. Madsen ͓8͔ adopted a geometrical approach for developing analytical expressions for the mean outcrossing rate of Von Mises stress in linear structures, under stationary Gaussian excitations. It must be noted that the first order correlation ͗X͑t͒Ẋ ͑t͒͘, where X͑t͒ is a zeromean, stationary, non-Gaussian random process and Ẋ ͑t͒ is its time derivative at the same time instant, is equal to zero. Here, ͗·͘ is the expectation operator. However, this does not imply that X͑t͒ and Ẋ ͑t͒ are stochastically independent. The models for extreme value distribution for non-Gaussian processes, as discussed by Grigoriu and Madsen, while they correctly take into account the fact that ͗X͑t͒Ẋ ͑t͒͘ = 0, do not, however, allow for mutual dependence between X͑t͒ and Ẋ ͑t͒ at the same time instant. Naess ͓9͔ developed a numerical procedure for computing the mean outcrossing rate of quadratic transformations of Gaussian processes. Here, the joint characteristic function for the process and its derivative is used, rather than their joint PDF. Methods for computing the root mean square of Von Mises stress, resulting from zeromean, stationary Gaussian loadings, and for estimating their instantaneous exceedance probabilities have also been studied ͓10-12͔. The present authors, in an earlier work, have used a response surface based method to study exceedance probabilities of Von Mises stress in a nonlinear structure under random excitations ͓13͔.
In this study, we develop an approximation for the probability distribution of the extremes of Von Mises stress in a randomly driven linear structure. A key feature of this study lies in appro-priately modeling the marginal and joint PDF of the Von Mises stress and its time derivative, at a given time instant. This enables application of Rice's formula ͓3͔, given by,
in determining the mean outcrossing rate + ͑͒, across the specified threshold , from which one can construct the extreme value distribution. It must be noted that the Von Mises stress, v , is a strictly positive quantity. This implies that
2 ͔, where is a specified threshold and P͓·͔ is the probability measure. This property becomes useful as it is found to be mathematically simpler to construct the probability distribution of the extremes of v 2 , rather than v , as the moments of the square of the Von Mises stress are easier to compute. For a given time t, the square of the Von Mises stress and its time derivative, are random variables and are denoted by V and V . A model for the first order PDF for V, p V ͑v͒, may be constructed using either the Laguerre polynomial series expansions ͓14͔ or the maximum entropy method ͑MEM͒ ͓15͔. Approximations for the mean outcrossing rate may then be obtained by adopting the translation procedure proposed by Grigoriu ͓7͔. This method does not require modeling of the marginal PDF, p V ͑v ͒, or the joint PDF p VV ͑v , v ͒. This model, however, does not take into account the stochastic dependence that exist between V and V . The effect of mutual dependence between V and V can be included in the model for p VV ͑v , v ͒, if models for p V ͑v ͒ and p VV ͑v , v ͒ are constructed additionally. Models for p V ͑v ͒ can be constructed using either GramCharlier series expansions ͓14͔ or MEM. Subsequently, approximations for p VV ͑v , v ͒ are constructed by assuming that it is permissible to expand p VV ͑v , v ͒ in terms of two sets of orthogonal polynomials. These orthogonal functions are obtained from GramSchmidt orthogonalization and are expressed in terms of the moments ͗V m V n ͘ , m , n =0,1,. . . An alternative approach is to employ the method of maximum entropy for constructing the marginal as well as joint PDFs of V and V . The underlying principle of this method lies in constructing a continuous PDF that maximizes entropy subject to the constraints of available partial information, such as moments and the range of the random variables ͓15-17͔. The difficulties in the application of MEM are: ͑a͒ Usually, higher order moments are seldom available ͓18͔, and ͑b͒ the computational effort required for determining the maximum entropy PDF parameters can be quite expensive as it involves solving a set of simultaneous nonlinear equations. Numerical techniques discussed in the literature, include the Newton-Raphson method ͓19,20͔ and a Fourier based approach ͓21͔. Recently, Volpe and Baganoff ͓22͔, in their studies on fluid dynamics problems, established a simple linear relationship between the process moments and parameters of a univariate maximum entropy PDF. These authors demonstrated the important result that if the first 2N −2 moments of the process are available, the first N parameters of the maximum entropy PDF can be obtained by solving a set of N simultaneous linear equations.
The focus of this study has been on the development of methods for constructing approximations for the probability density function for the extremes of a special class of non-Gaussian random process, namely, the von Mises stress in Gaussian excited, linear vibrating structures. The performance of the proposed methods have been compared with those existing in the literature, based on the translation process theory. In this study, we first extend on the work by Volpe and Baganoff and develop a system of moment equations for the maximum entropy joint PDF, p VV ͑v , v ͒. This requires the knowledge of the marginal and joint moments of V and V . We assume that the structure is excited by zero-mean, stationary Gaussian loads and exhibits linear behavior.
Consequently, the stress components, in the steady state, are stationary, Gaussian random processes, have zero mean and are completely specified through their covariance matrix. This enables computation of the joint moments of the stress components up to any desired order. The marginal and joint moments of V and V , are expressible in terms of the joint moments of stress components and their time derivatives, and hence, can be computed up to any desired order. Once the parameters of the joint maximum entropy PDF are established, + ͑͒ is subsequently computed from the Rice formula. This, in turn, leads to the solution to the first passage time problem and the problem of determining the extremes over a specified time duration. An alternative method for approximating the joint PDF using combined Laguerre-Hermite polynomial expansions from the knowledge of the joint moments, has also been studied. The proposed methods for obtaining the extreme value distribution of the Von Mises stress is illustrated through a numerical example and the results are compared with those obtained from Monte Carlo simulations. The new contributions that are made in this study can, thus, be summarized as follows:
1. Development of a formulation for constructing a bivariate maximum entropy probability density function. This is an extension of the earlier study in the area of fluid dynamics, by Volpe and Baganoff ͓22͔ on univariate distributions. Some of the key features of this formulation are:
͑a͒ The fitting of the bivariate maximum entropy distributions involves the solution of a set of linear algebraic equations, and ͑b͒ the method is capable of taking into account the presence of stochastic dependence between the Von Mises stress, in the steady state, and its time derivative at the same instant.
The study also clarifies a few computational issues in the determination of these bivariate probability distributions, especially, with reference to the importance of choice of appropriate set of moment equations in successful development of these models. 2. The performance of the above model is compared with two alternative analytical models, namely, those based on a combined Laguerre-Hermite series expansion and translation process model. Relative merits of these alternatives, within a conceptual framework, as well as, in relation to their computational requirements and closeness of the model predictions to results from Monte Carlo simulations, have also been discussed. 3. The above studies have been conducted in the context of determination of extremes of an important class of nonGaussian random processes in vibration engineering, namely, the Von Mises stress.
Problem Statement
We consider a linear structure under random dynamic loads. The loads are modeled as a vector of stationary, zero-mean, Gaussian random processes. The stress components at a specified location in the structure, ⌺͑t͒, are linearly dependent on the excitations, and in the steady state, are thus, zero-mean stationary, Gaussian random processes. The state of stress at any point in the structure is defined through the vector ⌺͑t͒ = ͓ 1 ͑t͒ 2 ͑t͒ 3 ͑t͒ 4 ͑t͒ 5 ͑t͒ 6 ͑t͔͒ T . Here, subscripts 1-3 denote the normal stress components, subscripts 4-6 denote the shear stress components, the superscript T denotes matrix transpose and t is the time. The power spectral density ͑PSD͒ matrix of the stress components is obtained from a random vibration analysis on the structure. The square of Von Mises stress, V͑t͒, at a specified location, is given by ͓10,23͔
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where, 
͑3͒
In this study, we define failure as the exceedance of V͑t͒, across a permissible threshold , during a specified time interval ͓t 0 , t 0 + T͔. The probability of structural failure is, thus, expressed as
Note that for stationary random processes t 0 → ϱ. The evaluation of this probability constitutes a problem in time variant reliability analysis. Introducing the random variable V m = max
V͑t͒, and noting that P f =1− P͓V m ഛ ͔, the problem can be formulated in the time invariant format. The number of times V͑t͒ exceeds in ͓t 0 , t 0 + T͔, is a random variable and can be assumed to be Poisson distributed for high threshold levels of . Expressions for the mean outcrossing rate of the stationary process V͑t͒, across , is given by the well-known Rice's formula ͓Eq. ͑1͔͒ and the failure probability is given by
For a given time instant t, the stress components, ⌺, are Gaussian random variables and V and V , are a pair of mutually dependent random variables. The calculation of + ͑͒ requires the knowledge of p VV ͑v , v ͒ which, in general, is hard to obtain. On the other hand, the determination of the expectations, ͗V r V s ͘ is reasonably straightforward for r =1,2, . . . ,N 1 and s =1,2, . . . ,N 2 . To determine p VV ͑v , v ͒, we have explored three possible options: ͑a͒ Model based on MEM, ͑b͒ model based on series representation for p VV ͑v , v ͒, and ͑c͒ translation process model for V͑t͒. The options ͑a͒ and ͑b͒ are capable of taking into account ͗V͑t͒ r V ͑t͒ s ͘ for any desired N 1 and N 2 . The third option is based on the work of Grigoriu. In this model, the process V͑t͒ and its time derivative V ͑t͒, turn out to be independent, at the same time instant. In the following sections, we discuss the procedure of developing the three models.
Maximum Entropy PDF
The principle in maximum entropy method for determining PDF of a random variable Y, lies in finding a continuous PDF, p͑y͒, that maximizes entropy H, given by
subject to the constraints
Here, m rs¯t = ͗y 1 r y 2 s¯y n t ͘ denotes the ͑r + s +¯+ t͒-th joint moment. Using calculus of variations, it can be shown that the optimal PDF is of the form
Determining the vector of unknown parameters ͕͖ involves the solution of a set of simultaneous nonlinear equations and the associated difficulties have been a major deterrent in the use of this method. The recently developed moment equations by Volpe and Baganoff ͓22͔, however, provides a powerful alternative technique for avoiding expensive numerical computations.
Moment Equations. Volpe and Baganoff ͓22͔, in their studies on problems of fluid dynamics, have recently established that a simple linear relationship exists between the parameters of a univariate maximum entropy PDF and its moments. These linear equations have been termed as moment equations. This method, to the best of our knowledge, appears not to have been used in the context of problems of structural reliability analyses. Using a procedure similar to the one proposed by Volpe and Baganoff, we derive the moment equations for a second-order maximum entropy PDF. This we use to construct the joint PDF for the Von Mises stress and its time derivative. The procedure for the development of the moment equations is discussed next. For the sake of completeness, we first review the procedure for establishing the moment equations for the univariate maximum entropy PDF. Subsequently, the method for developing the bivariate maximum entropy PDF is presented.
Univariate PDF. Assuming that the random variable Y has a continuous PDF, the maximum entropy PDF for Y is of the form
͑9͒
The derivative of p͑y͒, with respect to y, is given by ‫ץ‬p͑y͒ ‫ץ‬y
Multiplying ‫ץ‬p͑y͒ / ‫ץ‬y with y j and integrating with respect to y, in the interval ͓−ϱ , ϱ͔, we get
Here, ͐ −ϱ ϱ y j p͑y͒dy = m j = ͗Y j ͘. Alternatively, if the left hand side of Eq. ͑11͒ is integrated by parts, it can be shown that
when N is even. From Eqs. ͑11͒ and ͑12͒, we get
For j =0,1,2,. . ., the above formulation leads to a system of moment equations, of the form
with m 0 = 1. These equations are exact and provide a simple linear relationship between the moments and the vector of unknown pa-rameters ͕͖. Inspection of Eq. ͑14͒ reveals that an infinite set of equations can be generated for a given set of parameters ͕͖. This implies that ͕͖ does not have a unique solution. However, it has been observed that if the vector of unknown parameters ͕͖ is of dimension N, then the solution of the simultaneous equations generated by j =0, . . . ,N − 1 lead to parameters which yield an acceptable model for the PDF. This would require information on the first 2N − 2 moments of Y. This is in contrast to other numerical techniques discussed in the literature, where the knowledge of the first N moments is sufficient to determine a N-dimensional parameter vector ͕͖. However, during the course of this study, we have observed that for strictly positive random variables, acceptable maximum entropy PDF is obtained by solving for ͕͖, the equations generated by j =1, . . . ,N. This, of course, requires knowledge of the first 2N − 1 moments of Y. The parameter 0 is the normalization parameter and is obtained as the inverse of
Bivariate PDF. For a pair of correlated random variables X and Y, the maximum entropy joint PDF is of the form Differentiating p͑x , y͒ in Eq. ͑15͒ with respect to x and y, we get ‫ץ‬p͑x,y͒ ‫ץ‬x
‫ץ‬p͑x,y͒ ‫ץ‬y
We consider the integrals ͐ −ϱ ϱ ͐ −ϱ ϱ x r y s ‫ץ‬p͑x , y͒ / ‫ץ‬xdxdy and ͐ −ϱ ϱ ͐ −ϱ ϱ x r y s ‫ץ‬p͑x , y͒ / ‫ץ‬ydxdy. As for univariate case, we obtain expressions for the integrals in two different ways: ͑a͒ By substituting Eqs. ͑18͒ and ͑19͒ in the integrals and ͑b͒ by carrying out integration by parts. Equating the expressions obtained from ͑a͒ and ͑b͒, we get the following system of equations:
where, m r,s = ͐ −ϱ ϱ ͐ −ϱ ϱ x r y s p͑x , y͒dxdy, and ͑r , s =0,1,2. . .͒. We call Eqs. ͑20͒ and ͑21͒ as the generating equations and must be simultaneously used to construct the moment equations. As in the univariate case, here also we can construct an infinite set of equations to solve for the unknown parameters ͕͖. However, acceptable models for the PDF are obtained only when the moment equations are generated by varying r and s from 0 in an ascending order. However, if X and/or Y is a strictly positive random variable, r and/or s is to be varied from 1 in an ascending order.
Maximum Entropy Bivariate PDF for V and V . In this study, we employ the above principle for constructing the maximum entropy second-order PDF p VV ͑v , v ͒. Equations ͑20͒ and ͑21͒ are used for constructing the moment equations. We consider N = 2 and consequently, the dimension of the vector of unknown parameters, M, is equal to 14. It must be noted that V ജ 0 and −ϱഛV ഛϱ. Thus, in constructing the moment equations r and s are taken to be integers, such that, r ജ 1 and s ജ 0. If V and V are considered to be independent, then p VV ͑v , v ͒ = p V ͑v͒p V ͑V ͒ and the unknown parameters constitute a eight dimensional vector, whose elements are ͓ 10 , 20 , 30 , 40 , 01 , 02 , 03 , 04 ͔. Solution to these parameters are obtained from the system of equations generated for the ͑r , s͒ combinations ͑1, 0͒, ͑2, 0͒, ͑3, 0͒, ͑4, 0͒ for Eq. ͑20͒ and ͑0, 0͒, ͑0, 1͒, ͑0, 2͒, and ͑0, 3͒ for Eq. ͑21͒. It is observed that for Eq. ͑20͒, r = j and s = 0, where ͕ j0 ͖ is the vector of unknown parameters for p V ͑v͒. However, for Eq. ͑21͒, r = 0 and s = j − 1, where ͕ 0j ͖ are the vector of unknown parameters for p V ͑v ͒. This is because as V ജ 0, r ജ 1 and as −ϱഛV ഛϱ, s ജ 0. This essentially implies that two sets of four simultaneous equations, of the form in Eq. ͑14͒, with each set corresponding to V and V , respectively, need to be solved separately. However, if the dependence characteristics of V and V are to be incorporated in the model for p VV ͑v , v ͒, one needs to consider, for N = 2, six additional parameters ͓ 11 , 21 , 12 , 31 , 13 , 22 ͔ T . The presence of these terms ensure that all 14 equations are coupled. Of the six additional equations that need to be constructed, three each are obtained from Eqs. ͑20͒ and ͑21͒. This ensures that the moment equations constructed from the generating equations are in sequence. The additional ͑r , s͒ combinations are taken to be ͑1, 1͒, ͑2, 1͒, and ͑3, 1͒ for Eq. ͑20͒ and ͑1, 1͒, ͑1, 2͒, and ͑2, 2͒ for Eq. ͑21͒. If ͕ kj ͖ are the vector of the six additional parameters, the ͑r , s͒ combinations considered are r = k and s = j when Eq. ͑20͒ is used and r = k and s = j − 1 when Eq. ͑21͒ is used to construct the moment equations. It must be noted that Eqs. ͑20͒ and ͑21͒ are used in constructing the moment equations when k Ͼ j and k Ͻ j, respectively. If k = j, either of the generating equations may be used, but care must be taken such that M / 2 equations each are obtained from each of the generating equations, if M is even and for odd M, ͑M −1͒ / 2 and ͑M +1͒ / 2 equations are constructed from the generating equations.
Series Expansion Method
Alternatively, the joint PDF p VV ͑v , v ͒ may be constructed using a series expansion method. It is well known that many probability density functions can be approximated by a series of polynomials whose coefficients are determined from the moments of the process, for a given time. In particular, it has been shown that the PDF can be readily approximated by a few terms if a fortuitous choice is made for the expansion polynomials ͓14͔. Here, we provide details for constructing a model for p VV ͑v , v ͒ using series expansions.
Model for p V "v…. Since the probability distribution vanishes for negative values of V͑t͒, p V ͑v͒ can be approximated as
where, L j ␣ ͑v͒ is the generalized Laguerre polynomial, defined by the Rodrigues's formula
The orthogonality relation for the polynomial is given by
͑24͒
Here, ␦ ij is the dirac-delta function. From Eqs. ͑22͒ and ͑24͒, the unknown coefficients a j are obtained as
Applying the transformation v = u / ␤, it can be shown that a 0 =1/͑␤⌫͑␣ +1͒͒, a 1 = a 2 = 0 and a 3 = ͑v 2 / ␤ 2 ͑␣ +3͒ − v 3 / ␤ 3 ͒ / ͑␤⌫͑␣ +4͒͒. Here, ␣ and ␤ are arbitrary constants. It is found advantageous to take
where, v n denotes the nth central moment of V. The coefficients other than a 0 and a 3 are too complicated. Retaining only the first term a 0 in the series expansion given by Eq. ͑22͒, yields a PDF which is identical to the gamma probability density function.
Model for p V "V …. Since −ϱഛV ͑t͒ ഛϱ, p V ͑V ͒ can be approximated using a Gram-Charlier series expansion, given by
where, ͑u͒ is the standard normal probability density function,
and H j ͑u͒ are the Hermite polynomials. ͑u͒ and H j ͑u͒ are orthogonal and satisfy the relation
͑29͒
The coefficients c j are expressed in terms of the moments of V . Investigations on the convergence of the Gram-Charlier series show that best results are achieved by grouping the coefficients as per the Edgeworth series ͓14͔. Making the substitution
, the coefficients c 1 and c 2 vanish and c 0 =1/͑͗v 2 ͘ − ͗v͘ 2 ͒ 0.5 and c 3 = ͗v͘ / ͑3!͑͗v 2 ͘ − ͗v͘ 2 ͒ 0.5 ͒. Considering only one term expansion leads to a model for p V ͑v ͒ which is identical to the Gaussian distribution.
Model for p VV "v , v …. The joint probability density function, p VV ͑v , v ͒, can be expressed in terms of the first-order PDFs p V ͑v͒ and p V ͑v ͒ through the series expansion, given by
where, ͕ n ͑v͖͒ n=1 ϱ and ͕ m ͑v ͖͒ m=1 ϱ are two sets of orthogonal polynomials, such that
and ␣ mn are constants, given by
The orthogonal polynomials ͕ n ͑v͖͒ n=1 ϱ and ͕ m ͑v ͖͒ m=1 ϱ are constructed using Gram-Schmidt orthogonalization procedure and are expressed in terms of the moments ͗V r V s ͘.
Translation Process Model
The translation process model has been proposed earlier by Grigoriu ͓7͔. In this method, estimates of the mean outcrossing rate are obtained by studying the statistics of a Gaussian distributed random process X͑t͒, obtained from a Nataf's transformation of the non-Gaussian translation process V͑t͒. This method thus, requires modeling of p V ͑v͒ only. Since it is assumed that V͑t͒ is a translation process, the outcrossing rate of V͑t͒ is identical to that of X͑t͒. Thus, Eq. ͑1͒ is written as
Here, ͑x͒ is the normal PDF of X, and it has been shown ͓7͔ that
where, V͑t͒ = P V −1 ͓⌽͑X͑t͔͒͒ = g͑X͑t͒͒, P V ͑·͒ and ⌽͓·͔ are, respectively, the probability distribution functions of V͑t͒ and X͑t͒ and g͑·͒ is a nonlinear function.
Moment Computations for Von Mises Stress
For constructing models for p V ͑v͒, p V ͑v ͒, and p͑v , v ͒ by the methods proposed in this paper, the concerned moments ͗V m V n ͘ need to be computed. V͑t͒ and its time derivative,
are expressed in terms of the components i and their time derivatives i , which are Gaussian random variables. Thus, the moments ͗V m V n ͘ can be expressed in terms of the moments of
. . ,6͒ and ͑p + q + r + s = m + n͒. A two step procedure is adopted in computing ͗V m V n ͘.
We first identify all possible combinations of
. . ,6͒ and ͑p + q + r + s = m + n͒, that are required for computing the moments ͗V m V n ͘.
Compute the moments
In computing the moments ͗ i p j q k r l s ͘, we use the moment generating function,
where, is the 12-dimensional vector of random variables ͓⌺ , ⌺ ͔ T and K is the corresponding covariance matrix. Since the excitations are taken to be Gaussian and linear structure behavior is assumed, i and i , ͑i =1, . . . ,6͒, for a given t, are zero mean Gaussian random variables. Performing a random vibration analysis, the elements of the covariance matrix, in the steady state, are obtained from the following relations:
The required moments can be expressed through the relation
for ͑i , j , k , l =1, . . . ,6͒. The higher order derivatives of M͑͒ with respect to may be computed using symbolic software, such as MAPLE. Alternatively, rewriting M͑͒ = exp͓z͔, where z = 1 2 T K, one can generate the following recursive relations
Here, M ij··kl = ‫ץ‬ r z / ‫ץ‬ i ‫ץ‬ j · ‫ץ·‬ k ‫ץ‬ l denotes the rth derivative of M with respect to the components of , at =0, z ij = ‫ץ‬ 2 z / ‫ץ‬ i ‫ץ‬ j = K ij and M = 1 for = 0. It must be noted that z being a quadratic function in , ‫ץ‬ k z / ‫ץ‬ i k = 0, for k Ͼ 2. It has been found that using Eq. ͑41͒, rather than Eq. ͑40͒, proves to be computationally much more economical.
Numerical Example and Discussions
For illustrating the proposed methods, we focus on developing the extreme value distribution of the square of Von Mises stress developed at the base of a support for a fire-water pipeline, in a seismically excited nuclear power plant. The support, built up of two channel sections ͑see Fig. 1͒ , is modeled as a cantilever beam. Q 1 ͑t͒ and Q 2 ͑t͒ denote the reaction forces transmitted from the piping structure to the pipe support structure. The power spectral density functions of Q 1 ͑t͒ and Q 2 ͑t͒ are obtained from a random vibration analysis on the finite element model of the piping structure. The details of these calculations are presented elsewhere ͓24͔. The fire water pipeline is considered to be the primary structure under earthquake excitations and the support is assumed to be the secondary structure. Consequently, the pipe is assumed to impart random forces Q 1 ͑t͒ and Q 2 ͑t͒ at the tip of the beam. The geometric dimensions of the support are illustrated in Fig. 1 . The mass density, modulus of elasticity and Poisson's ratio have been taken to be 7.8333 kg/ m 3 , 2.018ϫ 10 5 N/m 2 and 0.33, respectively. A commercial finite element software is used to model the support structure. The structure is discretized into a 744 noded structure using 360 solid elements, with each node having 3 degrees of freedom. The first five natural frequencies for the support are, respectively, found to be 9. 2, 10.1, 55.3, 59 .3, and 94.4 rad/ s. Damping has been assumed to be viscous and proportional, with the mass and stiffness proportional constants taken to be 0.19 and 0.0021, respectively. This leads to damping in the first two modes to be equal to 2%. Since the pipes are not restrained axially, no forces act along the axis of pipe. Consequently, the stress components 3 , 5 , and 6 are small in comparison to the other three components and are taken to be zero. Thus, in Eq. ͑36͒ is taken to be a six-dimensional vector ͓ 1 , 2 , 4 , 1 , 2 , 4 ͔ T . The PSD functions of the stress components are obtained from a random vibration analysis. Figure 2 illustrates the PSD functions of the stress components 1 ͑t͒, 2 ͑t͒, and 4 ͑t͒. The shape factors for the PSD functions of 1 ͑t͒, 2 ͑t͒, and 4 ͑t͒ are found to be, respectively, 0.4796, 0.4762, and 0.4315.
The moments ͗V k ͘, ͗V r ͘, and ͗V m V n ͘, ͑k , r , m , n I͒ are computed from the moment generating function and the parameters for the maximum entropy PDFs p V ͑v͒, p V ͑v ͒ and p VV ͑v , v ͒ are computed using the procedure discussed in this paper. The models for p V ͑v͒ and p V ͑v ͒ are of the form given in Eq. ͑9͒, with N =4. The unknown parameters for the maximum entropy distributions are determined using the procedure discussed in the paper and the resulting probability distribution functions for V and V are, respectively, illustrated in Figs. 3 and 4 . Additionally, we construct models for p V ͑v͒ and p V ͑v ͒ using four term Laguerre series expansion and four term Gram-Charlier series expansions, respectively. It must be noted that the second and third term coefficients are equal to zero in both the series expansions, for an appropriate choice of the arbitrary parameters. The models for the probability distribution functions for V and V are compared with the corresponding probability distribution functions obtained from Monte Carlo simulations on a sample size of 2000 time histories; see Figs. 3 and 4. The fairly good agreement of the four parameter maximum entropy distribution functions with the simulation results illustrate the applicability of the maximum entropy models for p V ͑v͒ and p V ͑v ͒. From Fig. 3 , it is observed that the four term Laguerre model for P V ͑v͒ is not acceptable, especially in the tails of the distribution. On the other hand, including higher number of terms in the series expansion was found to lead to unacceptable behavior of probability density functions. It must be noted that the four term Laguerre series model for p V ͑v͒ require information only up to the third moment of V. In contrast, the four parameter maximum entropy model for p V ͑v͒ require information up to the seventh moment of V. This probably explains the acceptability of the maximum entropy model even at the tail regions. The construction of the four term Gram-Charlier series model for the probability distribution function of V requires information only up to the third moment of V in contrast to the corresponding four term maximum entropy model, which requires information up to the sixth moment. As expected, the maximum entropy model for the probability distribution function of V is observed to have a better resemblance with the distribution function obtained from simulations, especially at the tail regions, than the four term Gram-Charlier series model; see Fig. 4 . In constructing the probability distribution of extremes of V͑t͒, we consider the following three methods:
1. Method 1: Models for p V ͑v͒ and p V ͑v ͒ are constructed using Laguerre series and Gram-Charlier series expansions, respectively. Subsequently, we construct a model for p VV ͑v , v ͒ using Eq. ͑30͒, where ͑m , n =1,2͒. Thus, the series expansion in Eq. ͑30͒ consists of four terms. 2. Method 2: The model for p VV ͑v , v ͒ is constructed using the maximum entropy procedure discussed in this paper. The number of parameters considered in the model is taken to be 14. 3. Method 3: We construct a model for p V ͑v͒ only, using the maximum entropy method. Subsequently, the mean outcrossing rate is estimated using the translation process model.
In methods 1 and 2, models for p VV ͑v , v ͒ are first constructed. Subsequently, estimates of + ͑͒ are obtained from Rice's formula ͓Eq. ͑1͔͒. The integration in Eq. ͑1͒ is carried out numerically. On the other hand, in method 3, we need to construct a model only for p V ͑v͒ and estimates of + ͑͒ are obtained by adopting the translation process theory. Once + ͑͒ is determined, estimates of P f are calculated from Eq. ͑5͒. In this example, we consider T = 10 s. The failure probability curves obtained by the three methods are illustrated in Fig. 5 . These are compared with the failure probability estimates from Monte Carlo simulations on a sample size of 2000 time histories. It is observed from Fig. 5 that the P f estimates from method 2 are closest in agreement with those obtained from Monte Carlo simulations. On the other hand, the estimates obtained from method 3 have the largest deviations. This can be attributed to the fact that in method 3, the estimates are based only on the model for p V ͑v͒ and on the information of the variance of V . This is in contrast to method 2 where the model for p VV ͑v , v ͒ is constructed based on the information of the first 7 moments of V, the first 6 moments of V and the cross moments ͗V r V s ͘ for all r and s, such that 2 ഛ ͑r + s͒ ഛ 7. Method 1 is observed to give better predictions than method 3 as separate models for p V ͑v͒, p V ͑v ͒, and p VV ͑v , V ͒ are constructed. Here, we consider only four term expansions for the PDF models. This requires information on the first three moments of V and V and the cross moments ͗V r V s ͘, for all r and s, such that 2 ഛ ͑r + s͒ ഛ 4. In order to exploit the available information on the higher moments, we need to consider higher number of terms in the series expansions for the models for the three PDFs. However, this introduced large numerical errors which lead to erroneous models for the probability density functions. It must be noted that since a sample size of 2000 time histories were considered in the Monte Carlo simulations, the failure probability estimates can be considered to be useful up to P f =10/N =5ϫ 10 −3 .
Conclusions
The present study considers the problem of approximating the probability density function of extreme values of a specific class of non-Gaussian random processes, namely, the Von Mises stress. The study is based on the assumption that the number of times the process crosses a specified threshold can be modeled as a Poisson random variable. This enables the solution to the problem of first passage times, which, in turn, leads to the approximation for the probability density function of extremes over a specified time duration. The determination of the average rate of crossing of a specified level by the random process is central to the implementation of this approach. This, in turn, requires the estimation of the joint probability density function of the process and its time derivative at the same time instant. This function itself is difficult to determine, especially for non-Gaussian processes, such as the Von 
