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 Abstract  : A statistical method is presented to detect anomalous changes in secular 
trends of observed strains or tilts. The method estimates the time interval in which a 
statistically significant change in strain or tilt rate takes place. We apply the method to 
the strain and tilt data obtained for the period from April 1984 to July 1990 at 14 stations 
operated by Tohoku University in northeastern Japan. It turns out that the period in 
which a considerable number of anomalous changes are found corresponds to the year 1987 
from which the seismic activity of shallow and intermediate earthquakes was significantly 
lowered. This strongly suggests that the anomalous changes in the crustal deformations 
observed in Northeastern Honshu, Japan, were caused by some changes in the tectonic 
stress field that governed also the seismic activity.
1. Introduction 
   Changes in observed strain rate can be interpreted as changes in earthquake gener-
ating stress field. The time at which an anomalous change in strain rate and upheaval 
or subsidence rate occurred has so far been detected subjectively with the eye on the 
observed strain or tide gauge records (Mogi, 1985 ; Miura et  al., 1990). 
   In this paper, a statistical method is proposed in order to estimate the time interval 
within which a strain rate change is considered with statistical significance to have 
occurred. This method is based on and developed from the procedure proposed origi-
nally by Kato et  al. (1991) for a similar problem in  in-situ stress estimation by deforma-
tion rate analysis (Yamamoto et  al., 1990). The statistical method is applied to the 
available data of strain and tilt observations made by Tohoku University for the period 
between 1984 and 1990. We will finally discuss the tectonic implication of the estimated 
anomalous changes in crustal deformations in relation to the seismic activity in the 
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2. Data
   Figure 1 shows the location map of stations at which both fused quartz-tube exten-
someters and water-tube tiltmeters have been installed. They are 14 stations named 
Oga (OGA), Gojome (GJM), Nibetsu (NIB), Nishiki (NSK), Tazawako (TAZ), Sawauchi 
(SWU), Waga (WGA), Kurosawajiri (KRS), Daito (DIT), Kesennuma (KSN), Sanriku 
(SNR), Miyako (MYK), Himekami (HMK) and Kita-Abukuma (KTA). Table 1 shows 
the directions and lengths of instruments installed at these stations. Two of three or 
four extensometers named EXT1 and EXT2 make a right angle. The two components
Table 1. Directions and lengths of extensometers and water-tube tiltmeters.
 Instruments
Station































































































































































Columns indicate the directions of instruments measured clockwise from 
the north (upper) and the lengths of instruments (lower is parentheses) in 
meter. 
* TLnm indicates water-tube tiltmeters of a pair of pot n (WTTn) and 
  m (WTTm). In the case of TLnm, the directions are the azimuths of 
  pot n measured from pot m. 
 ** Since only three pots are used at OGA
, this direction and length indicate 
  those for TL32.
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 Fig.  1. Location map of stations operated by 
   Tohoku University. Solid circles indicate the 
   stations constituting the Northeastern Japan 
   Monitoring Chain on Crustal Activities.
of water-tube tiltmeter are perpendicular to each other. The observations of strains 
and tilts at OGA, NIB, SNR, MYK and HMK were started in the first half of 1970s and 
those at the other stations in the first half of 1980s. These stations except KTA 
constitute the Northeastern Japan Monitoring Chain on Crustal Activities, which is 
aligned nearly in the direction perpendicular to the Japan trench. The data observed 
before 1984 at new stations are considered to have been contaminated by initial disturb-
ances due to vault construction and instrument installation. Since 1984 all the observed 
data have been telemetered to the Observation Center for Prediction of Earthquakes and 
Volcanic Eruptions, Tohoku University, in Sendai. They are expected to be well-
calibrated in comparison with the data before 1984. In this study, therefore, we use the 
daily data observed for the period from April 1984 to July 1990.
3. Detection Method
   Figure 2 shows a simulated time series of strain that includes a change in strain rate . 
Two time windows are set up on both the sides of a given reference point  t1 on this time 
series. Assuming that the strain rate is constant in each window, we put 
 (t1—  ati  t  (1) 
 E2  =  t  +  c2  t  ti+  ati), (2) 
where  El and  E2 express the observed strains,  1 and  E 2 are the strain rates to be
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Fig. 2. Time series of synthetic strain  data. W1 and  W2 indicate two successive time 
   windows.  El and El are strain rate to be estimated for each window, and  (SE, and OE, 
   are their standard deviations.
estimated, t is time, and  ci and  c2 are constants. The subscripts 1 and 2 indicate 
windows 1 and  2  whose lengths are expressed by  at,. We further assume that the strain 
is continuous at  t=  t1  ;
 Ei(ti)=E2(t1)• (3) 
Applying a least squares method to the observed strain data in windows 1 and 2, two 
strain rates  (el and  e 2) and their standard deviations  (ae, and  ,32) are estimated. To 
test whether the difference in value between  E1 and E2 is statistically significant or not, 
we set up the following null  hypothesis  : 
 E1=  E2, (4) 
where  E, and E2 should be understood as population parameters. This null hypothesis 
can be approximately tested by the Student's t-test. In the case where the variances of 
strain rates in the two windows concerned are different from each other, 
                             E1— e,     t—(5) 
 /oET  V  1V1  N2 
should obey approximately the Student's  t-distribution with the degrees of freedom  0 
 oeT  + d  
 \  NIN2 (6) 
 /8E1\2 \  2  )
) , _ 2 , 
                      N1-2  N2-2 
where  N, and N2 are the numbers of data in the respective windows (Press et al., 1986).
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   The significance for the null hypothesis is calculated by integrating the probability 
density function of the Student's t-distribution. In a typical example of statistical tests 
as found in a text of statistics, the calculated significance is compared with a given 
significance level in order to reject the hypothesis. In the present case , however, this is 
not done at this moment. Instead, we shift the reference time point t1 to the neighboring 
points one after another so that all the data of a given time series may be covered by 
some sets of windows. For each set of time windows the same procedure as that 
described before is performed to calculate the significance as a function of t1. There 
should be some minima of the significance function . A minimum point is considered to 
indicate, at least locally, the most probable time at which a change in strain rate occurs . 
When applying the present method to the real data of observations, we use strain or tilt 
data averaged over 15 days. The length of one side of a window pair is taken to be 360 
days (about one year) in order that the annual changes in , say, strain data may not affect 
seriously the estimated strain rates. Figure 3(b) exhibits an example of the calculated 
significance function, where the data shown in Figure 3(a) are of a strain component by 
an extensometer at GJM. We find several minima of the function . It is noted, however, 
that the values at minima are anomalously small. 
   Once we find minimum points of the calculated significance function , let us introduce 
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Fig. 3. An applied example of our statistical method. (a) 15-day average strain data 
   obtained by extensometer 1 (EXT 1) at Gojome (GJM). The width of the shadowy 
   one indicates the time interval estimated in (c) described below. (b) Significance 
   function calculated for the first t-test. (c) The values of significance calculated for 
   the second t-test. The arrow indicates a minimum point of the significance function, 
   which is indicated by an arrow also in (b). The time interval below 1% significance 
   level is considered to be the period in which the strain rate changed significantly.
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these minima are really significant. The detailed procedure for the second t-test is 
described as  follows  : Let  t, be a minimum point found in the first procedure. We first 
calculate the average strain rates for four time windows on each side of reference time 
 ti. That is to say, the four windows are [(t1-360),  t1], [(t1-480),  (4-120)],  [(t1-600),  -
240)],  [(t1-720),  (t1-360)] on the left-hand side of  t1, and likewise on the right-hand side. 
The total window length is thus 720 days on one side of t1. We next calculate the mean 
value  (al or a2) and the variance  (acii or  c3a3) of the four average strain rates obtained for 
the four windows on each side of t1. We finally test with Student's t-distribution the null 
hypothesis that the mean values of both the sides are the same. In this case the degrees 
of freedom is given by 
 (   acd  aa312 
 Mi M2/7                0)            =\ 2 8
a2  \  2  ,( 
 M1)  M2)  
                        M1-1 M2-1 
where M1 and  M2 are the numbers of data, say 4 in the present case, on the left-hand and 
on the right-hand side of  t1, respectively. 
   The reason why the second t-test is necessary is as  follows  : 1) The value of 
significance is statistically expected to express the probability of the error of the first 
kind (the probability that the null hypothesis is improperly rejected). As stated above, 
however, abnormally small values of the significance were obtained for the first  (-test 
due to small values of variances  aeT and  m. It is known that when the data of an 
observed time series are serially correlated, an anomalously small value of the variance 
is estimated (Durbin and Watson,  1950,1951 ; Johnston, 1972). We should consider that 
systematic errors or serial correlation such as annual variations predominate over 
random errors in our observed data of strains. The absolute values of calculated 
significance, therefore, should not be regarded as the probability of the error of the first 
kind, though the significance function is useful for the relative comparison in amplitude 
 (cf. Kato et  al., 1991). The second t-test uses the variance of average strain rates 
estimated for four windows of nearly one-year length, not the variance of the original 
data of observed strains. The effect of serial correlation existing in the original data is 
thus expected to be much less on the second t-test than on the first t-test. 2) Since the 
first t-test is very powerful, it detects many points of strain rate changes which are 
caused possibly not only by tectonic stress changes but also by rainfall, atmospheric 
pressure changes and so on. Although our primary purpose is to find objectively unusual 
changes in secular variations of crustal deformations regardless of the cause, such 
unusual changes should not occur so frequently. The strain rate changes found in the 
first procedure should be compared with those in a longer time period so as to confirm 
their rare occurrence. This is the second reason for our introducing the second t-test. 
   As stated before, the sampling interval adopted in the present analysis is 15 days. It 
is natural to expect that a strain rate change due to the tectonic stresses in the crust may 
take place more gradually than the time resolution of 15 days. It is desirable to estimate
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not the time point but the time interval during which the strain rate change might occur . 
To do this, we shift the reference time point from the minimum point of the first 
procedure to points in its vicinity to calculate the significance for the second t-test at 
shifted reference points. An example for this is given in Fig. 3(c), where the arrow 
indicates the minimum point of the significance found in the first procedure. Although 
the minimum point of the significance calculated for the second test does not exactly 
coincide with that for the first one, the difference is only one data point. Considering 
that different statistical quantities are tested in the first and the second procedure, this 
degree of agreement is considered satisfactory. 
   Figure 3(c) shows that the values of significance calculated at four points are less 
than a given significance level of, say,  1%. We may thus conclude with  1% significance 
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Fig. 4. An applied example of our statistical method to the data having prominent annual 
   variation. (a) 15-day average strain data observed by extensometer 2 (EXT 2) at 
   Kurosawajiri (KRS). (b) Strain rates estimated from 24 data in each of the two 
   windows defined on both the sides of respective reference points. Bars indicate their 
   standard deviations. The subscripts 1 and 2 denote the quantities for the  left and the 
   right window. (c) The significance function calculated for the first t-test.
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It is remarked that the determination of the significance level is subjective and rather 
arbitrary. It is emphasized, however, that we are able to detect objectively unusual 
changes in secular variations of crustal deformations with the same statistical criterion 
for all the data sets available. 
   As discussed by Mishina et  al. (1990a, b), noticeable annual changes are seen in the 
strain and tilt data at some stations in Northeastern Honshu, Japan. As an example 
Fig. 4(a) exhibits a remarkable annual variation in the strain data of 15-day average 
obtained by an extensometer at KRS. Let us try to apply our statistical method to this 
unfavorable case with a systematic annual change. Figure 4(b) shows the average strain 
rates with their standard deviations calculated for each time window in the first proce-
dure. In the figure two data of the average rate are plotted at each  reference  time  ; one 
corresponding to the average rate in one side of the reference time and the other to that 
in the other side. As seen in the figure, the error bars for both the sides mostly overlap 
with each other except for a short period in summer of 1986. The significance function 
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Fig. 5. Same as Fig. 4, but for the data corrected for annual variation. The width of the 
   shadow zone in (a) indicates the time interval for the occurrence of strain rate 
   change.
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found at mid 1986 in the figure, though we cannot detect visually any change in secular 
variation on the original strain record of Fig. 4(a). This suggests a strong capability of 
the first test for detecting strain rate changes. In the second t-test, however, it turns out 
that the strain rate change found in the first procedure is not significant for  1% 
significance level but significant for 1.3% level. 
   It is reasonable to consider that annual variations should have been removed from 
the original data of observed strains or tilts before the statistical test. Figure 5(a) shows 
the strain data that were obtained by removing the annual variation from the original 
ones given in Fig. 4(a) by the use of the technique discussed in Mishina et al. (1990a, b). 
Figure 5(c) shows nearly the same minimum points of the significance function as those 
in Fig. 4(c). The second test concludes in this case that the strain rate change in 1986 is 
significant with the significance level of 1%. This conclusion is different from that for 
the original data set. The result of interval estimation is that the strain rate change 
should be considered to have taken place in the period from August 11 to October 25 in 
1986. Taking this result into account, we will use in the following analysis the data 
corrected for annual variations.
4. Results
   Figures 6(A) to (F) are the results of statistical test on the observed strain and tilt 
data. On the figures the top shows the observed data of 15-day average without annual 
variations, and the middle and the bottom, respectively, are the average strain rate and 
the significance calculated in the first procedure. The time interval in which strain or 
tilt change is considered to have taken place is estimated by the second t-test with  1% 
significance level and indicated by the shadow zone in the top figure. As stated before, 
the total length of time window on one side of a reference time point is two years in the 
second procedure. This means that the second test cannot be done for two years in the 
initial or the final part of a given data set. To avoid this we take a shorter window 
length only in the initial and the final portion of the data set, where the shortest window 
length is 16 months. The results of the second test for this shorter windows should 
therefore be considered less reliable. 
   As seen in Fig. 6(A) for OGA, the estimated time interval is as long as almost one 
year. On the other hand, a short time interval is estimated for WGA, as observed in Fig 
6(B). Figure 6(D) is concerned with the tilt data observed at SWU. It is found from the 
bottom figure that there exist two prominent minima of the significance function calcu-
lated in the first procedure. The second t-test, however, states that the minimum at mid 
1988 is not significant. This is probably a reflection of the fact that another innegligible 
change in tilt rate occurred also in 1989. As seen in Figs. 6(E) and (F) for DIT, significant 
changes in tilt rate are detected on the two components of tilt observations at almost the 
same period. 
   Through the present analysis of 70 components of strain and tilt observations in 
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Fig. 7. Periods in which strain or tilt rate changes are detected on each strain or tilt 
   component by the second t-test. The order of stations from the top to the bottom is 
   taken roughly from the west to the east.
are summarized in Fig. 7, where the estimated time interval for an anomalous change is 
indicated by a quadrangle along the line of the corresponding strain or tilt component. 
The stations from OGA at the top to SNR, excluding the bottom three stations of MYK, 
HMK and KTA, are located inside a narrow zone of about 50 km width stretching 
roughly in the direction of NW-SE, which is nearly equal to the relative motion direction 
between the Eurasian plate and the Pacific plate. In Fig. 7 the stations from OGA to 
SNR are placed roughly in order of distance from the Japan Sea coast (see Fig. 1).
5. Discussion 
   The study area of Northeastern Honshu is divided into three regions, the western
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region (the Japan Sea side), the central region, and the eastern region (the Pacific Ocean 
side). The observation stations of OGA, GJM and NIB belong to the western region, 
those of NSK, TAZ, SWU, WGA and KRS to the central region, and those of DIT, KSN 
and SNR to the eastern region. These stations are all located inside the zone stretching 
in NW-SE direction as described before. 
   We superpose all the time intervals of anomalous changes estimated at stations in 
each region to obtain Fig. 8. The amplitude in the ordinate at a time point, therefore, 
means the number of components for which anomalous changes are found to have 
occurred at that time. It is noted that an anomalous change with a short time interval 
has the same importance as one with a long time interval, though the latter is exagger-
ated to the eye. Further, we should remember that the results for 1985 and for 1990 are 
less reliable because of the limited data length available for the second t-test. In the 
central region, anomalous changes in strain or tilt occurred mostly in 1986. On the other 
hand, anomalous changes in the eastern region took place mostly in 1987. The numbers 
of components in which rate changes occurred in the central region are four in 1986 and 
one or two in 1987 or in 1988, while those in eastern region are four in 1987 and one or 
two in 1986 or 1988 (see also Fig. 7). 
   Figure 9 exhibits the epicenter distribution of (a) shallow earthquakes and (b) inter-
mediate depth earthquakes in Northeastern Honshu. The figure defines a rectangular 
region which includes the Northeastern Japan Monitoring Chain on Crustal Activities 
operated by Tohoku University. Figure 10 illustrates the frequency (the number per 60 
days) of the earthquakes shown in the rectangular region of Fig. 9, where Figs. (a), (b) and 
(c) are results for shallow earthquakes occurring in the inland area, those beneath the 
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 Fig. 8. Stacked diagram of the periods shown in Fig. 7 for three  regions  ; the western 
   region near the Japan Sea coast, the central region and the eastern region near the 
   Pacific Ocean coast.
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Fig. 9. Seismicity maps in and around Northeastern Honshu, Japan , for the period from 
   April 1, 1984 to December 31, 1989 (Faculty of Science, Tohoku University , 1990). 
   The region of particular interest  (cf.  .  Fig.  10) is indicated by a rectangle . (a) 
   Epicenters of shallow earthquakes  (M>  3.0 and  h  40  km). (b) Epicenters of inter-
   mediate depth earthquakes  (M3.0 and  h  >  40  km).
the upper and lower bounds of the shadow zone indicate the average frequency of 
earthquake occurrence and a half the average frequency calculated for the period from 
April 1984 to December 1989. An earthquake with  M7.1 occurred far off the coast of 
Sanriku beneath the Pacific Ocean in November 1989. This is the largest among the 
earthquakes that took place in the study region for the period under investigation . 
Following the main shock, a number of aftershocks occurred  (cf  . Matsuzawa et  al., 
1990). The period from August to December in 1989 is thus excluded to obtain the 
average value of stationary seismicity given in Fig. 10(b). In all the cases of (a), (b) and 
(c), we notice that approximately from the beginning of 1987 the seismicity became lower 
than the average seismicity, and that the frequency decreased further in 1988 to a level 
below a half of the average value. This seismicity change is compared with the changes 
in crustal deformation. Most of anomalous changes in strain and tilt rates were found
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Fig. 10. Histograms of earthquakes with M  3.0 that occurred in the rectangular region 
   shown in Fig. 9. (a) Shallow earthquakes  (h  40 km) occurring in the inland area. 
   (b) Shallow earthquakes  (h40 km) occurring beneath the Pacific Ocean. (c) 
   Intermediate depth earthquakes  (h>  40  km). The average frequency and a half the 
   average over the whole period are indicated by the upper and the lower bound of the 
   shadow zone. In  (b), however, the seismicity in the  last period from August to 
   December 1989 is excluded to calculate the average frequency because of many 
   aftershocks of the off Sanriku earthquake with M7.1 (see the text).
to have occurred in 1986 for the central region and in 1987 for the eastern region, 
respectively. 
   Miura et  al. (1990) studied the relation between the daily frequency of aftershocks 
with magnitudes greater than 3.0 of the 1983 Japan Sea earthquake versus lapse time. 
They pointed out that the decrease in aftershock activity became more rapid sometime 
in 1986. They further found that anomalous changes in the maximum shear strains had 
occurred at OGA and NIB in early 1986, suggesting some correspondence with the 
conspicuous decrease in aftershock activity of the Japan Sea earthquake. Of the two 
cases of anomalous changes by Miura et  al. (1990), the case of OGA is detected also by 
our statistical test (see Fig. 7). The other for NIB is not proved to be significant. It is 
noted here that we analyzed the original components of observed strains whereas they 
discussed the processed components such as maximum shear and areal strains. 
   We have examined the sense of the strain rate changes found from the present 
statistical test, that is, whether the rate of maximum shear component turned to decrease 
or increase at the time of the anomalous change estimated by the present test. The
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results are not systematic. A half of the case show "decrease", and the other 
"increase" . We thus have no definite conclusion about the sense of rate change.
half
6. Conclusions 
   We have developed a statistical method to detect strain or tilt rate changes by 
improving the method presented by Kato et al. (1991). We applied it to the strain and 
tilt data observed for the period from April 1984 to July 1990 at stations belonging to the 
Northeastern Japan Monitoring Chain on Crustal Activities operated by Tohoku Univer-
sity. The main results are as  follows  : 1) Our statistical method can objectively detect 
anomalous changes in strain or tilt rates. 2) Most of anomalous changes in strain or tilt 
rate in the central region of Northeastern Honshu, Japan, occurred in 1986, and those in 
the eastern region (the Pacific Ocean side) in 1987. 3) If we may follow the results of 
Miura et al. (1990) described in the preceding section, the anomalous changes in crustal 
deformation in the western region (the Japan Sea side) took place early in 1986 in 
accordance in time with the noticeable decrease in the aftershock activity of the 1983 
Japan Sea earthquake. A little later, that is, nearly in mid 1986, the anomalous changes 
in crustal deformation occurred in the central region. In 1987 the anomalous changes 
appeared in the eastern region, which may correspond to the seismic quiescence (shallow 
earthquakes and intermediate earthquakes). It is concluded that the anomalous changes 
in strains and tilts observed by extensometers and water-tube tiltmeters were caused by 
the change in such a broad tectonic stress field that governed also the seismic activity in 
Northeastern Honshu, Japan.
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