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Introduction
General background
One of the most significant tools in differential geometry and global analysis, in
continuous environment mechanics and dynamical systems is the notion of vector
field. The following concepts are related to vector fields (some of them more studied
others less):
1. trajectories and flows, interaction of flows;
2. phase portrait, gas-liquid flow, curls, turbulence, shock waves, separatrices
and attractors;
3. dragging of tensor fields (including functions, vector fields and differential
forms) along a flow;
4. coordinate-free differentiation of tensor fields, Lie derivatives, Lie-Cartan cal-
culus;
5. linear vector fields, linear approximation of non-linear flows;
6. projective and projectable vector fields;
7. Lie groups and their representations, group operators;
8. nonholonomic object and nonholonomic basis, derivation formulas;
9. connections in bundles, curvature theory;
10. integration of tensor fields, differential equations with Lie derivatives;
11. symmetries and invariants, stability and conservation laws;
12. exponential law in jet space;
13. operators of total differentiation and map composition;
14. the study of motions: transformations of motions, motions of higher orders.
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The topics 1–7 have been widely researched, cf. [1]–[14], [23]–[25], but the topics
8–14 are investigated a little. A systematical study of them is undertaken in [15]
and [16], and in the monograph [2]. The author of this thesis took part in the
preparation of the monograph. His contribution is contained in the topics 10, 12
and 13, see [17]–[20]. The paper [17] is attached to this thesis.
Let us introduce some well-known facts in the form convenient in what follows.
Any vector can be interpreted as a stop-frame of a point moving along own its
trajectory through space, and any vector field as a stop-frame of a flow generated
by this field. Let M be a smooth manifold, and let X be a smooth vector field on
M . Therefore a flow at = exp tX as a one-parameter group of transformations of
M is associated with X. Choosing local coordinates ui on a neighborhood U ⊂M ,
the flow at is determined by the system of first-order ordinary differential equations
(ODEs)
(ui)′ = xi(u), (1)
where the prime denotes differentiation with respect to a time-parameter t, and xi
are components of the vector field X at a point u ∈ U . More precisely, the flow
at is a local pseudogroup of local transformations of M , because the theorem of
uniqueness and existence of solutions of the system (1) has a local character. Such
a relation between the local and the global should be kept in mind.
In the flow at points move along their own trajectories, and functions are dragged
according to the composition law:
f  ft = f ◦ at.
Under some conditions of smoothness and convergence a dragged function ft can be
expanded in a Maclaurin series in terms of the powers of a parameter t:
ft =
∞∑
k=0
f (k)
tk
k!
,
where f (k) = Xkf , k = 0, 1, 2, . . .. Moreover, one can consider a dragging of a
smooth tensor field S of a general type (p, q) along the flow at of X, described by a
Lie-Maclaurin series
St =
∞∑
k=0
S(k)
tk
k!
,
with Lie derivatives S(k) = L(k)X S as coefficients, where k = 0, 1, 2, . . ..
The notion of Lie derivatives is coordinate-free, but it is possible to calculate
them in any local coordinate system. Such calculations are carried out in a natural
basis, i.e., in a frame and coframe consisting of partial derivative operators and
differentials of coordinate functions, respectively. Therefore, the aim of this thesis is
to develop Lie derivatives of tensor fields and their applications in a nonholonomic
basis. The nonholonomy object (J. A. Schouten, [24]) appearing in the calculation
formulas allows us to apply this technique to the theory of Lie groups. In particular,
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the structure constants are precisely the nonholonomy object of the left- or right-
invariant basis in a Lie group.
The nonholonomy object is also important in the theory of connections in fiber
bundles. The connection in fiber bundle pi : M1 → M , with a smooth manifold M
as its base, is determined by defining an n-dimensional horizontal distribution ∆h
supplemental to a r-dimensional vertical distribution ∆v = kerTpi on a manifold
M1, where dimM = n and dimM1 = n+r. It means that in M1 there is defined the
structure ∆h ⊕ ∆v, and the nonholonomy object in this structure are decomposed
on subobjects. In the adopted basis are defined two subobjects – one of them deter-
mines transferring of fibers (an object of connection) and another one a curvature
of the space (an object of curvature). In the case of a tangent bundle this structure
underlies in the tensor analysis and covariant differentiation.
In this work the following situation is considered. Let X be a smooth vector field
with canonical parameter s on a smooth manifold M , and suppose f is a smooth
function on M . Let us form an infinite sequence F = (f, f ′, f ′′, . . .) consisting of f
and its derivatives of all orders with respect to X. Then there is defined a triplet
(X, s, F ) on M . All possible triplets of such kind on manifolds form a category. In
particular, two triples (X, s, F ) and (Y, s˜, F˜ ) on manifolds M and M˜ , respectively,
are linked together by a morphism ϕ : M → M˜ that is a smooth map for which
s = s˜ ◦ ϕ, F = F˜ ◦ ϕ, and X and Y are ϕ-related vector fields, i.e., for any smooth
function g on M˜ the equality X(g ◦ϕ) = (Y g)◦ϕ is valid. In the category of triplets
(X, s, F ) the terminal object is precisely the triplet (D, t, U), where D is the total
differentiation operator (TDO) in the space of infinite jets J1,1, t is a parameter
(time) and U is a set of fiber coordinates u, u′, u′′, . . .. Recall that the term terminal
object refers that there exists exactly one morphism from each object (X, s, F ) to
(D, t, U).
In the jet space J1,1 there is defined an exponential law that appears in the
following three implications (in matrix notations):
U ′ = CU =⇒ Ut = etCU =⇒ I = e−tCU, (I)
ω′ = Cω =⇒ ωt = etCω =⇒ dI = e−tCω, (II)(
∂
∂U
)′
= − ∂
∂U
C =⇒
(
∂
∂U
)
t
=
∂
∂U
e−tC =⇒ ∂
∂I
=
∂
∂U
etC . (III)
The implication (I) determines invariants I of the TDO D that are transformed by
ϕ to the invariants I ◦ ϕ = e−sCF of X on M . The implication (II) establishes the
connection between the differentials dI and Cartan forms ω defined in J1,1. The
forms ω = dU − U ′dt are transformed by ϕ to the forms ω ◦ Tϕ = dF − F ′ds on
M . The implication (III) determines infinitesimal symmetries of the operator D
and thus gives the rule for construction of corresponding infinitesimal symmetries
for the vector field X on M . All implications (I)–(III) can be naturally extended on
a jet space Jn,m by using multi-indices technique.
Finally, the following situation is considered: analogously to the process when
a smooth map induces an infinite jet, the composition of smooth maps induces a
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composition of jets. The problem is how to define a recurrence formula for jet
composition in such a way that the definition does not depend on a choice of maps.
The problem leads to another question – how the corresponding TDOs and Cartan
forms are related under the jet composition. The answer is given in Chapter 4, see
Propositions 4.1–4.12, in the form of convenient recurrence formulas.
Short review and technical notes
In Chapter 1 some basic notions from tensor algebra and global analysis are intro-
duced for the purpose of having a complete picture of the subject . In particular,
for a linear map f : V1 → V2 from one vector space to another contravariant tensors
of a type (p, 0) (including vectors) are transformed from V1 to V2 (from left to right)
and covariant tensors of a type (0, q) (including covectors) from the dual space V ∗2
to the dual space V ∗1 (from right to left). It means that for a (p, 0)-tensor in V1
or (0, q)-tensor in V ∗2 the corresponding tensors f -related to them are determined
uniquely. But for f -related tensors S and S˜ of a mixed type (p, q) this claim is
not true, because we can not express the coefficients of S˜ in terms of coefficients
of S, and vice versa. The notion of f -related tensors allows us further to define
ϕ-related tensor fields for a smooth map ϕ between smooth manifolds, and then Lie
derivatives. Some basic properties of vector fields and differential forms on smooth
manifolds are also presented.
In Chapter 2, a special attention is paid to the notion of ϕ-related tensor fields
on smooth manifolds, which allows us to define a dragging of tensor fields (including
vector fields and differential forms) in a flow at = exp tX of a vector field X. Then
there are can be defined Lie derivatives of tensor fields with respect to the vector
field X. Also Lie differentiation in nonholonomic basis is developed, where an im-
portant role is played by derivation formulas together with the nonholonomy object.
Finally, the integration of tensor fields as a reverse process to the Lie differentiation
is introduced. A few geometrical examples included in the text clarify the topic
being discussed.
Chapter 3 is devoted to the theory of Lie group representations. Considering
vector fields as infinitesimal generators of flows on a manifold M , the Lie derivative
is an infinitesimal version of a representation of a diffeomorphism group on tensor
fields. In this Section the basic properties of a tangent group TG of a Lie group G
are considered. The formulas for left- and right-invariant bases, and for operators of
adjoint representations are derived. Some of these formulas are discussed for linear
group GL(2,R) in the original publication [17] attached to this thesis, see page 91.
Chapter 4 is devoted to the structure of jet space Jn,m of infinite jets of smooth
maps Rn → Rm. We begin with the case J1,1, where TDO D and Cartan forms ω
are defined. The emergence of implications (I), (II) and (III) is explained. Then the
notions of TDO and Cartan forms together with these implications are naturally
generalized to the general case Jn,m by using multi-indices. A special attention
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is paid to the coupling of TDOs and Cartan forms under a jet composition. The
above-mentioned Propositions containing recurrence formulas are proved.
We will use the following conventions for the rest of the thesis.
1. We use the Einstein summation, i.e., the convention that repeated indices
are implicitly summed over. Every time when the summation in an expression must
be made over an index which occurs twice, once as a superscript and once as a
subscript, we use the Einstein summation convention. Unless we specify otherwise,
any index that is to be summed over we write in the upper position. For example,
using Einstein summation,
eix
i =
∑
i
eix
i or aika
k
j =
∑
k
aika
k
j .
2. The row index of a matrix is written as a superscript while the column index
is written as a subscript, so that the general term aij in matrix A = (a
i
j) denotes the
element in the i-th row and j-th column in A.
3. The smoothness of functions, vector fields and any tensor fields means that
the relevant objects occurring will be assumed to be differentiable of sufficiently high
class Cp or, if it is necessary, even C∞ or Cω. It is assumed that tensor fields are
sufficiently smooth so that derivatives can be taken.
4. When it does not lead to misunderstandings, we use a prime in order to denote
the Lie derivative with respect to the fixed vector field X: S ′ = LXS, where S is an
arbitrary smooth tensor field on a manifold.
5. We use the following rule: summation excludes differentiation. This means
that the expression Xix
j denotes the differentiation of a function xj with respect
to a vector field Xi, while the expression Xix
i denotes, according to the Einstein
summation convention, the linear combination of vector fields Xi with the coeffi-
cients xi.
6. The most essential formulas for the theory are framed in the text.
Chapter 1
Prerequisites
We begin with some basic concepts from multi-linear algebra (vectors, covectors,
general tensors of a mixed type, their transformations under a linear map f between
vector spaces, f -related tensors etc.), which allow us further to define ϕ-related
tensors on manifolds for ϕ being a smooth map between smooth manifolds. The
notion of ϕ-related tensors is important in the definition of the Lie derivative on
manifolds, which is the key concept for this thesis. Then smooth manifolds are
considered, and some basic properties of vector fields and differential forms are
introduced in such notations that turn out to be very useful in what follows (cf.
[10], [11]).
1.1 Preliminaries from linear algebra
Suppose V is an n-dimensional vector space over the field R, and let V ∗ be its dual
space. Let in V and V ∗ a dual basis (e, e∗) be given. The frame e is an n-dimensional
row-matrix, i.e., e = (ei), i = 1, . . . , n, and coframe e
∗ is an n-dimensional column-
matrix, i.e., e∗ = (ej), j = 1, . . . , n. The duality of the basis (e, e∗) means that
e∗(e) = E, where E is a unit matrix, or, what is equivalent, ej(ei) = δ
j
i , where δ
j
i is
the Kronecker delta, i.e.
δji =
{
1, if i = j
0, if i 6= j .
Any vector X ∈ V and any covector Φ ∈ V ∗ can be presented in terms of the given
basis as1
X = eix
i, Φ = ϕje
j.
In matrix notation, X = ex and Φ = ϕe∗, where x = (xi) is an n-dimensional
column matrix of components of the vector X in the frame e and ϕ = (ϕi) is an
n-dimensional row matrix of components of the covector Φ in the coframe e∗. The
action of Φ on X is Φ(X) = ϕix
i or Φ(X) = ϕx.
1According to the Einstein summation convention, see Introduction.
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A q-covariant and p-contravariant tensor (briefly, a (p, q)-tensor) S is defined as
an element of the tensor space
(⊗pV )⊗ (⊗qV ∗) = V ⊗ · · · ⊗ V︸ ︷︷ ︸
p times
⊗ V ∗ ⊗ · · · ⊗ V ∗︸ ︷︷ ︸
q times
.
Let in the spaces V and V ∗ a dual basis (e, e∗) be given. Then a frame in the space
of all (p, q)-tensors (⊗pV )⊗ (⊗qV ∗) is given by
ei1 ⊗ · · · ⊗ eip ⊗ ej1 ⊗ · · · ⊗ ejq , 1 ≤ i0, . . . , ip, j0, . . . , jq ≤ n,
and any tensor S is determined by its coefficients s
i1...ip
j1...jq
as
S = ei1 ⊗ · · · ⊗ eipsi1...ipj1...jqej1 ⊗ · · · ⊗ ejq .
This is a real-valued multi-linear form. Its value on p covectors Φ1 = ϕ1i1e
i1 , . . . ,
Φp = ϕpipe
ip and q vectors X1 = ej1x
j1
1 , . . . , Xq = ejqx
jq
q is defined by
S(Φ1, . . . ,Φp;X1, . . . , Xq) = ϕ
1
i1
. . . ϕpips
i1...ip
j1...jq
xj11 . . . x
jq
q .
Moreover, the coefficients of S are given by the action of S on the basis:
s
i1...ip
j1...jq
= S(ei1 , . . . , eip ; ej1 , . . . , ejq).
For instance, a vector X and covector Φ are tensors of the type (1, 0) and (0, 1),
respectively. The expressions Φ(X) and X(Φ) are equivalent.
Let (e, e∗) and (e˜, e˜∗) be dual bases in the space V , and let the transformation
of one to the other is determined by a regular matrix A = (aij) of order n and its
inverse A−1 = (aij), such that
e˜ = eA−1, e˜∗ = Ae∗.
Then the coefficients of S are transformed according to the rule
s˜
i1...ip
j1...jq
= ai1k1 . . . a
ip
kp
s
k1...kp
l1...lq
al1j1 . . . a
lq
jq
. (1.1)
For instance, for coefficients of a vector X = ex and covector Φ = ϕe∗ we have the
following transformation formulas:
x˜ = Ax, ϕ˜ = ϕA−1.
For an affinor (tensor of type (1, 1)) S = ese∗ the rule (1.1) implies
s˜ = AsA−1.
Note that, in general, it is impossible to write transformation formulas for coefficients
of tensors of a mixed type (p, q) in matrix notations.
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Let V1 and V2 be vector spaces of dimensions n and m, respectively, and let
f : V1 → V2 be a linear map. Then under f vectors from V1 are being transformed
to V2 (from left to right), X 7→ Y = f(X), and covectors are being transformed
from V ∗2 to V
∗
1 (from right to left), Φ 7→ Φ ◦ f . So the comap f ∗ is induced:
f ∗ : V ∗2 → V ∗1 : Φ 7→ Ψ = Φ ◦ f.
Now suppose (e, e∗) and (ε, ε∗) are dual bases for the vector spaces V1 and V2,
respectively. In these bases f can be presented by some (m× n)-matrix F = (fαi ),
i = 1, . . . , n; α = 1, . . . ,m, such that
f(e) = εF, ε∗ ◦ f = Fe∗.
Given a linear map f , there exists a covector with vector values in the space V2,
briefly vector-covector, defined by
F = εFe∗ or F = εαfαi ei. (1.2)
Let X = ex ∈ V1 and Ψ = ψe∗ ∈ V ∗2 . Then F(X) = εFx ∈ V2 and Ψ(F) = ψFe∗ ∈
V ∗1 . If f : X = ex 7→ Y = εy and f ∗ : Ψ = ψε∗ 7→ Φ = ϕe∗, then y = Fx and
ϕ = ψF . So the components are related by yα = fαi x
i and ϕi = ψαf
α
i .
The notion of the vector-covector F is independent of a choice of a basis, so F
can be identified with the map f , although the matrix F , that depends on a choice
of a basis, is presented in (1.2).
Let S and S˜ be tensors of a type (p, q) in (⊗pV1)⊗ (⊗qV ∗1 ) and (⊗pV2)⊗ (⊗qV ∗2 ),
respectively.
Definition 1.1. Two tensors S and S˜ are said to be f -related if for any set of p
covectors Ψ1, . . . ,Ψp ∈ V ∗2 and q vectors X1, . . . , Xq ∈ V1 the equality
S(Ψ1 ◦ f, . . . ,Ψp ◦ f ;X1, . . . , Xq) = S˜(Ψ1, . . . ,Ψp; f(X1), . . . , f(Xq)) (1.3)
is valid.
Coefficients of f -related tensors S and S˜ are related according to the formula
fα1i1 . . . f
αp
ip
s
i1...ip
j1...jq
= s˜
α1...αp
β1...βq
fβ1j1 . . . f
βq
jq
. (1.4)
Note that in general f transforms contravariant (p, 0)-tensors from V1 to V2 (from
left to right) and covariant (0, q)-tensors from V ∗2 to V
∗
1 (from right to left). It means
that for a (p, 0)-tensor in V1 or (0, q)-tensor in V
∗
2 the corresponding f -related to
them tensors are determined uniquely. But for f -related tensors S and S˜ of a mixed
type (p, q) this claim is not true, because we can not express coefficients of S˜ in
terms of coefficients of S and vice versa. This follows from (1.4), where the matrix
F = (fαi ) is in general not invertible. The correspondence S ↔ S˜ is one-to-one only
under an isomorphism of vector spaces.
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Nevertheless, the same tensor operations (tensor product, contraction, sym-
metrization, alternation and linear combinations with constant coefficients) over
f -related tensors lead again to f -related tensors.
Let, for instance, f be an isomorphism between vector spaces V1 and V2. Then
there exists a one-to-one correspondence between f -related tensors S and S˜:
s˜
i1...ip
j1...jq
= f i1α1 . . . f
ip
αps
α1...αp
β1...βq
f
β1
j1
. . . f
βq
jq ,
where the matrix F = (fαi ) is regular and matrix F
−1 = (f
α
i ) is its inverse.
1.2 Vector fields, Lie brackets, flows and inva-
riants
Let M be a smooth manifold and let f be a smooth function on M . Then any
vector field X on M is defined as a linear differential operator which assigns to f
the function Xf which is the derivative of f with respect to X. As it was mentioned
in Introduction, we use prime in order to denote the derivative with respect to the
fixed vector field X: f ′ = Xf . By definition X satisfies the Leibniz rule
(fg)′ = f ′g + fg′,
where f and g are arbitrary differentiable functions on M . The differential of f as
a 1-form on M is defined by
df(X) = Xf.
The vector field X is called smooth if for any smooth function f its derivative f ′ is
also smooth.
For any two vector fields X and Y their compositions X ◦Y and Y ◦X or, briefly,
XY and Y X do not in general satisfy the Leibniz rule and, thus, cannot be vector
fields. But the operator
[X, Y ] = XY − Y X (1.5)
is a vector field called a Lie bracket of the vector fields X and Y .
Any one-parametric group of transformations (diffeomorphisms) at : M → M
induces a flow in M – all points move along own trajectories and functions are
dragged according to the composition law:
M 3 u 7→ ut = at(u), f 7→ ft = f ◦ at.
For any smooth function f on M the flow at gives rise to a smooth vector field X
as follows:
Xf = (f ◦ at)′t=0.
Conversely, with any smooth vector field X on M a local one-parametric group of
transformations at of M is associated. It is said to be the flow of X. In both cases
we denote
at = exp tX.
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Under some conditions of smoothness and convergence, the dragged function ft can
be expanded in a Maclaurin series in terms of the group parameter t powers:
ft =
∞∑
k=0
f (k)
tk
k!
, f (k) = Xkf, k = 0, 1, 2, . . . . (1.6)
For instance, if ft = f , i.e., f
′ = 0, then the function f remains constant on the
trajectories of X and is called an invariant of X. In the case of n-dimensional
manifold M the vector field X has n − 1 independent (basic) invariants. All other
invariants of X can be presented as functions of the basic ones.
If ft = f + t, i.e., f
′ = 1, then the function f is an antiderivative of 1 and is
called a canonical parameter of X.
It can appear that in (1.6) the derivatives f (k) are somehow related and form
an ordinary differential equation (ODE). Then the solution of an ODE gives the
dragged function ft immediately.
For example,
f ′′ + f = 0 =⇒ ft = f cos t+ f ′ sin t.
So if the parameter t changes, then ft describes the pulsation of f .
1.3 Differential forms
Let M be a smooth manifold of dimension n. Any skew-symmetric p-linear function
on p vector fields on M is called an exterior differential form of degree p or simply
p-form.
In-particular, a 1-form Φ on M is defined as a linear function Φ(X) with vector
field X as its argument, or just as a covector field on M .
An exterior derivative of 1-form Φ is a 2-form defined by
dΦ(X, Y ) = X(Φ(Y ))− Y (Φ(X))− Φ([X, Y ]), (1.7)
where X and Y are arbitrary vector fields on M . A wedge product of two 1-forms
Φ and Ψ is a 2-form defined by
Φ ∧Ψ(X, Y ) =
∣∣∣∣Φ(X) Φ(Y )Ψ(X) Ψ(Y )
∣∣∣∣ . (1.8)
A wedge product of three 1-forms Φ, Ψ and Θ is a 3-form defined by
Φ ∧Ψ ∧Θ(X, Y, Z) =
∣∣∣∣∣∣
Φ(X) Φ(Y ) Φ(Z)
Ψ(X) Ψ(Y ) Ψ(Z)
Θ(X) Θ(Y ) Θ(Z)
∣∣∣∣∣∣ , (1.9)
where X, Y and Z are arbitrary vector fields on M . In such a way we can define
the wedge product of any number of 1-forms.
Let X1, X2, . . . , Xk, k ≤ n, be a set of linearly independent vector fields on M .
Then a set of 1-forms Φ1, Φ2, . . . ,Φk is said to be linearly independent if
Φ1 ∧ Φ2 ∧ . . . ∧ Φk(X1, X2, . . . , Xk) 6= 0.
Chapter 2
Lie derivatives in nonholonomic
basis
The notion of the Lie derivative is coordinate-independent, but particular calcula-
tions are carried out in local coordinates. However, defining a Lie derivative of a
tensor field, the following problem arises. As it was mentioned in the previous Chap-
ter, any linear map f : V1 → V2 transforms contravariant tensors from the vector
space V1 to the vector space V2 (from left to right) and covariant tensors from V2 to
V1 (from right to left). Unfortunately for tensors of a mixed type this claim is not
true. Nevertheless, the key is f -related tensors in the spaces V1 and V2. Therefore
we begin by defining ϕ-related tensor fields on smooth manifolds M1 and M2, where
ϕ : M1 →M2 is a smooth map. Then we consider the dragging of tensor fields along
a flow of a vector field X and define the Lie derivatives.
We also develop Lie differentiation of tensor fields (including vector fields and
differential forms) in a nonholonomic basis, where an important role is played by
derivation formulas together with the nonholonomy object. The nonholonomy object
appearing in computation formulas is a consequence of interaction of non-commuting
basis operators, and allows us to apply this technique to the theory of Lie groups.
In particular, in the case of a Lie group the structure constants are precisely non-
holonomy objects of left-invariant and right-invariant bases, cf. Chapter 3.
In the end of the present Chapter is introduced the idea of integration of tensor
field as a reverse process to the Lie differentiation. A few geometrical examples
included in the text clarify the topic being discussed.
2.1 ϕ-related tensor fields
Let M1 and M2 be smooth manifolds, and let ϕ : M1 →M2 be a smooth map.
Definition 2.1. Two functions f and f˜ on M1 and M2, respectively, are said to be
ϕ-related , if
f = f˜ ◦ ϕ.
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Definition 2.2. Two vector fields Y and Y˜ on M1 and M2, respectively, are said to
be ϕ-related , if for any ϕ-related differentiable functions f and f˜ their derivatives
Y f and Y˜ f˜ are ϕ-related, i.e.,
Y f = (Y˜ f˜) ◦ ϕ,
or, equivalently, if for any smooth function g on M2,
Y (g ◦ ϕ) = (Y˜ g) ◦ ϕ.
Definition 2.3. Two 1-forms Φ and Φ˜ on M1 and M2, respectively, are said to be
ϕ-related , if for any ϕ-related vector fields Y and Y˜ the values Φ(Y ) and Φ˜(Y˜ ) are
ϕ-related, i.e.,
Φ(Y ) =
(
Φ˜(Y˜ )
) ◦ ϕ.
Definition 2.4. Two tensor fields S and S˜ of a mixed type (p, q) on M1 and M2,
respectively, are said to be ϕ-related , if their values on any set of ϕ-related 1-forms
Φ1, . . . ,Φp and Φ˜1, . . . , Φ˜p, and ϕ-related vector fields Y1, . . . , Yq and Y˜1, . . . , Y˜q are
ϕ-related, i.e.,
S(Φ1, . . . ,Φp;Y1, . . . , Yq) = (S˜(Φ˜
1, . . . , Φ˜p; Y˜1, . . . , Y˜q)) ◦ ϕ.
Example 2.1. Let us consider a map ϕ : R2 → R2 : (u, v) 7→ (x, y) defined by{
x ◦ ϕ = 1
2
(u2 + v2),
y ◦ ϕ = 2uv.
Let two functions f = (u − v)2 and f˜ = 2x − y be given on the uv and xy planes,
respectively. Then
f˜ ◦ ϕ = (2x− y) ◦ ϕ = 2(x ◦ ϕ)− y ◦ ϕ = u2 − 2uv + v2 = (u− v)2 = f.
Thus, from the Definition 2.1 it follows that f and f˜ are ϕ-related.
Consider two vector fields
Y = v
∂
∂u
+ u
∂
∂v
and Y˜ = y
∂
∂x
+ 4x
∂
∂y
on the uv and xy planes, respectively. Then from
Y f = 2(u− v)2 = −2f and Y˜ f˜ = −2(2x− y) = −2f˜
it follows that Y f = (Y˜ f˜) ◦ ϕ. But the last condition is not enough for Y and Y˜ to
be ϕ-related, because f and f˜ are not arbitrary functions.
The flow at of Y is defined by solutions of the corresponding system of differential
equations: {
u˙ = v
v˙ = u
=⇒
{
ut = u cosh t+ v sinh t
vt = u sinh t+ v cosh t
,
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and the flow a˜t of Y˜ is defined by{
x˙ = y
y˙ = 4x
=⇒
{
xt = x cosh 2t+
1
2
y sinh 2t
yt = 2x sinh 2t+ y cosh 2t
.
The functions I = u2− v2 and I˜ = 4x2− y2 are invariants of Y and Y˜ , respectively,
and related by I2 = I˜ ◦ ϕ. Thus, the trajectories of Y (hyperboles) on the uv plane
are mapped by ϕ onto the trajectories of Y˜ (hyperboles too) on the xy plane.
Consider two 1-forms Φ and Φ˜ given on the uv and xy planes, respectively:
Φ = (u+ v)(du+ dv), Φ˜ = dx+
1
2
dy.
From
Φ(Y ) = (u+ v)2, Φ˜(Y˜ ) = y + 2x and (y + 2x) ◦ ϕ = (u+ v)2
it follows that Φ(Y ) =
(
Φ˜(Y˜ )
) ◦ ϕ. But again the last condition is not enough for
Φ and Φ˜ to be ϕ-related, because first we need to show that Y and Y˜ are ϕ-related
(see Example 2.2).
2.2 Basic properties of ϕ-related tensor fields
A number of non-obvious properties of ϕ-related tensor fields follows immediately
from the Definitions 2.1–2.4. Let us list these properties with some proofs.
P. 2.1. The differential of the map ϕ at a point u ∈ M1 is defined as a linear map
Tuϕ between tangent spaces as follows:
Tuϕ : TuM1 → TvM2 : Yu 7→ Y˜v,
where v = ϕ(u) ∈ M2. The vector Y˜v ∈ TvM2, as an image of Yu ∈ TuM1 at the
point v ∈M2, acts on arbitrary differentiable function f defined on a neighborhood
of v according to the rule
Y˜vf = Yu(f ◦ ϕ).
This means that if vector fields Y and Y˜ given on M1 and M2, respectively, are
ϕ-related, then the tangent map1
Tϕ : TM1 → TM2,
which acts at each point u ∈ M1 as Tuϕ, maps all vectors of Y to the vectors of Y˜
on the image ϕ(M1) ⊂ M2. In this case Y is called a ϕ-projectable onto the image
ϕ(M1), i.e., Y˜ = Tϕ(Y ) on ϕ(M1) ⊂M2.
1The detailed description of the tangent functor, tangent map and levels is introduced in [2].
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Over neighborhoods U ⊂ M1 and V ⊆ ϕ(U) ⊂ M2 with local coordinates ui
and vα, i = 1, . . . , dimM1;α = 1, . . . , dimM2, respectively, the map ϕ is determined
by functions ϕα ϕ-related to vα, i.e. vα ◦ ϕ = ϕα. Then the tangent map Tϕ is
determined locally by the Jacobi matrix (ϕαi ) =
(
∂ϕα
∂ui
)
.
Locally, the vector fields Y and Y˜ can be written as Y = yi
∂
∂ui
and Y˜ = y˜α
∂
∂vα
,
where yi and y˜α are smooth functions of coordinates ui and vα, respectively. Then
Y and Y˜ are ϕ-related if and only if y˜α ◦ ϕ = Y ϕα or
y˜α ◦ ϕ = ϕαi yi.
Indeed, suppose that Y and Y˜ are ϕ-related, then for any differentiable function f
on M2 with partial derivatives fα =
∂f
∂vα
the equality Y (f ◦ ϕ) = (Y˜ f) ◦ ϕ is valid.
The last equality is also valid for coordinate functions vα, i.e. Y (vα ◦ϕ) = (Y˜ vα)◦ϕ
or Y ϕα = y˜α ◦ ϕ. On the other hand, suppose that y˜α ◦ ϕ = Y ϕα is valid. Then
from
(Y˜ f) ◦ ϕ = (fαy˜α) ◦ ϕ = (fα ◦ ϕ)(y˜α ◦ ϕ) = (fα ◦ ϕ)Y ϕα =
= Y (f ◦ ϕ)
it follows that the vector fields Y and Y˜ are ϕ-related.
P. 2.2. The map Tϕ from the Property 2.1 transforms any 1-form Φ˜ on M2 into a
1-form Φ on M1, which is ϕ-related to Φ˜. Therefore the ϕ-related 1-forms Φ and Φ˜
as real-valued functions on TM1 and TM2 are Tϕ-related, i.e.
Φ = Φ˜ ◦ Tϕ.
Locally, suppose Φ = ξidu
i and Φ˜ = ξ˜αdv
α, where ξi and ξα are smooth functions on
corresponding neighborhoods on M1 and M2, respectively, and i = 1, . . . , dimM1,
α = 1, . . . , dimM2. Then 1-forms Φ and Φ˜ are ϕ-related if and only if their compo-
nents are related by
ξi = (ξ˜α ◦ ϕ)ϕαi ,
where (ϕαi ) is the Jacob matrix of ϕ.
Indeed, suppose that 1-forms Φ and Φ˜ are ϕ-related. Then for any ϕ-related
vector fields Y = yi
∂
∂ui
and Y˜ = y˜α
∂
∂vα
we have Φ(Y ) = Φ˜(Y˜ ) ◦ ϕ, Φ(Y ) = ξiyi,
Φ˜(Y˜ ) = ξ˜αy˜
α and
ξiy
i = (ξ˜αy˜
α) ◦ ϕ = (ξ˜α ◦ ϕ)(y˜α ◦ ϕ) = (ξ˜α ◦ ϕ)ϕαi yi.
Example 2.2. Let us consider the situation from the Example 2.1. The Jacobi
matrix of the map ϕ is
J =
(
u v
2v 2u
)
.
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It is easy to see that the components of the vector fields Y and Y˜ are related by(
y
4x
)
◦ϕ
=
(
u v
2v 2u
)
·
(
v
u
)
.
Thus, from the Property 2.1 it follows that Y and Y˜ are ϕ-related.
Analogously, the components of the 1-forms Φ and Φ˜ are related by(
u+ v u+ v
)
=
(
1
1
2
)
◦ϕ
·
(
u v
2v 2u
)
,
and from the Property 2.2 it follows that Φ and Φ˜ are ϕ-related.
P. 2.3. For any ϕ-related tensor fields S and S˜ their tensors at the points u ∈ M1
and v = ϕ(u) ∈M2, respectively, are Tuϕ-related.
P. 2.4. For any functions f and g on M2,
(f ± g) ◦ ϕ = (f ◦ ϕ)± (g ◦ ϕ),
(f · g) ◦ ϕ = (f ◦ ϕ) · (g ◦ ϕ),(
f
g
)
◦ ϕ = f ◦ ϕ
g ◦ ϕ (g 6= 0).
It means that the same arithmetic operations (addition, substraction, multipli-
cations and division) over ϕ-related functions lead again to ϕ-related functions.
P. 2.5. The same linear combinations of ϕ-related tensor fields with ϕ-related coeffi-
cients are ϕ-related. For instance, let α and β be ϕ-related functions, i.e., α = β ◦ϕ.
Then for any ϕ-related vector fields Y and Y˜ (1-forms Φ and Φ˜, affinor fields (tensor
fields of type (1, 1)) S and S˜) vector fields αY and βY˜ (1-forms αΦ and βΦ˜, affinor
fields αS and βS˜) are also ϕ-related, i.e.,
Y (f ◦ ϕ) = (Y˜ f) ◦ ϕ =⇒ (αY )(f ◦ ϕ) = [(βY˜ )f] ◦ ϕ,
Φ(Y ) =
[
Φ˜(Y˜ )
] ◦ ϕ =⇒ (αΦ)(Y ) = [(βΦ˜)(Y˜ )] ◦ ϕ,
S(Φ;Y ) =
[
S˜(Φ˜; Y˜ )
] ◦ ϕ =⇒ (αS)(Φ;Y ) = [(βS˜)(Φ˜; Y˜ )] ◦ ϕ,
where f is an arbitrary function on M2. Thus, it is possible to form the same linear
combinations of any number of ϕ-related vector fields, 1-forms and, in general, tensor
fields of a type (p, q) with corresponding ϕ-related coefficients, and in the result we
have ϕ-related tensor fields.
For instance, for any ϕ-related functions αi and α˜i, functions βi and β˜i, vector
fields Yi and Y˜i, and 1-forms Φ
i and Φ˜i, where i = 1, 2, ..., n, n ∈ N, we have2
αi = α˜i ◦ ϕ, Yi(f ◦ ϕ) = (Y˜if) ◦ ϕ =⇒ (Yiαi)(f ◦ ϕ) =
[
(Y˜iα˜
i)f
] ◦ ϕ
βi = β˜i ◦ ϕ, Φi(Y ) = (Φ˜i(Y˜ )) ◦ ϕ =⇒ (βiΦi)(Y ) =
[
(β˜iΦ˜
i)(Y˜ )
] ◦ ϕ.
2Here we use the rule: summation excludes differentiation, see Introduction.
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P. 2.6. The same tensor operations (tensor product, contraction, symmetrization
and alternation) over ϕ-related tensor fields on M1 and M2 lead again to ϕ-related
tensor fields.
For instance, the wedge products Φ ∧ Ψ and Φ˜ ∧ Ψ˜ of ϕ-related 1-forms on M1
and M2 are ϕ-related. Indeed, from (1.8) and Property 2.4 it follows
(Φ ∧Ψ)(Y, Z) = Φ(Y )Ψ(Z)− Φ(Z)Ψ(Y ) =
=
(
Φ˜(Y˜ ) ◦ ϕ)(Ψ˜(Z˜) ◦ ϕ)− (Φ˜(Z˜) ◦ ϕ)(Ψ˜(Y˜ ) ◦ ϕ) =
=
(
Φ˜(Y˜ )Ψ˜(Z˜)
) ◦ ϕ− (Φ˜(Z˜)Ψ˜(Y˜ )) ◦ ϕ =
=
(
Φ˜(Y˜ )Ψ˜(Z˜)− Φ˜(Z˜)Ψ˜(Y˜ )) ◦ ϕ =
=
[
(Φ˜ ∧ Ψ˜)(Y˜ , Z˜)] ◦ ϕ,
where Y , Z and Y˜ , Z˜ are ϕ-related vector fields on M1 and M2, respectively.
P. 2.7. The differentials of ϕ-related functions f and f˜ , as 1-forms on M1 and M2,
respectively, are ϕ-related and, as scalar functions on TM1 and TM2, respectively,
are Tϕ-related,
f = f˜ ◦ ϕ =⇒ df = df˜ ◦ Tϕ.
The differential of a function f is defined by
df(X) = Xf,
where X is an arbitrary vector field on a manifold M . Thus, for any ϕ-related vector
fields X and X˜ we have
f = f˜ ◦ ϕ, Xf = (X˜f˜) ◦ ϕ =⇒ df(X) = [df˜(X˜)] ◦ ϕ,
which implies that df and df˜ are indeed ϕ-related.
Note that the same result follows from the chain rule of the composition of
tangent maps:
f = f˜ ◦ ϕ =⇒ Tf = T f˜ ◦ Tϕ.
Example 2.3. Consider the ϕ-related functions f = (u− v)2 and f˜ = 2x− y from
the Example 2.1, where the Jacobi matrix of the map ϕ is J =
(
u v
2v 2u
)
. The
differentials of the functions f and f˜ are
df = 2(u− v)(du− dv), df˜ = 2dx− dy.
Thus, from the equality(
2(u− v) 2(u− v)) = (2 −1)( u v
2v 2u
)
and from the Property 2.2 it follows that df and df˜ are ϕ-related.
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P. 2.8. For any ϕ-related vector fields Y , Y˜ and Z, Z˜ on M1 and M2, respectively,
the Lie brackets [Y, Z] and [Y˜ , Z˜] are also ϕ-related.
Indeed, for ϕ-related functions f and f˜ on M1 and M2, respectively, and by
assumption we have f = f˜ ◦ ϕ, Y f = (Y˜ f˜) ◦ ϕ and Zf = (Z˜f˜) ◦ ϕ. From (1.5) and
Property 2.4 it follows
[Y, Z]f = (Y Z − ZY )f = Y (Zf)− Z(Y f) = Y ((Z˜f˜) ◦ ϕ)− Z((Y˜ f˜) ◦ ϕ) =
=
(
Y˜ (Z˜f˜)
) ◦ ϕ− (Z˜(Y˜ f˜)) ◦ ϕ = ((Y˜ Z˜ − Z˜Y˜ )f˜) ◦ ϕ =
=
(
[Y˜ , Z˜]f˜
) ◦ ϕ.
P. 2.9. The exterior differentials of ϕ-related p-forms Θ and Θ˜ are ϕ-related.
For instance, for ϕ-related 1-forms Φ and Φ˜ the equality (1.7), Property 2.5 and
Property 2.8 imply
dΦ(Y, Z) = Y
(
Φ(Z)
)− Z(Φ(Y ))− Φ([Y, Z]) =
= Y
(
Φ˜(Z˜) ◦ ϕ)− Z(Φ˜(Y˜ ) ◦ ϕ)− Φ([Y˜ , Z˜] ◦ ϕ) =
=
[
Y˜
(
Φ˜(Z˜)
)] ◦ ϕ− [Z˜(Φ˜(Y˜ ))] ◦ ϕ− [Φ˜([Y˜ , Z˜])] ◦ ϕ =
=
[
dΦ˜(Y˜ , Z˜)
] ◦ ϕ,
where Y , Y˜ and Z, Z˜ are arbitrary pairs of ϕ-related vector fields on M1 and M2,
respectively.
P. 2.10. For any ϕ-related differentiable functions f and f˜ ,
df˜ = 0 =⇒ df = 0,
but the opposite is not true.
More precisely, if the function f˜ is constant on a manifold M2, then also the
function f is constant on a manifold M1. But if f is constant on M1, then f˜ is
constant on the image ϕ(M1) ⊂M2, not necessarily on the whole manifold M2.
P. 2.11. For any ϕ-related p-forms Θ and Θ˜,
dΘ˜ = 0 =⇒ dΘ = 0,
i.e., if Θ˜ is closed p-form, then Θ is also closed. But it is possible that not closed
p-form Θ˜ on M2 is transformed into a closed p-form Θ on M1, as the next Example
shows.
Example 2.4 (see [2], p. 60). Suppose a map ϕ : R3 → R3 is defined by
(u, v, w) ◦ ϕ = (1
2
(x2 + y2 − z2), y − kz, 1− k2),
where k ∈ R. Consider two 1-forms
Θ = xdx+ (y + 2)dy − (z + 2k)dz and Θ˜ = du+ 2dv − vdw
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in the spaces xyz and uvw, respectively. From the equality
(
x y + 2 −(z + 2k)) = (1 2 −v)◦ϕ
x y −z0 1 −k
0 0 0

it follows that the local condition from Property 2.2 for 1-forms Θ and Θ˜ being ϕ-
related is fulfilled, i.e. Θ = Θ˜ ◦ Tϕ. The exterior derivatives are dΘ˜ = dv ∧ dw 6= 0
and dΘ = 0, which mean that Θ˜ is not closed 1-form and Θ is closed. Thus, it is
possible, that the tangent map Tϕ transforms not closed 1-form into the closed one.
P. 2.12. For any submersion ϕ and for any pair of ϕ-related vector fields Y , Y˜ and
Z, Z˜ we have
[Y, Z] = 0 =⇒ [Y˜ , Z˜] = 0,
and for any immersion ϕ we have
[Y˜ , Z˜] = 0 =⇒ [Y, Z] = 0.
Example 2.5 (From the Connection theory, see [2], p. 82). The horizontal vector
fields
Xi = ∂i + Γ
α
i ∂α
are pi-projectible onto the base into commuting partial differentiation operators ∂i,
i.e., TpiXi = ∂i. We have [∂i, ∂j] = 0, while the Lie brackets of Xi determine the
curvature of connection, which is in general non-zero:
[Xi, Xj] = (XiΓ
α
j −XjΓαi )∂α.
P. 2.13. After we have defined the Lie derivative, the following important property
will be added to this list: The Lie derivatives LXS and LX˜ S˜ of ϕ-related tensor
fields S and S˜ with respect to ϕ-related vector fields X and X˜ are ϕ-related.
2.3 a-related tensor fields
Let M be a smooth manifold and a : M → M be a diffeomorphism. Then for any
functions, vector fields, 1-forms and, in general, for any tensor fields defined on M
there exist uniquely defined functions, vector fields, 1-forms and tensor fields on M
that are a-related to the first ones, respectively. Let f be a smooth function on M .
Let us denote a function which is a-related to f by the symbol aˆf , i.e., aˆf = f ◦ a.
Analogously, let a vector field Y , 1-form Φ and tensor field S be a-related to a vector
field aˆY , 1-form aˆΦ and tensor field aˆS, respectively. From the Definitions 2.1–2.4
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and Properties 2.1–2.13 we obtain the following ten formulas:
aˆf = f ◦ a, (2.1)
aˆ(Y f) = (aˆY )(aˆf), (2.2)
aˆ(Φ(Y )) = (aˆΦ)(aˆY ), (2.3)
aˆ(Yiy
i) = (aˆYi)(aˆy
i), (2.4)
aˆ(ϕiΦ
i) = (aˆϕi)(aˆΦ
i), (2.5)
aˆ(df) = d(aˆf), (2.6)
aˆ(dΘ) = d(aˆΘ), (2.7)
aˆ[Y, Z] = [aˆY, aˆZ], (2.8)
aˆ(LY S) = LaˆY (aˆS), (2.9)
aˆ
[
S(Φ1, ...,Φp;Y1, ..., Yq)
]
= (aˆS)(aˆΦ1, ..., aˆΦp; aˆY1, ..., aˆYq). (2.10)
2.4 Lie derivative
Now we are in a position to define Lie derivatives on a manifold.
Let X be a smooth vector field on M . With X there is associated a flow at =
exp tX as a one-parameter group of transformations
at : M →M.
In the case of the family of diffeomorphisms at, the expressions
aˆtf, aˆtY, aˆtΦ, aˆt(Yiy
i), aˆt(ϕiΦ
i), aˆt(df), aˆt(dΘ), aˆt[Y, Z], aˆt(LY S), aˆtS
in (2.1)–(2.10) have sense and describe the dragging of the corresponding tensor
fields along the flow of X. Therefore, each tensor field S of a type (p, q) on M may
be dragged along by the flow at for each value of t to define a one-parameter family
of tensor fields, indicated by the abbreviation
S 7→ St = aˆtS.
The last relation describes the change of the tensor St at each point u ∈ M . Thus,
it is possible to value the velocity of this change according to the formula
S ′ = lim
t→0
St − S
t
, (2.11)
called a Lie derivative of S with respect to X. The tensor fields S and S ′ are of the
same type.
The Lie derivative of S along the flow of X is usually denoted by the symbol
LXS. But for the sake of convenience we use primes in order to denote the Lie
derivative with respect to the fixed vector field X.
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Now one can consider the operator
aˆt =
∞∑
k=0
(tX)k
k!
.
Being applied to S, this operator determines the dragging of S along the flow at by
3
St =
∞∑
k=0
S(k)
tk
k!
. (2.12)
The series expansion given by (2.12) is called a Lie-Maclaurin series with Lie deriva-
tives S(k) = L(k)X S, k = 0, 1, 2, . . ., as coefficients.
If the derivatives S, S ′, S ′′, . . . are somehow interconnected, then one can speak
about ordinary differential equations (ODEs) in the flow at. For a such ODE, the
solution is (2.12). On the other hand, the solution St of ODE describes the dragging
of the field S along the flow of X. If in the series (2.12) S(n) is an invariant of X,
i.e. S(n+1) = 0, then S behaves along the flow at as a polynomial of the order n. For
instance, for n = 1 the field S behaves as a linear function: St = S + tS
′, for n = 2
– as a quadratic one: St = S + tS
′ +
t2
2
S ′′, and s.o.
Example 2.6. Consider the ODE
S ′′ + S = 0.
Let us compute the solution of this ODE using Lie-Maclaurin series (2.12). Note
that
S ′′ = −S, S ′′′ = −S ′, S(IV ) = S, S(V ) = S ′, S(V I) = S, . . . .
Thus, the series (2.12) is
St = S + S
′t+ S ′′
t2
2
+ S ′′′
t3
3!
+ S(IV )
t4
4!
+ S(V )
t5
5!
+ . . . =
= S + S ′t− S t
2
2
− S ′ t
3
3!
+ S
t4
4!
+ S ′
t5
5!
− S t
6
6!
− S ′ t
7
7!
+ . . . =
= S
(
1− t
2
2
+
t4
4!
− t
6
6!
+ . . .
)
+ S ′
(
t− t
3
3!
+
t5
5!
− t
7
7!
+ . . .
)
=
= S
∞∑
k=0
(−1)k t
2k
(2k)!
+ S ′
∞∑
k=0
(−1)k t
2k+1
(2k + 1)!
=
= S cos t+ S ′ sin t.
It means that the field S exhibits oscillation, i.e., at the fixed point u ∈M one can
consider a periodic change of the field S.
3The convergence is assumed.
33 CHAPTER 2. LIE DERIVATIVES IN NONHOLONOMIC BASIS
From (2.1)–(2.10) one can obtain the main computation formulas for Lie deriva-
tives. We summarize them in the following Proposition.
Proposition 2.1.
LXf = Xf, (2.13)
LXY = [X, Y ], (2.14)
X
[
Φ(Y )
]
= (LXΦ)(Y ) + Φ(LXY ), (2.15)
LXΦ = dΦ(X, .) + d
[
Φ(X)
]
,
LX(Yiyi) = (LXYi)yi + Yi(Xyi), (2.16)
LX(ϕiΦi) = (Xϕi)Φi + ϕi(LXΦi), (2.17)
LX(df) = d(Xf), (2.18)
LX(dΘ) = d(LXΘ), (2.19)
LX [Y, Z] = [LXY, Z] + [Y,LXZ], (2.20)
L[X,Y ] = LXLY − LYLX , (2.21)
LXS(Φ1, . . . ,Φp;Y1, . . . , Yq) = X
[
S(Φ1, . . . ,Φp;Y1, . . . , Yq)
]−
−
p∑
i=1
S(Φ1, . . . ,LXΦi, . . . ,Φp;Y1, . . . , Yq)−
−
q∑
j=1
S(Φ1, . . . ,Φp;Y1, . . . ,LXYj, . . . , Yq). (2.22)
Proof. From (2.1) or ft = f ◦ at and from(2.11) it follows that
LXf = lim
t→0
ft − f
t
= (f ◦ at)′t=0 = Xf.
Thus, the Lie derivative of a function f is the ordinary derivative (2.13) along the
vector field X.
(2.14) is obtained by differentiating (2.2) with respect to t and setting t = 0.
Thus, from (2.11) and (Y f)t = Ytft we have
X(Y f) = lim
t→0
(Y f)t − Y f
t
= lim
t→0
Ytft − Y f
t
=
= lim
t→0
Ytft − Ytf + Ytf − Y f
t
=
= lim
t→0
Yt(ft − f) + (Yt − Y )f
t
=
= lim
t→0
Yt(ft − f)
t
+ lim
t→0
(Yt − Y )f
t
=
= (LX)Y f + Y (Xf).
The last equality can be rewritten as
(Y f)′ = Y ′f + Y f ′,
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which means that the Lie derivative of Y f satisfies the Leibniz rule. Since f is an
arbitrary differentiable function, it follows immediately that
LXY = XY − Y X.
Thus, the Lie derivative of Y with respect to X is equal to the ordinary Lie bracket
LXY = [X, Y ].
The formulas (2.15), (2.16) and (2.17) can be proved in the analogous way. Namely,
using the equality (Φ(Y ))t = Φt(Yt) we compute
LX
(
Φ(Y )
)
= lim
t→0
(
Φ(Y )
)
t
− Φ(Y )
t
= lim
t→0
Φt(Yt)− Φ(Y )
t
=
= lim
t→0
Φt(Yt)− Φt(Y ) + Φt(Y )− Φ(Y )
t
=
= lim
t→0
Φt(Yt − Y ) + (Φt − Φ)(Y )
t
=
= lim
t→0
Φt(Yt − Y )
t
+ lim
t→0
(Φt − Φ)(Y )
t
=
= (LXΦ)(Y ) + Φ(LXY ),
which means that the Lie derivative of Φ(Y ) satisfies the Leibniz rule(
Φ(Y )
)′
= Φ′(Y ) + Φ(Y ′).
Comparing (2.15) with formula (1.7) for the exterior differential of 1-form Φ:
(LXΦ)(Y ) = X(Φ(Y ))− Φ([X, Y ]),
dΦ(X, Y ) = X(Φ(Y ))− Y (Φ(X))− Φ([X, Y ]),
and taking in account, that Y (Φ(X)) = d(Φ(X))(Y ), and omitting an arbitrary
argument Y , we obtain the computation formula (2.15) for the Lie derivative of
1-form:
LXΦ = dΦ(X, .) + d(Φ(X)).
In the same way from (2.4) and (2.5) one can derive the formulas (2.16) and (2.17)
for Lie derivatives of linear combinations of vector fields and 1-forms, respectively.
The formula (2.18) follows from (df)t = dft, i.e., Lie derivative and differential
(of a function) commute. Briefly, (df)′ = df ′. This formula can be also obtained
from (2.15) by setting Φ = df , Φ(X) = f ′ and dΦ = 0.
Analogously, from (2.7) or (dΘ)t = dΘt it follows that LX(dΘ) = d(LXΘ).
Thus, the Lie derivative and exterior differential (of p-form) commute, i.e.,
LXd = dLX .
35 CHAPTER 2. LIE DERIVATIVES IN NONHOLONOMIC BASIS
The formula (2.20) can be calculated using (2.11) and the equality [Y, Z]t =
[Yt, Zt]:
LX [Y, Z] = lim
t→0
[Y, Z]t − [Y, Z]
t
= lim
t→0
[Yt, Zt]− [Y, Z]
t
=
= lim
t→0
YtZt − ZtYt − Y Z + ZY
t
=
= lim
t→0
YtZt − Y Z
t
− lim
t→0
ZtYt − ZY
t
=
= lim
t→0
YtZt − YtZ + YtZ − Y Z
t
− lim
t→0
ZtYt − ZtY + ZtY − ZY
t
=
= lim
t→0
Yt(Zt − Z) + (Yt − Y )Z
t
− lim
t→0
Zt(Yt − Y ) + (Zt − Z)Y
t
=
= lim
t→0
Yt(Zt − Z)
t
+ lim
t→0
(Yt − Y )Z
t
− lim
t→0
Zt(Yt − Y )
t
− lim
t→0
(Zt − Z)Y
t
=
= Y (LXZ) + (LXY )Z − Z(LXY )− (LXZ)Y.
Using (2.14), the last equality is[
X, [Y, Z]
]
= Y [X,Z] + [X, Y ]Z − Z[X, Y ]− [X,Z]Y = [Y, [X,Z]]+ [[X, Y ], Z],
which is the Jacobi identity for vector fields X, Y and Z:[
X, [Y, Z]
]
+
[
Z, [X, Y ]
]
+
[
Y, [Z,X]
]
= 0.
The formula (2.21) is obtained by using (LY S)t = LYt(St), (LYtS)′t=0 = LY ′S and
the fact that the map X 7→ LX is additive and homogenous with respect to the
scalar multiplication:
LX(LY S) = lim
t→0
(LY S)t − LY S
t
= lim
t→0
LYtSt − LY S
t
=
= lim
t→0
LYtSt − LYtS + LYtS − LY S
t
=
= lim
t→0
LYt(St − S) + (LYt − LY )S
t
=
= lim
t→0
LYt(St − S)
t
+ lim
t→0
(LYt − LY )S
t
= LY (LXS) + LLXY S
= LY (LXS) + L[X,Y ]S.
Since S is an arbitrary differentiable tensor field, it follows immediately that
L[X,Y ] = LXLY − LYLX .
Omitting an arbitrary argument Z in (2.20), it is easy to see that the formulas (2.20)
and (2.21) are equivalent.
The last formula (2.22) is obtained by applying the Leibniz rule to the Lie deriva-
tive of S(Φ1, . . . ,Φp;Y1, . . . , Yq). As the result we obtain p+q+1 terms in (2.22). 
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Remark 2.1. Let Y be a vector field on a manifold M , and let bτ be its flow. Then
for any differentiable function f on M ,
bτ = exp τY ⇐⇒ Y f = (f ◦ bτ )′τ=0.
Let a : M → M be a diffeomorphism of M . Then the flow bτ is transformed into
the flow abτa
−1 and Y is transformed into TaY , i.e.,
abτa
−1 = exp τ(TaY ) ⇐⇒ TaY f = (f ◦ abτa−1)′τ=0
Indeed, from
(f ◦ abτa−1)′τ=0 = (f ◦ a ◦ bτ )′τ=0 ◦ a−1 = (Y (f ◦ a)) ◦ a−1
it follows that
TaY f = (Y (f ◦ a)) ◦ a−1.
The last equality determines the vector field TaY .
Geometrically, two points on the trajectory of Y are moved by a into the points
on the trajectory of TaY :
(u, bτ (u)) 7→ (a(u), abτa−1(a(u))).
It means that the flow bτ is affected by an interior automorphism of the group of
diffeomorphisms on M , i.e.,
bτ 7→ abτa−1.
2.5 Nonholonomic basis
Let M be an n-dimensional smooth manifold. Suppose that on M there given a
nonholonomic basis4 consisting of n vector fields Rj and n 1-forms θ
i, that form a
frame and dual coframe in a tangent space TuM , ∀u ∈M , i.e., θi(Rj) = δji . Denote
by
R =
(
R1 R2 . . . Rn
)
, Θ =

θ1
θ2
...
θn
 .
Then the nonholonomic basis in matrix notations is (R,Θ) with condition Θ(R) = E,
where E is the unit matrix of order n.
With the basis (R,Θ) a nonholonomy object cijk, which appears in the structure
equations
[Rj, Rk] = Ric
i
jk, dθ
i = −1
2
cijkθ
j ∧ θk, (2.23)
4The term nonholonomic basis means non-coordinate basis. Such a basis can be determined on
a completely parallelizable manifold M . If M is not completely parallelizable, we assume that our
formulas hold on a completely parallelizable domain of M .
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is associated. From skew-symmetry of the Lie brackets follows the skew-symmetry
of the nonholonomy object:
cijk = −cikj.
Using (1.7) and (1.8), we have
cipqθ
p ∧ θq(Rj, Rk) = cipq
(
θp(Rj)θ
q(Rk)− θp(Rk)θq(Rj)
)
=
= cipq(δ
p
j δ
q
k − δpkδqj ) = cijk − cikj =
= 2cijk,
and duality of the equations (2.23) follows from
dθi(Rj, Rk) = Rj
(
θi(Rk)
)−Rk(θi(Rj))− θi([Rj, Rk]) =
= −θi([Rj, Rk]) = −cijk =
= −1
2
cipqθ
p ∧ θq(Rj, Rk).
In the dual basis (R,Θ) a general tensor field S of a type (p, q) is defined by
S = Ri1 ⊗ · · · ⊗Ripsi1...ipj1...jqθj1 ⊗ · · · ⊗ θjq ,
where the coefficients s
i1...ip
j1...jq
are determined by
s
i1...ip
j1...jq
= S(θi1 , ..., θip ;Rj1 , ..., Rjq).
For further needs we write two vector fields X and Y , and a 1-form Φ in the basis
(R,Θ) as follows:
X = Rix
i, xi = θi(X),
Y = Riy
i, yi = θi(Y ),
Φ = ϕiθ
i, ϕi = Φ(Ri).
It is also convenient to present these formulas in matrix notation:
X = Rx, Y = Ry, Φ = ϕΘ,
where x and y are column-matrix of components xi and yi, respectively, and ϕ is a
raw-matrix of components ϕi.
In the case of holonomic basis the nonholonomic object cijk in (2.23) is equal to
zero. Then 1-forms θi are closed and locally exact. Moreover, on some coordinate
neighborhood U ⊂M 1-forms θi are equal to the differentials of some functions ui,
which can be declared as coordinate ones. Thus, we obtain a natural basis related
to a coordinate system ui. Then Rj coincide with operators of partial derivatives:
cijk = 0 =⇒ θi = dui, Rj =
∂
∂uj
.
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2.6 Derivation formulas
Let X be a smooth vector field on M , and let at be its flow. The infinitesimal
transformation of any differentiable tensor field S in the flow at is determined by
its Lie derivative S ′ = LXS. If we want to calculate a Lie derivative of S along a
vector field X in a nonholonomic basis (R,Θ), we should know how this basis itself
changes in the flow of X.
Proposition 2.2. Let a nonholonomic basis (R,Θ) be given on M , and suppose
X = Rix
i in this basis. The change of (R,Θ) in the flow at of X is described by the
derivation formulas
R′ = −RC, Θ′ = CΘ , (2.24)
where the matrix C determines an infinitesimal turn in the direction of X of a frame
and coframe at each point u ∈M .
The matrix C = (Cij) is determined by the nonholonomy object of the basis (R,Θ)
and by the components of X in this basis,
Cij = c
i
jkx
k +Rjx
i . (2.25)
Proof. Suppose that the matrices in (2.24) are different, i.e., R′ = RC˜ and Θ′ = CΘ.
Then differentiating the equality Θ(R) = E we have Θ′(R) + Θ(R′) = 0, which
implies C + C˜ = 0 or C˜ = −C. The formula (2.25) is obtained by straightforward
calculating of the Lie brackets of the fields X and Rj, and using (2.16) and (2.23):
R′j = [Rix
i, Rj] = −[Rj, Rixi] = −[Rj, Ri]xi −Ri(Rjxi) =
= −Rk(ckjixi)−Ri(Rjxi) = −Ri(cijkxk +Rjxi). 
Proposition 2.3. Let a transformation of a nonholonomic basis (R,Θ) → (R˜, Θ˜)
is presented by a regular matrix A = (aij) and its inverse A
−1 = (aij):
R˜ = RA−1, Θ˜ = AΘ.
Then C and the nonholonomy object cijk are related to C˜ and c˜
i
jk by
C˜ = (XA+ AC)A−1,
aksc
s
ij = c˜
k
pqa
p
i a
q
j +Ria
k
j −Rjaki .
In the particular case of holonomic basis (R˜, Θ˜) the non-holonomy object of the basis
(R,Θ) has a local expression in terms of nonholonomic frame
ckij = a
k
s(Ria
s
j −Rjasi ).
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Proof. From the equalities Θ˜ = AΘ, Θ˜′ = C˜Θ˜ and Θ′ = CΘ it follows that
Θ˜′ = (XA)Θ + AΘ′,
C˜Θ˜ = (XA)Θ + ACΘ,
C˜AΘ = (XA)Θ + ACΘ,
C˜A = XA+ AC,
C˜ = (XA+ AC)A−1.
The connecting formula for nonholonomy objects cijk and c˜
i
jk follows from the equa-
lities
[Ri, Rj] = Rkc
k
ij, [R˜i, R˜j] = R˜kc˜
k
ij.
Namely, from R˜ = RA−1 we have R = R˜A and straightforward calculation leads to
[Ri, Rj] = [Ri, R˜qa
q
j ] = [Ri, R˜q]a
q
j + R˜q(Ria
q
j) =
= −[R˜q, Ri]aqj + R˜q(Riaqj) = −[R˜q, R˜papi ]aqj + R˜q(Riaqj) =
= −([R˜q, R˜p]api + R˜p(R˜qapi )])aqj + R˜q(Riaqj) =
= [R˜p, R˜q]a
p
i a
q
j + R˜q(Ria
q
j)− R˜p(R˜qapi )aqj .
Thus
Rkc
k
ij = R˜kc˜
k
pqa
p
i a
q
j + R˜q(Ria
q
j)− R˜p(R˜qapi )aqj .
Taking in account that Rkc
k
ij = R˜sa
s
kc
k
ij and
R˜p(R˜qa
p
i )a
q
j = R˜p
(
(Rsa
s
q)a
p
i
)
aqj = R˜p
(
(Rsa
p
i )a
s
qa
q
j
)
= R˜p
(
(Rsa
p
i )δ
s
j
)
=
= R˜p(Rja
p
i ),
and after rearranging indices we have
R˜ka
k
sc
s
ij = R˜kc˜
k
pqa
p
i a
q
j + R˜k(Ria
k
j )− R˜k(Rjaki ).
Reducing by R˜k from the left we obtain the desired formula
aksc
s
ij = c˜
k
pqa
p
i a
q
j +Ria
k
j −Rjaki .
Putting c˜ipq = 0 in the last equality, we obtain the local expression for nonholonomy
object
ckij = a
k
s(Ria
s
j −Rjasi ). 
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2.7 Lie derivatives in nonholonomic and holono-
mic bases
Now, using the derivation formulas (2.24) for a nonholonomic basis (R,Θ), it is easy
to calculate the Lie derivatives of a vector filed Y = Ry and 1-form Φ = ϕΘ with
respect to the vector field X = Rx. These formulas in matrix notation are
Y ′ = R′y +Ry′ = −RCy +Ry′ = R(y′ − Cy) (2.26)
Φ′ = ϕ′Θ + ϕΘ′ = ϕ′Θ + ϕCΘ = (ϕ′ + ϕC)Θ. (2.27)
The Lie derivative of a tensor field S of an arbitrary type (p, q) is defined by
LXS(θi1 , . . . , θip ;Rj1 , . . . , Rjq) = Xsi1...ipj1...jq −
p∑
k=1
Cikl s
i1...l...ip
j1...jq
+
q∑
k=1
s
i1...ip
j1...l...jq
C ljk . (2.28)
The formulas (2.26) and (2.27) are particular cases of (2.28) for (p, q) = (1, 0) and
(p, q) = (0, 1), respectively.
In the holonomic case, the basis (R,Θ) becomes natural and consists of the frame
Rj =
∂
∂uj
and coframe θi = dui. Then the derivation formulas (2.24) are
LX ∂
∂uj
= − ∂
∂ui
∂xi
∂uj
, LX(dui) = ∂x
i
∂uj
duj,
where the matrix C is just the Jacobi matrix of components of X:
Cij =
∂xi
∂uj
.
The computing formulas (2.26) and (2.27) in natural basis for Lie derivatives of a
vector field Y =
∂
∂ui
yi and 1-form Φ = ϕidu
i with respect to X =
∂
∂ui
xi are
Y ′ = [X, Y ] =
∂
∂ui
(Xyi − Y xi), (2.29)
LXΦ = (Xϕi)dui + ϕidxi.
What is the difference between nonholonomic basis (R,Θ) and natural basis?
1) All formulas written in terms of (R,Θ) are invariant in the sense that they
are independent on any choice of local coordinates.
2) If (R,Θ) is invariant under the flow at of the vector field X, then in the
derivation formulas (2.24) C = 0 and all other formulas become simpler. Taking the
canonical parameter s, s′ = 1, and independent invariants of X as coordinate func-
tions, the natural basis becomes invariant on some neighborhood U . In this basis
X coincides with
∂
∂s
. However, the invariant basis (R,Θ) for X can be constructed
without any references to local coordinates.
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Example 2.7. Consider two linear vector fields
X = −y ∂
∂x
+ x
∂
∂y
, Y =
∂
∂x
on the xy plane. The field X is a rotation operator and Y is a translation one.
Using (2.29), let us compute the Lie derivatives of Y with respect to X:
Y ′ = [X, Y ] = − ∂
∂y
, Y ′′ = [X, Y ′] = − ∂
∂x
= −Y.
Thus we have the similar situation as in the Example 2.6 for S = Y :
Y ′′ + Y = 0 =⇒ Yt = Y cos t+ Y ′ sin t.
Let us perform the same calculations in the polar coordinates. The Cartesian
coordinates in terms of the polar ones are
x = r cosϕ, y = r sinϕ,
where r is the radial distance from the origin, and ϕ is the counterclockwise angle
from the x-axis. The coordinate transformation (x, y) 7→ (r, ϕ) naturally induces
the transformation of the frame
(
∂
∂x
,
∂
∂y
)
→
(
∂
∂r
,
∂
∂ϕ
)
defined by the inverse of
the Jacobi matrix as follows:(
∂
∂x
∂
∂y
)
=
(
∂
∂r
∂
∂ϕ
)(
cosϕ −r sinϕ
sinϕ r cosϕ
)−1
=
=
(
∂
∂r
∂
∂ϕ
)( cosϕ sinϕ
−1
r
sinϕ
1
r
cosϕ
)
.
Then
∂
∂x
= cosϕ
∂
∂r
− 1
r
sinϕ
∂
∂ϕ
,
∂
∂y
= sinϕ
∂
∂r
+
1
r
cosϕ
∂
∂ϕ
,
and the vector fields X and Y in polar coordinates are
X =
∂
∂ϕ
, Y = cosϕ
∂
∂r
− 1
r
sinϕ
∂
∂ϕ
.
Calculating the Lie derivatives of Y with respect to X:
Y ′ = [X, Y ] = − sinϕ ∂
∂r
− 1
r
cosϕ
∂
∂ϕ
,
Y ′′ = [X, Y ′] = − cosϕ ∂
∂r
+
1
r
sinϕ
∂
∂ϕ
= −Y
we obtain the same result in polar coordinates:
Y ′′ + Y = 0 =⇒ Yt = Y cos t+ Y ′ sin t.
It means that differential equations with Lie derivatives are invariant, i.e., do not
depend on a choice of local coordinates.
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2.8 The case of constant matrix C in derivation
formulas
Suppose that in (2.24) the matrix C is constant5. Then X is a linear operator in
terms of the basis, i.e., an operator of the affine group of transformation.
Consider this situation in the context of Lie groups. Suppose G is an n-dimen-
sional Lie group. Then one can construct a nonholonomic left-invariant or right-
invariant basis (R,Θ) in G. In such a basis left-invariant and right-invariant tensor
fields have constant components. The matrix C remains constant under a flow at of
a left-invariant or right-invariant vector field X, and in the tangent space TG the
flow Tat is determined by the exponential of the matrix Ct:
R′ = −RC =⇒ Rt = Re−Ct, (2.30)
Θ′ = CΘ =⇒ Θt = eCtΘ. (2.31)
The left equalities are ODEs and the corresponding solutions are presented by the
right ones. The dragging of the basis (R,Θ) along the flow of X is determined by
the exponential of the matrix tC. In this case C is an element of Lie algebra gl(n,R)
and the exponential eCt is understood as a one-parametric subgroup of the linear
group GL(n,R).
The draggings of a vector field Y and 1-form Φ in the flow of X are described by
Y = Ry =⇒ Yt = Rtyt = Re−Ctyt,
Φ = ϕΘ =⇒ Φt = ϕtΦt = ϕteCtΘ.
Let us consider the following two cases.
Case 1. Let Y and Φ be invariant under the flow at of X. Then their components
are dragged according to the rules
Yt = Y =⇒ yt = eCty,
Φt = Φ =⇒ ϕt = ϕe−Ct.
Case 2. On the other hand, let the components y and ϕ be constant under the
flow at of X. Then Y and Φ are dragged according to the formulas
yt = y =⇒ Yt = Re−Cty,
ϕt = ϕ =⇒ Φt = ϕeCtΘ.
For instance, let C be of the order n = 2, i.e. X is a linear vector field on a
plane. Then C satisfies the Hamilton-Cayley formula
C2 − trC · C + detC · E = 0
5There is enough, that the matrix C is constant on the trajectories of X, i.e., C ′ = XC = 0.
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and for (R,Θ) we have
R′ = −RC =⇒ R′′ + trC ·R′ + detC ·R = 0,
Θ′ = CΘ =⇒ Θ′′ − tr ·Θ′ + detC ·Θ = 0.
Thus, in the Case 1 we obtain the similar ODEs for the components of Y and Φ,
and in the Case 2 we obtain the similar ODEs for Y and Φ themselves, i.e.,
Y ′ = 0 =⇒ y′′ − trC · y′ + detC · y = 0,
Φ′ = 0 =⇒ ϕ′′ + trC · ϕ′ + detC · ϕ = 0,
y′ = 0 =⇒ Y ′′ + trC · Y ′ + detC · Y = 0,
ϕ′ = 0 =⇒ Φ′′ − trC · Φ′ + detC · Φ = 0.
Solutions of these ODEs correspond to the classification of linear flows on a plane,
see [2], p.197, [16], p.69. Namely, the exponential eCt depends on the solutions λ1
and λ2 of the characteristic equation
λ2 − trC · λ+ detC = 0.
Depending on the sign of the discriminant ∆ = tr2C − 4 detC, the eigenvalues may
be either real λ1,2 = α ± β or complex conjugate λ1,2 = α ± iβ or, either different
(β 6= 0), or equal (β = 0), where α and β are given by
trC = λ1 + λ2 = 2α, detC = λ1λ2 = α
2 ± β2.
Here the plus sign corresponds to the case of complex eigenvalues and minus to the
case of real ones. Thus
∆ = tr2C − 4 detC = (λ1 − λ2)2 = ±4β2
and eCt can be written as
eCt =

eαt
[
E cos βt+ (C − αE)sin βt
β
]
, if ∆ < 0,
eαt
[
E cosh βt+ (C − αE)sinh βt
β
]
, if ∆ > 0,
eαt
[
E + (C − αE)t], if ∆ = 0.
The various possible flow patterns on the plane can be summarized as follows:
if ∆ < 0 and detC < 0, then one has elliptic flow with focuses ;
if ∆ < 0 and detC > 0, then one has hyperbolic flow with saddles ;
if ∆ > 0, then one has hyperbolic knots ;
if ∆ = 0, then one has parabolic knots.
Depending on the sign of α the knots and focuses may be stable (α < 0) or unstable
(α > 0).
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2.9 Integration of tensor fields
The main purpose of this Section is to introduce the idea of integration of tensor
field as a reverse process to the Lie differentiation. In the previous Sections we have
defined a Lie derivative of a tensor field in the flow at = exp tX of a vector field
X. The dragging of any smooth function f along the flow of X is described by
ft = f ◦ at. Thus one can speak about a derivative of f in the flow of X:
f ′ = Xf = (f ◦ at)′t=0 = lim
t→0
1
t
(ft − f).
Analogously, one can speak about an integration of f . In particular, we need to
recover a function from its known Lie derivative with respect to the vector field X.
An indefinite integral of a function f ′t with respect to the parameter t is defined
as the set of all antiderivatives of f ′t along the flow at of X, symbolized by∫
f ′tdt = ft + f0, (2.32)
where f0 is an invariant of X, i.e., Xf0 = 0.
A definite integral of f ′t on a closed interval [a, b] is defined by the Newton–Leibniz
formula ∫ b
a
f ′tdt = ft
∣∣∣b
a
= f(b)− f(a). (2.33)
If in (2.32) and (2.33) f is a tensor field, then along with the Lie differentiation one
can speak about an integration of tensor fields along the flow of X.
Let S and Q be smooth tensor fields of the same type on M .
Definition 2.5. A tensor field Q is said to be an antiderivative of S along the flow
at of X if
Q ′ = LXQ = S.
Let Q1 and Q2 be tensor fields of the same type and suppose one of them is
an antiderivative of S. Then the second one is an antiderivative of S if and only
if Q1 − Q2 = Q0, where Q0 is an invariant tensor field along the flow of X, i.e.
LXQ0 = 0.
Definition 2.6. An indefinite integral of the tensor field S with respect to t is
defined as the set of all antiderivatives of S along the flow at of X, symbolized by∫
Stdt = Qt +Q0, (2.34)
where Q is an antiderivative of S and LXQ0 = 0.
Proposition 2.4. Let Q be an antiderivative of S along the flow at of X and suppose
S is continuous on a closed interval [a, b]. Then a definite integral of S is defined by∫ b
a
Stdt = Qb −Qa. (2.35)
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Proof. Let the closed interval [a, b] be partitioned by points
a = t0 < t1 < ... < ti−1 < ti < ti+1 < ... < tn−1 < tn = b.
Then the definite integral of S is defined by taking a limit of a sum∫ b
a
Stdt = lim
max ∆ti→0
n∑
i=1
Sξi∆ti,
where Sξi is a value of S at an arbitrary point ξi ∈ (ti−1, ti) and ∆ti = ti − ti−1 is
the length of the subinterval, i = 1, 2, . . . , n. According to the Mean Value Theorem
there is a one point ξi in each open interval (ti−1, ti) such that
Sξi∆ti = Qti −Qti−1 .
We have
Qb −Qa =
n∑
i=1
(Qti −Qti−1),
which can be rewritten as
Qb −Qa =
n∑
i=1
Sξi∆ti.
Then taking a limit of the sum in the right-hand side of the last equality as n→∞
we obtain (2.35). 
Let Y be a differentiable vector field on M . Then (2.35) yields∫ b
a
[X, Y ]tdt = Yb − Ya. (2.36)
Example 2.8. Let us consider the linear vector field
X = −y ∂
∂x
+ x
∂
∂y
on the xy plane. The flow at of X is a uniform circular motion around the origin:
at : (x, y) 7→ (x cos t− y sin t, y cos t+ x sin t).
The indefinite integral of a function along the flow at is defined by (2.32), where
f0 = f0(I) is a function of invariant I = x
2 + y2 of X.
From (2.34) it follows that an indefinite integral of a vector field [X, Y ]t is of the
form ∫
[X, Y ]tdt = Yt + Y0,
where Y is a differentiable vector field on the xy plane and Y0 is of the form
Y0 = ζ
∂
∂x
+ η
∂
∂y
.
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According to the condition
[X, Y0] = (Xζ + η)
∂
∂x
+ (Xη − ζ) ∂
∂y
= 0,
the functions ζ and η must satisfy the system of linear ODEs{
ζ ′′ + ζ = 0
η′′ + η = 0
,
where prime denotes the derivative with respect to X.
Suppose two functions f = x and g = y be given on the xy plane. The draggings
of these functions and the function f + g = x+ y along the flow of X are described
by ft = xt, gt = yt and (f + g)t = (x + y)t, respectively. Let us calculate the
corresponding definite integrals on the closed interval [a, b] =
[
0,
pi
2
]
. By (2.33) we
have ∫ pi
2
0
f ′tdt =
∫ pi
2
0
x′tdt = xt
∣∣∣pi2
0
= −x− y,∫ pi
2
0
g′tdt =
∫ pi
2
0
y′tdt = yt
∣∣∣pi2
0
= x− y,∫ pi
2
0
(f + g)′tdt =
∫ pi
2
0
(xt + yt)
′dt = (xt + yt)
∣∣∣pi2
0
= −2y.
Consider the vector field Y =
∂
∂y
. The Lie derivatives of Y with respect to X are
Y ′ = [X, Y ] =
∂
∂x
, Y ′′ = [X, Y ′] = − ∂
∂y
= −Y.
Thus, we have Y ′′ + Y = 0 and the dragging of Y along the flow of X is described
by the vector-function
Yt = TatY = Y cos t+ Y
′ sin t = sin t
∂
∂x
+ cos t
∂
∂y
.
Then using (2.36) we obtain the definite integral of the field Y ′ =
∂
∂x
on the closed
interval
[
0,
pi
2
]
: ∫ pi
2
0
(
∂
∂x
)
t
dt = Yt
∣∣∣pi2
0
=
∂
∂x
− ∂
∂y
,
where (
∂
∂x
)
t
= cos t
∂
∂x
− sin t ∂
∂y
.
The Figures 2.1–2.3 illustrate the meaning of the definite integral of a vector field
on the 1st quarter of the xy plane.
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Figure 2.1: The flow of X is the uniform circular motion around the origin in the coun-
terclockwise direction. The Lie derivative of Y =
∂
∂y
(south wind) with respect to X is
the field Y ′ =
∂
∂x
(west wind).
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Figure 2.2: The field Y is rotated in moving frame according to the law Yt = Y cos t +
Y ′ sin t (the wind changes own direction rotating clockwise). The calculating of definite
integral
∫ pi
2
0
[X,Y ]tdt yields the field
∂
∂x
− ∂
∂y
(north-west wind).
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Figure 2.3: The summands for the integral sum are defined by the Mean Value Theorem.
Taking a limit of the integral sum we obtain the closing line to the hodograph of Yt.
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The hodograph is a plot of the velocity as a function of time. The hodograph of
the vector-function Yt has the same trajectory as X but with opposite direction. The
integral sum
∑
Y ′ξi∆ti is a broken line to the hodograph and the integral
∂
∂x
− ∂
∂y
is a straight line closing this broken line, see Figure 2.3.
Remark 2.2. Note that the formulas in the Example 2.8 can be obtained as follows.
Consider the dragging of the natural frame
(
∂
∂x
,
∂
∂y
)
and coframe (dx, dy) in the
flow of X. The derivation formulas (2.24) are(
∂
∂x
∂
∂y
)′
=
(
∂
∂x
∂
∂y
)
·
(
0 1
−1 0
)
,
(
dx
dy
)′
=
(
0 −1
1 0
)
·
(
dx
dy
)
,
where C =
(
0 −1
1 0
)
is the Jacobi matrix of the components of X. From this it
follows, using (2.30) and (2.31), that(
∂
∂x
∂
∂y
)
t
=
(
∂
∂x
∂
∂y
)
·
(
cos t sin t
− sin t cos t
)
,(
dx
dy
)
t
=
(
cos t − sin t
sin t cos t
)
·
(
dx
dy
)
.
Thus, the definite integrals on the closed interval
[
0,
pi
2
]
of the corresponding vector
fields and 1-forms can be calculated as follows:(
∂
∂x
∂
∂y
)pi
2
0
=
(
∂
∂x
∂
∂y
)
pi
2
−
(
∂
∂x
∂
∂y
)
0
=
(
∂
∂x
∂
∂y
)
·
(−1 1
−1 −1
)
,(
dx
dy
)pi
2
0
=
(
dx
dy
)
pi
2
−
(
dx
dy
)
0
=
(−1 −1
1 −1
)
·
(
dx
dy
)
.
Example 2.9. Let three vector fields
X = z
∂
∂y
− y ∂
∂z
, Y = −z ∂
∂x
+ x
∂
∂z
, Z = y
∂
∂x
− x ∂
∂y
be given in the space xyz. The flows of X, Y and Z are rotations about three axes
x, y and z, respectively.
Let us consider the dragging of Y in the flow of X, the dragging of Z in the flow
of Y and the dragging of X in the flow of Z, respectively:
Y ′ = [X, Y ] = Z, Y ′′ + Y = 0 =⇒ Yt = Y cos t+ Z sin t,
Z ′ = [Y, Z] = X, Z ′′ + Z = 0 =⇒ Zt = Z cos t+X sin t,
X ′ = [Z, Y ] = Y, X ′′ +X = 0 =⇒ Xt = X cos t+ Y sin t.
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Let us calculate the integrals of X, Y and Z on a closed interval [a, b]:∫ b
a
Ztdt =
∫ b
a
[X, Y ]tdt = Yb − Ya = 2 sin a− b
2
(
Y sin
a+ b
2
− Z cos a+ b
2
)
,∫ b
a
Xtdt =
∫ b
a
[Y, Z]tdt = Zb − Za = 2 sin a− b
2
(
Z sin
a+ b
2
−X cos a+ b
2
)
,∫ b
a
Ytdt =
∫ b
a
[Z,X]tdt = Xb −Xa = 2 sin a− b
2
(
X sin
a+ b
2
− Z cos a+ b
2
)
.
Taking a = 0 and b =
pi
2
we have three vector fields
∫ pi
2
0
Ztdt = (y + z)
∂
∂x
− x ∂
∂y
− x ∂
∂z
, (2.37)∫ pi
2
0
Xtdt = −y ∂
∂x
+ (x+ z)
∂
∂y
− y ∂
∂z
, (2.38)∫ pi
2
0
Ytdt = y
∂
∂x
− (x+ z) ∂
∂y
+ y
∂
∂z
. (2.39)
The flow of (2.37) is
(x, y, z) 7→

xt = x cos
√
2t+ (y + z)
sin
√
2t√
2
yt = y − xsin
√
2t√
2
− (y + z)1− cos
√
2t
2
zt = z − xsin
√
2t√
2
− (y + z)1− cos
√
2t
2
.
From the equalities yt − zt = y − z and 2x2t + (yt + zt)2 = 2x2 + (y + z)2 we obtain
two invariants
I1 = 2x
2 + (y + z)2, I2 = y − z.
It means that the level surfaces of trajectories of the field (2.37) are elliptic cylinders
with axis of rotation
{
y + z = 0
x = 0
. The trajectories are ellipses on the intersections
of the cylinders I1 = c > 0 with planes I2 = c ≥ 0 perpendicular to the axis.
The flow of the field (2.38) is
(x, y, z) 7→

xt = x− y sin
√
2t√
2
− (x+ z)1− cos
√
2t
2
yt = y cos
√
2t+ (x+ z)
sin
√
2t√
2
zt = z − y sin
√
2t√
2
− (x+ z)1− cos
√
2t
2
,
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and the invariants are
I1 = 2y
2 + (x+ z)2, I2 = x− z.
The level surfaces of trajectories of the field (2.38) are elliptic cylinders with axis
of rotation
{
x+ z = 0
y = 0
. The trajectories are ellipses on the intersections of the
cylinders I1 = c > 0 with planes I2 = c ≥ 0 perpendicular to the axis .
From
∫ pi
2
0
Ytdt = −
∫ pi
2
0
Xtdt it follows that the flows and invariants of the fields
(2.38) and (2.39) are the same, but the trajectories of these field are opposite di-
rected.
In the Example 2.8 the definite integral on the xy plane is a straight line that
closing the integral sum
∑
Y ′ξi∆ti, see Figure 2.3. In the xyz space we have analo-
gous situation, but the closing line is a part of an ellipse.
2.10 Conclusion
In the present Chapter the dragging of tensor fields in a flow of vector field X is
studied, and the basic formulas of the Lie-Cartan calculus are derived. The formulas
of Lie derivatives are presented in nonholonomic basis (R,Θ), taking in account that
the basis itself may be dragged along the flow of X. In this case the derivation
formulas
R′ = −RC, Θ′ = CΘ
for the frameR and coframe Θ are used. In the case of nonholonomic basis the matrix
C is determined by components of the vector field X and by the nonholonomy object
of the basis. In the case of a holonomic basis the matrix C is just the Jacobi matrix
of components of X. If X is a linear vector field, then C is a constant matrix.
Note that in this Chapter appear differential equations with Lie derivatives,
that represent a quite new topic in mathematics. In order to find solutions of such
differential equations we introduce the idea of integration of tensor fields as a reverse
process to the Lie differentiation. As we have seen, the definitions of indefinite
and definite integrals for tensor fields are similar to the analogous definitions for
integrable functions in undergraduate differential calculus. In our definition the
definite integral of a function is also a function, not a number, and the definite
integral of a general tensor field is also a tensor field of the same type. Our main
purpose has been to explain the geometrical meaning of integrals by simple examples.
Chapter 3
Lie group representations
The present Chapter is devoted to the theory of Lie group representations. In par-
ticular, considering vector fields as infinitesimal generators of flows on a smooth
manifold, the Lie derivatives are infinitesimal versions of representation of a diffeo-
morphism group on tensor fields.
In this Chapter the basic properties of a tangent group TG of a Lie group G is
considered, cf. [11], [23]. The formulas for left- and right-invariant bases and for
operators of adjoint representations are derived. Some of the formulas considered in
this Chapter are discussed in the case of the linear group GL(n,R) in the original
publication [17] attached to this thesis, see page 91.
3.1 Generalized Leibniz rule
Let M1, M2 and M be smooth manifolds, and let
λ : M1 ×M2 →M, (u, v) 7→ w = u · v
be a smooth map. For any fixed elements u ∈M1 and v ∈M2 there are two smooth
maps
λv : M1 →M, u 7→ w = u · v, ∀v ∈M2,
λu : M2 →M, v 7→ w = u · v, ∀u ∈M1
associated with λ. Their tangent maps
Tλv : TM1 → TM, u1 7→ u1 · v,
Tλu : TM2 → TM, v1 7→ u · v1
determine the tangent map Tλ as follows:
Tλ : T (M1 ×M2) = (TM1 ×M2)⊗ (M1 × TM2)→ TM,
(u1, v1) 7→ w1 = u1 · v + u · v1.
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Namely, two vectors u1 ∈ TuM1 and v1 ∈ TvM2 at u ∈M1 and v ∈M2, respectively,
are mapped to the vectors Tλv(u1) = u1 · v and Tλu(v1) = u · v1 at ω ∈ M , see
Figure 3.1. The sum of these images is equal to the image of (u1, v1) under Tλ:
w = u · v =⇒ w1 = u1 · v + u · v1 . (3.1)
The formula (3.1) generalizes the ordinary Leibniz rule.
?? ?? ?
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Figure 3.1: Leibniz rule:
w = λv(u) = λu(v) = u · v =⇒ w1 = Tλv(u1) + Tλu(v1) = u1 · v + u · v1.
Locally, w = u · v can be presented as the system
wρ ◦ λ = λρ(ui, vα),
where ui, vα and wρ are coordinates of u, v and w, respectively, on corresponding
neighborhoods U1 ⊂M1, U2 ⊂M2 and U ⊂M , i = 1, ..., dimM1, α = 1, ..., dimM2,
ρ = 1, ..., dimM . Then Tλ is determined by
dwρ ◦ Tλ = ∂λ
ρ
∂ui
dui +
∂λρ
∂vα
dvα
or in matrix notation,
dwρ ◦ Tλ =
(
∂λρ
∂ui
∂λρ
∂vα
)
·
(
dui
dvα
)
.
Here the Jacobi matrix of Tλ is the block matrix in which the left block corresponds
to Tλv and the right one to Tλu. Let u
i
1, v
α
1 and w
ρ
1 be components of u1, v1 and
w1, respectively. Then
wρ1 =
∂λρ
∂ui
ui1 +
∂λρ
∂vα
vα1 ,
where the partial derivatives are fixed at the point (u, v) ∈M1 ×M2.
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Remark 3.1. The notation of tangent vector u1 at a point u ∈ M follows from
the notion of higher order tangent bundles, cf. [2], [6], [21], [22], [26]. Namely,
kth order tangent bundle is induced by k iterations of covariant tangent functor T ,
which assigns to a smooth manifold M its tangent bundle TM =
⋃
u∈M
TuM and to
a smooth map ϕ its tangent map Tϕ. Thus we have k levels of M :
TM, T 2M, T 3M, . . . , T kM.
The element of the first level TM is a pair (u, u1), where u1 is a tangent vector at
a point u ∈M . The element of the second level T 2M is a quadruple (u, u1, u2, u12),
where (u2, u12) is a tangent vector on TM at a point (u, u1). The element of the
third level T 3M is a tuple (u, u1, u2, u12, u3, u13, u23, u123), where (u3, u13, u23, u123) is
a tangent vector on T 2M at a point (u, u1, u2, u12) and s.o. Thus, the dimension of
kth order tangent bundle T kM is
dimT kM = 2k dimM, k = 1, 2, . . . .
Due to the formula (3.1) we have
Tλ :
(
(u, u1), (v, v1)
) 7→ (w = u · v, w1 = u1 · v + u · v1),
and the second tangent map T 2λ is determined by the Leibniz rule as follows:
T 2λ :
(
(u, u1, u2, u12), (v, v1, v2, v12)
) 7→ (w,w1, w2, w12),
where
w = u · v,
w1 = u1 · v + u · v1,
w2 = u2 · v + u · v2,
w12 = u12 · v + u1 · v2 + u2 · v1 + u · v12.
In the same way one can express all higher order tangent maps T kλ, k = 3, 4, . . ..
3.2 Tangent group TG
Let G be a Lie group endowed with a composition law1
γ : G×G→ G, (a, b) 7→ c = ab,
where γ is a smooth map. The group G acts on itself by right and left translations
rb : G→ G, a 7→ ab, ∀b ∈ G,
la : G→ G, b 7→ ab, ∀a ∈ G.
1The group operation in an arbitrary Lie group will be denoted by juxtaposition ab. In other
cases will be used the notation u · v or a · u.
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The tangent bundle (first level) TG becomes automatically a Lie group with the
composition law2
Tγ : TG× TG→ TG, (a1, b1) 7→ c1 = a1b+ ab1,
where a1b = Trb(a1) and ab1 = T la(b1). Two vectors a1 ∈ TaG and b1 ∈ TbG are
mapped by Tγ to the vector c1 ∈ TcG:
c = ab  c1 = a1b+ ab1 . (3.2)
The group TG is called a tangent group of G.
Let us list the main properties of the group TG.
P. 3.1. The unity of TG is precisely the zero vector at the unity e ∈ G.
P. 3.2. The inversion map ρ : G → G given by a 7→ a−1 yields the inversion map
in TG:
Tρ : TG→ TG, a1 7→ a−11 = −a−1a1a−1.
Indeed, from (3.2) we have
e = aa−1 ⇒ 0 = a1a−1 +aa−11 ⇒ aa−11 = −a1a−1 ⇒ a−11 = −a−1a1a−1.
The same result can be obtained by applying (3.2) to the equality e = a−1a. Thus,
two vectors a1 at a ∈ G and −a−1a1a−1 at a−1 ∈ G are mutually inverse elements
in TG.
P. 3.3. Left and right translations la and rb, and inner automorphism Aa : G→ G
defined by b 7→ aba−1 are transformations (diffeomorphisms) of G. Their tangent
maps T la, Trb and TAa are transformations of TG. More precisely, they are mor-
phisms of the tangent bundle TG. Thus, the following maps are homomorphisms of
G to the groups of diffeomorphisms of G and TG, respectively:
a 7→ la, b 7→ rb, a 7→ Aa,
a 7→ T la, b 7→ Trb, a 7→ TAa.
Let us show, that the last two maps a 7→ Aa and a 7→ TAa are homomorphisms.
Indeed, from
Aab(c) = (ab)c(ab)
−1 = (ab)c(b−1a−1) = a(bcb−1)a−1 = aAb(c)a−1 = Aa(Ab(c)) =
= (Aa ◦ Ab)(c)
it follows that ab 7→ Aab = Aa ◦ Ab and ab 7→ TAab = TAa ◦ TAb.
2Although the notation a1 for a tangent vector at a can lead to confusion with the notation of
one-parametric group of transformations at, the context typically eliminates any such ambiguity.
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P. 3.4. The following relations hold in G:
la−1 = l
−1
a , rb−1 = r
−1
b , ρ
−1 = ρ,
la ◦ rb = rb ◦ la, ρ ◦ la = ra−1 ◦ ρ, ρ ◦ ra = la−1 ◦ ρ,
Aa−1 = A
−1
a , Aa = la ◦ r−1a , ρ ◦ Aa = Aa ◦ ρ.
These relations yield the corresponding relations in TG.
Let us show, that Aa−1 = A
−1
a and ρ ◦ Aa = Aa ◦ ρ. The first relation holds due
to the result from the Property 3.3:
Aa ◦ Aa−1 = Aaa−1 = Ae = id,
Aa−1 ◦ Aa = Aa−1a = Ae = id.
The second relation follows from
(ρ ◦ Aa)(b) = ρ(Aa(b)) = (aba−1)−1 = a(ab)−1 = ab−1a−1 = Aa(b−1) = Aa(ρ(b)) =
= (Aa ◦ ρ)(b).
P. 3.5. Any vector a1 ∈ TG has two representatives at the unity e ∈ G – the left
representative a−1a1 and right representative a1a−1 in TeG. Then
Tρ(a−1a1) = −a−1a1, TAa(a−1a1) = a1a−1,
Tρ(a1a
−1) = −a1a−1, TAa−1(a1a−1) = a−1a1.
The relations with Aa are valid due to the straightforward calculations
TAa(a
−1a1) = (T la ◦ Tr−1a )(a−1a1) = T la
(
Tra−1(a
−1a1)
)
= T la(a
−1a1a−1) =
= a1a
−1,
TAa−1(a1a
−1) = (T la−1 ◦ Tra)(a1a−1) = T la−1
(
Tra(a1a
−1)
)
= T la−1(a1a
−1a) =
= a−1a1.
P. 3.6. Systematically applying left and right translations la and ra to any vector
e1 ∈ TeG one can obtain left-invariant and right-invariant vector fields ae1 and e1a,
respectively. Left-invariance and right-invariance mean that b(ae1) = (ba)e1 and
(e1a)b = e1(ab), ∀b ∈ G, respectively. The following relations take place:
Tρ(ae1) = −e1a−1, TAa(e1a) = ae1,
Tρ(e1a) = −a−1e1, TAa−1(ae1) = e1a,
since left-invariance and right-invariance of the fields ae1 and e1a, respectively, and
TAa = T la ◦ Tra−1 , TA−1 = Tra ◦ T la−1 imply
Tρ(ae1) = −a−1(ae1)a−1 = −(a−1a)e1a−1 = −e1a−1,
Tρ(e1a) = −a−1(e1a)a−1 = −a−1e1(aa−1) = −a−1e1,
TAa(e1a) = (T la ◦ Tra−1)(e1a) = T la(Tra−1(e1a)) = T la((e1a)a−1) = ae1(aa−1) =
= ae1,
TAa−1(ae1) = (Tra ◦ T la−1)(ae1) = Tra(T la−1(ae1)) = Tra(a−1(ae1)) = (a−1a)e1a =
= e1a.
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Let Z ⊂ G be a center of G, i.e., Z = {a ∈ G : ab = ba for all b ∈ G} . Then for
a ∈ Z, ae1 = e1a.
P. 3.7. With any one-parameter subgroup at of G is associated one-parameter
groups of translations rat , lat and Aat of G that in their turn are generated by
left-invariant vector field X, right-invariant vector field X˜ and the field X˜ − X,
respectively, i.e.,
rat = exp tX, lat = exp tX˜, Aat = exp t(X˜ −X).
This follows from the formulas
Xf = (f ◦ rat)′t=0, X˜f = (f ◦ lat)′t=0, (X˜ −X)f = (f ◦ Aat)′t=0,
where f is an arbitrary smooth function on G. Namely, from Remark 2.1 and
equalities la ◦ rb = rb ◦ la it follows that
(T lbX)f = (f ◦ lbratl−1b )′t=0 = (f ◦ rat)′t=0 = Xf =⇒ T lbX = X, ∀b ∈ G,
(TrbX˜)f = (f ◦ rblatr−1b )′t=0 = (f ◦ lat)′t=0 = X˜f =⇒ TrbX˜ = X˜, ∀b ∈ G.
Since Aa = la ◦ r−1a and a−1t = a−t the straightforward computation leads to
(f ◦ Aat)′t=0 = (f ◦ lara−t)′t=0 =
= lim
t→0
1
t
(f ◦ latra−t − f) =
= lim
t→0
1
t
(f ◦ latra−t − f ◦ ra−t + f ◦ ra−t − f) =
= lim
t→0
1
t
(
(f ◦ lat − f)ra−t
)− lim
t→0
1
−t(f ◦ ra−t − f) =
= (f ◦ lat)′t=0 − (f ◦ rat)′t=0 =
= (X˜ −X)f.
Note that from ρ ◦ ra ◦ ρ−1 = l−1a and ρ ◦ la ◦ ρ−1 = r−1a it follows that
TρX = −X˜, TρX˜ = −X, Tρ(X˜ −X) = X˜ −X.
If at ∈ Z ⊂ G, ∀t ∈ R, then X = X˜.
P. 3.8. Let (Re,Θe) be a dual basis (frame and coframe) in TeG. Then applying left
translations T la (right translations Tra) to this frame and coframe one can obtain
a left-invariant basis (R,Θ) (right-invariant basis (R˜, Θ˜)). In the case of a non-
commutative group G these two bases are nonholonomic. On the center Z ⊂ G
they agree.
There exists a non-degenerate matrix A = A(a), such that
R˜ = RA−1, Θ˜ = AΘ.
The map a 7→ A(a) is a homomorphism of G into the linear group GL(p,R), where
p = dimG. The kernel of this homomorphism is precisely the center Z ⊂ G, and
according to the First Isomorphism Theorem its image in GL(p,R) is isomorphic to
a quotient group G/Z that is a group G1 of inner automorphisms of G.
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P. 3.9. Any tensor field S is a left-invariant (right-invariant) if and only if its com-
ponents are constant with respect to the left-invariant basis (R,Θ) (right-invariant
basis (R˜, Θ˜)).
For example, let Y = Ry be a vector field with components y in the left-invariant
frame R. Then applying a left translation la to Y , we obtain the field T laY =
R(y ◦ la). Assume that Y is left-invariant. Then T laY = Y and y ◦ la = y. The last
equality implies y(a) = y(e) at e ∈ G. Since a ∈ G is an arbitrary element, y are
constant in G. The opposite is obvious.
For instance, the nonholonomy objects associated with (R,Θ) and (R˜, Θ˜) are
constant in G. From the structure equations
[Rj, Rk] = Ric
i
jk, dθ
i = −1
2
cijkθ
j ∧ θk,
[R˜j, R˜k] = −R˜icijk, dθ˜i =
1
2
cijkθ˜
j ∧ θ˜k,
it follows that the nonholonomy objects for (R,Θ) and (R˜, Θ˜) are equal up to a sign.
The formulas in the second raw are obtained by applying Tρ (see Property 3.7) to
the formulas in the first one and vice versa.
3.3 Basic formula of Lie group representation
Suppose G is a Lie group and M is a smooth manifold.
Definition 3.1. Any smooth map
λ : G×M →M, (a, u) 7→ v = a · u,
is said to be a left action of G on M if each map
λa : M →M, u 7→ a · u, ∀a ∈ G,
is a diffeomorphism, and each map a 7→ λa is a homomorphism of G into the group
of transformations of M .
Any left action satisfies (ab) · u = a · (b · u), ∀a, b ∈ G.
A right action of G on M is defined analogously as a map (a, u) 7→ v = u · a
satisfying u · (ab) = (u · a) · b.
The homomorphism a 7→ λa for a left action read λab = λa ◦ λb, while for a right
action λab = λb ◦ λa.
Definition 3.2. An action of G on M is said to be an effective if a 7→ λa is a
monomorphism, i.e., if e ∈ G is the unique element of its kernel.
Definition 3.3. For any fixed point u ∈M , the image of the map
λu : G→M, a 7→ a · u
is called an orbit of u under the left action.
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Analogously, one can define an orbit of u ∈ M under the right action, i.e., the
image of the map λu : G→M,a 7→ u · a.
Thus, M is divided into orbits λu(G). An action is said to be transitive if the
orbit of any point u ∈ M is all of M , i.e., λu(G) = M . A transitive action is said
to be simply transitive if dimG = dimM . Simply transitive action determines an
exact representation of G.
For instance, G acts simply transitively on itself by left and right translations.
An adjoint representation a 7→ Aa is not transitive because its kernel Z ⊂ G is not
trivial and G itself is divided into orbits.
Definition 3.4. Given a point u ∈ M , an isotropy group of u under the action of
G is a subgroup of G defined by
H = {h ∈ G |h · u = u}.
H is also called a stabilizer of u.
Any left action λ yields a left action of the tangent space TG on the first level
TM ,
Tλ : TG× TM → TM, (a1, u1) 7→ v1 = a1 · u+ a · u1.
Thus, we have
v = a · u  v1 = a1 · u+ a · u1 . (3.3)
For instance, for a1 = 0 (3.3) determines an action of G on TM :
a1 = 0 =⇒ u1 7→ v1 = a · u1,
while for u1 = 0 an action of TG on M :
u1 = 0 =⇒ e1 = a1a−1 7→ v1 = a1 · u = a1a−1 · v = e1 · v.
The formula
v1 = a1a
−1 · v, (3.4)
called the basic formula of a Lie group representation, assigns to any vector e1 =
a1a
−1 ∈ TeG, as an element of Lie algebra g, the vector v1 ∈ TvM at an arbitrary
point v ∈ M . This assignment determines a vector field called an operator of G or
simply group operator on M . All these operators are tangent to the orbits.
Suppose v1 = 0 and let v ∈M be fixed. Then (3.4) determines a Pfaffian system
a1a
−1 · v = 0 or e1 · v = 0. One of the solutions of this system is precisely the
stabilizer H ⊂ G of v.
For a right action v = u · a we have
v1 = u1 · a+ u · a1 = u1 · a+ v · a−1a1,
and (3.4) is replaced by
v1 = v · a−1a1.
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Given local or global coordinates vα on M , α = 1, 2, ..., dimM , there are two
formulas
dvα = ξαi ω
i, Xi = ξ
α
i
∂
∂vα
, i = 1, 2, ..., dimG,
associated with (3.4). Here ωi are 1-forms of a left-invariant coframe in G, and Xi
are basic group operators on M tangent to orbits. Suppose dvα = 0 and let v ∈ M
be fixed. Then the Pfaffian system ξαi ω
i = 0 is completely integrable and determines
the stabilizer H ⊂ G of v.
We can do no more then touch on the theory of group representations here. But
some of these formulas are discussed in the case of linear group GL(2,R) in the
original publication [17] attached to this Thesis.
3.4 Action of Lie group on itself
Let us consider actions of Lie groups G and TG on itself by left translations:
b 7→ c = ab, b1 7→ c1 = a1b+ ab1 = (a1a−1)c+ ab1.
For b1 = 0 the last formula gives the basic formula of a left action
c1 = (a1a
−1)c. (3.5)
If we let G and TG act on itself by right translations, then
b 7→ c = ba, b1 7→ c1 = b1a+ ba1 = b1a+ c(a−1a1),
and the basic formula of a right action is
c1 = c(a
−1a1). (3.6)
Finally, let G and TG act on itself by an inner automorphism Aa:
b 7→ c = aba−1,
b1 7→ c1 = a1ba−1 + aba−11 + ab1a−1 = (a1a−1)c− c(a1a−1) + ab1a−1.
Taking b1 = 0 we obtain the basic formula of an adjoint representation of G:
c1 = (a1a
−1)c− c(a1a−1). (3.7)
Example 3.1 (see [2], p.203, [17]). Consider the linear group GL(2,R). Let
A =
(
a1 a2
a3 a4
)
∈ GL(2,R).
The group GL(2,R) is a 4-dimensional manifold with coordinates ai, i = 1, 2, 3, 4.
Then the group operators Xi = ξ
α
i
∂
∂vα
associated with (3.5) and (3.6) can be deter-
mined by the linearly independent left-invariant and right-invariant vector fields(
X1 X2
X3 X4
)
=
(
a1 a3
a2 a4
)
·
(
∂1 ∂2
∂3 ∂4
)
,
(
X˜1 X˜2
X˜3 X˜4
)
=
(
∂1 ∂2
∂3 ∂4
)
·
(
a1 a3
a2 a4
)
,
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respectively, where ∂i =
∂
∂ai
, i = 1, 2, 3, 4.
Let GL(2,R) acts on itself by inner automorphisms. Then there exist four op-
erators Yi = X˜i −Xi, i = 1, 2, 3, 4, of the adjoint representation of GL(2,R),(
Y1 Y2
Y3 Y4
)
=
(
∂1 ∂2
∂3 ∂4
)
·
(
a1 a3
a2 a4
)
−
(
a1 a3
a2 a4
)
·
(
∂1 ∂2
∂3 ∂4
)
,
associated with (3.7). These operators are not linearly independent and their com-
mon invariants are precisely the trace and determinant of A, i.e.,
trA = a1 + a4, detA = a1a4 − a2a3.
Indeed,(
Y1 Y2
Y3 Y4
)
trA =
(
1 0
0 1
)
·
(
a1 a3
a2 a4
)
−
(
a1 a3
a2 a4
)
·
(
1 0
0 1
)
= 0,(
Y1 Y2
Y3 Y4
)
detA =
(
a4 −a3
−a2 a1
)
·
(
a1 a3
a2 a4
)
−
(
a1 a3
a2 a4
)
·
(
a4 −a3
−a2 a1
)
= 0.
Chapter 4
The structure of Jet space
The present Chapter is devoted to the jet space first introduced by Ch. Ehresmann
in [7]. In this thesis we consider only infinite jets, introduced by A. Vinogradov,
cf. [12]. The reason of it is that in the case of finite jets the corresponding Cartan
distributions are not involutive and are of growing dimension when passing to higher
order jet spaces, but when passing to the space of infinite order jets this distribution
is involutive and finite dimensional.
The set Jn,m of infinite jets of smooth maps Rn → Rm is a trivial bundle space
Rn × R∞ with n-dimensional base Rn and infinite dimensional fibers R∞. In Jn,m
total differentiation operators (TDOs) D and Cartan forms ω are defined. At the
same time the additive group Rn acts in Jn,m along orbits that are integral manifolds
of distribution spanned by D. In Jn,m the operators D are linear vector fields and
their flows and invariants are determined by the common exponential law, see [2],
[16], [18] and [19]. The present Chapter is based on results published in [19].
4.1 Jet space J1,1
Let us begin with the case n = m = 1, which corresponds to the jet space J1,1. A
pure jet as an element of J1,1 is an infinite sequence of symbols
t, u, u′, u′′, . . . . (4.1)
In general, these symbols are not connected with each other. J1,1 is a bundle space
R × R∞ with time axis R as its base and infinite dimensional fibers R∞. The
symbols (4.1) are considered as coordinates in J1,1, where t is a base coordinate and
u, u′, u′′, . . . are fiber ones.
If the symbols u(k), k = 0, 1, 2, . . ., in (4.1) are replaced by a smooth function
u = u(t) of one independent variable t and its derivatives, then (4.1) becomes a jet
of the given function, a section of the bundle R × R∞. Any relation between the
quantities in (4.1) can be interpreted as an ordinary differential equation (ODE).
After prolongation this ODE can be considered as a surface in J1,1. For instance,
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being prolonged, an ODE of order n
u(n) = F(t, u, u′, u′′, . . . , u(n−1))
allows to express u(n), u(n+1), . . . by means of n+ 1 quantities t, u, u′, u′′, . . . , u(n−1).
One can speak about parametric equations of an (n+1)-dimensional surface in J1,1.
If the jet of the function u(t), being considered as the section of the bundle R×R∞,
lies entirely on this surface, then u(t) is called a solution of the ODE.
Note that in the present Section we study pure jets (4.1) which are in general
not connected with a certain map.
Let us define in J1,1 the following infinite matrices:
E =

1 0 0 . . .
0 1 0 . . .
0 0 1 . . .
. . . . . . . . . . . .
 , C =

0 1 0 . . .
0 0 1 . . .
0 0 0 . . .
. . . . . . . . . . . .
 , eCt =

1 t
t2
2
. . .
0 1 t . . .
0 0 1 . . .
. . . . . . . . . . . . .
 ,
U =

u
u′
u′′
...
 , U ′ =

u′
u′′
u′′′
...
 , Ut =

ut
u′t
u′′t
...
 , I =

i0
i1
i2
...
 ,
where E is the unit matrix, C is the shift matrix , eCt is the exponential of Ct, i.e.,
eCt = E + Ct+ C2
t2
2
+ C3
t3
6
+ . . . =
∞∑
k=0
(Ct)k
k!
,
and U,U ′, Ut, I are infinite column-matrices. The matrices U , U ′ and Ut are points
in fibers R∞. Define also the infinite matrices
∂
∂U
=
(
∂
∂u
∂
∂u′
∂
∂u′′
· · ·
)
and dU =

du
du′
du′′
...
 .
Then the infinite sequence of symbols (4.1) in matrix notation is (t, U) ∈ J1,1. Note
that U ′ = CU can be considered as a system of ODEs and the solution of this system
in matrix notation is Ut = e
CtU . Thus, we have the following implication
U ′ = CU =⇒ Ut = eCtU (4.2)
called the exponential law in jet space J1,1. In (4.2) we have
ut =
∞∑
k=0
u(k)
tk
k!
, u
(l)
t =
∞∑
k=0
u(k+l)
tk
k!
, l = 0, 1, 2, . . . . (4.3)
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For instance, if u = u(t) is a smooth function of t, then the series expansions ut and
u
(l)
t in (4.3) are the Maclaurin series of u and its derivatives u
(l), where l = 0, 1, 2, . . .,
respectively. A one-parametric group of transformations at : (0, U) 7→ (t, Ut) in J1,1
induces a flow of a linear vector field
D =
∂
∂t
+ u′
∂
∂u
+ u′′
∂
∂u′
+ u′′′
∂
∂u′′
+ . . . , (4.4)
called the total differentiation operator (TDO). (4.4) in matrix notation is
D =
∂
∂t
+
∂
∂U
U ′ =
(
∂
∂t
∂
∂U
)
·
(
1
U ′
)
. (4.5)
The occurrence of TDO (4.4) can be explained as follows. Let u = u(t) and f =
f(t, u(t), u˙(t), u¨(t), . . .) be smooth functions. From
df(t, U(t))
dt
=
∂f
∂t
+
∂f
∂u
u˙+
∂f
∂u˙
u¨+ . . . =
(
∂
∂t
+ u˙
∂
∂u
+ u¨
∂
∂u˙
+ . . .
)
f
it follows that f ′ = Df . Here we use primes in order to denote derivatives1 with
respect to D.
Remark 4.1. Note that u′ = Du, u′′ = Du′, . . ., or in matrix notation: U ′ = DU ,
i.e., D acts on fiber coordinates as an endomorphism, that allows us to replace
differentiations by algebraic operations.
The TDO (4.4) is a linear vector field, i.e., its components are linear and homo-
geneous functions of (4.1). The correspondence U 7→ Ut determines a flow on the
initial fiber R∞. The point Ut for t = 0 is situated in the initial position U = U0. As
t changes the point moves along its trajectory. The vector field D is not tangential
to the fibers and its trajectories are curves (t, Ut). A point which moves on the fiber
according to the law Ut = e
CtU is transported simultaneously with the fiber and
forms the trajectory of D, see Figure 4.1.
The time t is a canonical parameter of D, i.e., Dt = 1. The next Proposition
determines invariants of D.
Proposition 4.1. The infinite system of functions
I = e−CtU (4.6)
1In order to denote differentiation of any function or, in general, of any tensor field with respect
to D (Lie differentiation), we use ordinary primes.
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?
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?
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Figure 4.1: Jet bundle J1,1; Ut is a curve on a fiber and (t, Ut) is a trajectory of the
operator D.
or in the detailed form: ik =
∞∑
l=0
u(k+l)
(−t)l
l!
, k = 0, 1, 2, . . .,

i0 = u− u′t+ u′′ t
2
2
− u′′′ t
3
6
+ . . .
i1 = u
′ − u′′t+ u′′′ t
2
2
− u(IV ) t
3
6
+ . . .
i2 = u
′′ − u′′′t+ u(IV ) t
2
2
− u(V ) t
3
6
+ . . .
...
consists of invariants of the operator D.
Proof. The equality (4.6) is obtained from (4.2) by the substitution t  −t, i.e.,
I = U−t. From
I ′ = e−CtU ′ − Ce−CtU = e−Ct(U ′ − CU) = 0
it follows that I remains constant on the trajectories of the operator D. 
The formula Ut = e
CtU in (4.2) determines an action of the additive group R on
a fiber. The exponential eCt is understood as 1-parameter subgroup of the infinite
linear group GL(R) and C as the element of the corresponding Lie algebra gl(R).
The natural basis in J1,1 consists of the frame
(
∂
∂t
,
∂
∂U
)
and coframe (dt, dU).
The next Proposition determines an adapted basis2 in J1,1.
Proposition 4.2. The adapted basis in J1,1 is defined by the frame
(
D,
∂
∂U
)
and
dual coframe (dt, ω), where
ω = dU − U ′dt (4.7)
2The concept of the adapted basis is coming from the theory of connections, see [2], [15] and
[16].
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is the family of Cartan forms3
ω0 = du− u′dt,
ω1 = du′ − u′′dt,
ω2 = du′′ − u′′′dt,
...
Proof. Let us replace the operator
∂
∂t
in natural frame by the operator D. Then
using (4.5) we have(
D,
∂
∂U
)
=
((
∂
∂t
∂
∂U
)
·
(
1
U ′
)
,
∂
∂U
)
=
(
∂
∂t
,
∂
∂U
)
·
(
1 0
U ′ E
)
, (4.8)
where the regular infinite matrix
(
1 0
U ′ E
)
determines the transformation of nat-
ural frame to the adapted one. Thus, the transformation of the dual coframe is
determined by the inverse matrix(
1 0
U ′ E
)−1
=
(
1 0
−U ′ E
)
as follows(
1 0
U ′ E
)−1
·
(
dt
dU
)
=
(
1 0
−U ′ E
)
·
(
dt
dU
)
=
(
dt
dU − U ′dt
)
=
(
dt
ω
)
. (4.9)
The duality follows from
(
dt
ω
)(
D
∂
∂U
)
=
dt(D) dt
(
∂
∂U
)
ω(D) ω
(
∂
∂U
)
 = E. 
Proposition 4.3. The dragging of the Cartan forms ω along the flow of D in J1,1
is described by the law
ω′ = Cω =⇒ ωt = eCtω. (4.10)
The forms ω considered as a whole become exact differentials as follows:
dI = e−Ctω . (4.11)
Proof. Note that in the infinite sequences ω′ = Cω each form is the Lie derivative
of the previous one with respect to D, i.e.,
ω1 = LDω0, ω2 = LDω1 = LD(LDω0), ω3 = LDω2 = LD(LD(LDω0)), . . . .
3In literature they are often called contact forms.
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Using U ′ = CU and U ′′ = CU ′ in matrix notations we have
ω′ = LDω = LD(dU − U ′dt) = dU ′ − U ′′dt = C(dU − U ′dt) = Cω.
Consider ω′ = Cω as an ODE. Then the solution of this equation is ωt = eCtω and
(4.10) holds.
(4.11) is obtained by calculating of differential of (4.6):
dI = d(e−CtU) = e−CtdU − Ce−CtUdt = e−Ct(dU − U ′dt) = e−Ctω.
The forms ω are not exact: dω = −dU ′ ∧ dt 6= 0. From (4.11) it follows that the
exponential e−Ct is an integrating matrix, so the Cartan forms considered as a whole
become the exact differentials4. 
Proposition 4.4. The dragging of the vertical frame
∂
∂U
along the flow of D is
determined by the law(
∂
∂U
)′
= − ∂
∂U
C =⇒
(
∂
∂U
)
t
=
∂
∂U
e−Ct. (4.12)
Proof. The derivation formula for the vertical frame
∂
∂U
is obtained by the straight-
forward calculation of the Lie derivative with respect to D:(
∂
∂U
)′
=
[
D,
∂
∂U
]
=
[
∂
∂t
+
∂
∂U
U ′,
∂
∂U
]
=
=
[
∂
∂t
,
∂
∂U
]
+
[
∂
∂U
U ′,
∂
∂U
]
=
= −
[
∂
∂U
(U ′)
]
∂
∂U
= −C
[
∂
∂U
(U)
]
∂
∂U
=
= − ∂
∂U
C.
Considering the left equality in (4.12) as ODE, the solution is presented by the right
one and, thus, (4.12) is valid. 
Proposition 4.5. In the jet space J1,1 there is defined an invariant basis by(
D
∂
∂I
)
=
(
D
∂
∂U
)
·
(
1 0
0 eCt
)
,
(
dt
dI
)
=
(
1 0
0 e−Ct
)
·
(
dt
ω
)
. (4.13)
Proof. In the formula (4.6) the matrix e−Ct is invertible. Thus, the fiber coordinates
U can be expressed by means of the invariants I. Note that the replacement of
U with I is accompanied by the corresponding transformation of the frame and
4This is a good reason to study infinite jets instead of finite ones, because in the finite case there
is not such an integrating factor that allows inexact Cartan forms to be made into exact ones.
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coframe. From (4.11) it follows that the transformation of the adapted coframe
(dt, ω) is defined by (4.13). Thus, the transformation of the adapted frame
(
D,
∂
∂U
)
is defined by the inverse matrix(
1 0
0 e−Ct
)−1
=
(
1 0
0 eCt
)
. 
The first four operators in the infinite sequence
∂
∂I
=
∂
∂U
eCt (4.14)
are
∂
∂i0
=
∂
∂u
,
∂
∂i1
= t
∂
∂u
+
∂
∂u′
,
∂
∂i2
=
t2
2
∂
∂u
+ t
∂
∂u′
+
∂
∂u′′
,
∂
∂i3
=
t3
6
∂
∂u
+
t2
2
∂
∂u′
+ t
∂
∂u′′
+
∂
∂u′′′
,
...
These operators commute pairwise and each of them commutes with D, i.e.[
D,
∂
∂I
]
= 0,
[
∂
∂ip
,
∂
∂iq
]
= 0, p, q = 0, 1, 2, . . . .
Consider a vertical vector field P in J1,1. Denote by µ and ν its components
(infinite columns) in the natural and invariant frames, respectively. Calculate the
Lie derivative with respect to D:
P =
∂
∂U
µ =
∂
∂I
ν =⇒ P ′ = ∂
∂U
(µ′ − Cµ) = ∂
∂I
ν ′.
The vector fields P and D commute, i.e., P ′ = 0, iff
– either the components of ν are invariant with respect to D, i.e., ν ′ = 0,
– or, equivalently, the components of µ satisfy the condition µ′ = Cµ.
The last condition µ′ = Cµ means that in the sequence of functions µ0, µ1, µ2, . . .
(the elements of the column µ) each function is the derivative of the previous one,
i.e.
µk = µ
′
k−1, or µk = µ
(k)
0 , k = 1, 2, . . . .
The function µ0 is said to be a generating function for P , and the vector field P
with the condition P ′ = 0 is said to be a vertical Lie vector field .
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Note that the operators
∂
∂I
, see (4.14), are vertical Lie vector fields with gener-
ating functions 1, t,
t2
2
, . . ., respectively.
In general, a vector field P is said to be a Lie vector field iff P is an infinitesimal
symmetry of the operator D, i.e., P ′‖D, where ‖ means equality up to a coefficient
of proportionality that is some matrix. Such a vector field has both vertical and
horizontal components.
Example 4.1 (see [2], p.245). Consider the linear group GL(3,R). Taking elements
of an arbitrary matrix
A =
a1 a2 a3a4 a5 a6
a7 a8 a9
 ∈ GL(3,R)
as coordinates the group GL(3,R) can be identified with R9. In GL(3,R) there are
defined the left-invariant and right-invariant frames byX1 X2 X3X4 X5 X6
X7 X8 X9
 =
a1 a4 a7a2 a5 a8
a3 a6 a9
 ·
∂1 ∂2 ∂3∂4 ∂5 ∂6
∂7 ∂8 ∂9
 ,
X˜1 X˜2 X˜3X˜4 X˜5 X˜6
X˜7 X˜8 X˜9
 =
∂1 ∂2 ∂3∂4 ∂5 ∂6
∂7 ∂8 ∂9
 ·
a1 a4 a7a2 a5 a8
a3 a6 a9
 ,
respectively, where ∂i =
∂
∂ai
, i = 1, . . . , 9.
Let GL(3,R) acts on itself by inner automorphisms. Then the corresponding
adjoint representation of GL(3,R) is determined by the operators Yi = X˜i − Xi,
i = 1, . . . , 9 (we do not write them out). The common invariants of the adjoint
representation5 are
u =
1
6
∣∣∣∣∣∣
a1 a2 a3
a4 a5 a6
a7 a8 a9
∣∣∣∣∣∣ ,
u′ =
1
6
(∣∣∣∣a1 a2a4 a5
∣∣∣∣+ ∣∣∣∣a1 a3a7 a9
∣∣∣∣+ ∣∣∣∣a5 a6a8 a9
∣∣∣∣
)
,
u′′ =
1
3
(a1 + a5 + a9).
The center of GL(3,R) consists of diagonal matrices, i.e., Z = {τE : τ ∈ R}, and
the operator of Z at the unity E ∈ GL(3,R) is
P =
∂
∂a1
+
∂
∂a5
+
∂
∂a9
5The general linear group GL(n,R) acts on itself by inner automorphisms A 7→ BAB−1. The
invariants of this action are precisely the sums of diagonal minors of the matrix A.
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with the flow at : A 7→ At = A + tE. Note that Pu = u′, Pu′ = u′′, Pu′′ = 1, and
P can be expressed in the coordinates (u, u′, u′′) as follows:
P = u′
∂
∂u
+ u′′
∂
∂u′
+
∂
∂u′′
.
Taking t = u′′ the operator P can be connected with the total differentiation operator
D in J1,1, because Pu′′ = 1 and Dt = 1. Then one can obtain the flow and invariants
of P by (4.2) and (4.6), respectively,
ut = u+ u
′t+ u′′
t2
2
+
t3
6
u′t = u
′ + u′′t+
t2
2
u′′t = u
′′ + t
,

σ0 = u− u′u′′ + (u
′′)3
3
σ1 = u
′ − (u
′′)2
2
.
The invariants σ0 and σ1 are not stable, they can be perturbed by infinitesimal
symmetries of P such as the operators
Q1 =
∂
∂u
, Q2 = u
′′ ∂
∂u
+
∂
∂u′
,
cf. (4.14), that correspond to
∂
∂σ0
and
∂
∂σ1
, respectively. From [Q1, P ] = [Q2, P ] = 0
it follows that Q1 and Q2 are indeed infinitesimal symmetries of P . Being projected
by the map R3 → R2 : (u, u′, u′′) 7→ (σ0, σ1) these operators yield the natural frame
in σ0σ1 plane, i.e., (
Q1σ0 Q1σ1
Q2σ0 Q2σ1
)
=
(
1 0
0 1
)
.
The invariants σ0 and σ1 are not stable, but the cubic discriminant of the polynomial
ut gives the stable invariant
I = (3σ0)
2 + (2σ1)
3
with respect to infinitesimal symmetry of P , which is the operator
Q = 4σ21Q1 − 3σ0Q2,
that corresponds to 4σ21
∂
∂σ0
−3σ0 ∂
∂σ1
. Indeed, dI = 6(3σ0dσ0−4σ21dσ1) and QI = 0.
4.2 Jet spaces J2,1 and Jn,1
Let us consider the case n = 2, m = 1, that corresponds to the two-dimensional
time t = (t1, t2). Then the quantities in the sequence (4.1) can be rewritten as
u′ = (u1, u2), u′′ = (u11, u12, u22), u′′′ = (u111, u112, u122, u222), . . . ,
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and the coordinates in J2,1 are
t1, t2, u, u1, u2, u11, u12, u22, u111, u112, u122, u222, . . . . (4.15)
For instance, if u is a smooth function of two independent variables u = u(t1, t2),
then
ui =
∂u
∂ti
, uij =
∂2u
∂ti∂tj
, uijk =
∂3u
∂ti∂tj∂tk
, . . . ,
where i, j, k, . . . = 1, 2, and (4.15) becomes a jet of the given function, which is the
section of the trivial bundle R2×R∞. The sequence (4.15) can be presented briefly
as (t, U), where the infinite matrix
U =

u u2 u22 u222 . . .
u1 u12 u122 u1222 . . .
u11 u112 u1122 u11222 . . .
u111 u1112 u11122 u111222 . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

consists of fiber coordinates.
In J2,1 there are defined two TDOs
D1 =
∂
∂t1
+ u1
∂
∂u
+ u11
∂
∂u1
+ u12
∂
∂u2
+ u111
∂
∂u11
+ u112
∂
∂u12
+ u122
∂
∂u22
+ . . . ,
D2 =
∂
∂t2
+ u2
∂
∂u
+ u12
∂
∂u1
+ u22
∂
∂u2
+ u112
∂
∂u11
+ u122
∂
∂u12
+ u222
∂
∂u22
+ . . . ,
or
Di =
∂
∂ti
+ ui
∂
∂u
+ uij
∂
∂ui
+ uijk
∂
∂uij
+ uijkl
∂
∂uijk
+ . . . , (4.16)
where i, j, k, l, . . . = 1, 2. The action of D1 and D2 on the fiber coordinates is
determined by
U1 = D1U =

u1 u12 u122 . . .
u11 u112 u1122 . . .
u111 u1112 u11122 . . .
. . . . . . . . . . . . . . . . . . . . . .
 , U2 = D2U =

u2 u22 u222 . . .
u12 u122 u1222 . . .
u112 u1122 u11222 . . .
. . . . . . . . . . . . . . . . . . . . . .
 ,
U11 = D1U1 =
 u11 u112 u1122 . . .u111 u1112 u11122 . . .
. . . . . . . . . . . . . . . . . . . . . .
 , U22 = D2U2 =

u22 u222 . . .
u122 u1222 . . .
u1122 u11222 . . .
. . . . . . . . . . . . . . . .
 ,
U12 = D1U2 = D2U1 =

u12 u122 u1222 . . .
u112 u1122 u11222 . . .
u1112 u11122 u111222 . . .
. . . . . . . . . . . . . . . . . . . . . . . .
 , . . . ,
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or Ui = DiU , Uij = DiDjU , . . ., where i, j, . . . = 1, 2.
TDOs D1 and D2 are linearly independent and commute: [D1, D2] = 0. Thus,
D1 and D2 span a two-dimensional completely integrable distribution D = (D1, D2).
A flow of D is determined by the correspondence U 7→ Ut, where
Ut = U + U1t
1 + U2t
2 +
1
2
(
U11(t
1)2 + 2U12t
1t2 + U22(t
2)2
)
+
+
1
6
(
U111(t
1)3 + 3U112(t
1)2t2 + 3U122t
1(t2)2 + U222(t
2)3
)
+ . . . . (4.17)
The first element ut in (4.17) can be obtained as a Maclaurin series of a smooth
function u = u(t1, t2) in two variables, and the others elements are the corresponding
partial derivatives of all orders of ut with respect to t
1 and t2, respectively.
The Cartan forms in J2,1 are elements of the following infinite-dimensional ma-
trix:
ω = dU − U1dt1 − U2dt2 , (4.18)
or in the detailed form
ω =

ω0 ω2 ω22 · · ·
ω1 ω12 ω122 · · ·
ω11 ω112 ω1122 · · ·
. . . . . . . . . . . . . . . . . . . .
 , where
ω0 = du− u1dt1 − u2dt2,
ω1 = du1 − u11dt1 − u12dt2,
ω2 = du2 − u12dt1 − u22dt2,
ω11 = du11 − u111dt1 − u112dt2,
ω12 = du12 − u112dt1 − u122dt2,
ω22 = du22 − u122dt1 − u222dt2,
...
These forms can be rewritten as follows:
ω0 = du− uidti, ωi = dui − uijdtj, ωij = duij − uijkdtk, . . . ,
or, using Lie derivatives,
ωi = LDiω0, ωij = LDiLDjω0, ωijk = LDiLDjLDkω0, . . . , (4.19)
where i, j, k, . . . = 1, 2.
Let us generalize this situation to the case of n-dimensional time
t = (t1, t2, . . . , tn).
Then the corresponding coordinates in jet space Jn,1 are
ti, u, ui, uij, uijk, . . . , i, j, k, . . . = 1, 2, . . . , n. (4.20)
In Jn,1 there are defined n linearly independent TDOs D1, D2, . . . , Dn. It is easy
to see that these TDOs are of the form (4.16) for all indices i, j, k, . . . run over
1, 2, . . . , n. Analogously, we have the same patterns (4.18) and (4.19) for the se-
quence of Cartan forms in Jn,1 for i, j, k, . . . = 1, 2, . . . , n.
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4.3 Jet spaces J1,2 and J1,m
Suppose in Jn,m we have n = 1 and m = 2. Then the time t is one-dimensional and
in addition to the function u we have one more function v. The coordinate functions
in J1,2 form the infinite sequence
t, u, v, u′, v′, u′′, v′′, u′′′, v′′′, . . . . (4.21)
The sequence (4.21) can be considered as a jet of a smooth vector-valued function
t 7→ (u, v) or
{
u = u(t),
v = v(t),
t ∈ R. In J1,2 there are defined one TDO
D =
∂
∂t
+ u′
∂
∂u
+ v′
∂
∂v
+ u′′
∂
∂u′
+ v′′
∂
∂v′
+ . . . (4.22)
and two infinite sequences of Cartan forms
ω1 = du− u′dt ω2 = dv − v′dt (4.23)
ω′1 = du
′ − u′′dt ω′2 = dv′ − v′′dt
ω′′1 = du
′′ − u′′′dt ω′′2 = dv′′ − v′′′dt
...
...
Being in the space J1,m it is easy to rewrite (4.21), (4.22) and (4.23) in the case of
vector-valued function t 7→ (u1, u2, . . . , um) with (m+1)-dimensional range. In J1,m
we have one TDO D and m infinite sequences (4.23) of Cartan forms ω1, ω2, . . . , ωm
and their Lie derivatives of all orders with respect to D.
4.4 The general case Jn,m
Let us consider the general case Jn,m – the space of infinite jets of smooth maps
Rn → Rm. In Jn,m the time t is n-dimensional: t = (t1, . . . , tn), and u in the
sequence (4.1) is a system on m quantities u = (u1, . . . , um). Thus, the coordinate
functions in Jn,m form the infinite sequence
ti, uα, uαi , u
α
ij, u
α
ijk, . . . , (4.24)
where i, j, k, . . . = 1, 2, . . . , n and α = 1, 2, . . . ,m.
Combining (4.16), (4.18), (4.22) and (4.23), we obtain the formulas for TDOs
and Cartan forms in Jn,m:
Di =
∂
∂ti
+ uαi
∂
∂uα
+ uαij
∂
∂uαi
+ uαijk
∂
∂uαij
+ uαijkl
∂
∂uαijk
+ . . . , (4.25)
ωα0 = du
α − uαi dti, ωαi = duαi − uαijdtj, ωαij = duαij − uαijkdtk, . . . , (4.26)
where i, j, k, l, . . . = 1, 2, . . . , n and α = 1, 2, . . . ,m.
73 CHAPTER 4. THE STRUCTURE OF JET SPACE
Proposition 4.6. The TDOs (4.25) commute pairwise, i.e.,
[Di, Dj] = 0, ∀i, j = 1, 2, . . . , n, (4.27)
and form in Jn,m an n-dimensional completely integrable distribution
D = (D1, D2, . . . , Dn).
Proof. Using (2.29) we have
[Di, Dj] = 0 · ∂
∂tk
+ (Diu
α
j −Djuαi )
∂
∂uα
+ (Diu
α
jk −Djuαik)
∂
∂uαk
+ . . . .
Due to
Diu
α
j −Djuαi = uαij − uαij = 0, Diuαjk −Djuαik = uαijk − uαijk = 0, . . . ,
where i, j, k, . . . = 1, 2, . . . , n, we have [Di, Dj] = 0. The TDOs (4.25) are linearly
independent and indeed form an n-dimensional completely integrable distribution
D = (D1, D2, . . . , Dn). 
From Proposition 4.6 it follows that in Jn,m there is defined an action of the addi-
tive group Rn with orbits that are n-dimensional integral surfaces of the distribution
D.
From (4.27) it follows that the derivatives
Diu
α = uαi , Diu
α
j = u
α
ij, Diu
α
jk = u
α
ijk, . . . ,
where i, j, k, . . . = 1, 2, . . . , n;α = 1, 2, . . . ,m, are symmetric in all subscripts. Since
in the sequence of Cartan forms (4.26) each subsequent form is the Lie derivative of
the previous one with respect to the corresponding TDO and the TDOs commute
pairwise, the symmetry in all subscripts in (4.26) holds.
4.5 Total differentiation under jet composition
4.5.1 Statement of the problem
Let four smooth manifolds A, B, C and D be given with dimensions dimA = n1,
dimB = n2, dim C = n3 and dimD = n4. Suppose that local coordinates (ti), (uα),
(vλ) and (wρ) are given on corresponding local neighborhoods in the spaces A, B,
C and D, respectively. For the sake of convenience assume that
i, j, k run over 1, 2, . . . , n1;
α, β, γ run over n1 + 1, n1 + 2, . . . , n1 + n2;
λ, µ, ν run over n1 + n2 + 1, n1 + n2 + 2, . . . , n1 + n2 + n3;
ρ, σ run over n1 + n2 + n3 + 1, n1 + n2 + n3 + 2, . . . , n1 + n2 + n3 + n4.
Consider three smooth maps
f : A → B, g : B → C, h : A → C,
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where h = g ◦ f . Then f, g and h are presented locally by the functions
uα ◦ f = fα, vλ ◦ g = gλ, vλ ◦ h = hλ.
Hence, the function gλ and hλ are related by hλ = gλ ◦ f . According to the chain
rule the infinite sequence of partial derivatives of all orders of hλ with respect to the
coordinates ti begins as follows:
hλi = (g
λ
α ◦ f)fαi , (4.28)
hλij = (g
λ
αβ ◦ f)fαi fβj + (gλα ◦ f)fαij,
hλijk = (g
λ
αβγ ◦ f)fαi fβj fγk + (gλαβ ◦ f)(fαi fβjk + fαj fβik + fαk fβij) + (gλα ◦ f)fαijk,
...
In the present Section the following problem is considered. Analogously to the
process, when a smooth map induces an infinite jet, the map composition h = g ◦ f
induces a composition of jets denoted symbolically by Jh = Jg ◦ Jf . The problem
is how to define a jet composition without any mention of concrete maps in such a
way that the definition does not depend on the choice of maps. The problem leads
to other questions – how the corresponding TDOs and Cartan forms are related
under the jet composition and how to derive the convenient recurrence formulas.
The following scheme illustrates this situation:
A h //
f 
C
B
g
?? A
Jh //
Jf 
C
B
Jg
??
h = g ◦ f  Jh = Jg ◦ Jf
(Dh, ωh) = (Dg, ωg)
?
? (Dg, ωg).
For the composition of smooth maps
A → B → C → D
there are defined jet spaces J (A,B), J (B, C), J (C,D), J (A, C) and J (A,D). Pro-
vide them with coordinates:
inJ (A,B) : ti, uα, uαi , uαij, uαijk, . . . ;
inJ (B, C) : uα, vλ, vλα, vλαβ, vλαβγ, . . . ;
inJ (A, C) : ti, vλ, vλi , vλij, vλijk, . . . ;
inJ (C,D) : vλ, wρ, wρλ, wρλµ, wρλµν , . . . ;
inJ (A,D) : ti, wρ, wρi , wρij, wρijk, . . . ,
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define the TDOs:
inJ (A,B) : Xi = ∂
∂ti
+ uαi
∂
∂uα
+ uαij
∂
∂uαj
+ uαijk
∂
∂uαjk
+ . . . ;
inJ (B, C) : Yα = ∂
∂uα
+ vλα
∂
∂vλ
+ vλαβ
∂
∂vλβ
+ vλαβγ
∂
∂vλβγ
+ . . . ;
inJ (A, C) : Yi = ∂
∂ti
+ vλi
∂
∂vλ
+ vλij
∂
∂vλj
+ vλijk
∂
∂vλjk
+ . . . ;
inJ (C,D) : Zλ = ∂
∂vλ
+ wρλ
∂
∂wρ
+ wρλµ
∂
∂wρµ
+ wρλµν
∂
∂wρµν
+ . . . ;
inJ (A,D) : Zi = ∂
∂ti
+ wρi
∂
∂wρ
+ wρij
∂
∂wρj
+ wρijk
∂
∂wρjk
+ . . . ;
and Cartan forms:
inJ (A,B) : inJ (B, C) : inJ (A, C) :
ωα = duα − uαi dti, θλ = dvλ − vλαduα, θλ = dvλ − vλi dti,
ωαi = du
α
i − uαijdtj, θλα = dvλα − vλαβduβ, θλi = dvλi − vλijdtj,
ωαij = du
α
ij − uαijkdtk, θλαβ = dvλαβ − vλαβγduγ, θλij = dvλij − vλijkdtk,
...
...
...
inJ (C,D) : inJ (A,D) :
ϑρ = dwρ − wρλdvλ, ϑρ = dwρ − wρi dti,
ϑρλ = dw
ρ
λ − wρλµdvµ, ϑρi = dwρi − wρijdtj,
ϑρλµ = dw
ρ
λµ − wρλµνdvν , ϑρij = dwρij − wρijkdtk,
...
...
Note that in each sequence of Cartan forms each next form is the Lie derivative of
the previous one with respect to the corresponding TDO:
ωαi = LXiωα, θλα = LYαθλ, θλi = LYiθλ, ϑρλ = LZλϑρ, ϑρi = LZiϑρ,
ωαij = LXjωαi , θλαβ = LYβθλα, θλij = LYjθλi , ϑρλµ = LZµϑρλ, ϑρij = LZjϑρi ,
ωαijk = LXkωαij, θλαβγ = LYγθλαβ, θλijk = LYkθλij, ϑρλµν = LZνϑρλµ, ϑρijk = LZkϑρij,
...
...
...
...
...
In the case of multi-variable formulas it is convenient to use the multi-index notation.
Recall that a multi-index of range m is an ordered m-tuple α = (α1, α2, . . . , αm) of
non-negative integers. Thus, for multi-indices
(j) = j1j2 . . . jp, (β) = β1β2 . . . βp, (µ) = µ1µ2 . . . µp, p = 0, 1, 2, . . . ,
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the coordinates, TDOs and Cartan forms in the corresponding jet spaces can be
rewritten in the compact form as follows:
inJ (A,B) : (ti, uα(j)), Xi =
∂
∂ti
+
∂
∂uα(j)
uαi(j), ω
α
(j) = du
α
(j) − uαi(j)dti;
inJ (B, C) : (uα, vλ(β)), Yα =
∂
∂uα
+
∂
∂vλ(β)
vλα(β), θ
λ
(β) = dv
λ
(β) − vλα(β)duα;
inJ (A, C) : (ti, vλ(j)), Yi =
∂
∂ti
+
∂
∂vλ(j)
vλi(j), θ
λ
(j) = dv
λ
(j) − vλi(j)dti;
inJ (C,D) : (vλ, wρ(µ)), Zλ =
∂
∂vλ
+
∂
∂wρ(µ)
wρλ(µ), ϑ
ρ
(µ) = dw
ρ
(µ) − wρλ(µ)dvλ;
inJ (A,D) : (ti, wρ(j)), Zi =
∂
∂ti
+
∂
∂wρ(j)
wρi(j), ϑ
ρ
(j) = dw
ρ
(j) − wρi(j)dti.
4.5.2 The intermediate space
In order to define a composition of jets first we need to determine the intermediate
space J (A,B, C) with coordinates
ti, uαi , u
α
ij, u
α
ijk, . . . , v
λ
α, v
λ
αβ, v
λ
αβγ, . . .
or in the compact form (ti, uα(j), v
λ
(β)). The spaces J (A,B) and J (B, C) have the
common coordinates uα, and are, as it were, glued6 along the common axes uα to
get the space J (A,B, C). As distinguished from the Cartesian product J (A,B) ×
J (B, C), where uα appears twice, in J (A,B, C) it appears only once like in a sum
of two intersecting vector spaces.
One has a generalization of the following situation here. The usual composition
of two binary relations can be obtained by taking their join, leading to a ternary
relation, followed by a projection that removes the middle component7. Thus, the
composition of jets is defined by taking the join of two sequences of coordinates
(ti, uα(j)) and (u
α, vλ(β)), leading to the sequence (t
i, uα(j), v
λ
(β)), followed by the map
(the projection)
ϕ : J (A,B, C)→ J (A, C),
that removes the components uα, cf. Proposition 4.7 below.
Define in J (A,B, C) the following operator:
(1)Xi =
∂
∂ti
+ uαi
∂
∂uα
+ uαij
∂
∂uαj
+ uαijk
∂
∂uαjk
+ . . .+
+
(
vλα
∂
∂vλ
+ vλαβ
∂
∂vλβ
+ vλαβγ
∂
∂vλβγ
+ . . .
)
uαi ,
6It is similar to the situation when in the Euclidian xyz-space the xz and yz coordinate planes
are glued along axis z.
7For the rule of the third projection in the theory of binary relations, see [2], p.3, or [20].
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or in the compact form
(1)Xi =
∂
∂ti
+
∂
∂uα(j)
uαi(j) +
∂
∂vλ(β)
vλα(β)u
α
i . (4.29)
One can see that
(1)Xi = Xi +
(
Yα − ∂
∂uα
)
uαi =
(
Xi − uαi
∂
∂uα
)
+ Yαu
α
i ,
i.e., (1)Xi is similar to the sum Xi + Yαu
α
i , but one term is omitted
8 – the first term
of Yα or, what is the same, the second term of Xi. The projection of
(1)Xi onto
J (A,B) is Xi and onto J (B, C) is Yαuαi .
4.5.3 Composition of pure jets
The space J (A,B) is extended to J (A,B, C) and the operators Xi are prolonged to
the operators (1)Xi. In the beginning of this Chapter it was mentioned that if one
applies Xi to a function of the form F (t
i, uα(j)) in the space J (A,B), then one extends
the differentiation rule for composite function on pure jets. Indeed, assuming that
the quantities uα(j) depend on t
i, one has
∂F
∂ti
= XiF . Analogously, if one applies
the operator (1)Xi to a function of the form F (t
i, uα(j), v
λ
(β)) in the space J (A,B, C),
then the chain rule for composite function is naturally generalized, i.e., assuming
that uα(j) depend on t
i and vλ(β) depend on u
α, one has
∂F
∂ti
= (1)XiF .
The operators (4.29) generalize the differentiation rule for composite functions
and are said to be the total differentiation operators of map compositions.
Proposition 4.7. A composition of pure jets from the spaces J (A,B) and J (B, C)
is determined as the map
ϕ : J (A,B, C)→ J (A, C) (4.30)
by relations ti ◦ ϕ = ti and recurrence relations
(Y(i)v
λ) ◦ ϕ = (1)X(i)vλ, (4.31)
where Y(i) = Yi1 . . . Yip,
(1)X(i) =
(1)Xi1 . . .
(1)Xip, p = 0, 1, 2, . . ., denote the conse-
quent derivatives with respect to Yi and
(1)Xi, respectively.
8The analogous situation appears in the xyz-space, where the vector i+ j+k has the projection
i + k and j + k onto the xz and yz coordinate planes, respectively, but is not equal to the sum of
these projections.
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Proof. Two first relations ti ◦ ϕ = ti and vλ ◦ ϕ = vλ are valid because jets in the
spaces J (A,B, C) and J (A, C) have the common source space A and common target
space C. For p = 1, 2, . . . (4.31) gives the system
vλi ◦ ϕ = vλαuαi ,
vλij ◦ ϕ = vλαβuαi uβj + vλαuαij,
vλijk ◦ ϕ = vλαβγuαi uβj uγk + vλαβ(uαi uβjk + uαj uβik + uαkuβij) + vλαuαijk,
...
which corresponds to the differentiation of a map composition (4.28). 
Proposition 4.8. Under the map (4.30) the operators (1)Xi in J (A,B, C) and Yi
in J (A, C) are ϕ-related for each i.
Proof. The proof is based on the Property 2.1 from the Section 2.2. In general, if the
map ϕ : M1 → M2 is locally determined by the functions ϕα on the manifold M1,
that are ϕ-related to coordinates functions vα on the manifold M2, i.e., v
α ◦ϕ = ϕα,
then two vector fields Y and Y˜ defined on M1 and M2, respectively, are said to be
ϕ-related if and only if the derivatives Y ϕα are ϕ-related to components y˜α of Y˜ ,
i.e., y˜α ◦ ϕ = Y ϕα.
For the operators (1)Xi and Yi one has exactly the same situation. The map
(4.30) is determined by the functions ti, vλ, (1)Xiv
λ, (1)Xi
(1)Xjv
λ, . . . on J (A,B, C)
that are ϕ-related to coordinates (ti, vλ(β)) in J (A, C), i.e.,
ti ◦ ϕ = ti, vλ ◦ ϕ = vλ, vλi ◦ ϕ = (1)Xivλ, vλij ◦ ϕ = (1)Xi(1)Xjvλ, . . . .
The derivatives
(1)Xit
j = δji ,
(1)Xiv
λ = vλαu
α
i ,
(1)Xiv
λ
α = v
λ
αβu
β
i ,
(1)Xiv
λ
αβ = v
λ
αβγu
γ
i , . . .
are ϕ-related to components of Yi. Thus, the operators
(1)Xi in J (A,B, C) are
ϕ-related to Yi in J (A, C) for each index i. 
Proposition 4.9. The map (4.30) transforms the Cartan forms θλ(j) from the space
J (A, C) to the space J (A,B, C) according to the recurrence formula
(LY(i)θλ) ◦ Tϕ = L(1)X(i)(θλ + vλαωα), (4.32)
where LY(i) = LYi1 . . .LYip , L(1)X(i) = L(1)Xi1 . . .L(1)Xip , p = 0, 1, 2, . . ., denote the
consequent Lie derivatives with respect to the ϕ-related operators Yi and
(1)Xi, re-
spectively. (4.32) in the explicit form is
θλ ◦ Tϕ = θλ + vλαωα,
θλi ◦ Tϕ = θλαuαi + vλαωαi + vλαβωαuβi ,
θλij ◦ Tϕ = θλαuαij + θλαβuαi uβj + vλαωαij+
+ vλαβ(ω
α
i u
β
j + ω
α
j u
β
i + ω
αuβij) + v
λ
αβγω
αuβi u
γ
j ,
...
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Proof. Consider the Cartan forms θλ = dvλ − vλi dti in J (A, C). Taking in account
that ti ◦ ϕ = ti, vλ ◦ ϕ = vλ, vλi ◦ ϕ = vλαuαi , the forms θλ are transformed by (4.30)
to the forms in J (A,B, C):
θλ ◦ Tϕ = (dvλ − vλi dti) ◦ Tϕ = dvλ − vλαuαi dti = (4.33)
= dvλ − vλαduα + vλαduα − vλαuαi dti =
= θλ + vλαω
α,
where θλ = dvλ − vλαduα and ωα = duα − uαi dti are forms in J (A,B, C). (4.33)
corresponds to (4.32) for p = 0. From (4.33) it follows that θλ + vλαω
α in J (A,B, C)
are ϕ-related to θλ in J (A, C), cf. Section 2.2, Property 2.2. Note that the Lie
derivatives in the left-hand side in (4.32) form the sequence of Cartan forms θλ(j).
The forms in the right-hand side in (4.32) are ϕ-related to these forms, since the
Lie derivatives of ϕ-related tensor fields (including differential forms) with respect
to ϕ-related vector fields are ϕ-related, cf. Section 2.2, Property 2.13. Thus, the
recurrence formula (4.32) is valid. 
4.5.4 Chain rule for double jet composition
Given a double composition of smooth maps A → B → C → D, the interme-
diate space J (A,B, C) is extended to the space J (A,B, C,D) with coordinates
(ti, uα(j), v
λ
(β), w
ρ
(µ)) and the operators
(1)Xi are prolonged to the operators
(2)Xi =
∂
∂ti
+
∂
∂uα(j)
uαi(j) +
∂
∂vλ(β)
vλα(β)u
α
i +
∂
∂wρ(µ)
wρλ(µ)v
λ
αu
α
i . (4.34)
In the assumption that the quantities uα depend on ti, vλ depend on uα and wρ
depend on vλ the usual chain rule for coordinate functions gives
vλi = v
λ
αu
α
i , w
ρ
α = w
ρ
λv
λ
α, w
ρ
i = w
ρ
λv
λ
αu
α
i .
The operators (4.34) determine the chain rule for double jet composition.
The next three Propositions are consequences of the Propositions 4.7, 4.8 and
4.9, respectively.
Proposition 4.10. The double composition of pure jets from the spaces J (A,B),
J (B, C) and J (C,D) is determined as the map
ϕ : J (A,B, C,D)→ J (A,D) (4.35)
by relations ti ◦ ϕ = ti and recurrence relations
(Z(i)w
ρ) ◦ ϕ = (2)X(i)wρ, (4.36)
where Z(i) = Zi1 . . . Zip,
(2)X(i) =
(2)Xi1 . . .
(2)Xip, p = 0, 1, 2, . . ., denote the conse-
quent derivatives with respect to Zi and
(2)Xi, respectively.
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Proof. The first two relations ti ◦ ϕ = ti and wρ ◦ ϕ = wρ are valid because jets
in the spaces J (A,B, C,D) and J (A,D) have the common source space A and
the common target space D. For p = 1, 2, . . . (4.36) gives the infinite sequence of
relations
wρi = w
ρ
λv
λ
αu
α
i ,
wρij = w
ρ
λµv
λ
αv
µ
βu
α
i u
β
j + w
ρ
λ(v
λ
αβu
α
i u
β
j + v
λ
αu
α
ij),
wρijk = w
ρ
λµνv
λ
αv
µ
βv
ν
γu
α
i u
β
j u
γ
k + w
ρ
λµ
[
vλαv
µ
βγu
α
i u
β
j u
γ
k + v
λ
βv
µ
αγu
β
i u
α
j u
γ
k+
+ vλγv
µ
αβu
γ
i u
α
j u
β
k + (v
λ
αv
µ
β + v
λ
αβ)(u
α
i u
β
jk + u
α
j u
β
ik + u
α
ku
β
ij)
]
+
+ wρλ(v
λ
αβγu
α
i u
β
j u
γ
k + v
λ
αu
α
ijk),
...
that correspond to the differentiation of a double composition of smooth maps f1 :
A → B, f2 : B → C, f3 : C → D and g : A → D defined locally by the functions
uα ◦ f1 = fα1 , vλ ◦ f2 = fλ2 , wρ ◦ f3 = fρ3 , wρ ◦ g = gρ
that are related by gρ = fρ3 ◦f2 ◦f1 (we do not write out the corresponding sequence
of partial derivatives). 
Note that the associativity of map composition
(A → B → C)→ D = A → (B → C → D)
leads to the associativity of jet composition as follows:
wρλ(v
λ
αu
α
i ) = (w
ρ
λv
λ
α)u
α
i ,
wρλµv
λ
αv
µ
βu
α
i u
β
j + w
ρ
λ(v
λ
αβu
α
i u
β
j + v
λ
αu
α
ij) = (w
ρ
λµv
λ
αv
µ
βu
α
i u
β
j + w
ρ
λv
λ
αβ)u
α
i u
β
j + w
ρ
λv
λ
αu
α
ij,
wρλµνv
λ
αv
µ
βv
ν
γu
α
i u
β
j u
γ
k + w
ρ
λµ
[
vλαv
µ
βγu
α
i u
β
j u
γ
k + v
λ
βv
µ
αγu
β
i u
α
j u
γ
k + v
λ
γv
µ
αβu
γ
i u
α
j u
β
k+
+ (vλαv
µ
β + v
λ
αβ)(u
α
i u
β
jk + u
α
j u
β
ik + u
α
ku
β
ij)
]
+ wρλ(v
λ
αβγu
α
i u
β
j u
γ
k + v
λ
αu
α
ijk) =
= (wρλµνv
λ
αv
µ
βv
ν
γ + w
ρ
λµv
λ
αv
µ
βγ + w
ρ
λv
λ
αβγ)u
α
i u
β
j u
γ
k + w
ρ
λµv
λ
βv
µ
αγu
β
i u
α
j u
γ
k+
+ wρλµv
λ
γv
µ
αβu
γ
i u
α
j u
β
k + (w
ρ
λµv
λ
αv
µ
β + w
ρ
λµv
λ
αβ)(u
α
i u
β
jk + u
α
j u
β
ik + u
α
ku
β
ij) + w
ρ
λv
λ
αu
α
ijk,
etc.
Proposition 4.11. Under the map (4.35) the operators (2)Xi in J (A,B, C,D) and
Zi in J (A,D) are ϕ-related for each i.
Proof. The proof is analogous to the proof of the Proposition 4.8. The map (4.35)
is determined by the functions
ti, wρ, (2)Xiw
ρ, (2)Xi
(2)Xjw
ρ, . . .
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in J (A,B, C,D), which are ϕ-related to coordinate functions (ti, wρ(j)) in J (A,D),
i.e.,
ti ◦ ϕ = ti, wρ ◦ ϕ = wρ, wρi ◦ ϕ = (2)Xiwρ, wρij ◦ ϕ = (2)Xi(2)Xjwρ, . . . .
The derivatives
(2)Xit
j = δji ,
(2)Xiw
ρ = wρλv
λ
αu
α
i ,
(2)Xiw
ρ
λ = w
ρ
λµv
µ
αu
α
i ,
(2)Xiw
ρ
λµ = w
ρ
λµνv
ν
αu
α
i , . . .
are ϕ-related to components of Zi. Thus, the operators
(2)Xi and Zi are ϕ-related
for each index i. 
Proposition 4.12. The map (4.35) transforms the Cartan forms ϑρ from the space
J (A,D) to the space J (A,B, C,D) according to the recurrence formula
(LZ(i)ϑρ) ◦ Tϕ = L(2)X(i)(ϑρ + wρλθλ + wρλvλαωα), (4.37)
where LZ(i) = LZi1 . . .LZip , L(2)X(i) = L(2)Xi1 . . .L(2)Xip , p = 0, 1, 2, . . ., denote the
consequent Lie derivatives with respect to the ϕ-related operators Zi and
(2)Xi, re-
spectively. (4.37) in the explicit form is
ϑρ ◦ Tϕ = ϑρ + wρλθλ + wρλvλαωα,
ϑρi ◦Tϕ = ϑρλvλαuαi +wρλµθλvµαuαi +wρλθλαuαi +wρλµvλαvµβωαuβi +wρλvλαβωαuβi +wρλvλαωαi ,
etc.
Proof. Consider the Cartan forms ϑρ = dwρ−wρi dti in J (A,D). Taking in account
that ti ◦ ϕ = ti, wρ ◦ ϕ = wρ, wρi ◦ ϕ = wρλvλαuαi , the forms ϑρ are transformed by
(4.35) to the forms in J (A,B, C,D):
ϑρ ◦ Tϕ = (dwρ − wρi dti) ◦ Tϕ = dwρ − wρλvλαuαi dti =
= dwρ − wρλdvλ + wρλdvλ − wρλvλαduα + wρλvλαduα − wρλvλαuαi dti =
= ϑρ + wρλθ
λ + wρλv
λ
αω
α,
which corresponds to (4.37) for p = 0. Thus, ϑρ + wρλθ
λ + wρλv
λ
αω
α in J (A,B, C,D)
are ϕ-related to ϑρ in J (A,D), and the Lie derivatives in the left-hand side in
(4.37), that is the sequence of Cartan forms ϑρ(j), are ϕ-related to the forms in the
right-hand side, cf. Section 2.2, Property 2.13. 
Remark 4.2. Note that the sequence of smooth maps
A → B → C → D → . . .
is accompanied by natural extensions of the corresponding intermediate spaces
J (A,B) J (A,B, C) J (A,B, C,D) . . .
and prolongations of operators
Xi  (1)Xi  (2)Xi  . . . .
But the answers to the questions put in the beginning of the present Section are
received on the first two prolongations.
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4.5.5 Invertible jets
Let us consider a transformation (diffeomorphism) a : M →M of a smooth manifold
M and its inverse a−1 : M →M , a ◦ a−1 = a−1 ◦ a = 1M . Two infinite jets
(ti, aij, a
i
jk, a
i
jkl, . . .) and (t
i, a¯ij, a¯
i
jk, a¯
i
jkl, . . .), i, j, k, l, . . . = 1, 2, . . . , dimM,
induced by a and a−1, respectively, are mutually inverse. It means that the corre-
sponding Jacobi matrices (aij) and (a¯
i
j) are mutually inverse, i.e., a
i
ka¯
k
j = δ
i
j, and the
composition of these jets gives the jet (ti, δij, 0, 0, . . .) of the identity map 1M .
In the jet space J (M,M) there are defined two sets of coordinates (ti, ai(j)) and
(ti, a¯i(j)), and two TDOs
Xi =
∂
∂ti
+
∂
∂a¯k(j)
a¯ki(j), Yi =
∂
∂ti
+
∂
∂ak(j)
aki(j).
For the multi-index (j) = j1 . . . jp assume that p = 1, 2, . . .. Consider the interme-
diate space J (M,M,M) with coordinates (ti, ai(j), a¯i(j)) and operator
Zi =
∂
∂ti
+
∂
∂a¯k(j)
a¯ki(j) +
∂
∂ak(j)
akl(j)a¯
l
i . (4.38)
The repeated application of Zi to the equalities a
i
ka¯
k
j = δ
j
i gives the relations between
the jet and its inverse:
aika¯
k
j = δ
j
i ,
aipqa¯
p
j a¯
q
k + a
i
sa¯
s
jk = 0,
aipqsa¯
p
j a¯
q
ka¯
s
l + a
i
pq(a¯
p
j a¯
q
kl + a¯
p
ka¯
q
lj + a¯
p
l a¯
q
jk) + a
i
sa¯
s
jkl = 0,
...
Thus, the components of the inverse jet are expressed recursively in terms of the
components of the initial one as follows:
a¯ijk = −a¯ilalpqa¯pj a¯qk,
a¯ijkl = a¯
i
h(a
h
psa¯
s
ta
t
qr + a
h
qsa¯
s
ta
t
rp + a
h
rsa¯
s
ta
t
pq − ahpqr)a¯pj a¯qka¯rl ,
...
4.6 Conclusion
Summarizing, let us repeat the text fragment from Introduction on page 13. In the
beginning of the present Chapter we introduced an algebraic scheme for calculation
of invariants and symmetries of TDO D in J1,1. This scheme is universal in the
following sense.
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Let X be a smooth vector field with canonical parameter s, i.e. Xs = 1, on
a smooth manifold M , and suppose f is a smooth function on M . Let us form
an infinite sequence F = (f, f ′, f ′′, f ′′′, . . .) consisting of f and its derivatives of all
orders with respect to X. Then there is defined a triplet (X, s, F ) on M . All possible
triplets of such kind on smooth manifolds form a category. In particular, two triplets
(X, s, F ) and (Y, s˜, F˜ ) on manifolds M and M˜ , respectively, are linked together by
a morphism ϕ : M → M˜ that is a smooth map for which s = s˜ ◦ ϕ, F = F˜ ◦ ϕ, and
X and Y are ϕ-related. In the category of triplets (X, s, F ) the terminal object is
precisely the triplet (D, t, U) in J1,1, where D is the total differentiation operator, t
is a parameter (time) and U is a set of fiber coordinates (u, u′, u′′, u′′′, . . .).
Since TDOD is a linear vector field in J1,1, the flow generated byD is determined
by the common exponential law , that appears in formulas (4.2), (4.6), (4.10), (4.11),
(4.12) and (4.14). Let us summarize these formulas as follows:
U ′ = CU =⇒ Ut = etCU =⇒ I = e−tCU, (4.39)
ω′ = Cω =⇒ ωt = etCω =⇒ dI = e−tCω, (4.40)(
∂
∂U
)′
= − ∂
∂U
C =⇒
(
∂
∂U
)
t
=
∂
∂U
e−tC =⇒ ∂
∂I
=
∂
∂U
etC . (4.41)
The implication (4.39) determines invariants I of D that are transformed by ϕ to
the invariants I ◦ ϕ = e−sCF of X on M . The implication (4.40) establishes the
connection between differentials dI and Cartan forms ω defined in J1,1. The forms
ω = dU − U ′dt are transformed by ϕ to the forms ω ◦ Tϕ = dF − F ′ds on M .
The implication (4.41) determines infinitesimal symmetries of the operator D and,
thus, gives the rule for construction of corresponding infinitesimal symmetries for a
vector field X on M . All implications (4.39)–(4.41) can be naturally extended on a
jet space Jn,m by using multi-indices technique.
The described universal scheme is applicable to prolongations of differential equa-
tions and group operators, and to classification of singularities of smooth maps, see
[4], [9], [12], [13], [14].
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Vektorva¨ljad ja Lie ru¨hma esitused
Kokkuvo˜te
Ka¨esoleva va¨itekirja uurimisobjektiks on vektorva¨li, mis on u¨ks olulisematest mo˜is-
tetest diferentsiaalgeomeetrias ja globaalanalu¨u¨sis ning mis leiab rakendust pideva
keskkonna mehaanikas ja du¨naamilistes su¨steemides. To¨o¨s on uurimisel vektorva¨lja
kolm omapa¨ra. Esiteks, vektorva¨li on diferentsiaaloperaator ja me to˜lgendame vek-
torva¨lja liikumise stopp-kaadrina. Teiseks, vektorva¨li projetseerib muutkonna in-
variantide ruumi ja sellega kaasneb singulaarsuste klassifitseerimine. Kolmandaks,
vektorva¨li vo˜ib ise olla projetseeritav ja see vo˜imaldab teistest struktuuridest (na¨it.
lo˜pmatute dzˇettide ruumist) saada vajalikke invariante ja su¨mmeetriaid.
Va¨itekirja esimene peatu¨kk sisaldab lu¨hiu¨levaadet f -seotud tensoritest kahe vek-
torrumi vahelise lineaarkujutuse f korral ning nende tensorite po˜hiomadustest. Hil-
jem kasutatakse seda Lie tuletiste defineerimisel. Tutvustatakse vektorva¨ljade ja
diferentsiaalvormide po˜hiomadusi.
Va¨itekirja teises peatu¨kis defineeritakse ϕ-seotud ja seeja¨rel a-seotud tensorva¨l-
jad sileda kujutuse ϕ ja difeomorfismi a korral. Tugenedes a-seotud tensorva¨ljade
mo˜istele defineeritakse tensorva¨ljade (vektorva¨ljad ja diferentsiaalvormid kaasar-
vatud) Lie tuletised ning tuletatakse Lie diferentsiaalarvutuse po˜hivalemid mitte-
holonoomses (koordinaatidevabas) baasis (reeper + koreeper). Lie tuletiste abil
kirjeldatakse, kuidas vektorva¨lja voos muutub mitteholonoomne baas (derivatsiooni-
valemid).
Teise peatu¨ki viimases paragrahvis defineeritakse tensorva¨ljade integreerimine.
Siin vaadeldakse integreerimist kui Lie diferentseerimise po¨o¨rdoperatsiooni. Nimelt,
tavalise integreeritava funktsiooni ma¨a¨ramata ja ma¨a¨ratud integraali mo˜isted on
laiendatud u¨ldisema tensorva¨lja juhule, kus valemites esinevad Lie tuletised. Liht-
samatel juhtudel on antud tensorva¨lja integraali geomeetriline to˜lgendus. Nimelt, on
arvutatud nihete ja po¨o¨rete operaatorite integraalid po¨o¨rete voos tasandil ja ruumis.
Kolmas peatu¨kk on pu¨hendatud Lie ru¨hma esituste teooriale. Selles peatu¨kis
on uurimisel Lie ru¨hm G ja selle puutujaru¨hm TG. Ru¨hma TG toimet esitus-
ruumis M kirjeldatakse u¨ldistatud Leibnizi reegli abil. Esitatud materjal on sisse-
juhatavaks teoreetiliseks osaks artiklile [17], kus, kasutades infinitesimaalmeetodeid
(S. Lie mo˜ttes), on na¨idatud, kuidas lineaarru¨hm GL(n,R) toimib iseendal vasak-
ja paremnihetega ning siseautomorfismidega (adjungeeritud esitus). Adjungeeritud
esituse invariantideks on vastava maatriksi diagonaalmiinorite summad ning orbii-
tideks vastavad kvadrikud. Selle artikli ta¨istekst on lisatud va¨itekirja lo˜pus.
Va¨itekirja neljas peatu¨kk po˜hineb artiklil [19]. Peatu¨ki alguses uuritakse sile-
date kujutuste lo˜pmatute dzˇettide ruumi Jn,m struktuuri. Ruumis Jn,m defineeri-
takse ta¨isdiferentsiaaloperaatorid (TDO) D ja Cartan’i va¨lisdiferentsiaalvormid ω.
TDO-id D on lineaarsed vektorva¨ljad ning nende voog ja invariandid ma¨a¨ratakse
eksponentsiaalseadusega. La¨hemalt uuritakse ruumide J1,1, J1,2, J2,1, J1,m ja Jn,1
struktuuri.
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Neljanda peatu¨ki po˜hiteemaks on ja¨rmine probleem. On teada, et analoogiliselt
protsessile, kuidas sile kujutus tekitab lo˜pmatu dzˇeti, tekitab siledate kujutuste
kompositsioon lo˜pmatute dzˇettide kompositsiooni. Seoses sellega tekivad ja¨rgmised
ku¨simused: kuidas defineerida lo˜pmatute dzˇettide kompositsioon rekurrentse valemi
abil nii, et definitsioon ei so˜ltuks konkreetsete kujutuste valikust, ja kuidas vas-
tavad ta¨isdiferentsiaaloperaatorid ja Cartan’i diferentsiaalvormid on seotud dzˇettide
kompositsioonil? Vastused pu¨stitatud ku¨simustele on so˜nastatud lausetena koos
to˜estustega. Tuletatud rekurrentsed valemid ma¨a¨ravad lo˜pmatute dzˇettide kom-
positsiooni suvaliste kujutuste puhul. Kahekordne kujutuste kompositsioon tekitab
kahekordse dzˇettide kompositsiooni ning ahelreegelit siledate kujutuste puhul on
vo˜imalik u¨le kanda lo˜pmatute dzˇettide kompositsioonile. Kujutuste kompositsiooni
assotsiatiivsus indutseerib dzˇettide kompositsiooni assotsiatiivsuse. Difeomorfismide
korral on vo˜imalik defineerida vastava lo˜pmatu dzˇeti po¨o¨rddzˇett.
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Chapter 15
Adjoint Representations and Movements
Maido Rahula and Vitali Retšnoi
Abstract The aim of this paper is to develop the theory of higher order movements
by using the structure of multiple tangent bundles. In this context the meaning of
invariants of polynomials and of matrices is explained. The connection with central
and raw moments appearing in probability theory is established
Introduction
Let M be a smooth manifold and b : M →M be a smooth map. When a transforma-
tion (diffeomorphism) a : M →M is given, b is transformed to b˜ = aba−1 so that the
following diagram commutes:
M b−−−−→ M
a
y ya
M b˜−−−−→ M
Suppose G is a group of transformations of M and b∈G. Then one can speak about
the interior automorphism and adjoint representation of G. In particular, given a vec-
tor field X and its flow at , b is continuously transformed as follows: b bt = atba−1t .
Any other vector field Y is transformed to Y˜ = TatY , and the flow of Y is transformed
according to the rule bs atbsa−1t . Thus one can speak about a movement of move-
ment and about movements of higher orders, or as we say movements in higher
floors, see [4], [5], [8].
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Institute of Mathematics, University of Tartu, J. Liivi Str., 2-613, 50409 Tartu, Estonia,
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15.1 Generalized Leibnitz Rule
Let M1, M2 and M be smooth manifolds. The tangent functor T assigns to a Carte-
sian product M1×M2 a vector space
T (M1×M2) = (T M1×M2)⊗ (M1×TM2),
and to a smooth map λ : M1×M2 →M,(u,v) 7→ w = u · v, its tangent map
T λ : T (M1×M2)→ T M, (u1,v1) 7→ w1 = u1 · v + u · v1.
There are two smooth maps
λv : M1 →M, u 7→ w = u · v, ∀v ∈M2,
λu : M2 →M, v 7→ w = u · v, ∀u ∈M1,
associated with λ . Namely, two vectors u1 ∈ TuM1 and v1 ∈ TvM2 at u ∈ M1 and
v ∈M2, respectively, are mapped into vectors T λv(u1) = u1 · v and T λu(v1) = u · v1
at w ∈M. The sum of these images is equal to the image of (u1,v1) under Tλ :
w = u · v =⇒ w1 = u1 · v + u · v1. (15.1)
This formula generalizes the ordinary Leibnitz rule.
Locally, (15.1) can be presented as the system
wρ ◦λ = λ ρ(ui,vα) =⇒ wρ1 =
∂λ ρ
∂ui u
i
1 +
∂λ ρ
∂vα v
α
1 ,
where ui,vα ,wρ are coordinates of u,v,w, and ui1,vα1 ,w
ρ
1 are components of u1,v1,w1,
respectively, on corresponding coordinate neighborhoods U1 ⊂ M1,U2 ⊂ M2 and
U ⊂M, i = 1, . . . ,dimM1, α = 1, . . . ,dimM2, ρ = 1, . . . ,dimM.
15.2 Tangent Group
Let G be a Lie group with the composition law γ : (a,b) 7→ c = ab. This group acts
on itself by right and left translations:
rb : G→G, a 7→ ab, ∀b ∈ G,
la : G→G, b 7→ ab, ∀a ∈ G.
The tangent bundle (first floor) T G becomes automatically a Lie group with the
composition law
T γ : T G×TG→ T G, (a1,b1) 7→ c1 = a1b + ab1.
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Two vectors a1 ∈ TaG and b1 ∈ TbG are mapped by Tγ to the vector a1b + ab1 =
Trb(a1)+ Tla(b1) ∈ TcG:
c = ab =⇒ c1 = a1b + ab1. (15.2)
The group TG is called a tangent group of G. The unit of T G is precisely the zero
vector at the unit e ∈ G. The inverse element for a1 ∈ TaG is defined by
a−11 =−a
−1a1a
−1 ∈ Ta−1G.
Systematically applying left and right translations la and ra to any vector e1 ∈ TeG
one can obtain left-invariant and right-invariant vector fields ae1 and e1a, respec-
tively. The interior automorphism Aa = la◦r−1a yields the transformation TeAa : e1 7→
ae1a
−1 in TeG. Let a basis (frame) be given in TeG. Then there exists a homomor-
phism a 7→ A(a) from G to the general linear group GL(dimG,R) with center of G
Z ⊂ G as a kernel. An adjoint representation of TG is defined as follows:
c = aba−1 =⇒ c1 = (a1a−1)c− c(a1a−1)+ ab1a−1. (15.3)
For b1 = 0 this formula determines an action of T G on G, and for a1 = 0 – an action
of G on the group T G.
With any one-parameter subgroup at of G we associate one-parameter groups of
transformations rat , lat and Aat of G that in their turn are generated by a left-invariant
vector field X , a right-invariant vector field X˜ and the field X˜−X , respectively, i.e.
rat = exptX , lat = exptX˜ , Aat = expt(X˜−X).
This follows from the formulas
X f = ( f ◦ rat )′t=0, X˜ f = ( f ◦ lat )′t=0, (X˜−X) f = ( f ◦Aat )′t=0,
where f is an arbitrary function on G, and from the fact that left and right transla-
tions commute.
15.3 Linear Group GL(2,R)
Consider the linear group GL = GL(2,R) and its Lie algebra gl = gl(2,R). Let
A =
(
a1 a2
a3 a4
)
∈GL and C =
(
c1 c2
c3 c4
)
∈ gl. The exponential map κ : gl →GL takes
each additive subgroupCt,t ∈R, to the one-parameter subgroup eCt , called the expo-
nential of Ct. The left-invariant basis (Xi,ω i) and right-invariant basis (X˜i,ω i), i.e.
the corresponding fields of frames and coframes in GL, can be defined as follows:
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X1 X2
X3 X4
)
=
(
a1 a3
a2 a4
)(
∂1 ∂2
∂3 ∂4
)
,
(
ω1 ω2
ω3 ω4
)
=
(
a1 a2
a3 a4
)−1(da1 da2
da3 da4
)
,
(
X˜1 X˜2
X˜3 X˜4
)
=
(
∂1 ∂2
∂3 ∂4
)(
a1 a3
a2 a4
)
,
(
ω˜1 ω˜2
ω˜3 ω˜4
)
=
(
da1 da2
da3 da4
)(
a1 a2
a3 a4
)−1
,
where ∂i = ∂∂ai , i = 1,2,3,4.
Let GL acts on itself by interior automorphisms. Then there exist four basic oper-
ators Yi = X˜i−Xi, i = 1,2,3,4, that are corresponded to the adjoint representation of
GL. Actually, they are linearly dependent:Y1 +Y4 = 0, (a1−a4)Y1 +a2Y2 +a3Y3 = 0.
Note that the functions
detA = a1a4−a2a3, tr A = a1 + a2
are common invariants of Yi, i = 1,2,3,4. Thus the integral distribution spanned
by Yi is two-dimensional and its integral surfaces are precisely two-dimensional
quadrics (the family of hyperboloids). The operator in general form
Y = c1Y1 + c2Y2 + c3Y3 + c4Y4,
as a linear vector field in GL, determines the system of ODEs and the flow (see [5],
p.49, [6]):
A′ = CA−AC =⇒ At = eCtAe−Ct .
The corresponding table of commutators looks as follows:
 Y1 Y2 Y3 Y4
Y1 0 Y2 −Y3 0
Y2 −Y2 0 Y1−Y4 Y2
Y3 Y3 Y4−Y1 0 Y3
Y4 0 −Y2 Y3 0
It allows to describe the dragging of Yi in the flow of Y (primes here denote the Lie
derivative with respect to Y ):(
Y1 Y2
Y3 Y4
)′
=
(
Y1 Y2
Y3 Y4
)(
c1 c2
c3 c4
)
−
(
c1 c2
c3 c4
)(
Y1 Y2
Y3 Y4
)
,(
Y1 Y2
Y3 Y4
)′′
= tr C
(
Y1 Y2
Y3 Y4
)′
,
tr C 6= 0 =⇒
(
Y1 Y2
Y3 Y4
)
t
=
et tr C−1
tr C
(
Y1 Y2
Y3 Y4
)′
+
(
Y1 Y2
Y3 Y4
)
,
tr C = 0 =⇒
(
Y1 Y2
Y3 Y4
)
t
= t
(
Y1 Y2
Y3 Y4
)′
+
(
Y1 Y2
Y3 Y4
)
.
Proposition 15.1. For each operator ∂∂ci , i = 1,2,3,4, in gl there is defined a one-
parameter subgroup of GL such that there are operators Xi, X˜i and Yi, i = 1,2,3,4,
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associated with it and induced by the corresponding left and right translations, and
interior automorphisms, respectively:
∂
∂c1
 X1 = a1∂1 + a3∂3, X˜1 = a1∂1 + a2∂2, Y1 = a2∂2−a3∂3;
∂
∂c2
 X2 = a1∂2 + a3∂4, X˜2 = a3∂1 + a4∂2, Y2 = a3(∂1− ∂4)− (a1−a4)∂2;
∂
∂c3
 X3 = a2∂1 + a4∂3, X˜3 = a1∂3 + a2∂4, Y3 =−a2(∂1− ∂4)+ (a1−a4)∂3;
∂
∂c4
 X4 = a2∂2 + a4∂4, X˜4 = a3∂3 + a4∂4, Y4 =−a2∂2 + a3∂3.
The proof of this proposition is based on the exponential map κ .
15.4 The Operator of Center
Consider the vector field
P =
∂
∂c1
+
∂
∂c4
,
which corresponds to the center of the Lie group gl. The image of P under T κ is the
homothety operator
T κP = a1∂1 + a2∂2 + a3∂3 + a4∂4
in GL. Let s = 12 tr C be the canonical parameter of P. Then using the implication
U ′ = CU ⇒ Ut = eCtU ⇒ I = e−CsU , see [5], p.49, [6], we obtain its flow and
three basic invariants of P:
C′ = E =⇒ Ct = C + tE =⇒ I = C− sE,
where E is the unit matrix. Define the projection pi : gl →R3 by

x◦pi = 12 (c1− c4),
y◦pi = c2,
z◦pi = c3.
Thus gl is projected by pi onto the xyz space of invariants of P. Using the fact that
tr I = 0 together with deteC = etr C we obtain deteI = 1. It means that the xyz space
is the tangent space to the subgroup of matrices with determinant 1. From
P(detC) = tr C, P2(detC) = P(tr C) = 2
it follows that detC behaves in the flow of P as a quadratic polynomial on t and tr C
as a linear one, i.e.
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(detC)t = detC + tr C · t + t2, (tr C)t = tr C + 2t.
The substitution of t =−s into (detC)t gives us the important invariant
∆ = 1
4
(tr2 C−4detC).
After regrouping of terms we get ∆ = (x2 +yz)◦pi . Note that 4∆ is the discriminant
of the quadratic polynomial (detC)t . The eigenvalues of C are equal up to a sign
to the roots of the polynomial (detC)t . Consider the dragging of a hyper-quadric
detC = k, k ∈ R, along the flow of P in gl ≡ R4. Then we obtain a one-parameter
family of hyper-quadrics defined by (detC)t = k. The intersection of detC = k with
the plane tr C = 0 corresponds to the characteristic which consists of points at that
the trajectories of P are tangent to detC = k. The image of this intersection in xyz
space is a hyperboloid x2 +yz =−k, which is either hyperboloid of one sheet (k < 0)
or two sheets (k > 0), or the light cone (k = 0). The envelope of the family of sur-
faces is defined by ∆ =−k, which is the projecting cylinder with the trajectories of
P as generating lines tangent to the characteristic. One can imagine an illumination
of the surface detC = k along the trajectories of P and a shadow on the xyz–screen,
the border of which is precisely the hyperboloid x2 + yz = −k. In this case we deal
with the cusp singularity of the first type called fold, see [1], p.157.
The hyperboloids x2 + yz = const in xyz space are precisely the orbits of a gener-
alized group of rotations (see [5], p.77) with operators
Y˜1 = y
∂
∂y − z
∂
∂ z , Y˜2 = z
∂
∂x −2x
∂
∂y , Y˜3 =−y
∂
∂x + 2x
∂
∂ z .
Here Y˜2 and Y˜3 have parabolic flows and Y˜1 has a hyperbolic one. The field Y˜1 is an
infinitesimal symmetry for Y˜2 and Y˜3. This way we have described the structure of
the quotient group G1 = G/Z.
15.5 Discriminant Parabola
Define the map ζ : gl → R2 by
{
u ◦ ζ = 12 detC,
u′ ◦ ζ = 12 tr C, where (u,u
′) denote the coordi-
nates in R2. The operator P is projected by T ζ to the vector field T ζP = u′ ∂∂u + ∂∂u′ .
Thus the flow Ct = C + tE of P is mapped by ζ to the flow of T ζP determined by
the system {
ut = u + u
′t + t
2
2 ,
u′t = u
′+ t.
From ((u′)2−2u)◦ ζ = ∆ it follows that the discriminant of the quadratic function
ut is ζ–related to the invariant ∆ . Being mapped by ζ , the generating lines of the
cylinder ∆ = 0 lay down onto the discriminant parabola (u′)2−2u = 0 in R2.
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The classification of linear flows in dimension 2 takes place in the uu′ plane with
respect to the discriminant parabola, see [2], p.86, [5], p.73. From U ′ = CU ⇒
Ut = eCtU it follows that a linear flow is determined by the exponential eCt . The
eigenvalues of C satisfy the quadratic equation
λ 2− tr C ·λ + detC = 0.
Depending on the sign of ∆ , the eigenvalues may be real: λ1,2 = α±β , or complex
conjugate: λ1,2 = α± iβ , or equal: λ1 = λ2 = α , where α,β ∈ R are given by
tr C = λ1 + λ2 = 2α, detC = λ1λ2 = α2±β 2.
Here the plus sign corresponds to the case of complex roots and minus to the case
of real ones. Thus
∆ = tr2 C−4detC = (λ1−λ2)2 =∓4β 2
and eCt depends on the sign of ∆ as follows:
eCt =


eα t
[
E cosβ t +(C−αE) sinβ tβ
]
, if ∆ < 0,
eα t
[
E coshβ t +(C−αE) sinhβ tβ
]
, if ∆ > 0,
eα t
[
E +(C−αE)t
]
, if ∆ = 0.
The various possible flow patterns can be summarized as follows:
∆ < 0,detC < 0 - ˝U-elliptic flow with focuses;
∆ < 0,detC > 0 – ˝Uhyperbolic flow with saddles;
∆ > 0 ˝U–hyperbolic knots;
∆ = 0 – ˝Uparabolic knots.
Depending on the sign of α the knots and focuses may be stable (α < 0) or unstable
(α > 0).
15.6 Relations to Moments in Probability Theory
Consider the raw and central moments
νk = EX k, µk = E(X−EX)k,
where X is a random variable and E denotes the expectation value. The central
moments µk, k = 1,2, ..., can be expressed in terms of νk. The first few cases are
given by
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µ1 = 0,
µ2 = ν2−ν21 ,
µ3 = ν3−3ν2ν1 + 2ν31
µ4 = ν4−4ν3ν1 + 6ν2ν21 −3ν41 ,
.
.
.
Let us show for k = 2,3,4 that if we identify (up to a constant multiplier) the co-
efficients in ut with raw moments, then the invariants of ut agree with the central
ones.
The case k = 2. Denote
ut =
1
2
E(X + t)2, u =
1
2
EX2 =
1
2
ν2,
u′t = E(X + t), u
′ = EX = ν1.
Then
ut = u + u
′t +
t2
2
,
u′t = u
′+ t.
The substitution t = −u′ gives us the fiber invariant that is equal (up to the coeffi-
cient) to the central moment µ2:
∆ = u− 1
2
(u′)2, ∆ = 1
2
µ2.
The case k = 3. Denote
ut =
1
3!E(X + t)
3, u =
1
3!EX
3 =
1
3!ν3,
u′t =
1
2
E(X + t)2, u′ =
1
2
EX2 =
1
2
ν2,
u′′t = E(X + t), u′′ = EX = ν1.
Then
ut = u + u
′t + u′′
t2
2
+
t3
3! ,
u′t = u
′+ u′′t +
t2
2
,
u′′t = u
′′+ t.
The substitution t =−u′′ gives us two fiber invariants equal (up to the coefficients)
to the central moments µ3 and µ2, respectively:
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i0 = u−u′u′′+
1
3 (u
′′)3, i0 =
1
3! µ3,
i1 = u′−
1
2
(u′′)2, i1 =
1
2
µ2.
Note that the cubic discriminant of ut expressed in terms of i0 and i1 is
I = (3i0)2 +(2i1)3.
The case k = 4. Denote
ut =
1
4!
E(X + t)4, u =
1
4!
EX4 =
1
4!
ν4,
u′t =
1
3!E(X + t)
3, u′ =
1
3!EX
3 =
1
3!ν3,
u′′t =
1
2
E(X + t)2, u′′ =
1
2
EX2 =
1
2
ν2,
u′′′t = E(X + t), u
′′′ = EX = ν1.
Then
ut = u + u
′t + u′′
t2
2
+ u′′′
t3
3! +
t4
4!
,
u′t = u
′+ u′′t + u′′′
t2
2
+
t3
3! ,
u′′t = u
′′+ u′′′t +
t2
2
,
u′′′t = u
′′′+ t.
The substitution t = −u′′′ gives us three fiber invariants I0, I1, I2 equal (up to the
coefficients) to the central moments µ4, µ3 and µ2, respectively:
I0 = u−u′u′′′+
1
2
u′′(u′′′)2−
1
8 (u
′′′)4, I0 =
1
4!
µ4,
I1 = u′−u′′u′′′+
1
3 (u
′′′)3, I1 =
1
3! µ3,
I2 = u′′−
1
2
(u′′′)2, I2 =
1
2
µ2.
These three cases are united by the common scheme (exponential law)
U ′ = CU =⇒ Ut = eCtU =⇒ I = e−CtU
for calculating invariants of total differentiation operator
D =
∂
∂ t + u
′ ∂
∂u + u
′′ ∂
∂u′ + u
′′′ ∂
∂u′′ + · · · ,
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taking into account u′ = 1, u′′ = 1, u′′′ = 1, . . ., respectively, see [5], p.49, [6].
15.7 Conclusion
In the previous section we have shown that the central moments from probability
theory are invariants of polynomials given by the raw moments. The analogous situ-
ation can be observed with moments appearing in mechanics. For instance, the sta-
tistic moment in mechanics corresponds to the raw moment ν1 = EX , the moment of
inertia to the central moment µ2 = E(X−EX)2 (dispersion) and so on. Rewrite the
discriminant of the quadratic function ut in the form ∆ = uu′′− 12 (u
′)2, and suppose
that u, u′ and u′′ denote initial path, velocity and acceleration, respectively. Then
the first summand in ∆ is understood as a potential energy and the second one as a
kinetic energy. Thus the equality ∆ ′ = 0 presents the conservation law of energy.
Any matrix C is understood as a linear element of movement. Any perturbation
of a movement leads to an interior automorphism of C. The coefficients appearing
in Hamilton-Cayley formula for C gives us the matrix invariants under interior auto-
morphisms, including detC and tr C. The invariants of the next perturbation caused
by the vector field P (or D after the map ζ ) are precisely the discriminant ∆ in
dimension 2 (k = 2) and the discriminant I in dimension 3 (k = 3), and so on.
In general, a tangent vector as an element of a tangent bundle T M of a manifold
M is understood as a stop-frame of a movement of order 1, and an element of a k–th
order tangent bundle T kM as a stop-frame of a movement of order k.
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