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1. INTRODUCTION 
In this paper we consider the existence of T-periodic solutions of the 
differential equation 
R = g( t, x), (1.1) 
where g: R x R --+ R is continuous and T-periodic in t. We assume the 
existence of two T-periodic continuous functions 2,: R -+ R, i = 1, 2, such 
that 
(i) max,,, z,(t) < nWeR z2(t), 
(ii) if xe(z,(t), zz(t)) then g(t,x)<O, and if g(t,x)&O then 
x E Czl(th ZAf)l. 
Under these conditions on g we prove in Section 4 the existence of at 
least two T-periodic solutions of Eq. ( 1.1). We do so by means of a 
variational method. We first prove that one of the solutions provides a 
minimum of a certain functional on a suitable convex set. The second 
solution is then found by using a version of the Mountain Pass Theorem 
due to Hofer [S]. 
The search for T-periodic solutions of Eq. ( 1.1) under conditions (i) and 
(ii) was motivated by a problem from the Theory of Nonlinear Elasticity. 
In Section 2 we establish this problem and show its connection with 
Eq. (1.1). 
* This work was sponsored in part by the DIB University of Chile, under research Grant 
E-247110612 and by the Conicyt under research Grant 317. 
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In Section 3 we collect some of the basic properties on which the results 
of the succeeding sections will be based. Finally in Section 5 we prove that 
under certain additional conditions on g Eq. (1.1) has exactly two 
solutions. 
We now introduce some notation. For any non-negative integer k we 
denote by Ck, the Banach space of T-periodic mappings z: R + [w of class 
Ck with the norm 
lzlk = max sup (z(j)(t)( 3 (1.2) 
O<jCk xeR 
where z(j) denotes the jth order derivative of z with respect to t. Also we 
write L, for L,(O, T) and we denote its inner product and norm by ( )z 
and II IL respectively. We shall also use the Sobolev space H’, which is 
defined, see [2], as the following closed linear subspace of H’(0, T) 
Hk= (u~H’(0, T)Iu(O)=u(T)}. 
Hb is a Hilbert space under the inner product 
(1.3) 
(4 u>,,,= (4 uh+ <k c>* (1.4) 
inherited from H’(0, T). The corresponding norm on Hb is denoted by 
II IlI,T. 
Next let H be a real Hilbert space. Weak convergence in H will be 
denoted by the symbol -. Let A c H be closed with respect to the weak 
convergence. We recall that a functional @: A --f Iw is said to be lower 
semicontinuous with respect to the weak convergence (LSWC), if for any 
sequence { un};= r in A such that U, - u as n + co, the inequality 
Q(u)< lim inf @(u,) (1.5) n+cc 
holds. 
Finally let @ : H -+ Iw be of class C’ and let O’(U) denote its derivative at 
U. The gradient of 0, VO: H + H is defined, as usual, by the Riesz represen- 
tation theorem by 
(V@(u), 0 )H = @‘(ub, (1.6) 
VVEH. 
2. NONLINEAR ELASTICITY PROBLEM 
The radial oscillations of an elastic spherical membrane made up 
of a Neo-Hookean material, and subjected to an internal pressure 
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p: R + (0, + 30) continuous and T-periodic, are governed by the scalar 
equation 
3=jy’(t, x), (2.1) 
where 7: R x (0, + co) --) R is given by 
jyt,x)=p(t)x2-x+.x 5, (2.2) 
see, for instance, [6]. Here x(t) is the ratio of the deformed radius of the 
membrane at time t with respect to the undeformed radius and hence 
x(t) > 0, Vt E R. Thus we are only interested in positive T-periodic solutions 
of Eq. (2.1). We assume that p is not a constant function and therefore 
constant solutions are excluded. A necessary condition for Eq. (2.1) to have 
T-periodic solutions is then that Z(t) take on both signs on [0, r]. Hence f 
should be allowed to take on both signs. It can be proved that a sufficient 
condition for this to happen is that 
(2.3) 
Furthermore under this condition it is easily shown that for each t E R, 
there exist x, < x2 such that T(‘(t, xi) = 0, i = 1, 2. Let us define zi: R --) R by 
z,(t) =x,, i = 1, 2. Then z1 and z2 are continuous, T-periodic and satisfy 
z,(t) < 7’j6 <z,(t), Vt E R. Thus condition (i) of Section 1 is satisfied. In 
addition it is easy to see that condition (ii) therein is also satisfied. Thus j’ 
satisfied the conditions of Section 1 except for the fact that 7 is not defined 
in R x R. In order to extend 7 continuously to R x R we make use of the 
following 
PROPOSITION 2.1. There exists a positive constant m( p,), such that ifx is 
a positive T-periodic solution of (2.1), then 
m(pl) < x(t) < p; ‘, (2.4) 
In the proof of this proposition we will use the following function 
q: (0, +oo)+ [O, +a) 
q(x)=j-’ (1 -s6)sPsds. 
i 
(2.5 1 
q is a strictly convex function such that q( 1) = 0, and q(x) + + ~0 as 
X-+0, and as X--P +co. 
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Proof Note first that from (2.2) and (2.3) it follows that 
30, x)2 P *x*-x+x-5>(1 -x6)x-S, (2.6) 
VteR, VXE(0, +a). 
Let in R be such that x(f) = max,, R x(t). Then from (2.1) and (2.6) we 
obtain 
X2(i)(p,-X-‘(i))+x-5(t)~o, (2.7) 
which implies that 
x(t) Q x(i) < l/p,, (2.8) 
Vt E R. To obtain a lower bound for x(t), let to E R be such that x( to) = 
mheR x(t) > 0. Then i!(to) 2 0. Two cases arise: if T(t,) = 0, then (2.1) and 
(2.6) imply that 
x(t) 2 x(&J > 1, (2.9) 
Vt E [w. If ji(to) >O, then there exists a t, E R, t, > to, t, - to -C T, such that 
i(to) = i(t,) = 0, i(t) > 0, (2.10) 
Vt E (to, tl). If x(t,) > 1, the proof is concluded. So let us assume that 
x(t,)< 1. From (2.1), (2.2), (2.10), (2.6), and the definition of q, it follows 
that 
0 = {;;;))f(t(x), l dx > Wto)) - rl(x(t1)), (2.11) 
where t : [x( to), x( tl)] + R denotes the inverse function of the restriction of 
x to [It,, tl]. From (2.11) and since x(t,)>x(t,,) we must have x(t,)> 1. 
This in turn implies that q(x(t,)) < q( l/p,). Let m(p,)e (0, 1) be the unique 
real number such that 
?MPl)) = rl(llP,)* (2.12) 
Then q-(x(&)) < q(m(p,)) and since 0 < x(to), m(pl) < 1 we must have 
m( PI 1-c x(t,) G 4th (2.13) 
Vt E IR. Hence the proposition. 
Let us now define 2: RxR+R by 
1/23xX(4 m Pl))(x-m(P,))*+3~,(t, m(Pl))(x-m(P,)) 
at, x) = +3k dP*)) if tERandx<m(p,), (2.14) 
fk xl if teR,x>m(p,). 
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Then g, S,, g,, are all continuous on R! x [w and T-periodic in t. Further- 
more since y(t, m(p,))>O and TJt, m(pr)) ~0, Vt E R, it follows that g 
satisfied all the conditions of Section 1. 
We claim next that (2.1) and 
f= g’(t, x) (2.15) 
possess the same T-periodic solutions. Clearly we only need to show that if 
x’is a T-periodic solution of (2.15) then x is also a T-periodic solution of 
(2.1). From (2.14) we see that in order to prove this it is sufficient o show 
that x(t) > m( p,). Suppose this is not so, then 
x(t,)~~~i~x(t)<m(p,). (2.16) 
From here and the properties of g we have 
iqt,) = g(t,, x(Q) > 0. (2.17) 
Then, as before, we can find a t, > to, t, - t, < T, such that a( t, ) = 0 and 
i(t)>O, VtE(to, t,). Since Z(r,)>O, we must have 02Z(t,)= 
g(t,, x(t,))=f(t,, x(tl)). Then from (2.6), we obtain that 
1 <x(t,)<p,‘. 
From (2.15) (2.6), (2.14) and (2.18) it follows that 
0 = [;;o;” g(t(x), x) dx+ jr’“’ y(t(x), x) d.u 
NPl) 
I 
m(p’) > g(t(x), x) dx + j’@’ (1 - x”) x 5 dx 
.Mro) MPl) 
MPl) 
= 
I 
g(t(x),x)dx+~(m(p,))-9(llp,) 
X(lO) 
(2.18) 
s 4Pl) = g(G), x) dx, .x(ro) (2.19) 
which is a contradiction, since g(t, x) > 0 Vt E Iw and VXE [x(t,), m( p,)]. 
Hence (2.15) and (2.1) possess the same T-periodic solutions. 
We note finally that the problem of searching for T-periodic solutions of 
(2.15) is a particular case of the problem stated in Section 1. 
3. SOME BASIC RESULTS 
In this section we take up again the problem stated in Section 1. Here we 
collect and prove some of the basic results we will use in the next section. 
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Let f: R x [w + [w be a continuous function which is T-periodic with 
respect to the first variable. Let us define F: R! x R + R by 
F(t,x)=[;f(t,s)ds. (3.1) 
Then F, F, are both continuous on R x If2 and T-periodic in t. Also let us 
define the functional @: H&+ R by 
Q(u)=; l~zi[~;+jTF(t, u(t))dt. 
0 
(3.2) 
It can be proved that @ is of class C’ on Hb and that V@ + H’, + Hk is 
given implicitly by 
(v~(u),h),,,=(P,I;),+S=f(t,u(t))h(t)dt. 
0 
(3.3) 
Consider next the differential equation 
z= f(t, x). (3.4) 
It is a well known fact that searching for T-periodic solutions of (3.4) is 
equivalent to searching for critical points of @, i.e., those u E H$ such that 
V@(U) = 0. To do the latter the following proposition, which is stated 
without proof, will be useful. 
PROPOSITION 3.1. (a) @ is LSWC in H& (b) rf {u,}p= i is a sequence in 
Hh such that u, - u and @(u,) + Q(u) us n + co, then u, + u as n -+ 00. (c) 
I-V@: H; + H& maps weakly convergent sequences in H& into strongly 
convergent sequences. (d) If { u,}~= , is a sequence in H& such that u, - u 
and V@(u,) + 0 as n + 00, then u, + u as n + 00. 
We recall here that @ satisfies the Palais-Smale (P.S.) condition if 
whenever { un};= i is a sequence in Hk such that 
- oo<cd@(u,)<d< +co, and V@(u,) + 0 as n + co (3.5) 
then (u, > ,“= , contains a convergent subsequence. 
PROPOSITION 3.2. Zf f additionally satisfies: there exist E~>O, m > 0, 
MO > 0, such that co < f(t, x) <m, Vt E R, Vx E R with 1x1 > MO, then @ 
satisfies the (P.S.) condition in H&. 
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A proof is outlined as follows 
Proof Assume {un}Fz i in Hi is a sequence which satisfies (3.5). From 
Proposition 3.1(d) we see that it suffices to show that {u,{:=, is bounded 
in HF. Since f is bounded on [w x R, from (3.3) it follows ‘that 
II4 II: G c IIW%Jll I, T + a I/% - 5, II I, 7-T (3.6 
where K is a constant and U, = T-’ JT u,(t) dt. Using the Poincare- 
Wirtinger inequality, see [2, p. 1461, we obtain from (3.6) that 
II% 112 d CIlW~,)ll1,7 + UC1 + T)1’2. (3.7) 
From here and (3.5) we have that if (un};=, is bounded in L, then the 
sequence (un>;= i will be bounded in H& Let us then assume that { u,,},y= , 
is not bounded in L,. Then from the inequality 
lu(s)l > Ilull T-“‘- Iltill, T”* 
which holds Vs E R and V’u E H&, and from replacing the sequence 
by a subsequence if necessary, we obtain 
l%(S)l > % V’SE [0, T]. 
(3.8 
(3.9) 
Hence we find that either u,(s) > n, Vs E [0, T] or u,(s) < --n, Vs E [0, T]. 
If there is a subsequence {~“,}/“=, such that u,,(s) > nj, Vs E [0, T], then for 
j large enough we obtain that 
s 
T 
F(t, u,(t)) dt > K, + EOK2ni, 
0 
(3.10) 
where K,, K, are two positive constants. Letting j -+ cc we contradict (3.5). 
The case u,,(s) -C -n,, VSE [0, T], is completely analogous. Thus {un);=, 
is bounded in L2. Hence the proposition. 
We finally note that under the conditions of Proposition 3.2, @ is an 
indefinite functional. In fact it can be proved that if c E R then Q(c) + + m 
if c--r +co and Q(c)+ -cc if c--r -co. 
4. EXISTENCE OF AT LEAST Two SOLUTIONS 
In this section we will prove that Eq. (1.1) possesses at least two 
T-periodic solutions. We begin by proving the following 
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LEMMA 4.1. Zf x: R’ + R is a T-periodic solution of (1.1 ), then 
Eii zdt) - 
MT2 
- < x(t) < max z2( t), 2 rsFu (4.1) 
Vt E R, where M = - minct,sjc Rx R g(t, s) > 0. 
Proof. Let x: R + R be a T-periodic solution of (1.1) and let t, E Iw be 
such that x(t,) = max,, R x(t). Then from (l.l), g(t,, x(t,))<O and 
therefore from (ii) of Section 1 we find that z,(t,) < x(t,) 6 zZ(tm). This 
implies the inequality on the right in (4.1). Next by integrating (1.1) 
between t, and t E [t,, t, + T] we obtain 
4t) = j,: g( s,x(s))ds3 -M(t-t,)> -MT. (4.2) 
Due to the periodicity of i’, (4.2) actually holds for all t E R. By integrating 
in turn (4.2) between t, and t E [t,, t, + T] we obtain 
MT2 
x(t)>x(t,)-- 
MT2 
2 >minz,(t)-T, (4.3) 
Vt E R. Hence the lemma. 
The existence of these a priori bounds for the solutions of (1.1) allows us 
to modify g to meet the conditions of Section 3. Thus let f: R! x R + R! be 
continuous and T-periodic in the first variable, such that f(t, s) > 0 Vt E R 
and Vs# [min,,, zl(t) - (MT2/2), max teR all, and f(t, s) = s(t, s), 
V(t, s) E Rx [min,., zI(t) - (MT2/2), maxtER z2(t)]. We have 
LEMMA 4.2. The equations (1.1) and 
j;-= f(t, x) (4.4) 
possess the same T-periodic solutions. 
Proof. We have that minC,,sjERxR f(t,S)=minct,sjsRXR g(t, s)= -M 
and that f and g satisfy (ii) of Section 1. The rest of the proof is a 
consequence of the previous lemma. 
It is now clear that without loss of generality we can further assume that 
f satisfies the following condition: there exist .sO > 0, m > 0 such that 
e. <f(t, x) <m 
Vt E R, VXE R, with 1x1 > MO, where MO > max{ lmin,cR z,(t) - (MT2/2)1, 
Imax,,, z*(t)1 ). Thus f satisfies all the conditions of Section 3 and thence 
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finding T-periodic solutions of (1.1) (or equivalently, of (4.4)) reduces to 
studying the critical points of @. 
As stated before we will be looking for at least two critical points of @. 
One of these critical points will be shown to provide a minimum of @ over 
the following set 
c, = {uEH;)u(tpz,(t), VtE [O, z-1). 
To do it we will use the following 
(4.5 1 
THEOREM 4.3. See [4]. Let C be a non-empty convex, closed and boun- 
ded subset of a reflexive Banach space. Let 4 be a LS WC functional on C. 
then 
(a) inf,..b(u)> --co 
(b) there exists at least one uO E C, such that 
Theorem 4.3 cannot be directly applied to @ on C, since this is a non- 
empty convex, closed subset of Hk which is not bounded. Thus we will 
look first for a suitable subset of C, to which Theorem 4.3 is applicable. Let 
us define 
C,=@P’(-co,r]nCC,, (4.6) 
where r is chosen so that C2 # 0. We claim that C, is bounded. In fact, let 
u E C,, then from u E @-I( -co, r] we first obtain 
4 
Il~ll:, T 
2 0 F( t, u(t)) dt d r. (4.7) 
Next, from UE C, it follows that 
I”“’ f( t, s) ds = i‘z”r) f( t, s) ds + j:::: f( t, s) ds 
0 0 
2 j-z’r’).f(t,s)ds+j-=z(‘~f(t,s)ds=~=*~’)f(t,s)ds. (4.8) 
0 Z!(f) 0 
Hence there exists an m, E IF! such that 
I 
T 
F(t, u(t))dt>m,. 
0 
(4.9) 
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From (4.7) and (4.9) we find that 
J^ 
T 
m,< f’(t, u(t)) dr < r 
0 
(4.10) 
and that 
OdIltill:<2(r-m,). (4.11) 
We note that r in (4.6) can always be chosen so that r-m, > 0. Next, by 
reasoning just as we did in Proposition 3.2 to prove that {u,,};= i was 
bounded in L,, and from (4.10) we find that Cz is a bounded set. The set 
C, is not convex but since clearly there exists an R > 0 such that Cz c B(R) 
(here B(R) is the open ball center 0 and radius R in H&, B(R) denotes its 
closure), then the set C defined by 
C=B(R)nC, 
is a non-empty, convex, closed and bounded subset of C, which contains 
C,. Theorem 4.3 can thus be applied to C to obtain the existence of a 
u. E C such that 
quo) = inf, CD(u). (4.12) 
We note that if UE C,\C2 then @(u)>r, thus infuG., a(u) =inf,.,, @p(u). 
Also since C, c Cc C,, we have 
Hence 
Q-quo) = 2; @( 24). (4.14) 
We will prove next that USE Int(C,) (the interior of C,). More than this 
we will prove 
THEOREM 4.4. u. sati$es 
(4.15) 
Vt E [0, T]. Thus u. E Int(C,) and therefore u. is a C*, T-periodic solution of 
(1.1) which is characterized by (4.14). 
Proof From (4.1) we only have to prove the left hand inequality in 
(4.15). Let us define 
~={t~CO,Tllu,(~)<a}, (4.16) 
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where a = min, E c0, T1 z*(f). Assume n # 0 and let u: [0, T] + R be defined 
by v(t) = mm, Co,T1 {a,u,(t)}. Then u~H+and since a>max,,Co,71z,(t), 
VEC,. For t~/l we have 
z,(t)<U~(t)<a=v(t)~Z*(f). (4.17) 
Thus for any such t and any XE (u,(t), u(r)), it follows from (ii), Section 1 
that f(t, x) < 0. This in turn implies that 
F(t, uo(t)) > F(t, v(t)), (4.18) 
V’t~fi. If now tE [0, 7’]\n then 
F(t, u,(t)) = F(t, v(t)). (4.19) 
Also since /i # 0 implies that n contains a non-trivial interval we have 
ll4lz G ll4lll2. (4.20 
Thus from (4.18), (4.19), and (4.20) it follows that 
@(u) -=I @i(hJ. (4.21 
Since VE C,, (4.21) contradicts (4.14). Thus /1 must be empty and (4.15) 
holds. The rest of the proof is left to the reader. 
In Theorem 4.4 we have shown the existence of one solution to Eq. (1.1). 
To find a second solution we will use the following variant, due to Hofer 
[IS], of the result in [l], 
THEOREM 4.5. Let E be a real Bunach space. Let @E C’(E, R) n P.S. 
Let uO and u$ be two distinct points in E. If 
d= inf yEl;oyo tf”c;:, @MN>maxM4J~ @M)J7 (4.22) 
where 
r uouo’ = {Y E C(W, 1 I, E) IY(O) = q,, ~(1) = u,T 1, (4.23) 
then d is a critical level for @; i.e., there exists a u, E E, such that @(u,) = d 
and V@(u,) = 0. 
Let us define the set Nc C, as 
N= {wEC1)@(W)=@(uo)). (4.24) 
From the proof of Theorem 4.4 it is clear that each w E N satisfies that 
theorem with w in the place of ZQ,. Hence from that theorem N n K, = 4 
(where IX’, is the boundary of C,). We have 
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LEMMA 4.6. 
Ins, Q(u) ’ @(uo). (4.25) 
Proof We always have 
Let {u,};= , be a sequence in K, such that 
lim @(u,) = UrrL, D(U). (4.27) 
n-m 
Then there exists an r >O such that U,E W’( --co, r] n Cl, tJn~ N. As 
before, this implies that {Us};= I is bounded in Hk. Thus, and without loss 
of generality, we can assume that u, --) u in C, as n + co. If we assume now 
that the equality sign holds in (4.26) then we would have that Q(u) = 
lim, + m @(u,). Thus from Proposition 3.1(b) it would follow that U, + u as 
n + co. This in turn would imply that u E X, n N which is a contradiction. 
Next let k E R. Since Q(k) + - 00 as k + - co, we can find a k such that 
Q(k) < O(uO). Then k # C,. Let 
and let y E ruok. Then max,, rO,,] @(r(t)) 2 infueaC, Q(u) > @(uO). It follows 
that 
(4.29) 
Thus the conditions of Theorem 4.5 (with E = HL) are satisfied and hence 
there exists a u1 E Hi, such that 
@(ui) = inf max @(y(t))> @(uO) 
rel;d( lECO,ll 
(4.30) 
and V@( U, ) = 0. Thus U, is a second solution of ( 1.1) different from uo. 
Therefore we have proved 
THEOREM 4.7. Equation (1.1) possesses a second C2, T-periodic solution 
u1 4 N, which is characterized by (4.30). 
In the next section we will give conditions on g so that Eq. (1.1) 
possesses exactly two T-periodic solutions. 
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5. EXACTLY Two SOLUTIONS 
In this section we will prove that under additional conditions on g, 
Eq. (1.1) possesses exactly two T-periodic solutions. 
Thus, besides the conditions on g imposed in Section 1, we will assume 
here that (8gla.x): IR x R -+ R! exists, is continuous, and is a strictly increas- 
ing function of x such that 
g (t, x)> -(q)’ (5.1) 
V(t, x) E R x IR. We have 
PROPOSITION 5.1. The solutions of ( 1.1) are ordered. 
Proof: Let xi, x2: R’ + Iw be two different solutions of (1.1) and let 
z= x, - x2. Then z : IF! + [w is of class C2 and T-periodic. We want to prove 
that z(r) # 0, Vt E R. Suppose this is not true, then there exists a t, E R such 
that z( to) = 0. Since xi, x2, are two different T-periodic solutions of (1.1) 
there exists a t, E (to, t,+ T) such that z(ti) =0 and such that z(t) ~0, 
Vt E (t,, ti ). In addition t, and t, can be chosen so that t 1 - to < T/2. 
We have that z is a solution of the following boundary 
i+a(t)z=O 
z(t,)=z(t,)=O, 
where a : [to, t,] + R is a continuous function defined by 
value problem 
(5.2) 
i 
d4 x*(t)) - g(c Xl(f)) 
x,(t) - x*(t) 
if tE (to, t,) 
(5.3) 
if t=1,. 
From the Mean Value Theorem we obtain a(t) = - (ag/ax)(t, <,), where 5, 
is between x,(r) and x2(f), for each TV [to, ti]. From (5.1) we then obtain 
a(t) < (2Z7/T)2, Vt E [to, ti]. Next, and by an elementary application of 
Sturm’s comparison theorem (see, for instance, [3]) to the equations (5.2) 
and 
2 
j+ g y=o, 
(“) 
409’134;2-2 
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we find that, every non-trivial solution of (5.4) must change sign on (to, tI), 
which is not possible. Hence the proposition. 
PROPOSITION 5.2. Equation (1.1) possesses at most two T-periodic 
solutions. 
Proof: Suppose that x,, x2, x 3: R --f R are three different T-periodic 
solutions of (1.1). Then from Proposition 5.1, we can assume that 
x,(t) <x*(t) -c-%(t), (5.5) 
VtER. Let us define z,,z,:R+R by zl(t)=xZ(t)-x,(t), z*(t)= 
x3(t) -x2(t). Also let us define the two continuous functions ai: Iw + R, 
i=l,2, by 
a,(t) = dt, xi+l(t)) - dt9 xi(t)) 
I 
xi(t)-xi+~(t) ’ 
(5.6) 
From the fact that (ag/&)(t, x) is strictly increasing in x, from (5.6), and 
from the mean value theorem we obtain that a2( t) < a,(t), Vt E R. Also it is 
clear that z1 and z2 are positive T-periodic solutions of 
2, + a,(t)zl = 0 
and 
T2 + a,(t)z, = 0, 
(5.7) 
respectively. By subtracting the second equation in (5.7) multiplied by zl(t) 
from the first multiplied by zz(t) and integrating the resulting expression 
from 0 to T we obtain 
I T (al(t) - dt)) zl(t) zdt) dt = 0, 0 (5.8) 
which is a contradiction, since the expression under the integral sign is 
always positive. Hence the proposition. 
From Theorems 4.4 and 4.7, and from the last two propositions the next 
main theorem of this section follows. 
THEOREM 5.3. Under the additional assumptions on g made in this 
section, Eq. (1.1) possesses exactly two T-periodic solutions u. and u,, which 
are ordered. Furthermore u. is characterized by (4.14) and u, by (4.32). 
PERIODIC SOLUTIONS 271 
REFERENCES 
1. A. AMBROSETTI AND P. RABINOWITZ, Dual variational methods in critical point theory, 
J. Funct. Anal. 14 (1973), 343-381. 
2. H. BREZIS, “Analyse Functionnelle: Thtorie et Applications,” Masson, Paris 1983. 
3. E. A. CODDINGTON AND N. LEVINSON, “Theory of Ordinary Differential Equations,” 
McGraw-Hill, New York 1955. 
4. S. FUCIK AND A. KUFNER, Nonlinear differential equations, in “Studies in Applied 
Mechanics 2,” Elsevier, Amsterdam/New York, 1980. 
5. H. HOFER, A note on the topological degree at a critical point of mountainpass-type, Proc. 
Amer. Math. Sot. 90 (1984) 309-315. 
6. C. C. WANG, On the radial oscillations of a spherical thin shell in the finite elasticity 
theory, Quart. Appl. Math. 23, No. 3 (1965), 270-274. 
