In a previous work, we proposed a new family of nonredundant geometrical image transforms using Hybrid Wavelets and Directional filter banks (HWD). In this paper we further develop and examine the proposed family and provide an efficient realization utilizing regular filters. Furthermore, we extend and employ the new proposed HWD transforms in two key image processing applications, coding and denoising, and demonstrate their promising results. For coding, an SPIHT-like algorithm is developed for HWD; and for denoising, a translation-invariant HWD (TIHWD) transform is constructed. Our simulations illustrate significant improvements under the proposed transforms when compared with other transform variations.
INTRODUCTION
To construct an efficient image transform, the following criteria are critical. First, the transform should provide a good nonlinear approximation (NLA) [8] behavior. This requires the transform to be direction-sensitive (or geometric) in addition to being able to provide perfect reconstruction, multiresolution representation, and local support and analysis. Another important and related feature is the transform performance in terms of introducing a minimum level of ringing artifacts during NLA. The second criterion is that the transform should incur reasonable computational complexity. In the light of this property, fixed-procedure transforms are more desirable in contrast to adaptive transforms, which normally impose more computations. Finally, being nonredundant is a requirement in some image processing tasks such as image coding.
In [6] we introduced a new family of image transforms that satisfy the aforementioned criteria. In the present work we further develop and study their properties and show their applications to coding and denoising of natural images. This family is one of the first nonadaptive directional approaches that is employed for image coding. The proposed transform family is constructed using Hybrid Wavelets and Directional filter banks (HWD); thus we refer to them as the HWD transforms. We also extend this transform for the quincunx wavelets taking advantage of DFBs and provide NLA results.
A primary difference between our proposed transform family and other nonredundant transforms is the following. While HWD is nonadaptive, it possesses a rich set of directions, and provides an efficient NLA by taking advantage of the wavelet transform in its construction, and thus, it could be directly employed in key image processing applications such as embedded coding.
REGULAR HWD TRANSFORMS
To add directionality to the wavelet transform (WT), in a previous work [7] , we applied directional filter banks (DFB) [2] to all the highpass channels of WT, which resulted in introducing many artifacts in the smooth regions during NLA and coding. In this work, we address the problem based on the following conjuncture: When applying the DFB to the WT highpass channels, the primary source of ringing artifacts is due to employing the DFB to the coarser wavelet subbands.
The reasons justifying this conjuncture are as follows: 1) The human visual system is more sensitive to the lowfrequency regions of images. Consequently, the ringing artifacts resulting from the coarser wavelet scales due to applying DFBs render more irritant distortions. In addition, smooth regions have transform coefficients mainly in the coarser scales of WT and are best represented by wavelet basis functions. Therefore, it is crucial to retain coarser wavelet subbands and do not change their basis elements.
2) Although the frequency scrambling that results from downsampling exists at all the levels of wavelet highpass channels, it is worse for coarser levels due to the lower frequency content of these subbands.
3) Suppose that a line segment of support size exl exists in the input image and we apply a J -level WT (we assign level one to the finest resolution). Then the support size of the line at a level j (1 < j < J) is approximately [(1-2-i)T +2-e]x(l -2-i)e for the diagonal subband (a similar expression can be obtained for other subbands), where g is the length of the highpass filter g(ld) [n] . Observe that the line segment becomes thicker in coarser scales; as a result, it is not a suitable line segment for the DFB.
4) Since large-size fan filters are employed in the DFB, the size of coarser subbands usually becomes less than the size of the DFB filters applied to them. In this case, we take advantage of the periodic extension of the signal. It turns out that a distorted version of the input signal x[n] is employed in filtering [4] , which makes the output distorted. z By applying DFBs to a few finest scales of the WT, we convert some of the wavelet basis functions to directional elements representing edges in an image while we keep nondirectional basis functions in the coarser wavelet scales to best represent smooth regions. Since in the WT we already have horizontal and vertical subbands, different paradigms could be considered to apply DFBs to the Jm < J finest subbands of wavelets. As a result, we propose three types of HWD transforms:
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Apply (full-tree) DFBs with lI levels to all three highpass subbands of wavelets at levels 1 <j < Jm We denote the subbands by VD(J'), HDM' and DDMI (ie Pi)) corresponding to the vertical, horizontal, and diagonal wavelet subbands to which we applied the DFBs.
In summary, we extend the directionality of the original finest wavelet subbands. In type 2 we can avoid frequency scrambling due to the downsampling of wavelet subbands to some extent [4] . In type 3 we use a maximum level of directional extension. A schematic diagram of the HWD type 2 (or HWD2) is illustrated in Fig. 1 .
Using the noble identities, we can move the DFB filters before downsampling by M = diag(2, 2) in the WT. Consequently, we can find the frequency partitioning by the HWD family as Fig. 2 demonstrates. Note that in HWD1 and 3, since some of the DFB filters are oriented similar to the wavelet subbands, the level of artifacts during NLA is higher, while they better retrieve directional features in the image when compared with HWD2.
Similar to the HWD, we can add directionality to the quincunx wavelet transform (QWT) to construct Hybrid Quincunx Wavelets and Directional filter banks (HQWD). In contrast to the WT, the QWT uses nonseparable diamond filters and has just one highpass channel. As a result, we propose the HQWD transform as follows (see Fig. 3 HQWD:
Apply (full-tree) DFBs with 1I levels to the highpass subbands of quincunx wavelets at levels 1 < j < Jm . We denote the resulting subbands by QDi (1 < i <2' ). Again, after using noble identities, the frequency span of the HQWD is obtained as Fig. 3(b) shows. A few basis functions are depicted in Fig. 3(c) .
In the HWD, the number of directions in the DFB stage ( I) and the number of finest wavelet scales ( Jm ) are dependent on the image size and the amount of textures in the image. For texture images and images with a significant amount of texture regions we use larger values of the directional levels. To address item 4 (above) of our conjuncture, for a given image of size N x N and fan filter pair of the DFB with maximum support size of (f , f)I we should have Jm <log2 N!2ef, where 1I is assumed to be 2 (the minimum number of directional levels). Note that for the HQWD we have Jm < 210g2(N!2ef). . . I key importance. Having regular filters in a transform, we obtain NLA results possessing less visible artifacts. This is more crucial in the case of HWD where we have to use DFB filters with large support to achieve better directional resolution. Another important factor is computational complexity. We wish to do nonseparable filtering with a complexity comparable to the separable one. A solution to this is employing ladder networks that perform nonseparable filtering in the polyphase domain using separable filters as proposed in [9] . The procedure based on double-halfband filter bank [9] , however, has some restrictions. Ansari et al. addressed the issue by introducing triplet-based filter banks [1] . In this scheme, we can choose the kernel function as Lagrange polynomials, which provide maximally-flat halfband filters. Therefore, we construct regular fan filters using transformation R(z) =R(Id)(-z)R(Id)(-z2) , where R(Id)(Z) is the 1-D kernel function [4] . For the WT stage of the HWD, we use Daubechies 9/7 filters.
Using linear-phase filters in the HWD, the resulting complexities for the analysis banks are about We tested our proposed transforms using a variety of images and compared them with other transforms such as WT and contourlets [3] . In all experiments we employed the following settings. We used five decomposition levels in all of the methods and Daubechies 9/7 filters for the WT. For the HWD transforms we set Jm =2. For contourlets we used Ilj }<lj<5= 5,4,4,3,3} directional levels. For the Barbara image we used HWD3 with 4= 12 =3 directional levels while for other images we used HWD2 with 11 i2= 2.
Some numerical values for the NLA of the Barbara image are given in Table I . To demonstrate the effect of employing regular fan filters in the HWD, we also provided the HWD results when using double-halfband filters. The fan filter pair have support size of (23, 23) and (45, 45) in double-and support size of (29, 29) and (43, 43) in triple-halfband ladder structures.
The proposed HWD transform shows promising results for the Barbara image (and other images with significant texture content) where it consistently outperforms both wavelets and contourlets. In particular, it achieves up to 1.6 dB (1.2 dB) improvement over the WT (contourlet transform).
We also performed NLA for the HQWD transform and compared it with the quincunx wavelet transform. Table II shows the PSNR values obtained for the Barbara image. As seen, HQWD provides a growing improvement in the PSNR values as the number of retained coefficients increases. In this experiment we 'HWD using triple-halfband filters for the DFB. 2HWD using double-halfband filters for the DFB. used ten wavelet levels and for the HQWD we used Jm =4 and lI = 3 (I1< j < Jm )'
Image Coding
Regarding the good NLA performance of the HWD family and since this transform family is nonredundant, a potential key application for the proposed transforms is image coding.
Although the NLA decay rate of wavelets for images is suboptimal, one can benefit from tree-based coding schemes such as the SPIHT algorithm [10] to improve this decay rate. In this scheme, inter-scale dependencies are exploited through the parentchildren relationships existing among the wavelet coefficients.
To take advantage of the SPIHT scanning algorithm for the HWD transform coefficients, a new parent-children relationship should be considered. Suppose that we have an HWD transform with J levels. For the levels Jm < j < J , we have the same relationship as the one in the WT, and for the levels 1 < . < Jm S for each subband HD ., VD ., and DDi we can use a similar parent-children relationship as the one considered for the contourlet coefficients [11] . The problem appears when we attempt to define children of coefficients lying at level Jm + 1. By applying DFBs to level Jm, we almost remove the inter-scale dependencies that existed between wavelet levels Jm and Jm +1 . Nevertheless, we employ a suboptimal but simple rearrangement algorithm to be able to apply a similar SPIHT scanning algorithm as the one we use for wavelets [4] . Fig. 4 shows coding results of the Barbara image at 0.25 bpp. As seen, more directional features are retained when using the HWD transform. Further, we have improved PSNR values compared with those of the wavelet coder. Note that in these results, the rates are calculated from the entropy of the output bitstreams.
Image Denoising
Image denoising is another application of the HWD transforms. We tested the proposed transforms for denoising of noisy images corrupted with additive Gaussian noise. We used a simple hardthresholding rule to shrink the transform coefficients. The threshold is selected as 3c [8] where a is the standard deviation of the input noise and is estimated using robust median estimator. We also mirror-extended the images to remedy boundary artifacts.
Since the HWD transforms are shift variant, they introduce many artifacts in the denoising results. Therefore, we also constructed translation-invariant HWD (TIHWD) transforms by removing subsampling operations to improve the results. A delicate point in developing the TIHWD schemes, is that we should not change the frequency partitioning of the HWD transforms (see Fig. 2 ). As a result, we first upsample the DFB filters at level j (1 < j < J. ) by MJ, where m= diag(2, 2) and then remove the sampling operations using the generalized algorithme a trous introduced in [5] . In addition to the proposed methods, we also employed the wavelet transform (WT), contourlet transform (CT) [3] , and translation-invariant WT (TIWT). Table III shows the PSNR values of the denoising results for two images and different noise levels. As seen, the HWD transform yields in better PSNR values than the CT. Moreover, for the Barbara image it achieves superior results when compared with the WT. In the case of translationinvariant (TI) denoising, we see that the proposed TIHWD denoising scheme always provides better results (improvements up to 1.80 dB) when compared with the TIWT scheme. Fig. 5 shows some visual results of the TI denoising. We see that the TIHWD scheme provides less visible artifacts in the denoised images while it has superior performance in retaining details.
CONCLUSION
The new family of HWD transforms benefit from both directional and nondirectional basis functions providing promising NLA performance. In this paper, we further studied and developed the proposed transforms and employed them in image coding and denoising applications and demonstrated their potential in these areas.
