Tropical Jacobian and the generic fiber of the ultra-discrete periodic
  Toda lattice are isomorphic by Inoue, Rei & Takenawa, Tomoyuki
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TROPICAL JACOBIAN AND THE GENERIC FIBER OF THE
ULTRA-DISCRETE PERIODIC TODA LATTICE ARE
ISOMORPHIC
REI INOUE AND TOMOYUKI TAKENAWA
Abstract. We prove that the general isolevel set of the ultra-discrete periodic Toda
lattice is isomorphic to the tropical Jacobian associated with the tropical spectral curve.
This result implies that the theta function solution obtained in the authors’ previous
paper is the complete solution. We also propose a method to solve the initial value
problem.
1. Introduction
1.1. Background and aim. The periodic box and ball system (pBBS) [13] and the
ultra-discrete periodic Toda lattice (UD-pToda) [9] are important examples of integrable
cellular automata, and they are closely related [4]. The initial value problem of the pBBS
was solved in many ways: by the elementary combinatorics [7], by the combinatorial
Bethe ansatz associated with the quantum group [6], and by the ultradiscretization of the
solution to the discrete periodic Toda lattice [3]. On the way to solve this problem in
[6, 5, 3] they introduced what now called the tropical Jacobian and the tropical Riemann
theta function, and they found that there is a bijection between the general isolevel set of
the pBBS and the lattice points of the tropical Jacobian.
In [1] we explored the UD-pToda and the pBBS from the viewpoint of the tropical
geometry. (See [8] and references therein for the detail of the tropical geometry.) We
conjectured that there is an isomorphism between the general isolevel set of the UD-
pToda and the tropical Jacobian of the tropical spectral curve. The aim in this article is
to prove this conjecture (Theorem 1.3), as a sequel of [1, 2]. As a consequence, we solve
the initial value problem of the UD-pToda.
1.2. Ultra-discrete periodic Toda lattice. Fix a positive integer g. The ultra-discrete
periodic Toda lattice (UD-pToda) is given by the phase space T:
T = {τ = (Q0, · · · , Qg,W0, · · · ,Wg) ∈ R
2(g+1) |
g∑
n=0
Qn <
g∑
n=0
Wn},
and the piecewise-linear map on T:
T : T → T; (Qtn,W
t
n)n=0,··· ,g 7→ (Q
t+1
n ,W
t+1
n )n=0,··· ,g, (1.1)
Key words and phrases. tropical geometry, Riemann’s theta function, Toda lattice.
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where
Qt+1n = min[W
t
n, Q
t
n −X
t
n], W
t+1
n = Q
t
n+1 +W
t
n −Q
t+1
n ,
Xtn = min
k=0,...,g
[
k∑
l=1
(W tn−l −Q
t
n−l)].
(1.2)
Here we assume the periodicity Qtn+g+1 = Q
t
n and W
t
n+g+1 = W
t
n. The map T has
conserved quantities given by the tropical polynomials Ci(τ) (i = −1, 0, · · · , g) on T, which
come from the coefficients of the characteristic polynomial of the Lax matrix through the
ultra-discrete limit. For example, we have
C−1(τ) =
g∑
n=0
(Qn +Wn), C0(τ) = min[
g∑
n=0
Qn,
g∑
n=0
Wn],
Cg−1(τ) = min[min
i 6=j
(Qi +Qj),min
i 6=j
(Wi +Wj), min
j 6=i−1,i
(Qi +Wj)], (1.3)
Cg(τ) = min
n=0,...,g
[Qn,Wn].
See [1] for a detail of Ci(τ). For a fixed C = (C−1, C0, · · · , Cg) ∈ R
g+2, we define the
isolevel set TC as
TC = {τ ∈ T | Ci(τ) = Ci (i = −1, 0, · · · , g)}. (1.4)
1.3. Bilinear equation. Let St (t ∈ Z) be a subset of infinite dimensional space:
St = {T
t
n ∈ R | n ∈ Z},
where T tn has a quasi-periodicity; i.e. T
t
n satisfies T
t
n+g+1 = T
t
n + c
t
n, where c
t
n satisfies
ctn = an+ bt+ c (1.5)
for some a, b, c ∈ R. Fix L ∈ R such that 2b − a < (g + 1)L and define a map φ from
St× St+1 to St+1× St+2 as φ : (T
t
n, T
t+1
n )n∈Z 7→ (T
t+1
n , T
t+2
n )n∈Z with
T t+2n = 2T
t+1
n − T
t
n +X
t
n+1, (1.6)
where we define a function on St× St+1:
Xtn = min
l=0,··· ,g
[
lL+ 2T t+1n−l−1 + T
t
n + T
t
n−1 − (2T
t+1
n−1 + T
t
n−l + T
t
n−l−1)
]
. (1.7)
Proposition 1.1. [2, Lemma 3.2]
(i) Let σt be a map σt : St× St+1 → T given by
W tn = L+ T
t+1
n−1 + T
t
n+1 − T
t
n − T
t+1
n + d, Q
t
n = T
t
n−1 + T
t+1
n − T
t+1
n−1 − T
t
n + d, (1.8)
where d ∈ R. Then the following diagram is commutative:
St× St+1
σt→ T
↓φ ↓T
St+1× St+2
σt+1
→ T
. (1.9)
(ii) The UD-pToda (1.2) can be transformed into a Hirota type bilinear equation for the
quasi-periodic function T tn,
T t−1n + T
t+1
n = min[2T
t
n, T
t+1
n−1 + T
t−1
n+1 + L]. (1.10)
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1.4. Main result. We assume a generic condition for C = (C−1, C0, · · · , Cg) ∈ R
g+2:
C−1 > 2C0, Ci + Ci+2 > 2Ci+1 (i = 0, · · · , g − 2), Cg−1 > 2Cg. (1.11)
Define L, λ0, λ1, · · · , λg and p1, · · · , pg by
L = C−1 − 2(g + 1)Cg, λ0 = Cg, λi = Cg−i − Cg−i+1 (1 ≤ i ≤ g), (1.12)
p0 = L, pi = L− 2
g∑
j=1
min[λi − λ0, λj − λ0] (1 ≤ i ≤ g). (1.13)
Fix C ∈ Rg+2 which satisfies the generic condition (1.11). Then we have
λ0 < λ1 < λ2 < · · · < λg, p0 > p1 > · · · > pg > 0.
Define a positive definite symmetric matrix K ∈Mg(R) as
Kij =


pi−1 + pi + 2(λi − λi−1) (i = j)
−pi (j = i+ 1)
−pj (i = j + 1)
0 (otherwise).
(1.14)
In fact, K is the period matrix for the tropical curve ΓC determined by C. See [1] for the
definition of ΓC . In parallel with the complex algebraic geometry, we have the tropical
Jacobian J(K) = Rg /(ZgK) and the tropical Riemann theta function Θ(Z) = Θ(Z;K)
on Rg:
Θ(Z) = min
m∈Zg
[
1
2
mKm⊥ +mZ⊥], (Z ∈ Rg).
Proposition 1.2. [2, Corollary 2.13, Theorem 3.5]
(i) Set ~λ = (λ1 − λ0, λ2 − λ1, · · · , λg − λg−1) and e1 = (1, 0, · · · , 0). For Z0 ∈ R
g, the
function T tn given by
T tn = Θ(Z0 − nLe1 + t
~λ), (1.15)
satisfies (1.10).
(ii) Let ιt be the map R
g → St× St+1 defined by
Z0 7→ (T
t
n = Θ(Z0 − nLe1 + t
~λ), T t+1n = Θ(Z0 − nLe1 + (t+ 1)
~λ))n∈Z,
then the following diagram is commutative:
Rg
ιt→ St× St+1
σt→ TC
↓id. ↓φ ↓T
Rg
ιt+1
→ St+1× St+2
σt+1
→ TC
, (1.16)
where we have d = Cg for σt (1.8). (See Remark 1.5.) Namely, (1.15) gives a solution to
(1.2) through (1.8).
Our goal of this article is to show the following theorem
Theorem 1.3. Let ισ : J(K) → TC be the map induced by σt ◦ ιt : R
g → TC . Then the
map ισ is isomorphic.
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We will prove Theorem 1.3 in the following order: we show σt|Imιt is injective (Propo-
sition 2.5) in §2.2, and ιt is injective (Proposition 2.9) in §2.3. Finally we prove Theorem
1.3 in §2.4. To help to understand the proof of the theorem (especially for §2.3), we show
some idea and an example in §2.1. In §2.5 we summarize the initial value problem for
UD-pToda.
1.5. Notations and Remarks. We use the following notations of vectors in Rg:
~λ = (λ1 − λ0, λ2 − λ1, · · · , λg − λg−1),
~g = (g, g − 1, . . . , 1),
ei : the i-th vector of standard basis of R
g,
I = (1, 1, . . . , 1) = e1 + · · ·+ eg,
Ik = (1, . . . , 1, 0, . . . , 0) = e1 + · · ·+ ek.
Remark 1.4. For C ∈ Rg+2 with the condition (1.11), we have the following relations:
L > 2
g∑
i=1
(λi − λ0), ~g · ~λ
⊥ =
g∑
i=1
(λi − λ0) = C0 − (g + 1)Cg (1.17)
and
g∑
j=1
Kij > 0, IK = pgeg + Le1 + 2~λ, ~gK = (g + 1)Le1.
Remark 1.5. The tropical Riemann theta function Θ(Z) is quasi-periodic:
Θ(Z+ lK) = −
1
2
lKl⊥ − lZ⊥ +Θ(Z) (l ∈ Zg)
and even: Θ(−Z) = Θ(Z). Thus, if we set T tn as (1.15), it satisfies the following quasi-
periodicity;
T tn+g+1 = T
t
n + c
t
n, c
t
n = an+ bt+ c = ~g · (Z0−nL~e1 +
~λt−
1
2
~gK)⊥, (1.18)
which yields
a = −gL, b =
g∑
i=1
(λi − λ0).
Then we obtain d = Cg at (1.8), via (1.12) and
C−1 =
g∑
n=0
(Qtn +W
t
n) = (g + 1)L+ 2(g + 1)d + a.
2. Proof of Theorem 1.3
In this section, we assume Cg = 0 without loss of generality. For m =
(m1,m1, . . . ,mg) ∈ Z
g, set the fundamental region Dm of Θ(Z) as Dm = {Z ∈
Rg ; Θ(Z) = 12mKm
⊥ +mZ⊥} which is explicitly written as
Dm ={Z ∈ R
g | − lZ⊥ ≤ lK(m+
1
2
l)⊥ (2.1)
for any l = ±(ej + ej+1 + · · ·+ ek) and 1 ≤ j ≤ k ≤ g}
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from Lemma 2.9 of [2]. For a fixed Z0 ∈ R
g, we write Ztn = Z0 − nLe1 + t
~λ. Due to the
structure of the fundamental regions, it is easy to see that if Ztn ∈ Dm, then
Ztn+g+1 ∈ Dm+~g, Z
t
n = Z
t
n+g+1 mod Z
gK. (2.2)
2.1. Idea and example. We first recall the relation between the UD-pToda and the
pBBS. The pBBS is a cellular automaton that the finite number of balls move in a peri-
odic array of L boxes each of which has one ball at most [13]. This system has conserved
quantities parameterized by a non-decreasing array λ = (λ1, · · · , λg) ∈ (Z>0)
g. We write
0 and 1 for “an empty box” and “an occupied box” respectively. Let BL ≃ {0, 1}
×L be the
phase space of L-periodic BBS and BL,λ ⊂ BL be a set of the states whose conserved quan-
tity is λ. Then the injection β : BL,λ →֒ TC ∩ Z
2g+2; b 7→ (Q0,W0, Q1,W1, · · · , Qg,Wg)
is defined as follows:
(1) if the leftmost entry of b is 1, then setQ0 = ♯(the first consecutive 1’s from the left),
otherwise set Q0 = 0.
(2) Set Wi = ♯(the (i− 1)-th consecutive 0’s from the left) for i = 0, · · · , g. If
Q0 > 0, set Qi = ♯(the (i− 1)-th consecutive 1’s from the left), otherwise set
Qi = ♯(the i-th consecutive 1’s from the left) for i = 1, · · · , g.
The following shows how β works;
1 · · · 1︸ ︷︷ ︸
Q0
0 · · · 0︸ ︷︷ ︸
W0
· · · 0 · · · 0︸ ︷︷ ︸
Wg−1
1 · · · 1︸ ︷︷ ︸
Qg
(Wg = 0)
0 · · · 0︸ ︷︷ ︸
W0
1 · · · 1︸ ︷︷ ︸
Q1
· · · 1 · · · 1︸ ︷︷ ︸
Qg
0 · · · 0︸ ︷︷ ︸
Wg
(Q0 = 0).
The map β is not surjective but induces an isomorphism from BL,λ to TC ∩Z
2g+2 modulo
the shift (Q0,W0, Q1,W1, · · · , Qg,Wg) 7→ (Q1,W1, · · · , Qg,Wg, Q0,W0). See Section 4 of
[1] for the details.
Let us consider the UD-pToda of g = 2 with the initial values
(Q0,W0, Q1,W1, Q2,W2) = (0, 1, 2, 7, 4, 0) (2.3)
at t = 0. Thus we have
(X00 ,X
0
1 ,X
0
2 ) = (−4,−3, 0), L = 14,
~λ = (1, 4), K =
(
26 −10
−10 20
)
.
We assume that T tn is written as T
t
n = Θ(Z
t
n = Z0−nLe1+
~λt) for all n, t ∈ Z. FromX02 = 0
and (1.6), the points (Z01,Θ(Z
0
1)), (Z
1
1,Θ(Z
1
1)), (Z
2
1,Θ(Z
2
1)) are colinear and thus the points
Z01,Z
1
1,Z
2
1 belong to the same region Dm. Thus the points Z
0
−2,Z
1
−2,Z
2
−2 belong to the
same region Dm−(2,1) from (2.2). By assuming m = (2, 1), in this case we can fortunately
find Z0 = (−28,−3) by a heuristic way. See Fig. 1. The following is the time evolution of
(2.3):
t bt (Qt0,W
t
0 , Q
t
1,W
t
1 , Q
t
2,W
t
2)
0 s01100000001111 (0, 1, 2, 7, 4, 0)
1 s10011111000000 (1, 2, 5, 6, 0, 0)
2 0s1000000111110 (1, 6, 5, 1, 0, 1)
where s denotes the place of Q0 in the corresponding state of the pBBS.
5
✲✻
Z1
Z2
❅
❅
❅
❅
❅
❅
←− D(0,0)
❅
❅
❅
❅
❅
❅
D(1,1)
❅
❅
❅
D(1,0)
❅
❅
❅
D(2,1)
✄
✄✄
✄
✄✄
✄
✄✄
✄
✄✄
Z0
−2
Z0
−1
Z0
0
Z0
1
Z
1
−2
Z2
−2
Figure 1. Dm and Z
t
n
Observations. From Fig. 1 we see the following facts:
· Ztn ∈ Dm implies Z
t
n+1 ∈ Dm, Dm+(1,0) or Dm+(1,1) (Lemma 2.2),
· Z0−1,Z
0
0 ∈ D(1,1) while Q
0
0 =W
0
2 = 0 (Lemma 2.4).
From these observations we see the following: even if we do not know Z0, once the
quantities of T 0n and the domain Dmn to which Z
0
n belongs are given for all n ∈ Z /3Z, we
have two independent linear equations for Z0. Actually, from Z
0
−1 ∈ D(1,1) and Z
0
1 ∈ D(2,1)
we have
1
2
(1, 1)K(1, 1)⊥ + (1, 1)(Z0 + (L, 0))
⊥ = T 0−1,
1
2
(2, 1)K(2, 1)⊥ + (2, 1)(Z0 − (L, 0))
⊥ = T 01 ,
and Z0 is uniquely determined.
Therefore our problem is how to determine the region Dmn to which Z
t
n belongs when
T tn are given. For this purpose we investigate what happens when we replace W
0
n0
with
W˜ 0n0 =W
0
n0
+ δ by using δ ≫ 1, for n0 as X
0
n0+1 = 0.
In the previous example we have n0 = −2 and set δ = 10:
t bt (Q˜t0, W˜
t
0, Q˜
t
1, W˜
t
1 , Q˜
t
2, W˜
t
2)
−3 0001111100000000000000s10 (1, 1, 0, 3, 5, 14)
−2 00000000011111000000000s1 (1, 0, 0, 9, 5, 9)
−1 100000000000000111110000s (0, 0, 1, 14, 5, 4)
0 s011000000000000000001111 (0, 1, 2, 17, 4, 0)
1 s100111110000000000000000 (1, 2, 5, 16, 0, 0)
2 0s10000001111100000000000 (1, 6, 5, 11, 0, 1)
3 00s1000000000011111000000 (1, 11, 5, 6, 0, 2)
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✲✻
Z˜1
Z˜2
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
D˜(0,0)
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
D˜(1,0)
❅
❅
❅
❅
❅
❅
D˜(1,1)
❅
❅
❅
❅
❅
❅
D˜(2,2)
✄
✄✄
✄
✄✄
✄
✄✄
✄
✄✄
✄
✄
✄✄
✄
✄
✄✄
✄
✄
✄✄
✄
✄
✄✄
✄
✄✄
✄
✄✄
✄
✄✄
✄
✄✄
Z˜0
1
Z˜
1
1
Z˜2
1
Z˜
−3
−2
Z˜
−2
−2
Z˜
−1
−2
Z˜0
−2
Z˜
1
−2
Z˜2
−2
Z˜
3
−2
Z˜4
−2
Figure 2. D˜~m and Z˜
t
n
Observations.
· By assuming Z˜0−2 ∈ D˜(0,0), we can find Z˜0 = (−48,−3), thus we have Z
0
−2 = Z˜
0
−2.
· For t = 1, 2, 3 we have m−2 = (0, 0) (by the assumption), m−1 = (0, 0), m0 = (1, 0) and
m1 = (2, 1).
The second observation implies Z˜t0 ∈ D(1,0) and Z˜
t
1 ∈ D(2,1).Then Z˜0 is uniquely deter-
mined in the same way as the above, once {T tn}n is given. By using the first observation
Z0 is uniquely fixed by Z˜0.
Remark 2.1. This idea of replacing W 0n0 with a huge number W
0
n0
+ δ (where Xn0+1 =
0) would be understandable by considering the corresponding pBBS. In the pBBS the
equation Xtn0+1 = 0 means that the “load of carrier” [10] is zero at the beginning “1” of
Qtn0+1, and hence Q˜
t+1
n and W˜
t+1
n does not change from the original ones except W˜
t+1
n0
.
Moreover, for a large t the clusters of 1’s in pBBS will align coherently in the order of their
sizes λ1, λ2, . . . , λg thanks to δ. This indicates Q˜
t
n = λn−n0−1 for n = n0+1, . . . , n0+g+1
and X˜tn = 0 for all n in the UD-pToda. On the other hand from X˜
t
n = 0 and (1.8) we
obtain Q˜tn = (mn−mn−1)λ
⊥. By making use of these properties the region Dmn to which
Z˜
t
n belongs is obtained for a large t as Lemma 2.8.
2.2. Proof of Proposition 2.5. Consider (Qtn, W
t
n)n ∈ TC in the image of σt ◦ ιt, i.e.
Qtn and W
t
n are written in terms of the tropical Riemann theta function via (1.8) and
T tn = Θ(Z
t
n = Z0 − nLe1 + t
~λ) with some Z0 ∈ R
g.
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Lemma 2.2. If Z ∈ Dm, then Z − nLe1 + t~λ (n = 0,−1, t = 0, 1, 2) belongs to Dm′ ,
where m′1 −m1 ∈ {0,−1}.
Proof. Without loss of generality we can assume Z ∈ D0, namely −
1
2 lKl
⊥ ≤ −l Z⊥ ≤
1
2 lKl
⊥ for all l ∈ Zg. Define
f(l,m′) = −l(Z− nLe1 + t~λ)
⊥ − lK(
1
2
l+m′)⊥.
We consider the following four cases; (a-1): m′1 = −2, (a-2): m
′
1 < −2, (b-1): m
′
1 = 1
or (b-2): m′1 > 1. We show that in case (a-1) or (b-1) there exists l ∈ Z
g such that
f(l,m′) ≥ 0 (i.e. Z − nLe1 + t~λ is not in the interior of Dm′), and that in case (a-2) or
(b-2) there exists l ∈ Zg such that f(l,m′) > 0 (i.e. Z − nLe1 + t~λ is not in Dm′), for
n = 0,−1 and t = 0, 1, 2.
(a-1) or (a-2): Take l as li = 1 if m
′
i ≤ −2 and li = 0 if m
′
i ≥ −1. Then we get
f(l,m′) ≥ −lKl⊥ + nL− tl~λ⊥ − lKm′⊥ (since − lZ⊥ ≥ −
1
2
lKl⊥)
= nL− tl~λ⊥ + lK(I− (m′ + l+ I))⊥,
where we have −lK(m′ + l+ I)⊥ ≥ 0 since −(m′i + li + 1)lKe
⊥
i ≥ 0 for all i. Actually, if
m′i ≤ −2, then −(m
′
i+ li+1) ≥ 0 and lKe
⊥
i = Kii+
∑
j 6=i ljKij > 0, and if m
′
i ≥ −1, then
−(m′i + li + 1) ≤ 0 and lKe
⊥
i =
∑
j 6=i ljKij ≤ 0. Using lKI
⊥ = l((L, 0, . . . , 0, pg) + 2~λ),
we obtain
nL− tl~λ⊥ + lK(I− (m′ + l+ I))⊥ ≥ nL+ l((L, 0, . . . , 0, pg) + (2− t)~λ)
⊥
= (1 + n)L+ lgpg + (2− t)l~λ
⊥ (since l1 = 1)
which is non-negative for n = 0,−1 and t = 0, 1, 2. Thus the claim follows. In the case of
(a-2), f(l,m′) > 0 can be shown similarly.
(b-1) or (b-2): Take l as li = −1 if m
′
i ≥ 1 and li = 0 if m
′
i ≤ 0. In the same way as (a-1)
we can show f(l,m′) ≥ 0 and f(l,m′) > 0 respectively. 
Lemma 2.3. (i) For any t ∈ Z, there exists n0 ∈ Z /(g + 1)Z such that X
t
n0+1 = 0.
(ii) Fix Z0 ∈ R
g and set Ztn = Z0 − nLe1 +
~λt. If Z0 ∈ Dm, there exists an unique
n1 ∈ {1, · · · , g + 1} such that Z
0
n1
,Z0n1−1 ∈ Dm′ with m
′
1 −m1 = n1 − 1.
Proof. (i) Set the sequence {ak}k=1,2,3,... as ak =
∑k
l=1(W
t
−l−Q
t
−l) and find the term which
is smaller than all rear terms. From the assumption
∑
nQ
t
n <
∑
nW
t
n, such term exists
within the first g + 1 terms. Let an0 be a such term and set the sequence {bk}k=1,2,3,... as
bk = an0+k − an0 =
∑k
l=1(W
t
−n0−l
− Qt−n0−l). Then bk ≥ 0 holds for all k, thus we have
Xt−n0 = min[0, b1, b2, . . . , bg] = 0.
(ii) When Z00 = Z0 ∈ Dm, we have Z
0
g+1 ∈ Dm+~g. From Lemma 2.2, each point Z
0
n (n =
1, . . . , g + 1) is in Dmn with (mn)1 − (mn−1)1 ∈ {0, 1}. Thus the claim follows from the
pigeonhole principle. 
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Lemma 2.4. For (Q0n,W
0
n)n ∈ TC , there uniquely exists n1 ∈ Z /(g+1)Z such that either
i) or ii) in the following is satisfied:
i) Q0n1 = 0, ii) W
0
n1−1 = 0, Q
0
n1−1 > 0 and Q
0
n1
> 0.
Further, let Z0 be a point in R
g such that σ0 ◦ ι0(Z0) = (Q
0
n,W
0
n)n. Then we have the
following properties: n1 coincides with that of Lemma 2.3 (ii); if i) is satisfied, then
Z0n1 ,Z
0
n1−1 ∈ Dm, Z
1
n1
,Z1n1−1 ∈ Dm′, where m
′ − m ∈ {0,−1}g and m1 = m
′
1; if ii)
is satisfied, then Z0n1 ,Z
0
n1−1 ∈ Dm, Z
1
n1−1,Z
1
n1−2 ∈ Dm′, where m
′ −m ∈ {0,−1}g and
m′1 −m1 = −1.
Proof. Step 1: We show the first claim on (Q0n,W
0
n)n ∈ TC . Recall that we have assumed
Cg−1 > 2Cg = 0, where Cg−1 and Cg are given as (1.3). From Cg = 0, there exists n1 such
that Q0n1 = 0 or W
0
n1−1 = 0. (a) Suppose Q
0
n1
= 0, then
min[min
i 6=n1
Qi, min
j 6=n1−1,n1
Wj] ≥ Cg−1 > 0,
and therefore Qi > 0 for i 6= n1 and Wj > 0 for j 6= n1−1, n1. (b) SupposeWn′
1
= 0, then
min[min
j 6=n′
1
Wj , min
i 6=n′
1
,n′
1
+1
Qi] ≥ Cg−1 > 0,
and therefore Wj > 0 for j 6= n
′
1 and Qi > 0 for i 6= n
′
1, n
′
1 + 1.
The case where Qn1 = Wn′1 = 0 may occur only if n1 = n
′
1 or n1 = n
′
1 + 1, Both cases
belong to i) not to ii).
Step 2: We assume Z0 ∈ D0 without loss of generality. In the following we define D(n1,∗)
as
D(n1,∗) =
⋃
n′∈Zg s.t. n′
1
=n1
Dn′ .
From Lemma 2.3 (ii), there exists unique n1 ∈ {1, · · · , g + 1} such that Z
0
n1
,Z0n1−1 ∈ Dm
with m1 = n1 − 1. From Lemma 2.2 we have Z
0
n1−2,Z
1
n1−2 ∈ D(m1−1,∗). Further, we have
Z1n1 ∈ D(m1,∗), indeed if Z
1
n1
∈ D(m1−1,∗), then Z
1
n1
,Z1n1−1,Z
1
n1−2 ∈ D(m1−1,∗), which is a
contradiction. Thus Z1n1−1 belongs to D(m1,∗) or D(m1−1,∗). If Z
1
n1−1 ∈ D(m1,∗), then
Q0n1 = (Θ(Z
0
n1−1)−Θ(Z
0
n1
))− (Θ(Z1n1−1)−Θ(Z
1
n1
))
= m1L−m1L = 0,
and if Z1n1−1 ∈ D(m1−1,∗) then
W 0n1−1 = L+ (Θ(Z
0
n1
)−Θ(Z0n1−1))− (Θ(Z
1
n1−1)−Θ(Z
1
n1−2))
= L−m1L+ (m1 − 1)L = 0.
Step 3. Since both n1 in Step 1 and 2 are unique, they coincide. 
Proposition 2.5. The map σt|Imιt is injective.
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Proof. It is enough to show the claim for t = 0. From the equation (1.8) with the quasi-
periodicity (1.18), we have
T 0n′+1 − T
0
n′ = T
0
n+1 − T
0
n − (n
′ − n)L+
n′∑
j=n+1
(Q0j +W
0
j ) (n, n
′ ∈ Z, n ≤ n′), (2.4)
T 1n − T
1
n−1 = T
0
n − T
0
n−1 +Q
0
n (n ∈ Z). (2.5)
Take n0 as X
0
n0+1 = 0 (Lemma 2.3) and n1 as Lemma 2.4 with 1 < n1 − n0 ≤ g + 1.
Without loss of generality, we can assume Z0n0 ∈ D0. From X
0
n0+1 = 0 and (1.6), we have
T 2n0 − T
1
n0
= T 1n0 − T
0
n0
and therefore we can also assume Z1n0 , Z
2
n0
∈ D0. From Lemma
2.4, we have Z0n1 ,Z
0
n1−1 ∈ Dm with m1 = n1 − n0 − 1.
From (2.4), T 0n0 = 0 and T
0
n1
− T 0n1−1 = −L(n1 − 1− n0), we have
T 0n =−
1
2
(n − n0)(n − n0 − 1)L− Sn,
where
Sn =
{ ∑n−n0
k=1
∑n1−1
j=n0+k
(Q0j +W
0
j ) (n0 ≤ n ≤ n1)∑n1−1
j=n0+1
(j − n0)(Q
0
j +W
0
j )−
∑n−1
j=n1
(n − j)(Q0j +W
0
j ) (n ≥ n1)
.
We also have T tn for n < n0 by the quasi-periodicity. Further, from (2.5) and T
0
n0
= T 1n0 = 0,
we have
T 1n = T
0
n +
n∑
j=n0+1
Q0j .

2.3. Proof of Proposition 2.9. We take n0 asX
0
n0+1 = 0 (Lemma 2.3), and set Z
0
n0
∈ D0
without loss of generality. Then Z1n0 also belongs to D0. Take also n1 as Lemma 2.4 with
1 < n1 − n0 ≤ g + 1. From (2.1), Lemmas 2.2 and 2.3, we have
Z0n0 ∈ D0
Z0n ∈ Dmn (n = 1, · · · , g)
Z0n0+g+1 ∈ D~g,
where
mn =
{ ∑n
k=1 Is(k) (n0 + 1 ≤ n ≤ n1 − 1)∑n−1
k=1 Is(k) (n1 ≤ n ≤ n0 + g + 1)
for some permutation s ∈ Sg. Note that
∑g
k=1 Ik =
∑g
k=1 Iσ(k) = ~g.
Let δ be a large positive number. Set Z˜tn as
Z˜tn = Z
t
n − δ(n − n0)e1 = Z
0
n0
− (L+ δ)(n − n0)e1 + t~λ (2.6)
and K˜ as
K˜ = K + δJ, J =


2 −1
−1 2 −1
. . .
. . .
. . .
−1 2 −1
−1 2

 ,
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where the blank parts in J means zero. For m ∈ Rg, let D˜m be the fundamental regions
determined by K˜.
Lemma 2.6. If Ztn ∈ Dm, then Z˜
t
n belongs to D˜m for all n ∈ Z and t = 0, 1.
Proof. From (2.1) it is enough to show
−l(Ztn − δ(n − n0)e1)
⊥ ≤ l(K + δJ)(m +
1
2
l)⊥, (2.7)
under the constraints
−l(Ztn)
⊥ ≤ lK(m+
1
2
l)⊥,
for any l = Ij − Ii (0 ≤ i, j ≤ g), n0 + 1 ≤ n ≤ n0 + g + 1 and t = 0, 1, where m is∑n−n0
k=1 Is(k) or
∑n−n0−1
k=1 Is(k). ”R.h.s − l.h.s” of (2.7) is greater than or equal to
δlJ(m +
1
2
l)⊥ − δ(n− n0)l1,
which can be shown to be nonnegative by using the formulae
JIk =
{
e1 + ek − ek+1 (1 ≤ k ≤ g − 1)
e1 + eg (k = g),
1
2
lKl⊥ = 1, (2.8)
and
lJm⊥ ≥
{
n− n0 − 1 (l1 = 1)
−1 (l1 = 0)
−n+ n0 − 1 (l1 = −1)
.

Lemma 2.7. Define Q˜tn and W˜
t
n as
Q˜tn = Θ˜(Z˜
t
n−1) + Θ˜(Z˜
t+1
n )− Θ˜(Z˜
t+1
n−1)− Θ˜(Z˜
t
n),
W˜ tn = L+ δ + Θ˜(Z˜
t+1
n−1) + Θ˜(Z˜
t
n+1)− Θ˜(Z˜
t
n)− Θ˜(Z˜
t+1
n ),
where Θ˜(Z˜) = Θ(Z˜; K˜). Then Q˜0n = Q
0
n and W˜
0
n =W
0
n hold except W˜
0
n0
=W 0n0 + δ.
Proof. From Lemma 2.6 we obtain the following formula;
Θ˜(Z˜tn)−Θ(Z
t
n) =
{
− δ2(n− n0)(n − n0 − 1) (n0 ≤ n ≤ n0 + g + 1)
0 (n = n0 − 1)
for t = 0, 1. Indeed we have
Θ˜(Z˜tn)−Θ(Z
t
n)
=
1
2
m(K + δJ)m⊥ +m(Ztn − δ(n − n0)e1)
⊥ −
1
2
mKm⊥ −mZt⊥n
=
1
2
δmJm⊥ − δ(n − n0)m1
=
{
δ
2((n − n0)
2 + (n− n0))− δ(n − n0)
2 (m1 = n− n0)
δ
2((n − n0 − 1)
2 + (n− n0 − 1)) − δ(n − n0)(n− n0 − 1) (m1 = n− n0 − 1)
=−
δ
2
(n− n0)(n− n0 − 1),
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for n0 ≤ n ≤ n0 + g + 1, and the case of n = n0 − 1 is similarly shown. Thus we have
Q˜0n =Θ(Z
0
n−1) + Θ(Z
1
n)−Θ(Z
1
n−1)−Θ(Z
0
n)
−
δ
2
((n− n0 − 1)(n − n0 − 2) + (n− n0)(n− n0 − 1)
− (n − n0 − 1)(n − n0 − 2)− (n − n0)(n− n0 − 1))
=Q0n
for n0 + 1 ≤ n ≤ n0 + g + 1,
W 0n =L+ δ +Θ(Z
1
n−1) + Θ(Z
0
n+1)−Θ(Z
0
n)−Θ(Z
1
n)
−
δ
2
((n − n0 − 1)(n − n0 − 2) + (n − n0 + 1)(n − n0)
− (n− n0)(n − n0 − 1)− (n − n0)(n− n0 − 1))
=W 0n
for n0 + 1 ≤ n ≤ n0 + g, and
W 0n0 =L+ δ +Θ(Z
1
n0−1) + Θ(Z
0
n0+1)−Θ(Z
0
n0
)−Θ(Z1n0)
=W 0n0 + δ.

Lemma 2.8. Set mn =
∑n−n0−1
k=1 Ik. For 1≪ t≪ δ, we have
Z˜tn ∈
{
D˜0 for n = n0,
D˜mn−n0−1 for n0 + 1 ≤ n ≤ n0 + g + 1.
Proof. From (2.1) it is enough to show that
−l(Zn0 − (n− n0)(L+ δ)e1 + t
~λ)⊥ ≤ l(K + δJ)
(
n−n0−1∑
k=1
Ik +
1
2
l
)⊥
for any l = Ij − Ii (0 ≤ i, j ≤ g). Putting together all terms independent of δ and t into
c, this is equivalent to
c+ tl~λ⊥ + δ

lJ
(
n−n0−1∑
k=1
Ik +
1
2
l
)⊥
− (n− n0)l1

 ≥ 0. (2.9)
From formula (2.8) we have Jmn = (n− n0)e1 − en−n0 , and thus (2.9) becomes
c+ tl~λ⊥ + δ(−ln−n0 + 1) ≥ 0. (2.10)
If ln−n0 = 0 or −1, (2.10) holds obviously for 1 ≪ t ≪ δ, while if ln−n0 = 1, (2.10) holds
for large t since l~λ⊥ > 0. 
Proposition 2.9. The map ιt is injective.
Proof. For (Q0n,W
0
n)n ∈ Imσ0 ◦ ι0 and a large positive number δ, (Q˜
0
n, W˜
0
n)n is determined
by using Lemma 2.7, and thus T˜ tn are uniquely determined by Proposition 2.5. Further,
from Lemma 2.8 we know the region D˜mn the point Z˜
t
n belongs to for 1≪ t≪ δ, thus we
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obtain g independent linear equations for Z˜0, which uniquely determine Z˜0 (as explained
in the example). Finally we get a unique Z0 through Zn0 = Z˜n0 and (2.6). 
2.4. Proof of Theorem 1.3. From Lemma 2.5 and Lemma 2.9, ισ is injective. We show
that ισ is surjective. Since ισ is continuous both for Z0 and C = (C−1, C0, . . . , Cg), it is
enough to show that ισ is a surjective map from a dense subset of J(K) to a dense subset
of TC for a dense subset of
{C ∈ Rg+2 | C satisfies the generic condition (1.11)}.
Suppose that C belongs to Qg. Let N be a common multiple of denominators of Ci’s.
Let J(K)N denote J(K) ∩ (
1
N
Z)g and (TC)N = (TC) ∩ (
1
N
Z)g. Here J(K)N and (TC)N
are isomorphic to J(NK)1 and (TNC)1 (the set of integer points of the phase space with
the conserved quantities NC = N(C−1, . . . , Cg)) respectively. From Proposition 4.4 of [1],
we have |(TNC)1| = (g + 1)|BNL,Nλ| where BNL,Nλ denotes the isolevel set of the corre-
sponding pBBS. From Proposition 2.2 of [12] it is easily proved by using “’10’ elimination”
(or Theorem 3.11 of [6]) that the cardinal number |BNL,Nλ| of BNL,Nλ is N
gp0p1 · · · pg−1,
which is a (g + 1)-th part of |J(NK)1| from Lemma 2.5 of [1]. Therefore, since ισ is
injective, ισ is a surjection from J(K)N to (TC)N . Since N can be taken as large as one
likes and Qg is dense in Rg, ισ is a surjection from J(K) to TC for any C satisfying the
generic condition (1.11).
2.5. Initial value problem. Using the arguments of this section, we can solve the initial
value problem for the UD-pToda. Indeed, T 0n and T
1
n can be determined from (Q
0
n,W
0
n)n
as the proof of Proposition 2.5. Set δ be a large positive number as δ ≃ gL — from the
properties of the BBS (soliton like behavior [11]), the clusters of 1’s align coherently in the
order of their sizes for t ≃ L. For t ≃ L, Lemma 2.8 gives the region D˜mn to which the
point Z˜tn belongs. As explained in the example we obtain g independent linear equations
for Z˜0. Solving these, we obtain Z˜0, and thus Z0 by Z
0
n0
= Z˜0n0 . Then the solution to the
initial value problem is given by (1.15) with (1.8).
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