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Abstract
We show that left-linear generalized semi-monadic TRSs effectively pre-
serving recognizability of finite tree languages (are EPRF-TRSs). We show
that reachability, joinability, and local confluence are decidable for EPRF-
TRSs.
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1 Introduction
The notion of preservation of recognizability through rewriting is a widely studied
concept in term rewriting, see [2]-[5], [7], [10]-[22]. Let Σ be a ranked alphabet,
let R be a term rewrite system (TRS) over Σ, and let L be a tree language over
Σ. Then R∗Σ(L) denotes the set of descendants of trees in L. A TRS R over Σ
preserves Σ-recognizability (is a PΣR-TRS), if for each recognizable tree language
L over Σ, R∗Σ(L) is recognizable. A TRS R over Σ preserves Σ-recognizability of
finite tree languages (is a PΣRF-TRS), if for each finite tree language L over Σ,
R∗Σ(L) is recognizable.
Let R be a TRS over Σ. Then its signature, sign(R) ⊆ Σ is the ranked al-
phabet consisting of all symbols appearing in the rules of R. A TRS R over
sign(R) preserves recognizability (is a PR-TRS), if for each ranked alphabet Σ
with sign(R) ⊆ Σ, R, as a TRS over Σ, preserves Σ-recognizability. A TRS R
over sign(R) preserves recognizability of finite tree languages (is a PRF-TRS), if
for each ranked alphabet Σ with sign(R) ⊆ Σ, R, as a TRS over Σ, preserves
Σ-recognizability of finite tree languages.
∗E-mail: vagvolgy@inf.u-szeged.hu.
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A TRS R over Σ effectively preserves Σ-recognizability (is an EPΣR-TRS), if
for a given a bottom-up tree automaton (bta) B over Σ, we can effectively construct
a bta C over Σ such that L(C) = R∗Σ(L(B)). A TRS R over Σ effectively preserves
Σ-recognizability of finite tree languages (is an EPΣRF-TRS), if for a given finite
tree language L over Σ, we can effectively construct a bta C over Σ such that
L(C) = R∗Σ(L). A TRS R over sign(R) effectively preserves recognizability of
finite tree languages (is an EPRF-TRS), if for a given ranked alphabet Σ with
sign(R) ⊆ Σ and a given finite tree language L over Σ, we can effectively construct
a bta C over Σ such that L(C) = R∗Σ(L(B)).
Gyenizse and Va´gvo¨lgyi [12] presented a linear TRS R over sign(R) such that
R is an EPsign(R)R-TRS and R is not a PR-TRS. Va´gvo¨lgyi [22] showed that it
is not decidable for a murg TRS R over Σ whether R is a PΣRF-TRS. Let R be a
rewrite system over sign(R), and let Σ = { f, ♯ }∪sign(R), where f ∈ Σ2−sign(R)
and ♯ ∈ Σ0−sign(R). Gyenizse and Va´gvo¨lgyi [12] showed that R is an EPΣR-TRS
if and only if R is an EPR-TRS. Gyenizse and Va´gvo¨lgyi [13] improved this result
for left-linear TRSs. They showed the following. Let R be a left-linear TRS over
sign(R), and let Σ = { g, ♯ }∪sign(R),where g ∈ Σ1−sign(R) and ♯ ∈ Σ0−sign(R).
Then R is an EPΣR-TRS if and only if R is an EPR-TRS.
In [10] Gilleron showed that for a TRS R over Σ it is not decidable whether R
is a PΣR-TRS. We may naturally introduce the above concepts for string rewrite
systems as well. Otto [16] has proved that a string rewrite system R over the al-
phabet alph(R) of R preserves alph(R)-recognizability if and only if R preserves
recognizability. Otto [16] showed that it is not decidable for a string rewrite system
R whether R preserves alph(R)-recognizability, and whether R preserves recogniz-
ability. Hence it is not decidable for a linear TRS R whether R is a PR-TRS, see
[16].
In spite of the undecidability results of Gilleron [10] and Otto [16], we know
several classes of EPR-TRSs. Gyenizse and Va´gvo¨lgyi [12] generalized the concept
of a semi-monadic TRS [2] introducing the concept of a generalized semi-monadic
TRS (GSM-TRS for short). They showed that each linear GSM-TRS R is an EPR-
TRS. Takai, Kaji, and Seki [18] introduced finite path overlapping TRS’s (FPO-
TRSs). They [18] showed that each right-linear FPO-TRS R is an EPR-TRS. They
[18] also showed that each GSM-TRS R is an FPO-TRS. Thus we get that that each
right-linear GSM-TRS R is an EPR-TRS. Va´gvo¨lgyi [20] introduced the concept of
a half-monadic TRS. Each right-linear half-monadic TRS is an FPO-TRS. Hence
each right-linear half-monadic TRS is an EPR-TRS. Using this result, Va´gvo¨lgyi
[20] showed that termination and convergence are decidable properties for right-
linear half-monadic term rewrite systems. Takai, Seki, Fujinaka, and Kaji [19]
presented an EPR-TRS which is not an FPO-TRS, see Example 1 in [19]. Takai,
Seki, Fujinaka, and Kaji [19] introduced layered transducing term rewriting systems
(LT-TRSs). They [19] showed that each right-linear LT-TRS R is an EPR-TRS.
We show that each terminating TRS is an EPRF-TRS. We adopt the construc-
tion of Salomaa [17], Coquide´ et al [2], and Gyenizse and Va´gvo¨lgyi [12], when
showing that any left-linear GSM-TRS R is an EPRF-TRS. We slightly modify the
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proofs of the decision results of Gyenizse and Va´gvo¨lgyi [12] when we show the
following decidability results.
(1) Let R be an EPRF-TRS over Σ, and let p, q ∈ TΣ(X). Then it is decidable
whether p→∗R q.
(2) Let R be an EPRF-TRS over Σ, and let p, q ∈ TΣ(X). Then it is decidable
whether there exists a tree r ∈ TΣ(X) such that p→
∗
R r and q→
∗
R r.
(3) Let R be a confluent EPRF-TRS over Σ, and let p, q ∈ TΣ(X). Then it is
decidable whether p↔∗R q.
(4) For an EPRF-TRS R, it is decidable whether R is locally confluent.
(5) Let R be an EPRF-TRS, and let S be a TRS over Σ. Then it is decidable
whether →∗S ⊆ →
∗
R.
(6) Let R and S be EPRF-TRSs. Then it is decidable which one of the following
four mutually excluding conditions hold.
(i) →∗R ⊂ →
∗
S,
(ii) →∗S ⊂ →
∗
R,
(iii) →∗R =→
∗
S,
(iv) →∗R ✶→
∗
S,
where “✶ ” stands for the incomparability relationship.
(7) Let R be an EPRF-TRS. Then it is decidable whether R is left-to-right
minimal. (A TRS R is left-to-right minimal if for each rule l → r in R,→∗R−{ l→r } ⊂
→∗
R.)
(8) Let R and S be TRSs such that R∪R−1 and S∪S−1 are EPRF-TRSs. Then
it is decidable which one of the following four mutually excluding conditions holds.
(i) ↔∗R ⊂ ↔
∗
S,
(ii) ↔∗S ⊂ ↔
∗
R,
(iii) ↔∗R =↔
∗
S,
(iv) ↔∗R ✶↔
∗
S.
Fu¨lo¨p’s [5] undecidability results on deterministic top-down tree transducers
simply imply the following. Each of the following questions is undecidable for any
convergent left-linear EPRF-TRSs R and S over a ranked alphabet Ω, for any
recognizable tree language L ⊆ TΩ given by a tree automaton over Ω recognizing
L. Here Γ ⊆ Ω is the smallest ranked alphabet for which R(L) ⊆ TΓ. Furthermore,
the set of R-normal forms of the trees in L is denoted by R(L).
(i) Is R(L) ∩ S(L) empty?
(ii) Is R(L) ∩ S(L) infinite?
(iii) Is R(L) ∩ S(L) recognizable?
(iv) Is TΓ −R(L) empty?
(v) Is TΓ −R(L) infinite?
(vi) Is TΓ −R(L) recognizable?
(vii) Is R(L) recognizable?
(viii) Is R(L) = S(L)?
(ix) Is R(L) ⊆ S(L)?
Fu¨lo¨p and Gyenizse [6] showed that it is undecidable for a tree function induced
by a deterministic homomorphism whether it is injective. Hence for any conver-
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gent left-linear EPRF-TRS R over a ranked alphabet Σ, and any recognizable tree
language L ⊆ TΣ, it is undecidable whether the tree function →
∗
R ∩(L × R(L)) is
injective.
Finally we show the following. Let R be a linear collapse-free EPRF-TRS and S
be a linear collapse-free EPR-TRS over the disjoint ranked alphabets sign(R) and
sign(S), respectively. Then R⊕ S is a linear collapse-free EPR-TRS.
This paper is divided into seven sections. In Section 2, we recall the necessary
notions and notations. In Section 3, we study TRS classes preserving recognizability.
In Section 4, we show that left-linear GSM-TRSs are EPRF-TRSs. In Section 5,
we illustrate the constructions presented in Section 4 by an example. In Section 6,
we show various decidability and undecidability results on PRF-TRSs and EPRF-
TRSs. Finally, in Section 7, we present our concluding remarks, and some open
problems.
2 Preliminaries
We recall and invent some notations, basic definitions and terminology which will
be used in the rest of the paper. Nevertheless the reader is assumed to be familiar
with the basic concepts of term rewrite systems and of tree language theory (see,
e.g. Baader, Nipkow[1], Ge´cseg, Steinby [8], [9]).
2.1 Terms
The cardinality of a set A is denoted by |A|. We denote by ρ−1 the inverse of a
binary relation ρ. The composition of binary relations ρ and τ is denoted by ρ ◦ τ .
The set of nonnegative integers is denoted by N , and N∗ stands for the free
monoid generated by N with empty word λ as identity element. For a word α ∈ N∗,
length(α) stands for the length of α.
A ranked alphabet is a finite set Σ in which every symbol has a unique rank in
N . For m ≥ 0, Σm denotes the set of all elements of Σ which have rank m. The
elements of Σ0 are called constants. We assume that all ranked alphabets Σ and ∆
that we consider have the following property. If σ ∈ Σi, and σ ∈ ∆j, then i = j. In
other words, σ has the same rank in Σ as in ∆.
For a set of variables Y and a ranked alphabet Σ, TΣ(Y ) denotes the set of
Σ-terms (or Σ-trees) over Y . TΣ(∅) is written as TΣ. A term t ∈ TΣ is called a
ground term. A tree t ∈ TΣ(Y ) is linear if any variable of Y occurs at most once in
t. We specify a countable set X = { x1, x2, . . . } of variables which will be kept fixed
in this paper. Moreover, we put Xm = { x1, . . . , xm }, for m ≥ 0. Hence X0 = ∅.
For any m ≥ 0, we distinguish a subset T¯Σ(Xm) of TΣ(Xm) as follows: a tree
t ∈ TΣ(Xm) is in T¯Σ(Xm) if and only if each variable in Xm appears exactly once
in t.
For a term t ∈ TΣ(X), the height height(t) ∈ N , the set of variables var(t) of
t, and the set of positions POS(t) ⊆ N∗ are defined in the usual way. For each
t ∈ TΣ(X) and α ∈ POS(t), t/α ∈ TΣ(X) is the subterm of t at α. For a tree t ∈
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TΣ(X), sub(t) denotes the subtrees of t. For a tree language L ⊆ TΣ, the set sub(L)
of subtrees of elements of L is defined by the equality sub(L) =
⋃
( sub(t) | t ∈ L ).
For t ∈ TΣ, α ∈ POS(t), and r ∈ TΣ, we define t[α← r] ∈ TΣ as follows.
(i) If α = λ, then t[α← r] = r.
(ii) If α = iβ, for some i ∈ N and β ∈ N∗, then t = f(t1, . . . , tm) with f ∈ Σm
and 1 ≤ i ≤ m. Then t[α← r] = f(t1, . . . , ti−1, ti[β ← r], ti+1, . . . , tm).
Let Σ be a ranked alphabet. Let f ∈ Σ1, t ∈ TΣ be arbitrary. The tree
fk(t) ∈ TΣ, k ≥ 0, is defined by recursion: f
0(t) = t, and fk+1(t) = f(fk(t)) for
k ≥ 0.
A substitution is a mapping σ : X → TΣ(X) which is different from the identity
only for a finite subset Dom(σ) of X . For any substitution σ with Dom(σ) ⊆ Xm,
m ≥ 0, the term σ(t) is produced from t by replacing each occurrence of xi with
σ(xi) for 1 ≤ i ≤ m. For any trees t ∈ T¯ (Xk), t1, . . . , tk ∈ TΣ(X) and for the
substitution σ with Dom(σ) ⊆ Xk and σ(xi) = ti for i = 1, . . . , k, we denote the
term σ(t) by t[t1, . . . , tk] as well. Moreover, for any k,m with 1 ≤ m ≤ k, for any tree
t ∈ TΣ({ xm, . . . , xk }) and for any substitution σ with σ(xm) = tm, . . . , σ(xk) = tk,
we denote σ(t) also by t[xm ← tm, . . . , xk ← tk].
Let Σ be a ranked alphabet and let u, v ∈ TΣ(X). The tree u is a supertree of
v if u is linear and there is a substitution σ such that v = σ(u).
We say that the pair (l1, r1) is a variant of the pair (l2, r2) if there is a substitution
σ : X → X such that
(i) σ(l2) = l1 and σ(r2) = r1, and that
(ii) for all xi, xj ∈ var(l2) ∪ var(r2), σ(xi) = σ(xj) implies that xi = xj .
For the concept of a unifier and a most general unifier (mgu), see [1].
2.2 TRSs
Let Σ be a ranked alphabet. Then a term rewrite system (TRS) R over Σ is a finite
subset of TΣ(X)×TΣ(X) such that for each (l, r) ∈ R, each variable of r also occurs
in l. Elements (l, r) of R are called rules and are denoted by l → r. Furthermore,
sign(R) ⊆ Σ is the ranked alphabet consisting of all symbols appearing in the rules
of R.
Let R be a TRS over Σ. Given any two terms s and t in TΣ(X) and an position
α ∈ POS(s), we say that s rewrites to t at α and denote this by s→R t if there is
some pair (l, r) ∈ R and a substitution σ such that s/α = σ(l) and t = s[α← σ(r)].
Here we also say that R rewrites s to t applying the rule l → r at α.
Reachability, joinability, termination, confluence, local confluence, convergence
are defined in the usual way, see [1].
We say that a TRS R is collapse-free if there is no rule l → r in R such that
l ∈ X or r ∈ X .
A left-linear (linear, resp.) TRS is one in which no variable occurs more than
once on any left-hand side (right-hand side and left-hand side, resp.). A ground
TRS is one of which all rules are ground (i.e. elements of TΣ × TΣ).
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A TRS is monadic if each left-hand side is of height at least 1 and each right-
hand side is of height at most 1. A TRS is called right-ground if each right-hand
side is ground. A TRS R over Σ is murg if R is the union of a monadic TRS and a
right-ground TRS over Σ. Obviously, each monadic TRS is murg, and each right-
ground TRS is murg. For the concept of a finite path overlapping TRS (FPO-TRS)
see [18]. For the concept of a layered transducing TRS (LT-TRS), see [19].
Let R be a rewrite system over Σ.
(a) R is left-to-right minimal if for each rule l → r in R, →∗R−{ l→r } ⊂ →
∗
R.
(b)R is left-to-right ground minimal if for each rule l → r inR,→∗R−{ l→r } ∩(TΣ×
TΣ) ⊂ →
∗
R ∩(TΣ × TΣ).
The set of all ground terms that are irreducible for a TRS R is denoted by
IRR(R).
Let R be a convergent TRS over Σ, and let p ∈ TΣ(X). It is well known that
there exists exactly one term t ∈ TΣ(X) irreducible for R such that p→
∗
R t. We call
t the R-normal form of p. We denote t by p↓R. Let L ⊆ TΣ. The set of R-normal
forms of the trees in the tree language L is denoted by R(L). It should be clear
that R(L) = R∗(L) ∩ IRR(R).
For the concept of a critical pair, see [1].
Let R and S be rewrite systems over the disjoint ranked alphabets Σ and ∆,
respectively. Then the disjoint union R⊕S of R and S is the rewrite system R∪S
over the ranked alphabet Σ ∪ ∆. Let C be a class of rewrite systems, let C be
closed under disjoint union. A property P is modular for C if for any R, S ∈ C
over disjoint ranked alphabets, R⊕S has the property P if and only if both R and
S have the property P.
2.3 Tree Languages
Let Σ be a ranked alphabet, a bottom-up tree automaton (bta) over Σ is a quadruple
A = (Σ, A, R,Af), where A is a finite set of states of rank 0, Σ ∩ A = ∅, Af(⊆ A)
is the set of final states, R is a finite set of rules of the following two types:
(i) δ(e1, . . . , en)→ a with n ≥ 0, δ ∈ Σn, a1, . . . , an, a ∈ A.
(ii) a→ a′ with a, a′ ∈ A (λ-rules).
We consider R as a ground TRS over Σ ∪ A. The tree language recognized by A
is L(A) = { t ∈ TΣ | (∃a ∈ Af ) t→
∗
R a}. A tree language L is recognizable if there
exists a bta A such that L(A) = L (see [8]).
The bta A = (Σ, A, R,Af ) is deterministic if R has no λ-rules and R has no two
rules with the same left-hand side.
Definition 2.1 Let Σ be a ranked alphabet, and let L ⊆ TΣ be a finite tree lan-
guage. We define the the fundamental bta A = (Σ, A, R,Af) of L as follows.
A = { 〈p〉 | there is q ∈ L such that p ∈ sub(q) }.
R = { δ(〈p1〉, . . . , 〈pm〉)→ 〈p〉 | δ ∈ Σm, m ≥ 0, 〈p1〉, . . . , 〈pm〉, 〈p〉 ∈ A, and
p = δ(p1, . . . , pm) }.
Af = { 〈p〉 | p ∈ L }.
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Lemma 2.2 Let Σ be a ranked alphabet, and let L ⊆ TΣ be a finite tree language.
Let A = (Σ, A, R,Af ) be the fundamental bta of L. Then A is deterministic, and
L(A) = L.
Proof. By the definition of R, A is deterministic. It is not hard to see that for
any t ∈ sub(L) and a ∈ A, t→∗A a if and only if a = 〈t〉. By the definition of Af ,
L(A) = L.
✷
3 TRSs Preserving Recognizabiliy
Let Σ be a ranked alphabet, let R be a TRS over Σ, and let L be a tree language
over Σ. Then R∗Σ(L) = { p | q→
∗
R p for some q ∈ L } is the set of descendants of
trees in L. When Σ is apparent from the context, we simply write R∗(L) rather
than R∗Σ(L).
For the concept of a PΣR-TRS, a PΣRF-TRS, a PR-TRS, a PRF-TRS, an
EPΣR-TRS, an EPΣRF-TRS, an EPR-TRS, and an EPRF-TRS, see the Introduc-
tion.
Theorem 3.1 Each terminating TRS is an EPRF-TRS.
Proof. Let R be a terminating TRS over Σ and let L ⊆ TΣ be a finite language.
Let t ∈ TΣ be arbitrary. We now show that R
∗({ t }) is finite. On the contrary,
assume that R∗({ t }) is infinite. Then t starts an infinite reduction sequence t =
t0→R t1→R t2→R t3→R · · · by Ko¨nig’s lemma. Hence R is not terminating, which
is a contradiction.
Thus R∗(L) is finite and hence recognizable. We compute R∗(L) as follows. Let
W = L. While there is q ∈ TΣ −W such that p→R q for some p ∈ W we add q to
W . Since R∗(L) is finite, we stop. When we stop we have W = R∗(L). Then we
can construct a bta C over Σ such that L(C) =W . ✷
Statement 3.2 There is a left-linear monadic TRS R over a ranked alphabet Σ
such that R is an EPΣRF-TRS, and that R is not a PΣR-TRS.
Proof. Let Σ = Σ0∪Σ2, Σ0 = { ♯ }, and Σ2 = { f }. Let R over Σ consist of the rule
f(x1, ♯) → f(x1, x1). Observe that Σ = sign(R). We obtain by direct inspection
that R is a left-linear monadic TRS R over Σ. Let L ⊆ TΣ be an arbitrary finite tree
language. For any trees p, q ∈ TΣ, if p→R q, then height(p) = height(q). Hence
R∗(L) is finite. Thus R∗(L) is recognizable. We compute R∗(L) as follows. Let
W = L. While there is q ∈ TΣ −W such that p→R q for some p ∈ W we add q
to W . When we stop we have W = R∗(L). We can construct a bta C over Σ such
that L(C) = W .
Then we define the nth left comb leftn for n ≥ 0, as follows.
(i) left0 = ♯, and
(ii) for each n ≥ 0, leftn+1 = f(leftn, xn+1).
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Let
L = { leftn | n ≥ 0 } .
Then L is a recognizable tree language. Furthermore, for any p ∈ R∗(L) and
s ∈ sub(p), if s = f(t1, t2), then t2 = ♯ or height(t1) = height(t2). For each
n ≥ 0, f(leftn, leftn) ∈ R
∗(L). Assume that R∗(L) is a recognizable tree language.
Similarly to the proof of the pumping lemma for recognizable tree languages, one
can show the following. There are 0 ≤ i < j such that f(lefti, leftj) ∈ R
∗(L).
However, height(lefti) = i < j = height(leftj). This contradicts our observation
on R∗(L).
✷
Statement 3.3 There is an LT-TRS R over a ranked alphabet Σ such that R is
not a PΣRF-TRS.
Proof. Let Σ = F ∪ Q = Σ0 ∪ Σ1, Σ0 = { ♯ }, Σ1 = { f, q }, F = { ♯, f }, and
Q = { q }. Let TRS R consist of the rules
f(q(x1))→ q(f(x1)),
♯→ q(f(♯)).
Then R is an LT-TRS. It is not hard to see that
R∗({ ♯ }) ∩ { fk(qm(♯)) | k,m ≥ 0 } = { fk(qk(♯)) | k ≥ 0 } .
Here { fk(qm(♯)) | k,m ≥ 0 } is a recognizable tree language, and { fk(qk(♯)) | k ≥
0 } is not a recognizable tree language. The intersection of two recognizable tree
languages is also a recognizable tree language. Hence R∗({ ♯ }) is not a recognizable
tree language.
✷
Theorem 3.4 There is a ranked alphabet Σ and a murg TRS R over Σ such that
R is not a PΣRF-TRS.
Proof. Let Σ = Σ0 ∪Σ1 ∪Σ2, Σ0 = { ♯, $, ♭ }, Σ1 = { f }, and Σ2 = { g, h }. Let the
TRS R over Σ consist of the rules
♯→ f(♯),
♯→ ♭,
$→ f($),
$→ ♭,
g(x1, x1)→ h(x1, x1),
Consider a tree h(t1, t2) ∈ R
∗(g(♯, $)) where t1, t2 ∈ TΣ. Then
g(♯, $)→∗R g(f
k(♯), fk($))→∗R g(f
k(♭), fk(♭))→R h(f
k(♭), fk(♭)) = h(t1, t2)
holds for some k ≥ 0. Hence
R∗({ g(♯, $) }) ∩ { h(t1, t2) | t1, t2 ∈ TΣ} = { h(f
k(♭), fk(♭)) | k ≥ 0}.
It is well known that the intersection of any two recognizable tree languages is a
recognizable tree language. Observe that { h(t1, t2) | t1, t2 ∈ TΣ} is a recognizable
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tree language, and { h(fk(♭), fk(♭)) | k ≥ 0} is not a recognizable tree language.
Thus R∗({ g(♯, $) }) is not a recognizable tree language.
✷
With an arbitrary Post Correspondence System (PCS) 〈w, z〉, Va´gvo¨lgyi [22]
associated a ranked alphabet Σ, containing the distinguished nullary symbol # ∈
Σ0, and a TRS R over Σ. Va´gvo¨lgyi [22] showed the following results.
Statement 3.5 If PCS 〈w, z〉 has a solution, then R is an EPΣR-TRS.
Statement 3.6 If PCS 〈w, z〉 has no solution, then R∗({# }) is not a recognizable
tree language over Σ.
Statement 3.6 implies the following statement.
Statement 3.7 If PCS 〈w, z〉 has no solution, then R is not a PΣRF-TRS.
The following result is a simple consequence of Statements 3.5 and 3.7.
Statement 3.8 PCS 〈w, z〉 has a solution if and only if R is an EPΣRF-TRS if
and only if TRS R is a PΣRF-TRS.
Statement 3.8 implies the following result.
Proposition 3.9 The following problem is undecidable:
Instance: A murg TRS R over a ranked alphabet Σ.
Question: Is R a PΣRF-TRS?
We now recall the notion of a GSM-TRS, see [12].
Definition 3.10 Let R be a TRS over Σ. We say that R is a generalized semi-
monadic TRS (GSM-TRS for short) if there is no rule l → r in R with l ∈ X and
the following holds. For any rules l1 → r1 and l2 → r2 in R, for any positions
α ∈ POS(r1) and β ∈ POS(l2), and for any supertree l3 ∈ TΣ(X) of l2/β with
var(l3) ∩ var(l1) = ∅, if
(i) α = λ or β = λ,
(ii) r1/α and l3 are unifiable, and
(iii) σ is a most general unifier of r1/α and l3,
then
(a) l2/β ∈ X or
(b) for each γ ∈ POS(l3), if l2/βγ ∈ X , then σ(l3/γ) ∈ X ∪ TΣ.
Notice that Condition (a) implies that l3 ∈ X .
Example 3.11 Let Σ = Σ0 ∪ Σ1 ∪ Σ3, Σ0 = { ♯ }, Σ1 = { f }, and Σ3 = { g }. Let
the TRS R over Σ consist of the rule
g(x1, x2, ♯)→ f(g(x1, ♯, x1)) .
We obtain by direct inspection that R is left-linear GSM-TRS.
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The proof of the following result is straightforward.
Observation 3.12 Each murg TRS is a GSM-TRS as well.
Gyenizse and Va´gvo¨lgyi [12] observed that Fu¨lo¨p’s [5] undecidability results on
deterministic top-down tree transducers simply imply the following.
Statement 3.13 [12] Each of the following questions is undecidable for any conver-
gent left-linear GSM-TRSs R and S over a ranked alphabet Ω, for any recognizable
tree language L ⊆ TΩ given by a tree automaton over Ω recognizing L, where Γ ⊆ Ω
is the smallest ranked alphabet for which R(L) ⊆ TΓ.
(i) Is R(L) ∩ S(L) empty?
(ii) Is R(L) ∩ S(L) infinite?
(iii) Is R(L) ∩ S(L) recognizable?
(iv) Is TΓ − R(L) empty?
(v) Is TΓ − R(L) infinite?
(vi) Is TΓ − R(L) recognizable?
(vii) Is R(L) recognizable?
(viii) Is R(L) = S(L)?
(ix) Is R(L) ⊆ S(L)?
Theorem 3.14 There is an FPO-TRS R such that R is not an PRF-TRS.
Proof. Let Σ = Σ0 ∪Σ1 ∪Σ2, Σ0 = { $ }, Σ1 = { d, g }, Σ2 = { f }. Let the TRS R
over Σ consist of the following rules.
$→ d($)
g(d(x1))→ f(g(x1), d(x1)),
g($)→ $,
f($, x1)→ $,
f($, x1)→ h(x1, x1).
By direct inspection of R, we get that R is an FPO-TRS. We now study the set
R∗({ { g($) } })∩ { h(t1, t2) | t1, t2 ∈ TΣ }. Assume that
g($) = u0→R u2→R u3→R · · ·→R uk−1→R uk = h(t1, t2)
for some k ≥ 1 and t1, t2 ∈ TΣ. We iterate application of the first and the second
rules. We can change the order of applications of the first and second rules. Then
we apply the third rule. Then we we apply the fourth rule finitely many times. We
apply the fifth rule in the kth step, and hence uk = f($, t1), and t1 = t2. Thus we
obtain the following reduction sequence for some n ≥ 1:
g($)→R g(d($))→R g(d
2($))→R · · ·→R g(d
n($))→R
f(g(dn−1($), dn($))→R f(f(g(d
n−2($), dn−1($)), dn($))→R
f(f(f(g(dn−3($), dn−2($)), dn−1($))), dn($))→R · · ·→R
f(. . . f(f(f(g($), d($)), d2($)), d3($)), . . . , dn($))→R
f(. . . f(f(f(g($), d($)), d2($)), d3($)), . . . , dn($))→R
f(. . . f(f(f($, d($)), d2($)), d3($)), . . . , dn($))→R
f(. . . f(f($, d2($)), d3($)), . . . , dn($))→R
f(. . . f($, d3($)), . . . , dn($))→R · · ·→R f($, d
n($))→R h(d
n($), dn($)).
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In the light of the above reduction sequence, one can show that
R∗({ { g($) } })∩ { h(t1, t2) | t1, t2 ∈ TΣ } = { h(d
n($), dn($)) | n ≥ 1 }.
Since { h(t1, t2) | t1, t2 ∈ TΣ} is a recognizable tree language, and { h(d
n($), dn($)) |
n ≥ 1 } is not a recognizable tree language, we get that R∗({ g($) }) is not a recog-
nizable tree language.
✷
4 Main Results
We now show that each left-linear GSM-TRS is an EPRF-TRS.
Theorem 4.1 Each left-linear GSM-TRS is an EPRF-TRS.
Proof. Let R be a left-linear GSM-TRS over some ranked alphabet Σ. Moreover,
let L be a finite tree language over Σ. Via a series of Lemmas we show that R∗(L)
is recognizable. To this end, we construct a bta C over Σ such that L(C) = R∗(L).
Our construction is illustrated by an example in Section 4.
Let E be the set of all ground terms u over Σ such that there are rules l1 → r1
and l2 → r2 in R, and there are positions α ∈ POS(r1) and β ∈ POS(l2), and there
is a supertree l3 ∈ TΣ(X)−X of l2/β with var(l3) ∩ var(l1) = ∅ such that
(i) α = λ or β = λ,
(ii) r1/α and l3 are unifiable, and
(iii) σ is a most general unifier of r1/α and l3, and
(iv) there is a position γ ∈ POS(l3) such that l2/βγ ∈ X and σ(l3/γ) ∈ TΣ and
u = σ(l3/γ).
It should be clear that E is finite and is effectively constructable.
Moreover, without loss of generality we may assume that for each rule l → r in
R, l ∈ T¯Σ(Xn) for some n ≥ 0. Let
D = sub(L)∪
{ p[e1, . . . , en] | n ≥ 0, p ∈ TΣ(Xn), e1, . . . , en ∈ sub(L ∪ E), p is a subtree
of the right-hand side r of some rule l → r in R } .
Apparently, sub(E) ⊆ D. Hence sub(L ∪ E) ⊆ D.
Let A = (Σ, A, SA, A
′) be the fundamental bta of L. Recall that A is a deter-
ministic bta over Σ such that L(A) = L. Let B = (Σ, B, SB, B
′) be the fundamental
bta of D. Recall that B is a deterministic bta over Σ such that L(B) = D. By the
definition of D, we have A ⊆ B and
SA ⊆ SB . (1)
For each i ≥ 0, consider the bta Ci = (Σ, B, Si, A
′), where Si is defined by recursion
on i (for an example see Section 4). Let
S0 = SB . (2)
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Then C0 = (Σ, B, SB, A
′). Let us assume that i ≥ 1 and we have defined the set
Si−1. Then we define Si as follows.
(a) Si−1 ⊆ Si.
(b) For any rule l → r in R with n ≥ 0, l ∈ T¯Σ(Xn), for all e1, . . . , en ∈
sub(L ∪ E), if l[〈e1〉, . . . , 〈en〉]→
∗
Si−1
c for some c ∈ B, then we put the rule
〈r[e1, . . . , en]〉 → c in Si.
By (1) and (2), we have
SA ⊆ S0 . (3)
It should be clear that there is an integer M ≥ 0 such that SM = SM+1. Let M be
the least integer such that SM = SM+1. Let C = CM . Let S = SM , and from now
on we write C = (Σ, B, S, A′), rather than CM = (Σ, B, SM , A
′).
Our aim is to show that R∗(L) = L(C). To this end, first we show five prepara-
tory lemmas, then the inclusion L(C) ⊆ R∗(L), then again five preparatory lemmas,
and finally the inclusion R∗(L) ⊆ L(C).
Lemma 4.2 L = L(C0).
Proof. By Lemma 2.2, L(A) = L. By the definition of B and C0, we have L(C0) =
L(A) = L.
✷
Lemma 4.3 For any p ∈ TΣ and r ∈ TΣ(Xn) with n ≥ 0 and var(r) = Xn, if
p→∗S0〈r[e1, . . . , en]〉, then p = r[e1, . . . , en].
Proof. By direct inspection of the rules of S0.
✷
The following statement is a simple consequence of Lemma 4.3.
Lemma 4.4 For any p ∈ TΣ, r ∈ TΣ(Xn), and e1, . . . , en ∈ sub(L ∪ E), if
p→∗S0〈r[e1, . . . , en]〉, then p = r[e1, . . . , en].
Lemma 4.5 For any i ≥ 1, p ∈ TΣ, q, t ∈ TΣ∪B, k ≥ 1, and v1, . . . , vk ∈ TΣ∪B, if
p = v1→
S0
v2→
S0
. . .→
S0
vk = q→
Si
t , (4)
and Ci applies an (Si − Si−1)-rule in the last step q→Si t of (4), then there exists
an s ∈ TΣ such that
s→
R
p and s
∗
→
Si−1
t . (5)
Proof. Let α be the position where Ci applies an (Si − Si−1)-rule
〈r[e1, . . . , en]〉 → c with r ∈ TΣ(Xn), n ≥ 0, and e1, . . . , en ∈ sub(L ∪ E)
in the last step q→Si t of (4). Then
q = u[〈r[e1, . . . , en]〉] ,
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where u ∈ T¯Σ(X1), u/α = x1. By Lemma 4.4,
p = u[r[e1, . . . , en]] .
Finally, t = u[c]. By (b) of the definition of Si, i ≥ 1, there is a rule l → r in R
with l ∈ T¯Σ(Xn), n ≥ 0 such that
l[〈e1〉, . . . , 〈en〉]
∗
→
Si−1
c .
Let
s = u[l[e1, . . . , en]] .
Then
s→
R
p
and
s = u[l[e1, . . . , en]]
∗
→
S0
u[l[〈e1〉, . . . , 〈en〉]]
∗
→
Si−1
u[c] = t .
Hence (5) holds. ✷
Lemma 4.6 For any i ≥ 0, p ∈ TΣ, and q ∈ TΣ∪B, if p→
∗
Si
q, then there is an
s ∈ TΣ such that
s
∗
→
R
p and s
∗
→
S0
q .
Proof. We proceed by induction on i. For i = 0 the statement is trivial. Let us
suppose that i ≥ 1 and that we have shown the statement for 1, 2, . . . , i− 1. Let
p
∗
→
Si
q , (6)
and let m be the number of (Si − Si−1)-rules applied by Ci along (6). We show by
induction on m that
there is s ∈ TΣ such that s
∗
→
R
p and s
∗
→
S0
q . (7)
If m = 0, then p→∗Si−1 q and hence by the induction hypothesis on i, (7) holds.
Let us suppose that m ≥ 1 and that for 0, 1, . . . , m− 1, we have shown (7). Let
p→∗Si q where C applies m (Si−Si−1)-rules. Then there are integers n, k, 1 ≤ k ≤ n,
and there are trees t1, t2, u1, u2, . . . , un ∈ TΣ∪B such that (I), (II), (III), and (IV)
hold.
(I) p = u1→Si . . .→Si uk = t1→Si uk+1 = t2→Si . . .→Si un = q.
(II) along the reduction subsequence p = u1→Si . . .→Si uk = t1 of (I), Ci applies
no (Si − Si−1)-rule.
(III) in the rewrite step uk→Si uk+1 Ci applies an (Si − Si−1)-rule.
(IV) along the reduction subsequence t2 = uk+1→Si . . .→Si un = q of (I), Ci
applies m− 1 (Si − Si−1)-rules.
By the induction hypothesis on i, there is a tree s1 ∈ TΣ such that
s1
∗
→
R
p and s1
∗
→
S0
t1 . (8)
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Hence
s1
∗
→
S0
t1→
Si
t2 .
By Lemma 4.5, there is a tree s2 ∈ TΣ such that
s2→
R
s1 and s2
∗
→
Si−1
t2 . (9)
Hence there is j ≥ 0 and there are w1, . . . , wj ∈ TΣ∪B such that
s2 = w1 →
Si−1
w2 →
Si−1
. . . →
Si−1
wj = t2 = uk+1→
Si
. . .→
Si
un = q , (10)
and along (10), Ci applies m− 1 (Si − Si−1)-rules. By the induction hypothesis on
m, there is a tree s3 ∈ TΣ such that
s3
∗
→
R
s2 and s3
∗
→
S0
q .
Hence by (8) and (9),
s3
∗
→
R
s2→
R
s1
∗
→
R
p .
Thus (7) holds. ✷
Lemma 4.7 L(C) ⊆ R∗(L).
Proof. Let p ∈ L(C). Then p→∗S b for some b ∈ A
′. Hence by Lemma 4.6, there is
an s ∈ TΣ such that
s
∗
→
R
p and s
∗
→
S0
b . (11)
Hence s ∈ L(C0). By Lemma 4.2, s ∈ L. Thus by (11), p ∈ R
∗(L). ✷
Now we show the inclusion R∗(L) ⊆ L(C). To this end, first we prove five
lemmas.
Lemma 4.8 Let l1 → r1 and l2 → r2 be rules in R. Let α ∈ POS(r1), where
r1/α ∈ TΣ(Xj), j ≥ 0. Let β ∈ POS(l2), where l2/β ∈ TΣ(X) − X, and let
s ∈ T¯Σ(Xk)−X, k ≥ 1, be a supertree of l2/β. Let α = λ or β = λ. Let
(r1/α)[e1, . . . , ej] = s[z1, . . . , zk] , (12)
where e1, . . . , ej ∈ sub(L ∪ E), z1, . . . , zk ∈ TΣ. Let γ ∈ POS(s) be such that
l2/βγ ∈ X, and s/γ = xν , for some 1 ≤ ν ≤ k. Then zν ∈ sub(L ∪ E).
Proof. Let l1 ∈ TΣ(Xm) for some m ≥ 0. Let l3 = s[xm+1, . . . , xm+k]. Then
l3 ∈ TΣ({ xm+1, . . . , xm+k }) is a supertree of l2/β, for each m + 1 ≤ i ≤ m + k, xi
appears exactly once in l3. Moreover, var(l1) ∩ var(l3) = ∅, and by (12),
(r1/α)[e1, . . . , ej] = l3[xm+1 ← z1, . . . , xm+k ← zk] . (13)
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Let σ1 : X → TΣ(X) be a most general unifier of r1/α and l3. By (13), there is a
substitution σ2 : X → TΣ(X) such that
σ2(σ1(r1/α)) = (r1/α)[e1, . . . , ej] = l3[xm+1 ← z1, . . . , xm+k ← zk] = σ2(σ1(l3)) ,
where σ2(σ1(xi)) = ei for 1 ≤ i ≤ j and σ2(σ1(xm+i)) = zi for 1 ≤ i ≤ k. Let
γ ∈ POS(s) be such that l2/βγ ∈ X , and s/γ = xν , for some 1 ≤ ν ≤ k. By
Definition 3.10 and by the definition of E, σ1(xm+ν) ∈ X ∪ sub(E). If σ1(xm+ν) ∈
X , then σ2(σ1(xm+ν)) is a subtree of eµ for some µ ∈ { 1, . . . , j }. Hence by the
definition of e1, . . . , ej, zν = σ2(σ1(xm+ν)) ∈ sub(L ∪ E). If σ1(xm+ν) ∈ sub(E),
then zν = σ2(σ1(xm+ν)) = σ1(xm+ν) ∈ sub(E). ✷
Intuitively, the following lemma states that along a reduction sequence of S we
can reverse the order of the consecutive application of a S0-rule at α ∈ N
∗ and the
application of an (S − S0)-rule at β ∈ N
∗ if α is not a prefix of β and β is not a
prefix of α.
Lemma 4.9 Let
u1→
S
u2→
S
u3
be a reduction sequence of C, where u1, u2, u3 ∈ TΣ∪B. Let α ∈ POS(u1), and
β ∈ POS(u2) be such that u1→S u2 applying a rule rule1 of S0 at α, and that
u2→S u3 applying an (S − S0)-rule rule2 at β. If α is not a prefix of β and β is
not a prefix of α, then there is a tree v ∈ TΣ∪B such that u1→S v applying rule2 at
β, and v→S u3 applying rule1 at α.
Proof. Straightforward. ✷
Lemma 4.10 Let i ≥ 0, t ∈ T¯Σ∪B(X1), α ∈ POS(t), t/α = x1, p ∈ D − sub(L),
and w ∈ sub(L). Let
t[〈p〉] = u1→
Si
u2→
Si
. . .→
Si
un = 〈w〉 (14)
with n ≥ 1, u1, . . . , un ∈ TΣ∪B. Then along (14), Ci applies a rule in Si − S0 at
some prefix β of α.
Proof. By direct inspection of the construction of the Ci’s. ✷
Lemma 4.11 For any n ≥ 0, u ∈ T¯Σ(Xn), v1, . . . , vn, v ∈ D, m ≥ 1, and w1, . . . ,
wm ∈ TΣ∪B, if
u[〈v1〉, . . . , 〈vn〉] = w1→
S0
w2→
S0
. . .→
S0
wm = 〈v〉, (15)
then u[v1, . . . , vn] = v.
Proof. We proceed by induction on height(u). The basis height(u) = 0 of the
induction is trivial. The induction step is a simple consequence of the definition of
S0.
✷
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Lemma 4.12 Let t ∈ L(C), m ≥ 1, t1, . . . , tm ∈ TΣ∪B, b ∈ A
′, and let
t = t1→
S
t2→
S
t3→
S
. . .→
S
tm = b . (16)
Let l → r be a rule in R, where l ∈ T¯Σ(Xn) and n ≥ 1. Moreover, let 1 ≤ j ≤ m,
and let
tj/α = l[〈v1〉, . . . , 〈vn〉] , (17)
where n ≥ 1, v1, . . . , vn ∈ D, α ∈ POS(tj). Let α1, . . . , αn ∈ POS(l) be such that
l/αi = xi for 1 ≤ i ≤ n . (18)
Consider the reduction subsequence
tj→
S
tj+1→
S
. . .→
S
tm = b (19)
of (16). If C does not apply any rules at the positions αα1, . . . , ααn along (19), then
v1, . . . , vn ∈ sub(L ∪ E).
Proof. Let 1 ≤ i ≤ n, and let us assume that vi ∈ D − sub(L). By (17) and (18),
tj/ααi = 〈vi〉 . (20)
By Lemma 4.10, C applies a rule in S − S0 at some prefix of ααi along (19). Let
β ∈ POS(tj) be the longest prefix of ααi such that C applies a rule rule in S − S0
at β along (19). Then rule is of the form 〈r1[e1, . . . , eκ]〉 → c, where κ ≥ 0,
r1 ∈ TΣ(Xκ), e1, . . . , eκ ∈ sub(L ∪ E), and there is a rule l1 → r1 in R. Moreover
there exists ξ, j < ξ ≤ m, such that
tj/β
∗
→
S
tj+1/β
∗
→
S
. . .
∗
→
S
tξ/β = 〈r1[e1, . . . , eκ]〉 ,
where for each π, j ≤ π ≤ ξ − 1, tpi/β = tpi+1/β or tpi/β→S tpi+1/β. We lose no
generality by assuming that
tj/β→
S
tj+1/β→
S
. . .→
S
tξ/β = 〈r1[e1, . . . , eκ]〉 . (21)
By Lemma 4.9 we may assume that there exists ν, j ≤ ν ≤ ξ such that
(a) along the reduction subsequence
tj/β→
S
. . .→
S
tν/β (22)
of (21) no rule is applied at any prefix of ααi, that
(b) along (22) each application of a rule of S0 at some δ ∈ N
∗ is followed
somewhere later by an application of an S−S0-rule of S at a prefix ǫ of δ, and that
(c) along the reduction subsequence
tν/β→
S
. . .→
S
tξ/β = 〈r1[e1, . . . , eκ]〉
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β = αγ
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βδ = ααi
Figure 1: Case 1.
of (21), S applies only rules of S0.
Then
tν/β = s[〈z1〉, . . . , 〈zk〉] (23)
for some k ≥ 1, s ∈ T¯Σ(Xk), and z1, . . . , zk ∈ D. By (23), (c) of the definition of ν,
and Lemma 4.11,
s[z1, . . . , zk] = r1[e1, . . . , eκ] . (24)
The word α is a prefix of β or β is a prefix of α. Hence we can distinguish two
cases.
Case 1 α is a prefix of β, see Figure 4. In this case,
β = αγ (25)
for some γ ∈ N∗, and hence tν/β is a subtree of tν/α. Now by (17), the definition
of ν, and (23),
s is a supertree of l/γ . (26)
Let ω be the pefix of ααi with length(ω) = length(ααi) − 1. Observe that C
applies a rule of S0 at the position ω along (19). Hence
s 6∈ X . (27)
We define δ ∈ N∗ be by the equation γδ = αi. Then
βδ = ααi , (28)
and by (a) of the definition of ν,
δ ∈ POS(s), δ ∈ POS(l/γ), and (l/γ)/δ = xi . (29)
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Figure 2: Case 2.
By (28) and by (a) of the definition of ν,
βδ ∈ POS(tν) .
By (20), (28), (a) of the definition of ν, and (23),
〈vi〉 = (tj/β)/δ = (tν/β)/δ = s[〈z1〉, . . . , 〈zk〉]/δ = 〈zµ〉 (30)
for some 1 ≤ µ ≤ k. As R is a GSM-TRS, by (26), (27), (29), (24), and Lemma
4.8, zµ ∈ sub(L ∪ E). By (30), vi = zµ. Thus vi ∈ sub(L ∪ E).
Case 2 β is a prefix of α, see Figure 5. In this case
α = βγ (31)
for some γ ∈ N∗, and hence tj/α is a subtree of tj/β. Now by (17), the definition
of ν, and (23),
s/γ is a supertree of l . (32)
Moreover, by (a) of the definition of ν,
αi ∈ POS(s/γ), l/αi ∈ X, and (s/γ)/αi ∈ X . (33)
Let ω be the pefix of ααi with length(ω) = length(ααi)−1. Observe that C applies
a rule of S0 at the position ω along (19). Hence
s/γ 6∈ X . (34)
By (31) and by (a) of the definition of ν,
βγαi = ααi ∈ POS(tν) . (35)
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Then by (20), (35), (a) of the definition of ν, and (23),
〈vi〉 = (tj/β)/γαi = (tν/β)/γαi = s[〈z1〉, . . . , 〈zk〉]/γαi = 〈zµ〉 (36)
for some 1 ≤ µ ≤ k. By (24),
(s/γ)[z1, . . . , zk] = s[z1, . . . , zk]/γ = r1[e1, . . . , eκ]/γ . (37)
As R is a GSM-TRS, by (32), (34), (33), (36), (37), and Lemma 4.8, zµ ∈ sub(L∪E).
By (36), vi = zµ. Thus vi ∈ sub(L ∪ E). ✷
Lemma 4.13 R∗(L) ⊆ L(C).
Proof. By (3), L ⊆ L(C0). As Si−1 ⊆ Si for i ≥ 1, we have L ⊆ L(Ci) for i ≥ 0.
Hence L ⊆ L(C). Thus it is sufficient to show that for each t ∈ L(C), if t→R t
′,
then t′ ∈ L(C). To this end, let us suppose that t→R t
′, applying the rule l → r in
R at α ∈ POS(t). Here l ∈ T¯Σ(Xn) for some n ≥ 0. Let α1, . . . , αn ∈ POS(l) be
such that
l/αi = xi for 1 ≤ i ≤ n .
Then
t = s[l[u1, . . . , un]] ,
where s ∈ T¯Σ(X1), α ∈ POS(s), s/α = x1, and u1, . . . , un ∈ TΣ. Moreover,
t′ = t[α← r[u1, . . . , un]] = s[r[u1, . . . , un]] .
As t ∈ L(C), there is a reduction sequence
t = t1→
S
t2→
S
t3→
S
. . .→
S
tm = b, (38)
where m ≥ 1, b ∈ A′, t1, . . . , tm ∈ TΣ∪B, and there are integers j, k with 1 ≤ j ≤
k ≤ m such that
(i) tj = s[l[〈v1〉, . . . , 〈vn〉]], where vi ∈ D and ui→
∗
S〈vi〉 for 1 ≤ i ≤ n,
(ii) tk = s[c0], for some c0 ∈ A, where l[〈v1〉, . . . , 〈vn〉]→
∗
S c0, and that
(iii) along the reduction subsequence tj→S tj+1→S . . .→S tk of (38), C does
not apply any rules at the positions αα1, . . . , ααn. By Lemma 4.12, v1, . . . , vn ∈
sub(L ∪ E). Hence by Condition (b) in the definition of Si, i ≥ 1, and by the
definition of C, the rule r[〈v1〉, . . . , 〈vn〉]→ c0 is in S. Thus we get
t′ = s[r[u1, . . . , un]]
∗
→
S
s[r[〈v1〉, . . . , 〈vn〉]]→
S
s[c0]
∗
→
S
b .
As b ∈ A′, we have t′ ∈ L(C). ✷
By Lemma 4.7 and Lemma 4.13, we get that R∗(L) = L(C).
✷
Lemma 3.2 and Theorem 4.1 imply the following result.
Theorem 4.14 There is a left-linear monadic TRS R over a ranked alphabet Σ
such that R is an EPRF-TRS and that R is not a PΣR-TRS.
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5 An Example
We illustrate the construction of Cj , j ≥ 0, appearing in the previous section by an
example. Let Σ = Σ0 ∪ Σ1 ∪ Σ3, Σ0 = { ♯ }, Σ1 = { f }, Σ3 = { g }. Let the TRS R
over Σ consist of the following two rules.
f(f(g(x1, ♯, ♯)))→ f(f(x1)) ,
g(x1, x2, ♯)→ f(g(x1, ♯, x1)) .
By direct inspection we obtain that R is a left-linear GSM-TRS. Here E = { ♯ }.
Let L = { g(♯, ♯, ♯) }. Then sub(L ∪ E) = { ♯, g(♯, ♯, ♯) }. It is not hard to see that
R∗(L) = { fn(g(♯, ♯, ♯)) | n ≥ 0 } ∪ { fn(♯) | n ≥ 2 } .
By direct inspection we obtain that the set of subterms of the right-hand sides of
the rules of R is
{ x1, f(x1), f(f(x1)), ♯, g(x1, ♯, x1), f(g(x1, ♯, x1)) } .
Then
D = { ♯, f(♯), g(♯, ♯, ♯), f(f(♯)), f(g(♯, ♯, ♯)), f(f(g(♯, ♯, ♯))), g(g(♯, ♯, ♯), ♯, g(♯, ♯, ♯)),
f(g(g(♯, ♯, ♯), ♯, g(♯, ♯, ♯))) } .
C0 = (Σ, B, S0, { 〈g(♯, ♯, ♯)〉 }), where
B = { 〈♯〉, 〈g(♯, ♯, ♯)〉, 〈f(♯)〉, 〈f(g(♯, ♯, ♯))〉, 〈f(f(♯))〉, 〈f(f(g(♯, ♯, ♯)))〉,
〈g(g(♯, ♯, ♯), ♯, g(♯, ♯, ♯))〉, 〈f(g(g(♯, ♯, ♯), ♯, g(♯, ♯, ♯)))〉 }.
Furthermore, S0 consists of the following eight rules.
♯→ 〈♯〉,
g(〈♯〉, 〈♯〉, 〈♯〉)→ 〈g(♯, ♯, ♯)〉,
f(〈♯〉)→ 〈f(♯)〉,
f(〈g(♯, ♯, ♯)〉)→ 〈f(g(♯, ♯, ♯))〉,
f(f〈(♯)〉)→ 〈f(f(♯))〉,
f(〈f(g(♯, ♯, ♯))〉)→ 〈f(f(g(♯, ♯, ♯)))〉,
g(〈g(♯, ♯, ♯)〉, 〈♯〉, 〈g(♯, ♯, ♯)〉)→ 〈g(g(♯, ♯, ♯), ♯, g(♯, ♯, ♯))〉,
f(〈g(g(♯, ♯, ♯), ♯, g(♯, ♯, ♯))〉)→ 〈f(g(g(♯, ♯, ♯), ♯, g(♯, ♯, ♯)))〉.
C1 = (Σ, B, S1, { 〈g(♯, ♯, ♯)〉) }, where S1 contains all rules of S0 and the following
rules.
〈f(f(♯))〉 → 〈f(f(g(♯, ♯, ♯)))〉,
〈f(g(♯, ♯, ♯))〉 → 〈g(♯, ♯, ♯)〉,
C2 = (Σ, B, S2, { 〈g(♯, ♯, ♯)〉 }), where S2 contains all rules of S1 and the following
two rules.
〈f(f(♯))〉 → 〈f(g(♯, ♯, ♯))〉,
〈f(f(♯))〉 → 〈g(♯, ♯, ♯)〉.
The bta C3 = (Σ, B, S3, { 〈g(♯, ♯, ♯)〉 }) is equal to C2. By direct inspection we
obtain that the states
〈f(f(g(♯, ♯, ♯)))〉, 〈g(g(♯, ♯, ♯), ♯, g(♯, ♯, ♯))〉,
〈f(g(g(♯, ♯, ♯), ♯, g(♯, ♯, ♯)))〉
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are superfluous as the final state 〈g(♯, ♯, ♯)〉 cannot be reached from any of them.
Hence we drop all of them and also omit all rules in which they appear. In this way
we obtain the bta B1 = (Σ, B1, Q1, { 〈g(♯, ♯, ♯)〉 }), where
B1 = { 〈♯〉, 〈g(♯, ♯, ♯)〉, 〈f(♯)〉, 〈f(g(♯, ♯, ♯))〉, 〈f(f(♯))〉 } and
Q1 consists of the following rules.
♯→ 〈♯〉,
g(〈♯〉, 〈♯〉, 〈♯〉)→ 〈g(♯, ♯, ♯)〉,
f(〈♯〉)→ 〈f(♯)〉,
f(f〈(♯)〉)→ 〈f(f(♯))〉,
〈f(g(♯, ♯, ♯))〉 → 〈g(♯, ♯, ♯)〉,
〈f(f(♯))〉 → 〈f(g(♯, ♯, ♯))〉,
〈f(f(♯))〉 → 〈g(♯, ♯, ♯)〉,
We obtain the bta B2 = (Σ, B2, Q2, 〈{ g(♯, ♯, ♯)〉 }) from B1 by eliminating the lambda
rules. Here B2 = B1 and Q2 consists of the following rules.
♯→ 〈♯〉,
g(〈♯〉, 〈♯〉, 〈♯〉)→ 〈g(♯, ♯, ♯)〉,
f(〈♯〉)→ 〈f(♯)〉,
f(〈f(♯)〉)→ 〈f(f(♯))〉.
f(〈f(♯))〉)→ 〈f(g(♯, ♯, ♯))〉,
f(f〈(♯)〉)→ 〈g(♯, ♯, ♯)〉,
f(〈g(♯, ♯, ♯)〉)→ 〈g(♯, ♯, ♯)〉.
By direct inspection we obtain that the states states 〈f(f(♯))〉 and 〈f(g(♯, ♯, ♯))〉
are superfluous as the final state 〈g(♯, ♯, ♯)〉 cannot be reached from any of them.
Hence we drop all of them and also omit all rules in which they appear.
In this way we obtain the bta B3 = (Σ, B3, Q3, { 〈g(♯, ♯, ♯)〉 }).
Here B3 = { 〈♯〉, 〈g(♯, ♯, ♯)〉, 〈f(♯)〉, } and
Q3 consists of the following five rules.
♯→ 〈♯〉,
g(〈♯〉, 〈♯〉, 〈♯〉)→ 〈g(♯, ♯, ♯)〉,
f(〈♯〉)→ 〈f(♯)〉,
f(〈f(♯)〉)→ 〈g(♯, ♯, ♯)〉,
f(〈g(♯, ♯, ♯)〉)→ 〈g(♯, ♯, ♯)〉.
Then L(C3) = L(B3). We obtain by direct inspection that L(B3) = R
∗(L).
6 PRF-TRSs
We show various decidability and undecidability results on PRF-TRSs and EPRF-
TRSs. We show that reachability, joinability, and local confluence are decidable for
EPRF-TRSs.
Theorem 6.1 There is a ranked alphabet Σ and there is a linear EPΣRF-TRS R
such that R is not a PRF-TRS.
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Proof. Let Σ = Σ1 ∪ Σ0, Σ1 = { f, g }, Σ0 = { ♯ }. Let R consist of the following
five rules.
f(g(x1)→ f(f(g(g(x1)))),
f(♯)→ ♯,
g(♯)→ ♯,
♯→ f(♯),
♯→ g(♯).
It should be clear that for each tree t ∈ TΣ, t→
∗
R ♯ and ♯→
∗
R t. Hence for each
nonempty tree language L ⊆ TΣ, R
∗(L) = TΣ. Thus R is an EPΣRF-TRS.
Let ∆ = Σ ∪ { h }, where h ∈ ∆1. Then R
∗({ f(g(h(♯))) }) = { fn(gn(h(t))) |
n ≥ 0, t ∈ TΣ } is not recognizable. ✷
Theorem 6.2 Let R be any TRS over sign(R), and let Σ = { f, ♯ } ∪ sign(R),
where f ∈ Σ2 − sign(R) and ♯ ∈ Σ0 − sign(R). Then R is a PΣRF-TRS if and
only if R is a PRF-TRS.
Proof. (⇐) Trivial.
(⇒) Let Γ be an arbitrary ranked alphabet with sign(R) ⊆ Γ. To each symbol
g ∈ Γk− sign(R), k ≥ 0, we assign a tree tg ∈ TΣ(Xk). To this end, we number the
symbols in Γ− sign(R) from 1 to |Γ− sign(R)|.
Then we define the nth right comb rightn for n ≥ 0, as follows.
(i) right0 = ♯,
(ii) for each n ≥ 0, rightn+1 = f(♯, rightn).
For the definition of the nth left comb leftn, see the proof of Statement 3.2. To
any symbol g ∈ Γk − sign(R), k ≥ 0, with number l, we assign the tree tg =
f(leftk, rightl).
Consider the TRS
S = { g(x1, . . . , xk)→ tg | k ≥ 0, g ∈ Γk − sign(R) } .
It should be clear that S is a convergent TRS. It is not hard to show the following
two statements.
Claim 6.3 For any r, s ∈ TΓ,
r→
R
s if and only if r↓S →
R
s↓S .
Claim 6.4 A tree language L over sign(R) is finite if and only if the tree language
S(L) over Σ finite. A tree language L over sign(R) is recognizable if and only if
the tree language S(L) over Σ recognizable.
Let L be any finite tree language over sign(R). By Claim 6.4, S(L) is a finite
tree language over Σ. By Claim 6.3, S(R∗sign(R)(L)) = R
∗
Σ(S(L)). By Claim 6.4,
R∗sign(R)(L) is recognizable if and only if R
∗
Σ(S(L)) is recognizable. Hence if R is
a PΣRF-TRS, then R is a PΓRF-TRS. As Γ is an arbitrary ranked alphabet with
sign(R) ⊆ Γ, R is a PRF-TRS.
✷
The proof of the following result is similar to the proof of Theorem 6.2.
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Theorem 6.5 Let R be a TRS over sign(R), and let Σ = { f, ♯ }∪ sign(R), where
f ∈ Σ2 − sign(R) and ♯ ∈ Σ0 − sign(R). R is an EPΣRF-TRS if and only if R is
an EPRF-TRS.
Consequence 6.6 Let R be a TRS over Σ such that there is a symbol f ∈ Σ2 −
sign(R) and there is a constant ♯ ∈ Σ0 − sign(R). Then R is a PRF-TRS if and
only if R R is a PΣRF-TRS. Moreover, R is an EPRF-TRS if and only if R is an
EPΣRF-TRS.
We now show that reachability is decidable for EPRF-TRSs.
Theorem 6.7 Let R be an EPRF-TRS over Σ and let p, q ∈ TΣ(X). Then it is
decidable whether p→∗R q.
Proof. Let m ≥ 0 be such that var(p) ⊆ Xm, var(q) ⊆ Xm. Let us introduce new
constant symbols Z = { z1, . . . , zm } with Z ∩ Σ = ∅. For each t ∈ TΣ(Xm), we
define tz ∈ TΣ∪Z as tz = t[z1, . . . , zm]. By direct inspection we obtain that for all
u, v ∈ TΣ(X),
u→
R
v if and only if uz→
R
vz ,
hence
u
∗
→
R
v if and only if uz
∗
→
R
vz .
Consider the singleton set { pz }. As R is an EPRF-TRS, R
∗
Σ∪Z({ pz }) is a recog-
nizable tree language over Σ ∪ Z, and we can construct a bta over Σ ∪ Z which
recognize R∗Σ∪Z({ pz }). Hence we can decide whether qz ∈ R
∗
Σ∪Z({ pz }), see [8].
Clearly, qz ∈ R
∗
Σ∪Z({ pz }) if and only if p→
∗
R q.
✷
We now show that joinability is decidable for EPRF-TRSs.
Theorem 6.8 Let R be an EPRF-TRS over Σ, and let p, q ∈ TΣ(X). Then it is
decidable whether there is a tree r ∈ TΣ(X) such that p→
∗
R r and q→
∗
R r.
Proof. For each t ∈ TΣ(Xm), we define tz ∈ TΣ∪Z as in the proof of Theorem 6.7.
Claim 6.9 For any p, q ∈ TΣ(X), there is a tree r ∈ TΣ(X) such that p→
∗
R r and
q→∗R r if and only if R
∗
Σ∪Z({ pz }) ∩ R
∗
Σ∪Z({ qz }) = ∅.
Proof. Assume that R∗Σ∪Z({ pz }) ∩ R
∗
Σ∪Z({ qz }) = ∅. Then there is a tree s ∈
R∗Σ∪Z({ pz }) ∩ R
∗
Σ∪Z({ qz }). We define r from s by replacing each occurrence of zi
by xi for 1 ≤ i ≤ m. Then p→
∗
R r and q→
∗
R r.
Assume that there is a tree rTΣ(X) such that p→
∗
R r and q→r. Hence rz ∈
R∗Σ∪Z({ pz }) and rz ∈ R
∗
Σ∪Z({ qz }). Thus R
∗
Σ∪Z({ pz }) ∩R
∗
Σ∪Z({ qz }) = ∅.
✷
As R is an EPRF-TRS, R∗Σ∪Z({ pz }) and R
∗
Σ∪Z({ qz }) are recognizable, and we
can construct two btas over Σ ∪ Z which recognize R∗Σ∪Z({ pz }) and R
∗
Σ∪Z({ qz }),
respectively. Hence we can decide whether R∗Σ∪Z({ pz }) ∩R
∗
Σ∪Z({ qz }) = ∅, see [8].
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By Claim 6.9, if R∗Σ∪Z({ pz })∩R
∗
Σ∪Z({ qz }) 6= ∅, then there is a tree r ∈ TΣ(X) such
that p→∗R r and q→
∗
R r. Otherwise, there is no tree r ∈ TΣ(X) such that p→
∗
R r
and q→∗R r.
✷
Theorem 6.10 Let R be a confluent EPRF-TRS over Σ, and let p, q ∈ TΣ(X).
Then it is decidable whether p↔∗R q.
Proof. p↔∗R q if and only if there is a tree r ∈ TΣ(X) such that p→
∗
R r and q→R r.
By Theorem 6.8, we can decide whether there is a tree r ∈ TΣ(X) such that p→
∗
R r
and q→∗R r.
✷
We now show that local confluence is decidable for EPRF-TRSs.
Theorem 6.11 Let R be an EPRF-TRS over Σ. Then it is decidable whether R
is locally confluent.
Proof. It is well known that R is locally confluent if and only if for every critical
pair (v1, v2) of R there exists a tree v ∈ TΣ(X) such that v1→
∗
R v and v2→
∗
R v, see
[1]. Furthermore, all critical pairs of R are variants of finitely many critical pairs of
R. Hence it is sufficient to inspect finitely many critical pairs. Thus the theorem
follows from Theorem 6.8. ✷
Theorem 6.12 Let R be an EPRF-TRS and S be a TRS over Σ. Then it is
decidable whether →∗S ⊆ →
∗
R.
Proof. Let m ≥ 0 be such that for all variables xi occurring on the left-hand side
of some rule in S, xi ∈ Xm, that is, i ≤ m. From now on, for each t ∈ TΣ(Xm), we
define tz ∈ TΣ∪Z as in the proof of Theorem 6.7.
Claim 6.13 →∗S ⊆ →
∗
R if and only if for each rule l → r in S, rz ∈ R
∗
Σ∪Z({ lz }).
Proof. (⇒) Let l → r be an arbitrary rule in S. Clearly, l→∗R r. Thus rz ∈
R∗Σ∪Z({ lz }).
(⇐) Let us suppose that t1, t2 ∈ TΣ(X), and that t1→S t2 applying the rule
l → r. As rz ∈ R
∗
Σ∪Z({ lz }), lz→
∗
R rz holds. Hence l→
∗
R r implying that t1→
∗
R t2
as well.
✷
Let l → r be an arbitrary rule in S. We can construct a bta over Σ∪Z recognizing
the singleton set { lz }. As R is an EPRF-TRS, R
∗
Σ∪Z({ lz }) is recognizable, and
we can construct a bta over Σ ∪ Z recognizing R∗Σ∪Z({ lz }). Hence we can decide
whether rz ∈ R
∗
Σ∪Z({ lz }). Thus by Claim 6.13, we can decide whether →
∗
S ⊆ →
∗
R.
✷
24
Consequence 6.14 Let R and S be EPRF-TRS over Σ. Then it is decidable which
one of the following four mutually excluding conditions holds.
(i) →∗R ⊂ →
∗
S,
(ii) →∗S ⊂ →
∗
R,
(iii) →∗R =→
∗
S,
(iv) →∗R ✶→
∗
S,
where “✶ ” stands for the incomparability relationship.
Observation 6.15 If one omits a rule from a left-linear GSM-TRS, then the re-
sulting rewrite system still remains a left-linear GSM-TRS.
One can easily show the following result applying Theorem 4.1, Consequence
6.14, and Observation 6.15.
Consequence 6.16 For a left-linear GSM-TRS R, it is decidable whether R is
left-to-right minimal.
Consequence 6.14 also implies the following.
Consequence 6.17 Let R and S be TRSs over Σ such that R ∪R−1 and S ∪ S−1
are EPRF-TRSs. Then it is decidable which one of the following four mutually
excluding conditions holds.
(i) ↔∗R ⊂ ↔
∗
S,
(ii) ↔∗S ⊂ ↔
∗
R,
(iii) ↔∗R =↔
∗
S,
(iv) ↔∗R ✶↔
∗
S.
Theorem 6.18 Let R be an EPRF-TRS and S be a TRS over a ranked alphabet
Σ. Let g ∈ Σ− (sign(R)∪Σ0). Let ♯ ∈ Σ0 be irreducible for R. Then it is decidable
whether →∗S ∩(TΣ × TΣ) ⊆ →
∗
R ∩(TΣ × TΣ).
Proof. We assume that g ∈ Σ1. One can easily modify the proof of this case when
proving the more general case g ∈ Σk, k ≥ 1. For each t ∈ TΣ(X), we define tg ∈ TΣ
from t by substituting gi(♯) for all occurrences of the variable xi for i ≥ 1.
Claim 6.19 →∗S ∩(TΣ × TΣ) ⊆ →
∗
R ∩(TΣ × TΣ) if and only if for each rule l → r
in S, rg ∈ R
∗
1({ lg }).
Proof. (⇒) Let l → r be an arbitrary rule in S. Clearly, lg→S rg. Thus by our
assumption lg→
∗
R rg.
(⇐) Let us suppose that t1, t2 ∈ TΣ, and that t1→S t2 applying the rule l → r.
As rg ∈ R
∗
1({ lg }), lg→
∗
R rg holds. Hence l→
∗
R r implying that t1→
∗
R t2 as well. ✷
For each rule l → r in S, the tree language { lg } is recognizable, and we can
construct a bta over Σ recognizing { lg }. As R is an EPRF-TRS, R
∗({ lg }) is also
recognizable, and we can construct a bta over Σ recognizing R∗({ lg }). Hence for
each rule l → r in S, we can decide whether or not rg ∈ R
∗({ lg }). Thus by Claim
6.19, we can decide whether →∗S ∩(TΣ × TΣ) ⊆ →
∗
R ∩(TΣ × TΣ). ✷
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Consequence 6.20 Let R and S be EPRF-TRSs over Σ. Moreover, let g1, g2 ∈
Σ−Σ0 be such that for each i ∈ { 1, 2 }, gi does not occur on the left-hand side of any
rule in Ri. Let ♯1, ♯2 ∈ Σ0 be such that for each i ∈ { 1, 2 }, ♯i is irreducible for Ri.
Then it is decidable which one of the following four mutually excluding conditions
holds.
(i) →∗R ∩(TΣ × TΣ) ⊂ →
∗
S ∩(TΣ × TΣ),
(ii) →∗S ∩(TΣ × TΣ) ⊂ →
∗
R ∩(TΣ × TΣ),
(iii) →∗R ∩(TΣ × TΣ) =→
∗
S ∩(TΣ × TΣ),
(iv) →∗R ∩(TΣ × TΣ) ✶→
∗
S ∩(TΣ × TΣ).
One can easily show the following result applying Theorem 4.1, Observation
6.15, and Consequence 6.20.
Consequence 6.21 Let R be a left-linear GSM-TRS over Σ. Moreover, let g ∈
Σ − Σ0 such that g does not occur on the left-hand side of any rule in R, and let
♯ ∈ Σ0 be irreducible for R. Then it is decidable whether R is left-to-right ground
minimal.
By Statement 3.13 and Theorem 4.1 we have the following.
Theorem 6.22 Each of the following questions is undecidable for any convergent
left-linear EPR-TRSs R and S over a ranked alphabet Ω, for any recognizable tree
language L ⊆ TΩ given by a tree automaton over Ω recognizing L, where Γ ⊆ Ω is
the smallest ranked alphabet for which R(L) ⊆ TΓ.
(i) Is R(L) ∩ S(L) empty?
(ii) Is R(L) ∩ S(L) infinite?
(iii) Is R(L) ∩ S(L) recognizable?
(iv) Is TΓ − R(L) empty?
(v) Is TΓ − R(L) infinite?
(vi) Is TΓ − R(L) recognizable?
(vii) Is R(L) recognizable?
(viii) Is R(L) = S(L)?
(ix) Is R(L) ⊆ S(L)?
Lemma 6.23 Let R and S be linear collapse-free rewrite systems over the disjoint
ranked alphabets Σ and ∆, respectively. Let Γ be a ranked alphabet with Σ∪∆ ⊆ Γ.
Consider R and S as rewrite systems over Γ. Then
(i) →S ◦→R ⊆ →R ∪(→R ◦→S), and
(ii) →∗R∪S =→
∗
R ◦→
∗
S.
Proof. The proof of (i) is straightforward. Condition (ii) is a simple consequence
of (i). ✷
Theorem 6.24 Let R be a linear collapse-free EPRF-TRS and S be a linear collapse-
free EPR-TRS over the disjoint ranked alphabets sign(R) and sign(S), respectively.
Then R⊕ S is a linear collapse-free EPR-TRS.
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Proof. Apparently, R⊕S is a linear collapse-free TRS. Let L be a recognizable tree
language over some ranked alphabet Γ, where sign(R) ∪ sign(S) ⊆ Γ. By Lemma
6.23, (R ⊕ S)∗Γ(L) = S
∗
Γ(R
∗
Γ(L)). As R is an EPRF-TRS, R
∗
Γ(L) is recognizable.
Moreover, since S preserves recognizability, S∗Γ(R
∗
Γ(L)) is also recognizable. ✷
The proof of the following result is similar to the proof of Theorem 6.24.
Theorem 6.25 Let R be a linear collapse-free PRF-TRS and S be a linear collapse-
free PR-TRS over the disjoint ranked alphabets Σ and ∆, respectively. Then R⊕S
is a PR-TRS.
Theorem 6.26 Let R and S be TRSs over the disjoint ranked alphabets Σ and ∆,
respectively, such that any left-hand side in R⊕ S differs from a variable. If R⊕ S
is an EPRF-TRS, then R and S are also EPRF-TRSs.
Proof. Let L be a finite recognizable tree language over some ranked alphabet
Γ, where Σ ⊆ Γ. It is sufficient to show that R∗Γ(L) is recognizable. Without
loss of generality we may rename the symbols of Γ such that Γ ∩ ∆ = ∅. Thus
R∗Γ(L) = (R ⊕ S)
∗
Γ∪∆(L). Since Σ ∪ ∆ ⊆ Γ ∪ ∆ and R ⊕ S is an EPRF-TRS, we
get that R∗Γ(L) is recognizable and we can effectively construct a bta recognizing
R∗Γ(L). ✷
7 Conclusion and Open Problems
We showed that each left-linear GSM-TRS is an EPRF-TRS. We showed that reach-
ability, joinability, and local confluence are decidable for EPRF-TRSs. We showed
that the following problem is undecidable:
Instance: A murg TRS R over a ranked alphabet Σ.
Question: Is R a PΣRF-TRS?
Our results give rise to several open problems.
• Generalize the notion of a left-linear GSM-TRS such that the obtained TRS
is still an EPRF-TRS.
• Show the following conjecture. Let R be a right-linear TRS over sign(R), and
let Σ = { g, ♯ } ∪ sign(R), where g ∈ Σ1 − sign(R) and ♯ ∈ Σ0 − sign(R). Then
R is an EPΣRF-TRS if and only if R is an EPRF-TRS. Show the corresponding
conjectures when R is left-linear or R is linear.
• Show that a string rewrite system R over the alphabet alph(R) of R pre-
serves alph(R)-recognizability of finite string languages if and only if R preserves
recognizability of finite string languages. Show that it is not decidable for a string
rewrite system R whether R preserves alph(R)-recognizability of finite string lan-
guages, and whether R preserves recognizability of finite string languages. Hence it
is not decidable for a linear TRS R whether R is a PΣRF-TRS and whether R is a
PRF-TRS.
• Show that the property preserving recognizability of finite tree languages and
the property effectively preserving recognizability of finite tree languages are mod-
ular for the class of all left-linear collapse-free TRSs, for the class of all right-linear
27
collapse-free TRSs, for the class of all linear collapse-free TRSs, and for the class of
all collapse-free TRSs.
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