The signal to interference plus noise ratio (SINR) performance of SAR imagery knowledge-aided (KA) airborne moving target indicator (AMTI) radar subjected to severely taxing environmental disturbances is investigated for radar-blind and radar-seeing highly compressed SAR imagery. Radar-seeing schemes are found to greatly outperform radar-blind techniques.
INTRODUCTION
A real-world problem whose high performance is attributed to its use of an intelligent system (IS) is knowledge-aided (KA) airborne moving target indicator (AMTI) radar such as found in DARPA's knowledge aided sensory signal processing expert reasoning (KASSPER) [1]- [2] . The IS's intelligence, or prior knowledge, is clutter synthetic aperture radar (SAR) imagery and its intelligence processor (IP), or on-line computer, is the associated clutter covariance processor. Unfortunately, however, the excellent signal to interference plus noise ratio (SINR) radar performance achieved directly depends on satisfying prohibitively expensive storage and computational requirements. In this paper the former 'storage' problem is addressed using two general source coding approaches.
The area of source coding has a prominent recent history and has been one of the enabling technologies for what is known today as the information revolution. Examples of well established source coding schemes that have been offered in the past are lossless schemes such as Huffman Coding and Arithmetic Coding and lossy schemes such as JPEG, wavelets based JPEG2000, predictive-transform (PT) source coding, etc. [3] - [6] . In this paper two 'lossy' source-coding techniques are investigated for the inexpensive storage of SAR imagery. One of them is radar-blind since it is oblivious to the antenna pattern and range bin geometry (APRBG). It also uses PT source coding embedded in a novel simple and fast bit planes methodology which is shown in [6] to significantly outperform JPEG2000 in terms of 'local' signal to noise ratio (SNR) as well as 'global' SINR radar performance. An obvious advantage of a radar-blind approach is that it is universal due to its radar system independence. The second method is a radar-seeing one where the compression of the SAR image is achieved with knowledge of the APRBG. Of these two approaches only the radar-seeing one is found to yield outstanding SINR radar performance with high compression ratios. The SAR image used to obtain our results was that of the Mojave Airport in California which was compressed from 2MB to 512 bytes. For this compression ratio of 8, 192 an average of average SINR error (AASE) of less than 1 dB for 64 range bins of the SAR image was derived.
In another paper [7] the simple and universal PT radar-blind technique is brought back to life when it is combined with an exceeding fast and novel intelligence processor that replaces the straight intelligence processor simulated in this paper. The rest of this paper is organized as follows: In Section 2 the intelligent systems problem arising in KA-AMTI radar is stated. In Section 3 radar-blind and radar-seeing SAR compression schemes are advanced. Finally in Section 4 conclusions are drawn.
THE KA-AMTI RADAR PROBLEM
In Fig. 1 an overview of a radar system is shown. It consists of two major structures. These are: 1) An iso-range ring, or range bin, for a uniform linear array (ULA) in uniform constant-velocity motion relative to the ground: only the front of the iso-range ring is shown corresponding to angle displacements from -90 o to 90 o relative to the antenna array boresight; and 2) An AMTI radar composed of an antenna, a space-time processor (STP) and a detection device. In KA-AMTI clutter returns are available in the form of SAR imagery that is obtained from a prior viewing of the area of interest. From this figure it is also noticed that the range bin is decomposed into N C clutter cells. N C is often assumed to be greater than or equal to the degrees of freedom of the system NM [8] - [9] where N is the number of antenna elements and M is the number of transmitted antenna pulses during a coherent pulse interval (CPI). In the simulations it will be assumed N=16, M=16 and N C = 256, see Table 1a -b which is located close to the end of the paper.
The general architecture of the STP is shown in Fig. 2 . From this system it is first noted that its input consists of the addition of two signals. They are: 1) the signal s representing the steering vector of the target; 2) the signal x representing all system disturbances, which include the incident clutter, jammer, channel mismatch (CM), internal clutter motion (ICM), range walk (RW), antenna array misalignment (AAM), and thermal white noise (WN). Both of these signals are NM dimensional and complex and their space-time geometrical associations can be readily seen from Fig. 3 . The salient characteristics of the signals and systems shown if Fig. 2 is next described in some detail. The discussion is structured as follows: first, the definition of the target steering vector s is given; second, the SINR radar performance criterion that is linked to the overall STP structure of Fig. 2 is stated; third the total disturbance covariance matrix appearing on the SINR criterion is defined using the covariance matrix tapers (CMTs) methodology of [9] ; and fourth, the optimum direct inverse (DI) solution to the SINR criterion is given and the sample matrix inverse (SMI) is advanced as the not KA algorithm to use when determining the prerequisite disturbance covariance matrix. The section ends with SMI simulation results that motivate the need for KA algorithms. 
Target Steering Vector
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where: a) θ t is the angle of attack (AoA) of the target with respect to boresight (in the simulations this angle is 0 o , see Table 1c ); b) d is the antenna inter-element spacing; c) λ is the operating wavelength (in the simulations d/λ = ½, see Table 1a ); d) t θ is the normalized θ t ; e) T r is the pulse repetition interval (PRI); f) f r is the pulse repetition frequency (PRF) (in the simulations f r = 10 3 Hz, see 
Radar Performance Criterion
The input of the STP, x+s, is multiplied by the complex transposition of a NM x 1 dimensional weight vector w to yield a scalar but complex output y = w H (x+s). The assigned task to the weight vector w is to produce a ratio of the power of the signal term w R to back clutter; R C to total clutter; R J to jammer; R RW to range walk; R ICM to internal clutter motion ; and R CM to channel mismatch. In [9] the covariances R RW , R ICM and R CM are referred as CMTs. The composite covariances in (2.10)-(2.11) are now defined in detail.
Thermal White Noise
The thermal white noise covariance n R is defined as
where 2 n σ is the average power of thermal white noise (assumed one in our simulations, see Table 1d ) and I NM is an identity matrix of dimension NM by NM.
Front Clutter
The front clutter covariance f c R is defined as θ ; and k) β is the ratio of the distance traversed by the radar platform during the PRI, v p T r , to the half antenna inter-element distance, d/2 (β is assumed to be one in our simulations, see Table 1b ).
Back Clutter
The 
where: a) the index i now refers to the i-th clutter cell on the back side of the iso-range ring, not shown in Fig. 1 
Jammer
The jammers covariance J R is given by 
where: a) the index i refers to the i-th jammer on the range bin; b) N J is the total number of jammers (assumed three in our simulations, see Table 1e 
(2.42) where: a) c is the velocity of light; b) B is the bandwidth of the compressed pulse; c) ∆R is the range-bin radial width; d) ∆θ is the mainbeam width; e) A is the area of coverage on the range bin associated with ∆θ at the beginning of the range walk; f) ∆A is the remnants of area A after the range bin migrates during a CPI; and g) ρ is the fractional part of A that remains after the range walk (in the simulations ρ=0.999999, see Table 1f ) .
Internal Clutter Motion
The internal clutter motion or ICM CMT [9] , ICM R , is given by where: a) f c is the carrier frequency in megahertz; b) ω is the wind speed in miles per hour; c) r is the ratio between the dc and ac terms of the clutter Doppler power spectral density; d) b is a shape factor that has been tabulated; and e) c is the speed of light. In the simulations f c = 1,000 MHz, ω = 15 mph and b = 5.7, see Table 1a ,g.
Channel Mismatch
The total channel mismatch or CM CMT, CM R , is given by
where NB R , FB R and AD R are composite CMTs [9] that are defined next:
Angle Independent Narrowband

NB
R is an angle-independent narrowband or NB channel mismatch CMT [9] given by o root mean square (rms), see Table 1h .
Finite Bandwidth
FB
R is a finite (nonzero) bandwidth or FB channel mismatch CMT [9] given by Table 1i (notice that these values in conjunction with the correct equations (2.54)-(2.55) yield approximately the same results as those reported in [9] when the aforementioned incorrect equations were simulated with ε ∆ = 0.01 and φ ∆ = 1).
Angle Dependent
AD
R is a reasonably approximate angle-independent CMT for angle-dependent or AD channel mismatch [9] given by Table 1j .
Optimum Direct Inverse
The w that maximizes the SINR expression (2.9) is given by the following expression [8] - [9] w = R -1 s. (2.60) Two general approaches can be used to derive R. They are:
1) The first approach is not knowledge-aided and is given by the SMI expression [8] - [9] Table 1k .
2) The second approach is KA and assumes knowledge of all the covariances associated with the total disturbance covariance R, see (2.10)-(2.11).
Sample Matrix Inverse Simulation Results
In Figs Table 1 . It should be emphasized that these values are typical real-world radar system parameters that were used in [9] to illustrate some of the STAP techniques discussed there. The results presented in Figs. 7 and 8 are now discussed since they motivate the study of the KA techniques of Section 3. , all angles measured from boresight). Furthermore, on the average power axis the corresponding CNR value of 59 dB is marked and on the cell position axis the range bin centroid (see [7] for its definition) value of 104.1 which is noted to reside 24.4 range bin cells away (-17.1 o ) from the assumed target location of 128.5 or 0 o . In Fig. 7b the optimum and SMI SINR plots are displayed versus normalized Doppler. In particular, for the SMI SINR plot the average SINR error of 8.74 dBs and the maximum SINR error of 13.82 dBs are noted. In Fig. 7c the SMI adapted pattern is given in dBs along the front clutter ridge which is defined as follows In Fig. 9 the SMI-AASE is plotted as a function of the ratio of SMI samples, Lsmi, over the number of STAP degrees of freedom NM. From this figure it is noted that this ratio must be equal to 20 (corresponding to 5,120 SMI samples), to achieve an AASE value of 3 dB which is, at least, a factor of 10 larger than that required if the SAR Proc. of SPIE Vol. 6229 62290J-10 A image had been of a homogeneous terrain [2] . Clearly from this figure it is concluded that the derived SINR radar performance is not satisfactory for the SMI algorithm. These undesirable results have motivated researchers to look for better solutions using KA techniques [1]- [2] . In the next section two lossy source-coding techniques are offered that attempt to address the memory capacity problem associated with KA techniques.
RADAR BLIND & RADAR SEEING SOURCE CODERS
As mentioned earlier KA designs are motivated by the need to derive a superior SINR radar performance [1]- [2] . Unfortunately, however, to achieve this objective it is necessary that a high premium be paid in terms of memory storage and processing delay. In this section, two lossy source coding schemes are given that will attempt to address the memory storage requirements of KA-AMTI radar.
The rest of this section is organized as follows: First, a general description for an intelligent system is given using the front clutter covariance processor of a KA-AMTI radar as illustration; Second, a straightforward PT radarblind SAR imagery compressor/decompressor is advanced that is highly appealing since it can be used with any radar system and outperforms the wavelets based JPEG2000 standard by more than 5 dBs [6] ; Third and last, a PT radarseeing SAR imagery compressor/decompressor is advanced that compresses the SAR imagery by a factor of 8,192 and also highly outperforms a JPEG2000 radar-seeing version.
Intelligent System Architecture
The general description for the intelligent system of Fig. 2 is given in Fig. 10 . Its first salient feature is the intelligence section or signal source where the clutter is stored. The second part is the intelligence processor or signal processor. This processor uses the stored clutter, APRBG, and clutter steering vectors to compute the front clutter covariance matrix of (2.13). Although this system results in optimum SINR radar performance, it is highly inefficient in terms of both its memory storage and on-line computing hardware requirements. The intelligence processor for our KA-AMTI radar application is a straight clutter covariance processor defined from expression (2.13)-(2.14). The external input for these expressions is the front clutter source cell power 2 ,i c f σ and its output is the front clutter covariance f c R .
A Radar-Blind Intelligence Source Coder
In Fig. 11 the basic structure of a radar-blind (RB) intelligence source coder is depicted. It consists of a memory device containing the compressed clutter where the antenna pattern and range bin geometry was not used when designing the coder. The obvious advantage of a radar-blind scheme is that the compressed clutter can be used with any kind of airborne radar. A clutter decompressor is also necessary in order to derive an estimate for the clutter source cell power for use by the covariance processor. Fig. 12 a 512 bytes radar-blind PT decompressed SAR image is shown where the technical details of this PT compression technique are given in [6] . It is noted that the amount of compression is very significant, i.e., a factor of 8, 192 , since the original SAR image was compressed from 4 MB to 512 bytes. In [6] it is shown that this PT technique outperforms in signal to noise ratio (SNR) wavelets based JPEG2000 by more than 5 dBs. In Fig. 13 Table 1 with the exception of the three jammers). An inspection of Figs. 13 reveals an AASE value of 5.8 dBs which is unsatisfactory for a KA type technique [1]- [2] . As mentioned earlier, in [7] this radar-blind technique is brought back to life when the covariance processor of expressions (2.13)-(2.14) are replaced with a new type of covariance processor, a type that is derived using a novel processor coding methodology, which is the time compression dual of space compression source coding. A radar-seeing technique is next considered that yields significantly better results than that derived with the radar-blind technique but that requires knowledge of the antenna pattern and range bin geometry or APRBG.
Next in
A Radar-Seeing Intelligence Source Coder
In Fig. 14 the basic structure of a radar-seeing (RS) intelligence source coder is presented where the coder has access to the APRBG. The scheme requires that minimum and maximum CNR values be found for our SAR image when processed in any direction; in the simulations 41 and 75 dBs were used for these values, respectively, which are also noted to be in accord with the CNR plot of Fig. 6 . Using these extreme CNR values, the front clutter source cell power 2 ,i c f σ was power limited to resides between 0.0077 and 7.7 which correspond to the minimum and maximum CNR values of 41 and 75 dBs, respectively, as well as the assumed front global antenna gain given in Table 1 . The resultant power limited SAR image was then compressed using some standard compression scheme which in our case will be the PT source-coding scheme presented in [6] . In Fig. 15 a 512 bytes radar-seeing PT decompressed SAR image is shown for a compression ratio of 8, 192 . In Fig. 16 the corresponding average SINR error is given for the 64 range-bins of Fig. 5 . Note that this figure is characterized by a very small AASE value of approximately 0.7 dBs. A comparison of Fig. 13 and Fig. 16 reveals that the radar-seeing scheme achieves much better SINR radar performance for the same amount of compression. However, it should be kept in mind, that this improvement is achieved at the expense of the prerequisite prior knowledge of the APRBG. 
CONCLUSIONS
In this paper it has been found that 2-D SAR imagery profiles can be highly compressed using radar-seeing compression techniques which can then be used in KA-AMTI radar systems subjected to severely taxing environmental disturbances.
Among the many problems that remain to be studied and some of which are treated in [7] is the investigation of 3-D effects. The compressed SAR image that has been tested in this paper consists only of 2-D profiles which can be quite aspect dependent. Clearly when encountering mountains or cliffs, shadows will be created from certain vantage points as well as bright scattering points from other directions. Since these effects are angle-dependent their knowledge can be used to improve KA-AMTI radar system performance. The extension of the present approach to this more advanced 3-D scenario must be pursued.
