Abstract. This paper presents a study on the recognition of the visual focus of attention (VFOA) of meeting participants based on their head pose. Contrarily to previous studies on the topic, in our set-up, the potential VFOA of people is not restricted to other meeting participants only, but includes environmental targets (table, slide screen). This has two consequences. Firstly, this increases the number of possible ambiguities in identifying the VFOA from the head pose. Secondly, due to our particular set-up, the identification of the VFOA from head pose can not rely on an incomplete representation of the pose (the pan), but requests the knowledge of the full head pointing information (pan and tilt). In this paper, using a corpus of 8 meetings of 8 minutes on average, featuring 4 persons involved in the discussion of statements projected on a slide screen, we analyze the above issues by evaluating, through numerical performance measures, the recognition of the VFOA from head pose information obtained either using a magnetic sensor device (the ground truth) or a vision based tracking system (head pose estimates). The results clearly show that in complex but realistic situations, it is quite optimistic to believe that the recognition of the VFOA can solely be based on the head pose, as some previous studies had suggested.
Introduction
An important aspect of human being daily life, as social being, is interaction with other humans. A topic of intense study in psychology is the ways these interactions happen in groups such as families or work teams [10] . Human interactions happen through speech or non verbal cues. One one hand, the use of verbal cues in groups is rather well defined because it is tightly connected to to the taught explicit rules of language (grammar, dialog acts). On the other hand, the usage of the non verbal cues is usually more implicit, which does not prevent it from following rules and exhibiting specific patterns in conversations. A person rising hand during a speech often means that he/she is requesting a speaking turn. In a face to face conversation a listener's head nod or shake can be interpreted as agreement or disagreement [6] . Besides hand and head gestures, the visual attention of people, as defined by the eye gaze, is another important cue of non verbal communication which contains information about the course of an interaction. For instance, gaze is often used as a mean to regulate the dialog. A speaker's gaze can be interpreted as a request of back-channels from an audience. Also, a listener can use his gaze to find good time window to request for speaking turns [4, 11] . Furthermore, studies have shown that a person's visual attention was influenced by the visual attention state of other people [7] . Thus, in brief, recognizing the visual attention pattern of group of people can reveal an important amount of information about the social nature of the occuring interactions and help us to better understand them. Due to its importance, after psychologists, computer vision researchers are currently investigating the identification and role of the gaze in social interaction in situations such as meetings in smarts rooms, making use of all the multi-modal abilities of such environments [17, 18] .
As part of our effort to study human interaction, the goal of this paper is to analyze the correspondence between the head pose and the eye gaze of people. In other words we want to evaluate how well we can infer the visual focus of attention (VFOA) solely from the head pose. This study, conducted in the context of a smart meeting room environment, complements previous research in this domain. First our study generalizes to more complex situations similar works that have already been conducted in [12, 17] . Contrarily to these previous works, the scenario we consider involves people looking at slides or writing on the table. As a consequence, in our set-up, people have more potential visual focus of attention (6 instead of 3 in [12, 17] ). Also, due to the physical spatial configuration of the VFOA targets, the identification of the VFOA can only be done using complete head pose representation (pan and tilt), instead of just the head pan as done previously. Finally, in our set-up, there were ambiguities between VFOA depending on people's sitting location in the room while in the previous work there were not. Thus our study reflects more complex, but realistic, meeting room situations in which people don't just focus their attention on the other people but also on other targets such as the table, the white board, the slide screen, or even sometimes are not focused on any predefined object.
In this paper, we propose to analyze the recognition of the VFOA of people from their head pose. In our experiments, the head poses are either obtain using a magnetic sensor (the ground truth) or a computer vision based probabilistic tracker, allowing to evaluate the degradation in VFOA recognition when going from true values to estimated ones. VFOA are then recognized using either the Maximum A Posteriori principle or an Hidden Markov Models (HMM) modeling, where in both cases the VFOAs are represented using Gaussian distributions. Our early experimental results, based on VFOA frame and event performance measures, show that in the case of more complex environments, previous work results were probably optimistic in concluding that it was possible to infer the VFOA from head pose alone, or, to a lower extent, to use tracking estimates instead of ground-truth head pose measurements.
The remaining of this paper is organized as follows. Section 2 discusses works related to ours. Section 3 indicates the way we obtain head pose measures using either a magnetic field location tracker, or using our probabilistic method for joint head tracking and pose estimation, and compares numerically the latter approaches with the former (ground truth) one. Section 4 describes the considered models for recognizing the VFOA from head pose. In Section 5, we give experimental results and Section 6 concludes the paper. 
Related Work
The estimation of the VFOA of a person from visual input has been studied in the past using different approaches. For instance, in applications studying the visual exploration of images by people, wearable eye gaze trackers are often used. Wearable sensor for eye gaze tracking are infrared based systems. An infrared light is shined on the subject whose gaze is tracked, which creates a red eye effect. The difference of reflexion between the cornea and the pupil is then exploited to determine the gaze direction. As an example, [13] studied people's attentions and reactions to advertisement exposure using such technology, to understand where advertiser should put important information to capture clients' attention. However, besides the concerns over the safety of long exposure to infrared lights, wearable sensor can be used only in controlled experimental situations. In other situations, non invasive procedures to estimate the eye gaze are required. This is the case for instance of systems which aim at automatically detecting driver (loss of) attention. In such cases, computer vision technics can be used, given the availability of high resolution images, to estimate the gaze direction of a driver. In a representative example, [15] , motion and skin color distribution are used to track facial features and from the eye balls location reconstruct the gaze direction. In the human computer interaction domain, [9] , a similar approach has been used to estimate the gaze location of a worker siting in front of his computer in an office environment.
Although eye gaze tracking with computer vision technics is less invasive than eye gaze tracking with a wearable sensor, it is still relatively constraining, as the subject usually has to remain close to the camera because tracking eye features requires high resolution images. Thus, some people proposed to estimate the VFOA from head pose instead of eye gaze. As a good example, [17] showed that, in a 4 people meeting configuration, the hypothesis that the head is approximately oriented in the same direction as the gaze is a reasonable assumption. In this work, however, there was no ambiguity between the head poses which were defining people's different VFOA, because of their specific meeting physical set-up (four participants evenly space around a round table). Also, the head poses were assimilated to the head azimuth (head pan) only. Following [17] , other researchers used the same assumption regarding head pose and eye gaze to model the VFOA of people. For instance, in a very interesting work, [12] makes use of both people's utterance information and head azimuth angle, obtained from a magnetic field head orientation sensor, to infer conversational models in a 4 persons conversation. In [3] , the head pose was exploited to model visual attention in office from which workers social geometry was defined, where the social geometry defines when people are available or not for communication.
Head Pose Tracking
For our study we used a database comprising 8 meetings of 4 people (duration of meetings ranged from 7 to 14 minutes), recorded in IDIAP's smart meeting room. The scenario of the meeting was to discuss statements displayed on the projection screen. A sample image of the data is shown in Figure 1 . Due to technological constraints 1 , we were able to capture the head ground truth of only two participants (the left and right person in Fig. 1 ), using 3D magnetic sensors attached to the head. The head pose is defined as an instance of head rotation with respect to a reference configuration. In general, head poses are represented by three Euler angles (α, β, γ) which parameterize the decomposition of the rotation matrix of the head configuration with respect to the camera frame. Among the possible decompositions, we have selected the one whose rotation axes are rigidly attached to the head. With this choice, we have: α denotes the pan angle, a left/right head rotation; β denotes the tilt angle, an up/down head rotation; and finally, γ, the roll, represents a left/right "head on shoulder" head rotation (see Figure 2 ). In the following we describe the two alternative techniques that we used to extract the head pose information. The first one consisted of using orientation sensors, and the obtained head poses defined the ground truth values. The second approach provides head pose estimates based on a computer vision probabilistic tracking algorithm.
Head Pose Ground Truth from Magnetic Sensors
The head pose ground truth was obtained using a 3D location and orientation magnetic sensor called flock of bird (FOB) [19] . The coordinate frame of this sensor was calibrated with respect to the camera frame. In each recording, the time delay between the FOB and the video was set by detecting the occurrence of the same events (peak oscillations) in both modalities.
Probabilistic Method for Head Pose Tracking
In this subsection, we summarize the Bayesian probabilistic approach described in [1] and which was used to track the head pose. The probabilistic framework for tracking is well known. Denoting by X t the hidden state representing the object configuration at time t and by Y t an observation extracted from the image, the objective is to estimate the filtering distribution p(X t |Y 1:t ) of X t given all the observations Y 1:t . In non-Gaussian and non linear cases, this can be done recursively using sampling approaches, also known as particle filters. The idea behind particle filter consist in representing the filtering distribution using a set of weighted samples {X n t , w n t , n = 1, ..., N s } and updating this representation when new data arrive. Given the particle set of the previous time step, {X n t−1 , w n t−1 , n = 1, ..., N s }, configurations of the current step are drawn from a proposal distribution X t ∼ n w n t−1 p(X|X t−1 ). The weights are then computed as w t ∝ p(Y t |X t ). Four elements are important in defining a particle filter: i) a state model defining the object we are interested in ii) dynamical model governing the temporal evolution of the state p(X t |X t−1 ) iii) a likelihood model measuring the adequacy of data given the proposed configuration of the tracked object and iv) a sampling mechanism which have to propose new configurations in high likelihood regions of the state space. These elements along with our model are described in the next paragraphs. State Space: The state space contains both continuous and discrete variables. More precisely, the state is defined as X = (S, θ, l) where S represent the head location and size, θ represents the head in-plane rotation. Both S and θ parameterize a transform T S,θ defining the head spatial configuration. The variable l label an element of the discretized set of possible head poses. Dynamical Model: The dynamical model governing the temporal evolution of the state is defined as
The dynamical model of the head in plane rotation variable θ t and the discrete head pose variable l t are learned using the head pose GT training data. While the head location and size variable dynamics is modelled as a second order auto-regressive process. 
where for each head pose variable l, the parameters of the texture likelihood p text and the color likelihood p col were learned from the Prima-Pointing database [5] containing head image appearances of the pose l. For a given hypothesized configuration X, the parameters (S, θ) allow to extract an image patch, on which the features are computed, while the examplar index l allows to select the appropriate appearence model. Sampling Method: In this work, we use Rao-Blackwellization which consist in applying the standard PF algorithm over the tracking variables S and γ while applying an exact filtering step over the exemplar variable l. The method theoretically results in a reduced estimation variance, as well as a reduction of the number of samples.
For more details about the technique, the reader is referred to [1] .
Head Pose Tracking Evaluation
For evaluation, we followed the protocol described below.
Data: we used the IHPD database 2 . Amongst the 16 recorded people with ground truth, we used half of the database (8 people) as training set to learn the pose dynamic model and the half remaining as test set to evaluate the tracking algorithms. Because of the scenario used to record data, people often have negative pan values corresponding to looking at the projection screen. The pan values range from -70 to 60 degree. Tilt values range from -60 (when people are writing) to 15 degrees, and roll value from -30 to 30 degrees. Performance measures: four error measures are used. The three first measures are the errors in pan, tilt and roll angle, i.e. the average of the absolute difference between the pan, tilt and roll of the ground truth (GT) and the tracker estimation. The fourth error measure is defined by the average angular error between the 3D pointing vector (the unit vector of the z-axis of the basis attached to the head cf Figure 2 ) defined by the head pose GT and the pose estimated by the tracker, which can be used as pose estimation error measure. Note that this vector depends only on the head pan and tilt values (given the selected representation, cf first paragraph of Section 3). Results: The statistics of the errors over the test set are showed in Table 1 . Overall, given the small head size, and the fact that the appearence training set is composed of heads recorded in an external set up (and thus does not contain any individuals from our testing database), the results are quite good, with a majority of head pan errors smaller than 10 degrees. However, these results hide a large discrepancy between individuals. For instance, the average pan error ranges from 4 degrees to 15 degrees, and depends mainly on whether the tracked person resembles one of the person of the training set used to learn the appearance model. The table also shows that the errors in pan and roll are smaller than the errors in tilt. This is due to the fact that, even from a perceptive point of view, discriminating between head tilts is more difficult than discriminating between head pan or head roll [2] . With respect to other works, these results are good. For instance, in [17] , a neural net is used to train a head pose classifier from data recorded directly in two meeting rooms. When using 15 people for training and 2 for testing, average errors of 10 degrees in pan and tilt are reported. However, when training the models in one room and testing on data from the other meeting room, the average errors 
Visual Focus of Attention Modeling
VFOA set: For these experiments, we considered only the two persons which have their head pose continuously annotated using FOB (left person and right person). For each one of these person, we identified 6 dominant VFOA of interest and defined the set of visual VFOA as F = {f 1 = person, f 2 = organizer1, f 3 = organizer2, f 4 = table, f 5 = slidescreen, f 6 = unf ocused}. For left person f 1 is person right and for right person, f 1 is person left. In the following we present our VFOA modeling approaches.
Modeling VFOA with a Gaussian Mixture Model (GMM)
Let us denote by F t ∈ F and by Z t the VFOA and the head pointing vector (defined by its pan and tilt angles) of a person at time instant t. Estimating the VFOA can be posed in a probabilistic framework as finding the label maximizing the a posteriori (MAP) probability:
For each possible VFOA f ∈ F which is not unf ocused, p(Z t |F t ) is modeled as a Gaussian distribution N (Z t ; µ f , Σ f ) with mean µ f and full covariance matrix Σ f . Besides, p(Z t |F t = unf ocused) is modeled as a uniform distribution. For the distribution over priors, two alternatives were considered. In the first case, no prior was used (i.e. the distribution was uniform), while in the second case, the priors were learned from the considered training data.
Modeling VFOA with a Hidden Markov Model (HMM)
Modeling the VFOA with a GMM does not account for the temporal dependencies between the VFOA events. As a model of these dependencies, we considered the classical graphical model shown in Figure  2 . Given a sequence of VFOA F 0:T = {F t , t = 0, ..., T } and a sequence of observations Z 1:T , the joint posterior probability density function of the states and observation can be written:
The emission probabilities were modeled as in the previous case (i.e. Gaussian distributions for regular VFOA, and uniform distribution for the unfocused label). The parameters of these models, along with the discrete transition matrix p(F t |F t−1 ) modeling the probability to transit from a VFOA to another were learned using standard techniques. In the testing phase, the estimation of the optimal sequence of states given a sequence of observations was conducted using Viterbi algorithm [14] .
Experimental Results

Evaluation Set Up
To evaluate our modeling we annotated our IHPD database with the VFOA of person right and left by watching the videos. While there might be some issue about the feasibility of VFOA annotation based on eye gaze, experiments have shown that there might be more than 95% agreement among annotators for this task.
Evaluation protocol. For training and testing, we adopted the leave one out protocol. The data of 7 recordings were used to train the model parameters which are then used to test the recognition system on the remaining one. We defined two kinds of errors measure to evaluate the performances of our modeling. Frame based recognition rate (FRR) which corresponds to the percentage of correctly estimated VFOA frames. This measure is interesting in term of pure recognition, indicating which proportion of the time the VFOA has been correctly identified. However, this rate can be dominated by long duration VFOA events (where a VFOA event is defined as a temporal segment with the same VFOA label).
Since we are also interested in the patterns followed by the VFOA events, which contains information related to the interaction, we also need a measure reflecting how well these events, short or long, are recognized. Event based precision/recall, and F-measure. Let us consider two sequences of VFOA events, the GT sequence G obtained from the VFOA annotations and the recognized sequence R obtained through the VFOA estimation process. The GT sequence is defined as
where N G is the number of events, f i ∈ F is the ith VFOA event label, b i and e i the beginning and end time of the event f i . The recognized sequence R is defined similarly. The two sequences are aligned using an adaptive string alignment procedure that take into account the temporal extent of the events. Given this alignment we can compute for each event f ∈ F, the recall ρ(f ) and precision π(f ) measures of that event defined as:
where N matched (f ) represents the number of events in the recognized sequence labeled f that match the same event in the GT after alignment. N G (f ) (resp N R (f )) denotes the number of occurrences of the event f in the ground truth (resp recognized) sequence. The recall measures the percentage of ground truth events that are correctly estimated while the precision measure the percentage of estimated events that are correct. Both precision and recall need to be high to denote good VFOA recognition performance. The F-measure defined by:
reflects this requirement. Finally, the performance measures of a given person are computed through averaging:
The performance measure over the whole database is the average of the precision, recall and F-measure of the 8 individuals. 
Experimental Results
Results exploiting the head pose ground truth
In this section we provide the VFOA estimation results when the input data to the algorithms of Section 4 are the head poses obtained from the flock-of-birds sensors. VFOA and head pose correlation: Table 2 and 3 display the VFOA estimation results for the right and left person respectively. The first column of theses two tables give the results of VFOA maximum likelihood estimation (ML) using the head pose GT data, where the ML approach consists in estimating the VFOA model parameters using the data of a person and testing the model on the same data (when considering the GMM modeling). These results show in an optimistic case the performances our model can achieve, and illustrate somehow the correlation between a person's head poses and his VFOA. As can be seen, this correlation is quite high for the left person (close to 80% FRR), showing the good accordance between pose and VFOA. This correlation, however, drops to near 60% only for the right person. This can be explained by the fact that for person right, there is a strong ambiguity between looking at person left and at the slide screen (see Figure 1 ). More generaly, the range of azimuth values within which the three other participants and slide screen VFOA target lies has been divided by 2. The average angular distance between these targets is around 20 degrees for right person, a distance which can easily be compensated for using eye movements only (rather than head pose) to change focus. The values in the confusion matrices (Table 4 and 5) corroborate this analysis. The analysis of Tables 2 and 3 shows that this discrepancy holds for all experimental conditions and algorithms (when using ground-truth input), with a performance decrease of approx. 20% and 10% for FRR and event F-measure respectively. VFOA Prediction: While the MLE is achieving the best results, its performances are not extremely out-performing the performances of the GMM modeling with or without a prior term and the HMM modeling using GT. The GMM and HMM modeling are showing the ability to predict a person VFOA from other persons. For both person right and left, the GMM modeling is achieving better performances in term of frame based recognition rate and event based recall while the HMM is giving better event based precision. This can be explained since the HMM approach is doing some data smoothing. As a results some events are missed (lower recall) but the precision increases due to the elimination of short spurious detections. Tables 4 and 5 give the VFOA frame recognition confusion matrixes for the person right and left using an HMM modeling. The confusion matrix for person right show that for this person , the VFOA personlef t is sometimes confused with the slidescreen, organizer1 is sometimes confused with organizer2 and the table is confused with organizer1 and organizer2. The confusion for the person left shows that personright is confused with organizer2, organizer1 is sometimes confused with organizer2 and the table with personright, organizer1 and organizer2. These VFOA confusions for person right and left can be explained by the geometry of the meeting room and the fact that people do not need to turn their head to focus on a specific VFOA, they can modify their gaze without modifying their head pose.
Influence of Priors : Figure 3 shows the effect of the prior on the VFOA distribution for person right. the VFOA organizer2, represented in this figure by the green area, have its surface reduced while the VFOA personlef t (black area), organizer1 (blue area), slidescreen (yellow area), table (red area) have their surface extended because these events are more likely. The prior forces the model to concentrate on most likely events while almost removing less likely events. The use of these priors could clearly be a problem when using the VFOA recognition system on other meetings. We can compare these results to other state of the art VFOA estimation algorithms based on head pose data. [12] is an interesting example. In this paper, the task, amongst others, consists of estimating the VFOA of four people engaged in conversation, using people's speaking status and head pose measured with magnetic sensors. For each person, the potential VFOA were the three other participants. They obtained an average frame based recognition rate of 67.9 %. Despite the lower number of target VFOA, their result is similar to ours (we obtained around 60% for person right and 75% for person left). Table 2 and 3 show also the results for VFOA estimation using tracking results, which exhibit performances degradation w.r.t. GT data. These degradation are mainly due to tracking errors (short periods when the tracker locks on a subpart of the face, tilt uncertainty) and the different (but individually consistent) head pose estimation tracker response to input with similar poses but different Table 7 : Person left HMM VFOA Estimation frame based confusion matrix using head pose tracking estimates appearences. Figure 1 shows the effect of tilt estimation errors on the VFOA distributions. While the VFOA distributions in pan of the GT (first row) and the tracking estimates (second row) are similar, the VFOA distributions in tilt are wider for the tracking estimates. The tables also show that, while, when using GT head pose data, the HMM modeling did not have much impact on performances w.r.t. the GMM case, we observe from the reported event F-measure that in presence of noisier data, its smoothing effect is quite beneficial. Tables 6 and 7 display, for respectively the right and left persons, the confusion matrices on the VFOA frame when using an HMM recognizer applied to head pose estimates. The same confusion than using the GT head pose are exhibited, but more pronounced because of the tracking errors (see above) and tilt estimation uncertainties. Our results -close de 50% frame recognition rate-is quite far from the 73% reported in [17] . Several factors may explain the difference. First, in [17] , a 4 people meeting situation was considered and no other VFOA target appart from the other meeting participants was considered. Thus, the pan head angle was sufficient to differentiate VFOA targets. In addition, these participants were sitting at equally spaced angles around a round table, optmising the discrimination between VFOA targets. Finally, it seems from the paper that the head pose tracking algorithm was trained on the face images of the same people appearing in the test video, which resulted in smaller tracking errors.
Results with Head Pose Estimates:
Conclusion and Future Work
In this paper we presented a system to recognize the VFOA of meeting participants from their head pose, the latter being defined by its pan and tilt angles. Such head pose measurements were obtained either through magnetic field sensors or using a probabilistic based head pose tracking algorithm. The experiments showed that, depending on people's position in the meeting room and on the angular distribution of the FOA targets, the eye gaze may or may not be highly correlated with the head pose.
In absence of such correlation, and if eye white/gaze tracking is unaccessible due to low resolution images, the only way to improve VFOA recognition may only come from the prior knowledge embedded in the cognitive and interactive aspects of human-to-human communication. Ambiguous situations Figure 4 , where the same head pose can correspond to two different VFOA targets, could be resolved by the joint modeling of the speaking and VFOA characteristics of all meeting participants. Such characteristics have been shown to exhibit specific patterns/statistics in the behavioral and cognitive literature, as already exploited in [12] . This will be the topic of future research. Besides, as shown by the experiments, there indeed exists some correlation between head pose tracking errors and VFOA recognition results. Improving the tracking algorithms, e.g. using multiple cameras, higher resolution images or adaptive appearence modeling techniques, would thus improve the VFOA results. Finally, in the case of meetings in which people are moving to the slide screen or white board for presentations, the development of a more general approach that models the VFOA of these moving people will be necessary. This has been one topic of our recent research [16] . 
