In this work, we present the Bayesian approach as an alternative to frequentist analysis regarding correlated data of pH and N-NH 3 in the Holstein cow rumen. It was observed that for pH and N-NH3 data, a posteriori estimates of coefficients of the regression models were significant, which was not observed for least-squares estimates. Thus, the Bayesian approach allowed inferences that were directly linked to the sampling of parameters of interest and statistical comparisons of non-linear functions of the estimated parameters. Key words: Gibbs sampling, statistical inference, least squares estimators
Introduction
Typically, statisticians and technicians from related fields use linear models associated with least-squares estimation methods without defining the data distribution or consider the likelihood of the analyzed variables under an arbitrary data distribution.
In such frequentist methods, assumptions regarding parameters are made with respect to probabilistic models, wherein the component (error) is assumed normal, with null mean (zero), constant variance, and null covariance, for every observation (FERREIRA, 2005) .
These assumptions often do not match the reality of data and parameters, leading to unreliable estimates in exceptionally small samples. In other situations, the complexity of the model makes inferences difficult.
Bayesian methods are alternative methods based on Bayes' theorem, which states that the joint probability of two or more events can be described by the product of their single probabilities. In this context, the probability of the evaluated parameters based on experimental data, or a posteriori probability, is a function of the product of a priori probability and the likelihood function; thus, every inference is based on the posteriori distribution of the parameters (ROSSI, 2011) .
In this paper, we aimed to apply the Bayesian methodology to experimental analysis in animal science, as an alternative to frequentist analysis, to assess the behavior of ruminal pH and N-NH 3 in cattle.
Material and Methods
The data analyzed here was obtained from Aguiar et al. (2014) , who studied the effect of diets with 59.19% corn silage and 40.81% concentrate on ruminal pH and N-NH 3 levels. Four treatments with different inclusion doses of LLOS 5 products were used: T1, control (no additive); T2, LLOS B1 (3.81 g phenolic compounds/kg ingested dry matter); T3, LLOS C1 (3.27 g phenolic compounds/kg ingested dry matter); and T4, LLOS C3 (1.93 g phenolic compounds/kg ingested dry matter).
Two methods, the least-squares (frequentist) and Bayesian methods, were applied to analyze pH and N-NH3 data via Markov Chain Monte Carlo (MCMC) techniques.
The frequentist analysis was performed on the basis of the model described in equation 1.
( 1) where y ijkl is the observation of the ith period in animal j receiving treatment k at the lth time after feeding; u is the overall mean; p i is the effect of the ith period, i = 1,...4; a j is the effect of animal j, j = 1,...4; t k is the effect of treatment k, k = 1,...4; h l is the effect of the lth time after feeding l, l = 0, 2, 4, 6, and 8 h; th kl is the effect of the interaction between treatment and time; and e ijkl is the random error associated with each observation of the ith period.
To evaluate the behavior of pH and N-NH3 over time after feeding, data from each treatment were fitted using second order polynomial regression, as described in equation 2 (2) where b 1 and b 2 are linear and quadratic regression coefficients, respectively, of the dependent variable over time after feeding and is the average time after feeding. The other parameters are as described for equation 1.
After fitting, the minimum value for pH and maximum value for N-NH 3 were computed by minimizing the times at which they occur in each treatment. Data were analyzed using the R software (R CORE TEAM, 2015) . The Bayesian analysis considered the model (2) as described in equation 3:
where X is the incidence matrix of noninformative priori distributions for all model parameters such as and Gama.
It was assumed that c = 1.000 and, according to the OpenBugs parametrization (SPIEGELHALTER et al., 1994) 
(Model.bug attached).
Initial values for regression coefficients were set at frequentist estimates. To obtain marginal posterior distributions for all parameters, the Brugs R package was used (THOMAS et al., 2006) . This program generated 5,100,000 values in an MCMC process with a burn-in of 100,000 initial values. The final sample, taken in jumps of size 50, generated 100,000 values. The convergence of chains was verified by the criteria of Heidelberger and Welch (1983) by using the coda R package (PLUMMER et al., 2006) . Parameters whose 95% credibility intervals did not include the zero value were considered significant at a 5% level of significance (ROSSI, 2011).
Additionally, for each of 100,000 equations of generated samples, minimum values for pH and maximum values for N-NH 3 were computed to obtain the posteriori distribution of the data from each treatment.
Results and Discussion
The frequentist analysis did not detect interaction between treatment and time for pH and N-NH 3 . The average ruminal pH was not affected (p > 0.05) by treatments applied, unlike the average concentration of N-NH 3 (p < 0.05, Table  1 ) (AGUIAR et al., 2014) . Means followed by the same letter, into the row, do not differ at 5% of significance, according to the test of Tukey. SE = Standard error. Source: Aguiar et al. (2014) . Aguiar et al. (2014) , on evaluating rumen pH as a function of time after feeding, found quadratic behavior (pH = 6.86944 -0.42107h + 0.042898h 2 ; R 2 = 73.6%) and estimated a minimum pH value of 5.83 at 4 h 54 min after feeding. Furthermore, N-NH 3 behavior as function of time after feeding was found to be quadratic (N-NH 3 = 16.4810 + 7.96253h -0.871208h 2 ; R 2 = 95.1%) and maximum value of N-NH 3 was estimated as 34.67 mg dL -1 of ruminal fluid at 4 h 36 min after feeding.
These results allow comparison of only the mean values of pH and N-NH3 for each treatment over time after feeding and not the evaluation of the behavior of pH and N-NH3 values over time. The latter may show that despite no statistical difference in the means of pH and N-NH3 values, ruminal acidification dynamics and ammonia production are different for each treatment.
One way of analyzing ruminal acidification dynamics in each treatment is to assume the polynomial regression model of pH and N-NH3 over time after feeding (equation 2).
Using the frequentist approach, it can be observed that the fitted equations for each treatment were significant, since the regression coefficients are non-zero; however, this does not imply that these equations differ from each other (Table 2) . For this comparison, one possible approach is a model identity analysis (REGAZZI, 1999) , which tests the difference between residual mean squares of complete model and considers different models for each treatment and a reduced model, assuming that all treatments follow the same model. Further analysis can be performed by comparing coefficients of different curves (GRAYBILL, 1976) by comparing fitting patterns, wherein same-order coefficients are considered equal or not, for different models. Important information in the analysis of ruminal acidification dynamics is the minimum value assumed by the pH, maximum value assumed by N-NH 3 , and time at which these critical values occurred in each treatment. Estimates for these values are presented in tables 3 and 4.
A numerical analysis of the results indicates that LLOS C1 reached its minimum pH fastest and LLOS B1 took longest, while control and LLOS C3 had intermediate times. It is known that ruminal pH directly affects the microbial growth rate, because ruminal microorganisms grow better in specific pH ranges. A diet with high grain content favors the growth of amylolytic bacteria and production of lactic acid, which leads to a drop in pH and consequently inhibits the growth of certain bacteria that grow better at higher pH (AGUIAR et al., 2014) . 
4 h 51 min
The limitation of this approach using regression coefficients (Tables 3 and 4) is that the maximum or minimum of a quadratic equation is set as the product of the ratios between its coefficients and such quantities probably do not follow a normal distribution.
This limitation could be overcome by using frequentist approach for fitting a model for each cow and for each treatment, producing 16 equations with their respective minima for pH, maxima for N-NH 3 , and corresponding estimates to reach these values. Thus, these estimates could be considered dependent variables and subjected to further analysis. However, one-per-cow models are fitted very poorly owing to the small number of observations for each animal in each treatment. Besides, such minima and maxima do not adhere to normality assumptions. Thus, the use of the Bayesian approach is presented as a viable alternative, as follows.
Notably, for each estimate, the respective standard deviation and credibility interval are computed by sampling the posteriori distribution for each parameter (Table 5) , unlike the frequentist approach that provides, for each estimate, the standard error and the Student t-test p-value based on the mean square of the error.
The standard deviation indicates the accuracy of the estimate based on parameter sampling, while the standard error indicates the precision based on an estimate of the residual variation. The credibility interval indicates the significance of the estimate, which is also based on parameter sampling. If the credibility interval does not include the value 0, it is inferred that the obtained estimate is statistically different from null. On the other hand, the t-test directly indicated probability of the estimate being equal to zero, based on an estimate of the residual variance. A comparison of the significance of regression coefficient estimates obtained from both methods shows that in the frequentist approach (Table 2) , linear coefficients for pH in treatments control, LLOS C1, and LLOS C3 were not significant, while those in the Bayesian approach were ( Table  5) . For other factors, no significant differences were detected between both methods.
It was observed using the Bayesian approach that LLOS C1 reached its minimum pH quickest, while LLOS C3 took longest (Table 6 ). This result differs from that one found using the frequentist approach, which suggests that treatment LLOS B1 is the slowest. Control and LLOS B1 had values between those of LLOS C1 and LLOS C3 ( Figure  1) . Table 6 . Fitted regression models for ruminal pH over time after feeding (hours), minimum value for pH, and corresponding time (hours), per treatment. Bayesian approach.
Treatment
Fitted model Minimum pH Time (h) T 1 pH = 6.88 -0.4374h + 0.0457h Regarding N-NH 3 , LLOS C1 reached the maximum quickest, while LLOS C3 was the slowest. Control and LLOS B1 showed intermediate behavior (Table 7) .
So far, both methods have the same application potential for inference. However, because the Bayesian approach sampled regression coefficients, this method can be used to obtain samples of the minima and maxima and infer about differences among treatments for these estimates. It was found that all minima for pH and corresponding times differ between treatments; the same was observed for the maxima and corresponding times for N-NH3, except for time until maximum in control and LLOS B1, which were equal (Tables 8 and 9 ).
Notably, in the results presented in Tables 8 and 9 , there is a discrepancy in estimates in relation to those presented in Tables 6 and 7 . This is because estimates of the minima or maxima and corresponding times, when obtained from the sample as shown in Tables  8 and 9 , are equivalent to the a posteriori average of ratios between linear and quadratic regression coefficients, while those presented in Tables 6 and 7 are ratios between a posteriori averages of the linear and quadratic regression coefficients.
In other words, the minima or maxima of random variables are non-linear functions of linear and quadratic regression coefficients; therefore, the estimate of the ratio between coefficients is different from the ratio between estimates of coefficients. This finding indicates that the estimates presented in Tables 8 and 9 should be considered, which have no equivalence to frequentist method. 
Conclusions
The Bayesian approach to data analysis allows inferences directly linked to the sampling of parameters of interest and allows statistical comparisons on non-linear functions of estimated parameters of the concerned models.
Additionally, the results suggest that fitting one regression model per treatment is advisable.
