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Abstrakt
Práce se zabývá řešením efektivního paralelního zápisu velkých objemů dat na souborovém
systému Lustre. Cílový program je navržen pro projekt k-Wave simulující šíření akustických
a ultrazvukových vln. Tato simulace pro svou výpočetní a datovou náročnost vyžaduje
spouštění na superpočítači a implementaci pomocí knihoven pro paralelní zpracování (Open
MPI) a pro uložení velkých objemů dat (HDF5). Výsledný program je implementován
v jazyce C s využitím zmíněných knihoven. Správným nastavením souborového systému
Lustre bylo dosaženo rychlosti 2,5 GB/s, jež odpovídá 5-ti násobnému zrychlení nativního
zápisu, který byl následně pomocí techniky agregace dat zrychlen až na 3 GB/s, což naráží
na teoretické limity diskového pole superpočítače Anselm.
Abstract
This thesis deals with an effective solution of parallel writing of variable amounts of data
on the Lustre file system. The work will be used by the k-Wave project designed for time do-
main acoustic and ultrasound simulations. Since the simulation is computationally and data
intensive, the project requires to be implemented with libraries for parallel computig (Open
MPI) and large data processing (HDF5) and it must run on a supercomputer. The appli-
cation is implemented in C and uses previously mentioned libraries. The proper settings of
the Lustre file system leads to the peak write bandwith of 2.5 GB/s that corresponds to
a speedup factor of 5 compared to the reference settings. The data aggregation improved
the write bandwidth by a factor of 3 compared to a naive version. Here, the achieved I/O
bandwidth for certain block sizes hits the limits of the Anselm I/O subsytem (3GB/s).
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Kapitola 1
Úvod
V dnešní době stále klesá cena počítačového hardware a tak stále vznikají nové a výkonnější
superpočítače. Spolu s tím roste dostupnost těchto strojů a také počet aplikací, které se
na nich vykonávají. Tyto počítače jsou využívány například pro předpověď počasí, pozoro-
vání povrchu Země, výpočty fyziků nebo chemiků, kteří obvykle spouštějí různé simulace.
Přesné fyzikální simulace generují obrovská množství dat. Příkladem takovéto aplikace je
k-Wave, která provádí simulaci šíření ultrazvukových a akustických vln.
Bakalářská práce se zabývá efektivním paralelním zápisem velkého množství dat do sou-
boru ve formátu HDF5 za pomocí rozhraní pro komunikaci paralelních procesů Open MPI
na distribuovaném souborovém systému Lustre. Podstatou práce je tedy identifikovat zá-
kladní vlivy na rychlost zápisu, vhodně nastavit příslušný systém pro dosažení maximální
rychlosti a především minimalizovat režii spojenou s paralelním zápisem.
Výsledný program je navržen pro projekt k-Wave, avšak jeho využití je možné ve všech
aplikacích s vysokými nároky na paralelní zápis dat na pevný disk, především v případě
postupného ukládání.
Vedle velkého množství superpočítačů existují v současnosti také petascale stroje (zpra-
cují 1015 floating-point operací za sekundu) a dokonce se již pracuje na exascale systémech
(až 1018 floating-point operací za sekundu). Všechny tyto počítače dokážou zpracovat ob-
rovské množství úloh, jež neustále tvoří terabajty dat, které je zapotřebí ukládat. Tudíž lze
předpokládat, že aplikací vyžadující uložení velkého množství dat bude neustále přibývat.
1.1 Základní myšlenka
V průběhu simulace dochází k produkci velkého objemu dat, který je rozložen mezi jednot-
livá výpočetní jádra. Z hlediska efektivity není výhodné využít pro zápis všechny procesy,
ani nechat zápis na pouze jediný proces.
V případě, že bychom tato data rozdělili mezi všechny procesy, každý zapisuje přibližně
pouze kilobajty dat, čímž dochází k zahlcení pevných disků velkým množstvím malých
požadavků a v důsledku toho nastává výrazné zpomalení.
Pokud bychom tento problém chtěli vyřešit přesunem veškerých dat na jediný proces,
který by měl následně vykonat zápis na disk, dojde nejprve k zahlcení síťové karty, skrze
kterou je přenos dat mezi procesy zajištěn, a následně tento jeden proces bude na pevný
disk zapisovat data v řádu gigabajtů, zatímco zbylé procesy nebudou využity vůbec.
Cílem práce je tedy navrhnout a ověřit vhodnou míru redukce počtu zapisujících procesů
a určit její význam při zápisu různého množství dat na pevné disky.
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Kapitola 2
Projekt k-Wave
V rámci projektu k-Wave [37], za jehož vývojem stojí především Dr. Bradley Theeby spolu
s Dr. Benem Coxem z University College London a Jiřím Jarošem, Ph.D. z Vysokého
Učení Technického v Brně, byl vyvinut software pro simulaci akustických a ultrazvukových
vln pomocí k-prostorové pseudospektrální metody. Fakta uvedená v této kapitole vychá-
zejí z přednášky Large-scale Ultrasound Simulations in Human Body [16], která se konala
v rámci předmětu Architektura a programování paralelních systémů na Vysokém Učení
Technickém v Brně.
Simulace šíření ultrazvukových vln je možné využít v medicíně například pro tepelnou
ablaci nebo šokové ozařování určitého místa v lidském těle, typicky nádorů, kdy dojde
k odpaření tkáně v ohnisku záření, tak jak je to naznačeno na obrázku 2.1. Jelikož lidské
tělo není homogenní, dochází na rozhraní různých částí těla k typickým vlnovým jevům
jako je disperze, interference, reflexe či refrakce. Pro dokonalé zaměření cílového místa se
proto provádí simulace vln v opačném směru, tedy z požadovaného ohniska do vysílače,
čímž je následně možné správně nastavit vysílače záření.
V medicíně by ultrazvukové vlny měly naleznout své uplatnění také při léčbě depresí,
kde by měly nahradit současnou invazivní léčbu vhodným působením na mozek pacienta.
Dále je možné využít tento nástroj pro zkoumání zemské půdy, kdy výsledky simu-
lace mohou odhalit kapalinu v zemském podloží, čehož se snaží využít především ropné
společnosti.
Obrázek 2.1: Ukázka cílení ultrazvuku na tumor na játrech pacienta [16].
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V případě medicíny je zapotřebí velmi vysoké přesnosti simulace, aby byly podchyceny
veškeré vlnové jevy a cílové místo bylo zasaženo přesně, naopak v pedologii se snažíme
především zachytit co největší zkoumanou oblast.
K-Wave je vytvořen jako nástrojová sada pro Matlab a C++ knihovna. Výpočetní jádro
těchto nástrojů je vytvořeno ve 4 verzích.
• Matlab
Slouží pouze pro testování nových vlastností pro mřížky o velikostech 1283–2563.
Výstupní data cca 1 GB.
• OpenMP
Určeno pro středně velké simulace do mřížky 5123.
Výstupní data cca 20 GB.
• GPU
Velmi rychlá verze pro malé problémy s mřížkou do 3843.
Výstupní data cca 5 GB.
• cluster MPI s distribuovanou pamětí
Největší simulace s mřížkou do velikosti 20483, testované až na 4096 jádrech.
Výstupní data obvykle 500 GB–1 TB.
Nástroj k-Wave je již momentálně funkční aplikací a využívá jej asi 3 500 registrova-
ných uživatelů. Ověření validity modelu, což je u simulačních nástrojů nejdůležitější, bylo
v případě k-Wave provedeno pomocí hydrofonu a ultrazvukové sondy umístěné do vodního
tanku s extra panenským olivovým olejem [38], který má podobné fyzikální vlastnosti jako
lidský tuk.
V současnosti se pracuje především na elastickém modelu, což je simulace šíření vln
v kostech, aby byla umožněna simulace mozku, a na získání potřebných medicínských cer-
tifikátů, které umožní nasazení do klinické praxe.
V neposlední řadě se zabýváme optimalizací, pro zmenšení nároků na výpočetní zdroje
a bylo umožněno jít za hranice současné implementace. Mým úkolem je zabývat se verzí
určenou na clustery, jelikož právě v tomto případě je zápis do souboru kritickým místem
simulace. Pokud je ze simulace vyloučen zápis na disk, zkrátí se výpočetní čas až na jednu
třetinu.
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Kapitola 3
Použité knihovny
V této kapitole jsou popsány základní rysy knihoven, kterých bylo využito pro implemen-
taci aplikace. Pro správné pochopení navržené aplikace je vhodné se s těmito knihovnami
seznámit.
Paralelní zpracování zajišťuje knihovna Open MPI, která je jednou z implementací roz-
hraní MPI. Data jsou uložena ve formátu HDF, což je oblíbený formát souboru určený
pro zápis velkých objemů dat, který od páté verze knihovny umožňuje paralelní zpraco-
vání souboru. Tato knihovna navíc poskytuje API pro práci s HDF soubory, jež odstíní
řadu nastavení, která musí uživatel provést pokud využívá některé z implementací rozhraní
MPI I/O.
3.1 Message Passing Interface
MPI (Message Passing Interface) [2] je specifikace rozhraní pro zasílání zpráv. Tento model
primárně umožňuje zasílání zpráv (dat) mezi jednotlivými uzly, čímž je umožněna distribuce
informací a především synchronizace paralelně běžících procesů. Dále pak definuje kolektivní
operace, vzdálený přístup do paměti, dynamickou tvorbu procesů a paralelní čtení a zápis
do souboru.
MPI je tedy pouze specifikace, nikoli konkrétní implementace. Implementací existuje
mnoho, příkladem mohou být MPICH, LAM/MPI nebo Open MPI, které bylo spolu s In-
telMPI využito při tvorbě projektu k-Wave.
MPI standard definuje MPI forum, které je tvořeno čtyřmi skupinami - výrobci, uživa-
teli, tvůrci knihoven a specialisty na tvorbu aplikací z mnoha univerzit a společností [3].
Na vývoji se tak podílí například Cray, IBM nebo Intel, z univerzit například Cornell a Yale.
Další společnosti a univerzity se podílí na vývoji mnoha implementací MPI. Na tvorbě Open
MPI se podílí část z tvůrců standardu MPI, ale navíc také CISCO, Nvidia nebo Oracle [12].
I díky spolupráci těchto firem můžeme nalézt hardwarovou podporu pro optimalizaci vý-
konu MPI [4].
Hlavními cíli MPI jsou [19]:
• Efektivita
MPI se snaží vyhnout zbytečnému kopírování dat z paměti do paměti, umožňuje
souběžně provádět výpočet i komunikaci a přesouvá režii komunikace z procesoru
na koprocesor. Příkladem může být Fabric Collective Accelerator na síťových kartách
firmy Mellanox Technologies [18].
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• Spolehlivost
Uživatel se nemusí starat o spolehlivost přenosu, ta je zajištěna komunikačním pod-
systémem.
• Přenositelnost
Jeden z hlavních cílů MPI je přenositelnost, tudíž není třeba provádět žádné (nebo
pouze minimální) změny po přenosu na jinou platformu podporující MPI.
• Standardizace
MPI je jediným rozhraním, které lze považovat za standard díky tomu, že jej podporují
všechny superpočítačové platformy a nahradilo tak jiné typy knihoven pro synchroni-
zaci paralelních procesů. Nicméně MPI dosud nebylo označeno za standard organizací
ISO ani IEEE.
3.1.1 Úvod do MPI
Jestliže jsme schopni určitý problém dekomponovat do několika celků, které mohou být pro-
váděny současně, můžeme je rozdělit mezi jednotlivé procesy. Při spuštění MPI programu
proto specifikujeme, kolik procesů bude daný kód vykonávat, přičemž všechny procesy pro-
vádí stejný kód, avšak díky tomu, že každý z nich má své unikátní identifikační číslo (pořadí
v rámci komunikátoru), je možné je od sebe odlišit a každému procesu tak přiřadit rozdílnou
část úlohy.
Pro maximální efektivitu zpracování paralelních úloh tak MPI umožňuje provádět me-
ziprocesovou komunikaci, výměnu dat a především synchronizaci procesů. Tato komunikace
mezi jednotlivými procesy probíhá pomocí komunikačních funkcí a komunikátorů, kterým
jsou věnovány následující kapitoly.
3.1.2 Základní funkce MPI
Vzhledem k rozsáhlosti MPI bude popis tohoto rozhraní v tomto a následujícím oddíle
omezen pouze na části podstatné pro tuto práci.
Komunikační funkce můžeme rozdělit na funkce point-to-point a kolektivní. V případě
point-to-point funkcí zasílá jeden proces data jednomu konkrétnímu procesu. Cílový proces
adresujeme pomocí rank, což odpovídá pořadí v komunikátoru (viz. sekce 3.1.3 Komuni-
kátory), nad nímž je funkce zavolána. Naopak kolektivní funkce se týkají všech procesů
v rámci komunikátoru. Buďto jeden proces komunikuje se všemi (tedy i sám se sebou),
nebo všichni s jedním, ale také mohou komunikovat všichni se všemi.
Mezi základní funkce MPI se řadí:
1. point-to-point
• MPI Send
Funkce pro zaslání dat jinému procesu.
• MPI Recv
Pomocí této funkce dojde k přijetí zaslaných dat od konkrétního procesu.
2. kolektivní
• MPI Barrier
Zajišťuje synchronizaci všech procesů v rámci daného komunikátoru.
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• MPI Gather
Zajistí, aby všechny procesy v komunikátoru zaslaly jednomu konkrétnímu pro-
cesu svá data, přičemž i cílový proces musí sám sobě tato data zaslat.
• MPI Scatter
Funkce opačná k funkci Gather – jeden proces rozesílá všem procesům různou
část ze svých dat. Stejně jako v případě Gather, zašle odpovídající část dat
i sám sobě.
• MPI Broadcast
Jeden proces rozesílá kopii dat všem procesům v komunikátoru.
• MPI Reduce a MPI Allreduce
Funkce jež spočítá výsledek požadované operace nad zadanými daty. Příkladem
předdefinovaných operací může být výběr minima nebo maxima, součet ale také
operace AND, uživatel však má možnost nadefinovat svou vlastní operaci. Re-
duce je alternativou Allreduce, kdy výsledek operace získá pouze jeden proces.
Základní komunikační funkce se ve specifikaci MPI vyskytují v několika typech modifi-
kujících základního chování.
• vektorové
MPI Gatherv a MPI Scatterv jsou varianty kolektivních funkcí pro zasílání dat mezi
procesy, kterým umožňují specifikovat množství dat jednotlivých procesů, tudíž na-
stavit neuniformní rozložení dat.
• neblokující
Na rozdíl od dříve zmíněných funkcí, které označujeme jako blokující (není možné po-
kračovat ve výpočtu, dokud není přenos zcela dokončen), mohou procesy využívající
neblokující funkce pokračovat ve výpočtu, ač data stále nebyla odeslána (případně při-
jata). Přesun dat se provede autonomně. Procesy jsou omezeny tím, že s proměnnou,
v níž jsou odesílaná/přijímaná data, nemohou do doby ukončení operace pracovat.
Tudíž před krokem, v němž chtějí s touto proměnnou nakládat, musí zavolat funkci,
která v případě, že přenos ještě není dokončen, zajistí zablokování procesu do doby
jejího dokončení.
• perzistentní
Pro případy opakované komunikace se stejnými parametry nabízí MPI tuto opti-
malizaci. Dochází ke snížení režie mezi procesem a komunikačním kontrolérem díky
vytvoření komunikačního objektu v paměti pouze na počátku, ten je následně využit
při každém provedení komunikace a je smazán až při volání funkce na jeho odstra-
nění. U neperzistentních funkcí je tento objekt při každém požadavku na komunikaci
vytvořen a také automaticky odstraněn [6]. Tato optimalizace je definována pouze
pro point-to-point komunikace.
3.1.3 Komunikátory
Funkce pro komunikaci mezi procesy zajišťují komunikaci na základě komunikátorů, které
udržují kontext operace a specifikují, které procesy se komunikace účastní. Skupina procesů
v komunikátoru je seřazená, přičemž jednotlivé procesy jsou identifikovány podle přiděle-
ného pořadí v rámci komunikátoru.
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Obrázek 3.1: Rozdělení komunikátoru MPI COMM WORLD pomocí funkce
MPI Comm split na základě color a key.
MPI specifikuje předdefinovaný komunikátor MPI COMM WORLD sdružující všechny
procesy. Na jeho základě lze vytvářet uživatelem definované komunikátory, seskupující pro-
cesy do skupin mezi sebou komunikujících procesů.
Pokud chceme provádět kolektivní funkce pouze nad určitou skupinou procesů, mu-
síme vytvořit nový komunikátor, který bude obsahovat pouze tyto procesy (pokud voláme
funkci kolektivní operace, nedojde k jejímu provedení, dokud ji nezavolají všechny procesy
propojené daným komunikátorem).
Nové komunikátory můžeme vytvořit pomocí funkce MPI Comm split, která štěpí za-
daný komunikátor a vytváří z něj nový (předchozí komunikátor však nezaniká a můžeme jej
využívat nadále). Štěpení komunikátoru probíhá na základě barvy a klíče. Takto jsou ozna-
čeny dvě proměnné, které se předávají funkci split jako parametr. Barva udává, ke které
skupině procesů se má daný proces připojit, a klíč udává pořadí v této skupině.
Tento proces štěpení komunikátoru MPI COMM WORLD obsahujícího 6 procesů je
vyobrazen na obrázku 3.1.
Procesy se v tomto případě rozdělili do dvou skupin, podle jejich příslušnosti k dané
barvě. Uvnitř těchto komunikátorů bylo procesům přiděleno nové pořadí na základě hodnoty
klíče. Pokud dojde k volání některé z komunikačních funkcí nad tímto novým komunikáto-
rem Groups, bude vždy provedena v rámci skupiny, do níž daný proces spadá.
3.1.4 MPI I/O
Od verze MPI-2 je součástí specifikace také rozhraní zajišťující paralelní čtení a zápis na-
zvané MPI I/O [17]. Tuto část vyvinula Watsnova laboratoř IBM nezávisle na MPI Forum,
avšak při vývoji se drželi konvencí MPI, díky čemuž se tato část velmi brzy stala součástí
MPI. MPI I/O umožňuje kolektivní práci se souborem, a podobně jako komunikační funkce
MPI nabízí blokující i neblokující zápis, potažmo čtení, výstupem je však čistě binární
soubor, což znesnadňuje vývoj aplikace.
3.2 Hierarchical Data Format
Hierarchický datový formát (HDF) [36] je souborovým formátem navrženým ve Spoje-
ných státech Amerických ke konci osmdesátých let dvacátého století v Národním centru
pro superpočítačové aplikace (NSCA, National Center for Supercomputing Applications)
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pro usnadnění práce a uložení výzkumných dat nezávisle na operačním systému a architek-
tuře počítače [29].
Výsledkem jejich práce byl tento formát a knihovna obsahující nástroje, umožňující
efektivní práci s velkými daty, uložení mnoha rozdílných datových typů v jednom celku
a možnost práce s daty pomocí programů v jazyku C, Fortran, Matlab a mnoha dalších.
Základní rysy HDF jsou:
• HDF datový formát je nezávislý na operačním sytému a architektuře počítače.
• HDF již ve svém základu umožňuje pracovat s mnoha často využívanými typy dat –
od vědeckých dat až po obrázky.
• Uživatel má možnost vytvářet nové datové modely odpovídající jeho požadavkům.
• HDF data obsahují metadata popisující sebe sama.
Tento popis vnitřní struktury souborů bych rád zdůraznil. V metadatech souboru se
nachází informace o datovém typu, množství dat, dimenzích nebo uložení v souboru.
Díky tohoto je možné získat informaci o struktuře a obsahu přímo ze souboru samot-
ného, namísto toho, aby uživatel vytvářel své vlastní popisky. Tato vlastnost také
umožňuje vložení několika rozdílných datových typů do jediného souboru, pomocí
spojení monolitických částí v jeden celek.
3.2.1 Rozšíření
HDF se díky svým vlastnostem, jednoduchému zacházení pomocí vytvořených knihovních
funkcí a skutečnosti, že je bezplatný (BSD licence), stal velmi rozšířeným nástrojem. Pří-
kladem mohou být nemocnice využívající HDF pro správu rentgenových snímků, nebo spo-
lečnost Boeing kde tento nástroj našel uplatnění pro sběr dat při letových testech a analý-
zách [29]. Dále pak využívají tuto knihovnu mnohé ropné společnosti pro uložení a přístup
k datům pro geologický výzkum, což odpovídá také cílům k-Wave.
Této oblíbenosti HDF napomáhá fakt, že tento formát dat je možno zpracovávat v množ-
ství komerčních i nekomerčních nástrojů, jako je třeba Matlab, jazyk a prostředí pro mate-
matické výpočty, vizualizaci a analýzu dat, nebo IDL (Interactive Data Language), jazyk
pro analýzu dat.
Asi nejvýznamnějším uživatelem této knihovny je Národní úřad pro letectví a kosmo-
nautiku (NASA, National Aeronautics and Space Administration), který si již na počátku
devadesátých let minulého století vybral HDF jakožto formát pro data systému pro po-
zorování Země (EOS, Earth Observing System). EOS je systém satelitů sbírajících data
o povrchu, biosféře, atmosféře a oceánech Země, u nějž se počítalo s denní produkcí tří
terabajtů a celkově pak měl nasbírat asi patnáct petabajtů dat [21].
NASA se následně spoluúčastnila doplnění HDF o schopnost paralelního zpracování
dat, díky využití MPI IO, čímž vznikla z HDF verze 4 nová verze s názvem HDF5. Toto
propojení HDF s MPI je vyobrazeno na obrázku 3.2.
3.2.2 HDF5 API
HDF5 knihovna se dělí do 12-ti částí, obsahující rutiny pro vytváření, přístup a práci s HDF5
soubory. Z důvodu rozsáhlosti knihovny jsou následně uvedeny pouze části využité v rámci
projektu [31].
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Obrázek 3.2: Vrstvy HDF5 I/O postavené na MPI I/O [5].
• H5D
Rozhraní pro práci s datasetem.
Dataset je pojmenované multidimenzionální pole uvnitř souboru, obsahující data
spolu s jejich metadaty. Abychom jej mohli vytvořit, musíme definovat datový typ,
množství a dimenzionalitu zapisovaných dat. Datasety lze organizovat do skupin
a zanořovat, mohou tak vytvářet hierarchickou strukturu podobnou souborovým sys-
témům [35].
Do tohoto rozhraní spadá také struktura hyperslab, které se využívá pro přístup
pouze do vybrané části datasetu. Jsme tak schopni na základě posunutí v datasetu,
množství čtených či zapisovaných dat a jejich dimenzionality jednoduše přistoupit
do libovolné části datasetu. Hyperslab je velmi důležitým nástrojem pro paralelní
zápis (samozřejmě také čtení) do souboru, jelikož umožňuje jednotlivým procesům
vymezit prostor pro jejich data.
• H5S
Písmeno S značí dataspace.
Dataspace typu Simple je struktura, pomocí níž uchováváme informaci o dimenzio-
nalitě a velikosti dat. Využíváme jí při tvorbě datasetu nebo hyperslabu.
• H5P
Tato část zajišťuje práci s property listem.
Property list je nástroj pro modifikaci chování jednotlivých struktur. V našem případě
budeme tento mechanismus využívat především pro povolení paralelní práce s danou
strukturou.
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Kapitola 4
Superpočítače
Superpočítač je velmi výkonný počítač určený pro výpočetně složité úlohy. Dnešní su-
perpočítače bývají počítačovými clustery, což je spojení mnoha počítačů v jeden celek.
Vzniká tak jistá počítačová hierarchie, kdy procesory o určitém množství jader jsou zapo-
jeny do socketu, typicky dva sockety jsou úzce spjaty, což znamená, že sdílí operační paměť
a síťovou kartu. Tomuto spojení říkáme uzel. Jednotlivé uzly se pak propojují skrze síťové
rozhraní v jeden celek.
4.1 Práce se superpočítači
Na superpočítačích se ve většině případů nepracuje interaktivně, ale využívá se dávkového
zpracování takzvaných jobů, což jsou typicky bashové skripty, které spouští uživatelské
úlohy. Při vytváření jobu je nutno specifikovat jeho předpokládané maximální požadavky
na zdroje, podle kterých je daný job vybírán z fronty čekajících. Mezi typické požadavky
patří celková doba běhu, počet výpočetních jader, počet uzlů nebo také velikost operační
paměti.
Uživatel pro daný job vybírá, do které fronty se má zařadit. Na clusterech bývá vícero
front, které se odlišují především nastavenou maximální dobou běhu úloh, typicky tak
můžeme narazit na fronty pro joby s dobou běhu do 10 hodin, 24 hodin nebo 7 dní. Existují
také fronty, které jsou vyhrazeny pro joby, které mají být spuštěny na grafickém procesoru,
nebo jsou vyhrazeny pro určitou skupinu pracujících.
Z těchto front jsou joby vybírány pomocí plánovače. Často používaným plánovačem je
PBS (Portable Batch System) [1], který na základě volných zdrojů vybíra joby z front,
alokuje pro ně požadované zdroje a kontroluje, zda nedošlo k jejich přečerpání. V takovém
případě je daný job ukončen.
4.2 Lustre file system
Lustre [40] je distribuovaný souborový systém pojící disková pole RAID v jeden celek.
Pro nakládání s daty tento systém využívá okolo 60 ze 100 nejrychlejších superpočítačů
na světě [22].
Lustre se skládá z několika částí [23], které jsou vyobrazeny na obrázku 4.1
• Metadata Server (MDS)
Metadata Server zajišťuje uložení metadat na jeden či více Metadata Target.
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• Metadata Target (MDT)
Na Metadata Target se uchovávají metadata souborového systému. Jsou zde tedy
uloženy názvy souborů, složek, přístupová práva a jejich umístění.
• Object Storage Servers (OSS)
Object Storage Servers vyřizuje síťové požadavky na práci se soubory umístěné na něk-
terém z OST, které spravuje. Pod jeden OSS mohou spadat 2 až 8 OST.
• Object Storage Target (OST)
Na Object Storage Target jsou uložena data souborů ze správy jednoho, nebo i více
OSS. Na každý OST je možno umístit až 8 TB dat (za specifických podmínek až 16 TB).
Pro optimalizaci výkonnosti mohou být soubory rozloženy pomocí prokládání na více
OST.
• Lustre Client
Lustre klient je uzel, kde běží Lustre software, který umožňuje připojit souborový
systém Lustre, čímž tvoří rozhraní mezi virtuálním Linuxovým souborovým systémem
a servery Lustre. Různí klienti mohou ve stejnou chvíli zapisovat do různých částí
stejného souboru, zatímco jíní klienti mohou číst celý tento soubor.
Obrázek 4.1: Vyobrazení příkladu clusteru Lustre [23].
4.3 Partnership for advanced computing in Europe
Partnership for advanced computing in Europe (PRACE) [25] je mezinárodní nezisková
asociace, tvořící díky svých členů evropskou superpočítačovou infrastrukturu. Asociace je
složena z 25 členských států, mezi nimiž nechybí ani Česká republika v zastoupení Národ-
ního superpočítačové centra IT4Innovations a jejich superpočítače Anselm [13].
Cílem PRACE je zpřístupnit vědcům a výzkumníkům z průmyslu a akademické sféry
vysoce výkonné výpočetní a datové zdroje a umožnit tak technický výzkum a vývoj význam-
ných vědeckých vynálezů [26]. Zároveň se PRACE podílí na snížení energetické spotřeby
počítačových systémů s cílem omezit tak jejich dopad na životní prostředí.
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Díky PRACE nám bylo umožněno při vývoji aplikace pracovat na superpočítači Su-
pernova v Polské Vratislavi. Tento superpočítač má výkon 72,5 TFlop/s, operační paměť
14,5 TB a na svá disková pole umožňuje uložit až 895 TB [39].
Při vývoji této práce bylo počítáno také na superpočítači Anselm, který aktuálně po-
skytuje 3344 výpočetních jader s 15 TB RAM a výkonem přes 94 TFlop/s [14].
PRACE kromě přístupu k superpočítačům zajišťuje výukový a tréninkový program za-
měřující se na efektivní využití poskytovaných zdrojů. Pořádají proto pravidelné semináře,
workshopy a sezónní školy zaměřené na jednotlivé technologie, nástroje nebo oblasti vývoje.
Ve dnech od 15. do 17.4. 2014 probíhala konference PRACE Spring School 2014 [27]
na univerzitě Johannese Keplera na hradě Hagenbergu u Linze v Rakousku, které jsem
se účastnil a využil jsem možnosti prezentovat výsledky této práce pomocí posteru A.1
a diskuze, na kterou zde byl vyhrazen speciální časový úsek.
4.4 MetaCentrum Virtual Organization
MetaCentrum [20] je organizace sdružující výpočetní a úložné kapacity řady významných
českých institucí a ústavů vysokých škol, která je zpřístupňuje akademickým pracovníkům,
zaměstnancům a studentům vědeckovýzkumných institucí v České republice. MetaCent-
rum poskytované zdroje také spravuje, zajišťuje k nim uživatelskou podporu a stará se
o bezpečnost zdrojů i jejich uživatelů.
Na strojích MetaCentra byl prováděn vývoj aplikace, avšak výkonnostní testy zde spu-
štěny nebyly, jelikož MetaCentrum nevyužívá souborového systému Lustre, pro který byla
cílová aplikace vyvíjena.
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Kapitola 5
Simulace ultrazvuku
Pro pochopení jádra problému je zapotřebí podívat se na vznik dat při simulaci. V následu-
jícím textu se pracuje s pojmem simulační doména, pod kterým bychom si měli představit
diskretizaci určité části tělesa do pravidelné mřížky, na níž působíme vlněním. Pokud pro-
vádíme simulaci šíření vln v doméně, jež je vyobrazená na obr 5.1, dojde nejprve k rozdělení
simulační domény na jednotlivé procesy (barevné pruhy reprezentují oblasti přidělené jed-
notlivým procesům), následně se v každém bodě vypočítá stav vlny a uvnitř subdomény
dochází k uložení aktuálních hodnot. Tato data, což může být akustický tlak nebo okamžitá
rychlost kmitajících akustických částic, se ukládají v každé iteraci.
Obrázek 5.1: Názorné vyobrazení simulační domény rozdělené na části spravující jednotlivé
procesy s jednou vzorkovanou oblastí.
Obrázek 5.2: Reálné vyobrazení simulační domény s šířícím se vlnění ultrazvuku [16].
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Jak můžeme vidět na obrázku 5.1, subdoména je rozdělena mezi velké množství procesů
a každý proces tak ukládá do souboru pouze malé množství dat. Dochází tak k velkému
množství malých požadavků na paralelní zápis do jediného souboru, což způsobuje velké
množství režie pevných disků.
Pokud však je v doméně umístěno větší množství subdomén, podobně jako je tomu
na obrázku 5.3, dochází k neuniformnímu rozložení dat mezi jednotlivé procesy, což je další
významný faktor snižující rychlost zápisu. Více subdomén se v simulaci vyskytuje, například
když se v okolí ohniska záření vyskytuje kost nebo žíla, která odvádí teplo.
Obrázek 5.3: Názorné vyobrazení většího množství subdomén v simulační doméně, způso-
bující nerovnoměrné rozložení dat mezi procesy.
Následující příklad vychází z reálně prováděné simulace a pro lepší představu čtenáře
o daném problému uvádí přesné hodnoty. Tato simulace probíhala v doméně o velikosti
2048 x 1536 x 1536 bodů (což odpovídá 170 x 143 x 143 mm), která obsahovala subdoménu
o rozměrech 540 x 320 x 320 a probíhala po dobu 19 800 iterací. Výpočet provádělo 768
jader. Doména byla rozdělena mezi procesy po ose Z, takže 1536 desek bylo rozděleno tak,
že na 1 proces připadaly 2 desky. Jelikož subdoména v ose Z byla tvořena 320 deskami,
zápis dat připadl na 160 jader (z 768 jader je v době zápisu 608 nevyužito). V každém
kroku simulace tato jádra ukládala 1,32 MB (dvě desky, každá tvořena 540 x 320 floaty),
což je celkem 211 MB dat na iteraci a výsledný soubor dosáhl velikosti necelých 4 TB.
Jako řešení problému velkého množství malých zápisů jsem se rozhodl centralizovat
data do vybraných uzlů, čímž dojde ke zmenšení počtu požadavků na zápis na disk. Vedle
možnosti zápisu pomocí všech procesů jsem tedy postavil zápis pomocí jediného procesu
na socket, zápis skrze jeden proces na uzel a zápis polovinou z procesů.
Dále je zde vyobrazen vývojový diagram 5.6 reprezentující zobecněnou podobu vytvoře-
ného programu pro paralelní zápis do souboru. Tento diagram je rozdělen do dvou částí.
V první části probíhá přeuspořádání dat mezi procesy a v druhé části již probíhá paralelní
zápis do souboru pomocí procesů, které mají data pro zápis. Tato část je vytvořena uni-
verzálně tak aby zápis vždy provedly veškeré procesy spojené v rámci komunikátoru, tudíž
pokud nechceme v této části využít všech procesů, stačí vytvořit nový komunikátor.
Diagram začíná voláním funkce MPI Init, která inicializuje rozhraní MPI. Po zavolání
této funkce jsou všechny procesy propojeny komunikátorem MPI COMM WORLD, který
je využit v případě zápisu pomocí všech procesů.
Pokud však chceme data přeskupit, potřebujeme nejprve sdružit procesy do skupin, uv-
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nitř kterých dojde k centralizaci dat do jediného procesu. Toho docílíme vytvořením nového
komunikátoru, který vznikne rozštěpením základního komunikátoru. Vytvořené komuniká-
tory jsou vyobrazeny na obrázku 5.4 na příkladě devíti procesů, které rozdělíme do tří
skupin. Na tomto obrázku je komunikátor vytvářející tyto skupiny pojmenován Groups.
V těchto skupinách bude vždy jeden proces, který posbírá od ostatních jejich data (na ob-
rázku vyznačen červeně). Tyto procesy je potřeba opět seskupit do nového komunikátoru,
který bude následně využit pro zápis (na obrázku komunikátor Writers).
Obrázek 5.4: Názorné rozdělení procesů do komunikátorů.
Zapisující procesy musí na základě informace, kolik dat jednotlivé procesy zasílají, spočí-
tat celkové množství dat, které bude zapsáno, aby mohli alokovat prostor pro tato data. Dále
vytvoří pole udávající množství dat jednotlivých procesů a pole posunutí dat od začátku.
Tyto hodnoty jsou potřeba pro volání funkce MPI Gatherv, která zajistí posbírání požado-
vaných dat od cílového procesu v rámci komunikátoru. Přesun dat z jednotlivých procesů
je znázorněn na obr 5.5, který navazuje na dříve zmíněný příklad. Po této centralizaci dat
nezapisující procesy již neprovádí žádnou činnost.
Obrázek 5.5: Postup přesouvání dat z jednotlivých procesů až na pevný disk.
Procesy, ve kterých se data centralizovala, musí vytvořit HDF5 soubor, jenž má nastaven
kolektivní zápis. Následně je vytvořen dataspace, který udává celkovou velikost souboru
a jeho prostorové rozložení (velikost jednotlivých dimenzí). Dále se v souboru vytvoří data-
set, což je pojmenované pole, definované dříve vytvořeným dataspace, určené pro zápis dat.
Poté si každý proces musí rezervovat prostor pro zápis v datasetu, čehož dosáhne vy-
tvořením hyperslabu, jemuž předá informace o posunutí a velikosti dat. Do tohoto hy-
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perslabu je možné zapsat požadovaná data, nicméně je zapotřebí opět definovat jejich
dimenzionalitu (vytvořit dataspace odpovídající datům daného procesu) a nastavit kolek-
tivní zápis do hyperslabu.
Na závěr musí všechny procesy zavolat funkci MPI Finalize, která zajistí ukončení
funkce tohoto rozhraní. Po zavolání této funkce již nadále nelze komunikovat s ostatními
procesy.
Ve výsledné aplikaci je však pořadí jednotlivých operací pozměněno. Nejprve dojde k na-
stavení veškerých struktur na požadované hodnoty, což si můžeme dovolit, jelikož množství
dat a jejich rozložení je v každém kroku iterace stejné. Na závěr každé simulační iterace
tak dojde pouze k centralizaci dat pomoci Gatherv, posuneme offset v cílovém datasetu
na další řádek a do něj zapíšeme vytvořená data.
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Obrázek 5.6: Zobecněný vývojový diagram zobrazující uložení dat.
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Kapitola 6
Benchmark aplikace
Pro tuto práci byla vyvinuta aplikace umožnující 3 typy zápisu - zapisují všechny procesy,
pouze vybrané, nebo jediný proces. Verze, kdy zapisuje pouze jediný proces, zcela odstra-
ňuje problematiku paralelního zápisu do souboru. Avšak pokud bychom prováděli přesun
dat do jediného procesu, docílili bychom problému s nedostatkem operační paměti. Navíc
v případě zápisu na několik diskových polí současně, výrazně zvyšujeme rychlost zápisu.
Aplikace se spouští se vstupními parametry, pomocí nichž vybíráme nejen způsob zá-
pisu, ale také hodnoty veškerých proměnných, které ovlivňují rychlost zápisu. O výsledcích
jednotlivých testů a vhodném nastavení těchto proměnných pojednává následující kapitola
Experimentální výsledky.
Zmiňovanými vstupními parametry jsou:
-f = výběr typu zápisu
-r = počet iterací zápisu
-d = množství hodnot typu float na 1 proces
-m = počet zapisujících procesů
-s = počet procesů na socket
-c = typ chunku
-h = název HDF souboru, do kterého se zapisuji data
-o = název výstupního souboru se statistikou
Po zpracování parametrů dochází v aplikaci k výběru odpovídajícího typu zápisu. Průběh
zápisu však neodpovídá postupu popsanému v kapitole 5 Simulace ultrazvuku. Ten je pro
lepší srozumitelnost prezentován tak, aby navazující souvislosti následovaly za sebou. Je-
likož rozdělení dat mezi procesy je v každém kroku simulace stejné, je vhodné vytvořit
potřebné struktury na počátku a předpočítat pomocná data tak, aby na závěr každé ite-
race došlo pouze k případné centralizaci dat a samotnému zápisu. Také je třeba alokovat
veškerou paměť již na počátku simulace. Tato podmínka platí v rámci celého projektu z dů-
vodu jeho paměťové náročnosti. Pokud by mělo dojít k pádu aplikace z důvodu nedostatku
paměti, stane se tak již na začátku simulace a bude ušetřen výpočetní čas.
6.1 Experimentální výsledky
Jak již jsem uvedl, na rychlost zápisu má vliv mnoho proměnných a proto bylo zapotřebí
provést mnoho testů s různými hodnotami, abych našel nejlepší a zároveň univerzální na-
stavení.
19
Jako proměnné s největším vlivem na rychlost zápisu jsem označil:
• Nastavení Lustre stripes
• Množství dat na proces
• Počet zapisujících procesů
• Velikost HDF5 chunků
• Konverze mezi datovými typy
• Metadata cache
Pokud není uvedeno jinak, veškeré prezentované výsledky byly změřeny na počítači
Anselm v Ostravě, kde probíhal zápis pomocí všech procesů do adresáře využívající nasta-
vení 8 Lustre stripů o velikosti 1 MB. Grafy zobrazují rychlost zápisu v GB/s při různém
množství dat na každý proces.
6.1.1 Lustre stripes
Nejprve bych se zaměřil na vhodné nastavení souborového systému, jelikož systém Lustre
poskytuje velmi odlišné podmínky pro zápis oproti zápisu na jeden pevný disk. Díky tomu,
že Lustre pojí mnoho disků v jeden celek, můžeme jej nastavit tak, aby se požadavky o zápis
rozložily mezi vícero disků. Toho dosáhneme pomocí nastavení Lustre stripes na adresář,
do nějž se provádí zápis. U jednotlivých adresářů máme možnost definovat počet stripů a je-
jich velikost. Pokud například nastavíme 8 stripů o velikosti 1 MB, znamená to, že Metadata
server alokuje prostor na 8 za sebou jdoucích OST (výjimku tvoří případ, kdy se množ-
ství volného prostoru na discích liší o více než 20% [24]). Nejprve se bude zapisovat 1 MB
na 1. OST, další 1 MB na 2. OST, až dosáhneme 8. OST. Jelikož se využívá round-robin
algoritmu, po zapsání těchto 8 MB se započíná opět od prvního disku. Tímto způsobem
jsme schopni v jeden moment zapisovat na větší počet diskových polí aniž bychom se o to
museli sami starat.
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Obrázek 6.1: 512 zapisujících procesů do adresáře s a bez nastavení stripů.
Dle Lustre 2.0 Operations Manual [24] je vhodné volit velikost stripu minimálně 512 KB,
ideálně však v rozmezí 1 až 4 MB (velikost by vždy měla být násobkem 64 KB, což je
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typickou maximální velikostí stránky). Větší stripy dle zkušeností tvůrců již snižují rychlost.
Implicitní velikost stripu je 1 MB což je také velikost zpráv, které si Lustre posílá skrze síť.
Test znázorňující význam nastavení stripů jsem provedl na Anselm s nastavením 8 stripů
o velikosti 1 MB (Anselm poskytuje maximálně 10 stripů [15]). Výsledek testu prezentuji
na 512 zapisujících procesech.
Z grafu je možno vyčíst, že bez nastavení stripů dosahujeme vyšší rychlosti díky přístupu
pouze na jeden disk, avšak brzy dosáhneme maximální rychlosti, která je velmi nízká oproti
rychlosti dosažené po nastavení stripů. Toto zrychlení se začíná projevovat, až když jednot-
livé procesy zapisují do celých stripů, tedy od 1 MB dat na proces. Při 8 MB na proces je
dosažená rychlost více než 5-ti násobně vyšší.
Všechny následující testy zapisovaly do adresáře s nastaveným Lustre stripes.
6.1.2 Množství dat na proces
Jak již jsme mohli zaznamenat v předešlé části, test na význam nastavení Lustre stripes byl
spouštěn s různým množstvím dat na proces. Při konstantním počtu zapisujících procesů
máme stejné množství požadavků o zápis. Latence distribuovaného diskového pole Lustre
se nejvíce projeví právě v případě velkého množství malých požadavků.
V případě využití většího množství Lustre stripes je toto zrychlení umocněno právě
využitím stripů, přesto je možné pozorovat zrychlení i na jednom stripu, dokud nedojde
k dosažení maximální rychlosti zápisu s daným nastavením.
6.1.3 Počet zapisujících procesů
Graf porovnávající rychlost zápisu pomocí různého množství procesů 6.2 naznačuje, že ros-
toucí počet zapisujících procesů má pozitivní vliv na rychlost zápisu1. Především však lze
vidět, že dochází ke zrychlení zápisu již při menším množství dat na proces.
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Obrázek 6.2: Vliv využití různého množství jader.
Při tomto testu byly využity chunky o shodné velikosti jako data na proces (viz sekce 6.1.4).
Na grafu 6.5 nás může zaujmout, že nedošlo ke zrychlení v případě 2 MB dat na 512 jader,
1Křivky odpovídající vyšším počtům jader jsou ukončeny již při menším množství dat na každý proces,
jelikož již při současném nejvyšším nastavení bylo v každé iteraci celkově uloženo 2GB dat.
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jak je ale možné vidět na grafu 6.4, této menší rychlosti bylo dosaženo pouze při spu-
štění s nastavením dané velikosti chunku. Avšak při opakovaném testu se snížení rychlosti
neprokázalo a šlo tak pravděpodobně pouze o latenci sdíleného diskového pole.
V grafu 6.2 je však zajímavější křivka odpovídající 16-ti zapisujícím jádrům, která pro-
kazatelně vykazuje více než dvojnásobně lepší hodnoty než 32 jader. Graf 6.3 zaměřený
na test zápisu s různými velikostmi chunků s pomocí 16-ti zapisujících procesů detailně
ukazuje, že zrychlení nastává od 1 MB dat na proces. Tato hodnota odpovídá nastavené ve-
likosti Lustre stripes, přičemž na jeden stripe připadají dva procesy. Test zápisu na větším
množství jader, s nastavením většího množství stripů, bohužel nebylo možné provést kvůli
omezené velikosti diskového pole počítače Anselm.
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Obrázek 6.3: Srovnání rychlosti zápisu pro
různá nastavení chunků při 16 procesech.
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Obrázek 6.4: Srovnání rychlosti zápisu pro
různá nastavení chunků při 512 procesech.
Vzhledem k tomu, že vyšší počet zapisujících procesů obecně způsobuje také vyšší rych-
lost, centralizací dat jdeme proti tomuto faktoru. Jelikož však větší množství dat na proces
způsobuje zrychlení, hledáme kompromis mezi těmito proměnnými.
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Obrázek 6.5: Znázornění rychlosti zápisu určitého množství dat pomocí různého počtu jader.
Například pokud bychom chtěli zapsat 256 MB soubor, je vhodné využít jiné množství
zapisujících procesů než pro zápis 1 GB souboru. Tento příklad je naznačen na grafu 6.5,
z kterého můžeme vyčíst, že pro větší soubor bychom pro maximální rychlost měli využít
512 nebo alespoň 256 výpočetních jader, zatímco na čtvrtinový soubor stačí využít 64 jader,
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jelikož větší množství zapisujících procesů nevykazuje zrychlení. Pokud by však daná data
byla rozdělena mezi vícero procesů, nevyplatí se provádět centralizaci dat, jelikož samotný
přesun dat mezi procesy by vedl ke zpomalení zápisu.
6.1.4 Velikost HDF5 chunků
Pokud zapisujeme do HDF5 souboru, přistupujeme do datasetu, což je až 32-dimenzionální
pole, do kterého umisťujeme naše data [28]. Způsob, jakým je multidimenzionální data-
set namapován do souboru na disku, nazýváme layout (rozložení). Jestliže nevyužíváme
chunků, dochází k serializaci celého datasetu do monolitického bloku na disku, jehož veli-
kost odpovídá velikosti datasetu. V tomto případě mluvíme o contiguous layout (souvislé
rozložení).2
HDF však umožňuje souvislý dataset rozdělit do menších částí předem dané velikosti,
které nazýváme chunky [28] a layout je nazván chunked. Chunky se stávají nejmenší datovou
jednotkou, s kterou se při I/O pracuje. Jednotlivé chunky jsou tak čteny a zapisovány
samostatně, což zvětšuje výkonnost pokud přistupujeme pouze do určité části datasetu.
Také pokud se pracuje s příliš velkým datasetem, je nutné zavést chunky, jelikož na disku
nemusí být tak velký souvislý prostor pro požadovaný soubor, ale především v momentě
zápisu a čtení jsme limitováni velikostí operační paměti, do které se musí daný dataset vejít.
Pokud zavádíme chunked layout, můžeme ovlivnit jejich velikost a tvar. Jelikož v každé
iteraci dochází k zápisu pouze jednoho řádku, vyžíváme tak pouze 1 D chunky, tudíž jeho
tvar je daný. Jestliže totiž není v jedné operaci zapisováno do celého chunk, musí být chunk
prvně načten ze souboru, aby se nezměněná část chunku mohla opět zapsat. Hlavní otázkou
tedy zůstala pouze ideální velikost chunku. Pro tento test jsem navrhl několik možných
vhodných velikostí chunků, jednalo se o následující velikosti:
• 1 MB limit
Velikost Lustre stripe, zároveň velikost zpráv posílaných souborovým systémem Lustre.
• 8 MB limit
Odpovídá počtu stripů.
• Dle velikosti dat na jeden proces
• Dle velikosti dat na socket
• Dle velikosti dat na uzel
• Dle velikosti dat vytvořených v jedné iteraci
Jestliže je u velikosti chunku uveden limit, znamená to, že v případě, kdy velikost
dat na 1 iteraci byla menší než tento limit, byl nastaven chunk o velikosti veškerých dat
na iteraci. Vzhledem k tomu, že chunkovaní je vlastností datasetu a nebylo využito vice-
dimenzionálních chunků, není možné vytvořit chunk větší než jeden řádek datasetu.
Jak je z grafu 6.6 vidět, limit velikosti chunku se na rychlosti promítne v momentě, kdy
nelze do daného chunku umístit ani data jednotlivých procesů.
2Pro úplnost je nutné podotknout, že knihovna HDF má ještě compact a external storage layout [30].
Compact layout je určen pro data o velikosti do 30KB, které se následně uloží do jednoho místa společně
s metadaty. Výhodou tohoto řešení je, že data lze získat pouhou jednou I/O operací, oproti dvěma, kdy
nejprve přistoupíme k metadatům a až následně ke konkrétním datům. Pomocí external layout je možné
propojit několik HDF souborů, s kterými můžeme pracovat jako by to byl jeden.
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Obrázek 6.6: Výsledná rychlost zápisu pomocí 512 procesů s chunky s velikostí omezenou
limitem.
Z dříve vyobrazených grafů 6.3 a 6.4 srovnávajících rychlost zápisu s různou velikostí
dat na proces, a stejně tak z následujících grafů 6.7 a 6.8, které označují rychlost zápisu
s chunkem o velikosti dat na socket za referenční a zbylá nastavení s ní srovnávají, lze jen
těžko označit některé z nastavení jako univerzálně lepší. Se stejným výsledkem dopadla
srovnání na libovolném počtu výpočetních jader.
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Obrázek 6.7: Procentuální srovnání rychlosti zápisu 128 procesy při různých nastavení ve-
likostí chunku s referenční rychlostí.
Vzhledem k dosaženým výsledkům jsem dospěl k závěru, že rychlosti zápisu neuškodí,
přistupuje-li ve stejný moment vícero procesů k jedinému chunku. Veškeré chunky byly
zarovnány na velikost dat jednoho či více procesů. Rychlost zápisu naopak poznamená,
musí-li jeden proces zapsat do více než jednoho chunku. Proto jsem označil za ideální
využít chunk o velikosti dat všech procesů v rámci jedné iterace za předpokladu, že je možné
takto velký chunk vytvořit. Jelikož počet chunků bude odpovídat počtu iterací, dosáhneme
nejmenšího možného množství chunků a jejich metadat (Metadatům je věnována následující
sekce 6.1.5). Metadata cache se tak nebude téměř zvětšovat a dosáhneme vysoké hit rate,
jelikož veškeré procesy přistoupí ke stejnému chunku.
Jestliže však není možné vytvořit tak velký chunk, je vhodné zvolit velikost chunku shod-
nou s daty jednotlivých procesů, kdy není zapotřebí kontrolovat přílišnou velikost chunku
a díky možnosti dočasného zakázání uvolňování metadata cache jsme schopni maximálně
omezit dopad práce s metadata cache.
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Obrázek 6.8: Procentuální srovnání rychlosti zápisu 512 procesy při různých nastavení ve-
likostí chunku s referenční rychlostí.
Pokud vyžíváme chunky, je dobré využít funkce H5Pset cache [32], která umožňuje
nastavit velikost cache pro práci s chunky a také strategii uvolňování této cache. Tato cache
se však v případě zápisu pomocí MPI bohužel využívá pouze v režimu čtení (read-only),
zatímco při zápisu dochází k přímému přístupu na disk.
6.1.5 Metadata cache
Především v případě velkého množství chunků na dataset je vhodné upravit velikost meta-
data cache. V této cache se uchovávají metadata objektů, se kterými HDF pracuje [10], což
jsou také jednotlivé chunky. Tato cache je implicitně nastavená na velikost 1 MB a jestliže
tato velikost nevyhovuje, průběžně svou velikost upravuje [33]. Pokud však dopředu víme,
že potřebujeme výrazně větší cache, je možné ji nastavit konkrétní velikost. Také je možné
změnit například politiku pro uvolňování cache, kterou je dokonce možné vypnout. V tomto
případě se cache pouze rozrůstá a uvolní se až v momentě, kdy je jí to opět povoleno. Tato
možnost je v HDF implementována pro případ, kdy probíhá zápis velkého množství dat
a je nežádoucí omezovat průchodnost zápisem metadat [33][11], především protože se jedná
o malé kolektivní operace.
Způsob, jakým lze uvedeného nastavení dosáhnout, je uveden na zdrojovém kódu 1,
který je platný pro aktuální verzi HDF-1.8.12.3
Zdrojový kód 1: Zakázání odstraňování záznamů z metadata cache
1: H5AC cache config t mdc config;
2: mdc config.version = H5AC CURR CACHE CONFIG VERSION;
3: H5Pget mdc config(plist, &mdc config);
// aktuální konfigurace z property listu HDF souboru
4: mdc config.evictions enabled = FALSE; // zákaz odstraňování záznamů
5: mdc config.incr mode = H5C incr off; // vypnutí zvětšování cache
6: mdc config.decr mode = H5C decr off; // vypnutí zmenšování cache
7: mdc config.flash incr mode = H5C flash incr off;
// vypnutí nárazového zvětšovacího módu
8: H5Pset mdc config(plist, &mdc config) ;
3Změna nastavení cache není zcela standardní operací a v případě změny v implementaci cache, není
zaručena konzistence mezi jednotlivými verzemi [33].
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Možnosti tohoto nastavení je využito také ve vypracované aplikaci, kdy dojde k zakázání
uvolňování cache před zápisem do souboru a po dokončení zápisu je konfigurace navrácena
do původního stavu a je volána funkce H5Fflush pro uvolnění této cache.
Před tím, než se uživatel rozhodne k upravování fungování cache, je vhodné změřit
pro danou aplikaci aktuální úspěšnost při přístupu do ní (hit rate), k čemuž slouží funkce
H5Fget mdc hit rate a funkce H5Fget mdc size pro zjištění aktuální velikosti cache.
6.1.6 Konverze mezi datovými typy
Knihovna HDF zajišťuje, aby její soubory byly nezávislé na architektuře a tedy přenositelné
mezi různými počítači. Provádí to tak, že při každé I/O operaci dochází ke konverzi datových
typů. Rozlišujeme tedy datový typ dat uložených v souboru na disku a datový typ dat
v paměti (datový typ datasetu) [8]. Data se vždy ukládají jako big-endian, integer je uložen
na 16-ti bitech a floaty jsou transformovány na integery [10].
V momentě kdy provádíme ukládání dat, dochází k datové konverzi, která se provádí
skrze conversion buffer. Tento proces je naznačen na obrázku 6.9.
Obrázek 6.9: Konverze datového typu skrze conversion buffer [10].
Velikost vnitřních a conversion bufferu je možné změnit pomocí funkce H5Pset buffer [9].
Tento buffer je implicitně nastaven na 1 MB a je vhodné jej upravit tak, aby se do něj vešel
celý chunk nebo veškerá data, v případě n-dimenzionálních dat by velikost měla odpovídat
velikosti první dimenze těchto dat.
6.2 Různé typy zápisu
Jak jsem již zmiňoval, hlavní myšlenou práce bylo zrychlit zápis do souboru pomocí snížení
počtu zapisujících procesů, se kterými je spojena režie diskových polí. Před spuštěním testu,
který porovnal zápis s a bez redukce zapisujících procesů, jsem hledal správné nastavení
systému pro dosažení maximální rychlosti, prezentované v sekci Experimentální výsledky.
Těchto nastavení bylo využito a byl spuštěn test, který vedle sebe postavil:
• zapisují veškeré procesy
• zapisuje 1 na uzel
• zapisuje 1 socket
• zapisuje každý druhý proces
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Redukce na polovinu procesů byla k avizovaným způsobům zápisu přidána z obavy, že
příliš malý počet zapisujících procesů by mohl rychlost zápisu poznamenat více, než bychom
získali větším množstvím dat na jednotlivé procesy. Jak je však z grafu 6.10 i 6.11 patrné,
význam provádění takovéto redukce je zanedbatelný.
Naopak redukce dat na 1 proces na socket již od hranice 256 KB dat na jádro vykazuje
významné zrychlení a v momentě, kdy na jádro připadají data v řádech megabajtů, do-
chází k zápisu rychlostí téměř 1 GB/s. Zároveň lze pozorovat dosažení teoretického limitu
diskového pole počítače Anselm, který odpovídá 3 GB/s [15].
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Obrázek 6.10: Různé typy zápisu porovnané při využití 512 jader.
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Obrázek 6.11: Různé typy zápisu porovnané při využití 256 jader.
Na grafu 6.12 je procentuálně vyjádřeno zrychlení zápisu po redukci na socket oproti
zápisu všemi procesy. Můžeme zde pozorovat maximální dosažené zrychlení, které bylo až
trojnásobné. Měli bychom si také všimnout, že maximální zrychlení se s navyšujícím počtem
jader posouvá směrem k vyšším hodnotám dat na proces. Za tímto maximem se však rozdíl
každým krokem minimalizuje, ale je třeba podotknout, že při daném množství dat na proces
dosahuje velmi dobrých výsledků už také zápis pomocí všech procesů.
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Obrázek 6.12: Procentuální vyjádření zrychlení zápisu po centralizaci dat na socket oproti
rychlosti zápisu všech procesů.
Zcela jiné maximální zrychlení bylo změřeno při 64 a 32 jádrech, kdy na 2, respektive
1 KB dat na proces dosahovalo hodnoty převyšující 2 800%. I přes dosažení takto neuvěři-
telného zrychlení, nedosahovala výsledná rychlost ani 10 MB/s.
Můžeme také vidět, že pokud na proces připadá pouhých několik málo KB, ani cent-
ralizace dat nepomůže dosáhnout dostatečně vysoké rychlosti. Abychom dosáhli opravdu
vysoké rychlosti i při takto malém množství dat na proces, navrhl bych, aby zápis dat pro-
bíhal z většího množství iterací. Vzhledem k tomu, že se jedná o malé množství dat, neměl
by být problém udržovat v paměti takto nashromážděná data a až následně je zapsat.
Jelikož doba potřebná pro centralizace dat s rostoucí velikostí zprávy roste pomaleji
než přímo úměrně (netýká se úplně nejmenších zpráv do 8 KB), protože režie MPI spojená
s přesunem dat je stejná, pouze se přesouvá skrze síť větší množství dat, navrhl bych, aby
jednotlivé procesy uchovaly ve své paměti data z několika iterací. Na grafu 6.13 můžeme
vidět, kolik procent času z celkové doby zápisu bylo stráveno pouhou agregací dat.
V grafech 6.14 a 6.15 lze pak vidět tento údaj v přímém srovnání s celkovou dobou
zápisu. Pokud se zaměříme na přeposílání megabajtových zpráv, zjistíme, že ač je velikost
zprávy dvojnásobná, doba jejího provedení je vždy téměř stejná, tudíž by rozhodně mělo
docházet ke shromažďováni dat z většího počtu iterací u jednotlivých procesů.
V momentě, kdy již byl nashromážděn dostatek dat, dojde k přesunu dat a zápisu vy-
branými procesy na disk (dle získaných výsledků nejlépe na jeden proces v rámci socketu).
Hranice množství dat, která by se měla nashromáždit před proběhnutím zápisu, se stano-
vuje těžko, avšak lze říci, že každé navýšení množství dat na zapisovače má kladný vliv
na rychlost zápisu. Naopak musíme také počítat s maximálním množstvím dat. V tomto
ohledu jsme limitováni velikostí operační paměti a funkcemi MPI, které umožňují využít
pouze velikosti dané rozsahem datového typu integer.
Zrychlení zápisu dat by urychlilo také vyčlenění části procesů pouze pro zápis dat,
zatímco zbylé procesy by prováděly výpočet následující iterace. Stále bych však doporučoval
provádět kumulaci dat u jednotlivých procesů, aby docházelo k minimu agregací dat.
V průběhu tvorby této práce nebyl testován zápis dat z většího množství iterací (do
více řádků datasetu), avšak lze očekávat, že zrychlení, kterého bychom dosáhli, bude pře-
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Obrázek 6.13: Test na 512 jádrech v procentuálním vyjádření kolik času z jednotlivých
zápisu spotřeboval přesun dat mezi procesy.
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Obrázek 6.14: Porovnání celkového času zá-
pisu s přesunem dat do vybraných procesů
na 512 jádrech.
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Obrázek 6.15: Porovnání celkového času zá-
pisu s přesunem dat do vybraných procesů
na 256 jádrech.
vyšovat případnou ztrátu rychlosti způsobenou zápisem do 2 D hyperslabů s 2 D chunky.
Problémem navrženého řešení je, že v průběhu simulace je zakázána jakákoli alokace pa-
měťového prostoru (viz kapitola 6 Benchmark aplikace), museli bychom tedy již při samotné
inicializaci simulace znát maximální počet iterací, ze kterých bude jeden zápis proveden.
Vzhledem k tomu, že budu na této práci dále pokračovat, bude zkoumání tohoto způsobu
zápisu jedním z prvních úkolů, kterým se budu zabývat.
6.3 Testování
6.3.1 Ověření obsahu HDF5 souborů
Pro validaci aplikace je nejdůležitější ověření, že výstupní soubor je přesně takový, jaký
jsme chtěli vytvořit, což je možné pomoci nástrojů z HDF API.
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Především tyto nástroje [34] umožňují okamžitou kontrolu obsahu souboru:
• h5dump
Pomocí h5dump dojde k vypsání nejen obsahu zadaného souboru, ale také se můžeme
dozvědět veškeré informace o struktuře souboru. Dozvíme se tak například informace
o datovém typu, velikosti datasetů, nebo také velikosti HDF5 chunků.
• h5diff
Tento nástroj porovná dva zadané soubory a na výstup vypíše případné rozdíly, které
se vyskytují ať už v jejich obsahu, či struktuře.
6.3.2 Způsob měření rychlosti zápisu
Veškeré naměřené rychlosti zápisu byly určeny pomocí funkce MPI Wtime, která vrací
aktuální čas v sekundách, na počátku a na konci měřeného úseku. Pokud je funkce vo-
lána více procesy, dochází ke změření daného úseku každým procesem samostatně a poté
dojde k určení doby trvání iterace odpovídající době nejdéle zapisujícího procesu pomocí
MPI Allreduce.
Jelikož zápis probíhá po iteracích (jednotlivých řádcích souboru), byla vždy změřena
doba trvání jedné iterace a z těchto hodnot byla vybrána střední hodnota. Výběr střední
hodnoty byl zvolen, jelikož jednotlivé naměřené hodnoty jsou proměnlivé a některé hodnoty
se značně liší od ostatních, čímž by ovlivnily průměrnou hodnotu. Nestálost hodnot je
způsobená kolizemi s ostatními uživateli sdíleného diskového pole.
Z odpovídajících naměřených časových hodnot, velikosti dat na jednotlivý proces a množ-
ství procesů byla následně vypočtena rychlost zápisu.
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Kapitola 7
Závěr
Cílem práce bylo optimalizovat rychlost zápisu dat vzniklých při simulaci šíření vln. Při této
simulaci vznikají stovky GB dat, ale v jedné iteraci se obvykle ukládá pouze několik stovek
MB, které jsou navíc rozděleny mezi některá výpočetní jádra.
Díky své výpočetní náročnosti se simulace spouští na superpočítačích a zápis tak probíhá
na distribuovaném souborovém systém Lustre. Při vypracovávání této práce jsem se naučil,
jak pracovat na superpočítači a zkoumal jsem celý proces ukládání dat, abych zjistil veškeré
vlivy na rychlost zápisu a nastavil vše tak, abych dosáhl maximální rychlosti.
Dále jsem navrhl centralizaci dat do vybraných procesů, abych zmenšil režii spojenou
s každým zapisujícím procesem a zároveň zvýšil množství dat na jednotlivé procesy.
Vhodným nastavením prostředí jsem dosáhl rychlosti 2,5 GB/s, což odpovídá 5-ti násob-
nému zrychlení, které bylo dosaženo při megabajtech dat na jednotlivé procesy. Vůči zápisu
všemi procesy, který odpovídá současnému způsobu zápisu využívaného v k-Wave, se mi
podařilo dosáhnout výrazného zrychlení již v případě ukládání dat o minimálním množství
256 KB dat na proces. Maximální naměřená rychlost se zastavila na hranici 3 GB/s, což
odpovídá teoretickému limitů diskového pole superpočítače Anselm. Této rychlosti zápisu
jsem docílil díky vhodnému nastavení a centralizaci dat do jediného procesu na socket. Vy-
užití jednoho procesu na socket vyhovuje také pro aktuálně vyvíjenou hybridní OpenMP
a MPI verzi 2 D dekompozice k-Wave.
Při menším množství dat je bohužel rychlost zápisu oproti maximální dosažené rychlosti
markantně menší a nepodařilo se jej razantně zrychlit, proto jsem navrhl řešení pomocí
kumulace dat z většího počtu iterací, kterým se budu zabývat dále v navazujícím studiu
na VUT FIT.
Aby navržený subsystém mohl být implementován do projektu k-Wave, je nutné nej-
prve vyřešit problém neuniformního rozložení zátěže mezi procesy, jelikož jeden z nejdůleži-
tějších požadavků na rychlost paralelního zápisu pomocí HDF je dodržení stejné velikosti
hyperslabů jednotlivých zapisujících procesů. Přičemž nerovnoměrné rozložení dat je čas-
tým problémem zápisu u k-Wave. Po vyřešení tohoto problému by systém měl být připraven
pro napojení na stávající zdrojové texty k-Wave a nahradit zde dosavadní třídu pro zápis
do souboru MPI OutputScatteredRealStream.
Tato práce byla prezentována na konferenci PRACE Spring School 2014, která probíhala
na univerzitě Johannese Keplera na hradě Hagenbergu u Linze v Rakousku a byla také
prezentována a následně oceněna jako nejlepší bakalářská práce v kategorii Komunikace,
počítačové sítě a systémy v soutěži STUDENT EEICT 2014 [7].
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Příloha A
Plakat
Optimization of the Distributed I/O Subsystem
of the k-Wave Project
Ondrej Vysocky and Jiri Jaros
1 Overview
The realistic ultrasound simulations computed by the acoustic
k-Wave toolbox produce an immense amount of output data to
capture the physical nature of the ultrasound wave propagation
in biological tissues. The acoustic quantities are sampled and
aggregated by distributed MPI processes and then progressively
stored by the HDF5 library into a single file.
The performance measurements have shown that the I/O
operations can easily become a bottleneck especially when the
region of interest being sampled is large and placed
non-uniformly over the MPI processes.
2 Parameters Affecting the I/O Performance
There are many variables that have to be considered when
optimizing the performance of the distributed I/O:
• Number of cores doing I/O
• Amount of data written per process
• Lustre stripes settings
• HDF5 chunk shape and size
3 Investigated Ways of Data Writing
The main contribution of this work is an investigation how the I/O
load distribution over a varying number of compute cores
influences the performance. We try to identify the scenarios
when it is better to collect the sampled data on a small number of
dedicated writers, and when it is better to simply use all compute
cores.
The question is:
What is the critical I/O block size for both methods?
In the case of dedicated writers, the data blocks from individual
cores are collected first using the MPI_Gatherv() communication.
We work with these settings:
• every process acts as a writer
• one process per socket does the I/O
• one process per node does the I/O
4 Experimental Results
The importance of the proper settings of the Lustre file system
(number of stripes)
Data blocks of varying sizes written by 512 cores
5
What is the I/O performance when varying numbers of CPU 
cores perform the collective I/O on the same block of data?
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Conclusions
The goal of this bachelor work is to find out the best strategy and
parameter settings for the k-Wave’s I/O subsystem.
• Careful Lustre stripe setting gives a speed-up over 3.5
• Reduction of the number of storing processes has a positive
impact on the performance when small data blocks are stored.
• The I/O performance can reach up to 2.5 GB/s
Different strategies of writing the same amount of the simulation
data.
Data blocks of varying sizes written by 512 cores, 
8 Lustre stripes, 1MB per Lustre stripe
Obrázek A.1: Poster vytvořený pro PRACE spring school 2014.
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