We consider robust and computationally e cient maximum likelihood algorithms for estimating the parameters of a radar target whose signal is observed by an array of sensors in interference with unknown second order spatial statistics. Two data models are described, one that uses the target direction of arrival (DOA) and signal amplitude as parameters, and the other a simpler unstructured model that uses a generic target \spatial signature." An extended invariance principle is invoked to show how the less accurate maximum likelihood estimates obtained from the simple model may be re ned to asymptotically achieve the performance available using the structured model. The resulting algorithm requires two 1-D searches rather than a 2-D search, as with previous approaches for the structured case. If a uniform linear array is used, only a single 1-D search is needed. A generalized likelihood ratio test for target detection is also derived under the unstructured model. The principal advantage of this approach is that it is computationally simple and robust to errors in the model (calibration) of the array response.
Introduction
In active radar systems, the primary goal is to detect the presence and estimate the parameters of targets in the presence of noise, ground clutter, and electronic countermeasures (e.g., jamming). For airborne radar applications, the parameters of interest include the target signal amplitude (related to its radar cross-section), direction of arrival (DOA), range, and doppler frequency. Even when only a single target is present, this detection and estimation problem is quite daunting due to the large volume of the parameter space that must be searched. For this reason, computational ease and e ciency is of the utmost importance.
Standard solutions to this problem involve the use of classical space-time lters, either dataindependent (e.g., as with a delay-and-sum beamformer) or \adaptive" (e.g., using linear constraints, maximum SINR criteria, etc.) 1] . A discussion of the application of such techniques to radar signal processing can be found in the texts 2, 3, 4, 5] and references therein. Maximum likelihood (ML) approaches have not been extensively considered for this problem, mainly because they are perceived to be too computationally complex, and because there is some reluctance in accepting the required modeling assumptions. Recent work has shown that for a single target source in Gaussian interference with unknown spatial covariance, the ML solution can be obtained via a 2-D search over target DOA and doppler, followed by a generalized likelihood ratio test (GLRT) 6, 7] .
One of the goals of this paper is to demonstrate that the 2-D search required for the ML solution can be replaced with two simpler 1-D searches, without impacting the asymptotic accuracy of the estimates. If the array is uniform and linear, then only a single 1-D search is required. The resulting computational savings have the potential for making the ML approach more feasible for radar applications. The key idea behind the simpli cation of the algorithm is the use of the so-called extended invariance principle (EXIP) in estimation rst introduced in 8] . This technique involves re-parameterizing the ML criterion in a way that admits a simple solution, and then re ning that solution by means of a weighted least squares (WLS) t. In particular, we initially use an unstructured model for the array response instead of one parameterized by the DOA of the target signal. Under this model, the ML solution reduces to a search over only the target doppler frequency. Re ned estimates of the target parameters, including DOA, are then obtained via WLS, where the optimal weighting is simply the Fisher Information Matrix (FIM) corresponding to the unstructured ML criterion. As will be seen in Section 4, this second step involves a search only for the DOA parameter.
An additional advantage of using an unstructured model for the array is that it provides robustness to errors in the model for the array response. The array response is usually determined by either empirical measurements, a process referred to as array calibration, or by making certain assumptions about the sensors in the array and their geometry (e.g., identical sensors in known locations). Unfortunately, an array cannot be perfectly calibrated, and idealized assumptions made about the array geometry are never satis ed in practice. Due to changes in antenna location, temperature, and the surrounding environment, the response of the array may be signi cantly di erent than when it was last calibrated. Furthermore, the calibration measurements themselves are subject to gain and phase errors, and they can only be obtained for discrete angles, thus necessitating interpolation techniques for uncalibrated directions. For the case of analytically calibrated arrays of nominally identical, identically oriented elements, errors result since the elements are not really identical and their locations are not precisely known.
Depending on the degree to which the actual array response di ers from its model, detection and estimation performance may be signi cantly degraded. For this reason, we develop a GLRT for target detection under the unstructured array model, which by its very nature does not depend on the availability of array calibration data. We then compare the unstructured GLRT with the standard test via simulation for various levels of array perturbation. Even in the absence of such perturbations, the unstructured GLRT may be useful in providing a more rapid \initial scan" of the environment prior to application of the structured model. For example, one could apply the unstructured GLRT with a relatively high false alarm rate, and then use the complete model to process data sets that showed an initial detection. We also show that taking array calibration errors into account in the estimation of the target parameters can improve performance as well. In particular, we demonstrate that information about the second order statistics of the array perturbation can be used to \regularize" the EXIP solution, and make it robust to such errors.
Before describing the proposed detection and estimation algorithms, we introduce the data model assumed in this work and the EXIP in Sections 2 and 3, respectively. The two-step estimation procedure employing the EXIP is then discussed in Section 4. The GLRT for both the structured and unstructured models is outlined in Section 5, and the results of some simulations are included in Section 6.
Radar Data Model
Suppose an m-element antenna array transmits a series of N pulses using a certain set of transmit weights. The transmit weights are usually chosen to steer a beam in some nominal direction, say t . The output of each receiving antenna element is sampled at a number of time instants following each pulse, the time di erence between each sampling instant and the pulse transmission corresponding to the distance, or range, between the array and a potential scattering source. The data collected for a given set of transmit weights is referred to as a coherent processing interval, or CPI. During a given CPI, a typical radar system collects the N samples from each range \bin," and interrogates them for the presence/absence of a target.
If present, the DOA, doppler frequency, and radar cross section of the detected target are estimated. This procedure is continually repeated for every range bin from numerous CPIs in an attempt to provide constant surveillance over a wide area.
Structured Array Model
A target present in a particular range bin during some CPI may be modeled as producing the following baseband vector signal (after pulse compression and demodulation) 5, 6, 7] : target signal = b 0 a( 0 )e j! 0 t ; t = 1; ; N; (1) where b 0 is the complex amplitude of the signal, ! 0 is the doppler shift due to the relative motion between the array platform and the target, and a( 0 ) is the response of the array to a plane wave arriving from azimuthal direction 2 0 . The vector a( ) is assumed to be scaled such 2 In principle, 0 could be a vector representing both azimuth and elevation DOAs. However, in many applications where this model is used, the distance between the (usually airborne) target and array is large enough that both may be assumed to be in the same horizontal plane.
that its rst element is unity for all .
Assuming at most one target is present in any given range bin, the sampled vector output of the array at time t, or \snapshot," may be written as x(t) = b 0 a( 0 )e j! 0 t + e(t) 2 C I m ; t = 1; ; N;
where b 0 is taken to be zero if no target is present, and e(t) represents interference due to clutter, receiver noise, and jamming. Since e(t) depends on so many physical variables, deriving a deterministic model for it is problematic and usually impractical. To begin with, we choose to model e(t) as a stationary, temporally white Gaussian random process over the N samples of the CPI, with zero-mean and unknown spatial covariance Q. As explained below, extensions to the case where e(t) is not temporally white will also be considered. The Gaussian hypothesis is made for the convenience of the ML approach presented later, but it is not critical in that the ML method derived under this assumption provides accurate estimates for many other data/noise distributions as well.
The above model for e(t) is rather simplistic since often the clutter component can not be considered to be temporally white. When the interference term is dominated by clutter, a common approach 5] is to assume that an estimate of both the temporal and spatial statistics of e(t) is available from data in adjacent target-free range bins and CPIs. However, forming and inverting an estimate of the full space-time covariance of e(t) typically involves hundreds of correlation measurements, a large amount of secondary data, and signi cant computation.
In this paper, we propose a computationally e cient alternative. In particular, we suggest a two-stage operation: (1) estimating a vector autoregressive (VAR) model for the temporal variation of the clutter using secondary data from adjacent range and CPI cells, and (2) using the estimated VAR model to pre-whiten the data prior to processing. The computational advantage of this approach stems from the fact that the model for the temporal statistics of the clutter are embedded in a relatively small number of AR parameters, rather than the comparatively large number of temporal covariance lags that may be necessary for the methods of 5]. Additionally, the proposed algorithms estimate the spatial covariance Q along with the target parameters, and thus no prior estimate of Q is required. In the discussion that follows, we will use the simple assumption of temporal whiteness to derive the algorithms and other main results of the paper. The generalization of these results using the VAR approach is described in Section 4.3. With the model of (2) in hand, the problem considered in this paper may be succinctly stated as follows:
Given a collection of samples x(1); ; x(N) as in (2), determine whether or not a target is present, and if present, estimate the parameters 0 = fRefb 0 g; Imfb 0 g; ! 0 ; 0 ; Qg 2 D :
The set D represents the domain of the generic parameter vector = fRefbg; Imfbg; !; ; Qg.
While the above problem statement implies that detection precedes estimation, most solutions to the problem operate in reverse: the parameters are estimated as though a target were present, and then a statistical test is performed to compare the likelihood of the noise-only and signal-plus-noise models.
2.2 An Unstructured Array Model
In the discussion above, we have written the array response explicitly in terms of 0 . Of course, to estimate 0 , the vector valued function a( ) must be known for all of interest. The function a( ) can be obtained by means of an experimental or analytical calibration of the array, but such calibration procedures are never entirely accurate, due to errors in the gain and phase response of the antenna elements, mutual coupling, quantization and interpolation errors, drifts in the receiver electronic characteristics due to changes in weather, environment, etc.. In some cases, these errors can cause the actual and calibrated array responses to be quite di erent, which can lead to a signi cant loss in detection and estimation performance.
Another di culty with the parameterization of (2) is the non-linear dependence of the data on the parameters 0 and ! 0 . As a result, most algorithms for estimating 0 and ! 0 require some type of non-linear 2-D search procedure that may be too time consuming to implement. These problems can be alleviated through the use of a less structured but still identi able model. The price paid is of course a loss of performance in situations where the model of (2) holds, but that loss can be compensated for by the approach to be described in Section 4. In particular, consider the following model for the data, where the signal amplitude and array response have been combined into a single unstructured vector term:
x(t) = 0 e j! 0 t + e(t) t = 1; ; N:
The vector 0 , sometimes referred to as the \spatial signature" of the target, takes the place of b 0 a( 0 ), and in this model is simply treated as a set of m unknown complex constants. The parameter vector for this model will be denoted by~ = fRef g; Imf g; !; Qg, and is de ned on the domain D~ . In the following sections, we discuss the use of (3) together with (2) in developing estimation and detection algorithms that are computationally and statistically e cient, and robust to array imperfections.
Extended Invariance Principle
Suppose that, to estimate the radar parameters described above, we have a loss function (for example, the ML criterion) that can be parameterized in terms of either or~ . Denote the resulting criteria as V N ( ) andṼ N (~ ), respectively (the subscript N explicitly indicates that the criteria depend on N data samples). If an (invertible) mapping existed such that
the classical invariance principle of estimation theory (e.g., see 9]) could be invoked to prove the equivalence of minimizing V N ( ) andṼ N (~ ). Of course, no such function g exists in our problem, since may be factored as ba( ) only on a set of measure zero in D~ . One could choose to constrain the minimization ofṼ N (~ ) over this measure-zero set, but there would be no advantage, computational or otherwise, in doing so. Instead, we choose to consider an unconstrained minimization ofṼ N (~ ), and apply the so-called extended invariance principle (EXIP) 8, 10] to estimate from the estimated~ . We present the EXIP by means of the following theorem:
= arg miñ Ṽ N (~ ) ; (6) and assume that a function f exists satisfying = f( ) 2 D~ 8 2 D : (7) Assume that f is one-to-one and well de ned over the entire domain of its input argument. 
is asymptotically (for large N) equivalent to the estimate^ , where
and Ef g denotes expectation. The term \asymptotically equivalent" is to be understood to mean
where k k is any consistent vector norm, and o p ( ) denotes a random variable that converges to zero in probability at a rate faster than ! 0. Proof: See 8, 10] .
The idea behind the EXIP is that if the parameterization corresponding to~ is suitably chosen, it may be much simpler to solve both (6) and (9) rather than (5) directly. The EXIP approach thus involves the following two step procedure:
1. Minimize the criterionṼ N (~ ) for the unstructured model to obtain the estimate^ .
2. Use the unstructured estimate^ in (9) to nd an estimate of the structured parameter vector . This re ned estimate will asymptotically have the same statistical properties as the structured estimate^ from (5).
In the next section, we show how the EXIP technique applies for the case of maximum likelihood loss functions, and how it leads to a computationally e cient (and asymptotically optimal) estimator for 0 . 3 The most common way in which equation (8) ? x(t) ? ba( )e j!t ? x(t) ? ba( )e j!t ; (12) and where j j denotes the determinant operation, and a conjugate transpose. The minimization of (11) 4 Q s = C(b; ; !) ; (13) where the subscript s denotes a \structured" estimate. When (13) is substituted into (11), the 
x(t)x (t) ; (19) and V N ( ; !) denotes the concentrated criterion. Estimates of and ! are obtained by maximizing V N ( ; !) using some type of 2-D search algorithm. 4 We assume that N m so that the matrix C(b; ; !) is invertible (with probability one) at any point in D .
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A simpler estimation strategy than the 2-D search of (16) is suggested in 7], where it is proposed that be set equal to the pointing angle t of the transmit beam, and V N ( t ; !) maximized with respect to ! only. This is a reasonable idea since it is likely that a measurable return will be possible only if the target is illuminated by main beam energy. However, such an approach can in general only yield accurate estimates if the transmit beam is su ciently narrow. The statistical properties of the above ML estimator are outlined in the following theorem:
Theorem 2 The structured ML estimator de ned by (14) , (15) , and (16) (24) Proof: See Appendix A.
Unstructured Model
The maximum likelihood solution for the unstructured model may be similarly derived. The negative log-likelihood function for~ is of the same form as (11) , but with ba( ) replaced by .
Minimization with respect to Q giveŝ
? x(t) ? e j!t ? x(t) ? e j!t ; (25) where the subscript u is used to explicitly denote an estimate obtained using the unstructured model. The criterion resulting from substitution of (25) 
since P X is a projection matrix. Equality in (37) can hold only if w(!) belongs to the range of X . Due to the presence of noise and interference in X, zR(!) < 1 with probability one, and the ML criterion is well de ned. An interpretation for (32) can be obtained if the problem is viewed as one of estimating the frequency of a single sinewave observed in m distinct but dependent channels. Equation (32) shows that the maximum likelihood frequency estimate for this problem is calculated by rst spatially pre-whitening the data, and then nding the largest peak in the magnitude of the Fourier transform averaged over the m channels. The derivation above also implies that in principle, array calibration data is not needed in detecting the presence or absence of a target in the radar data set. Given the estimate! u from (32), one could develop a statistical test for detection based on the size of kR ? 1 2^ u k = kR ? 1 2 y(! u )k, whereR ? 1 2 is a symmetric square root ofR ?1 . If the array is imprecisely calibrated, such a test may outperform the GLRT based on estimates of the target DOA. This issue is further studied in Section 5 and the simulations.
The statistical properties of the ML estimator for the unstructured model are given in the following theorem:
Theorem 3 The unstructured ML estimator de ned by (25) , (29), and (32) is consistent and statistically e cient for the model described by (3) . The CRB for the target parameters Proof: See Appendix B.
It is interesting to observe that the asymptotic variance of! u is equivalent to that of the doppler estimate obtained using the structured ML approach. From (39) we have that
which is identical to the expression given in (24) . This fact will have important rami cations in the development of the EXIP approach below. In particular, because! s and! u are asymptotically equivalent, we can replace! s by! u in (15) and (16 
should have the same asymptotic variance as the structured ML estimates in (15) and (16). This observation is formalized using the EXIP in what follows.
The main result regarding the use of EXIP to nd estimates of b; ; !, and Q from the unstructured estimates^ u ;! u ; andQ u is summarized by the following theorem:
Theorem 4 GivenQ u ;^ u ; and! u obtained from (25), (29), and (32), asymptotically (in N) e cient estimates of the radar target parameters in (2) can be found as follows: 
The estimateb e may be solved for explicitly, leading to a criterion that depends only on : 
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Proof: See Appendix C.
The simplicity of the nal result is quite remarkable, especially the fact that the EXIP estimate of ! is exactly equivalent to the unstructured estimate! u . Although it was shown earlier that both have the same asymptotic variance (indeed, we showed that! s and! u have the same asymptotic variance, which should also coincide with the asymptotic variance of! e by the EXIP), the weighting matrix for EXIP is not block diagonal with respect to and !.
The o -block diagonal terms just happen to combine in a fortuitous way for (48) to result.
It is also interesting to observe that the estimators of b and in (53) and (54) which proves that (46) and (54) are equivalent as well. Despite the fact that these simpli ed criteria can be obtained without using the EXIP, the result of Theorem 4 is still of interest. For example, the weighting of (49) can be regularized to make the algorithm more robust to array calibration errors. This idea is explained in more detail below.
For convenience, we summarize here the two steps of the proposed EXIP approach: 
Initial Estimates
The two 1-D searches listed above are rendered even more computationally e cient by the availability of simple initial estimates. For example, as mentioned above, it is likely that the target lies in the main beam of the transmit pattern, and hence that 0 is near the known nominal transmit direction t . Consequently, t is a good choice for initializing step 2.
Since y(!) is just the DFT of x(t), the criterion of (32) may be e ciently evaluated at the frequencies ! k = 2 k=N for k = 0; ; N ? 1 using a bank of FFTs. For su ciently large N, the value of ! k on the FFT grid that maximizes (32) is an excellent initial estimate for the search in step 1. One can then locally maximize (32) around this initial estimate using the computationally e cient zoom or chirp FFT algorithms. In Section 5 we will also see that the development of the detection criterion relies on using (32) evaluated on a grid with spacing equal to 2 =N.
Solution via Polynomial Rooting
If the data is collected with a uniform linear array (ULA), a further asymptotic argument can be used to show that the search for in step 2 may be eliminated by re-parameterizing the problem in terms of a simple polynomial 14]. In this approach, the polynomial coe cients are solved for explicitly in closed form, and^ e is found by rooting the resulting rst-order polynomial equation. The availability of such a procedure is a further advantage of the EXIP approach, since a corresponding simpli cation is apparently not possible for the criterion in (16) due to the need for a 2-D search in both and !.
To see how such a re-parameterization can be used here, note that for a ULA, a( ) = 1 e ?j e ?j(m?1) ] T ; where = 2 sin and is the distance in wavelengths between adjacent antenna elements.
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Because of its structure, a( ) above lies in the nullspace of the following (m ? 1) In certain cases, for example if = 1 2 and the target DOA is at end-re (90 relative to broadside), the real part of p is zero and cannot be scaled to be unity. For this reason, it is often preferable to use the constraint jpj 2 = 1. However, in our discussion we choose to set p = 1 + jpi since it simpli es the description of the algorithm. 
Robustness to Calibration Errors
Although (49) reduces to (53) and (54), it provides a direct and very natural way of taking array calibration errors into account, and thus it may be preferred in some cases. To see this, suppose that By an initial application of the EXIP algorithm without the regularized weighting, Using (15) evaluated with the doppler estimate from (32) and the known transmit direction t , or Settingb = ^ u ] 1 , the rst element of^ u , which relies on the assumption previously made that the nominal array response a( ) is scaled such that its rst element is unity.
In our experience with simulated data, the estimate of b 0 obtained from the rst method is signi cantly more accurate than the other two, but requires somewhat more computation. If t is within a few degrees of 0 , the second method will outperform the third, but usually only in di cult situations with a weak target where the variance of the estimate ^ u ] 1 is quite large. Our simulations show that the improvement gained from the regularization is not very sensitive to the exact value ofb; a change inb by a factor of three or even more causes little performance degradation. This also implies that one need not know the precise value of , and hence that a simple estimate such as = 2 a I will probably su ce.
It is shown in Section 6 that the use of the regularized weighting o ers some improvement in estimation performance. A similar procedure for making the estimates of the structured algorithm (16) robust to array errors appears to be much more di cult.
Extension to Non-White Interference
As discussed earlier, when signi cant clutter is present in the data, it is unlikely that e(t) will be temporally white. In this section, we present a simple technique for applying the methods described thus far to the case where e(t) is temporally colored. The technique relies on the availability of secondary data taken from adjacent range bins and CPIs that do not contain target energy. Assuming that the statistics of the interference in the primary and secondary data are the same, the secondary data is used to derive a vector autoregressive (VAR) lter that whitens e(t). As shown below, the use of the whitening lter has almost no e ect on the implementation of the unstructured ML estimator, but it must be taken into account when using the EXIP approach to nd the target DOA and amplitude. 
and we see that the unstructured ML estimator can be directly applied to x f (t) with no change.
The unstructured algorithm will provide an estimate of the doppler! f and the ltered spatial signature^ f , which must then be t to the structured model to obtain the target DOA and amplitude. A complication arises here due to the fact that after ltering, the spatial signature depends on the target doppler frequency. This fact induces a non-linear dependence of the EXIP criterion on both and !, which makes it unlikely that the parameters can be estimated without a 2-D search. Hence, in this case, the EXIP approach would o er no advantage over whereQ f is the estimate of the spatial covariance of (t) obtained from (25) using the ltered data and the estimates^ f and! f . Once again, only a one dimensional search is required to obtain the target parameter estimates.
Practical Issues
Below, we outline the computation of the VAR lter H(z ?1 ) using target-free secondary data.
Suppose we have N samples of data from each of N s range/CPI cells adjacent to the one under study. We will denote the secondary data by fe(r k ; k ; t)g N t=1 ; k = 1; ; N s ; where r k and k represent the range and CPI of the kth data set. We seek a VAR lter such that H(z ?1 )e(r k ; k ; t) = e(r k ; k ; t)+H 1 e(r k ; k ; t?1)+ +H L e(r k ; k ; t?L) = (r k ; k ; t) (70) is temporally white for each k. This approach assumes that the statistics of the clutter and interference are the same in the primary and in all secondary data sets, so clearly only range/CPI cells adjacent to the primary data cell should be used. The order L of the lter can be determined using standard methods such as those in 18, 19, 20] . Note that the process of ltering the array data as in (66) leads to the loss of L data samples at the beginning of the observation window, so a penalty term should be applied to keep L fairly small. Some comments regarding the VAR pre-whitening approach are given below.
As mentioned earlier, the standard \fully adaptive" approaches for dealing with spatially and temporally correlated clutter involve estimating and inverting the mN mN covariance associated with all the interference terms in an observation window 5]. In essence, these techniques attempt to whiten the data in both space and time, and they are computationally more involved than the above VAR approach.
The spatial covariance of the whitened interference data could also be estimated using the secondary data, and then used to whiten the interference spatially as well. However, this whitening will of course be imperfect owing to nite-sample e ects and the fact that the statistics of the interference in the primary and secondary data may (at least slightly) di er from one another. This observation, along with the fact that the estimation methods introduced in this paper can handle spatially correlated interference in the primary data without any problem, suggests that spatial pre-whitening is not necessary or even desirable.
In principle, it is possible to compute the covariance of the error in^ f and! f incurred by using an estimated H to pre-whiten the data. This error covariance could be used to regularize the EXIP least-squares t in the same way that information about the covariance of the calibration errors was used in Section 4.2.3.
Detection
In this section, we discuss the binary hypothesis testing problem that arises when determining whether or not a target is present in a given data set. In particular, it is necessary to decide which of the following two hypotheses is valid for x(t); t = 1; ; N: H 0 : x(t) = e(t) H 1 : x(t) = b 0 a( 0 )e j! 0 t + e(t) :
The most common approach to solving this type of problem involves rst estimating the signal parameters as if a target were present, and then comparing the likelihood of H 1 (with the true parameters replaced by estimates) to that of H 0 . This is referred to as a generalized likelihood ratio test (GLRT).
GLRT for Structured Model
If p H 0 and p H 1 represent the probability densities of the data corresponding to the two hypothe- 
where we have replacedQ s with its ML estimate under each of the hypotheses. The parameter estimates in (81) can be replaced by the EXIP estimatesb e ;^ e , and! e , which have the same asymptotic variance but are computationally simpler to obtain. If we use PFA as the criterion for choosing T , we must be able to nd the probability that exceeds the threshold when it should not, i.e., when H 0 holds. This in turn requires that the distribution of under H 0 be determined, a very di cult problem due to the complicated dependence of the test statistic on the data. However, it can be shown that for general models (not necessarily of the form considered here) and under quite general conditions, the asymptotic distribution of the GLRT quantity is chi-squared ( 2 ) with degrees of freedom equal to the di erence between the number of free parameters under H 1 and H 0 20].
In the structured ML problem, the number of extra free parameters is four, corresponding to two parameters for b (a real and imaginary part), and one each for and !. A complication arises here due to the fact that, under H 0 , the parameters and ! are unde ned, which renders the general result of 20] inapplicable. The approach taken in 13] to overcome this problem is to compute the distribution of conditioned on and !, in which case the number of extra parameters is two. Thus, conditioned on and !, is a 2 (2) random variable. Since the test statistic is computed by maximizing over and !, order statistics must be used to nd the unconditional density for and the desired PFA threshold. This too is quite a di cult problem in the general case. A reasonable heuristical approximation was proposed in 13], where was treated as a known quantity equal to t , and order statistics applied only to samples of taken in !. It was shown in 13] that under these assumptions, a given PFA P f could be obtained by (82) In the discussion below, we apply the GLRT to the unstructured model, and derive a threshold test for a given PFA similar to the one above. However, the derivation is considerably easier due to the simplicity of the unstructured model, and the resulting test is much more robust in cases where 0 6 = t and calibration errors are present. Additionally, the unstructured test obtained below can be readily extended to the case of temporally correlated noise, unlike the structured GLRT which in that case requires a 2-D search (see Section 4.3.2).
GLRT for Unstructured Model
For the unstructured model, the two competing hypotheses are H 0 : x(t) = e(t) H 1u : x(t) = 0 e j! 0 t + e(t) :
The resulting GLRT is similar in form to (81), withb s ;^ s replaced by^ u : u = 2N log jRj ? log jC(^ u ;! u )j occurs under H 0 with a given PFA P f . Since the logarithm is monotonic, the inequality of (84) is equivalent to the condition 
Since y(!) is an m-element zero-mean circular Gaussian random vector with covariance Q=N, Nz Q (!) is the sum of the squares of 2m zero-mean real-valued independent Gaussian random variables with variance 1 2 . Thus, 
which is simply the sum of the periodograms i (!) corresponding to each element of (t). Since the elements of (t) are independent circular white Gaussian processes, i (! k ) and j (! l ) can be shown to be (asymptotically) independent random variables whenever i 6 = j or j! k ? ! l j 2 =N 21]. If we restrict the evaluation of our detection variable to the DFT frequencies ! k = 2 k=N; k = 0; ; N ? 1, then z Q (! k ) and z Q (! l ) are independent for k 6 = l, and u is asymptotically distributed as the maximum value of a collection of independent 2 (2m) random
variables. In what follows, we let^ ! u denote the maximizer of the criterion zR(!) evaluated on the aforementioned DFT frequency grid.
To nd the threshold Tu needed to achieve a given P f , de ne F( ) = P j 2 (2m) ;
where Pf g denotes the probability of a generic event. For u maximized over the N DFT and determine Tu using (92) and a table of 2 probabilities. The GLRT detection procedure derived in this section is summarized in the following table.
Given a collection of data x(1); ; x(N), suppose it is desired to decide between the two hypotheses H 0 : x(t) = e(t) H 1u : x(t) = 0 e j! 0 t + e(t) with probability of false alarm P f , where e(t) is temporally white with unknown spatial covariance. A GLRT that asymptotically achieves this goal is outlined below: The case of temporally correlated clutter and interference can be handled using the \whitening approach" outlined in Section 4.3. The performance degradation induced by the imperfections in the estimated whitening lter is expected to be minor.
Finite Sample Behavior of the GLRT
As emphasized already, the detection tests developed in Sections 5.1 and 5.2 are valid asymptotically in N. However, the application of the tests in situations where N is relatively small bears somewhat further discussion. We raise two issues here. First, the FFT grid used to evaluate the detection statistics is quite coarse when N is small. Consequently, if a target is present, its doppler frequency is less likely to be near the center of any FFT bin, and hence the peak in the detection criterion due to the target may be arti cially reduced. This in turn decreases the ability of the tests to detect a weak target. One way to overcome this problem is to obtain a ner frequency grid by zero-padding the data before taking the FFT. The asymptotic distribution of the resulting test statistic is more di cult to obtain (since the samples of the periodogram are no longer independent), and the asymptotic probability of false alarm is no longer guaranteed, but this may be a reasonable price to pay, especially considering that the asymptotic arguments are less accurate for small N anyway.
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The second small-N issue we discuss has to do with the asymptotic approximation   2N (1 ? exp(? Tu =2N) ) ' Tu ; (93) used in going from (85) to (86). In principle, such a step might seem unnecessary. Indeed, as explained above, it is possible to choose a threshold z = 2N (1 ? exp(? Tu =2N)) (94) such that 2NzR(^ ! u ) > z with a certain desired probability P f under H 0 . The threshold Tu Despite the fact that the use of (95) would reduce our reliance on asymptotic arguments, there are some subtle reasons to prefer the test developed using the approximation of (93). First of all, when N is relatively small, the solution for 0 Tu in equation (95) may not be de ned for common values of P f . In particular, the desired 2 (2m) threshold z is not guaranteed to be less than 2N. In such cases, the equivalence between the tests in (84) and (85) breaks down, and the derivation of a threshold for (84) would require the nite sample (non-asymptotic) distribution of u to be found. Using Tu instead of (95) avoids this di culty, and also provides a wellde ned test in all cases, although one could question its performance for small N. However, as demonstrated in Section 6, simulations show that the simpler threshold Tu performs quite well for small N, essentially as well as the GLRT developed for the structured array model. But more than that, and quite surprisingly, it turns out that Tu yields much better results than the more \exact" threshold derived using (95) { at least when N is large enough that 0 Tu is well de ned. The reason behind this interesting result can be explained as follows:
Since log(z) z ? 1 for all z > 0, it can easily be shown that 0 Tu z = Tu .
Although 2NzR(!) is asymptotically 2 (2m), it was shown in (37) that 2NzR(!) 2N, implying that in nite samples the random variables f2NzR(! k )g tend to be smaller than 2 (2m) random variables (which have a non-zero probability of exceeding 2N).
Consequently, the lower threshold provided by Tu tends to compensate for the fact that 2NzR(^ ! u ), and hence u , are smaller than predicted by their asymptotic distributions.
Simulation Results
We present below the results of several simulations comparing the detection and estimation performance of the structured and unstructured ML estimators. The following parameters were common to all of the simulations:
The array was composed of m = 12 nominally identical, uniformly spaced, unit-gain antennas separated by one-half wavelength.
If present, the calibration errors were generated as Gaussian random variables with covariance = 2 a I, which amounts to assuming that the calibration errors are independent and identically distributed from antenna to antenna. The term calibration error is used below to refer to the quantity p 2 a , which is the standard deviation of the total perturbation (both real and imaginary parts) for a given sensor.
The target was located at 0 = 0 (broadside), with amplitude b 0 = 1 and doppler shift ! 0 = 2 =10.
The covariance of the interference was set at Q = 2Q for various , whereQ is a randomly chosen positive de nite matrix scaled and regularized so that its determinant is unity. The sameQ was used in all of the simulations; its maximum and minimum eigenvalues were 2.36 and 0.095, corresponding to a condition number of about 25. The SNR was de ned to be ?20 log dB, as the target amplitude and nominal antenna gains were both unity.
In some of the simulations, a point source \jammer" with a DOA of 5 was introduced into the data. The jammer signal was assumed to be temporally white (circular) Gaussian noise.
The probability of false alarm was set to P f = 10 ?6 for the detection tests.
In what follows, the term \unstructured GLRT" (or simply UGLRT) will be used to refer to the GLRT obtained for the unstructured array model. UML will refer to the process of estimating the target parameters via the unstructured ML algorithm and the EXIP. A corresponding meaning is to be attached to the acronyms SGLRT and SML.
Veri cation of Asymptotics
The purpose of the rst example we consider is to \validate" the asymptotic arguments presented earlier. In particular, we provide insight into the size of N required to achieve the asymptotic regime. The results presented here are indicative of numerous simulation runs. Figure 1 shows the probability of false alarm for the structured and unstructured GLRTs versus the number of snapshots taken from the array with no signal present. The results are based on 1000 trials conducted for each value of N. The number of trials was not enough to verify if the desired P f = 10 ?6 was reached, but our main purpose was to compare the threshold behavior of the structured and unstructured GLRTs. While both tests approach a low value of P f with increasing N, the \threshold N" for the structured GLRT appears to be a few (2 to 3) snapshots smaller than that for the unstructured GLRT.
The empirical behavior of the SML and UML parameter estimates is compared with the CRB in the next example. Figures 2-4 show the RMS error of respectively the DOA, doppler, and amplitude estimates versus N for a case with 0 dB SNR and an ideal array (no calibration errors). Each data point on the plots is calculated from the results of 1000 independent experiments. It is clear from the gures that there is essentially no di erence between the quality of the SML and UML estimates for all values of N. Thus, for these cases at least, the Figure 5 compares the detection probabilities of the SGLRT and UGLRT at various SNR (500 trials at each SNR) for a case involving an array with a calibration error of 0.1. Since the unperturbed array is assumed to have unit gain sensors, this corresponds to standard deviations in array's gain and phase of -20 dB and 0.1 radians, respectively. A di erent perturbation was applied to the array at each trial, so the curves in Figure 5 represent the detection probability averaged over uniform linear arrays with this level of calibration error. The three curves for the SGLRT show its performance for \pointing" errors of 0,1, and 2 degrees. Recall that the SGLRT is implemented by evaluating the test statistic at^ s = t , the pointing angle of the transmit beam. A pointing error occurs if the actual target DOA is slightly di erent from t . Figure 5 demonstrates that the SGLRT is very sensitive to the assumption that t = 0 . No such di culty is observed with the UGLRT of course since it does not use DOA information. Even with no pointing error, we see that the performance of the SGLRT deteriorates at high SNR, since the presence of the calibration errors reduces the relative height of the peak value of the test statistic evaluated over !. At higher SNR, there is less of a chance that the noise will arti cially push the peak over the threshold. This deterioration is more evident with pointing errors, since the peak has been reduced even further.
Robust Detection
The above experiment was repeated with a strong jammer added to the data, and the resulting probabilities of detection are plotted in Figure 6 . The jammer was located at a DOA of 5 , and the jammer-to-signal power ratio (JSR) was held xed at 20 dB. Since the jammer is assumed to broadcast temporally white noise, its net statistical e ect is to make a large rank one contribution to Q. The presence of the jammer causes a slight reduction in probability of detection at low SNR, but appears to lead to an \improvement" in performance for the SGLRT at higher SNR. However, this improvement is only arti cial, since it is the random contribution of the jammer that is pushing the peak of the detection criterion above the threshold. We will see below that the estimation performance of SML in these high SNR regions is very poor.
Robust Estimation
We study here the estimation performance of SML and UML for the same scenario described in the previous section for the detection tests. The only di erence in this example is that the calibration error for the array was increased to 0.2, corresponding to errors of -14 dB in gain and 0.2 radians in phase. The target parameters were estimated by maximizing the SML and UML criteria on a grid with spacing 2 =N F in !, and 0:05 in over the interval ?7 ; 7 ] .
The frequency resolution was increased by choosing N F > N and zero-padding the data to the required length. In each case, N F was chosen large enough so that the error due to the grid quantization would be several times smaller than the error predicted by the CRB. This was also the criterion used in choosing the grid spacing for the DOA parameter.
The regularized weighting of (63) was used for UML, but the value of a used for the weighting was varied to study the sensitivity of the method to knowledge of the calibration error statistics.
The Figures 10-12 show the results when a jammer at 5 is present with JSR=20 dB. The dash-dot line indicates the performance of UML with no regularization, while the solid line gives the results for the correct weighting. The symbols`x' and`o' on the plots correspond to the results for regularized UML implemented with a overestimated by a factor of two and four, respectively. It is seen that the performance improvement o ered by the regularization is very insensitive to exact knowledge of this parameter.
With or without regularization, the UML method is several times more accurate than SML at high SNR. The presence of the calibration error reduces the peak of the 2-D SML criterion at the true and !, and produces a local maximum that is far removed from them. The UML technique does not su er from this problem since at high SNR it is able to accurately estimate ! without being a ected by the array perturbation. With an accurate estimate of !, the error in the DOA parameter is correspondingly reduced. The di erence between the methods is smaller at low SNR, but not insigni cant. If the calibration error is reduced to 0.1 as in the detection examples above, all of the algorithms perform essentially identical at low SNR, but SML still degrades rapidly as the SNR is increased above 0 dB. Finally, note that the CRB is included in each plot to indicate the best performance that would be possible if no calibration errors were present.
Conclusions
We have presented several techniques for detection and estimation in radar problems where a target is observed by an antenna array in noise with unknown spatial covariance. Two data models were introduced, one that uses a structured model with the target signal amplitude and DOA as parameters, and the other a simpler unstructured model for the array response. Maximum likelihood solutions were derived for each case, and the corresponding Cram er-Rao bounds established. The extended invariance principle (EXIP) was used to show how the simpler unstructured solution could be processed to estimate the target parameters with the same asymptotic accuracy as the more complicated structured algorithm.
Several advantages of the EXIP approach were observed. First, statistically e cient estimates of the target parameters can be obtained using two 1-D searches rather than a 2-D search. Since the estimates are often determined by evaluating the given criterion on a grid, this can provide substantial computational savings. Furthermore, if a uniform linear array is used, one of the 1-D searches can be eliminated for further reduction of the computational load. Second, the two-step approach using the unstructured model provides a simple and e ective way of taking array calibration errors into account in the estimation of the target DOA. The resulting DOA estimates can be signi cantly more accurate, and much less sensitive to such errors. Finally, the use of an unstructured model for the array response allows for the development of a likelihood ratio detection test that does not depend on the accuracy or the availability of array calibration data, nor on the availability of prior information about the target DOA. Consequently, the test is robust in situations where such information is imprecisely known. Our simulations indicate that, when the array is perfectly calibrated, little degradation results from using the simpler two-step algorithm over the direct structured approach. When calibration or pointing errors are present, the simpler algorithm o ers much better performance.
In summary, the use of an unstructured array model together with the EXIP provides a very simple procedure for applying maximum likelihood methods to radar signal processing problems. The computational simplicity and robustness of the proposed estimation and detection algorithms make them worthy of serious consideration for real radar applications.
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A Properties of the Structured ML Estimator A.1 Consistency
We rst establish the consistency of the structured ML algorithm. To begin with, we have 
The consistency of the estimates for b and Q is easily established by substituting 0 and ! 0 into equations (15) and (12)- (13).
A.2 Cram er-Rao Bound
Since the structured ML estimates are consistent, they will be statistically e cient, and their asymptotic variance will be given by the CRB. Under the structured model, the observations x(t); t = 1; ; N; are independent circular Gaussian random variables with mean (t) = ba( )e j!t and covariance Q, where we have dropped the subscript 0 for brevity. In this case, element k; l of the Fisher information matrix (FIM) for the N observations can be shown to be equal to 25, 26, 21] FIM kl = NTr Q ?1 @Q
Since (t) and Q depend on di erent elements of , it is clear that FIM will be block diagonal with respect to the signal ( s = Refbg; Imfbg; ; !] T ) and noise (Q) parameters. In particular, the rst term of (103) will give a non-zero result only for the noise block, while the second term is only non-zero for the signal block. Since we are concerned with the CRB only for the signal parameters, we need only consider the second term:
The partial derivatives needed to compute (104) are given below: The consistency ofQ u follows from substituting 0 ; ! 0 into (25).
B.2 Cram er-Rao Bound
The data x(t); t = 1; ; N; in the unstructured model are independent circular Gaussian random variables with mean (t) = e j!t and covariance Q. As for the structured case studied in Appendix A, the unstructured CRB is block diagonal with respect to the signal (~ s = 
which is the lower right element of (39). Together, equations (124) and (127) also establish the validity of the lower left and upper right blocks of (39). The remaining block also easily follows: The theorem is proved by applying the general EXIP result in Theorem 1 to the criteria of the structured (V N ( )) and unstructured (Ṽ N (~ )) ML radar target parameter estimators. In particular, a function f( ) will be de ned that satis es (7) and relates the SML and UML parameters, and it will be shown that the WLS minimization of (9) These equations, together with the consistency of both algorithms established in Appendices A and B, satisfy conditions (7) and (8) of Theorem 1.
Since ML criteria are used in this problem, the optimal weighting in (10) is seen to be equal to the Fisher Information Matrix (FIM), evaluated in this case for the unstructured model. It is shown in Appendix B that the FIM for the unstructured model is block diagonal with respect to the signal (~ s ) and noise (Q) parameters, so the criterion of (9) will be composed of two terms, one involving only s , and the other only the elements of Q. These two terms may thus be minimized separately. Since the parameterization for Q is the same under both the structured and unstructured models, the term involving Q can be made to be zero by simply settingQ e =Q u . This establishes (47).
The remaining term involving s is found by substituting (129) and (130) 
