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Text. In this paper, we completely characterize the quadratic
polynomials modulo 3 with the largest (hence “optimal”) correla-
tion with parity. This result is obtained by analysis of the exponen-
tial sum
S(t,k,n) = 1
2n
∑
xi∈{1,−1}
1in
(
n∏
i=1
xi
)
ωt(x1,x2,...,xn)+k(x1,x2,...,xn)
where t(x1, . . . , xn) and k(x1, . . . , xn) are quadratic and linear forms
respectively, over Z3[x1, . . . , xn], and ω = e2π i/3 is the primi-
tive cube root of unity. In Green (2004) [7], it was shown that
|S(t,k,n)| (
√
3
2 )
n/2 , where this upper bound is tight. In this pa-
per, we show that the polynomials achieving this bound are unique
up to permutations and constant factors. We also prove that if
|S(t,k,n)| < (
√
3
2 )
n/2 , then |S(t,k,n)|
√
3
2 (
√
3
2 )
n/2 . This veriﬁes
two conjectures made in Dueñez et al. (2006) [5] for the special
case of quadratic polynomials in Z3.
Video. For a video summary of this paper, please click here or
visit http://www.youtube.com/watch?v=mBoJrn1DuOM.
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The correlation of two Boolean functions f , g : {0,1}n → {0,1}, deﬁned as
C( f , g) = 2−n
∑
(x1,...,xn)∈{0,1}n
(−1) f (x1,x2,...,xn)+g(x1,x2,...,xn),
is a measure of the statistical closeness of the two functions over the input domain (note
C( f , g) < 1). In this paper, we consider the case in which f is the parity (also called MOD2) function
f (x1, . . . , xn) =∑ni=1 xi (mod 2), and where g is “computed” by a polynomial p ∈ Zm[x1, . . . , xn] in
the sense that g(x1, . . . , xn) = 1 iff p(x1, . . . , xn) ≡ 0 (mod m).
This study was originally motivated by a problem in Boolean circuit complexity. The polynomi-
als p represent depth 2 circuits with a MODm output gate (which outputs 1 if the sum of the 1s in
the input is not divisible by m) attached to a layer of AND-gates (with fan-in equal to the degree
of p) connected to the n Boolean inputs. When the fan-in of the AND-gates is f (n), we refer to these
as MODm ◦ AND f (n) circuits. Our focus in this paper is on f (n) = 2 and, ultimately, m = 3, and hence
MOD3 ◦AND2 circuits. The Boolean functions computed by MODm ◦AND2 circuits correspond in a nat-
ural manner to multilinear quadratic polynomials in Zm[x1, x2, . . . , xn]. In circuit complexity, bounds
on the correlation enable us to prove restrictions on the computational power of threshold circuits;
exponentially small upper bounds on correlation imply exponentially large lower bounds on circuit
size [9]. Indeed, Green [7] proved that the correlation between parity and MOD3 ◦ AND2 circuits (cor-
responding to quadratic polynomials mod 3) is at most (
√
3/2)n/2 , thereby proving an exponential
lower bound on the size of the corresponding threshold circuits. The proof of [7] used a technique of
Cai, Green and Thierauf [3], in which the correlation is expressed as the exponential sum,
Sm(t,k,n) = 1
2n
∑
xi∈{1,−1}
1in
(
n∏
i=1
xi
)
ωt(x1,x2,...,xn)+k(x1,x2,...,xn)
where ω = e2π i/m is the primitive m-th root of unity for odd m, and t = t(x1, . . . , xn) and k =
k(x1, . . . , xn) denote quadratic and linear forms respectively in Zm[x1, . . . , xn]. (Note that the re-
expression in terms of an exponential sum involves a change of variables from xi ∈ {0,1} to xi ∈
{1,−1}.) The goal is then to prove an exponentially small upper bound on the norm of Sm(t,k,n). In
this equivalent formulation, Green’s result is
∣∣S3(t,k,n)∣∣ (√3/2)n/2. (1)
This upper bound is also shown to be tight, since the maximum norm is achieved by polynomials
±x1x2 ± x3x4 ± · · · ± xn−1xn if n is even and by ±x1 ± x2x3 ± x4x5 ± · · · ± xn−1xn if n is odd. We
refer to these as optimal MOD3 polynomials. The result given in [7] was subsequently generalized
dramatically to polynomials with degree O (logn) and arbitrary odd moduli m, by Bourgain [2] and
further by Green, Roy and Straubing [8], who proved a similar exponentially decreasing bound on the
norm of the associated sums. These bounds have been improved in subsequent work by Viola and
Wigderson [12] and Chattopadhyay [4]. In [6], Gál and Trifonov prove exponentially decreasing upper
bounds for special classes of polynomials modulo m.
Bourgain’s technique [2], essentially a sophisticated adaptation of Weyl differencing (see e.g. [11])
to multidimensional sums, leads to bounds that we believe are far from tight (as do the techniques of
Chattopadhyay [4] and Viola and Wigderson [12]; indeed, in the special case considered in this paper,
the bounds resulting from these techniques are provably far from tight). Furthermore, these techniques
do not seem to apply to polynomials of signiﬁcantly higher degree. In fact, it is believed that one can
still obtain exponentially small upper bounds on the exponential sum even for polynomials of degree
O (logk n) for any k. Some evidence supporting this comes from the fact that such a bound exists for
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apply to polynomials of very high degree (although they again do not hold for general polynomials).
Besides our complexity theoretic motivations, there is some intrinsic number theoretic interest in
the study of these sums. Note, in particular, that S3(t,k,n) can be rewritten as,
S3(t,k,n) = 1
2n
∑
xi∈Z3
1in
χ
(
n∏
i=1
xi
)
ωt(x1,x2,...,xn)+k(x1,x2,...,xn),
where χ is the quadratic multiplicative character over Z3. This has exactly the form of a multiple
Gaussian sum, and our interest is in its behavior as n → ∞, for any choice of t,k. Complete sums
(i.e., those in which the variables range over all of Zm rather than just {−1,1}) of a similar form for
m > 3 (and for polynomials of higher degree) are also relevant to our primary application, although
it remains to be seen if the techniques of this paper can be extended to such sums. Some of the
challenges that this problem presents are further discussed in our conclusions.
In the interest of ﬁnding techniques for tighter bounds, we revisit the quadratic case. It is our
hope that a complete understanding of this case will point the way to sharper bounds for higher
degrees. Indeed, even for quadratic t(x) there are still numerous unsettled questions. Prior to [7], Alon
and Beigel [1] considered the quadratic polynomials and general odd m. Using a Ramsey theoretic
argument, they ﬁrst reduced the question to the symmetric quadratic case (which was studied in [3])
thereby getting a 2−n(logn)
(1)
bound, which is again not tight. In a subsequent paper, the quadratic
case for arbitrary moduli was analyzed by Dueñez et al. [5]. Speciﬁcally, they conjectured that if
t was quadratic, then
∣∣Sm(t,k,n)∣∣
(
cos
(
π
2m
))n/2
(this upper bound reduces to the upper bound of [7] when m = 3). Note that if the conjecture is true,
then this upper bound is also tight: there are polynomials that achieve this bound, namely
c
( n/2∑
i=1
±x2i−1x2i
)
if n is even and ±cx1 +
(n−1)/2∑
i=1
±cx2i+1x2i if n is odd,
where c = (m + 1)/4. Dueñez et al. further conjectured that these were the unique polynomials
that gave the maximum norm (up to permutations of variables or constant terms). They veriﬁed
this conjecture for up to n = 10 variables for arbitrary odd m and showed that, for all n, the bound
holds for a special class of quadratic polynomials in Zm (when the undirected graph correspond-
ing to the quadratic form is “nearly” a tree). In the course of their veriﬁcation, they noticed that
Sm(t,k,n) exhibited a “stepped” behavior when it is close to the maximum norm. Thus they conjec-
tured that if t,k were such that S(t,k,n) was submaximal, then Sm(t,k,n)  cos( π2m ) · Bm,n where
Bm,n = (cos( π2m ))n/2 is the maximum possible norm. These conjectures, “uniqueness” and “gap,”
were key elements of Dueñez et al.’s argument. Thus they provide a framework for an (as yet undis-
covered) inductive proof for arbitrary odd m, since they could possibly be used as a part of a stronger
inductive hypothesis.
In this paper, we prove this conjecture of Dueñez et al. for the special case when m = 3. The proof
is quite non-trivial, even in this special case, and even given the basic tools set down in [7].
To summarize, the main contribution of our paper is
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√
3/2)n/2 iff
t(x) + k(x) =
{
α +∑n/2i=1 ±xπ(2i−1)xπ(2i) if n is even,
α ± xπ(1) +∑(n−1)/2i=1 ±xπ(2i+1)xπ(2i) if n is odd, (2)
where α ∈ Z3 and π is some permutation of the variables.
Furthermore, if |S(t,k,n)| < B3,n, then |S(t,k,n)|
√
3
2 B3,n.
By the correspondence with Boolean circuits described above, this leads immediately to the fol-
lowing corollary. For a permutation π of variables, we deﬁne the MOD3 ◦AND2 circuit Cαπ (x) to be the
circuit that naturally corresponds to the polynomial t(x)+ k(x) in Eq. (2) (where now each xi ∈ {0,1},
and each monomial xix j is computed by an AND gate connected to inputs xi and x j).
Corollary. The MOD3 ◦ AND2 circuits that have the highest correlation with parity are exactly of the form
Cαπ (x) for permutations π and constants α. Every non-optimal MOD3 ◦ AND2 circuit computes parity with a
correlation at most
√
3
2 the size of the optimal correlation.
For reasons of clarity and ease of exposition, we have broken up the above theorem into two
statements (Theorem 3.2 and Theorem 4.1) in Section 3 and Section 4.
2. Preliminaries and notations
In the rest of the paper, we only consider S3(t,k,n) which we now refer to as S(t,k,n) without
any confusion. We similarly write Bn in place of B3,n . For the rest of the paper, we let ω = e2π i/3
denote the primitive 3-rd root of unity, and note that ω−1 = ω¯. The proof in [7] of the upper bound
in Eq. (1) relies on identities involving ω that we make use of in our theorems. We use several of
these identities in our proofs and for completeness, we include derivations of the relevant identities
in this section. As in [7], we let χ : Z3 → C denote the quadratic multiplicative character of Z3 (i.e.
χ(1) = 1, χ(−1) = −1, χ(0) = 0, so that χ(−x) = −χ(x)).
Lemma 2.1. (See [7].) Let a,b ∈ Z3 . Then
(i) ωa +ω−a = ω−a2 +ω−a2 .
(ii) ωa −ω−a = (ω − ω¯)χ(a).
(iii) χ(1+ a)ωb + χ(1− a)ω−b = ω(a−b)2 +ω−(a+b)2 .
(iv) ωa
2 = 1+ωa−1+ω−a−1ω¯−ω .
The preceding lemma can be proved by enumerating over all possible choices of a and b in Z3
and verifying that the identities hold.
Remark. One possible avenue of generalization of our results to arbitrary odd moduli and to a reso-
lution of the conjectured upper bound of Dueñez et al. is to generalize the identities in Lemma 2.1.
While one can generalize identities (i) and (ii) to any odd prime m with minor modiﬁcations, the
generalization of (iii) to arbitrary prime m > 3 eludes us. We discuss some possible approaches to
this problem in Section 5.
Notation. To simplify notation, we let x denote the tuple (x1, x2, . . . , xn) and x2 denote (x2, . . . , xn).
To simplify S(t,k,n) we often expand by x1 and look at the resulting sums. We use the following
notation, uniformly throughout the paper. We set t(x) = x1 · r(x2) + t2(x2) and k(x) = a1x1 + l(x2)
where a1 ∈ {0,1,−1}, t2 is a quadratic form in Z3[x2, . . . , xn], and both l and r are linear forms in
Z3[x2, . . . , xn]. If a1 = 0, then without loss of generality, we may assume that a1 = 1: if not, then we
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state equalities in Z3 in the form “a = b” rather than “a ≡ b (mod 3).” The context (usually equalities
between polynomials) will make the meaning clear.
We frequently make the change of variables xi → −xi for 1 i  n. This induces the maps ∏ xi →
(−1)n∏ xi , t(x) → t(x), k(x) → −k(x). Thus we have S(t,k,n) = (−1)n S(t,−k,n). Using Lemma 2.1(i)–
(iii), one can prove the following identities:
Corollary 2.2. (See [7].) Let t(x) = t2(x2) + x1 · r(x2).
(i) If n is even, then S(t,0,n) = S(t2, r,n − 1). Furthermore,
S(t,k,n) = 1
2n+1
∑
x
(
n∏
i=1
xi
)
ωt(x)
(
ωk(x)
2 +ω−k(x)2).
(ii) If n is odd, then S(t,0,n) = 0. If k(x) = 0, let k(x) = x1 + l(x2). Then,
S(t,k,n) = 1
2n
ω −ω−1
2
∑
x2
(
n∏
i=2
xi
)
ωt2(x)
(
ω(l−r)2 +ω−(l+r)2).
Green [7] derived an upper bound on S(t,k,n) using the identities in Corollary 2.2. We now review
the main idea of his inductive proof. If n is odd, on applying the triangle inequality in part (ii) of the
lemma we have
∣∣S(t,k,n)∣∣ |ω − ω¯|
2
· ∣∣S(t′,k′,n − 1)∣∣
for some t′ and k′ . If n is even, then |S(t,k,n)| S(t′,k′,n− 1) for some t′ and k′ . Thus we pick up a
factor of |ω − ω¯| when we go from n odd to n − 1 even and pick up no new factors from n even to
n − 1 odd. This gives a bound of (|ω − ω¯|/2)n/2 .
Remark. A reformulation of the Dueñez et al. conjecture [5] is the following conjecture for arbitrary
odd m: in the step from odd n to even n− 1, one picks up a factor of maxi∈Zm |ω
i−ω−i |
2 = cos(π/2m).
It is easy to prove that, as in the m = 3 case, no factors are picked up in the step from even n to
odd n− 1. This leads to the conjectured upper bound of (cos(π/2m))n/2 . The obstacle is getting the
right generalization of Lemma 2.1(iii) to apply in the crucial moment of the proof of Corollary 2.2,
where we are able to pull out a factor of ω − ω¯. We do not see how to pull out this requisite factor
of maxi∈Zm |ωi −ω−i | for arbitrary odd m.
3. Uniqueness
In this section, we prove that the polynomials t + k such that S(t,k,n) has maximal norm are
unique up to permutations of variables and constant coeﬃcients. Intuitively, the proof of the unique-
ness theorem (Theorem 3.2) works as follows. It is easy to see, with reference to the equation
in Corollary 2.2(ii), that if S(t,k,n) is optimal, then both sums on the right-hand side, namely
S(t2, (l − r)2,n − 1) and S(t2,−(l + r)2,n − 1) are optimal. We then assume by induction that the
polynomials in the exponents on the right-hand side are of the same (optimal) form, although we
must admit the possibility that the variables are differently labeled. In fact, we show the polynomials
must be completely identical, even up to labeling, because the expressions (l + r)2 and (l − r)2 have
too many cross terms to both contribute towards optimal polynomials, unless l = r = 0. Lemma 3.1 is
instrumental in formalizing this idea.
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context we write v¯ . Let π be a permutation on n variables x1, x2, . . . , xn . Let n > 0 be even and
suppose c¯ ∈ {1,−1}n/2 and α ∈ Z3. Deﬁne
Q c¯σ (x1, x2, . . . , xn) =
n/2∑
i=1
cixσ (2i−1)xσ (2i).
When n is odd, we similarly deﬁne
Q c¯σ (x1, x2, . . . , xn) =
(n−1)/2∑
i=1
cixσ (2i−1)xσ (2i) + c n+1
2
xσ (n)
where c¯ ∈ {1,−1}(n+1)/2. We denote Q c¯,ασ (x) = Q c¯σ (x) + α, where α ∈ Z3 (when α = 0, we simply
write Q c¯σ (x)).
The parity of c¯ ∈ {1,−1}n/2 is
parity(c¯) = ∣∣{i | ci = −1}∣∣ mod 2.
The support of a linear form l, denoted by supp(l), is the set of variables that appear in l with non-zero
coeﬃcient.
Given a polynomial q with quadratic part
∑
i< j ai, j xix j , we associate with it an undirected labeled
graph G(q). The vertices of the graph are {x1, x2, . . . , xn} and edges {{xi, x j} | ai, j = 0}. Edge {xi, x j}
has label ai, j ∈ {1,−1}. We refer to vertices, cycles and triangles in q, when we really mean in G(q).
The following lemma is used throughout our paper.
Lemma 3.1. Let q(x) be a quadratic form, and suppose a(x),b(x) are linear forms in Z3[x] where x =
(x1, . . . , xn). If q + a2 = Q c¯,ασ (x) and q − b2 = Q d¯,βτ (x) then either
(i) a = b = 0 and q = Q c¯,ασ (x) = Q d¯,βτ (x) or
(ii) parity(c¯) = parity(d¯) or
(iii) α = β mod 3.
In particular, if either a or b is non-zero, then
∣∣parity(c¯)ωα + parity(d¯)ωβ ∣∣ |ω − ω¯| = √3.
Proof. Note that if |supp(a)|+ |supp(b)| = 0 mod 3, then a2 +b2 has a non-zero constant term mod 3
(a2 + b2 is a polynomial of degree at most 2). Since Q c¯,ασ (x) − Q d¯,βτ (x) = a2 + b2, we conclude that
α − β = 0 mod 3. So in what follows, we only consider the situation when |supp(a)| + |supp(b)| =
0 mod 3.
Observation. If Q c¯σ (x) − Q d¯τ (x) = ±xix j for distinct variables xi, x j , then c¯ and d¯ have differing parity.
Further note that Q c¯,ασ (x) − Q d¯,βτ (x) cannot contain a triangle.
We argue by cases depending on whether a and b are linear forms over the same set of variables.
Case 1. supp(a) = supp(b).
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{1,2, . . . ,n} and U ⊆ S . If |U |  3, then a2 + b2 will contain a triangle, whereas Q c¯,ασ (x) − Q d¯,βτ (x)
cannot contain a triangle. Thus |U | 2 and |S \ U |  2 and so |S| 4. We argue each possible case
below:
(i) |S| = 0. Then a = b = 0 and so q = Q c¯,ασ (x) = Q d¯,βτ (x).
(ii) |S| = 1 or |S| = 2 or |S| = 4. In each of these cases, |supp(a)| + |supp(b)| = 0 mod 3, thus
α = β mod 3.
(iii) |S| = 3. Wlog, a = x1 + x2 + x3. Then a2 has a triangle whereas a2 + b2 does not. So one of
the edges in a2 has to be canceled by an edge in b2. Wlog, b = ±(x1 + x2 − x3) since |U |, |S \ U | 2.
Thus, a2 + b2 = x1x2 = Q c¯,ασ (x) − Q d¯,βτ (x) and so c¯, d¯ have opposite parity.
Case 2. supp(a)  supp(b) = ∅.
Wlog, x1 ∈ supp(a) \ supp(b) and assume a = x1 +∑i∈S xi . Note that |S| 2 otherwise x1 appears
with degree 3 in a2 + b2 (since x1 /∈ supp(b)). We argue by cases:
(i) |S| = 0. Then, a = x1 and |supp(b)| 2 (otherwise b2 and hence a2 + b2 has a triangle). Since
|supp(a)| + |supp(b)| = 0 mod 3, we may assume that a = x1 and b = x2 + x3, in which case a2 + b2 =
−x2x3. This implies that parity(c¯) = parity(d¯).
(ii) |S| = 1. Then wlog, a = x1 + x2. Note that this implies |supp(b)|  2, since otherwise there
are variables x3, x4 (say) in supp(b) which form a triangle with either x2 or some other variable in
supp(b). Avoiding |supp(a)| + |supp(b)| = 0 mod 3, we are left with |supp(b)| = 1 so wlog, b = x3
or x2. In which case a2 + b2 has a single edge and parity(c¯) = parity(d¯).
(iii) |S| = 2. Then a = x1 + x2 + x3. Then a2 has a triangle, one of whose edges has to cancel with
a term from b2. Since x1 /∈ supp(b), this edge has to be {x2, x3}. So wlog b = ±(x2 − x3 ±∑i∈T xi).
If |T | 2, assume that x4, x5 ∈ supp(b) (hence x4, x5 ∈ supp(b) \ supp(a)). This implies that b2 has a
triangle x4, x5, x2, a contradiction. Thus |T | 1. If |T | = 0, then |supp(a)| + |supp(b)| = 0 mod 3. Thus
|T | = 1 so wlog, b = ±(x2 − x3 + x4). But then a2 + b2 = −x1x2 − x1x3 − x2x4 + x3x4. Thus there are
two possibilities, either
Q c¯σ (x) = −x1x2 + x3x4 + Qσ ′(x5, . . . , xn) and
Q d¯τ (x) = −x1x3 − x2x4 + Qσ ′(x5, . . . , xn)
or
Q c¯σ (x) = −x1x3 + x2x4 + Qσ ′(x5, . . . , xn) and
Q d¯τ (x) = −x1x2 − x3x4 + Qσ ′(x5, . . . , xn).
In either case, c¯ and d¯ have different parities. 
The following theorem establishes uniqueness; it is also used in Section 4.
Theorem 3.2. Let n 1. Then |S(t,k,n)| = Bn iff t(x)+ k(x) = Q c¯,ασ (x) for some permutation σ of variables,
c¯ ∈ {1,−1}n/2 and α ∈ Z3 .
Proof. If t(x)+k(x) = Q c¯,ασ (x) then a simple calculation shows that the bound holds. The proof in the
other direction is by induction on n. Our base case consists of n = 1. Note that
S(0,ax,1) = ωa −ω−a
so |S(0,ax,1)| = B1 iff a ∈ {1,−1}. Thus the optimal polynomial is of the required form.
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that there is at least one xi such that xi ∈ supp(k) (since otherwise S(t,0,n) = 0). Without loss of
generality, assume that k = x1 + l(x2). Write t(x) = t2(x2) + x1 · r(x2), where wlog, we may assume
that l and r do not have any constant terms. If r = 0, then expand by x1 to obtain:
S(t,k,n) = (ω − ω¯)
2
S(t2, l,n − 1).
If S(t,k,n) is optimal, then S(t2, l,n − 1) has to be optimal and so by induction, t2 = Q c¯,ασ (x2) and
l = 0 for some π . Then t + k = Q c¯,ασ (x2) + x1, as required.
We now prove that if r = 0, then S(t,k,n) is suboptimal, a contradiction. Corollary 2.2(ii) implies
that
S(t,k,n) = ω −ω
2
· 1
2
· (S+n−1 + S−n−1)
where
S+n−1 = S
(
t2 + (l − r)2,0,n − 1
)
and S−n−1 = S
(
t2 − (l + r)2,0,n − 1
)
.
If S(t,k,n) has maximum norm, then so do S+n−1 and S
−
n−1: if not, then the triangle inequality implies
that |S(t,k,n)| < √3/2 · Bn−1 < Bn which violates maximality of |S(t,k,n)|. By induction, there exist
permutations π,σ , coeﬃcients c¯, d¯ ∈ {1,−1}(n−1)/2 and constants α,β ∈ Z3 such that
t2 + (l − r)2 = Q c¯,ασ (x),
t2 − (l + r)2 = Q d¯,βτ (x).
Since r = 0, either l − r or l + r has to be non-trivial. Lemma 3.1 implies that either the parities of c¯
and d¯ are different or α = β mod 3 (condition (i) of the lemma does not apply since l − r or l + r is
non-trivial). Since S+ and S− have the same norm,
S(t,k,n) = ω −ω
2
· parity(c¯)ω
α + parity(d¯)ωβ
2
· i(n−1)/2Bn−1
where note that this is an equality of expressions, not simply of their norms. If α−β = 0 mod 3, then
| ±ωα±ωβ2 | < 1 and so |S(t,k,n)| < Bn , a contradiction. If instead α = β mod 3, then S+ = −S− (S− is
the conjugate of S+ , and since the sums are over disjoint pairs of variables, we have S− = −S+) and
so S(t,k,n) = 0, a contradiction. This concludes the proof for n odd.
Now suppose n is even and |S(t,k,n)| = Bn . Corollary 2.2(i) implies that
S(t,k,n) = 1
2
(
S
(
t+,0,n
)+ S(t−,0,n))
where t± = t ± k(x)2. If S(t,k,n) has maximum norm, so do S(t±,0,n). Write, as usual, t+(x) =
t2(x2) + x1 · r(x2) + γ (where γ ∈ Z3 is non-zero if |supp(k)| = 0 mod 3). By Corollary 2.2, we have
S
(
t+,0,n
)= ωγ S(t2(x2), r(x2),n − 1).
Since S(t+,0,n) has maximum norm, S(t2, r,n − 1) must have maximum norm. By induction, we
have wlog,
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for some choice of parameters. This implies that
t+ = x1x2 + Q c¯,α+γσ (x3, . . . , xn).
Similarly, we have wlog,
t− = x1x3 + Q d¯,β+δτ (x2, x4, . . . , xn)
for a (possibly) different choice of parameters d¯, τ ,β, δ.
This implies that for some choice of parameters σ ′, τ ′, c¯′, d¯′ ,
t + k2 = Q c¯′,α′σ ′ (x),
t − k2 = Q d¯′,β ′τ ′ (x).
Thus
∣∣S(t,k,n)∣∣= 1
2
∣∣parity(c¯)ωα′ + parity(d¯)ωβ ′ ∣∣ · Bn.
Lemma 3.1 now implies that if k was non-zero then |S(t,k,n)|  (√3/2) · Bn < Bn , a contradiction.
Thus k = 0 and t has the desired form. 
4. The gap theorem
Theorem 4.1. Let n 1. If |S(t,k,n)| < Bn, then |S(t,k,n)|
√
3
2 · Bn.
The proof is by induction on n. The base case is n = 1 for which a simple calculation shows that
the statement is true: the norm has two possible values, |(ω − ω¯)/2| or 0.
Let n > 1 be odd and suppose that |S(t,k,n)| < Bn . As before, we write t(x) = t2(x2) + x1 · r(x2)
and k(x) = x1 + l(x2). Without loss of generality, we may assume that k = 0 since otherwise
S(t,k,n) = 0 and the statement to be proved is clearly true. Now recall from Corollary 2.2 that
S(t,k,n) = 1
2
.
ω − ω¯
2
(
S+n−1 + S−n−1
)
(3)
where S+n−1 = S(t2 + (l − r)2,0,n − 1) and S−n−1 = S(t2 − (l + r)2,0,n − 1).
A number of easy cases are taken care of in the following. The proof is in Appendix A.
Lemma 4.2. If r = 0, l = 0, or if both S+n−1 and S−n−1 are either optimal or suboptimal, then |S(t,k,n)| 
(
√
3/2)Bn.
Thus we need only consider the case when exactly one of S+n−1 and S
−
n−1 is optimal. Wlog, assume
that S+n−1 is optimal and S
−
n−1 is suboptimal. This implies, wlog, that
t2 + (l − r)2 =
∑
x2x3 (4)
where
∑
x2x3 is shorthand for
∑(n−1)/2
i=1 x2i+1x2i .
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S(t,k,n) = 1
2n
∑
x∈{−1,1}n
∏
xωt2+x1.r+x1+r
= 1
2n
∑
x∈{−1,1}n
∏
x
(
ωt2+1+2r −ωt2−1)
= 1
2
(ωS1 − ω¯S2)
where S1 = S(t2,−r,n − 1) and S2 = S(t2,0,n − 1). Since t2 =∑ x2x3, |S2| = Bn−1. To evaluate S1,
we need the following lemma, which a simple calculation can verify.
Lemma 4.3. If a = 0 or b = 0,
∣∣S(x1x2,ax1 + bx2,2)∣∣
√
3
4
.
Since r = 0, one of the blocks {xi, xi+1} in t2 must be associated with a linear part axi + bxi+1
where either a = 0 or b = 0. Since S1 factors into sums over the blocks,
|S1|
(√
3
4
)
· Bn−3 = Bn−1
2
.
Thus the triangle inequality implies that
|S| 1
2
[
Bn−1
2
+ Bn−1
]
= 3
4
Bn−1 =
√
3
2
Bn,
as desired. Similarly, if l = −r, we get the desired bound. So now assume that l = ±r, l = 0 and r = 0.
In particular, l, r, l + r, l − r are all non-zero. Collecting terms and simplifying we get, using Eqs. (3)
and (4):
S(t,k,n) = ω − ω¯
2
1
2n
∑
x2
(
n∏
i=2
xi
)
ω
∑
x2x3
(
1+ωl2+r2). (5)
Lemma 2.1(iv) implies that:
1+ωl2+r2 = 2
3
− 1
3
ω¯
(
ωl +ωr +ω−l +ω−r)− 1
3
ω
(
ωl+r +ω−l−r +ωl−r +ωr−l).
Substituting this expression for 1+ωl2+r2 into Eq. (5), we get
S(t,k,n) = ω − ω¯
2
· 1
2
·
[
2
3
S
(∑
x2x3,0,n − 1
)
− 1
3
ω¯T1(l, r) − 1
3
ωT2(l, r)
]
where
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(∑
x2x3,a,n − 1
)
+ S
(∑
x2x3,−a,n − 1
)
+ S
(∑
x2x3,b,n − 1
)
+ S
(∑
x2z3,−b,n − 1
)
and T2(a,b) = T1(a + b,a − b).
We say that a linear form l is incident on a block {xi, xi+1} of ∑ x2x3 if {xi, xi+1} ∩ supp(l) = ∅.
The following lemma has an easy proof, given in Appendix B.
Lemma 4.4. If any two of the forms l, r, l + r, l − r are incident on two distinct blocks of∑ x2x3 , then
∣∣S(t,k,n)∣∣
√
3
2
Bn.
Note that wlog we may assume that both l and r are incident on at most one block (since l, r = 0,
this implies that they are incident on exactly one block). If one of them is incident on one block and
the other on 2 blocks, then one of l + r or l − r is incident on 2 blocks and Lemma 4.4 applies. Also
wlog, we may assume that l and r are both incident on block {x2, x3}. This means that we can factor
out of S(t,k,n) the sum over variables x4, x5, . . . , xn . Thus
S(t,k,n) = (ω − ω¯)
2
· 1
2
· S
(∑
x4x5,0,n − 1
)
· S ′ (6)
where
S ′ =
[
2
3
S2(x2x3) − 1
3
ω¯T1(l2x2 + l3x3, r2x2 + r3x3) − 1
3
ωT2(l2x2 + l3x3, r2x2 + r3x3)
]
.
We can ﬁnd out the maximum norm of S ′ under the assumption that l = ±r, l = 0, r = 0 by simple
enumeration. Under this restriction, we see that the maximum norm of S ′ is
√
3/2 (the other higher
values correspond to the invalid choices of l and r).
Thus from Eq. (6), we get
∣∣S(t,k,n)∣∣
√
3
2
· 1
2
·
(√
3
2
)(n−3)/2
·
√
3
2
= 1√
3
·
√
3
2
Bn 
√
3
2
Bn
as required. This concludes the inductive step for odd n.
The case for even n is similar, although somewhat simpler. The argument is given in Appendix C,
which concludes the proof of Theorem 4.1.
5. Conclusion and future work
In this paper, we proved two conjectures made by Dueñez et al. [5] for quadratic polynomials
deﬁned over Z3. The conjecture is still open for arbitrary odd moduli (even for m = 5), despite large
experimental evidence supporting it (along with the veriﬁcation by [5] for all odd moduli and up to
10 variables). Here are two directions to pursue, and some of the diﬃculties they present.
Perhaps the most obvious route to a complete understanding of the quadratic case would be to
isolate precisely what elements of the n 10 technique of [5] can be used to obtain an induction that
works for all n. Our results here are a step in that direction, since the uniqueness and gap properties
were instrumental in the argument given in [5], and at least we now know for sure that they hold
when m = 3. What properties are suﬃcient to obtain a full inductive proof for all odd m?
Another possible way to overcome these obstacles is to generalize Lemma 2.1 to arbitrary odd
moduli m. In fact, one can readily prove analogues for identities (i) and (ii) as below when m is prime
(here Z∗m denotes non-zero elements of the ring Zm):
972 F. Green, A. Roy / Journal of Number Theory 130 (2010) 961–975Lemma 5.1. (See e.g., [10].) Let p be prime, a,b ∈ Zp and let χ : Zp → C be a non-trivial multiplicative
character of Zp . Then
(i)
∑
x∈Z∗p ω
xa =∑x∈Z∗p ωxa2 .
(ii)
∑
x∈Z∗p χ(x)ω
ax = (∑x∈Z∗p χ(x)ωx)χ(a).
One would expect that if p is any odd prime (not just 3), then the presence of the ﬁnite ﬁeld would
enable us to get tight upper bounds. It is, however, not obvious how to generalize Lemma 2.1(iii). Even
if this generalization was possible, use of the above lemma would require “completion” of the sum
(i.e., to express it in terms of a sum over all non-zero ﬁeld elements rather than just 1 and −1).
We have explored a number of schemes for completion of the sum, but none have as yet yielded
any insight. For such complete sums, the main technique that is often used in ﬁnite ﬁeld sums for
quadratics is to diagonalize the quadratic form t in S(t,k,n). Unfortunately this technique does not
work in this instance because χ(
∏n
i=1 xi) does not transform nicely under linear transformations of
the xi (and also because we restrict our variables to {1,−1}). Finally, if indeed bounds can be obtained
for odd primes p (or odd prime powers, e.g., via a suitable generalization of Lemma 2.1(iii)), would
it then be possible to reduce the problem of estimating the maximum norm of Sm(t,k,n) when m is
composite, to when m is a prime power?
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Appendix A. Proof of Lemma 4.2
Suppose r = 0, then
S(t,k,n) = ω − ω¯
2
S(t2, l,n − 1).
Thus if |S(t,k,n)| is suboptimal, so is S(t2, l,n−1). By induction we have |S(t2, l,n−1)| (
√
3/2)Bn−1
and so |S(t,k,n)| (√3/2)2Bn−1 = (
√
3/2)Bn as desired.
If l = 0, then
S(t,k,n) = 1
2n
∑
x∈{−1,1}n
∏
xiω
t2+x1.r+x1
= 1
2n
∑
x2
∏
i2
xi
(
ωt2+1+r −ωt2−1−r) (expanding x1)
= 1
2n
∑
x2
∏
xiω
t2
(
ωr+1 −ω−r−1)
= 1
2n
(∑
2
∏
xiω
t2ωr+1 −
∑
2
∏
xiω
t2ω−r−1
)x x
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2n
∑
x2
∏
xiω
t2
(
ωr+1 −ωr−1) (ﬂipping all variables in second sum)
= ω − ω¯
2
1
2n−1
∑
x2
∏
xiω
t2+r = ω − ω¯
2
S(t2, r,n − 1).
If S(t,k,n) is suboptimal, so is S(t2, r,n − 1). Thus following a similar argument for r = 0, we
conclude that
∣∣S(t,k,n)∣∣ (√3/2)Bn.
Now assume that both l and r are non-zero. Adopting the notation of Eq. (3), if both S+n−1 and
S−n−1 are optimal, then by Theorem 3.2,
t2 + (l − r)2 = Q c¯,ασ (x) and t2 − (l + r)2 = Q d¯,βτ (x)
where σ ,τ are permutations on x2, . . . , xn . But then,
S(t,k,n) = ω − ω¯
2
· parity(c¯)ω
α + parity(d¯)ωβ
2
· i(n−1)/2Bn−1.
Lemma 3.1 implies that either parity(c¯) = parity(d¯) or α = β mod 3 (case (i) of Lemma 3.1 cannot
arise since both l and r are non-zero). In either case,
∣∣∣∣parity(c¯)ωα + parity(d¯)ωβ2
∣∣∣∣
∣∣∣∣ωα −ωβ2
∣∣∣∣
√
3
2
and so
∣∣S(t,k,n)∣∣= (
√
3
2
)2
Bn−1 =
√
3
2
Bn
as required. Similarly, if both S+n−1 and S
−
n−1 are suboptimal, induction implies that |S+n−1| 
(
√
3/2)Bn−1 and |S−n−1| (
√
3/2)Bn−1. Now Eq. (3) and the triangle inequality imply as before:
∣∣S(t,k,n)∣∣ (√3/2)2Bn−1  (√3/2)Bn
as required.
Appendix B. Proof of Lemma 4.4
We start with
Lemma B.1. If a linear form l =∑ni=2 li xi is incident on at least k blocks of∑ x2x3 , then
∣∣∣S(∑ x2x3, l,n − 1)∣∣∣ 1
2k
Bn−1.
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∣∣∣∣14 ·
∑
x,y
xyωaxy+bx+cy
∣∣∣∣=
√
3
2
if b = c = 0 and a = 0,
and otherwise it has norm 
√
3
4 when a = 0. Thus
∣∣∣S(∑ x2x3, l,n − 1)∣∣∣
(√
3
4
)k(√3
2
) n−1−2k
2
(on removing the at most 2k variables in the k blocks, we are left with an optimal form on at most
n − 2k − 1 variables). The result now follows. 
Proof of Lemma 4.4. The hypothesis implies that 4 of the forms l, r,−l,−r, l + r,−l − r, l − r,−l + r
are incident on two distinct blocks of
∑
x2x3. Also note that each of the other 4 forms have non-zero
support so are incident on at least one block (since l = ±r, l = 0, r = 0). So by Lemma B.1, 4 of the
corresponding S(t,k,n) terms have norm at most (1/4)Bn−1 each and the other 4 have norm at most
(1/2)Bn−1.
Applying the triangle inequality and Lemma B.1,
∣∣S(t,k,n)∣∣
√
3
2
· 1
2
·
[
2
3
Bn−1 + 1
3
(
4 · Bn−1
4
+ 4 · Bn−1
2
)]
= 5
6
·
√
3
2
· Bn−1 = 5
6
· Bn 
√
3
2
Bn. 
Appendix C. The even n case for Theorem 4.1
Let n be even. First consider the situation when we have a quadratic form (i.e., k = 0). Then, by
Corollary 2.2(i),
S(t,0,n) = S(t2(x2), r(x2),n − 1).
If S(t,0,n) is suboptimal, so is S(t2(x2), r(x2),n − 1) and so
∣∣S(t,0,n)∣∣= ∣∣S(t2(x2), r(x2),n − 1)∣∣
√
3
2
Bn−1 =
√
3
2
Bn,
as desired. Now suppose that k = 0. Then, by Corollary 2.2(i),
∣∣S(t,k,n)∣∣ 1
2
(∣∣S(t+,0,n)∣∣+ ∣∣S(t−,0,n)∣∣)
where t± = t ± k(x)2. If both S(t+,0,n) and S(t−,0,n) are optimal (in which case |S(t,k,n)| is also
maximal), Theorem 3.2 implies that
t + k2 = Q d¯,βτ (x), t − k2 = Q c¯,ασ (x).
This implies that k2 = Q c¯,ασ (x) − Q d¯,βτ (x) and hence |supp(k)| 2 (otherwise, k2 would have a trian-
gle). If |supp(k)| = 1, then Q d¯,βτ (x) − Q c¯,ασ (x) is a constant so σ = τ , and wlog t + k =
∑
x1x2 + x1.
F. Green, A. Roy / Journal of Number Theory 130 (2010) 961–975 975Thus S(t,k,n) factors into sums over the connected components of t , and the component that con-
tains x1 gives a factor of
√
3/4 (Lemma 4.3). Thus
∣∣S(t,k,n)∣∣
√
3
4
· Bn−2 
√
3
2
Bn.
Similarly, we get the desired factor for |supp(k)| = 2.
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