






forEmpirical Research in Economics, University of Zurich, 8006 Zurich, Switzerland, and 4Institute of Cognitive Neurology and Dementia Research,
Otto-von-Guericke-University, 39120 Magdeburg, Germany
Reward representation in ventral striatum is boosted by perceptual novelty, although the mechanism of this effect remains elusive.
Animalstudiesindicateafunctionalloop(LismanandGrace,2005)thatincludeshippocampus,ventralstriatum,andmidbrainasbeing
important in regulating salience attribution within the context of novel stimuli. According to this model, reward responses in ventral
striatumormidbrainshouldbeenhancedinthecontextofnoveltyevenifrewardandnoveltyconstituteunrelated,independentevents.
UsingfMRI,weshowthattrialswithreward-predictivecuesandsubsequentoutcomeselicithigherresponsesinthestriatumifpreceded
by an unrelated novel picture, indicating that reward representation is enhanced in the context of novelty. Notably, this effect was




The basal ganglia, together with their dopaminergic afferents,
provide a mechanism to learn about reward value of different
behavioral options (Berridge and Robinson, 2003; Frank et al.,
2004;Pessiglioneetal.,2006).Inlinewiththisview,fMRIstudies
show that reward and reward-predictive cues elicit brain activity
in the striatum (Delgado et al., 2000; Knutson et al., 2000;
O’Doherty et al., 2003, 2004) and midbrain (Aron et al., 2004;
Wittmann et al., 2005). However, the midbrain dopaminergic
system also responds to nonrewarding novel stimuli in monkeys
(Ljungberg et al., 1992) and humans (Bunzeck and Duzel, 2006;
Wittmannetal.,2007).Fromacomputationalperspective,ithas
beensuggestedthatnoveltyitselfmayactasamotivationalsignal
that boosts reward representation and drives exploration of an
unknown, novel choice option (Kakade and Dayan, 2002).
Although novelty processing and reward processing share
common neural mechanisms, the neural substrate that supports
an interaction between novelty and reward remains poorly un-
derstood. Research in animals reveals that hippocampal novelty
signals regulate the ability of dopamine neurons to show burst
firing activity. Given that burst firing is the main dopaminergic
response pattern coding for rewards, and possibly other salient
events, there is good reason to suspect that hippocampal novelty
signals have the potential to regulate reward processing and sa-
lience attribution (Lisman and Grace, 2005). Hippocampal nov-
elty signals are conveyed to ventral tegmental area (VTA)
through the subiculum, ventral striatum, and ventral pallidum,




sic responses (Floresco et al., 2003). In this way, hippocampal
novelty signals have the potential to boost phasic dopamine sig-
nals and facilitate encoding of new information into long-term
memory.
Although recent research has shown that stimulus novelty
enhances a striatal reward prediction error (Wittmann et al.,
2008), this finding does not address a physiological hypothesis
that contextual novelty exerts an enhancing effect upon subse-
quent reward signals (Lisman and Grace, 2005). Testing this re-
quires an independent manipulation of the level of novelty and
reward such that novelty (and familiarity) act as temporally ex-
tended contexts preceding rewards. We investigated the expres-
sionofstriatalmodulationofrewardprocessinginthecontextof
novelty by presenting a novel stimulus preceding the presenta-
tion of cues that predict rewards. Furthermore, we manipulated
bothfactors(noveltyandreward)independently;thisallowedus
to distinguish between their corresponding neural representa-
tions. We presented subjects with one of three different fractal
images that cued reward delivery with a given probability [no
reward ( p  0), low reward probability ( p  0.4), and high
reward probability ( p  0.8)]. In this way, our design also en-
abled us to investigate whether contextual novelty influences on
reward responses were affected by the probability of reward oc-
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of novelty on reward processing would
provide a strong support for the predic-
tion that novelty and reward processing
functionallyinteract.Incontrast,aneffect
ofnoveltyonreward-relatedbrainactivity
that is independent of reward-probability
and magnitude would indicate that nov-




Subjects. Sixteen adults participated in the ex-
periment (nine female and seven male; age
range, 19–32 years; mean  23.8, SD  3.84
years).Allsubjectswerehealthy,right-handed,
and had normal or corrected-to-normal acu-
ity. None of the participants reported a history
of neurological, psychiatric, or medical disor-
ders or any current medical problems. All ex-
periments were run with each subject’s written
informed consent and according to the local
ethics clearance (University College London, London, UK).
Experimentaldesignandtask.Thetaskwasdividedintothreephases.In
phase 1, subjects were familiarized with a set of 10 images (five indoor,
five outdoor). Each image was presented 10 times for 1000 ms with an
interstimulus interval of 1750  500 ms. Subjects indicated the indoor/
outdoor status using their right index and middle fingers. In phase 2,
threefractalimageswerepaired,underdifferentprobabilities(0,0.4,and
0.8),withamonetaryrewardof10penceinaconditioningsession.Each
fractal image was presented 40 times. On each trial, one of three fractal
imageswaspresentedonthescreenfor750msandsubjectsindicatedthe
detection of the stimulus presentation with a button press. The probabi-
listic outcome (10 or 0 pence) was presented as a number on the screen
750mslaterforanother750msandsubjectsindicatedwhethertheywon
any money or not using their index or middle finger. The intertrial in-
terval (ITI) was 1750  500 ms. Finally, in a test phase (phase 3), the
effectofcontextualnoveltyonreward-relatedresponseswasdetermined
in four 11 min sessions (Fig. 1). Here, an image was presented for 1000
ms and subjects indicated the indoor/outdoor status using their right
index and middle fingers. Responses could be made while the scene
picture and subsequent fractal image were displayed on the screen (1750
ms in total). The image was either from the familiarized set of pictures
from phase 1 (referred to as “familiar images”) or from another set of
picturesthathadneverbeenpresented(referredtoas“novelimages”).In
total,240novelimageswerepresentedtoeachsubject.Thereafter,oneof
the three fractal images from phase 2 (referred to as reward-predictive
cue) was presented for 750 ms (here, subjects were instructed not to
respond). As in the second phase, the probabilistic outcome (10 or 0
pence) was presented 750 ms later for another 750 ms and subjects indi-
catedwhethertheywonmoneyornotusingtheirindexormiddlefinger.
Responsescouldbemadewhiletheoutcomewasdisplayedonthescreen
and during the subsequent intertrial interval (2500  500 ms in total).
The ITI was 1750  500 ms. During each session, each fractal image was
presented 20 times following a novel picture and 20 times following a
familiar picture, resulting in 120 trials per session. The presentation
orderofthesixtrialtypeswasfullyrandomized.Allthreeexperimen-
tal phases were performed inside the MRI scanner but blood oxygen-
ation level-dependent (BOLD) data were acquired only during the
test phase (phase 3). Subjects were instructed to respond as quickly
andascorrectlyaspossibleandthattheywouldbepaidtheirearnings





127 and an SD of 75. None of the scenes depicted human beings or
human body parts (including faces) in the foreground. Stimuli were
projected onto the center of a screen and the subjects watched them
through a mirror system mounted on the head coil of the fMRI
scanner.
fMRI data acquisition. fMRI was performed on a 3 tesla Siemens Al-
legra magnetic resonance scanner (Siemens) with echo planar imaging
(EPI). In the functional session, 48 T2*-weighted images per volume
(coveringwholehead)withBOLDcontrastwereobtained(matrix,64
64; 48 oblique axial slices per volume angled at 30° in the anteroposte-
rioraxis;spatialresolution,333mm;TR2880ms;TE30ms).
The fMRI acquisition protocol was optimized to reduce susceptibility-
induced BOLD sensitivity losses in inferior frontal and temporal lobe
regions (Weiskopf et al., 2006). For each subject, functional data were
acquired in four scanning sessions containing 224 volumes per session.
Six additional volumes at the beginning of each series were acquired to
allow for steady-state magnetization and were subsequently discarded.
Anatomicalimagesofeachsubject’sbrainwerecollectedusingmultiecho
three-dimensional FLASH for mapping proton density, T1, and magne-
tizationtransfer(MT)at1mm
3resolution(WeiskopfandHelms,2008),
and by T1-weighted inversion recovery prepared EPI sequences (spatial





al., 2002), field maps were estimated from the phase difference between
the images acquired at the short and long TEs.
fMRIdataanalysis.Preprocessingincludedrealignment,unwarping
using individual fieldmaps, spatial normalizing to the Montreal Neu-
rology Institute space, and finally smoothing witha4m mGaussian
kernel. The fMRI time series data were high-pass filtered (cutoff 
128 s) and whitened using an AR(1) model. For each subject, a statis-
tical model was computed by applying a canonical hemodynamic
response function combined with time and dispersion derivatives
(Friston et al., 1998).
Our 2  3 factorial design included six conditions of interest, which
were modeled as separate regressors: familiar image with reward proba-
bility 0, familiar image with reward probability 0.4, familiar image with
reward probability 0.8, novel image with reward probability 0, novel
image with reward probability 0.4, and novel image with reward proba-
bility 0.8. The temporal proximity of the reward-predictive cues (i.e.,
fractal image) and the reward outcome itself pose problems for the sep-
aration of BOLD signals arising from these two events. Therefore, we
modeled each trial as a compound event, using a mini-boxcar that in-
cluded the presentation of both the cue and the outcome. This technical
Figure1. Experimentaldesign.TrialtimelineofthetesttaskusedduringfMRIdataacquisition.Beforehand,subjectsunder-
wentafamiliarizationandaconditioningphaseinsidethescannerbutfMRIdatawerenotacquired.
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trated on the interaction between novelty and reward processing and
co-occurrences of reward and novelty effects. Error trials were modeled
as a regressor of no interest. To capture residual movement-related arti-
facts, six covariates were included (three rigid-body translations and
three rotations resulting from realignment) as regressors of no interest.
Regionallyspecificconditioneffectsweretestedbyusinglinearcontrasts
for each subject and each condition (first-level analysis). The resulting
contrastimageswereenteredintoasecond-levelrandom-effectsanalysis.
Here, the hemodynamic effects of each condition were assessed using a
2  3 ANOVA with the factors novelty (novel, familiar) and reward
probability (0, 0.4, 0.8).
We focused our analysis on three anatomically defined regions of in-
terest(ROIs)(striatum,midbrain,andhippocampus)whereinteractions
betweennoveltyandrewardprocessingwerehypothesizedbasedonpre-
vious studies (Lisman and Grace, 2005; Wittmann et al., 2005; Bunzeck
and Duzel, 2006). For completeness, we also report whole-brain results
in the supplemental material (available at www.jneurosci.org). Both the
striatum and hippocampus ROIs were defined based on the Pick Atlas
toolbox(Maldjianetal.,2003,2004).WhilethestriatalROIincludedthe
head of caudate, caudate body, and putamen, the hippocampal ROI ex-
cludedtheamygdalaandsurroundingrhinalcortex.Finally,thesubstan-
tia nigra (SN)/VTA ROI was manually defined, using the software
MRIcro and the mean MT image for the group. On MT images, the
SN/VTA can be distinguished from surrounding structures as a bright
stripe (Bunzeck and Duzel, 2006). It should be noted that in primates,
reward-responsive dopaminergic neurons are distributed across the SN/
VTAcomplexanditisthereforeappropriatetoconsidertheactivationof
the entire SN/VTA complex rather than focusing on its subcompart-
ments (Duzel et al., 2009). For this purpose, a resolution of 3 mm
3,a s
used in the present experiment, allows sampling of 20–25 voxels of the
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Behaviorally,subjectsshowedhighaccuracyintaskperformance
during the indoor/outdoor discrimination task [mean hit rate 
97.1%, SD  2.8% for familiar pictures, mean hit rate  96.8%,
SD2.1%fornovelpictures,t(15)0.38,notsignificant(n.s.)],
as well as for the win/no win discrimination at the outcome time
(mean hit rate  97.8%, SD  2.3% for win events, mean hit
rate  97.7%, SD  2.2% for no win events, t(15)  0.03, n.s.).
Subjects discriminated indoor and outdoor status faster for fa-
miliar compared with novel images [mean reaction time (RT) 
628.2 ms, SD  77.3 ms for familiar pictures; mean RT  673.8
ms, SD  111 ms for novel pictures; t(15)  4.43, p  0.0005].
There was no RT difference for the win/no win discrimination at
the outcome time (mean RT  542 ms, SD  82.2 ms for win
trials; mean RT  551 ms, SD  69 ms for no win trials; t(15) 
0.82, n.s.). Similarly, during conditioning, there were no RT dif-
ferences for the three different fractal images (0.8-probability:
RT  370.1 ms, SD  79 ms; 0.4-probability: RT  354.4, SD 
73.8 ms; 0-probability: RT  372.2 ms, SD  79.3 ms; F(1,12) 
0.045, n.s.). The latter RT analysis excluded three subjects due to
technical problems during data acquisition.
In the analysis of the fMRI data, a 2  3 ANOVA with factors
novelty (novel, familiar) and reward probability ( p  0, p  0.4,
p  0.8) showed a main effect of novelty bilaterally in the hip-
pocampus (Fig. 2A) and right striatum, false discovery rate
(FDR)-corrected for the search volume of the ROIs. A simple
maineffectofreward(p0.8p0)wasobservedwithinthe
leftSN/VTAcomplex(Fig.2B)andwithinbilateralstriatum(Fig.
2C). See Table 1 for all activated brain regions.
Wedidnotobserveanoveltyrewardprobabilityinteraction
when correcting for multiple tests over the entire search volume
of our ROIs. However, when performing a post hoc analysis (t
test) of the three peak voxels showing a main effect of reward in
the striatum, we found (orthogonal) effects of novelty and its
interaction with reward: one voxel also showed a main effect of
novelty and a novelty  reward interaction, whereas another
voxel also showed a main effect of novelty.
As shown in Figure 2C (middle), in the first voxel ([8 10 0];
main effect of reward, F(2,30)  8.12, p  0.002; main effect of
novelty, F(1,15)  7.03, p  0.02; novelty  reward interaction,
F(2,30)  3.29, p  0.05), this effect was driven by higher BOLD
responses to trials with reward probability 0.4 and preceded by a
novel picture ( post hoc t test: t(15)  3.48, p  0.003). In the
second voxel (Fig. 2C, right) ([10 14 2]; main effect of reward,
F(2,30)  13.13, p  0.001; main effect of novelty, F(1,15)  9.19,
p0.008;nosignificantinteraction,F(2,30)1.85,n.s.),posthoc
t tests again demonstrated that the main effect of novelty was
driven by differences between novel and familiar images at the two
low probabilities of reward delivery (t(15)  2.79, p  0.014; t(15) 
2.19,p0.045,forprobabilityp0andp0.4,respectively)(Fig.
2C).Incontrast,thethirdvoxel(Fig.2C,left)([2240];maineffect
of reward, F(2,30)  9.1, p  0.001), neither showed a main
effectofnovelty(F(1,15)2.33,n.s.)noraninteraction(F(2,30)
1.54, n.s.).
In the midbrain, the voxel with maximal reward-related re-
sponses([8148];F(2,30)12.19,p0.001)alsoshoweda
trendtowardamaineffectofnovelty(F(1,15)4.18,p0.059)in
the absence of a significant interaction (F(2,30)  0.048, n.s.).
Discussion
Novel images of scenes enhanced striatal reward responses elic-
ited by subsequent and unrelated rewarding events (predicting
abstractcuesandrewarddelivery).Asexpected,novelimagesalso
activated the hippocampus. These findings provide first evi-
dence, to our knowledge, for a physiological prediction that
novelty-related hippocampal activation should exert a contextu-
allyenhancingeffectonrewardprocessingintheventralstriatum





found that the effect of novelty on reward processing varied as a
function of the probability of reward occurrence. An enhancement
was observed solely when the probability of predicted reward was
low (0 or 0.4) and was absent for high reward probability (0.8) (Fig.
2C). It is important to note that this pattern of results cannot be
explained by independent effects of novelty and reward in the same
region. BOLD effects caused by two functionally distinct but spa-
tiallyoverlappingneuralpopulationswouldbeadditiveregardlessof
reward probability and hence lead to a novelty effect also in the 0.8
probability condition. Therefore, these probability-dependent ef-
fects of novelty on reward processing argue against the possibility
that they reflect a contamination by BOLD responses elicited by
novel stimuli themselves. Rather, the findings indicate that contex-
tualnoveltyincreasedrewardprocessingperse,albeitonlyinthelow
probability condition.
As explained above, we could not disambiguate BOLD re-
sponses between reward anticipation (cues) and reward delivery
(outcomes). Novelty may have selectively increased the process-
ing of nonrewarding outcomes (no win trials). This would be
consistent with the fact that we did not observe any significant
noveltyeffectontrialswithhighrewardprobabilitybecause80%
of these trials resulted in reward being delivered. Alternatively,
novelty may have influenced reward anticipation for cues that
predictedrewarddeliverywithlowprobability(i.e.,0and0.4).In
eithercase,contextualnoveltyenhancedbrainrepresentationfor
those events that were objectively less rewarding. Moreover, the
lack of novelty modulation of reward signals in the high proba-
bility condition is unlikely to be due to a ceiling effect in reward







Hippocampus 13 0.011 4.28 4.04 22 14 26
0.011 4.28 4.04 24 20 18
14 0.015 4.07 3.85 24 26 10
10 0.017 3.98 3.78 22 18 20
Striatum 49 0.002 5.16 4.76 16 10 2
21 0.013 4.06 3.85 61 0 0
18 0.015 3.93 3.73 16 8 0
13 0.019 3.77 3.6 26 4 2
25 0.022 3.6 3.45 10 16 2
10 0.025 3.48 3.34 28 60
Highrewardprobability
versusnoreward
Midbrain 6 0.003 4.42 4.16 8 14 8
Striatum 53 0.002 5.26 4.83 10 14 2
0.034 3.08 2.98 10 6 6
55 0.008 4.4 4.14 22 4 0
0.011 4 3.79 24 10 6
30 0.009 4.18 3.95 8 10 0
Dataarethresholdedatp0.05FDR.MNI,MontrealNeurologyInstitute.




also be capable of accommodating a novelty bonus under condi-
tions of high reward probability.
It is well established that the primate brain learns about the
value of different stimuli paired with reward in classical condi-
tioning experiments, as measured by increased anticipation of
the outcome (e.g., increased licking). In the present experiment,
we measured reaction times during the conditioning phase but
did not find differences across the different levels of predictive
cue strengths. Considering the simplicity of the task and the
speed at which subjects responded (375 ms for all conditions),
this lack of a differential response may be due to a ceiling effect.
Despite the lack of an objective behavioral measure for condi-
tioning, the successful use of this cue type in previous studies
(O’Doherty et al., 2003) suggests that subjects still formed an
association between the cues and the different probabilities of
reward delivery.
In previous work, reward signals in the striatum have been
linked to a variety of reward-related properties both in humans
and nonhuman primates, including probability (Preuschoff et
al., 2006; Tobler et al., 2008), magnitude (Knutson et al., 2005),
uncertainty(Preuschoffetal.,2006),andactionvalue(Samejima
et al., 2005). This diversity of reward-related variables expressed
in the striatum fits well with its role as a limbic/sensorimotor
interface with a critical role in the organization of goal-directed
behaviors (Wickens et al., 2007). Both the SN/VTA and the stri-
atum,oneofthemajorprojectionsitesofthemidbraindopamine
system, also respond to reward and reward-predictive cues in
classical conditioning paradigms (Delgado et al., 2000; Knutson
etal.,2000;Fiorilloetal.,2003;Knutsonetal.,2005;Tobleretal.,
2005; Wittmann et al., 2005; D’Ardenne et al., 2008). According
to several computational perspectives, dopamine transmission
originatingintheSN/VTAteachesthestriatumaboutthevalueof
conditioned stimuli via a prediction error signal (Schultz et al.,
1997).
Althoughinclassicalconditioningstudies,rewardandnonre-
ward representations expressed in the striatum do not always
have obvious behavioral consequences (O’Doherty et al., 2003;
den Ouden et al., 2009), fMRI studies have systematically shown
that changes in striatal BOLD activity correlate with prediction
errors related to the value of choice options as characterized by
computational models fit to behavioral data (O’Doherty et al.,
2004; Pessiglione et al., 2006). Striatal state value representations
not linked to an action may be related to signals of reward avail-
abilitythataretranslatedintopreparatoryresponses,forexample
approach or invigorating effects as seen in pavlovian-instru-
mental transfer (Cardinal et al., 2002; Talmi et al., 2008). Our
data suggest that novelty modulates such state value representa-
tions by increasing the expectancy of reward or the response to
nonrewardingoutcomes.Theconsequenceofthisinteractionbe-
tween novelty and reward could be the generation of uncondi-
tioned preparatory responses. In the real world, such responses
wouldleadtoenhancedapproachwhennoveltyisidentifiedwith
a cue (Wittmann et al., 2008) or to random exploration of the
environment when novelty is detected but not associated with a
specific cue, as observed in the animal literature (Hooks and
Kalivas, 1994). This view is also consistent with influential com-
putational models (Kakade and Dayan, 2002).
Onecriticalstructurethatislikelyinvolvedinthecontextually
enhanced reward responses in the striatum is the hippocampus.
As in previous studies (Tulving et al., 1996; Strange et al., 1999;
Bunzeck and Duzel, 2006; Wittmann et al., 2007), we show that
contextual novelty activated the hippocampus more strongly
than familiarity. Given its strong (indirect) projections to the
SN/VTA, we suggest that this structure is the likely source for a
noveltysignaltothemidbraindopaminergicsystem(Lismanand
Grace, 2005; Bunzeck and Duzel, 2006). The dopaminergic mid-
brain also receives input from other brain areas, such as the pre-
frontal cortex, that could also have conveyed novelty signals to it
(Fields et al., 2007). Given the evidence to date, however, we
consider the hippocampus as the most likely candidate for driv-
ing a novelty-related disinhibition of midbrain dopamine neu-
ronsthatwouldexplainanamplificationofstriatalrewardsignals
in the context of novelty. In contrast, the probability-dependent
moderation of the contextual novelty effect, in turn, may have
originated in the prefrontal cortex (PFC). Physiological studies
show that increasing PFC drive to SN/VTA neurons enhances
dopaminergic modulation of PFC regions only, but not dopami-
nergic input to the ventral striatum (Margolis et al., 2006).
Through such a mechanism, PFC could regulate the probability-
dependent contextual effects of novelty on SN/VTA and ventral
striatal reward representation.
To conclude, the present results demonstrate that contextual
noveltyincreasesrewardprocessinginthestriatuminresponseto
unrelatedcuesandoutcomes.Thesefindingsarecompatiblewith
the predictions of a polysynaptic pathway model (Lisman and
Grace, 2005) in which hippocampal novelty signals provide a
mechanism for the contextual regulation of salience attribution
to unrelated events.
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