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Introduction
An attractor of a dynamical system is a set of states to which the other states tend asymptotically. However, despite the simplicity of the idea, there are many non-equivalent definitions of attractors. Formalizing the notion of attractor differently, one can obtain the maximal and Milnor attractors [M] , the non-wandering set and the Birkhoff center [KH] , as well as the statistical [AAIS] attractor. Their definitions are not only formally different, but for certain (usually degenerate) dynamical systems they describe different sets.
The notion of the statistical attractor that is recalled in section 2, is one of the ways of describing what an observer will see if looking at a dynamical system for a long time. More precisely, this kind of attractor is the smallest closed set where orbits of generic points concentrate in the sense of time averages: the proportion of time spent outside of any neighborhood of the attractor tends to zero.
The paper is devoted to a new effect in the theory of dynamical systems called invisibility of attractors. The systems with this property have large parts of attractors that can not be observed in numerical experiments of any reasonable duration. On the other hand, these systems have a moderate Lipshitz constant and are structurally stable. These systems are characterized by the distance to structurally unstable systems. If n is inverse to this distance, then the rate of invisibility ε can be made as small as as 2 −n . We say, that an open set R in the phase space is ε-invisible and ε is the rate of invisibility of the part of the attractor that belongs to this set provided that there exists a set of measure ε 1 2 such that any point outside this set never visits R under the k-th iterate of the map for | log ε| < k < ε 1 2 . In practice, n = 1000, ε = 2 −1000 , this implies that an observer will never see an orbit that visits R after 1000 of iterates. This effect was discovered in [IN] .
In the present paper, for any n having the same meaning as above, we construct an open set of skew products over the Bernoulli shift that has a large part of attractor with the rate of invisibility 2 −n k where k is one third of the Hausdorff dimension of the phase space.
When the results of [IN] were presented to William Thurston, he asked, whether it is possible to obtain the rate of invisibility as a tower of exponents whose height grows with the dimension. Such a rapid decay was not obtained, however, the double exponential decay constructed above is a response to Thurston's challenge.
Main Theorem
Definition 1 Let (X, µ) be a compact metric measure space and F : X → X be a homeomorphism. The statistical attractor of the dynamical system (X, F ) is a minimal closed set A stat ⊂ X such that for each open neighborhood U ⊃ A stat almost every orbit spends almost all the time in U:
k (x) ∈ U, 0 ≤ k < n = 1 for a.e. x ∈ X.
(1) 
This Remark shows us why the statistical attractor is always non-empty: A stat = X \ V , where V is the union of all the neighborhoods U satisfying (2); and the compactness of X implies that (2) cannot hold for every open U ⊂ X.
Definition 2 An open set U is called ε-invisible if almost every orbit visits U with an average frequency ε or less:
Remark 2 Due to Remark 1, each U such that U ∩ A stat = ∅ is totally invisible (ε = 0).
Let I be the interval [−1, 2] and for any k ≥ 2 consider a smooth embedding of the k-dimensional cube Q := I k into a k-dimensional sphere M := S k . Let µ be a smooth measure on M such that µ| Q is exactly the standard Lebesgue measure on a cube, µ(Q) = 3 k . Let D be the space of diffeomorphisms f :
We denote by Σ 2 the set of sequences of zeros and ones that are infinite both to the left and to the right:
Let σ : Σ 2 → Σ 2 be the Bernoulli shift:
The set Σ 2 bears the standard metric
and the standard Bernoulli measure µ Σ . Recall that µ Σ is defined by its value on the cylinders
Note that both the metric and the measure are invariant under σ. Now we consider the product of k copies of Bernoulli shift:
We will never meet the elements of a single Σ 2 later so we will use the letter ω for the elements of (Σ 2 ) k and we will write just σ instead σ. For instance, ω 0 now is a vector of k zeros and ones. Now consider the metric measure space
Note that the Hausdorff dimension of X equals 3k; this justifies the description of k in the abstract. A step skew product F is defined as follows:
Note that the fiber map f ω 0 depends only on the zero vector of the whole bi-infinite sequence ω. This dependence resembles step functions from which the term is borrowed. We denote by C 1 p,k the space of such step skew products equipped with the following metric:
Also let π, π i be the projections
Theorem 1 Consider any n > 100 and k ≥ 2. Let ν = 1 n . There exists a ball
-distant from the structurally unstable step skew products. Each skew product G ∈ B p has the following properties: it is structurally stable and its statistical attractor has a large part within ε-invisible set R for
In more detail, πA stat G ⊂ Q, and
while the set
is ε-invisible with the above ε.
Remark 3
The crucial feature of this result is the independence of Lipshitz constant L on n. It is easy to construct an example of ε-invisibility if we allow L to depend on n. However, the dynamical systems obtained this way will tend to degenerate systems as n → +∞. See [IN] for more details on this subject. We also believe that the following smooth analogue of Theorem 1 holds. Let T ⊂ R be a solid torus and
Conjecture 1 Consider any n > 100 and k ≥ 2. Let ν = 
Remark 4
The distance from the center of the ball to the structurally unstable dynamical systems measured in the space of all C 1 -diffeomorphisms seems to be polynomial in ν though we do not check this rigorously.
The second author currently works on the proof of Conjecture 1.
First we give the detailed proof of Theorem 1 for the case k = 2, as it is still simple enough and it contains all the techniques necessary for the general case.
Construction of the center of the ball
In this section we explicitly construct the center F of the ball B p from Theorem 1. Recall that F is a step skew product. For k = 2 the fiber manifold M is a two-dimensional sphere S 2 and the base is (Σ 2 ) 2 . Hence we can define the skew product F of the form (4) by fixing four diffeomorphisms f 00 , f 01 , f 10 , f 11 : M → M.
One-dimensional maps
Consider first one-dimensional orientation-preserving C 1 -smooth maps f 0 , f 1 , g : I → I, see Figure 2 , with the following properties:
2) The map f 0 has only one fixed point x = 0 and it is a weak attractor: the points of I move towards x = 0 no more than by 3) The map f 1 has only one fixed point x = 1. We require this point to be a "strong" attractor with a multiplier independent of n:
, 1];
4) The map g has 4n + 1 hyperbolic fixed points which are evenly spaced in the interval [0, which are included into these 4n are attracting fixed points. We denote the distance between the adjacent fixed points of g by
5) The Lipshitz constants of the diffeomorphisms f 0 , f 1 , g and their inverse maps f
are not greater than Proof We can define the maps f 0 , f 1 , g by the following formulas:
x, x ≤ 0. It is easy to see that the properties 1 -5 hold for these maps.
Two-dimensional maps
Now we introduce the mapsf 00 ,f 01 ,f 10 ,f 11 , which are diffeomorphisms of the square Q + onto its image; recall that Q + = [−2ν, 1 + 2ν] 2 , see (7). The final maps f ij will be extensions off ij onto the whole sphere M:
Let g 0 (x) := g(x) and g 1 (x) := f 1 (x). Then we definẽ
see Figure 3 . The latter map is the prototype of the mapf 10 .
Note thatf ij (Q + ) ⊂ Q + , ij = 10. Points of Q + uniformly tend to some point of [0, 1] 2 under the iterates of any of the mapsf 00 ,f 01 ,f 10 ,f 11 . Also note that the upper rectangle
is sent inside itself by every mapf 00 ,f 01 ,f 10 ,f 11 . Moreover, the mapsf 01 ,f 11 send the square [0, 1] 2 ⊃ P inside P . So the rectangle P in the fiber absorbs almost all the orbits from (Σ 2 ) 2 × Q + . The skew product (4) requires a slight modification to destroy this property. We definef
see Figure 4 and 5, where α(x) and β(y) are defined as follows. Note that
Proposition 2 There exist functions α :
4)f 10 is Morse-Smale and 1 10
-distant from the structurally unstable diffeomorphisms.
and |φ Properties 1 and 2 are obvious. Properties 3 and 4 will be checked in the proof of the subsequent Proposition. We only mention that
The restrictions of the fiber maps f ij to the square Q + are now well-defined. The equations (10) and the claims 3, 4 of Proposition 2 ensure that the resulting skew product F is at least ν 8 -distant from the structurally unstable skew products.
Remark 5f ij (Q + ) ⊂ Q + now holds for each ij ∈ {0, 1} 2 . Also note that each of the mapsf ij is a Morse-Smale diffeomorphism, which means they are structurally stable. We will use this feature in Sections 6-9. The latter property is of little importance to this paper but it is essential for the proof of Theorem 1 about the invisibility in smooth case. A one-dimensional analogue of Theorem 1 is proven in [IN] ; the proof involves an estimate similar to claim B.
Proof For ij = 10 the mapsf ij are Cartesian products, so the Proposition follows directly from the properties 1 -5. In order to prove claim A for ij = 10 we have to estimate the norm of Df 10 , taken in the region P . Denote A := Df 10 and let
Note that (15) implies B < 1 8
. The explicit calculation gives us within P
which proves the claim A about the contraction in P .
The same argument gives us the following within Q
which provides us with the estimation of Lipshitz constant for the mapf 10 . Let us also calculate the Lipshitz constant for the inverse mapf −1 10 :
Claim B is verified too. Now we prove claims 3 and 4 of Proposition 2. First, we show that the mapf 10 is a diffeomorphism, that is, globally invertible. It is enough to verify that Df 10 − Id < 1:
Now we prove thatf 10 (Q + ) ⊂ Q + . Due to (7) and (10),
This implies thatf
Then we estimate the C 1 -distance fromf ±1 10 to the structurally unstable (i.e. nonhyperbolic) diffeomorphisms :
Now we extend mapsf ij from the cube Q to the whole sphere M, see Figure 6 .
Proposition 4 There exist maps f ij : M → M, ij ∈ {0, 1} 2 , with the following properties:
2) The maps f ij are Morse-Smale diffeomorphisms of M;
3) For any g ij close enough to f ij for almost every (ω,
Proof As each of the diffeomorphismsf ij sends Q strictly inside itself, we can pick the diffeomorphisms f ij such that
b) there exists a closed ball J ⊂ M \ Q such that each of f ij is uniformly expanding on J; c) each of f ij has a unique fixed point p ij outside of Q, moreover, p ij ∈ J; The properties 1 and 2 immediately follow from these conditions. In order to prove property 3 we employ the idea of Lemma 1 from [IN] . Consider first the inverse map F −1
All the fiber maps are contracting on J. Consider the maximal attractor of F −1 | X − :
It is a repelling set for F . Let
Let l < 1 be the contraction coefficient of all the fiber maps on J. Then
Hence, the intersection of all the nested compact sets S m,ω is one point. Denote it by γ(ω).
Thus S is the graph of a function γ : (Σ 2 ) 2 → J. It intersects each fiber exactly at one point. By Fubini Theorem, its measure equals zero.
The maximal attractor S of F −1 | X − consists of all complete orbits of this map. Any other point has but a finite past orbit under F −1 . This implies that for any point p from
As µ X S = 0, this proves that almost every orbit once leaves X − .
Now condition d) implies that almost every orbit once gets into π −1 Q and thus into π −1 Q + , see (7), (10), (11), (13). Due to the same equations the orbit never comes out of π −1 Q + , so property 3 is proved for f ij But the conditions a) -d) are open. Thus property 3 also holds for any g ij close enough to f ij .
Remark 6 Proposition 4 implies
4 The invisibility of the set R First we prove Theorem 1 for step skew product F . This section deals with the invisibility of R and the next one establishes property (7) of the statistical attractor.
We show that in order to bring a fiber point into R, one has to meet in the base an extraordinary rare word ω 2 1 . . . ω 2 n 2 consisting of n 2 consecutive zeros. Thus the invisibility rate ε for R is not greater than 2 −n 2 .
Lemma 1 Let k > n and πF
Proof Here we use the same argument as in [IN, Proposition 4] . First we prove the part about ω 1 . Let j be the position of the last occurrence of 1 in the sequence ω 1 before k: j = max{i < k | ω 1 i = 1}. If there is no such j then the Lemma is proved because k > n. Remember that π 1 : X → S 1 is the projection onto the fiber's first coordinate:
Since ω 1 j = 1, we have
Due to the choice of the map f 0 , for all l = 1..k − j
. Thus
Now we established that the last n symbols in ω 1 are zeros. This means that the last n fiber maps which brought a point x into W ′ were either f 00 or f 01 . But the map f 01 sends the whole square [0, 1] 2 into the upper rectangle P , see (12), which is invariant under both f 00 and f 01 and has empty intersection with the region W ′ . Thus all the last n fiber maps had to be f 00 's.
We denote by A m , m = 1..4n, the rectangular regions of height h
The partition of the lower part of Q + by these regions is shown on Figure 3 forf 00 and f 10 .
In the following two Propositions, we study the dynamical behavior of the regions A m under the maps f 00 and f 10 . The results are then used in Lemma 2.
Proposition 5 The regions A m are invariant under the map f 00 ,
Proof The top and bottom sides of these regions are segments of the invariant manifolds of the map f 00 , hence the regions themselves are (forward) invariant under this map. The same reason works for the restriction of the map f 10 to the region A m \ W .
Proposition 6
The map f 10 in the weak fall-down region W moves points down not more than two regions A m at a time:
Proof As αβ C 0 = 1 10n < 2h, this statement follows from the definition of f 10 , see (13) and Proposition 2.
Proof Let j be the position of the last occurrence of 1 in the sequence ω 2 before k:
If there is no such j then the Lemma is proved, because k > n 2 . Let j < k 1 < . . . < k m ≤ k − 1 be the positions such that ω 1 k l ω 2 k l = 10 and for (ω,x) = F k l (ω, x) we havẽ x ∈ W . As ω 2 j = 1, the last fiber map in F j+1 is either f 01 or f 11 , so
Propositions 5 and 6 imply m ≥ 2n 2 = n. Lemma 1 gives us k l − k l−1 > n ∀l = 1..m. Summarizing these statements we obtain
Hence w
Now we are ready to complete the proof of Theorem 1 for the single map F , by proving that the set R is ε-invisible. Almost every point (ω, x) visits R with the frequency not greater than the occurrence of n 2 consecutive zeros in the sequence ω 2 . By the ergodicity of the Bernoulli shift, for almost all ω, this frequency equals ε = 2 −n 2 .
The statistical attractor
In this section, we prove that [0, 1] 2 ⊂ A stat F ⊂ Q + , see (7).
Critical words and the statistical attractor
First we introduce the notion of a critical word and establish two lemmas which are key tools for the study of the statistical attractor.
Let A be any finite alphabet and the set of maps f α be indexed by α ∈ A. Let w be any finite word ω 1 . . . ω m , ω l ∈ A. Then we denote
The following lemma is due to Hutchinson [H] .
Lemma 3 (Hutchinson) Let (M, ρ) be a metric space, the maps f α : M → M, α ∈ A, have a common absorbing subset K + on which they are uniformly contracting, that is:
and suppose that the union of all images of some compact subset
Then for every neighborhood U of every point x ∈ K there exists a finite word
such that the corresponding composition of maps brings the whole K into U:
We call the word w a critical word for U with respect to K.
The idea of the proof for Hutchinson's Lemma is so transparent that we decided to include the proof here.
Proof Fix any x ∈ K. According to (21) we can choose ω 1 ∈ A such that x ∈ f ω 1 (K). Denote K 1 := f ω 1 (K). Now applying f ω 1 to both sides of (21) we obtain
, and repeat this process infinitely. Note that K 1 ⊃ K 2 ⊃ . . . and the point x belongs to each of these sets. Now remember that each of the maps f α is uniformly contracting on K + and the set K + is invariant under these maps. Thus, the diameters of sets K i tend to zero and there exists m ∈ N such that ∀i ≥ m K i ⊂ U. The word w = ω m . . . ω 1 is the word we looked for (note that ω m goes first here).
Lemma 4 (A. Negut) Consider a skew product F over a classical Bernoulli shift σ with a fiber M:
Let π be the natural projection
Let K ⊂ M be an open subset, for which
Moreover, K is an absorbing set for each f j :
Suppose that for any open neighborhood U of a point x ∈ M there exists a critical word
Then x ∈ πA stat (F ).
Proof Let us prove that for any neighborhood U of x, the set π −1 U is visited by almost all points with positive frequency. By Definition 1, this implies that x ∈ πA stat (F ).
Take any point (ω, y) ∈ π −1 (K). Suppose that ω contains the critical word of length m at position k, that is:
Then y ′ ∈ K, because y ∈ K and ∀j f j (K) ⊂ K. Now,
by the choice of word w. Hence, any occurrence of a subword w in ω corresponds to a visit of a point (ω, y) to π −1 U. By the ergodicity of Bernoulli shift, any word of length m is met in a typical sequence ω with an average frequency of 2 −m . Hence, almost all points from π −1 K visit π −1 U with a positive frequency. On the other hand, as K is a neighborhood of πA stat (F ), almost all points of X visit π −1 K with a positive frequency. Hence,
This implies the Lemma.
Finding the critical words
Now we prove the first part of Theorem 1 for the single map F using the techniques developed in Lemmas 3 and 4.
Lemma 5 For any x ∈ [0, 1] 2 ⊂ Q and any neighborhood U of x, there exists a critical word w such that
Together with Lemma 4 and Proposition 4 (property 3) this implies that [0, 1] 2 ⊂ πA stat F . Now let us prove Lemma 5. We will do this in Propositions 7 -10.
Proposition 7 There exists a word w such that
see (12) for definition of P .
Proof The following argument is illustrated by Figure 7 . Consider y = f 00 (1, 1). By definition of the map f 00 , see (11) and Figure 3 , the point y together with some neighborhood U 0 is within P .
On the other hand, f 11 is contracting on Q + with the unique attractor (1, 1). Let us take m so large that f 00 • f 
is the desired one.
Proposition 8
The union of the images of P under the fiber maps f ij covers P :
and
, 1]. 
Hence, f 01 (P ) ∪ f 11 (P ) ∪ f 00 (P ) ∪f 10 (P ) ⊃ P.
But f 00 (P ) ∪ f 10 (P ) ⊃ f 00 (P ) ∪f 10 (P ).
This implies Proposition 8.
Proposition 9
For every x ∈ P and any open neighborhood U ∋ x, there exists a critical word w such that (22) holds.
Proof By Propositions 3 and 8, Hutchinson's Lemma (Lemma 3) is applicable to P . Hence, there exists a word w ′ such that
The resulting word is the concatenation of w ′ and the word w provided by Proposition 7.
Proposition 10 For any i = 1 . . . 4n for every x ∈ A m and any open neighborhood U ∋ x there exists a word w such that (22) holds for this U.
Proof It is sufficient to prove that any point q ∈ [0, 1] 2 \ P can be transported into P by some map of the form f −1 w , where w = w(q) is a suitable word. Then we take a neighborhood U ′ of the point q ′ = f −1 w q such that f w U ′ ⊂ U. By Proposition 9, there exists a word w ′ such that f w ′ Q + ⊂ U ′ . Then the word w ′ w is the sought one.
The construction of the word w(q) for q ∈ A m , see Figure 3 , is done by induction in m. Assume that such a word exists for any q ∈ A l , l < m. Consider the region B = f 10 (D). The equations (10) and (13) imply that B is a rectangle of width 2 3n
, its sides aligned horizontally and vertically. Note that for any i = 1 . . . 4n the set A m \ B has two connected components:
where L m stands for the left one and R m for the right one. For a point q ∈ A m we consider 3 cases: (6), (13), (14), which implies that f −1 10 q lies above the region A m .
2) q ∈ L m . Consider the backward orbit of q under the map f 00 :
The equations (10) and (11) 
where δ(q) depends only on the initial point q. As the width of the stripe B is greater than 1 8n
, there exists a k ∈ N such that f −k 00 q ∈ B and we are in the settings of case 1.
3) q ∈ R m . It follows from (10) and (13) (10) and (13) imply that for any k ∈ N
Also note that for any q ′ ∈ R m holds f −1 10 q ′ ∈ A m . Thus there exists k ∈ N such that q ′ k ∈ A m \ R m . So we have just reduced the case 3 to the cases 1 and 2. This proves the Proposition.
This Proposition finishes the proof of Lemma 5 and thus, by Lemma 4, we established
The upper estimate was already given in Remark 6 to Proposition 4:
This completes the proof of the first statement of Theorem 1 for the single map F .
6 Perturbation in the space of step skew products
Now we are going to prove Theorem 1 for any step skew product G that is close enough to F . The distance in the space of step skew products is always interpreted as (5).
In this section, we establish some basic facts about the dynamics of g ij for any G which is close to the initial map F .
Proposition 11 For any G close enough to F for every ij ∈ {0, 1}
2 there exists homeomorphism H ij : M → M such that the following diagram commutes:
where r = h 100 , see (9).
Remark 7 Inequations
Proof According to (5), the closeness of G to F is equivalent to the C 1 -closeness of each pair of fiber maps g ±1 ij to the corresponding maps f ±1 ij . Now the claim of the Proposition follows from the fact that the maps f ij are Morse-Smale diffeomorphisms, see section 3. These maps are structurally stable. The estimate for r is straightforward and we skip it.
We will say that a map f : M → M moves the points to the right (to the left) in some region E ⊂ Q if there exists α > 0 such that ∀q ∈ E, q = (x, y), f (x, y) = (x ′ , y ′ )
We will say that a map f : M → M moves the points up (down) in some region E ⊂ Q if there exists α > 0 such that ∀q ∈ E, q = (x, y), f (x, y) = (x ′ , y ′ )
Remark 8 The set of diffeomorphisms which move the points in some direction (right, left, up or down) in some compact region is C 0 -open. Thus if a fiber map f ij moves the points in some direction, then the same holds for the corresponding fiber map g ij for any G which is close enough to F . Now let us introduce the following notations for certain subsets of Q + . We let
to be the neighborhoods of the invariant manifolds of f 00 , S − m correspond to the strong stable manifolds of the attracting fixed points and S + m correspond to the stable manifolds of the saddle points. We also denote Proof This statement follows directly from (10), (11), (13) and Remark 8.
Proposition 13
For any G close enough to F , for any i the following inclusions hold:
Proof Note that if one substitutes the maps f 00 , f 10 for the maps g 00 , g 10 , then the inclusions (25), (26) become strict: the borders of the compact regions on the left sides of (25), (26) are mapped into the interiors of the right sides. Thus (25), (26) also hold for any g 00 , g 10 close enough to f 00 , f 10 .
7 The invisibility in the perturbed skew product
In this section, we prove that the set R, see (8), is ε-invisible, ε = 2 −n 2 , for any G close enough to F . We follow the strategy of section 4 where we prove the same property for the single map F .
Lemma 6
For any G close enough to F the following holds. Let k > n and
see (17) . Then (18) and (19) hold.
for all ij ∈ {0, 1} 2 . Then for (x ij , y ij ) := g ij (x, y) the following inequalities hold
for j ∈ {0, 1}. In the same way as in Lemma 1 they imply (18).
Now let
On the other hand, for any n ≥ 0
Thus if at least one of ω 2 k−n , . . . , ω 2 k−1 was not zero, (27) could not be true, therefore (19) holds. Now let us break the lower part of Q + into the following blocks Π m : we have
Now, the points of S − m move along y axis not farther than by 10r under f 00 (remember that they are all attracted to the middle line of S − m by f 00 and the height of S − m is 20r) and thus not farther than by 11r < h − 20r under g 00 . Then
Finally, the points of U m all move upwards under f 00 by at least
Thus g 00 also moves the points of U m upwards, which implies
To summarize, we obtain the desired relation
Proposition 15 The blocks Π m do not "go down" under the restriction of the map g 10 to the complement of the region W ; namely:
Proof The proof is the exact copy of that of Proposition 14.
Proposition 16
The map g 10 in the weak fall-down region W can move the points down not lower than by one block:
Proof The height of each block Π m equals 2h. The map f 10 moves the points down not lower than by 3 2
h. Thus the map g 10 moves the points down not lower than by 3 2 h + r < 2h.
Proof The argument is the same to Lemma 2. Now we are ready to complete the proof of ε-invisibility part of Theorem 1, by proving that the set R is ε-invisible. Almost every point (ω, x) visits R with at most the frequency of occurrence of n 2 consecutive zeros in the sequence ω 2 . By the ergodicity of the Bernoulli shift, for almost all ω, this frequency equals ε = 2 −n 2 .
The statistical attractor for the perturbation
Now we turn back to the proof of the left inclusion in statement (7) of Theorem 1, namely, that A stat G ⊃ Q − . We employ mostly the same ideas and techniques as we did in section 5. The critical words are explicitly constructed below for small neighborhoods of every x ∈ Q − .
Upper rectangle P
+ r, 1 − r] ⊂ P , where r is defined in Proposition 11. This rectangle is slightly bigger than the upper 3 4 of Q − , see (7). In this subsection we find the critical words for the neighborhoods of the points of P − .
Proposition 17 For any G close enough to F there exists a word w such that g w (Q + ) ⊂ P − .
Proof Let d(F, G) be so small that Proposition 11 holds. Then the map g 11 has an attracting fixed point a close to (1, 1). For any neighborhood U of this point there exists k such that g Proposition 18 For any G close enough to F ,
Note that, by (10),
Again by (10),
which completes the proof.
Proposition 19
For any G close enough to F the following holds: for every x ∈ P − and any open neighborhood U ∋ x, there exists a word w such that
Proof Maps f ij are contracting on P , see Proposition 3, A. Note that P ⊃ P − . Thus maps g ij that are C 1 -close enough to maps f ij are contracting on P − . Lemma 3 now implies the Proposition.
Lower region
Now we construct the critical words for
. Like in section 7, it is convenient to break the lower part of Q − into the following blocksΠ m :
see Figure 9 . They are similar to the blocks Π m but instead of not going down under forward iterations of g 00 and g 10 they do not go down under the backward iterations of these maps, see details below. 
Proof Like in Proposition 10, it is enough to prove that any point q ∈Π m can be pushed to the region aboveΠ m by the backward iterations of g 00 and g 10 . We take d(F, G) small enough to be in the settings of Proposition 11. The proof is completed.
The assertions of Propositions 19 and 20 can be combined into one statement: for any G close enough to F , the following holds: for every x ∈ Q
− and any open neighborhood U ∋ x, there exists a critical word w such that
Thus, according to Lemma 4 and Remark 6,
The upper estimate on the projection of the statistical attractor was already given in Remark 6:
This completes the proof of the statement of Theorem 1 about the statistical attractor.
Higher dimension: k > 2
In this section we explain how to carry out our construction in the dimension higher than 2.
Construction
For k > 2 we prove Theorem 1 using induction on k. Assume that for a certain k > 1 we are able to construct a step skew product -the center of the ball B p ⊂ C 1 p,k (L) from Theorem 1. This step skew product is uniquely defined by fiber diffeomorphisms f i 1 ...i k , i m ∈ {0, 1}. Our goal now is the construction of fiber diffeomorphisms f i 1 ...i k i k+1 for k + 1-dimensional step skew product F satisfying Theorem 1. They will act on the sphere S k+1 .
Within the cube Q ⊂ S k+1 for each i 1 . . . i k i k+1 = 1 . . . 10 we let
which is the direct generalization of (11). Following (13), we also let f 1...10 := (f 1...1 (x 1 , . . . , x k ), g 0 (x k+1 ) − α(x k )β(x k+1 )) , α and β are the same as in subsection 3.2. Now we extend the maps f i 1 ...i k i k+1 to be the diffeomorphisms of the whole sphere S k+1 like we did in Proposition 4.
Proof
We want to estimate the rate of invisibility of R = π . The idea of the Sections 4 and 7 is employed again: the points of the cube Q + come to its upper part quite often and the only chance to go down to R is to meet an extraordinary rare combination of the letters in base: n k+1 consecutive zeros in ω k+1 .
Consider the regionR = π . Note thatR is ε-invisible with ε ≤ 2 −n k due to the induction hypothesis and to the fact that the first k coordinates of f i 1 ...i k i k+1 do not depend on x k+1 . Now, our k + 1-dimensional cube Q is split into 2n + 1 layers Π m , see their analog for k = 1 in section 7, which are aligned along the first k coordinates. The transition between the layers in the negative direction (i.e. when x k+1 decreases) is possible only when the following two conditions are simultaneously satisfied: 1) (x 1 , . . . , x k+1 ) ∈W ⊂R, whereW = { x ∈ Q | x k ∈ This equation give us the desired estimation ε ≤ 2 −n k+1 .
The part about the statistical attractor, as well as the part about perturbations, applies here without any changes. The proof of Theorem 1 is completed.
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