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The self-similar momentum ordinary differential equation (MODE) and the self-similar
partial differential equation (MPDE) have been derived and the investigation of the
integrability of the MODE and the MPDE has been done by performing Painleve´ test.
A detailed discussion of the leading order behavior of the MODE and the MPDE has
been presented with the latter being analyzed for the cases in which terms of increasing
orders of Reynolds number have been considered. We have provided a brief introduc-
tion to Lie point symmetries and have found the Lie infinitesimal operator which when
acts on the MPDE to order O(R) satisfies the Lie symmetry condition. Explicit calcu-
lations and expressions for the Lie prolongation terms have been presented. We have
also investigated the integrability of various self-similar equations that arise from the
generalized self-similar equation for different values of constants α1,2,3. Foundational
work on transitional boundary solutions has been presented and transition solutions
have been found via application of a junction condition at the leading edge-trailing edge
boundary domain. A detailed discussion of semi-analytical solutions via the homotopy
perturbation method is presented. We find semi-analytical solutions to the Falkner-
Skan equation and the MODE by considering a Taylor series expansion as the initial ap-
proximation. An algorithmic scheme that involves consideration of a multi-dimensional
Taylor expansion as the initial approximation to the MPDE has been presented.
Key words: Momentum PDE, Energy PDE, Self-Similar Solution Boundary-Layer The-
ory, Leading-edge Solution.
1. The Leading Edge Problem: An Introduction
The boundary layer solution as derived by Blasius (1908) hold for large Reynolds
numbers but becomes inaccurate at the leading edge Van Dyke (1969). Thus, it is
necessary to obtain a consistent solution at the leading edge in order to better un-
derstand the origin of the Blasius solution. Boundary layer flow over a flat plate is a
classical fluid mechanics problem that has received significant attention over the past
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years. A comprehensive collection of boundary layer theory is presented in Schlichting
(2016). Prandtl’s boundary theory provides a leading order solution to the asymptotic
expansion of the Navier-Stokes equations for large Reynolds numbers. Several papers
have tried to extend Blasius’ solution to the leading edge. Alden (1948) extended to
higher-order terms and included the pressure distribution, which is neglected in the
classical boundary layer theory. Kuo (1953) used a technique proposed by Lighthill
(1949) by which the solution of an approximated non-linear equation can be extended
in the neighbourhood of a singularity merely by straining the argument of the solution
to improve Blasius’ solution such that it’s validity is extended up to the leading edge.
Imai Imai (1957) was able to derive a first-order solution to Prandtl’s boundary layer
theory and showed that the vorticity decays exponentially with distance from the plate.
Avramenko (2011) investigated self-similar boundary layers in nanofluids and found
the solutions to be valid far downstream from the leading edge. A detailed description
of the boundary layer theory along mathematical studies and their importance to the
nonlinear theory of viscous flows is provided in Oleinik (1999). We have closely fol-
lowed [Goriely (2001), Kosmann-Schwarzbach (2004)] for theory on integrability and
integrability tests.
2. Momentum Equation: Problem Definition
2.1. Governing Equations and Boundary Conditions
We consider an incompressible Newtonian fluid flowing with a uniform velocity U into
the leading edge of a semi-infinite flat plate. The fluid obeys the continuity and the
momentum equations, given by
∂u
∂x
+
∂v
∂y
= 0, (2.1)
ρ
(
u ∂u∂x + v
∂u
∂y
)
= −∂p∂x +µ
(
∂2u
∂x2
+ ∂
2u
∂y2
)
,
ρ
(
u ∂v∂x + v
∂v
∂y
)
= −∂p∂y +µ
(
∂2v
∂x2
+ ∂
2v
∂y2
)
,
(2.2)
where u and v are the x and y components of velocities respectively, p is pressure, ρ is
density, and µ is the viscosity. The boundary conditions are that at the plate y = 0, the
fluid obeys no slip and no penetration, i.e.,
u = 0, v = 0. (2.3)
Far-field conditions dictate that as y → ∞, the fluid obeys the free-stream conditions,
i.e.,
u→U, v→ 0. (2.4)
At the leading edge x = 0, a uniform stream is imposed as follows
u =U, v = 0. (2.5)
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2.2. Streamfunction
We now introduce the stream function ψ in order to restate the momentum equations
in terms of one single variable. We define
u =
∂ψ
∂y
, v = −∂ψ
∂x
. (2.6)
The continuity equation in 2.1 is satisfied identically. The momentum equations as
given in 2.2 become, with the subscript denoting differentiation,
ρ
(
ψyψxy −ψxψyy
)
= −px +µ
(
ψxxy +ψyyy
)
,
ρ
(
−ψyψxx +ψxψxy
)
= −py −µ
(
ψxxx +ψxyy
)
.
(2.7)
We now cross-differentiate to eliminate pressure and obtain
ρ
(
ψy∇2ψx −ψx∇2ψy
)
= µ∇4ψ, (2.8)
where ∇ is a two-dimensional vector-operator, ∇ =
〈
∂x,∂y
〉
. The boundary conditions
can also be expressed in terms of the stream function. At the plate y = 0, and 2.3 yields
ψy = 0, ψx = 0. (2.9)
Far from the plate as y→∞, 2.4 gives
ψy →U, ψx→ 0. (2.10)
At the leading edge x = 0, 2.5 becomes
ψy =U, ψx = 0. (2.11)
2.3. Self-Similar Transformation
At the leading edge, viscous forces dominate in 2.8 and a balance between the viscous
terms gives y ∼ x. Hence, we define a self-similar variable
η =
y
x
, (2.12)
and a self-similar stream function which depends on the self-similar variable η
f (η) =
ψ
Ux
. (2.13)
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Now, substituting 2.12 and 2.13 into 2.8 transforms the equation into the following
ODE (
1 + η2
)2
fηηηη + 8η
(
1 + η2
)
fηηη + 4
(
1 + 3η2
)
fηη
+
(
2ηf fηη +
(
1 + η2
)(
f fηη
)
η
)
R = 0.
(2.14)
Now, following the same procedure we consider a self-similar function that depends on
both the self-similar variable η and the Reynolds number R
f (η,R) =
ψ
Ux
. (2.15)
Substituting 2.12 and 2.15 into 2.8 transforms the equation into the following PDE(
1 + η2
)2
fηηηη + 8η
(
1 + η2
)
fηηη + 4
(
1 + 3η2
)
fηη
+
(
2ηf fηη +
(
1 + η2
)(
f fηη
)
η
− 4
(
1 + 3η2
)
fηηR − 4η
(
1 + η2
)
fηηηR
)
R
+
(
2η
(
fRfηη − f fηηR
)
−
(
1 + η2
)(
fηfηηR − fRfηηη
)
+ 2
(
1 + 3η2
)
fηηRR
)
R2
+
(
2η
(
fηfηRR − fRfηηR
)
+ f fηRR − 3fηfRR + 4fRRR − 4ηfηRRR
)
R3
+
(
fRRRR + fRfηRR − fηfRRR
)
R4 = 0,
(2.16)
where R = ρUx/µ is the local Reynolds number. It is to be mentioned here that the
expression given in Rao (2015) is incorrect and the equation 2.16 is the correct form
of the self-similar momentum PDE (we have also pointed this out in Naveen Balaji
(2019). Note that 2.16 is a fourth-order non-linear PDE and as we shall see, the solution
to the PDE determines the characteristic behavior of the energy PDE and hence, the
heat transfer coefficient. The boundary conditions can now be expressed in terms of
the self-similar variables. We have discussed the ambiguities associated with obtaining
boundary conditions in the case of the energy equation in future chapters since here,
we have the self-similar stream function to depend on both the self-similar variable η
and R.
3. Energy Equation: Problem Definition
When ψ = f (η,R)Ux and T = T (η,R), where R =Ux/ν, we obtain the following PDE
(1 + η2)Tηη + 2ηTη +R
(
P rU − 4ηTη
)
+R2
(
TRR − P rU
(
fηfηR − fRfηη
))
= 0, (3.1)
where P r is the Prandtl number which we will set to unity for all our calculations.
Notice that when R→ 0, 3.1 simplifies to the following
2ηTη +
(
1 + η2
)
Tηη = 0. (3.2)
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Similarly, for P r ≡ 1 and R ∈ [0,∞), 3.1 becomes
(1 + η2)Tηη + 2ηTη +R
(
U − 4ηTη
)
+R2
(
TRR −U
(
fηfηR − fRfηη
))
= 0. (3.3)
We now write 3.3 as follows
(1 + η2)Tηη +R
2TRR + 2η(1− 2R)Tη +G
(
fη , fR, fηR, fηη ,R
)
= 0, (3.4)
where
G
(
fη , fR, fηR, fηη ,R
)
= RU −R2U
(
fηfηR − fRfηη
)
. (3.5)
Now, comparing 3.3 with the standard form of a second-order PDE written as
Auxx +Buxy +Cuyy +Dux +Euy +Fu +G = 0, (3.6)
we observe that B = 0, A = (1 + η2), and C = R2. Consider the following cases
i. When R→ 0, B2 −AC = 0 and 3.3 becomes a parabolic PDE.
ii. At the plate y = 0 which implies that η = 0 and hence, B2 − AC > 0 and 3.3
becomes a hyperbolic PDE.
iii. Far away from the plate y →∞ which implies that η →∞ and hence, B2 −AC > 0
and 3.3 becomes a hyperbolic PDE.
iv. At the leading edge x = 0 which implies that η → ∞ and hence, B2 − AC > 0
and 3.3 becomes a hyperbolic PDE.
Define a non-linear operator N as follows
N :=
1
R2
(
1 + η2
) ∂2
∂η2
+ 2η(1− 2R) ∂
∂η
, (3.7)
such that
N [T ] + TRR =H, (3.8)
in VR where H = G
(
fη , fR, fηR, fηη ,R
)
and this PDE is defined in the open set V ∈ R2. We
can now define a hyperbolic initial boundary value problem as follows
N [T ] + TRR =H in VR,
T = T∞ on ∂V × [0,R],
T = h, TR = g on V × {R = 0},
(3.9)
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where V is an open set in R2, VR = V ×(0,R] for a fixed Reynolds number R > 0,H : VR→
R and h,g : V → R are given and T : V¯R→ R is unknown, T = T (η,R). Here H : VR→ R
is given and N denotes, for each Reynolds number R a second-order partial differential
operator.
3.1. Difficulty Associated with Solving the Energy Equation
In order to solve for the heat transfer coefficient, we need to first find f (η,R), i.e., the
solution to the self-similar momentum equation. The momentum equation with the
self-similar transformation is a fourth-order, non-linear equation which is subject to
boundary conditions
fη = 0,
f + fRR = 0
(3.10)
at the plate (i.e., η = 0) and
fη → 1,
f + fRR→ η (3.11)
being the far-field conditions (i.e., at η → ∞). These are the boundary conditions that
are to be imposed in order to determine the constants of a general solution to the
momentum PDE 2.16, in all future sections we refer to boundary conditions 3.10 and
3.11 as generalized boundary conditions. It will be shown that although the conditions
are satisfied at the plate, the far-field conditions are not. Although in this case, the
characteristic curve of the heat-transfer coefficient is similar to, except for a singularity
at η→ 0, the one obtained by our calculations.
Now, since the leading edge is usually subjected to Reynolds number of the order 10−3,
we may ignore the terms of order O(R2) and above. This approximation yields the
following PDE(
(1 + η2)2fηηηη + 8η(1 + η2)fηηη + 4η(1 + 3η2)fηη
)
+R
(
2ηf fηη + (1 + η2)
(
f fηη
)
η
− 4(1 + 3η2)fηηR − 4η(1 + η2)fηηηR
)
= 0.
(3.12)
It is observed that the first part of the PDE, the part independent of R can be solved by
setting u = fηη in order to reduced the PDE to the following ODE(
(1 + η2)2uηη + 8η(1 + η
2)uη + 4η(1 + 3η
2)u
)
= 0, (3.13)
whose solution reads
f (η) =
2
pi
tan−1(η) + 2η
pi(1 + η2)
. (3.14)
The part of 3.12 which involve terms of O(R) read
R
(
2ηf fηη + (1 + η
2)
(
f fηη
)
η
− 4(1 + 3η2)fηηR − 4η(1 + η2)fηηηR
)
= 0. (3.15)
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This is a fourth-order non-linear PDE which is difficult to solve to obtain an
analytic solution. The difficulty associated with solving 3.15 can be attributed to
the undifferentiated term f (η,R) in
(
f fηη
)
η
since if we were to make the substitution
u = fηη as made previously, we would obtain the following PDE
R(2ηu
(∫ ∫
u dη dη
)
+ (1 + η2)
(
uη
(∫ ∫
u dη dη
)
+u
∫
u dη
)
−4(1 + 3η2)uR − 4η(1 + η2)uηR) = 0.
(3.16)
which is a non-linear partial-integro differential equation and this complicates the
problem. One possible method could be to remove the partial differentiation of f with
respect to R by assuming that Reynolds number depends on the self-similar variable η
as R = αηβ , where α and β are real numbers. With this, 3.15 becomes a fourth-order
non-linear PDE in η and has the following form
R
(
2ηf fηη + (1 + η
2)
(
f fηη
)
η
− 4(1 + 3η
2)
αβηβ−1
fηηη − 4(1 + η
2)
αβηβ−2
fηηηη
)
= 0, (3.17)
but this resulting PDE is still complicated and difficult to solve. We here propose an
alternative method where we notice that the PDE 3.12 has only one differential in R
and thus, we set fηηηR = γfηηη and fηηR = γfηη , where γ is a positive constant. Now, we
rewrite the second part of the PDE which is dependent on R as follows
R
(
2ηf fηη(1 + η
2)
(
f fηη
)
η
− 4γ(1 + 3η2)fηη − 4ηγ(1 + η2)fηηη
)
= 0, (3.18)
which can now be split into
(1 + η2)
(
f fηη
)
η
− 4γ(1 + 3η2)fηη = ψ(R), (3.19)
and
2ηf fηη − 4ηγ(1 + η2)fηηη = φ(R), (3.20)
whereφ(R) andψ(R) are arbitrary functions of the Reynolds number. We now substitute
the expression for fηηη which can be obtained from 3.20 into 3.19 to obtain the following(
(1 + η2)fη − 4γ(1 + 3η2)
)
fηη +
1
2γ
f 2fηη − ψ(R)4ηγ f = φ(R). (3.21)
Now, setting φ(R) = 0, ψ(R) = 0, and γ = 1, the PDE simplifies to the following
fηη
(
(1 + η2)fη − 4(1 + 3η2) + 12 f
2
)
= 0, (3.22)
which has the following solution
(f (η,R))O(R) =
4
(
4 + 5η2 + 3η4 + 3η(1 + η2)2tan−1(η)− 16η(1 + η2)2C1
)
η(5 + 3η2) + 2(1 + η2)2tan−1(η)− 16(1 + η2)2C1 . (3.23)
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To fix the constant C1 we make use of the boundary condition at the plate, i.e., 3.10. We
find that the constant C1 = ±
(
1/2
√
2
)
. Now, the solution to the momentum PDE up to
order O(R) would be a linear combination of the solutions of the first part of 3.12 which
is independent of R, i.e., f (η) and the second part of 3.12 which depends on R up to
orderO(R), i.e., (f (η,R))O(R). Thus, the final solution for positive constants λ andΩ read
f (η,R) = λf (η) +RΩ (f (η,R))O(R) . (3.24)
Note that this is only an approximate solution to the momentum PDE where we have
neglected terms of order O(R2). We can now use this result to solve the energy equation
without having to compromise terms of order O(R2) although this too will only be an
approximate solution due to the compromise made in the momentum PDE.
4. Approximate Solution to the Energy Equation
We here present a solution to the energy PDE without considering terms of order O(R2).
Consider the energy PDE 3.1 with this mentioned approximation
R
(
P rU − 4ηTη
)
+ 2ηTη +
(
1 + η2
)
Tηη = 0. (4.1)
We find a general solution of the following form
T (η,R) =
∫ η
1
(
−P rUR 2F1
[1
2
,2R,
3
2
,−K21
]
K1
(
1 +K21
)2R−1
+
(
1 +K21
)2R−1
C1(R)
)
+C2(R),
(4.2)
where 2F1 is the hypergeometric function, K1 is an integration constant and C1(R) and
C2(R) are functions of Reynolds number. This integral is immensely complicated to
solve and hence we expand the hypergeometric series around K1 = 0 to obtain
2F1
[1
2
,2R,
3
2
,−K21
]
= 1− 2
3
RK21 +
1
5
(
R+ 2R2
)
K41 +O
(
(K1)
6
)
. (4.3)
Now, integrating this expansion, the solution reads
T (η,R) ≈ C2(R) + 4−1+RP rU (5+6R)(3+R(8+R(−5+2R)))15(1+R)(1+2R)
−P rU
(
1 + η2
)2R (15+R(58+R(46−2(13+16R)η2+3(1+2R)2η4)))
60(1+R)(1+2R)
+P rU
(
2F1
(
1
2 ,1− 2R, 32 ,−1
)
− η 2F1
(
1
2 ,1− 2R, 32 ,−η2
))
C1(R).
(4.4)
Before the fluid flows past the plate, there is no heat transfer and hence the temperature
is unaffected. Thus, we demand that T (η = 0,R) = T∞ and hence, we observe that
C2 = T∞. Now, R→ 0 can imply two things-either x = 0 and hence η→∞ (which is the
leading edge condition) or the velocity of the fluid is very small. If the plate is being
maintained at a uniform temperature then the temperature at all points of the plate
would not fluctuate when there is no fluid available for heat transfer. Thus, we obtain a
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condition T (η→∞,R→ 0) = Tw which is valid only in the leading edge. Note however
that η →∞ is also a condition when we are far away from the plate, i.e., when y →∞
and at this position even when there is no fluid flowing the temperature is that of the
free-stream. Thus, the far-field condition reads T (η→∞,R→ 0) = T∞. When there is a
fluid flowing with some arbitrary velocity, then far away from the plate there would be
gradients of temperature as a result of heat transfer between the plate and the flowing
fluid. Here, we don’t make any assumption regarding the characteristic of the gradients
since we don’t know the behavior of temperature with viscosity and a similar argument
can be made at the plate when y → 0 for arbitrary Reynolds number. Thus, in order
to establish the boundary conditions at the plate and far-field for arbitrary Reynolds
numbers, we are to consider temperature-viscosity models, each of which depends
upon the type of fluid begin used. Assuming that we have an appropriate model
that provides a relationship between the temperature and viscosity, there still exists
an additional constraint-relationship between Reynolds number and the self-similar
variable. In order to overcome this, we are to yet again resort to assuming Reynolds
number models as done in the previous sections.
To demonstrate this let us assume the following dependence of temperature on it’s
variables η and R
T (η,R) = αtan−1(ηβ) +γtan−1(R), (4.5)
where α,β,γ, and  are positive constants. In this model, at the plate
T (η→ 0,R) = γtan−1(R),
T (η→ 0,R→ 0) = 0 &
T (η→ 0,R→∞) = γ pi2 .
(4.6)
At the leading edge,
T (η→∞,R) = α pi2 +γtan−1(R),
T (η→∞,R→ 0) = 0 &
T (η→∞,R→∞) = α pi2 +γ pi2 .
(4.7)
As we had deduced earlier, far away from the plate, T (η→∞,R→ 0) = T∞ but in order
to find T (η →∞,R) and T (η →∞,R→∞) we need to consider temperature-viscosity
models such as the Seeton or the Wright model. Similarly, when there is heat transfer
between the fluid and the plate, temperature gradients would develop which would be
of the following form (
dT
dy
)
y=0
= −h(Tw − T∞)
k
, (4.8)
and since Ty = xTη for a fixed value of x, we have Tη(η = 0,R) = −hx(Tw−T∞)k . Notice now
that the value of x can be fixed by our choice of R and thus, at the plate we obtain
the following variations of the temperature gradients for different choices of Reynolds
number
Tη(η = 0,R) = −hx(Tw−T∞)k ,
Tη(η = 0,R→ 0) = 0, &
Tη(η = 0,R→∞)→−∞.
(4.9)
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There would also exist a gradient with respect to Reynolds number but this would be
determined with the choice of the temperature-viscosity model chosen. For instance, if
we choose that Seeton model, we have the following relation between the temperature
and the kinematic viscosity
A+B ln(T ) = ln (ln (ν + 0.1 + e−νK0 (ν + 1.244067))) , (4.10)
where A and B are liquid-specific values and K0 is the zero-order modified Bessel
function of the second kind. We then obtain the following expression for T as a
function of ν
T (ν) = e−AB (ln (ν + e−νK0 (ν + 1.244067)))
1
B . (4.11)
Since Reynolds number depends on both the kinematic viscosity and the self-similar
variable we can probe for separable solutions of the form
T¯ (R) =Ω(η)T (ν). (4.12)
and hence for the separable solution T (η,R) which reads
T (η,R) = Φ(λ)Λ(R), (4.13)
where Λ(r) = λT¯ (R) for some positive constant λ.
5. Integrability Tests of the Self-Similar Equations
The Painleve´ test is carried out to predict whether a particular ODE (or PDE) or a
system or ODE (or PDE) is (are) integrable. Here, we lay out the test procedure for
the case of an ODE. Throughout this section, we follow the work of Polyanin (2004).
Consider the following nth-order ordinary differential equation,
φ
(n)
x = F
(
x,φ,φ′x, . . . ,φ
(n−1)
x
)
, φ
(n)
x ≡ d
nφ
dxn
. (5.1)
We now search for a solution to 5.1 in the form of a series with a movable pole type
singularity, as follows
φ(x) =
1
(x − x0)p
∞∑
j=0
Aj (x − x0)j , (5.2)
where x0 is an arbitrary number and p is a positive integer. It is to be noted that the
solution 5.2 is to be general, and hence the coefficients Aj must contain n − 1 arbitrary
constants. If there is more than one solution 5.2, all of them must satisfy the above
requirements. In the following section, we have performed the Painleve´ test for the
momentum ODE, explaining the steps involved in the test in a chronological fashion.
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5.1. Painleve´ Test for Momentum ODE
We now perform the test for the momentum ODE 2.14 to determine its integrability. To
determine the leading term of the series 5.2 which is characterized by the exponent −p
and the coefficient A0, we substitute the following single term
f =
A0
ξp
, ξ = η − η0, (5.3)
into equation 2.14 and multiply the resulting expression by ξp+4 to obtain,
(
1 + (ξ + η0)
2
)2
(3 + p)(2 + p)(1 + p)pA0 − 8(ξ + η0)
(
1 + (ξ + η0)
2
)
(2 + p)(1 + p)pA0ξ
+4
(
1 + 3(ξ + η0)
2
)
(1 + p)pA0ξ2 = R
(
2(1 + p)pA20ξ
2−p − 2
(
1 + (ξ + η0)
2
)
(1 + p)pA20ξ
1−p) .
(5.4)
As ξ → 0 for p > 0, we notice that the only term on the RHS which makes a non-
zero contribution is the second term multiplied to the Reynolds number R, i.e.,
−2R
(
1 + (ξ + η0)
2
)
(1 +p)pA20ξ
1−p. Now, in order to prevent a blow up we must set p = 1.
It now follows from 5.4 that
(
24 + 48η20 + 24η
4
0
)
A0 = 8R
(
1 + η20
)
A20, (5.5)
and hence, the leading term of the series is given by 5.3 with,
p = 1, A0 =
3
(
1 + η20
)
R
. (5.6)
Thus, the momentum ODE 2.14 satisfies the first necessary condition of the Painleve´
test, i.e., p > 0. We now look for a series solution to 2.14 of the following form
f =
3
(
1 + η20
)
R
ξ−1 +A1 +A2ξ +A3ξ2 + . . . . (5.7)
Substituting 5.7 into 2.14, collecting terms of like powers of ξ, and equating the
coefficients to zero, we arrive at the following system of algebraic equations for Aj
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ξ0 : 4η0
(
−1 + 2η20 + η40
)
+R
(
1 + η20
)
A1 = 0,
ξ1 : −2− 18η20 − 4Rη0A1 +RA2 +Rη20A2 = 0,
ξ2 : 20η0 + 36η
3
0 +R
(
3 + 7η20
)
A1 − 6Rη1
(
1 + η20
)
A2 + 2R
(
1 + 2η20 + η
4
0
)
A3 = 0,
ξ3 : 2 + 6η20 +Rη0A1 −R
(
1 + 3η20
)
A2 + 4Rη0
(
1 + η20
)
A3 = 0,
ξ4 : 6η0A2 +A3 − 3η20A3 + 2Rη0A1A3 +RA2A3 +Rη20A2A3 = 0,
ξ5 : 3η0A3 +Rη0A2A3 +RA
2
3 +Rη
2
0A
2
3 = 0,
ξ6 : 0×A4 + 2R2η0A23 = 0.
(5.8)
From these equations we fix the coefficients to be
A0 =
3
(
1 + η20
)
R
, A1 =
4
(
η0 − 2η30 − η50
)
R
(
1 + η20
)2 , A2 = 2
(
1 + 19η20 + 3η
4
0 + η
6
0
)
R
(
1 + η20
)3 , A3 = 0. (5.9)
We notice from the last equation in 5.8 that
0×A4 + 2R2η0A23 = 0. (5.10)
Since A3 = 0, this equation is automatically satisfied for arbitrary A4. We note here
that the rest of the coefficients, i.e., A5,A5, . . . can be determined successively from
recurrence relations which take the form
kjAj =Λ
(
A0,A1,A2, . . . ,Aj−1
)
, j = 1,2, . . . . (5.11)
To determine any Aj the following equations must hold simultaneously for the solution,
km = 0, Λ
(
A0,A1,A2, . . . ,Aj−1
)
= 0. (5.12)
From the analysis carried out for the momentum ODE we observe that the multipliers
km of the coefficients Am are only determined by the leading terms of equation 2.14,
which can be found via a leading order analysis. We rewrite the momentum ODE, 2.14
as follows ?
f ′′′′ = F (f ′′′ , f ′′ , f ′ , f ,η) , (5.13)
where F is analytic in η and rational in its other arguments. Now, we substitute
f (η) = a (η − η0)m , (5.14)
with m < 1 and obtain,
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8a(−2 +m)(−1 +m)mη(−η0 + η)−3+m
(
1 + η2
)
+a(−3 +m)(−2 +m)(−1 +m)m(−η0 + η)−4+m
(
1 + η2
)2
+4a(−1 +m)m(−η0 + η)−2+m
(
1 + 3η2
)
+2Ra2(−1 +m)mη(−η0 + η)−2+2m +R
(
1 + η2
)
(a2(−2 +m)(−1 +m)m(−η0 + η)−3+2m
+Ra2(−1 +m)m2(−η0 + η)−3+2m) = 0.
(5.15)
The most singular terms, i.e., those with the most negative exponents, called the
dominant balance terms, are to balance exponents and coefficients at the singularity.
Here, the second term on the LHS and the second and third terms on the RHS are the
dominant terms. Hence,
− 4 +m = −3 + 2m⇒m = −1, (5.16)
and,
24a
(
1 + η2
)2
= 8a2R
(
1 + η2
)
⇒ a = 3
(
1 + η2
)
R
. (5.17)
The behavior of the solution is f ∼ (η − η0)−1 and the behavior in the neighborhood of
the singularity is given by expansion in a Laurent series, which reads
f (η) =
∞∑
β=0
aβ (η − η0)β−1 , (5.18)
and plugging this back into the ODE yields recurrence relations which we will not
write here. Upon, simplification, it can be seen that the right hand sides of equation
5.4 are linear in Am while the left-hand sides are independent of Am, the multipliers km
can be found by substituting the following two-term expression
f = A0ξ
−p +Amξm−p, ξ = η − η0 (5.19)
into the leading terms of the momentum ODE. Upon doing this substitution, collecting
terms the like powers of Am gives
Amkmξ
q +O
(
A2m
)
= 0, q >m−n− p, (5.20)
where km is the desired multiplier which can be represented as a polynomial of degree
n, where n is the order of the ODE (n = 4 here), in the integer index m as follows
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km = bnmn + bn−1mn−1 + . . .+ b1m+ b0.
= b4m4 + b3m3 + b2m2 + b1m+ b0
(5.21)
The equation km = 0 always has a root m = 1 (which corresponds to the arbitrariness
in the choice of η0) and the other roots determine the so called Fuchs indices which are
also known as resonances, i.e., the numbers m1, . . . ,mn−1 of the coefficients Am in the
expansion 5.2 that can be arbitrary. The second part of the Painleve´ test consists of
substitution of the binomial 5.19 into the leading terms of the momentum ODE and
the multiplier km appearing on the left-hand side of the relations in 5.11 is determined
as follows
km = 24− 50m+ 35m2 − 10m3 +m4. (5.22)
Now, from the expression km = 0 we find the Fuchs indices m1 = 1, m2 = 2, m3 = 3, and
m4 = 4. Thus, the Fuchs index is m4 = 4 and thus, the second necessary condition of the
Painleve´ test is satisfied and four terms are to be considered in the expansion ?? where
the coefficient of the last term is A3 which can be arbitrary and hence, the ξ2 = (η − η0)2
is called the resonance or the Kovalevskaya exponent. For the third and final condition,
we substitute the expansion 5.7 into the momentum ODE as done in 5.8 and check
whether conditions 5.12 hold simultaneously. Since this holds, we conclude that the
momentum ODE 2.14 passes the Painleve´ test with it’s solution being expressed as the
series expansion 5.7 with two arbitrary constants η0 and A3, i.e,
f (η) =
3(1 + η0)
R
ξ−1 +
4
(
η0 − 2η30 − η50
)
R
(
1 + η20
)2 + 2
(
1 + 19η20 + 3η
4
0 + η
6
0
)
R
(
1 + η20
)3 ξ. (5.23)
5.2. Painleve´ Test for the Momentum PDE
We probe for a solution in a small neighborhood of a manifold η −η0(R) = 0 in the form
of the following series expansion Jimbo (1982)
f (η,R) =
1
ξp
∞∑
m=0
fm(R)ξ
m, ξ(η,R) = η − η0(R). (5.24)
Here, the exponent p is a positive integer, so that the movable singularity is of the pole
type. The function η0(R) is assumed to be arbitrary, and the fm are assumed to depend
on derivatives of η0(R). We now substitute 5.7 into the momentum PDE 2.16 and follow
the given scheme Polyanin (2004):
1. Substitute into PDE, f (η,R) = f0ξ−p, f0 = f0(R), ξ = ξ(η,R).
2. Find the constant p and the function f0(η,R). Check if p is positive (necessary
condition).
3. Look for Fuchs indices, i.e., resonances.
4. Substitute f = f0ξ−p + fmξm−p in the leading terms of the PDE and collect terms
proportional to fm.
5. Obtain the expression kmfmξq + . . . where km is a polynomial with respect to the
integer index m.
6. Factorize the polynomial km as km = (m+1)(m−m1) . . . (m−mn−1), where n is the order
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of the PDE and mj are the resonances.
7. If m1, . . . ,mn−1 are all non-negative, proceed with test. This is the first sufficient
condition.
8. Obtain recurrence relations for expansion coefficients fm and check the consistency
conditions. This is the second sufficient condition.
9. If all of the conditions are satisfied, the PDE passes the Painleve´ test.
5.2.1. Painleve´ Test of PDE to Order O(R)
We first solve the PDE to order O(R) and have presented the results of the test following
the above steps. Following step 1 and substituting the leading term of the series into
the entire momentum PDE, we obtain explicit expressions (which we won’t write here
as they are very lengthy). Taking the limit ξ→ 0, the only term which makes a non-zero
contribution has the ξ raised to the exponent 4− p, i.e., ξ−4+p, and hence, we have
f0 =
3
(
1 + η20 − 4Rη0η′0(R)
)
R
, p = 1. (5.25)
Since p > 0, we proceed with step 3 and to find Fuchs indices, we substitute the binomial
f =
3
(
1 + η20 − 4Rη0η′0
)
R
ξ−1 + fmξm−1 (5.26)
into the leading terms. Upon calculations, we find four distinct values of m upon
solving the polynomial equation km = 0 which is the same as that of the ODE in 5.22.
The Fuchs index of this PDE is m = 4 and thus, we conclude that we are to consider
four terms in the series 5.24. Also, since all of the indices are non-negative, the first
sufficient condition is satisfied. We proceed with step 8 and obtain the coefficients
−R(1+η20)(1+η0−4Rη0ξR)8η0 A1 = −1 + 2η20 + η40 −R
(
1 + η20
)(
η0ξR + 2Rξ
2
R − 2Rη0ξRR
)
,
−R(1+η20)
2(1+η20−4Rη0ξR)
2
4 A2 = −2R2
(
1 + η20
)2 (−1 + 7η20)ξ2R
+16R3η0(1 + η
2
0 )
2ξ3R + 2Rη0ξR
(
10 + 23η20 + 12η
4
0 + 7η
6
0 + 4R
2η0(1 + η
2
0 )
2ξRR
)
−
(
1 + η20
)(
1 + 19η20 + 3η
4
0 + η
6
0 + 4R
2η0
(
2 + η20 − η40
)
ξRR
)
,
(5.27)
and where A3 can be arbitrary.
5.2.2. Painleve´ Test of PDE to higher-orders of R
Calculations become very complex for the case of O(R2) and when higher-order of
Reynolds number is considered in the PDE. However, for all cases the polynomial km
remains the one shown in 5.22. Below, we list the expression of the coefficients A0 when
different orders of R are considered in the PDE.
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O(R2) : A0 =
3
(
(1+η20)
2−4Rη0(1+η20)ξR+2R2(1+3η20)ξ2R
)
R(1+η20)
, p = 1,
O(R3) : A0 =
3
(
(1+η20)
2−4Rη0(1+η20)ξR+2R2(1+3η20)ξ2R
)
−4R3η0ξ3R
R(1+η20)
, p = 1,
O(R4) : A0 = 3(1+η
2
0−2Rη0ξR+R2ξ2R)
2
R(1+η20)
, p = 1.
(5.28)
Hence, the complete momentum PDE 2.16 passes the Painleve´ test and can be expressed
as a series solution with the leading term whose coefficient and exponent are given in
5.28.
5.3. On Route to Solutions Using the Painleve´ Results
We know from subsections 5.1 and 5.2 that there exists a series type solution to the
momentum ODE and the PDE. We first make the case for using the momentum ODE’s
solution prior to formulating the problem. Due to computational difficulty, we are
unable to calculate the coefficients A1, A2 and A3 in the series expansion of the Painleve´
PDE solution 5.24 but making the assumption that ξR = 0 simplifies the coefficient of
the leading term, A0 5.28 to that of of the momentum ODE 5.6. This turns out to be
true and we will show in chapter 5 that only if this assumption holds will the transition
boundary solution resemble the Blasius solution far downstream in the large Reynolds
number limit. Hence, it suffices to take the solution of the momentum ODE as given
in 5.23 for our calculations here. Taking the appropriate derivatives and under the
assumption that ξR = 0, 3.1 can be written as(
1 + η2
)
Tηη + 2ηTη +R
(
P rU − 4ηTη
)
+R2TRR
+P rU
(
RA20 − 6A1 − 2A0 (3 +RA2ξ) +A2
(
−6 +RA2ξ2
))
ξ−2,
(5.29)
where ξ = η − η0(R) and A0, A1, and A2 are as given in 5.9.
5.4. Integrability of the Energy Equation
Consider the energy equation to orderO(R), performing a Painleve´ analysis substituting
the leading term of the Painleve´ series into the energy PDE and multiplying throughout
by ξ2+p, we obtain the following result
P rURξ2+p + pA0 + p
2A0 + pη
2A0 + p
2η2A0 − 2pηξA0 + 4pRηξA0 = 0. (5.30)
Now, in the limit ξ → 0, the value of the exponent has to be p > −2 in order to prevent
a blow up and in order for the first term of 5.30 to give a non-zero quantity we require
p = −2. Since p < 0, the energy PDE to order O(R) fails the Painleve´ test and the
general solution is expressed as T (η,R) = A0 (η − η0)2 and has an algebraic branch point.
Similarly, performing the integrability test for the energy PDE to order O(R2) as in 5.29
we find that it too fails as the exponent p = −2.
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5.5. Integrability of Generalized Self-Similar Equations
We consider a planar steady incompressible flow,i.e.,
u ∂u∂x + v
∂v
∂y =U
∂U
∂x + ν
∂2u
∂y2
,
∂u
∂x +
∂v
∂y = 0,
(5.31)
where UUx = −ρ−1px follows from Bernoulli’s equation in the high Reynolds number
limit. The boundary conditions are 2.3 and 2.5. We now introduce the stream function
into the above equation and carry out a transformation from the (x,y) coordinates to a
dimensionless variable η such that,
η =
y
l
√
R
δ¯(ξ)
=
y¯
δ¯(ξ)
, ξ =
x
l
, (5.32)
where R = Ul/ν is the Reynolds number. On substituting 5.32 into 5.31, we obtain a
differential equation for the dimensionless stream function f (ξ,η) which reads ?
f ′′′ +α1f f ′′ +α2 −α3f ′2 = δ¯2UNU
(
f ′ ∂f
′
∂ξ
− f ′′ ∂f
∂ξ
)
, (5.33)
here α1, α2, and α3 are defined as follows
α1 =
δ¯
U
d
dξ
(
UN δ¯
)
, α2 =
δ¯2
U
U
UN
dU
dξ
, α3 =
δ¯2
U
dUN
dξ
, (5.34)
where UN is the velocity of the outer flow U (ξ). The equation now reduces to an
ordinary differential equation for the function f (η), independent of ξ. Hence, the right-
hand-side of 5.33 vanishes and the reduced ODE, the generalized self-similar equation
reads
f ′′′ +α1f f ′′ +α2 −α3f ′2 = 0. (5.35)
We perform a Painleve´ test for the generalized self-similar equation 5.35 and discuss
integrability of the different types of differential equation that arise for various values
of α1, α2, and α3. Substituting 5.3 in 5.35 and multiplying the resulting expression by
ξ3+p yields
−A0p
(
2 + 3p+ p2
)
+A20p (α1 + p (α1 +α3))ξ
1−p +α2ξ3+p = 0. (5.36)
Now, as ξ → 0 for p > 0, we notice that the only term which makes a non-zero
contribution is the term multiplied by the factor ξ1−p and in order to prevent a blow-up
we must set p = 1. It follows from 5.36 that the leading term of the series is given by 5.3
with,
p = 1, A0 =
6
2α1 −α3 . (5.37)
Since p > 0, the generalized self-similar equation satisfies the first sufficient condition
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Type α1 α3 m1 m2 m3 Painleve´ Test
Falkner-Skan 1 β −1 8−7β−
√
25β2−16β−32
2(2−β)
8−7β+√25β2−16β−32
2(2−β) Fail ∀β
Reversed wedge −1 −β −1 −8+7β−
√
25β2−16β−32
2(−2+β)
−8+7β+√25β2−16β−32
2(−2+β) Fail ∀β
Pohlhausen 0 1 −1 1 6 Pass
Blasius 12 0 −1 2− i
√
2 2 + i
√
2 Fail
Free jet 1 −1 −1 2 3 Pass
Wall jet 1 −2 −1 32 4 Pass
Heimenz 1 1 −1 12
(
1− i √23
)
1
2
(
1 + i
√
23
)
Fail
Homann 1 12 −1 −12
(
3− i √15
)
−12
(
3 + i
√
15
)
Fail
Table 1. Integrability results of different flows. Here, the values of β fall in the range
β ∈
[
−0.198838, 43
]
.
of the integrability test. To fix the number of terms we are to consider in the series, we
substitute the binomial 5.19 which gives the following expression for the polynomial
km,
km = 6(2α1 −α3) +m (4α1 +α3) + 6m2 (α3 −α1) +m3 (2α1 −α3) . (5.38)
From the expression km = 0 we find the following Fuchs indices
m1 = 1, m2,3 =
8α1 − 7α3 ∓
√
25α23 − 16α1α3 − 32α21
2(2α1 −α3) . (5.39)
We have shown the calculations for the Fuchs indices m2 and m3 and have also com-
mented on the integrability for the various types of flows in table 1. The immediate
and interesting observation we make is that the integrability of the equation remains
unaffected for any value of α2.
6. Lie Symmetries
6.1. Introduction
We consider the momentum PDE 2.16 where f is the dependent variable and η and R
are the independent variables and define the point transformation, which is a locally
defined diffeomorphism, as follows Olver (2000)
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Γ : (f ,η,R)→
(
η¯(η,R,f ), R¯(η,R,f ), f¯ (η,R,f )
)
. (6.1)
This point transformation maps the surface f = F (η,R) to the following surface
parameterized by η and R
η¯ = η¯ (η,R,F (η,R)) ,
R¯ = R¯ (η,R,F (η,R)) ,
f¯ = f¯ (η,R,F (η,R)) .
(6.2)
We now define the Lie point transformations as follows
η¯ = η + ξ(η,R,f ) +O(2),
R¯ = R+ ζ(η,R,f ) +O(2),
f¯ = f + κ(η,R,f ) +O(2).
(6.3)
For these transformations, the surface f = F is mapped to
η = η¯ − ξ
(
η¯, R¯,F (η¯, R¯)
)
+O(2),
R = R¯− ζ
(
η¯, R¯,F (η¯, R¯)
)
+O(2),
f¯ = F (η,R) + κ (η,R,F (η,R)) +O(2),
(6.4)
and this corresponds to
f¯ = F (η,R) + W (η,R,F (η,R)) +O(2), (6.5)
where the following is characteristic
W = κ(η,R,f )− fηξ(η,R,f )− fRζ(η,R,f ), (6.6)
and any other surface on whichW = 0 is considered invariant. We now define the total
derivative operators that treat the dependent variable f and its derivatives as functions
of the independent variables η and R,
Dη = ∂η + fη∂f + fηη∂fη + fηR∂fR + . . . ,
DR = ∂R + fR∂f + fRR∂fR + fRη∂fη + . . . .
(6.7)
We now rewrite the momentum PDE as G (η,R, [f ]) = 0, where [f ] denotes the
derivatives with respect to the independent variables. The Lie transformation 6.3
is a symmetry if it maps the set of solutions to itself and this gives the following
symmetry condition,
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G
(
η¯, R¯, [f¯ ]
)
= 0. (6.8)
For this Lie symmetry, the prolonged infinitesimal generator reads
X = ξ∂η + ζ∂R +κ∂f +κη∂fη +κR∂fR +κηη∂fηη +κηR∂fηR +κRR∂fRR + . . . , (6.9)
where the prolongation terms read
κη =DηW + ξfηη + ζfηR,
κR =DRW + ξfηR + ζfRR,
κηη =D2ηW + ξfηηη + ζfηηR,
κRR =D2RW + ξfηRR + ζfRRR,
κηR =DηDRW + ξfηηR + ζfηRR, . . . .
(6.10)
The infinitely prolonged infinitesimal generator decomposes into X = Dη + DR + X¯ ,
where the nontrivial component X¯ can be generalized as
X¯ = ∑M (DMW ) ∂∂fM
=M∂f +
(
DηW
)
∂fη + ((DRW )∂fR +
(
DηW
)2
∂fηη +
(
DηDRW
)2
∂fηR + . . . ,
M = (m,n), DM =Dmη D
n
R
(6.11)
The linearized Lie symmetry condition for Lie point symmetries is defined as follows
X (G(η,R, [f ])) = 0, (6.12)
when G(η,R, [f ]) = 0,
6.2. Probing for Invariant Solutions
Our goal is to probe for an invariant solution given a PDE and its symmetries such that
the solution satisfiesW = 0. Now, for Lie symmetries, the invariance condition reads
κ(η,R,f )− fηξ(η,R,f )− fRζ(η,R,f ) = 0, (6.13)
which can be solved via the method of characteristics. The solution is obtained as an
arbitrary locally smooth function of the first integrals of the following system (Pfaffian
system)
dη
ξ(η,R,f )
=
dR
ζ(η,R,f )
=
df
κ(η,R,f )
. (6.14)
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We now write down the infinitesimal Lie generator for the momentum PDE 2.16
X = ξ∂η + ζ∂R +κ∂f +κη∂fη +κηη∂fηη +κηηη∂fηηη +κηηηη∂fηηηη +κηηR∂fηηR
+κηηηR∂fηηηR +κ
R∂fR +κ
ηηRR∂fηηRR +κ
ηRR∂fηRR +κ
RR∂fRR +κ
RRR∂fRRR
+κηRRR∂fηRRR +κ
RRRR∂fRRRR .
(6.15)
For the sake of simplicity, we first operate on the momentum PDE to order O(R) with
the Lie generator. Doing the same yields the following
ξ
(
4η
(
1 + η2
)
fηηηη + 8
(
1 + 3η2
)
fηηη + 24ηfηη
)
+Rξ
(
2f fηη + 2η
(
f fηηη + fηfηη
)
− 24ηfηηR − 4fηηηR
)
+ζ
(
2ηf fηη +
(
1 + η2
)(
f fηηη + fηfηη
)
− 4
(
1 + 3η2
)
fηηR − 4η
(
1 + η2
)
fηηηR
)
+κR
(
1 + η2
)
fηηη +κηη
(
4
(
1 + 3η2
)
+R
(
1 + η2
)
fηη
)
+κηηη
(
8η
(
1 + η2
)
+R
(
1 + η2
)
f
)
+κηηηη
(
1 + η2
)2 − 4κηηR (1 + 3η2)R− 4κηηηRη (1 + η2)R = 0,
(6.16)
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where the prolongation terms read
κη = κη +
(
κf − ξη
)
fη − ξf f 2η − ζηfR − ζf fηfR,
κR = κR +
(
κf − ζη
)
ξR − ζf f 2R − ξRfη − ξf fRfη ,
κηη = κηη +
(
2κηf − ξηη
)
fη − ζηηfR +
(
κf f − 2ξηf
)
f 2η − 2ζηf fηfR − ξf f f 3η − ζf f f 2η fR
+
(
κf − 2ξη
)
fηη − 2ζηfηR − 3ξf fηfηη − ζf fRfηη − 2ζf fηfηR,
κηηη = κηηη − ζf fRfηηη − 3ζηfηηR − 3ζηf fηηfR − ζηηηfR +κf fηηη + 3κηf fηη
−3fηR
(
ζf fηη + ζf f f 2η + 2ζηf fη + ζηη
)
− 3ξf f 2ηη − ξf f f f 4η − 3ξηfηηη
+f 3η
(
κf f f − 3ηηf f − ζf f f fR
)
− 3ξηηfηη − 3f 2η
(
ζηf f fR −κηf f + 2ξf f fηη + ξηηf
)
−fη
(
3ζf fηηR + 3fr
(
ζf f fηη + ζηηf
)
− 3κf f fηη − 3κηηf + 4ξf fηηη + 9ξηf fηη + ξηηη
)
,
κηηηη = κηηηη − ζf
(
4fηfηηηR + fRfηηηη
)
− 2ζf f
(
3f 2η fηηR + 2fηfηηη
)
− ζf f f f fRf 4η
−4ζηfηηηR − 12ζηf fηfηηR − 4ζηf fRfηηη − 4ζηf f f fRf 3η − 6ζηηfηηR − 6ζηηf f fRf 2η
−4fηR
(
ζf fηηη + ζf f f f 3η + 3ζηf f f
2
η + 3ζηηf fη + ζηηη
)
− 4ζηηηf fRfη − ζηηηηfR +κf fηηηη
+4κf f fηfηηη +κf f f f f 4η + 4κηf fηηη + 4κηf f f f
3
η + 6κηηf f f
2
η + 4κηηηf fη − 5ξf fηfηηηη
−10ξf f f 2η fηηη − ξf f f f f 5η − 4ξηfηηηη − 16ξηf fηfηηη
−3f 2ηη
(
ζf f fR −κf f + 5ξf f fη + 4ξηf
)
− 4ξηf f f f 4η − 6ξηηfηηη − 6ξηηf f f 3η
−2fηη
(
3ζf fηηR + 6ζηf fηR + 3ζηηf fR − 3κηηf + 5ξf fηηη + 5ξf f f f 3η
)
−2fηη
(
3f 2η
(
ζf f f fR −κf f f + 4ξηf f
)
+ 2ξηηη
)
−2fηηfη
(
6ζf f fηR + 6ζη f f fR − 6κηf f + 9ξηηf
)
− 4ξηηηf f 2η − ξηηηηfη ,
(6.17)
and the mixed prolongation terms read
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κηηR = κηηR − ζf
(
2f 2ηR + fRRfηη + 2fRfηηR
)
+ ζf f f
2
R fηη − ζRfηηR − ζRf fRfηη − 2ζηfηRR
−ζηηfRR − ζηηf f 2R − ζηηRfR +κf fηηR +κf f fRfηη +κRf fηη +κηηf fR
−ξf fRfηηη − ξRfηηη − f 3η
(
ξf f f fR + ξRf f
)
− 2ξηfηηR − 2ξηf fRfηη − 2ξηRfηη
−f 2η
(
ζf f fRR + ζf f f f
2
R −κRf f + fR
(
ζRf f −κf f f + 2ξηf f
)
+ 2ξηRf
)
−fηR
(
4fR
(
ζf f fη + ζηf
)
+ 2ζηR − 2κηf + 3ξf fηη + 3ξf f f 2η + 2fη
(
ζRf −κf f + 2ξηf ) + ξηη
))
−fη
(
2ζf fηRR + 2ζηf fRR + 2ζηf f f
2
R + 2ζηRf fR − 2κηf f fR − 2κηRf
)
−fη
(
3ξf fηηR + 3ξf f fRfηη + 3ξRf fηη + ξηηf fR + ξηηR
)
,
κηηηR = κηηηR − ζf
(
3fηfηηRR + fRRfηηη − 2fRfηηηR
)
− ζf f
(
3fRRfηfηη − 6fRfηfηηR − f 2R fηηη
)
−ζf f f
(
fRRf
3
η − 3f 2R fηfηη
)
− ζf f f f f 2R f 3η − ζRfηηηR − ζRf
(
3fηfηηR − fRfηηη
)
−3ζRf f fRfηfηη − ζRf f f fRf 3η − 3ζηfηηRR − 3ζηf
(
fRRfηη + 2fRfηηR
)
− 6f 2ηR
(
ζf f fη + ζηf
)
−3ζηf f
(
fRRf
2
η + fηηf
2
R
)
− 3ζηf f f f 2R f 2η ,−3ζηRfηηR − 3ζηRf fRfηη − 3ζηRf f fRf 2η
−3fηRR
(
ζf fηη + ζf f f 2η + 2ζηf fη + ζηη
)
− 3ζηηf fRRfη − 3ζηηf f f 2R fη − 3ζηηRf fRfη
−ζηηηfRR − ζηηηf f 2R − ζηηηRfR +κf fηηηR +κf f
(
3fηfηηR + fRfηηη
)
+ 3κf f f fRfηfηη
+κf f f f fRf 3η +κRf fηηη + 3κRf f fηfηη +κRf f f f
3
η + 3κηf fηηR + 3κηf f fRfηη + 3κηf f f fRf
2
η
+3κηRf fηη + 3κηRf f f 2η + 3κηηf f fRfη + 3κηηRf fη +κηηηf fR
−ξf
(
6fηηfηηR + 4fηfηηηR + fRfηηηη
)
− ξf f
(
3fRf 2ηη + 6f
2
η fηηR + 4fRfηfηηη
)
+6ξf f f fRf 2η fηη − ξf f f f fRf 4η − ξRfηηηη − ξRf
(
3f 2ηη + 4fηfηηη
)
− 6ξRf f f 2η fηη − ξRf f f f 4η
−3ξηfηηηR − ξηf
(
9fηfηηR + 3fRfηηη
)
− 9ξηf f fRfηfηη − 3ξηf f f fRf 3η − 3ξηRfηηη
−9ξηRf fηfηη − 3ξηRf f f 3η − 3ξηηfηηR − 3ξηηf fRfηη − 3ξηηf f fRf 2η − 3ξηηRfηη − 3ξηηRf f 2η
−fηR
(
6ζf fηηR + 3ζRf fηη + 3ζRf f f 2η + 6ζηRf fη + 6fR
(
ζf f fηη + ζf f f f 2η + 2ζηf f fη + ζηηf
))
−fηR
(
3ζηηR − 3κf f fηη −κf f f f 2η − 6ζηf f fη − 3κηηf + 4ξf fηηη + 12ξf f fηfηη + 4ξf f f f 3η
)
−fηR
(
9fηηξηf + 9ξηf f f 2η + 6ξηηf fη + ξηηη
)
− ξηηηf fRfη − ξηηηRfη .
(6.18)
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When the terms fηηηη and fηηηR are replaced by 6.16 in the momentum PDE to order
O(R), the highest-order derivative terms in the Lie symmetry condition 6.16 has factors
fηηηR which when written yields(
1 + η2
)2 (−8ζη)− 4Rη (1 + η2)(ζR +κf − 7ξη)− 4Rξ − 4η (1 + η2)ζ = 0, (6.19)
the factor of fηηηη which when written yields(
1 + η2
)2 (−ζR +κf − 9ξη)− 4R(1 + η2)η (−2ξR) + 4η (1 + η2)ξ = 0, (6.20)
the factor of fηηRR which when written yields
−4R
(
1 + η2
)
η
(
−6ζη
)
= 0,
ζη = 0.
(6.21)
This result implies that ζ = C1 =constant and removes many terms from the Lie
symmetry condition equation and when simplified, we obtain
κf = ξη (6.22)
We now use 6.22 and 6.21 in 6.20 to get
− 10
(
1 + η2
)
ξη + 8RηξR + 4ηξ = 0, (6.23)
which is a linear partial differential equation for ξ in η and R. Equation 6.23 can be
solved via the method of characteristics to give
ξ =
(
1 + η2
)1/5
k (C2) , C2 = R
(
1 + η2
)2/5
. (6.24)
Using the result of 6.24 in 6.22, we obtain
κ =
2η
5(1 + η2)4/5
(
k (C2) + 2R
(
1 + η2
)2/5
k′ (C2)
)
f (η,R). (6.25)
Using the 6.25, 6.24 and 6.21 in the Pfaffian system 6.14, we can obtain the solution to
f (η,R) in terms of an integral
ln (f (η,R)) =
2η
5(1 + η2)4/5
∫ (
k (C2) + 2R
(
1 + η2
)2/5
f ′ (C2)
)
dR. (6.26)
To further simplify the problem, let us assume that the initial condition ξ = C3(η)
holds at R = α. Then, 6.24 reads C3(η) =
(
1 + η2
)1/5
k (C2), with C2 = α
(
1 + η2
)2/5
. This
expression can now be inverted and expressed via a dummy variable, say r, as follows
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k(r) =
(
1 + r2
)1/5
C3
(
α
(
1 + r2
)2/5)
, (6.27)
and substituting r = C2, we have
ξ =
(
1 + η2
)1/5 (
1 +R2
(
1 + η2
)4/5)1/5
g (C4) , C4 = C3
(
α
(
1 +R2
(
1 + η2
)4/5)2/5)
. (6.28)
This form can now be used to find the expression for f (η,R) after fixing the form of
g (C4).
We now find all the prolongation terms in 6.15 when the same acts on the momentum
PDE to all orders of Reynolds number. The explicit expressions of the prolongation
terms are given in the appendix (under section 13). Below is the expression obtained
when the Lie generator acts on the momentum PDE to all orders of R,
ξ
(
4η
(
1 + η2
)
fηηηη + 8
(
1 + 3η2
)
fηηη + 24ηfηη
)
+Rξ
(
2f fηη + 2η
(
f fηηη + fηfηη
)
− 24ηfηηR − 4fηηηR
)
+ζ
(
2ηf fηη +
(
1 + η2
)(
f fηηη + fηfηη
)
− 4
(
1 + 3η2
)
fηηR − 4η
(
1 + η2
)
fηηηR
)
+κR
(
1 + η2
)
fηηη +κηη
(
4
(
1 + 3η2
)
+R
(
1 + η2
)
fηη
)
+κηηη
(
8η
(
1 + η2
)
+R
(
1 + η2
)
f
)
+κηηηη
(
1 + η2
)2 − 4κηηR (1 + 3η2)R− 4κηηηRη (1 + η2)R
+ξ
(
2
(
fRfηη − f fηηR
)
− 2η
(
fηfηηR − fRfηηη
)
+ 12ηfηηRR
)
R2
+2Rζ
(
2η
(
fRfηη − f fηηR
)
−
(
1 + η2
)(
fηfηηR − fRfηηη
)
+ 2
(
1 + 3η2
)
fηηRR
)
−2κR2ηfηηR +κηηR2ηfR +κηηηR2
(
1 + η2
)
fR −κη
(
1 + η2
)
R2fηηR + 2κηηRRR2
(
1 + 3η2
)
+κRR2
(
2ηfηη −
(
1 + η2
)
fηηη
)
−κηηηR2
(
2ηf +
(
1 + η2
)
fη
)
+ξ
(
2
(
fηfηRR − fRfηηR
)
− 4fηRRR
)
+κηR3
(
2ηfηRR − 3fRR
)
+κR3fηRR − 2κRR3ηfηηR
+3R2ζ
(
2η
(
fηfηRR − fRfηηR
)
+ f fηRR − 3fηfRR + 4fRRR − 4ηfηRRR
)
+κηRRR3
(
2ηfη + f
)
− 2κηηRR3ηfR − 3κRRR3fη + 4κRRRR3 − 4κηRRRR3η
+4ζR3
(
fRRRR + fRfηRR − fηfRRR
)
+κRR4fηRR −κηR4fRRR −κRRRR4fη
+κηRRR4fR +κRRRRR4 = 0,
(6.29)
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where the terms coloured blue represent the result of the Lie generator action on terms
of order O
(
R2
)
, while the terms coloured orange represent the result on the terms of
order O
(
R3
)
, and the terms coloured purple represent the result on the terms of order
O
(
R4
)
. The highest-order derivative terms in the Lie symmetry condition have common
factors fηηηR, fηηηη , fηηRR, fηRRR, and fRRRR which when written respectively yield the
following equations
−4ζη
(
1 + η2
)
− 4Rξ +
(
1 + η2
)2 (−8ζη)+ 2R2 (1 + 3η2) (ξ − 4ξR)
−4Rη
(
1 + η2
)(
−3ζR +κf − 7ξη
)
= 0,
4Rζ
(
1 + 3η2
)
+ 12R2ηξ + 24Rη
(
1 + η2
)
ζη + 2R2
(
1 + 3η2
)(
ζ − 5ζR +κf − 5ξη
)
= 0,
−8R2
(
1 + 3η2
)
ζη − 8R4ξR − 4
(
R3η + 3R2ζη + ξ +R2η
(
−7ζR +κf − 3ξη
))
= 0,
4ηξ + 8RηξR +
(
1 + η2
)(
−ζR +κf − 3ξη
)
= 0,
4R3ζ − 4R3η +R4 = 0.
(6.30)
From the last equation we can fix the value of ζ and its derivatives as
ζ =
1
4
(4η −R) , ζR = −14 , ζη = 1. (6.31)
We can now, from 6.30, substitute for ξR from the fourth equation into the third and
similar repeat the same for equation two and one. Then we can substitute for ξη from
any one of the newly obtained equations and finally use the result of 6.31 to obtain a
relation between κf and ξ. Using this relation in the fourth equation of 6.30 helps us
obtain a PDE for ξ in variables η and R.
7. The Boundary-Matching Approach
LetM denote the entire set of solutions on the flat plate among whichM− ⊂M is the
set of solutions at the leading edge† (see figure 1). Let Σ denote the boundary separating
M− andM+ and let the size of the leading edge subset be measured by a bookkeeping
parameter .
Note that the solutions inM− strictly obey the condition that η 6 . Since the solution
also depends upon Reynolds number, the parameter  will be a function of R, i.e.,
 = g(R), this is so as to not keep its value arbitrary. Our aim is now to develop a
transition solution at the boundary of the leading edge and the trailing edge and fix
constraints by matching across the boundary. We know from performing the Painleve´
test to the momentum PDE that the solution takes the form as mentioned in 5.24. We
† Note that M+ is the set space where the Blasius equation and it’s solution holds since this
deals with the trailing edge of the plate
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Figure 1. This figure shows the partitioning of the flat plate into the leading edge domain (LE)
M−, the inner transition boundary Σ−, the transition boundary (TB) Σ, the outer transition
boundary Σ+, and the trailing edge domain (TE)M+.
now consider the trailing edge solution to be given in terms of the following power
series as was given by Blasius Blasius (1908)
f (η) =
∑∞
n=0
(
−12
)n Anσn+1
(3n+2)!η
3n+2,
An =

1 n = 0 & n = 1
∑n−1
r=0
(
3n− 1
3r
)
ArAn−r n > 2
(7.1)
where σ = f ′′(0). The rough outline of the procedure is as follows, we match the
leading edge solution and the Blasius solution to the boundary solution ansatz which
we assume to be of the form as
f (η,R) =
∞∑
m,n=0
αn(R) βm(η), (7.2)
where
αn(R) =
∞∑
j=0
ζn,j R
j , βm(η) =
1
ηp
∞∑
k=0
λm,k η
k , (7.3)
with p = 1 (simple pole-type singularity). We rewrite all the solutions across the
junction by taking the right-hand and left-hand limits of η respectively, i.e.,
f LE(η,R) ≡ limM−η→(Σ) ξ−p
∑∞
n=0 fn(R)ξ
n = f −,
f T B(η,R) ≡ 1
∑∞
n,m,j,k=0 ζn,jR
j λm,k
k ,
f BL(η) ≡ limM+η→(Σ)
∑∞
n=0
(
−12
)n Anσn+1
(3n+2)!η
3n+2 = f +,
(7.4)
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where (Σ) denotes the value of  at Σ, the boundary of the two set spaces and f T B
stands for the transition boundary solution. Since the parameter  is valid only in the
leading edge subset and since it’s a means of measure of the size of the set, we can
conclude that it approaches its maxima when evaluated at the boundary. Continuity of
the solution across the boundary dictates the following matching condition,
f + = f −. (7.5)
Theorem 1 (Preliminary Matching Condition). Let M+, M− and Σ denote the set
of solutions in the trailing edge, the set of solutions in the leading edge and the boundary
surface separating the two sets respectively. Let a parameter  limit the size ofM− such that
max() ≡ (Σ). For the real-valued functions f − : M− → R and f + : M+ → R that have
supports in [0,) and (,∞) respectively, the preliminary matching condition that dictates
continuity in the global solution across the boundary reads
[f ] ≡ f + − f − = 0. (7.6)
Since the solution f (η,R) at the leading obeys the governing PDE which in turn was
obtained from the pressure-less differential equation in terms of the stream function
which in turn was obtained from the continuity and momentum equations, the conti-
nuity of the solution across the junction implies that the conservation equations hold.
7.1. Momentum ODE-Blasius Boundary Matching
We consider the matching between the momentum ODE at the leading edge and the
inner-transition boundary solutions. Since the Painleve´ solution of the momentum
ODE consisted of four terms as given in 5.23, matching these solutions give us
lim
η→(Σ)
 3(1 + η0)R (η − η0) + 4
(
η0 − 2η30 − η50
)
R (1 + η2)2
+
2
(
1 + 19η20 + 3η
4
0 + η
6
0
)
(η − η0)
R (1 + η2)3
 = 1
3∑
k=0
λ−k 
k ,
(7.7)
where the transition boundary solution has been written with a simple pole-type
singularity. Taking the limit and Taylor expanding, we obtain the following relations
λ−0 =
3(1 + η0)
R
, λ−1 = λ−2 = λ−3 = 0. (7.8)
Matching the Blasius solution to the outer-transition boundary solution, we list the
non-zero constants post the matching
limη→(Σ)
∑∞
n=0
(
−12
)n Anσn+1
(3n+2)!η
3n+2 = 1
∑∞
k=0λ
+
k 
k ,
λ+3 =
1
2σ, λ
+
9 =
1
4
A2σ
3
8! , λ
+
12 = −18 A3σ
4
11! , . . .
(7.9)
From equations 7.8 and 7.9 we obtain the transition solution valid on Σ such that
[λi] = λ
+
i −λ−i , (7.10)
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and using this, we obtain,
f T B(η)|η= = 1 [λ0] + [λ3]2 + [λ9]8 + [λ12]11 + . . .
= −3(1+η0)R + 12σ2 − 14 A2σ
3
8! 
8 − 18 A3σ
4
11! 
11 + . . .
= −3(1+η0)R +
∑∞
n=0
(
−12
)n Anσn+1
(3n+2)!
3n+2.
(7.11)
It can be observed from this equation that far downstream, for larger Reynolds
number, the first term vanishes and we are left with the power series solution of
the Blasius equation.
7.2. Momentum PDE-Blasius Boundary Matching
The preliminary junction condition will fix the constraints on the coefficients,
αn(R) and βm(η), when they are matched with the leading edge and the trailing
edge solution at Σ. We first consider the matching between the leading edge and
the transition boundary solutions. Since the Painleve´ solution of the momentum
PDE consisted of four terms (since the highest positive Fuch’s index was four as
in 5.22), we perform the summation up to only four indices and this gives
lim
η→(Σ)
(
A0ξ
−1 +A1 +A2ξ +A3ξ2
)
=
1

3∑
m,n,j,k=0
ζn,jR
j λm,kη
k , (7.12)
where A3 = 0 and is the coefficient of the Kovalevskaya exponent ξ2 =
(η − η0(R))2. Performing the calculations, similar to the one done in the previous
section, we obtain the following transition solution
f T B(η,R)|η= =
3
(
1 + η20 − 2Rη0η′0 +R2
(
η′0
)2)2
R
(
1 + η20
)

+
∞∑
n=0
(
−1
2
)n Anσn+1
(3n+ 2)!
3n+2. (7.13)
This transition solution provides us insights into the role played by the
derivative of η0(R). Note that this solution will simplify to the Blasius solution in
the large limit of Reynolds number if and only if the derivative η′0(R) vanishes,
i.e., η′0(R) = 0. Although we do not know the form of η0(R), we now know that
the function is to obey the condition that its first derivative is to vanish. The
implication of this is twofold- one, in order to prevent a blow up and two, in
order for the trailing edge solution to hold. Thus, the transition solution consists
of two parts, one which contains the R-dependence and another independent
of the same which further downstream (when η > (Σ)) in the large Reynolds
number limit (as the former falls off as 1/R) results in the Blasius solution, i.e,
lim
R→∞f
T B(η,R) = f BL(η), if f η′0(R) = 0. (7.14)
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8. The Homotopy Perturbation Method
The Homotopy-perturbation method is a new type of perturbation method
proposed by He He (2003). We also closely follow the methodology given in He
(2006) and He (2000) to construct a solution for the fourth-order non-linear
self-similar momentum equation. This method, in contrast to the other general
perturbation ones, does not call for a dependence of a small parameter in the
equation.
A general non-linear PDE is considered of the following type
D(x)− f (r) = 0, r ∈M, (8.1)
with boundary conditions
B
(
u,
∂u
∂n
)
= 0, r ∈ ∂M, (8.2)
where D is a differential operator, B is a boundary operator and f (r) is an
analytic function that is prescribed, and ∂M is the boundary of the domainM.
We now divide the differential operator D into linear (L) and non-linear (N ) as
follows
L[x]−N [x]− f (r) = 0. (8.3)
Upon embedding an artificial parameter p in the non-linear equation, the
equation reads
L[x]− pN [x]− f (r) = 0, (8.4)
such that the approximate solution to the differential equation can be expressed
as the following power series expansion in terms of p
x = x0 + px1 + p
2x2 + ... =
n∑
i=0
pixi . (8.5)
Now, in the limit of p → 1, the above series becomes the approximate
solution to the original differential equation. Although this method yields good
approximate solutions for certain classes of non-linear differential equations,
the arbitrariness associated with the embedding parameter p leads to non-
uniform approximations.
Homotopy, a key topic in differential topology, was made use by Liao [Liao
(1995),Liao (1997)] to construct this perturbation method. The first step
in this method is to construct a homotopy of the differential equation
y(r,p) :M× [0,1]→R which satisfies
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W (y,p) ≡ (1− p) (L[y]−L[x0]) + p (D[y]− f (r)) = 0, p ∈ [0,1], r ∈M, (8.6)
which when simplified reads
W (y,p) ≡ L[y]−L[x0] + pL[x0] + p (N [y]− f (r)) = 0, (8.7)
where x0 in an initial approximation which satisfies the prescribed boundary
conditions. The solution to the 8.7 can be expressed as follows
y =
n∑
i=0
piyi , (8.8)
and hence, the approximate solution to 8.1 can be obtain by limiting the value
of p to unity in the solution to y, i.e.,
x = lim
p→1y =
n∑
i=0
yi . (8.9)
It is to be noted here that the above series solution does indeed converge as
proven in He (1999).
9. Application to the Blasius Equation
The linear and non-linear parts of the Blasius equation are identified to be
L[·] = d
3
dη3
[·], N [·] = 1
2
[·] d
2
dη2
[·], (9.1)
which when input into 8.6 reads
W (f ,p) = (1− p) (L[f ]−L[g]) + p (N [f ] +L[f ]) = 0. (9.2)
Now, we take initial approximation to be the following
g(η) =
2
pi
tan−1
(pi
2
η
)
, (9.3)
and we also note that the above approximation obeys all the prescribed
boundary conditions of the Blasius equation†. We now express f and its
derivatives as a series of the powers of p as follows
† i.e., g(0) = g ′(0) = 0 and g ′(∞) = 1
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f = f0 + pf1 + ... =
∑n
i=0p
ifi ,
f ′′ =
∑n
i=0p
if ′′i ,
f ′′′ =
∑n
i=0p
if ′′′i ,
(9.4)
which when substituted into 9.2 reads
n∑
i=0
pif ′′′i − (1 + p)
2
pi
tan−1
(pi
2
η
)
− p
n∑
i=0
pif ′′′i + p
n∑
i=0
pifi
n∑
i=0
pif ′′i + p
n∑
i=0
pif ′′′i = 0.
(9.5)
Here, we note that around the value of the self-similar variable when at
boundary layer thickness (δ), η = η(δ) = ∆, we have by definition u/U∞ ≈ 0.99,
where U∞ is the free-stream velocity. Thus, instead of setting η = ∞ at the
far-field, we set η = ∆ which replaces the boundary condition f ′(∞) = 1 with
f ′(∆) = 1. Now, we append the initial approximation as follows to suit the
modified boundary condition and set it equal to the solution of the zeroth-order
equation†, i.e.,
g(η) = f0(η) =
2η2
∆
(
1 + η
2
∆2
) . (9.6)
Limiting to O(p2) for the sake of simplicity and matching powers of p yields
p0 : f ′′′0 − g ′′′ = 0; f0(0) = f ′0 (0) = 0 & f ′0 (∆) = 1
p1 : f ′′′1 + g ′′′ + 12f0f
′′
0 = 0; f1(0) = f
′
1 (0) = 0 & f
′
1 (∆) = 1
p2 : f ′′′2 + 12f0f
′′
1 +
1
2f1f
′′
0 = 0, f2(0) = f
′
2 (0) = 0 & f
′
2 (∆) = 1.
(9.7)
Thus, the solution to the ODE obtain by matching of coefficients of the powers
of p reads
† The value of ∆ is found to be 8.6989 via numerical solving the ODE.
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f0 =
2x2
∆
(
1+ x
2
∆2
) ≈ 0.229914 η2 − 0.00303834 η4 + 0.0000401521 η6
−5.30615× 10−7 η8 + 7.01215× 10−9 η10 +O(η11),
f1 = − 7∆
4η
4(∆2+η2) −
3∆η2
2(∆2+η2) +
5∆3η2
24(∆2+η2) −
pi∆3η2
16(∆2+η2) −
17∆2η3
12(∆2+η2)
+ η
4
2∆(∆2+η2) +
5∆η4
24(∆2+η2) −
pi∆η4
16(∆2+η2) +
7∆5tan−1( η∆ )
4(∆2+η2) +
2∆3η2tan−1( η∆ )
(∆2+ η2) +
∆η4tan−1( η∆ )
4(∆2+η2)
≈ −0.0681898 η2 + 0.00303834 η4 − 0.000881008 η5 − 0.0000401521 η6
+0.0000232853 η7 + 5.30615× 10−7 η8 − 4.02964× 10−7 η9−
−7.01215× 10−9 η10 +O(η11).
(9.8)
The solution to the second-order equation is highly complicated and this arises
from our choice of the test function. The advantage of the modified boundary
condition is that it allows for a wider class of test functions. The final solution
can be constructed to be
f (η) ≈ 0.161724 η2 − 0.000881008 η5 + 0.0000232853 η7 − 4.02964× 10−7 η9.
(9.9)
There is another way to work around this- by taking the initial approximation
to be equal to the function itself. By doing this there is no need to compromise
the last boundary condition we have modified above. Setting the initial
approximation to be equal to f0(η) and expanding the later in a Taylor series
centered around η = 0, we have
g(η) = f0(η) = f (0) + f ′(0)η + 12f ′′(0)η2 + ...
= 0.1660285 η2.
(9.10)
It is to be noted here that since we are expanding the function f0(η) in a
Taylor series, the initial approximation gets Taylor expanded. The last line was
obtained from the fact that for the Blasius equation we have f ′′(0) = 0.332057
Blasius (1908). Limiting to O(p2) and matching powers of p, we have the
following set of equations
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Sl. η HPM Numerical Error (%)
1. 0.4 0.026559 0.02656 0.00054
2. 0.8 0.106108 0.10611 0.00179
3. 1.2 0.237948 0.23795 0.00060
4. 2.4 0.92249 0.92230 −0.02068
5. 3.6 1.94438 1.92954 −0.76917
Table 2. Comparison of the data obtained from the HPM solution to the numerical data from
literature.
f ′′′0 − g ′′′ = 0; f0(0) = f ′0 (0) = 0, & f ′0 (∞) = 1
f ′′′1 + g ′′′ + 12f0f
′′
0 = 0; f1(0) = f
′
1 (0) = 0, & f
′
1 (∞) = 0
f ′′′2 + 12f1f
′′
0 +
1
2f0f
′′
1 = 0; f2(0) = f
′
2 (0) = 0, & f
′
2 (∞) = 0.
(9.11)
Now, the solutions to the zeroth-order, first-order and second-order equations
are
f0 = 0.1660285 η2,
f1 = −0.000459424η5,
f2 = 2.49718× 10−6 η8.
(9.12)
These yield the following solution to the order O(p2)
f (η) = 0.1660285 η2 − 0.000459424 η5 + 2.49718× 10−6 η8. (9.13)
We can compare the solutions 9.9 and 9.13 to observe the difference in the
two approaches- the former with a constructed initial approximation that obeys
the boundary conditions and the latter with a Taylor expanded initial approx-
imation whose coefficients are automatically fixed by the available boundary
condition data. Table 2 compares the data obtained via HPM (solution 9.13) to
numerical data.
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10. Application to the Falkner-Skan Equation
The linear and non-linear parts of the Falkner-Sknan equation are identified to
be
L[·] = d
3
dη3
[·], N [·] = [·] d
2
dη2
[·]− β
(
d
dη
[·]
)2
, (10.1)
and we consider the same initial approximation that was consider for the
Blasius case (9.10). Limiting to O(p2) and matching powers of p, we have the
following set of equations
p0 : f ′′′0 − g ′′′ = 0; f0(0) = f ′0 (0) = 0, & f ′0 (∆) = 1
p1 : f ′′′1 + f0f ′′0 + β
(
1−
(
f ′0
)2)
= 0; f1(0) = f ′1 (0) = 0, & f ′1 (∆) = 0
p2 : f ′′′2 − f ′′′1 + f0f ′′1 + f1f ′′0 − β
(
f ′1
)2
= 0; f2(0) = f ′2 (0) = 0, & f ′2 (∆) = 0.
(10.2)
Now, calculations of fi(η) will depend upon the value of β and for each value of
the same there would be a different lower limit for ∆ above which the value of
f ′′(0) remains unchanged.
a. Case I: β = 0
We have here f ′′(0) = 0.4696, which was unchanged for values of ∆ > 8.6989.
Thus, the solutions read
f0 = 0.2348η2,
f1 = −0.0018377η5,
f2 = 0.0000282525η8.
(10.3)
Thus, the solution in this case is
f (η) = 0.2348η2 − 0.0018377η5 + 0.0000282525η8. (10.4)
b. Case II: β = −0.1988
We have here f ′′(0) = 0.00521828, which was unchanged for values of
∆ > 8.6989. Thus, the solutions read
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f0 = 0.00260914 η2,
f1 = −2.2692× 10−7 η5,
f2 = 3.87663× 10−11 η8.
(10.5)
Thus, the solution in this case is
f (η) = 0.00260914 η2 − 2.2692× 10−7 η5 + 3.87663× 10−11 η8. (10.6)
c. Case III: β = −0.1
We have here f ′′(0) = 0.31927, which was unchanged for values of ∆ > 6.4.
Thus, the solutions read
f0 = 0.159635 η2,
f1 = −0.000849446 η5,
f2 = 8.87866× 10−6 η8.
(10.7)
Thus, the solution in this case is
f (η) = 0.159635 η2 − 0.000849446 η5 + 8.87866 ∗ 10−6× 10−6 η8. (10.8)
11. Application to the Self-Similar Momentum ODE
The self-similar momentum ODE (f → f (η)) defined at the leading edge reads
(1 + η2)2f ′′′′ + 8η(1 + η2)f ′′′ + 4(1 + 3η2)f ′′ +R
(
2ηf f ′′ + (1 + η2) (f f ′′)
′)
= 0,
(11.1)
with boundary conditions f (0) = f ′(0) = 0 at the plate (i.e., at η = 0) and
f ′(∞) → 1, f (∞) − ηf ′(∞) → 0 at far-field (i.e., at η → ∞). The linear and
non-linear parts of the ODE are identified to be
L[f ] = f ′′′′ + 4f ′′′ ,
N [f ] = η (8f ′′′ + 2Rf f ′′) + η2
(
2f ′′′′ + 12f ′′ +R(f f ′′)′
)
+ 8η3f ′′′ + η4f ′′′′ .
(11.2)
We take the initial approximation to be
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g(η) = f0(η) = f (0) + f ′(0)η + 12f ′′(0)η2
= 12f
′′(0)η2,
(11.3)
Now, to fix the value of f ′′(0), we are to solve the ODE numerically for specific
values of Reynolds number. Matching powers of p yields
p0 : f ′′′′0 − g ′′′′ + 4
(
f ′′0 − g ′′
)
= 0; f0(0) = f ′0 (0) = 0, f0(∆) = f0(∆)−∆f ′0 (∆) = 1
p1 : f ′′′′1 + 4f ′′1 − f ′′′′0 − 4f ′′0 + g ′′′′ + 4g ′′ + η
(
8f ′′′0 + 2Rf0f ′′0
)
+η2
(
2f ′′′′0 + 12f ′′0 +Rf ′0f ′′0 +Rf0f ′′′′0
)
+ 8η3f ′′′0 + η4f ′′′′0 = 0; f1(0) = f ′1 (0) = 0,
f1(∆) = f1(∆)−∆f ′1 (∆) = 1
p2 : f ′′′′2 + 4f ′′2 − f ′′′′1 − 4f ′′1 + η
(
8f ′′′1 + 2Rf0f ′′1 + 2Rf1f ′′0
)
+η2
(
2f ′′′′1 + 12f ′′1 +R
(
f ′0f ′′1 + f ′1f ′′0 + f0f ′′′1 + f1f ′′′0
))
+ 8η3f ′′′1 + η4f ′′′′1 = 0;
f2(0) = f ′2 (0) = 0, f2(∆) = f2(∆)−∆f ′2 (∆) = 1
(11.4)
When the Reynolds number is set to unity, we have f ′′(0) ≈ 1.44657. But since
the values of R are very small near the leading edge, we consider cases when
R = 10−2, and R = 10−3 separately. We propose an algorithm in which we first
need to fix the value of ∆ by numerically solving the ODE such that the value
of f ′′(0) shows very small fluctuations for a value ∆ > κ. At the leading edge, to
fix a domain, we set an upper limit on the value of y and proceed to numerical
trials for smaller and smaller values of x. Table 3 shows the values of ∆ at which
the corresponding f ′′(0) shows least fluctuations for different cases of R. The
numerical runs have been tabulated in appendix 13.
12. Application to the Self-Similar Momentum PDE
Here we provide an overview of the steps to be followed to obtain the solution
to the fourth-order non-linear self-similar momentum PDE up to terms of O(R)
(as was shown in 3.12) via HPM. Firstly, we identify the linear and non-linear
operators,
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Sl. ∆ f ′′(0) R
1. 999 1.44657 1
2. 886 1.37435 0.1
3. ≈ 105 1.36378 0.01
4. ≈ 105 1.36306 0.001
Table 3. Value of ∆ for which the corresponding f ′′(0) shows minimal fluctuations for different
cases of Reynolds number.
L[·] = d4
dη4
[·] + 4
(
d2
dη2 [·]−R d
3
dη3 [·]
)
,
N [·] = η4 d4
dη4
[·] + 8η(1 + η2) d3dη3 [·] + η2
(
12 d
2
dη2 [·] + 2 d
4
dη4
[·]
)
+R
(
2η[·] d2dη2 [·] + (1 + η2)
(
[·] d3dη3 [·] + ddη [·] d
2
dη2 [·]
)
− 12η2 d3dRdη2 [·]− 4η(1 + η2) d
4
dRdη3 [·]
)
.
(12.1)
Similar, to what was done in the previous section, we consider the initial
approximation h(η,R) to be equal to f0(η,R) with the latter expressed as a two-
dimensional Taylor expansion (to second-order) of f (η,R) around the leading
edge with η = 0 and R = α (where α is a small value since Reynolds numbers at
the leading edge are usually of the order of 10−3), i.e.,
h(η,R) = f0(η,R) = f (0,α) + fη(0,α)η + fR(0,α)(R−α)
+12
(
fηη(0,α)η2 + 2fηR(0,α)η(R−α) + fRR(0,α)(R−α)2
)
= 12
(
fηη(0,α)η2 + 2fηR(0,α)η(R−α) + fRR(0,α)(R−α)2
)
−αfR(0,α).
(12.2)
The values of fηη(0,α), fηR(0,α), and fRR(0,α) for a fixed value of α (> R) can be
found via numerically solving the momentum PDE to O(R).
13. Conclusion
In this paper, we have explored various topics in the leading edge problem
with an emphasis on the self-similar solutions to the momentum and energy
equations. The common theme that connects most of our work is the analysis
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of partial differential equations. We have used a self-similar function, which
has dependence on both the self-similar variable and the Reynolds number,
to transform the energy and the momentum equations showing them to be
second-order non-linear and fourth-order non-linear PDE respectively. Post the
derivation of the energy PDE, the difficulty associated with solving the same
has been discussed. We have proposed a boundary-matching technique and
these solutions show how the dependence on Reynolds number falls off far
downstream and yields the Blasius solution. We have also included a detailed
discussion of semi-analytical solutions via the homotopy perturbation method.
An algorithmic scheme which involves consideration of a multi-dimensional
Taylor expansion as the initial approximation to the MPDE has been presented
and the far-field value ∆ has been found numerically for different cases of
Reynolds number.
There is a considerable amount of scope for future work to be done in the
leading edge problem. A furthermore detailed investigation of the integrability
of the MODE, MPDE, and the EPDE is required. Possible approaches and (quasi)
algorithmic methods, apart from the Painleve´ test, that can reveal interesting
prospects could be to probe for the existence of Lax pairs, the inverse scattering
transform, and the Hirota bilinear method. It is to be noted that although the
MPDE passed the Painleve´ test, we were unable to find a Lax pair. The implica-
tion of this could be that either the results are a bit deceiving since not all the
equations that pass the Painleve´ test are necessarily integrable-there is a very
small subclass of counter examples-or that presently, we lack the mathematical
competence a task such as this demands. To elaborate more on the former point,
does the MPDE fall into that subclass? If so, how could we check for it? The
prime question here would then be: What are some of the common features
of the counterexamples and how do their solutions look like? Another key point
where further thinking is required is the reason for the EPDE’s non-integrability.
Why is the MPDE integrable while the EPDE, whose solution depends upon the
MPDE, fails the Painleve´ test? These are some questions to ponder over and
(hopefully) be resolved in future work(s).
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Sl. x y η = ∆ f ′′(0)
1. 10−1 1 10 1.81176
2. 10−2 1 100 1.47821
3. 0.5× 10−2 1 200 1.46063
4. 0.25× 10−2 1 400 1.45185
5. 0.125× 10−2 1 800 1.44745
6. 19 × 10−2 1 900 1.44696
7. 1099 × 10−2 1 990 1.4466
8. 100999 × 10−2 1 999 1.44657
Table 4. Value of f ′′(0) for R = 1 and varying ∆.
Sl. x y η = ∆ f ′′(0)
1. 10−1 1 10 1.69891
2. 10−2 1 100 1.40102
3. 0.5× 10−2 1 200 1.38594
4. 0.25× 10−2 1 400 1.37845
5. 0.125× 10−2 1 800 1.37471
6. 544 × 10−2 1 880 1.37437
7. 50443 × 10−2 1 886 1.37435
Table 5. Value of f ′′(0) for R = 0.1 and varying ∆.
Appendix A
Table 4 shows the results of the numerical runs for the case of R = 1, table 5
shows the results of the numerical runs for the case of R = 0.1, table 6 shows the
results of the numerical runs for the case of R = 0.01, table 7 shows the results
of the numerical runs for the case of R = 0.001.
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Sl. x y η = ∆ f ′′(0)
1. 10−1 1 10 1.68778
2. 10−2 1 100 1.3933
3. 0.5× 10−2 1 200 1.37846
4. 0.25× 10−2 1 400 1.37109
5. 0.125× 10−2 1 800 1.36742
6. 19 × 10−2 1 900 1.36701
7. 1099 × 10−2 1 990 1.36672
8. 10−3 1 103 1.36669
9. 10−4 1 104 1.36405
10. 10−5 1 105 1.36378
Table 6. Value of f ′′(0) for R = 0.01 and varying ∆.
Sl. x y η = ∆ f ′′(0)
1. 10−1 1 10 1.68666
2. 10−2 1 100 1.39253
3. 0.5× 10−2 1 200 1.37771
4. 0.25× 10−2 1 400 1.37035
5. 0.125× 10−2 1 800 1.36669
6. 19 × 10−2 1 900 1.36628
7. 1099 × 10−2 1 990 1.36599
8. 10−3 1 103 1.36596
9. 10−4 1 104 1.36332
10. 10−5 1 105 1.36306
Table 7. Value of f ′′(0) for R = 0.001 and varying ∆.
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Appendix B
Below are the Lie prolongation terms.
κηηRR = ζfηηRR − ζfηηRRR + ξfηηηR − ξfηηηRR − 6fηRfηRRζf − 2fηfηRRRζf − fRRRfηηζf
−3fRRfηηRζf − 3fRfηηRRζf − fRRRf 2η ζff − 6fRRfηfηRζff − 6fRf 2ηRζff − 6fRfηfηRRζff
−3fRfRRfηηζff − 3f 2R fηηRζff − 3fRfRRf 2η ζfff − 6f 2R fηfηRζfff − f 3R fηηζfff − f 3R f 2η ζffff
−2fηηRRζR − 4f 2ηRζRf − 4fηfηRRζRf − 2fRRfηηζRf − 4fRfηηRζRf − 2fRRf 2η ζRff
−8fRfηfηRζRff − 2f 2R fηηζRff − 2f 2R f 2η ζRfff − fηηRζRR − 2fηfηRζRRf − fRfηηζRRf
−fRf 2η ζRRff − 2fηRRRζη − 2fRRRfηζηf − 6fRRfηRζηf − 6fRfηRRζηf − 6fRfRRfηζηff
−6f 2R fηRζηff − 2f 3R fηζηfff − 4fηRRζηR − 4fRRfηζηRf − 8fRfηRζηRf − 4f 2R fηζηRff
−2fηRζηRR − 2fRfηζηRRf − fRRRζηη − 3fRfRRζηηf − f 3R ζηηff − 2fRRζηηR − 2f 2R ζηηRf
−fRζηηRR + fηηRRκf + 2f 2ηRκff + 2fηfηRRκff + fRRfηηκff + 2fRfηηRκff + fRRf 2η κfff
+4fRfηfηRκfff + f
2
R fηηκfff + f
2
R f
2
η κffff + 2fηηRκRf + 4fηfηRκRff + 2fRfηηκRff
+2fRf 2η κRfff + fηηκRRf + f
2
η κRRff + 2fηRRκηf + 2fRRfηκηff + 4fRfηRκηff + 2f
2
R fηκηfff
+4fηRκηRf + 4fRfηκηRff + 2fηκηRRf + fRRκηηf + f
2
R κηηff + 2fRκηηRf +κηηRR
−3fηRRfηηξf − 6fηRfηηRξf − 3fηfηηRRξf − fRRfηηηξf − 2fRfηηηRξf − 6fηf 2ηRξff
−3f 2η fηRRξff − 3fRRfηfηηξff − 6fRfηRfηηξff − 6fRfηfηηRξff − f 2R fηηηξff − fRRf 3η ξfff
−6fRf 2η fηRξfff − 3f 2R fηfηηξfff − f 2R f 3η ξffff − 2fηηηRξR − 6fηRfηηξRf − 6fηfηηRξRf
−2fRfηηηξRf − 6f 2η fηRξRff − 6fRfηfηηξRff − 2fRf 3η ξRfff − fηηηξRR − 3fηfηηξRRf
−f 3η ξRRff − 2fηηRRξη − 4f 2ηRξηf − 4fηfηRRξηf − 2fRRfηηξηf − 4fRfηηRξηf − 2fRRf 2η ξηff
−8fRfηfηRξηff − 2f 2R fηηξηff − 2f 2R f 2η ξηfff − 4fηηRξηR − 8fηfηRξηRf − 4fRfηηξηRf
−4fRf 2η ξηRff − 2fηηξηRR − 2f 2η ξηRRf − fηRRξηη − fRRfηξηηf − 2fRfηRξηηf − f 2R fηξηηff
−2fηRξηηR − 2fRfηξηηRf − fηξηηRR,
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κηRR = −3fRfηRRζf − 3f 2R fηRζff − f 3R fηζfff − 2fηRRζR − 4fRfηRζRf − 2f 2R fηζRff
−fRRR(fηζf + ζη)− f 3R ζηff − fRζηfff − 2f 2R ζηRf − fηRζηηff − fRfηζηηηf + fηRRκf
+2fRfηRκff + f
2
R fηκfff + 2fηRκRf + 2fRfηκRff + f
2
R κηff +κηfff + 2fRκηRf + fηκηηηf
−2f 2ηRξf − 2fηfηRRξf − 2fRfηηRξf − 4fRfηfηRξff − f 2R fηηξff − f 2R f 2η ξfff − 2fηηRξR
−4fηfηRξRf − 2fRfηηξRf − 2fRf 2η ξRff − fηRRξη − 2fRfηRξηf − fRR(3fηRζf + 2fηζRf
+3fR(fηζff + ζηf) + 2ζηR − fηκff −κηf + fηηξf + f 2η ξff + fηξηf)− f 2R fηξηff − fηξηfff
−2fηRξηR − 2fRfηξηRf − fηηξηηff − f 2η ξηηηf,
κRR = −f 3R ζff +κRR + fRR
(
−2ζR +κf − fηξf
)
+ f 2R
(
−2ζRf +κff − fηξff
)
− 2fηRξR
−fR
(
3fRRζf + ζRR − 2κRf + 2fηRξf + 2fηξRf
)
− fηξRR
κRRR = −3f 2RRζf − f 4R ζfff − 3fRRRζR + fRRRκf +κRRR − fRRRfηξf + f 3R (−3ζRff +κfff − fηξfff)
−3fηRRξR − 3fRR(2f 2R ζff + ζRR −κRf + fηRξf + fR(3ζRf −κff + fηξff) + fηξRf)
−3f 2R (ζRRf −κRff + fηRξff + fηξRff)− 3fηRξRR − fR(4fRRRζf + ζRRR − 3κRRf
+3fηRRξf + 6fηRξRf + 3fηξRRf)− fηξRRR,
κRRRR = −f 5R ζffff − 4fRRRRζR − 6fRRRζRR + fRRRRκf + 4fRRRκRf +κRRRR − fRRRRfηξf
−4fRRRfηRξf − 3f 2RR(5fRζff + 4ζRf −κff + fηξff) + f 4R (−4ζRfff +κffff − fηξffff)
−4fηRRRξR − 4fRRRfηξRf − 2f 3R (3ζRRff − 2κRfff + 2fηRξfff + 2fηξRfff)− 6fηRRξRR
−2fRR(5fRRRζf + 5f 3R ζfff + 2ζRRR − 3κRRf + 3fηRRξf + 3f 2R (4ζRff −κfff + fηξfff)
+6fηRξRf + fR(9ζRRf − 6κRff + 6fηRξff + 6fηξRff) + 3fηξRRf)− 2f 2R (5fRRRζff + 2ζRRRf
−3κRRff + 3fηRRξff + 6fηRξRff + 3fηξRRff)− 4fηRξRRR
−fR(5fRRRRζf + ζRRRR − 4κRRRf + 4fηRRRξf + 4fRRR(4ζRf −κff + fηξff) + 12fηRRξRf
+12fηRξRRf + 4fηξRRRf)− fηξRRRR,
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κηRRR = −fRRRRfηζf − 4fRRRfηRζf − 6fRRfηRRζf − 4fRfηRRRζf − 3f 2RRfηζf f
−4fRfRRRfηζf f − 12fRfRRfηRζf f − 6f 2R fηRRζf f − 6f 2R fRRfηζf f f − 4f 3R fηRζf f f
−f 4R fηζf f f f − 3fηRRRζR − 3fRRRfηζRf − 9fRRfηRζRf − 9fRfηRRζRf − 9fRfRRfηζRf f
−9f 2R fηRζRf f − 3f 3R fηζRf f f − 3fηRRζRR − 3fRRfηζRRf − 6fRfηRζRRf − 3f 2R fηζRRf f
−fηRζRRR − fRfηζRRRf − fRRRRζη − 3f 2RRζηf − 4fRfRRRζηf − 6f 2R fRRζηf f − f 4R ζηf f f
−3fRRRζηR − 9fRfRRζηRf − 3f 3R ζηRf f − 3fRRζηRR − 3f 2R ζηRRf − fRζηRRR + fηRRRκf
+fRRRfηκf f + 3fRRfηRκf f + 3fRfηRRκf f + 3fRfRRfηκf f f + 3f
2
R fηRκf f f + f
3
R fηκf f f f
+3fηRRκRf + 3fRRfηκRf f + 6fRfηRκRf f + 3f
2
R fηκRf f f + 3fηRκRRf + 3fRfηκRRf f
+fηκRRRf + fRRRκηf + 3fRfRRκηf f + f
3
R κηf f f + 3fRRκηRf + 3f
2
R κηRf f + 3fRκηRRf
+κηRRR − 6fηRfηRRξf − 2fηfηRRRξf − fRRRfηηξf − 3fRRfηηRξf − 3fRfηηRRξf
−fRRRf 2η ξf f − 6fRRfηfηRξf f − 6fRf 2ηRξf f − 6fRfηfηRRξf f − 3fRfRRfηηξf f
−3f 2R fηηRξf f − 3fRfRRf 2η ξf f f − 6f 2R fηfηRξf f f − f 3R fηηξf f f − f 3R f 2η ξf f f f − 3fηηRRξR
−6f 2ηRξRf − 6fηfηRRξRf − 3fRRfηηξRf − 6fRfηηRξRf − 3fRRf 2η ξRf f − 12fRfηfηRξRf f
−3f 2R fηηξRf f − 3f 2R f 2η ξRf f f − 3fηηRξRR − 6fηfηRξRRf − 3fRfηηξRRf − 3fRf 2η ξRRf f
−fηηξRRR − f 2η ξRRRf − fηRRRξη − fRRRfηξηf − 3fRRfηRξηf − 3fRfηRRξηf
−3fRfRRfηξηf f − 3f 2R fηRξηf f − f 3R fηξηf f f − 3fηRRξηR − 3fRRfηξηRf − 6fRfηRξηRf
−3f 2R fηξηRf f − 3fηRξηRR − 3fRfηξηRRf − fηξηRRR
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