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V. CONCLUSIONS
The comparisons between the conventional backpropagating and proposed RLLS approaches to linearizing a nonlinear system have been presented. When the state variables of the plant are measured, the proposed controller can compute the linearizing control signal to efficiently linearize a nonlinear system. By a proper training process, the linearized controller can cancel the nonlinear terms of nonlinear system and yields any desired dynamics. The proposed training algorithm does not depend on plant modeling or its derivatives and is easy to implement. In other words, the proposed approach is a model-free method where there is no need to identify the dynamics of the plant in advance. Furthermore, it can solve one of the typical problems of linearization where the errors between the desired and regulated outcomes can hardly provide analytically instructive information, such as the gradients, for an adaptive system to change its behavior to improve performance accordingly, In the RLLS, the system learns the evaluative information, which is contained in reinforcement signals, to generate the predictive evaluation to direct whether improvement is possible or how the system should change. Since it has been utilizing the prediction-action control mechanism, the RLLS does not have to wait until the actual outcome is known and updates their parameters within the period without any evaluative feedback from the environments. After linearizing a nonlinear plant, the affine network-plant system can be controlled either by means of a PID controller, fuzzy controller, or by other modern control approaches. In other words, the linearized network-plant system can be easily controlled by means of rich control theories of linear systems. 
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I. INTRODUCTION
The output stabilization of the Takagi-Sugeno (T-S) fuzzy model with disturbance is one of the most challenging, yet difficult problems in fuzzy control field. Recently, in [1] Ma et al. presented the output regulator design technique based on T-S fuzzy model via state feedback and error feedback in the presence of the known disturbance. In [1] , the output regulation problems with the known disturbance were transformed into the regulation problem without disturbance using the simple coordinate transformation, which is widely used in tracking controller design for linear systems [2] - [4] . However, these reformulation is not correct, because the authors did not concerned the important fact that the T-S fuzzy model normally has highly nonlinear interaction among the plant rules and controller rules. Consequently, even if all conditions in [1, Th. 3.1 and 4.1] are satisfied, the control objectives, i.e., output regulation of the T-S fuzzy model, may not be achieved. In the next section, we describe the details.
II. PROBLEMS OF THE PROPOSED CONTROL ALGORITHMS
In this section, two cases are investigated: 1) output regulation via state feedback case and 2) output regulation via error feedback case. We now begin with the state feedback case.
Problem 1: In [1, Th. 3.1], the authors proposed a T-S fuzzy-modelbased state feedback controller of the form
The gain matrices L L L i and the coordinate transformation matrices 5 i were obtained from linear matrix equations (9) and (10) of [1] . With more precise observation of these equations, they represent the case that the ith local plant model is exclusively coupled with the ith local control law and ith disturbance model, not with the globally deffuzified ones. Here, it should be pointed out that they must not be the local but global ones which are inferred by the relevant fuzzy rules. 
Since the integration of (2) cannot yield
it is not clear thatx i (t) converges to zero. Moreover, 
In the last equality of (4), the zero convergence of the second term is guaranteed from [1, Eq. (10)]. However, although K K K i are adequately designed by [1, Th. 1], the zero convergence of C C Cixi(t) is not assured, neither is the global error e(t). Therefore, the proposed control algorithm may not guarantee the output regulation of the T-S fuzzy model with the known disturbance. 
It also should be pointed out that the global control input u(t) and the global error e(t) should be plugged into (6) and (7), respectively, and 
Therefore, the convergence to zero of the solution to (8) However, as shown in Fig. 1 , the global error e(t) does not converge to zero, which is expected from Problem 1. It is very difficult, if not impossible, to find 5i and L L Li such that (2) is asymptotically stable for all i except the special case. Consequently, the asymptotic stability of the output of the T-S fuzzy model is not guaranteed. Fig. 2 shows that the global error does not converge to zero as time goes, which implies the asymptotic stability of the output of the T-S fuzzy model is not guaranteed, as is discussed in Problem 2.
IV. CONCLUSION
It is difficult to design an output regulation controller for the T-S fuzzy model with the known disturbance because plant rules and controller rules of the T-S fuzzy model are highly interacted. Reference [1] neglected this basic and essential fact in fuzzy-model-based control. It must be noted that the appropriate coordinate transformation matrices may not be obtained in the general T-S fuzzy model, accordingly the output stabilization conditions based on the coordinate transformation technique proposed in [1] do not hold.
