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PROJECTIONS IN VECTOR SPACES OVER FINITE FIELDS
CHANGHAO CHEN
Abstract. We study the projections in vector spaces over finite fields. We
prove finite fields analogues of the bounds on the dimensions of the exceptional
sets for Euclidean projection mapping. We provide examples which do not have
exceptional projections via projections of random sets. In the end, we study
the projections of sets which have the (discrete) Fourier decay.
1. Introduction
A fundamental problem in fractal geometry is that how the projections affect
dimension. Recall the classical Marstand-Mattila projection theorem: Let E ⊂
Rn, n ≥ 2, be a Borel set with Hausdorff dimension s.
• If s ≤ m, then the orthogonal projection of E onto almost allm-dimensional
subspaces has Hausdorff dimension s.
• If s > m, then the orthogonal of E onto almost allm-dimensional subspaces
has positive m-dimensional Lebesgue measure.
In 1954 Marstand [14] proved this projection theorem in the plane. In 1975 Mattila
[15] proved this for general dimension via 1968 Kaufman’s [12] potential theoretic
methods. Furthermore the bounds on the dimensions of the exceptional sets of
projections was well studied. We put these results in the following form Theorem
1.1 which come from a recent survey paper of Falconer, Fraser, and Jin [8], and
Mattila [17, Corollary 5.12]. Theorem 1.1 (a) was proved by Kaufman [12] for
m = 1, n = 2, and by Mattila [15] for general 1 ≤ m < n. The estimate (b)
was proved by Falconer [7] and all known proofs depend on Fourier transform. The
estimate (c) was proved by Peres and Schlag [24] under their generalized projections.
Theorem 1.1 (Bounds on the dimensions of the exceptional sets). Let E ⊂ Rn be
a Borel set and s = dimE.
(a) If s ≤ m and t ∈ (0, s], then
dim{V ∈ G(n,m) : dimπV (E) < t} ≤ m(n−m)− (m− t).
(b) If s > m, then
dim{V ∈ G(n,m) : Hm(πV (E)) = 0} ≤ m(n−m)− (s−m).
(c) If s > 2m, then
dim{V ∈ G(n,m) : πV (E) has empty interior } ≤ m(n−m)− (s− 2m).
Here G(n,m), called Grassmanian manifold, denotes the collection of all the
m-dimensional linear subspaces of Rn. The notation dimE denotes the Hausdorff
dimension of the set E, and πV : R
n → V stands for the orthogonal projections
onto V . Recalling that the Grassmanian manifold G(n,m) has dimensionm(n−m),
this is why we compare with it in the above estimates. Note that the upper bound
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in (b) is sharp, while the knowledge for the upper bounds in (a) and (c) are not
complete, see Mattila [17, Chapter 5] for more details.
Recently there has been a growing interest in studying finite field version of some
classical problems arising from Euclidean spaces. For instance, there are finite field
Kakeya sets (also called Besicovitch sets) [6], [9], [29], [30], there are finite field
Erdo˝s/ Falconer distance problem [11], [27], etc.
Motivated by the above works, we study the projections in vector spaces over
finite fields. We show some notations first. Let Fp denote the finite field with
p elements where p is prime, and Fnp be the n-dimensional vector space over this
field. The number of the m-dimensional linear subspaces of Fnp is
(
n
m
)
p
which is
called Gaussian coefficient, see [3], [13] for more details. Note that to obtain a m-
dimensional subspace, it is sufficient to choose m linear independent vectors. For
the first vector we have pn − 1 choices from Fnp (except the zero vector); for the
second vector we have pn−p choices to make that the second vector is independent
to the first one; and so on. In the end we have (pn − 1)(pn − p) · · · (pn − pm−1)
amount of choices. Note that for each m-dimensional subspace, there are amount of
(pm−1)(pn−p) · · · (pm−pm−1) choices which generate (or span) the same subspace.
It follows that (see [3, Theorem 6.3], [13] for more details)(
n
m
)
p
=
(pn − 1)(pn − p) · · · (pn − pm−1)
(pm − 1)(pm − p) · · · (pm − pm−1)
. (1)
One interesting fact of Gaussian binomial coefficient is that(
n
m
)
p
= (1 + o(p))pm(n−m).
The notation o(p) means that o(p) goes to zero as p goes to infinity. However, the
following estimate is enough for our purpose. Throughout the paper, we assume
that the prime number p is large enough such that
pm(n−m) ≤
(
n
m
)
p
≤ 2pm(n−m). (2)
Note that the exponentm(n−m) is the dimension of the real Grassmanian manifold.
For convenience, we use the same notation G(n,m) to denote all the m-dimensional
linear subspaces of Fnp .
Before we show the definition of projections in vector spaces over finite fields,
let’s recall the orthogonal projections in Euclidean spaces. Let E ⊂ Rn and V be
a subspace of Rn. Then the orthogonal projection of E onto V is defined as
πV (E) = {x ∈ V : (x + V
⊥) ∩ E 6= ∅}
where V ⊥ is the orthogonal complement of V . Note that the vector space Fnp is
not an inner product space (in general). For instance the Lagrange’s (four square)
theorem, every nature number is the sum of four squares, implies that Fnp is never
an inner product space for n ≥ 4. Therefore, the word orthogonal make no sense in
these spaces. Thus we need a new way to define ‘projection’ in Fnp . The following
is one of these choices. Let E be a subset of Fnp and W be a non-trivial subspace
of Fnp . Let π
W (E) denote the collection of cosets of W which intersect E, i.e.,
πW (E) = {x+W : E ∩ (x+W ) 6= ∅, x ∈ Fnp}.
In this paper we are interested in the cardinality of πW (E). Let |J | denote the
cardinality of a set J . Observe that if E ⊂ Rn is a finite set (i.e., |E| <∞) then
|πW⊥(E)| = |π
W (E)|.
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Observe that for any set E ⊂ Fnp andW ∈ G(n, n−m) (Lagrange’s group theorem),
|πW (E)| ≤ min{|E|, pm}.
In analogy of Theorem 1.1, we have the following finite fields version.
Theorem 1.2. Let E ⊂ Fnp . Then
(a) for any N < 12 |E|,
|{W ∈ G(n, n−m) : |πW (E)| ≤ N}| ≤ 4p(n−m)m−mN ;
(b) for any δ ∈ (0, 1),
|{W ∈ G(n, n−m) : |πW (E)| ≤ δpm}| ≤ 2
(
δ
1− δ
)
pm(n−m)+m|E|−1.
We note that Theorem 1.2 (a) for m = n − 1 follows from Orponen’s pair ar-
gument [20, Estimate (2.1)]), and Theorem 1.2 (b) for m = 1, n = 2 follows from
Murphy and Petridis [18, Corollary 1]. We immediately have the following corollary
via the special choices of N and δ in Theorem 1.2.
Corollary 1.3. Let E ⊂ Fnp with |E| = p
s.
(a) If s ≤ m and t ∈ (0, s], then
|{W ∈ G(n, n−m) : |πW (E)| ≤ pt/10} ≤
1
2
pm(n−m)−(m−t).
(b) If s > m, then
|{W ∈ G(n, n−m) : |πW (E)| ≤ pm/10}| ≤
1
2
pm(n−m)−(s−m).
(c) If s > 2m, then
|{W ∈ G(n, n−m) : |πW (E)| 6= pm}| ≤ 4pm(n−m)−(s−2m).
The Corollary 1.3 (c) follows by the choice of δ = p
m−1
pm , and an easy fact that if
|πW (E)| > pm−1 then |πW (E)| = pm (i.e. E intersects each coset ofW ). Note that
the exponents in Corollary 1.3 are the same as in Theorem 1.1, and |πW (E)| = pm
correspondence to the existence of interior in Theorem 1.1 (c).
I do not know whether these bounds are sharp. We formulate the following finite
field version of one conjecture for the dimension bound of the exceptional set in the
Euclidean plane. For more backgrounds, and partial improvements on the size of
the exceptional set in Euclidean plane, see [17, Chapter 5], [19, Theorem 1.2], [20]
[21, Proposition 1.11], [22], [23].
Conjecture 1.4. For any s/2 ≤ t ≤ s ≤ 1 and E ⊂ F2p with p
s/C ≤ |E| ≤ Cps.
Then
|{W ∈ G(2, 1) : |πW (E)| ≤ pt}| ≤ C(s, t, C)p2t−s.
In Euclidean space, there are various random fractal sets which do not have
exceptional set in the projection theorem, see [25] for more details and reference
therein. For the finite field case, we study the projections of random sets in Fnp
(percolation on Fnp ). We have the following results.
Theorem 1.5. For any 0 < s ≤ m, there is a positive number p0 = p0(n,m, s)
such that for any prime number p ≥ p0, there exists a subset E ⊂ Fnp with p
s/2 ≤
|E| ≤ 2ps such that,
|πW (E)| ≥ |E|/24 for all W ∈ G(n, n−m) .
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Theorem 1.6. For any m < s ≤ n, there is a positive number p0 = p0(n,m, s)
such that for any prime number p ≥ p0, there exists a subset E ⊂ Fnp with p
s/2 ≤
|E| ≤ 2ps such that,
|πW (E)| = pm for all W ∈ G(n, n−m) .
Fourier analysis plays an important role in many topics in fractal geometry. Fur-
thermore there are some results which all known proofs depend on Fourier trans-
forms, for example the statement (c) of Theorem 1.1. Note that the proof for
Theorem 1.2 (b) also depends on the (discrete) Fourier transformation.
Proposition 1.7. Let E ⊂ Fnp with |Ê(ξ)| ≤ C|E|
α for all ξ 6= 0 where α ∈ [1/2, 1)
and C is a positive constant.
(a) If |E| ≤ C1p
m
2−2α , then
|πW (E)| ≥ C2|E|
2−2α for all W ∈ G(n, n−m) .
(b) If |E| > C1p
m
2−2α , then
|πW (E)| ≥ pm/2 for all W ∈ G(n, n−m).
(c) If |E| > C3p
m
1−α , then
|πW (E)| = pm for all W ∈ G(n, n−m).
The constants C1, C2, C3 only depend on the constant C and α.
Here and in what follows, ξ 6= 0 means that ξ is a non-zero vector in Fnp . For
E ⊂ Fnp , we simply write E(x) for the characteristic function of E, and Ê it’s
discrete Fourier transform.
Now we discuss the condition that α ∈ [1/2, 1). By the definition of Fourier
transformation (see (5)), for any subset E ⊂ Fnp ,
|Ê(ξ)| ≤ |E| for all ξ 6= 0.
For the case α = 1/2, Iosevich and Rudnev [11] called these sets Salem sets. To be
formal, a subset E ⊂ Fnp is called a (C, s) Salem set if p
s/C ≤ |E| ≤ Cps and for
any ξ 6= 0,
|Ê(ξ)| ≤ C
√
|E|.
Iosevich and Rudnev [11] introduced the finite fields Salem sets for their study
of Erdo˝s/Falconer distance problem in vector spaces over finite fields. Note that
this is a finite fields version of Salem sets in Euclidean spaces, see [17, Chapter 3]
for more details on Salem sets in Euclidean spaces. Roughly speaking the Fourier
coefficients of Salem sets have the ‘best possible’ upper bound. This follows by the
Plancherel identity, ∑
ξ∈Fnp
|Ê(ξ)|2 = pn|E|.
To be precise, let E ⊂ Fnp with |E| ≤ p
n/2 and |Ê(ξ)| ≤ |E|α for any ξ 6= 0. Then
pn|E| − |E|2 =
∑
ξ 6=0
|Ê(ξ)|2 ≤ pn|E|2α.
It follows that
1/2 ≤ |E|2α−1.
Thus α ≥ 1/2 provided E is large enough. See [2, Proposition 2.6], [11] for more
details.
Observe that Proposition 1.7 implies that finite field Salem sets do not have
exceptional directions in the Corollary 1.3. Furthermore, if there exists (C, s) Salem
set where C does not depend on p, then by Proposition 1.7 we can obtain Theorems
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1.5-1.6. However, it seems that the only known examples of Salem sets in Fnp are
the discrete paraboloid and the discrete sphere, and both the size of the discrete
paraboloid and the discrete sphere in Fnp are roughly p
n−1, see [11] for more details.
It is natural to ask that does there exists (C, s) Salem set in Fnp for any (large)
prime number p. The above results and [16, Problem 20] suggest that there exists
(C, s) Salem set only if s is an integer. If we loose the condition in the definition
of Salem sets, the author [4], Hayes [10] showed the existence of (weak) Salem sets
in any given size via the random subsets of Fnp . A set E is called (weak) Salem set
if there is a constant C (does not depend on p) such that
|Ê(ξ)| ≤ C
√
|E| log p for all ξ 6= 0.
See Chen [5] for a random construction of Salem set in Euclidean space (with a log
factor also).
The structure of the paper is as follows. In Section 2, we set up notation and
lemmas for later use. We prove Theorem 1.2, Theorems 1.5-1.6, and Proposition
1.7 in Section 3, Section4, and Section 5 respectively. In the last section, we extend
an identity of Murphy and Petridis [18]. We give another definition of projections
in Fnp , and show that our results still holds under this definition.
2. preliminaries
For 1 ≤ m ≤ n, recall that G(n,m) stands for all the m-dimensional linear
subspaces of Fnp . Let A(n,m) denote the family of allm-dimensional planes, i.e., the
translation of somem-dimensional subspace. LetW ∈ G(n, n−m), then observe by
Lagrange’s group theorem that there are pm cosets ofW . Let xW,j+W, 1 ≤ j ≤ pm
be the different cosets of W . Let G ⊂ G(n, n−m), and define
G′ = {xW,j +W : 1 ≤ j ≤ p
m,W ∈ G}.
Outline of the method. The method is an adaptation of the counting pairs
argument of Orponen [20, Estimate (2.1)] to our setting. Let E ⊂ Fnp and W ∈
G(n, n−m), then |E| =
∑pm
j=1 |E∩(xW,j+W )|, and the Cauchy-Schwarz inequality
implies
|E|2 ≤ |πW (E)|
pm∑
j=1
|E ∩ (xW,j +W )|
2. (3)
Note that |E ∩ (xW,j + W )|2 is the amount of pairs of E inside xW,j + W . Let
N ≤ pm, define
Θ = {W ∈ G(n, n−m) : |πW (E)| ≤ N}.
Summing two sides over W ∈ Θ in estimate (3), we obtain
|Θ||E|2 ≤ N
∑
W∈Θ
pm∑
j=1
|E ∩ (xW,j +W )|
2 := NE(E,Θ′). (4)
Therefore, the left problem is to estimate E(E,Θ′).
2.1. Counting pairs and energy arguments. Motivated by the above pairs
argument of Orponen [20, Estimate (2.1)], an incidence identity of Murphy and
Petridis [18, Lemma 1], and the additive energy in additive combinatorics [28,
Chapter 2], we give the following definition which plays a key role for the proof of
Theorem 1.2.
Definition 2.1. Let E ⊂ Fnp and A ⊂ A(n, k). Define the (generalized) energy of
E on A as
E(E,A) =
∑
W∈A
|E ∩W |2.
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Remark 2.2. Recalling the additive energy, if A,B ⊂ Fp then the additive energy
E(A,B) between A and B is defined as the quantity
E(A,B) = |{(a, a′, b, b′) ∈ A×A×B ×B : a+ b = a′ + b′}|.
Observe that by our notation
E(A,B) = E(A×B,L),
where
L = {ℓk}
p−1
k=0, and ℓk = {(x, y) ∈ F
2
p : x+ y = k}.
For more details on additive energy, see [28].
2.2. Discrete Fourier transformation. In the following we collect the basic facts
about Fourier transformation which related to our setting. For more details on
discrete Fourier analysis, see Green [9], Stein and Shakarchi [26]. Let f : Fnp −→ C
be a complex value function. Then the Fourier transform of f at ξ ∈ Fnp is defined
as
f̂(ξ) =
∑
x∈Fnp
f(x)e(−x · ξ), (5)
where e(−x · ξ) = e−
2piix·ξ
p and the dot product
x · ξ = x1ξ1 + · · ·+ xnξn (mod p).
Recall the following Plancherel identity,∑
ξ∈Fnp
|f̂(ξ)|2 = pn
∑
x∈Fnp
|f(x)|2.
Specially for the subset E ⊂ Fnp , we have∑
ξ∈Fnp
|Ê|2 = pn|E|.
In the following of this subsection we intend to establish the following (‘Plancherel
identity on subspaces’) Lemma 2.3. To be formal we give some notation first. For
W ∈ G(n, n−m), we define the ‘orthogonal complement’ of W as
Per(W ) := {x ∈ Fnp : x · w = 0 (mod p), w ∈ W}.
Note that unlike in the Euclidean spaces, here W ∩ Per(W ) can be some non-
trivial subspace. For example let W = span{(1, 1)} ⊂ F22 then Per(W ) = W .
However, the rank-nullity theorem of linear algebra (or the solution of system of
linear equations) implies that for any subspace W ⊂ Fnp ,
dimW + dimPer(W ) = n. (6)
The following result shows the connection between |E ∩ (xW,j +W )|, 1 ≤ j ≤ pm
and the Fourier transform of E, and the identity (7) plays an important role in the
proof of Theorem 1.2 (b) and the proof of Proposition 1.7.
Lemma 2.3. Use the above notation. We have
pm∑
j=1
|E ∩ (xW,j +W )|
2 = p−m
∑
ξ∈Per(W )
|Ê(ξ)|2. (7)
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Proof. Let ξ ∈ Per(W ) then
Ê(ξ) =
∑
x∈Fnp
E(x)e(−x · ξ)
=
pm∑
j=1
∑
w∈W
E(xW,j + w)e(−(xW,j + w) · ξ)
=
pm∑
j=1
|E ∩ (xW,j +W )|e(−xW,j · ξ).
It follows that
|Ê(ξ)|2 =
pm∑
j=1
|E ∩ (xW,j +W )|
2
+
∑
j 6=k
|E ∩ (xW,j +W )||E ∩ (xW,k +W )|e(−(xW,j − xW,k) · ξ).
Note that (xW,j − xW,k) /∈ W for any j 6= k. Together with the following Lemma
2.4, we obtain ∑
ξ∈Per(W )
e(−(xW,j − xW,k) · ξ) = 0.
Thus we complete the proof. 
Lemma 2.4. Let V ∈ G(n, k) and x 6∈ V . Then∑
y∈Per(V )
e(−x · y) = 0.
Proof. We claim that there exists y0 ∈ Per(V ) such that y0 · x 6= 0. Suppose that
x · y = 0 for any y ∈ Per(V ). It follows that
Per(V ) ⊂ Per(V ∪ {x}).
Combing with the estimate (6) (rank-nullity theorem), we obtain that n − k ≤
n− k − 1 which is impossible. Since Per(V ) is a subspace and e(−y0 · x) 6= 1, we
obtain
e(−y0 · x)
∑
y∈Per(V )
e(−x · y) =
∑
y∈Per(V )
e(−x · y),
and hence
∑
y∈Per(V ) e(−x · y) = 0. 
Remark 2.5. We do not know if the Lemma 2.4 also holds for vector spaces over
general finite fields. For that case we will take nonprincipal character instead of
e
2piix
p . We note that the Lemma 2.4 is the only place in this paper where the prime
field Fp is needed.
2.3. Counting subspaces of Fnp . In the following, we collect some basic identities
for
(
n
m
)
p
for our later use. For more details see [3, Chapter 6], [13].
Lemma 2.6. Let 1 ≤ m ≤ n.
(1)
(
n
0
)
p
:=
(
n
n
)
p
= 1,
(
n
m
)
p
=
(
n
n−m
)
p
.
(2)
(
n
m
)
p
=
(
n−1
m
)
p
+ pn−m
(
n−1
m−1
)
.
(3)
(
n
m
)
p
=
(
n−1
m−1
)
p
+ pm
(
n−1
m
)
.
Lemma 2.7. Let ξ be a non-zero vector of Fnp .
(1) |{V ∈ G(n,m) : ξ ∈ V }| =
(
n−1
m−1
)
p
.
(2) |{V ∈ G(n,m) : ξ ∈ Per(V )}| =
(
n−1
m
)
p
.
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Proof. First note that ifm = 1 then (1) holds. For the case 2 ≤ m < n, note that to
obtain am-dimensional subspace which contains the given vector ξ, it is sufficient to
choose anotherm−1 vectors such that thesem−1 vectors and the vector ξ span am-
dimensional subspace. For the choice of the first vector, we have pn−p choices from
Fnp (except the vectors from the subspace of F
n
p which spanned by ξ). For the choice
of the second vector, we have pn−p2 choices to make sure that the second vector, the
first vector, and the vector ξ span a 3-dimensional subspace. We continue to do this
until we choose m− 1 vectors. In the end we have (pn− p)(pn− p2) · · · (pn− pm−1)
amount of choices. Note that for each m-dimensional subspace which contains
vector ξ, there are amount of (pm − p)(pn − p2) · · · (pm − pm−1) choices which
generate (or span) the same subspace. It follows that (see (1) for the definition of(
n
m
)
p
) the amount of m-dimensional plane which contain ξ is
(pn − p)(pn − p2) · · · (pn − pm−1)
(pm − p)(pm − p2) · · · (pm − pm−1)
=
(
n− 1
m− 1
)
p
.
To establish (2), first note that dimPer(ξ) = n− 1. Observe that
{V ∈ G(n,m) : ξ ∈ Per(V )}
is the collection of all the m-dimensional subspace of Per(ξ), which the conclusion
follows. 
3. Proof of Theorem 1.2
Let Θ ⊂ G(n, n−m). Recall that
Θ′ = {xW,j +W : 1 ≤ j ≤ p
m,W ∈ Θ}.
Lemma 3.1. Let E ⊂ Fnp , Θ ⊂ G(n, n−m). Then
E(E,Θ′) ≤ min
{
|E||Θ|+ 2|E|2p(n−m−1)m, 2|E|p(n−m)m + |E|2|Θ|p−m
}
. (8)
Proof. We first show the estimate
E(E,Θ′) ≤ |E||Θ|+ 2|E|2p(n−m−1)m.
Let x ∈ Fnp . Since for any W ∈ Θ there is only one coset of W which contains x,
we obtain ∑
V ∈Θ′
V (x) = |Θ|.
By Lemma 2.7, there are
(
n−1
n−m−1
)
p
amount of (n−m)-dimensional subspaces con-
taining the given non-zero vector of Fnp . Then
E(E,Θ′) =
∑
V ∈Θ′
(∑
x∈E
V (x)
)2
=
∑
V ∈Θ′
∑
x∈E
V (x) +
∑
x 6=y∈E
V (x)V (y)

≤ |E||Θ|+ |E|(|E| − 1)
(
n− 1
n−m− 1
)
p
≤ |E||Θ|+ 2|E|2p(n−m−1)m.
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Now we turn to the other estimate. Applying Lemma 2.7 we have∑
W∈Θ
∑
ξ∈Per(W )
|Ê(ξ)|2 − |Θ||E|2 ≤
(
n− 1
m− 1
)
p
∑
ξ∈Fnp\{0}
|Ê(ξ)|2
≤
(
n− 1
m− 1
)
p
pn|E|.
Together with Lemma 2.3, we obtain
E(E,Θ′) =
∑
W∈Θ
pm∑
j=1
|E ∩ (xW,j +W )|
2
= p−m
∑
W∈Θ
∑
ξ∈Per(W )
|Ê(ξ)|2
= p−m
∑
V ∈Θ
∑
ξ∈V
|Ê(ξ)|2 − |Θ||E|2 + |Θ||E|2

≤ p−mpn|E|
(
n− 1
m− 1
)
p
+ |E|2|Θ|p−m
≤ 2p(n−m)m|E|+ |E|2|Θ|p−m.
Thus we complete the proof. 
Remark 3.2. Let |E| ≤ pm and Θ ⊂ G(n, n −m). Then by the estimate (2) and
Lemma 2.6 (1)
|Θ| ≤
(
n
n−m
)
p
≤ 2pm(n−m).
Thus
|E||Θ|+ 2|E|2p(n−m−1)m ≤ 2|E|p(n−m)m + |E|2|Θ|p−m.
Therefore, in the proof of Theorem 1.2, if |E| ≤ pm then we use the estimate
E(E,Θ′) ≤ |E||Θ|+ 2|E|2p(n−m−1)m. (9)
For the case |E| > pm, we use the estimate
E(E,Θ′) ≤ 2|E|p(n−m)m + |E|2|Θ|p−m. (10)
Proof of Theorem 1.2. First we prove (a). Let
Θ = {W ∈ G(n, n−m) : |πW (E)| ≤ N}.
Applying the estimates (4) (outline of the method), (9), we obtain
|Θ||E|2 ≤ E(E,Θ′)N
≤ (|E||Θ|+ 2|E|2p(n−m−1)m)N.
It follows that (recall that N ≤ |E|/2)
|Θ| ≤ 4p(n−m)m−mN.
Now we prove (b). For δ ∈ (0, 1), let
Θ = {W ∈ G(n, n−m) : |πW (E)| ≤ δpm}.
Applying the estimates (4), (10), we obtain
|Θ||E|2 ≤ E(E,Θ′)δpm
≤ (2|E|p(n−m)m + |E|2|Θ|p−m)δpm,
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and
|Θ||E|(1− δ) ≤ 2δp(n−m)m+m.
Then
|Θ| ≤ 2
(
δ
1− δ
)
p(n−m)m+m|E|−1.
Thus we complete the proof. 
4. Proofs of Theorems 1.5 and 1.6
4.1. Percolation on Fdp. The random model we used here is related to many other
well known models, for example: Erdo˝s-Re´nyi-Gilbert model in random graphs,
percolation theory on the graphs, and Mandelbrot percolation in fractal geometry.
We show this model on Fnp in the following. For an application of this model to
find sets with small Fourier coefficient, see [2, Theorem 5.2], [4].
Let 0 < δ < 1. We choose each point of Fnp with probability δ and remove it
with probability 1 − δ, all choices being independent of each other. Let E = Eω
be the collection of these chosen points. Let Ω = Ω(Fnp , δ) be our probability space
which consists of all the possible sets Eω.
We prove Theorems 1.5 and 1.6 by choose δ = ps−n in the above model, and
show that the random set E has the desired properties with high probability when
p is large enough. For convenience, we formulate a special large deviations estimate
in the following. For more background and details on large deviations estimate, see
Alon and Spencer [1, Appendix A].
Lemma 4.1 (Chernoff bound). Let {Xj}Nj=1 be a sequence independent Bernoulli
random variables with success probability δ′. Let µ = Nδ′, then
P
 N∑
j=1
Xj < µ/2
 ≤ e−µ/16.
4.2. Projections of random sets.
Proof of Theorem 1.5. Let δ = ps−n. We consider the random model Ω(Fnp , δ). Let
W ∈ G(n, n−m). Observe that |πW (E)| is a binomial distribution with parameters
pm and δ′ where
δ′ = 1− (1− δ)p
n−m
.
Let µ = pmδ′. Since 1+x ≤ ex holds for all x, ex ≤ 1+x+5x2/6 holds for |x| ≤ 1,
and s ≤ m, we obtain
µ = pmδ′ ≥ pm(1− e−δp
n−m
)
= pm(1− e−p
s−m
) ≥ pm(ps−m − 5p2(s−m)/6)
≥ ps/6.
(11)
Applying Lemma 4.1 to |πW (E)| we have
P
(
|πW (E)| < µ/2
)
≤ e−µ/16.
Since there are
(
n
m
)
p
elements of G(n, n−m), we have
P(exists W ∈ G(n, n−m) such that |πW (E)| ≤ µ/2)
≤
(
n
m
)
p
e−µ/16
≤ 2pm(n−m)e−p
s/96
→ 0 as p→∞.
(12)
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Note that ps/2 ≤ |E| ≤ 2ps with high probability (> 1/2). This follows by
applying Chebyshev’s inequality, which says that
P(||E| − pnδ| >
1
2
pnδ) ≤
4pnδ(1 − δ)
(pnδ)2
≤
4
ps
→ 0 as p→∞.
Together with the estimates (12) and (11), we conclude that there exists E ∈
Ω(Fnp , δ) with
ps/2 ≤ |E| ≤ 2ps and |πW (E)| > µ/2 ≥ ps/12 for all W ∈ G(n, n−m)
when p is large enough. Thus we complete the proof. 
Remark 4.2. Let s ≤ m and δ = ps−n. Then the above proof implies that for
“almost every” E ∈ Ω(Fnp , δ) we have
ps/2 ≤ |E| ≤ 2ps and |πW (E)| ≥ |E|/24 for all W ∈ G(n, n−m).
Roughly speaking, there is no exceptional projections for almost every E ∈ Ω(Fnp , δ).
Proof of Theorem 1.6. Let δ = ps−n. We again consider the randommodel Ω(Fnp , δ).
Let V ∈ A(n, n−m). Note that |E ∩V | is a binomial distribution with parameters
pn−m and δ. Thus
P(E ∩ V = ∅) = (1− δ)p
n−m
≤ e−δp
n−m
= e−p
s−m
.
Observe that
|A(n, n−m)| = pm
(
n
n−m
)
p
≤ 2pm(n−m+1).
Now we have (recalling s > m)
P(exists V ∈ A(n, n−m) such that E ∩ V = ∅)
≤ 2pm(n−m+1)e−p
s−m
→ 0 as p→∞.
It follows that
P(exists W ∈ G(n, n−m) such that |πW (E)| < pm)
→ 0 as p→∞.
Again by Chebyshev’s inequality, we have ps/2 ≤ |E| ≤ 2ps with high probability
(> 1/2) provided p is large enough. Thus we complete the proof. 
Remark 4.3. Let s > m and δ = ps−n. Then the above proof implies that for
“almost every” E ∈ Ω(Fnp , δ) we have
ps/2 ≤ |E| ≤ 2ps and |πW (E)| = pm for all W ∈ G(n, n−m).
Roughly speaking, there is no exceptional projections for almost every E ∈ Ω(Fnp , δ).
5. Proof of proposition 1.7
Proof of Proposition 1.7. First we use the same argument as in the outline of the
method. Let W ∈ G(n, n −m), and xW,j +W, 1 ≤ j ≤ pm be the different cosets
of W . Then the Cauchy-Schwarz inequality implies
|E|2 ≤ |πW (E)|
pm∑
j=1
|E ∩ (xW,j +W )|
2.
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Applying Lemma 2.3 and the Fourier decay of E, we obtain
|
pm∑
j=1
|E ∩ (xW,j +W )|
2 = p−m
∑
ξ∈Per(W )
|Ê(ξ)|2
≤ p−m(|E|2 + pmC2|E|2α).
Then
|E|2 ≤ |πW (E)|(p−m|E|2 + C2|E|2α).
It follows that if p−m|E|2 ≤ C2|E|2α then
|πW (E)| ≥ |E|2−2α/2C2.
On the other hand, if p−m|E|2 > C2pm|E|2α then
|πW (E)| ≥ pm/2.
Then (a) and (b) hold. Now we turn to (c). Note that if |πW (E)| > pm − 1 then
|πm(E)| = pm. Thus it is sufficient to show that
|E|2
p−m|E|2 + C2|E|2α
> pm − 1. (13)
By calculation if
|E| > p
m
1−α (2C2)
1
2−2α ,
then the estimate (13) holds. Thus we complete the proof. 
6. Further results
In the following, we extend an identity of Murphy and Petridis [18] for general
1 ≤ m ≤ n. They proved the special case m = n− 1 for the following identity (14).
We prove it in two different ways. The first proof essentialy comes from [18]. The
second proof depends on the discrete Fourier transformation.
Proposition 6.1. Let E ⊂ Fnp . Then
E(E,A(n,m)) = |E|pm
(
n− 1
m
)
p
+ |E|2
(
n− 1
m− 1
)
p
. (14)
Proof. First proof. Recall that we denote by F (x) the characteristic function of the
subset F ⊂ Fnp . Applying the identities in Lemma 2.6 (Gaussian coefficient) and
Lemma 2.7, we have
E(E,A(n,m)) =
∑
W∈A(n,m)
|E ∩W |2
=
∑
W∈A(n,m)
(∑
x∈E
W (x)
)2
=
∑
W∈A(n,m)
∑
x∈E
W (x) +
∑
x 6=y∈E
W (x)W (y)

= |E|
(
n
m
)
p
+ |E|(|E| − 1)
(
n− 1
m− 1
)
p
= |E|pm
(
n− 1
m
)
p
+ |E|2
(
n− 1
m− 1
)
p
.
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Now we use a Fourier approach to give a different proof. Applying Lemma 2.3,
Lemmas 2.6-2.7, and Plancherel identity for subset E ⊂ Fnp , we obtain
E(E,A(n,m)) =
∑
W∈G(n,m)
pm∑
j=1
|E ∩ (xW,j +W )|
2
= pm−n
∑
W∈G(n,m)
∑
ξ∈Per(W )
|Ê(ξ)|2
= pm−n
(n− 1
m
)
p
∑
ξ 6=0
|Ê(ξ)|2 +
(
n
m
)
p
|Ê(0)|2

= |E|pm
(
n− 1
m
)
p
+ |E|2
(
n− 1
m− 1
)
p
.
Thus we complete the proof. 
I thank the anonymous referee for suggesting the following definition of projec-
tions in Fnp . Let E ⊂ F
n
p and V ∈ G(n,m). Then the projection of E to V is defined
as
PV (E) := {x+ Per(V ) : E ∩ (x+ Per(V )) 6= ∅, x ∈ F
n
p}.
We intend to show that our results also holds under this definition.
By using our notation we obtain
PV (E) = π
Per(V )(E).
Note that the rank-nullity theorem clams dim V + dimPer(V ) = n. Now we show
that for W ∈ G(n, n−m) and E ⊂ Fnp
PPer(W )(E) = π
W (E).
This follows from the fact that Per(Per(W )) = W for any subspace W ⊂ Fnp .
First note that the definition of Per(W ) implies W ⊂ Per(Per(W )). By applying
rank-nullity theorem, we obtain
dimPer(Per(W )) = n− dimPer(W ) = dimW,
and hence Per(Per(W )) =W . Therefore, for E ⊂ Fnp and N < p
m, we obtain
|{V ∈ G(n,m) : |PV (E)| ≤ N}| = |{W ∈ G(n, n−m) : |π
W (E)| ≤ N}|.
Thus we conclude that our results holds under the above definition.
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