Abstract| Controlling a complex dynamic system, such as a plane or a crane, usually requires a skilled operator. Such a control skill is typically hard to reconstruct through introspection. Therefore an attractive approach to the reconstruction of control skill involves machine learning from operators' control traces, also known as behavioural cloning. In the most common approach to behavioural cloning, a controller is induced as a direct mapping from system states to actions. Unfortunately, such controllers usually su er from lack of robustness and lack typical elements of human control strategies, such as subgoals and substages of the control plan. In this paper we apply the GoldHorn program to induce from the operator's trajectories a set of symbolic constraints. These are then used together with locally weighted regression model to determine the next action. Using the acrobot problem in a case study, this approach showed signi cant improvements both in terms of control performance and transparency of induced clones.
I. Introduction C ONTROLLERS can be designed by Machine Learning using di erent kinds of information available to the learning system. Approaches like reinforcement learning, genetic algorithms and neural networks typically don't use prior knowledge about the system to be controlled. This results in time-consuming experimentation with the dynamic system, low success rate of learning, low robustness and lack of interpretability of learned controllers. Humans, however, rarely attempt to learn from scratch. They extract initial biases as well as strategies from their prior knowledge of the system or from demonstration of experienced operators.
On the other hand, the idea of behavioural cloning (a term introduced by Donald Michie 1] ) is to make use of the operator's skill in the development of an automatic controller. A skilled operator's control traces are used as examples for machine learning to reconstruct the underlying control strategy that the operator executes subconsciously. The goal of behavioural cloning is not only to induce a successful controller, but also to achieve better understanding of the human operators subconscious skill 2]. Behavioural cloning was successfully used in problem domains as pole balancing, production line scheduling, pilotiong 3] and operating cranes. These experiments are reviewed in 4]. Controllers were usually induced in the form of decision or regression trees.
Although such clones do provide some insight into the control strategy, they in general lack conceptual structure that would clearly capture the causal relations in the domain and the goal structure of the control strategy. Clones in the form of decision trees do not explicitly show any time ordering between events in the controlled system and the actions taken. Ignoring causality and the dynamics of the system usually results in low robustness of induced controller. Because of the ability to accommodate background knowledge, ILP techniques would seem to be more appropriate. Some experiments with ILP were performed in the piloting domain, but the results were generally not better than those with decision or regression trees.
Although successful clones have been induced in the form of trees or rule sets, the following problems have generally been observed with this approach:
Typically, induced clones are brittle with respect to small changes in the control task.
The clone induction process typically has low yield: the proportion of successful controllers among all the induced clones is low, typically well below 50%.
Resulting clones are purely reactive and inadequately structured as conceptualisations of the human skill. They lack typic elements of human control strategies: goals, subgoals, phases and causality. Some experiments with regression trees were made in the Acrobot domain, but the results were su ering from the stated problems.
Another approach proposed by 5] exploits some results from control theory. Here controllers take the form of LQ controllers with subgoals. This apporoach improves both the clones robustnes with respect to changes in the control task, and the yield of the cloning process. However, this approach fails in domains with signi cant nonlinearities. One such domain is at two link pendulum, called Acrobot 6] , 10] also studied in this paper.
In this paper we propose a di erent approach to behavioural cloning, suitable also for strongly nonlinear domains. The trajectory the operator is trying to follow is learned separately from the systems dynamics. In paticular, we do not learn the trajectory in time, but rather the relations between the state variables in the execution trace. Actions that maintain the desired trajectory are computed using knowledge of the sytem dynamics, learned by nonlinear function approximators. The experiments performed in the Acrobot domain demonstrated that this approach improves the yield of the cloning process and provides a good insight in the operators subconscious skill.
The structure of the paper is as follows. The next two sections present the Acrobot domain and an experiment in which a group of students experimented with the Ac- robot simulator to acquire control skill. Section 4 gives some details about the methodology used to extract operators control skill from execution traces. In section 5 we present the exerimental results and describe the induced control strategy in the form of induced qualitative rules. This control strategy is compared with another Acrobot control strategy in section 6, after which this paper is concluded.
II. Acrobot
The Acrobot (Fig. 1) is an underactuated (i.e. possessing fewer actuators than degrees of freedom) double pendulum. It consists of a two-link two-joint planar robot in a gravitational eld. The torque control can be applied to the elbow joint(q2), but the shoulder joint (q1) is free swinging. Any rotation at q1 is entirely the result of dynamic coupling from the rest of the system. The dynamics of the Acrobot is similar to a gymnast on a high bar where Link 1 is analogous to the gymnasts hands, arms and torso, Link 2 represents the legs, and joint q2 is the gymnasts waist. The state of Acrobot is de ned by angle q1 and its velocity and angle q2 and its velocity. Sometimes it is very useful to consider also the center of mass angle, i.e qcm angle, since it gives very important and easy-to-understand information about the Acrobot position. As shown in the next section, the qcm angle alone su ce for a simple, but not very e cient swing-up strategy. However qcm angle can easily be expressed as a function of q1 and q2 angle and is not included in the Acrobot state. Control strategy is usually some mapping from the state to the torque control.
The Acrobot is a test bed for nonlinear control theory. Some aspects of the Acrobot are well understood. Designing a controller to balance an under actuated double pendulum system vertically is studied in most beginning graduate control theory courses. The point q1= , q2=0 is not the only unstable equilibrium point. There is a point of unstable equilibrium whenever the systems center of mass is directly above the q1 joint. The locus of these q1, q2 angle values forms a manifold. Maintaining balance while moving along this unstable manifold was an open problem until 7] . One less-well-understood problem is swing-up control. Here, the task is to move the Acrobot from its stable downward position to its unstable inverted poistion as fast as possible. A strategy to drive the controllable joint q2 so as to excite oscillation of q1, must be found. The oscillation must grow until a point of the unstable equilibrium i.e. the systems center of mass is directly above the q1 joint is reached.
The swing-up task is di cult for several reasons. First, any solution involves periodic driving. The controller must cycle between di erent control movements. Such periodic excitation often leads to uncontrollable behavior. Indeed, in the Acrobot system most periodic excitation of q2 leads quickly to a chaotic regime from which establishing control would be di cult or impossible. Second, the system dynamics is highly nonlinear. In addition, handling viscous friction which depends on the velocity is particularly difcult. With wide oscillations come high velocities, which result in high frictional losses from frictional damping. Viscous losses at each joint combine a nonlinear pattern due to the joints kinetic energy together with the dependence on the position and motion of the other joint.
The di culty of a swing-up task attracted attention of many researchers. A control theory solution of a swingup task was derived by 8]. This strategy, called ATAN, chooses a command trajectory of q2 = k 1 arctan(k 2 _ q1 ). The derivation of this solution requires a complete domain knowledge and tuning of controller parameters k 1 and k 2 . A di erent approach which requires no domain knowledge is reinforcement learning. Here the policy is learned through trail and error on the simulator or physical system. The disadvantage of this approach is in extensive use of physical system and the lack of interpretability of the learned policy. Sutton 6] successfully used Q-learning methods to learn discrete action swing-up control policy.
To reduce the amount of data required from the real robot Boone 9] used heuristic knowledge which helped the search in reinforcement learning methods. DeJong 10] found an e cient swing-up strategy using an interesting approach, called Explanation Based Control. This approach makes extensive use of qualitative domain knowledge and one successful execution trace. Qualitative knowledge determines a space of possible control strategies, which is empirically searched. Control strategy with the simplest qualitative explanation that accounts for entire execution trace is selected.
III. Acrobot control: human learning
Four subjects volunteered to learn to control the Acrobot simulator. Their task was to learn the swing-up strategy, i.e to reach the point where the system center of mass is directly above the q1 joint, starting from its stable downward position. The time needed to conclude the swing-up task had to be minimized. The simulator parameters were as used in 10], with some minor changes. The maximum q2 de ection angle was set to 2.2 rad, since human operators found very hard to learn a swing-up strategy with the original maximal q2 angle(1.5 rad.). In order to enable torque control input from keyboard, at each time step only two actions were possible: increase torque and decrease torque. Torque control was limited to interval -0.4 to 0.4 Nm and the increase/decrease step was 0.08 Nm. Viscous friction was set to 0.0 at q1 joint and to 0.012 at q2 joint. Another experiment with viscous friction set to 0.002 and 0.012 was made, but none of subjects succeeded to complete the swing-up task. The rest of the parameters are as used in 10]: the simulator dt is 0.003 sec, the lengths of link 1 and link 2 are 0.12 m and 0.09 m and their weights are 0.12 and 0.09 kg.
Each subject performed 150 experiments. To develop their own control strategies, they were not allowed to observe other subjects learning. Every execution trace of each subject was recorded. All the four subjects succeeded to accomplish the task. However, remarkable individual differences were observed regarding the speed of learning as well as the speed of their swing-up strategy.
IV. Reconstructing skill from execution traces with ML
The main idea of our approach is to learn the trajectory the operator is trying to follow. In case of the Acrobot the trajectory of q2 su ce since torque control a ects only q2 acceleration. When learning the desired q2 trajectory, we learn only the desired q2 angle but not also the desired q2 velocity. If we are able to compute the desired q2 angle as a function of the state and we know the time step dt after which the desired q2 angle has to be achieved, the desired q2 velocity is uniquely de ned as a function of the current q2 angle and velocity and the desired q2 angle after time dt. The only possible _ q2 that achieves q2 des after time dt is (q2 des -q2)/dt, assuming that _ q2 is constant over time step dt. It is important to note the we do not learn the q2 trajectory in time, but rather the relations between q1 angle, q1 velocity and q2 angle. When the trajectory is known the action which achieves the desired next state on the trajectory can be computed using a locally linear model. So, the actual controller consists of two parts: nonlinear model of system dynamics (which is updated online) and a desired trajectory. At each time step the controller considers the current state, estimates local linear model around the current state and computes the torque control which makes one step towards the desired next state on the trajectory.
First the trajectory the operator is trying to follow is learned from one or more traces of the same subject. We used ML program called GoldHorn 11] to learn di erential equations which describe the relations between variables q1, _ q1 and q2 in the execution trace. The input for GoldHorn is sampled execution trace and the output are di erential equations and their error estimates. GoldHorn usually nds several di erential equations and ranks them according to their error estimates. Equations with the lowest error estimates are used to express the desired q2 angle as a function of the current state. In the case when one equation does not uniquely de ne the desired q2 angle (the sign of q2 angle is either plus or minus for example) it is possible to consider more equations, since all of them reect the relations between the state variables. One such example of combining more equations is presented in the next section.
Second the system dynamics is learned using locally weighted regression 12] from some execution traces. Since locally weighted regression is a kind of memory based learning, no learning is actually done in the training phase. We just need to store the observed points in the state space. In the prediction phase, points in the state space are weighted according to the distance from the query point and locally weighted linear model is computed. After answering the query the local model is discarded and a new locally weighted model is created to answer the next query. This provides an easy and e cient way of incremental learning with no negative interference. When the system is controlled, current state is simply stored, and this experience can be used to predict the system behavior in nearby points in the state space. If we expect the system dynamics to change in time, only new experience is considered in the prediction phase.
In the case of Acrobot control we are interested in _ q2 as a linear function of q1, _ q1 , q2 and torque near the current state: _ q2 (t + dt) = k 1 q1 (t) + k 2 _ q1 (t) + k 3 q2 (t) + k 4 _ q2 (t) + k 5 torq(t) + c
Suppose we observe q2 and the desired q2 des is known. Then we would like to take an action which corrects the error in q2 i.e. the di erence between q2 des and q2. The user de ned parameter s determines how many time steps are needed to correct this error. When s=1 the desired q2 des is achieved at next time step and when s=3 the desired q2 des is achieved in 3 time steps. Of course this assumes that q2 des stays constant over s steps. However, as the dynamics will be changing (di erent local linear models), this formula is only an approximation. Program called GoldHorn was used to learn di erential equations which describe the relations between variables q1, _ q1 and q2 in the execution trace. The input for GoldHorn is execution trace sampled at time intervals dt = 0:003 sec. and the output are di erential equations and their error estimates. The values of qcm were also included in the execution trace. We were interested in di erential equations with low error estimates, where it was possible to isolate variable q2, so we could express the equation in the form q2 = f(q1; _ q1 ) or q2 = f(qcm). The parameter s was set to 3 in all experiments. For every successful execution trace we experimented with, GoldHorn learned trajectory which completed the swing-up task. However, the time needed to complete the task varied signi cantly with execution trace and di erential equation used. We found that di erential equations with linear and quadratic factors are usually most successful. Factors of higher order Fig. 2 . Swing-up strategy in the main region: z-axis represents the desired q2 for given q1 angle and its velocity. To represent the q2 des on a 3D-plot the sign of q2 des is approximated as thesign(q1), since in the trace qcm changes its sign near q1=0. The doted area at q2 des =0 is the edge region of the state space where the equation 2 has to be applied. The black points represent the actual q2 in trace of the clone and start after the rst maximum of q1. The arrows denote the time.
usually did not improve the performance. Another interesting but not surprising observation was that usually faster trajectory was learned from faster execution trace. In the following paragraph we present the strategy learned from the most successful execution trace, which completes the task in 1124 dt steps. The following di erential equation was the best rated equation found by GoldHorn (disregarding useless or meaningless equations such as trivial identities also found by It should be noted that 0.060 is not a chance numerical approximation to 0, but it re ect an important asymmetry in control as will become clear later. It is interesting that the equation 2 alone de nes a very simple successful strategy, which requires about 4000 dt steps to conclude the swing-up task. This strategy is not very e cient, since it does not re ect operators trajectory exactly (its error estimate is much higher then the error estimate of the equation 1), but it gives a very good insight in what is operator trying to do. Both equations 1 and 2 re ect the relations between the state variables in the execution trace, so we can consider both to compute the desired q2 angle. Here it is important to note, that the behavior of q2 des is qualitatively similar in both regions of the state space. In both cases q2 des is negatively proportional to q1 (see Fig. 2 and Fig. 3 for details) . Since the equation 1 has lower error estimate, we use the equation 2 only to determine the sign of q2 des angle in the main region, and to determine also the absolute value of q2 in the edge region. Combining both equations in this way we get the desired q2 as: The equation 3 describes the operators control skill in a very simple manner and can be qualitatively described in the form of qualitative rules. Those rules (Fig.4) are expressed with two qualitative proportionality predicates Q + and Q ? as in 10]. The representation Q + (x; y) is to be thought of as stating the possibility that changes in quantity y exert a signi cant positive in uence on x. We say that y is positively related to x. The representation allows to conjecture that the qualitative behavior of x cannot be controlled without taking into account the qualitative behavior of y and furthermore, positive (or negative) changes in y will be manifested in values of x that are more positive (or negative) than they would have been without the y change. The meaning of Q ? (x; y) is analogous but in the opposite direction. We found this representation useful, since it allows us to express the equation of the form y = k 1 x 1 + k 2 x 2 + :: + k n x n as n qualitative rules Q sign(ki) (y; x i ). In this way we get the following four rules from the equation 3. First two rules apply everywhere in the state space and the rules 3 and 4 apply only in the main region of the state space: 1. The q2 sign rule: sign(q2) = sign(0.060-qcm); the sign of q2 is the opposite of the sign of the center of mass angle and the sign of q2 changes when the center of mass angle is near zero.
2. The q2 magnitude rule 1: Q + (jq2 j ; jq1j); absolute value of q2 is positively related to the absolute value of q1 (increase in absolute value of q1 will cause increase in absolute value of q2).
3. The q2 magnitude rule 2: Q ? (jq2 j ; _ q1 ); absolute value of q1 velocity is negatively related to the absolute value of q2; the absolute value of q2 grows faster when the absolute value of q1 velocity is small(q1 approaching its maximum), and slower when the absolute value of q1 velocity is bigger. This causes additional de ection of q2 at the end of swingup cycle (when _ q1 is approaching zero).
4. The lengthening rule: Q + (jq2 j ; q1 _ q1 ); absolute value of q2 is positively related to the product of q1 angle and its velocity; absolute value of q2 is larger when the sign of q1 is equal to the sign of q1 velocity (i.e. swing-up), and smaller when the sign of q1 angle is not equal to the sign of q1 velocity (i.e.swing-down). This is very important part of the operators swing-up strategy, and causes lengthening (i.e decreasing in absolute value of q2) of the Acrobot at the beginning of the swing-down cycle.
Considering the dynamics equation Q ? ( q1 ; q2 ), stating that the acceleration of q2 causes the acceleration of q1 in the opposite direction (at least when gravity is ignored) and that the only possible solution to the swing-up task involves periodic oscillations of qcm such that the amplitude of qcm must increase in time, the induced qualitative rules allow us to write down the operators strategy:
Initially (q1 = q2 = qcm = _ q1 = _ q2 = _ qcm = 0) increase q2 (see equation 3) while q1 is decreasing. After q1 reaches its negative extreme, keep q2 decreasing (the q2 magnitude rules) since abs(q1) is decreasing and q1 velocity is increasing. Now qcm is negative and increasing and q2 is still positive(the q2 sign rule) and decreasing. When qcm reaches 0.060 rad, suddenly (negative q2) decrease q2 angle (the q2 sign rule) (in order to increase q1 velocity). Now q1 is positive and increasing and q2 is negative and decreasing. Keep decreasing q2 until q1 is increasing (the q2 magnitude rules). After q1 reaches its positive maximum, jq1j is decreasing and _ q1 is increasing, but q1 angle and its velocity have the opposite sign. Apply the lengthening rule and keep slowly increasing q2 (the q2 magnitude rules) until qcm > 0:060. Then suddenly increase q2 angle (the q2 sign rule) and keep it increasing until q1 reaches its negative amplitude. Now a new cycle begins.
The main idea of this strategy is very simple: drive the second link so as to inject energy in the phase with the swinging of the rst link, similar like a child pumping a swing. However, nonlinear behavior of q2 is very important. Initial swing of the Acrobot is a huge problem for symmetric swing-up strategies like ATAN strategy, since they require many small swing cycles at the beginning. E cient initial cycle is also hard to learn for human operators. After rst q2 de ection exact timing is very important. The induced sign rule and nonlinear magnitude rules solves this problem e ciently. Very interesting is the induced lengthening rule, which improves the time needed to complete the task and has a very good explanation: by lengthening of the Acrobot at the beginning of the swingdown potential energy of the system is increased.
The equation 3 was used to compute the desired q2 and to control the Acrobot as described in the previous section. The resulting strategy, in the sense of torque control, depended on the quantity of the data i.e. number of execution traces used to learn the system dynamics with locally weighted regression. When the only data used to learn the system dynamics was the execution trace used to learn the q2 des trajectory, it took about 1500 dt steps to complete the swing-up task. To achieve more accurate system dynamics knowledge, we also used more execution traces as the data for locally weighted regression. As the knowledge of the system dynamics got better, the time needed to complete the task got shorter, till it reached some point at about 1160 dt steps needed to complete the task, where no signi cant improvement was possible by adding more learning cases for locally weighted regression. The Fig.5 presents the original trace and the trace of the clone where four traces were used to learn the system dynamics. The clone completes the task in 1169 dt steps, which is a bit worse than the original trace but much better of any other human execution trace.
VI. Comparison with EBC strategy
It is interesting to compare our control strategy with EBC 10] strategy. EBC approach makes use of qualitative background knowledge to derive qualitative strategy, which is then transformed into an executable quantitative control strategy by tuning on the simulator.
EBC's background knowledge can be written as follows: it is plausible to believe that: 1. The energy of the system is lost during lengthening (i.e decreasing in absolute value of q2) and gained during shortening (i.e. increasing in absolute value of q2) of the Acrobot.
2. The energy of the system is lost more quickly if j _ qcmj is greater during lengthening and the energy of the system is gained more quickly if j _ qcmj is greter during shortening of the Acrobot. 3. _ qcm is increasing during the swing-up-left and swingdown-left cycle(while qcm < 0) and decreasing during the swing-up-right and swing-down-right cycle(while qcm > 0).
Since EBC strategy must minimize energy loss, which stems from lengthening of the Acrobot (by rule 1), lengthening must take place when j _ qcmj is minimal (by rule 2) , that is at the transition from swing-up to swing-down in both left and right part of the cycle. Similar, shortening of the Acrobot must take place when j _ qcmj is maximal, that is at the point at which the Acrobot swings down through the vertical.
Comparing our strategy with EBC strategy, we observe the similarity in the lengthening rule. Both strategies drive the second link so as to inject energy in the phase with the swinging of the rst link. However there are many signi cant di erences between these two strategies. For example: when the Acrobot swings down through the vertical EBC strategy executes shortening, while our strategy executes lengthening of the Acrobot. Considering EBC's background knowledege, this would mean that the energy is lost more quickly (by rule 2) in our strategy, or even that our strategy maximizes energy loss and minimizes energy gain. But the point is that this backgroung knowledge doesn't account for execution traces we experimented with. Energy of the system is the sum of kinetic and potential energy. Rule 1 doesn't considers that the kinetic energy can increase during lengthening and also that the potential energy can increase during lengthening, thus it is also possible that the energy of the system increases during lengthening and decreases during shortening of the Acrobot. This in fact happens in our execution traces and clones.
Despite the di erences both strategies are very succesfull. This EBC strategy was constructed by a simple derivation from a strong background knowledge and tuned on the simulator. In our approach no background knowledge and no tuning was needed, and the induced strategy re ect the operators strategy.
VII. Conclusion
Our approach involves learning of the system dynamics and separately learning the q2 angle trajectory operator is trying to follow. The system dynamics is learned using locally weighted regression. The q2 trajectory is learned in the form of a di erential equations. Once the trajectory is known, controller can easily be constructed since we know the desired next state and local linear model near current state. The induced control strategy often concludes the swing-up task faster than the original operators traces. It is robust with respect to the changes in the system dynamics, since the system dynamics is learned apart from the q2 trajectory. Of course this assumes that the operators q2 trajectory is still appropriate for the changed dynamics of the system. And most important of all, the induced strategy, in the form of the q2 trajectory gives good insight in the human control strategy. The induced strategy can be written in the form of qualitative rules and those rules are than used to explain the operators strategy. Comparision with similar qualitative rules for Acrobot control is given. However, in our approach the strategy is induced automatically from execution traces.
