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I. DBC WITH FEEDBACK
Let X , Y, and Z be finite sets. The broadcast channel we study in this paper is defined by a discrete memoryless channel specified with the following stochastic matrix: W = {W (y, z|x)} (x,y,z)∈X ×Y×Z .
(
Here X is a set of channel input and Y, and Z are sets of two channel outputs. We assume that those are finite sets. Let X n be a random variable taking values in X n . We write an element of X n as x n = x 1 x 2 · · · x n . Suppose that X n has a probability distribution on X n denoted by p X n = {p X n (x n )} x n ∈X n . Similar notations are adopted for other random variables. Let Y n ∈ Y n and Z n ∈ Y n be random variables obtained as the channel output by connecting X n to the input of channel. We write a conditional distribution of (Y n , Z n ) on given X n as W n = {W n (y n , z n |x n )} (x n ,y n ,z n )∈X n ×Y n ×Z n .
Since the channel is memoryless, we have
In this paper we deal with the case where the components W (z, y|x) of W satisfy the following conditions:
In this case we say that the broadcast channel W is degraded. The degraded broadcast channel (DBC) is specified by (W 1 , W 2 ). Let K n and L n be uniformly distributed random variables taking values in message sets K n and L n , respectively. The random variable K n is a message sent to the receiver 1. The random variable L n is a message sent to the receiver 2. In this paper we consider the case where we have feedback links from the receivers 1 and 2 to the sender. Transmission of the message pair (K n , L n ) via the DBC with feedback is shown in Fig. 1 . A feedback encoder denoted byφ n = {φ t } n t=1 consists of n encoder functionsφ t , t = 1, 2, · · · , L, where for each t = 1, 2, · · · , n, is a stochastic matrix. For a given message pair (k, l) ∈ K n × L n and given feedback signals y n−1 ∈ Y n form the receiver 1 and z n−1 ∈ Z n from the receiver 2, conditional provability of
The t-th transmission in the DBC with feedback is shown in Fig. 2 . The joint probability mass function on
where |K n | is a cardinality of the set K n . We set
By an elementary calculation we can show that for each (l,
The decoding functions at the receiver 1 and the receiver 2, respectively, are denoted by ψ
and ψ
2 . Those functions are formally defined by ψ
: Z n → L n . The average error probability of decoding on the receivers 1 and 2 is defined by
The families of sets {D 1 (k)} k∈Kn and {D 2 (l)} l∈Ln are called the decoding regions. Using the decoding region, P (n) e,FB can be written as
The average correct probability of decoding is defined by
2 ). On the other hand, transmission of messages via the DBC without feedback is shown in Fig. 3 . In this figure, ϕ (n) is a stochastic matrix given by
Let the average error probability of decoding in the case without feedback be denoted by P
e . This quantity has the following form
The set that consists of all ε-achievable rate pair is denoted by We define the capacity region C DBC (ε|W 1 , W 2 ) in the case without feedback in a manner quite similar to the definition of C DBC,FB (ε|W 1 , W 2 ). We define the capacity region C DBC (W 1 , W 2 ) of the DBC without feedback in a manner quite similar to the definition of C DBC,FB (W 1 , W 2 ).
To describe C DBC (W 1 , W 2 ), we introduce an auxiliary random variable U taking values in a finite set U. We assume that the joint distribution of (U, X, Y, Z) is
The above condition is equivalent to
The broadcast channel was posed investigated by Cover [1] . Previous results on the capacity region for the DBC are given by the following theorem. [5] ): For each fixed ε ∈ (0, 1) and any DBC (W 1 , W 2 ), we have
Theorem 1 ([2]-
A previous result on C DBC,FB (W 1 , W 2 ) is given by the following theorem stating that the feedback can not increase the capacity region for the DBC. [7] ): For any DBC (W 1 , W 2 ), we have
Theorem 2 (El Gamal
In general broadcast channels the feedback can increase the capacity region. Previous works on the coding problem for broad cast channels with feedback are summarized in [8] .
To examine an asymptotic behavior of P (n) c,FB for rate pairs outside the capacity region we define the following quantity.
The quantity G FB (R 1 , R 2 |W 1 , W 2 ) is the optimal exponent function for the correct probability of decoding at rate pairs outside the capacity region. In the case without feedback we define the optimal exponent function G(R 1 , R 2 |W 1 , W 2 ) for the correct probability of decoding for rate pairs outside the capacity region in a manner quite similar to the definition of
q (x, y, z|u) ,
We can show that the above functions and sets satisfy the following property.
Property 1:
(XY Z|U ) is a monotone increasing and convex function of λ > 0.
The author [6] obtained the following.
Theorem 3:
For any DBC (W 1 , W 2 ), we have
It follows from Theorem 3 and Property 1 part c) that if (R 1 , R 2 ) is outside the capacity region, then the error probability of decoding goes to one exponentially and its exponent is not below F (R 1 , R 2 |W 1 , W 2 ).
Our result in the case of feedback is the following. (W 1 , W 2 ) , we have
Theorem 4: For any DBC
It is interesting that the exponent function F (R 1 , R 2 |W 1 , W 2 ) also serves as a lower bound of the optimal exponent function G FB (R 1 , R 2 |W 1 , W 2 ) in the case of feedback. This result strongly suggests a possibility that the feedback can not improve the optimal exponent function for the probability of correct decoding at the rate pairs outside the capacity region.
From this theorem we immediately follows from the following corollary.
Corollary 1:
For each fixed ε ∈ (0, 1), and any DBC (W 1 , W 2 ), we have
Outline of the proof of Theorem 4 will be given in the next section. The exponent function at rates outside the channel capacity in the case without feedback was derived by Arimoto [9] and Dueck and Körner [10] . The exponent function at rates outside the channel capacity in the case with feedback was derived by Csiszár and Körner [11] . They show that feedback can not improve the reliability function for the DMC at rates above capacity. The techniques used by them are not sufficient to prove Theorem 3. Some novel techniques based on the information spectrum method introduced by Han [12] are necessary to prove this theorem.
II. OUTLINE OF THE PROOF OF THE MAIN RESULT
In this section we outline the proof of Theorem 4. We first prove the following lemma.
Lemma 1: For any η > 0 and for any (φ n , ψ
In (6), we can choose any conditional distribution
In (7) we can choose any probability distributionq Z n on Z n .
Proof of this lemma is found in Appendix B in [13] .
be a set of all probability distributions on
Similarly, for t = 1, 2, · · · , n, we simply writeq t =q UtXtYtZt ∈Q t . SetQ
From Lemma 1, we have the following lemma Lemma 2: For any η > 0 and for any (ϕ (n) , ψ
2 ) satisfying
we have
Proof:
In (7) in Lemma 1, we chooseq Z n having the form
Then from the bound (7) in Lemma 1, we obtain
completing the proof.
From Lemma 2, we immediately obtain the following lemma.
Lemma 3: For any η > 0, for any (φ n , ψ
and for anyq n ∈Q n , we have
where for each t = 1, 2, · · · , n, the conditional probability distributionq Yt|Ut and the probability distributionq Zt appearing in the first term in the right members of (8) are chosen so that they are induced by the joint distributionq t =q UtXtYtZt ∈Q t .
Here we define a quantity which serves as an exponential upper bound of (8) in Lemma 3. To describe this quantity we define some sets of probability distributions.
For simplicity of notation we use the notationp
, where for each t = 1, 2, · · · , n, the conditional probability distributionq Yt|Ut and the probability distributionq Zt appearing in the definition of Ω (μ,θ)
are chosen so that they are induced by the joint distributionq t =q UtXtYtZt ∈Q t . Set
Then we have the following proposition.
Proposition 1: For any θ > 0, μ > 0, we have
.
Proof of this proposition is found in Appendix C in [13] .
We shall call Ω The following proposition is a mathematical core to prove our main result.
Proposition 2:
For θ ∈ (0, 1), set
Then, for any θ ∈ (0, 1), we have
Proof of this proposition is found in Appendix D in [13] . The proof is not so simple. We must introduce a new method for the proof.
Proof of Theorem 4:
Then we have the following:
Step (a) follows from Proposition 1.
Step (b) follows from Proposition 2 and (10). Since (11) holds for any positive λ and μ, we have
Thus (5) in Theorem 4 is proved.
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