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This paper attempts to give an overview about sufficiency in the setting of
quantum statistics. The basic concepts are treated paralelly to the the mea-
sure theoretic case. It turns out that several classical examples and results
have a non-commutative analogue. Some of the results are presented with-
out proof (but with exact references) and the presentation is intended to be
self-contained. The main examples discussed in the paper are related the
Weyl algebra and to the exponential family of states. The characterization
of sufficiency in terms of quantum Fisher information is a new result.
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In order to motivate the concept of sufficiency, we first turn to the setting of classical
statistics. Suppose we observe an N -dimensional random vector X , characterised by
the density function f(x|θ), where θ is a p-dimensional vector of parameters and p < N .
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Assume that the densities f(x|θ) are known and the parameter θ completely determines
the distribution of X . Therefore, θ is to be estimated. The N -dimensional observation
X carries information about the p-dimensional parameter vector θ. One may ask the
following question: Can we compress x into a low-dimensional statistic without any loss
of information? Does there exist some function t = Tx, where the dimension of t is less
than N , such that t carries all the useful information about θ? If so, for the purpose of
studying θ, we could discard the measurements x and retain only the low-dimensional
statistic t. In this case, we call t a sufficient statistic. The following example is standard
and simple. Suppose a binary information source emits a sequence of 0’s and 1’s, we
have the independent variables X1, X2, . . . , XN such that Prob(Xi = 1) = θ. In this
case the empirical mean
T (x1, x2, . . . , xN) =
1
N
N∑
i=1
xi
can be used to estimate the parameter θ and it is a sufficient statistic.
1 Preliminaries
A quantum mechanical system is described by a C*-algebra, the dynamical variables
(or observables) correspond to the self-adjoint elements and the physical states of the
system are modelled by the normalized positive functionals of the algebra, see [4, 5].
The evolution of the systemM can be described in the Heisenberg picture in which
an observable A ∈ M moves into α(A), where α is a linear transformation. α is an
automorphism in case of the time evolution of a closed system but it could be the
irreversible evolution of an open system. The Schro¨dinger picture is dual, it gives
the transformation of the states, the state ϕ ∈ M∗ moves into ϕ ◦ α. The algebra
of a quantum system is typically non-commutative but the mathematical formalism
supports commutative algebras as well. A simple measurement is usually modelled
by a family of pairwise orthogonal projections, or more generally, by a partition of
unity, (Ei)
n
i=1. Since all Ei are supposed to be positive and
∑
iEi = I, β : C
n →
M, (z1, z2, . . . , zn) 7→
∑
i ziEi gives a positive unital mapping from the commutative
C*-algebra Cn to the non-commutative algebra M. Every positive unital mappings
occur in this way. The essential concept in quantum information theory is the state
transformation which is affine and the dual of a positive unital mapping. All these
and several other situations justify to study of positive unital mappings between C*-
algebras from a quantum statistical viewpoint.
If the algebra M is “small” and N is “large”, and the mapping α : M → N
sends the state ϕ of the system of interest to the state ϕ ◦ α at our disposal, then
loss of information takes place and the problem of statistical inference is to reconstruct
the real state from partial information. In this paper we mostly consider parametric
statistical models, a parametric family S := {ϕθ : θ ∈ Θ} of states is given and on the
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basis of the partial information the correct value of the parameter should be decided.
If the partial information is the outcome of a measurement, then we have statistical
inference in the very strong sense. However, there are “more quantum” situations, to
decide between quantum states on the basis of quantum data. The problem we discuss
is not the procedure of the decision about the true state of the system but we want to
describe the circumstances under which this is perfectly possible.
In this paper, C*-algebras always have a unit I. Given a C*-algebra M, a state
ϕ of M is a linear function M → C such that ϕ(I) = 1 = ‖ϕ‖. (Note that the
second condition is equivalent to the positivity of ϕ.) The books [4, 5] – among many
others – explain the basic facts about C*-algebras. The class of finite dimensional full
matrix algebras form a small and algebraically rather trivial subclass of C*-algebras,
but from the view-point of non-commutative statistics, almost all ideas and concepts
appear in this setting. A matrix algebra Mn(C) admits a canonical trace Tr and all
states are described by their densities with respect to Tr. The correspondence is given
by ϕ(A) = TrρϕA (A ∈Mn(C)) and we can simply identify the functional ϕ by the
density ρϕ. Note that the density is a positive (semi-definite) matrix of trace 1.
Example 1 Let X be a finite set and N be a C*-algebra. Assume that for each x ∈ X
a positive operator E(x) ∈ N is given and ∑xE(x) = I. In quantum mechanics such
a setting is a model for a measurement with values in X .
The space C(X ) of function on X is a C*-algebra and the partition of unity E
induces a coarse-graining α : C(X ) → N given by α(f) = ∑x f(x)E(x). Therefore
a coarse-graining defined on a commutative algebra is an equivalent way to give a
measurement. (Note that the condition of 2-positivity is automatically fulfilled on a
commutative algebra.) 
Example 2 LetM be the algebra of all bounded operators acting on a Hilbert space
H and let N be the infinite tensor productM⊗M⊗. . .. (To understand the essence of
the example one does not need the very formal definition of the infinite tensor product.)
If γ denotes the right shift on N , then we can define a sequence αn of coarse-grainings
M→N :
αn(A) :=
1
n
(A+ γ(A) + . . .+ γn−1(A)).
αn is the quantum analogue of the sample mean. 
In this survey paper, the emphasis is put on the definitions and on the results.
The results obtained in earlier works are typically not proved but several examples are
presented to give a better insight. Fisher information is a simple an widely used concept
in classical statistics. The relation of sufficiency and quantum Fisher information is
new and proved here in details. (However, the concept of quantum Fisher information
is rather concisely discussed.)
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2 Basic definitions
In this section we recall some well-known results from classical mathematical statistics,
[20] is our general reference, and the basic concepts of the quantum cases are discussed
paralelly.
Let (Xi,Ai, µi) be probability spaces (i = 1, 2). Recall that a positive linear map
M : L∞(X1,A1, µ1) → L∞(X2,A2, µ2) is called a Markov operator if it satisfies
M1 = 1 and fn ց 0 implies Mfn ց 0.
LetM and N be C*-algebras. Recall that 2-positivity of α :M→N means that[
α(A) α(B)
α(C) α(D)
]
≥ 0 if
[
A B
C D
]
≥ 0
for 2 × 2 matrices with operator entries. It is well-known that a 2-positive unit-
preserving mapping α satisfies the Schwarz inequality
α(A∗A) ≥ α(A)∗α(A). (1)
A 2-positive unital mapping between C*-algebras will be called coarse-graining.
All Markov operators (defined above) are coarse-grainings. For mappings defined be-
tween von Neumann algebras, the monotone continuity is called normality. WhenM
and N are von Neumann algebras, a coarse-grainingM→N will be always supposed
to be normal. Therefore, our concept of coarse-graining is the analogue of the Markov
operator.
We mostly mean that a coarse-graining transforms observables to observables cor-
responding to the Heisenberg picture and in this case we assume that it is unit
preserving. The dual of such a mapping acts on states or on density matrices and it
will be called state transformation.
Let (X,A) be a measurable space and let P = {Pθ : θ ∈ Θ} be a set of probability
measures on (X,A). Usually, P is called statistical experiment, if it contains only
two measures, then we speak about a binary experiment. The aim of estimation
theory is to decided about the true value of θ on the basis of data.
A sub-σ-algebra A0 ⊂ A is sufficient for the family P of measures if for all A ∈ A,
there is an A0-measurable function fA such that for all θ,
fA = Pθ(A|A0) Pθ-almost everywhere,
that is,
Pθ(A ∩A0) =
∫
A0
fAdPθ (2)
for all A0 ∈ A0 and for all θ. It is clear from this definition that if A0 is sufficient then
for all Pθ there is a common version of the conditional expectations Eθ[g|A0] for any
measurable step function g, or, more generally, for any function g ∈ ∩θ∈ΘL1(X,A, Pθ).
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In the most important case, the family P is dominated, that is there is a σ-finite
measure µ such that Pθ is absolutely continuous with respect to µ for all θ, this will
be denoted by P << µ. A finite family is always dominated.
For our purposes, it is more suitable to use the following characterization of suffi-
ciency in terms of randomisation.
Let Pi = {Pi,θ : θ ∈ Θ} be dominated families of probability measures on (Xi,Ai),
such that Pi ≡ µi, i = 1, 2. We say that (X2,A2,P2) is a randomisation of
(X1,A1,P1), if there exists a Markov operator M : L∞(X2,A2, µ2)→ L∞(X1,A1, µ1),
satisfying ∫
(Mf)dPθ,1 =
∫
fdPθ,2 (θ ∈ Θ, f ∈ L∞(X2,A2,P2)).
If also (X1,A1,P1) is a randomisation of (X2,A2,P2), then (X1,A1,P1) and (X2,A2,P2)
are statistically equivalent.
For example, let P ≡ P0 and let A0 ⊆ A be a subalgebra. Then (X,A0,P|A0) is
obviously a randomisation of (X,A,P), where the Markov operator is the inclusion
L∞(X,A0, P0|A0) → L∞(X,A, P0). On the other hand, if A0 is sufficient, then the
map
f 7→ E[f |A0], E[f |A0] = Eθ[f |A0], Pθ-almost everywhere,
is a Markov operator L∞(X,A, P0)→ L∞(X,A0, P0|A0) and∫
E[f |A0]dPθ|A0 =
∫
fdPθ (f ∈ L∞(X,A, P0), θ ∈ Θ).
We have the following characterizations of sufficient sub-σ-algebras.
Proposition 1 Let P be a dominated family and let A0 ⊆ A be a sub-σ-algebra. The
following are equivalent.
(i) A0 is sufficient for P
(ii) There exists a measure P0 such that P ≡ P0 and dPθ/dP0 is A0-measurable for
all θ.
(iii) (X,A,P) and (X,A0,P|A0) are statistically equivalent
A classical sufficient statistic for the family P is a measurable mapping T :
(X,A)→ (X1,A1) such that the sub-σ-algebra AT generated by T is sufficient for P.
To any statistic T , we associate a Markov operator
T˜ : L∞(X1,A1, P T0 )→ L∞(X,A, P0), (T˜ g)(x) = g(T (x)).
Obviously, (X1,A1,PT ) is a randomisation of (X,A,P). As in the case of subalgebras,
we have
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Proposition 2 The statistic T : (X,A)→ (X1,A1) is sufficient for P if and only if
(X,A,P) and (X1,A1,PT ) are statistically equivalent.
Example 3 Let P and Q be measures on the σ-algebra A, that is, {P,Q} is a binary
experiment which is dominated by µ := P +Q. Let us define the function
T : X ∋ x 7→ dP
dµ
(x) ∈ [0, 1]
T is a minimal sufficient statistic for {P,Q}. For illustration, we prove this statement
directly.
Let A0 ⊆ A be a sub-σ-algebra. For A ∈ A, let us denote fA := P0(A|A0). We show
that fA is a common version of P (A|A0) and Q(A|A0) if and only if T is A0-measurable.
Indeed, for A0 ∈ A0,
P (A ∩ A0) =
∫
A0
1A dP =
∫
A0
1AT dµ =
∫
A0
Eµ[1AT |A0] dµ
and similarly,
Q(A ∩ A0) =
∫
A0
Eµ[1A(1− T )|A0] dµ .
The fact that T is A0-measurable is equivalent with∫
A0
Eµ[1AT |A0] dµ =
∫
A0
fAT dµ =
∫
A0
fAdP
for all A0 ∈ A0, and similarly for Q.
Let p := dP
dµ
, q := dQ
dµ
. Then
dQ
dP
:=
q
p
1{p>0} .
is called the likelihood ratio of Q and P .
Since
dQ
dP
=
1− T
T
1{T>0},
the likelihood ratio and T generates the same σ-algebra. It follows that the likelihood
ratio is a minimal sufficient statistic as well. 
Proposition 3 (Factorization criterion) Let P << µ. The statistic T : (X,A) →
(X1,A1) is sufficient for P if and only if there is an A1-measurable function gθ for all
θ and an A-measurable function h such that
dPθ
dµ
(x) = gθ(T (x))h(x) Pθ-almost everywhere.
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Example 4 Let X1, X2, . . . , XN be independent random variables with normal distri-
bution N(m, σ). It is well-known that the empirical mean
T (x1, x2, . . . , xN) =
1
N
N∑
i=1
xi
is a sufficient statistic for the parameter m, when σ is fixed.
The joint distribution is
N∏
i=1
C exp
(
−(xi −m)
2
2σ2
)
= CN exp
(
−m
σ2
N∑
i=1
xi − nm
2
2σ2
)
exp
(
−
∑N
i=1 x
2
i
2σ2
)
.
and we observe the factorization:
f(x,m) = g(T (x), m)h(x)
According to Proposition 3, this is enough for the sufficiency. 
Next we formulate the non-commutative setting. LetM be a von Neumann algebra
and M0 be its von Neumann subalgebra. Assume that a family S := {ϕθ : θ ∈ Θ}
of normal states are given. (M,S) is called statistical experiment. The subalgebra
M0 ⊂M is sufficient for (M,S) if for every a ∈M, there is α(a) ∈M0 such that
ϕθ(a) = ϕθ(α(a)) (θ ∈ Θ) (3)
and the correspondence a 7→ α(a) is a coarse-graining. (Note that a positive mapping
is automatically completely positive if it is defined on a commutative algebra.)
We will now define sufficient coarse-grainings. Let N , M be C*-algebras and let
σ : N → M be a coarse-graining. By Proposition 2, the classical definition of
sufficiency can be generalised in the following way: we say that σ is sufficient for the
statistical experiment (M, ϕθ) if there exists a coarse-graining β :M→ N such that
ϕθ ◦ σ ◦ β = ϕθ for every θ.
The next example is the analogue of Example 4 on the algebra of the canonical
commutation relation. Note that the bilinear form α plays the role of the variance
(while σ denotes a simplectic form).
Example 5 Let σ be a non-degenerate symplectic form on a linear space H. Typically,
H is a complex Hilbert space and σ(f, g) = Im〈f, g〉. The Weyl algebra CCR(H) is
generated by unitaries {W (f) : f ∈ H} satisfying the Weyl form of the canonical
commutation relation:
W (f)W (g) = eiσ(f,g)W (f + g) (f, g ∈ H),
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see the monographs [5, 13] about the details. Since the linear hull of the unitaries
W (f) is dense in CCR(H), any state is determined uniquely by its values taken on the
Weyl unitaries. The most important states of the Weyl algebra are the Gaussian (or
quasifree) states which are given as
ϕm,α(W (f)) = exp
(
m(f)i− 1
2
α(f, f)
)
(f ∈ H),
where m is a linear functional and α is a bilinear functional on H and H×H, respec-
tively. Note that α should satisfy the constrain
σ(f, g)2 ≤ α(f, f)α(g, g), (4)
see Thm. 3.4 and its proof in [13].
It is well-known that
CCR(K1)⊗ CCR(K2)⊗ . . .⊗ CCR(Kn)
may be regarded as
CCR(K1 ⊕K2 ⊕ . . .⊕Kn)
for any Hilbert spaces K1,K2, . . .Kn. Now we suppose that all these spaces coincide
with H and we write Hn for H⊕H ⊕ . . .⊕H. The bilinear forms αn and σn defined
on Hn are induced by α and σ.
There exists a completely positive (so-called quasifree) mapping
T : CCR(H)→ CCR(Hn)
such that
T (W (f)) = W
(
1√
n
(f ⊕ f ⊕ . . .⊕ f)
)
(p. 73 in [13]). We claim that T is sufficient for the family
{ψm,α := ϕ(1)m,α ⊗ ϕ(2)m,α ⊗ . . .⊗ ϕ(n)m,α : m}
of states on CCR(Hn), when α is fixed.
Consider the quasi-free mapping Sα : A(n) → CCR(H) given as
Sα(W (f1⊕f2⊕ . . .⊕fn)) = W
(
1√
n
∑
i
fi
)
exp
(
1
2n
α(
∑
ifi,
∑
i fi)−
1
2
∑
iα(fi, fi)
)
.
Then
(T ◦ Sα)(W (f1 ⊕ f2 ⊕ . . .⊕ fn)) = W
(
1
n
∑
i
fi ⊕ . . .⊕ 1
n
∑
i
fi
)
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× exp
(
1
2n
α(
∑
ifi,
∑
i fi)−
1
2
∑
iα(fi, fi)
)
and
ψm,σ(T ◦ Sα) = ψm,σ
holds for every m. We will show that Sα is completely positive.
We can write Sα : A(n) → CCR(H) as
Sα(W (f
n)) =W (Anf
n)F (fn), (5)
where fn = f1 ⊕ . . .⊕ fn ∈ Hn,
F (fn) = exp
(
1
2n
α(
∑
ifi,
∑
ifi)−
1
2
∑
iα(fi, fi)
)
and An : Hn →H is the linear map f1 ⊕ . . .⊕ fn 7→
∑
i fi. By Thm. 8.1 in [13], Sα is
completely positive if and only if the kernel
(fn, gn) 7→ F (gn − fn) exp i
(
σn(g
n, fn)− σ(Angn, Anfn)
)
(6)
is positive definite.
It is easy to see that A∗n : f 7→ 1√n(f ⊕ f ⊕ . . .⊕ f) and
αn(f
n, (I − A∗nAn)gn) = αn((I − A∗nAn)fn, gn) =
∑
i
α(fi, gi)− 1
n
α(
∑
ifi,
∑
i gi).
Since An is a contraction, I − A∗nAn is positive. Setting Bn = (I −A∗nAn)1/2, we have
F (fn) = exp
(
− 1
2
αn (Bnf
n, Bnf
n)
)
.
and
σn(g
n, fn)− σ(Angn, Anfn) = −σn(Bnfn, Bngn).
The kernel (6) has the form
exp
(
− 1
2
αn (Bn(g
n − fn), Bn(gn − fn) + iσn(Bnfn, Bngn))
)
.
The positive definiteness follows from that of the exponent which is so due to
σ2n(f
n, gn) ≤ αn(fn, fn)αn(gn, gn).

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3 Sufficient subalgebras and coarse-grainings
In the study of sufficient subalgebras monotone quasi-entropy quantities play an im-
portant role. The relative α-entropies are examples of those [11, 9].
Let ϕ and ω be normal states of a von Neumann algebra and let ξϕ and ξω be the
representing vectors of these states from the natural positive cone (see below). Let
fα(t) =
1
α(1− α)(1− t
α).
It is well-known that this function is operator monotone decreasing for α ∈ (−1, 1).
The relative α-entropy
Sα(ϕ||ω) = 〈ξϕ, fα(∆)ξϕ〉 (7)
is a particular quasi-entropy corresponding to the function fα, ∆ is the relative modular
operator ∆(ω/ϕ). When ρ1 and ρ2 are statistical operators, this formula can be written
as
Sα(ρ1||ρ2) = 1
α(1− α)Tr(I − ρ
α
2ρ
−α
1 )ρ1 . (8)
(For details, see Chap. 7 in [9]).
The relative α-entropy is monotone under coarse-graining:
Sα(ρ1‖ρ2) ≥ Sα(E(ρ1)‖E(ρ2)) .
If follows also from the general properties of quasi-entropies that Sα(ρ1‖ρ2) is jointly
convex and positive. The transition probability
PA(ϕ, ω) = 〈ξϕ, ξω〉.
corresponds to α = 1/2 (up to additive and multiplicative constans).
The next theorem is essentially Thm 9.5 from [9].
Theorem 1 let M0 ⊂ M be von Neumann algebras and let (M, {ϕθ : θ ∈ Θ}) be a
statistical experiment. Assume that there are states ϕn ∈ S := {ϕθ : θ ∈ Θ} such that
ω :=
∞∑
n=1
λnϕn
is a faithful normal state for some constants λn > 0. Then the following conditions are
equivalent.
(i) M0 is sufficient for (M, ϕθ).
(ii) Sα(ϕθ, ω) = Sα(ϕθ|M0, ω|M0) for all θ and for some 0 < |α| < 1.
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(iii) [Dϕθ, Dω]t = [D(ϕθ|M0), D(ω|M0)]t for every real t and for every θ.
(iv) [Dϕθ, Dω]t ∈M0 for all real t and every θ.
(v) The generalised conditional expectation Eω : M → M0 leaves all the states ϕθ
invariant.
Since ω is assumed to be faithful and normal, it is convenient to consider a repre-
sentation ofM on a Hilbert space H such that ω is induced by a cyclic and separating
vector Ω. Given a normal state ψ the quadratic form aΩ 7→ ψ(aa∗) (a ∈M) determines
the relative modular operator ∆(ψ/ω) as
ψ(aa∗) = ‖∆(ψ/ω)aΩ‖2 (a ∈M).
The vector ∆(ψ/ω)1/2Ω is the representative of ψ from the so-called natural positive
cone (which is actually the set of all such vectors). The Connes’ cocycle
[Dψ,Dω]t = ∆(ψ/ω)
it∆(ω/ω)−it
is a one-parameter family of contractions in M, unitaries when ψ is faithful. The
modular group of ω is a group of automorphisms defined as
σt(a) = ∆(ω/ω)
ita∆(ω/ω)−it (t ∈ R).
The Connes’ cocycle is the quantum analogue of the Radon-Nikodym derivative of
measures.
The generalised conditional expectation Eω :M→M0 is defined as
Eω(a)Ω = J0PJaΩ
where J is the modular conjugation on the Hilbert space H, J0 is that on the closure
H0 ofM0Ω and P : H → H0 is the orthogonal projection [1] . There are several equiv-
alent conditions which guarantee that Eω is a conditional expectation, for example,
σt(M0) ⊂M0, (Takesaki’s theorem, [9]).
More generally, let M1 and M2 be von Neumann algebras and let σ : M1 →M2
be a coarse-graining. Suppose that a normal state ϕ2 is given and ϕ1 := ϕ2 ◦ σ is
normal as well. Let Φi be the representing vectors in given natural positive cones and
Ji be the modular conjugations (i = 1, 2).
From the modular theory we know that
pi := JiMiΦi
is the support projection of ϕi (i=1,2).
The dual σ∗ϕ2 : p2M2p2 → p1M1p1 of σ is is characterised by the property
〈a1Φ1, J1σϕ2(a2)Φ1〉 = 〈σ(a1)Φ2, J2a2Φ2〉 (ai ∈Mi, i = 1, 2) (9)
(see Prop. 8.3 in [9]).
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Example 6 Let M be a matrix algebra with a family of states {ϕθ : θ ∈ Θ} and let
Mn⊗ :=M⊗ . . .⊗M and ϕn⊗θ := ϕθ⊗ . . .⊗ϕθ be n-fold products. Each permutation
of the tensor factors induces an automorphism of Mn⊗n and let N be the fixed point
subalgebra of these automorphisms. Then N is sufficient for the family {ϕn⊗θ : θ ∈ Θ}.
Indeed, the Cones’ cocycle of any two of these states is a homogeneous tensor product,
therefore they are in the fixed point algebra N . 
Let us return to the Weyl algebra.
Example 7 Let H be a real Hilbert space with inner product α(f, g) (f, g ∈ H) and
let σ be a non-degenerate symplectic form on H. Assume that (4) holds. Then there
exists an invertible contraction D on H, such that
σ(f, g) = α(Df, g) (f, g ∈ H).
Let D = J |D| be the polar decomposition, then JD = DJ , J2 = −I. The unitary J
defines a complex structure on H. We introduce a complex inner product by
〈f, g〉 := σ(f, Jg) + iσ(f, g),
then
σ(f, g) = Im〈f, g〉 and α(f, g) = Re〈|D|−1f, g〉 .
For each linear form m on H, there is an element gm ∈ H, such that
m(f) = 2σ(gm, f) (f ∈ H).
Let ϕm be the quasifree state on CCR(H, σ) given by
ϕm(W (f)) = exp
(
im(f)− 1
2
α(f, f)
)
.
Then
ϕm(W (f)) = ϕ0(W (gm)W (f)W (−gm)) (f ∈ H) .
Let H be a subset of H. The family of states SH = {ϕm : gm ∈ H}, is the quantum
counterpart of the classical Gaussian shift on H.
Let us now suppose that ‖D‖ < 1, then there is an operator L ≥ εI for some ε > 0,
such that |D|−1 = cothL. It was proved in [13] that the state ϕ0 satisfies the KMS
condition with respect to the automorphism group
σt(W (f)) = W (Vtf) (t ∈ R, f ∈ H) ,
where Vt = exp(−2itL). Therefore, σt is the modular group of ϕ0. It is not difficult to
prove that
ugt = exp(iσ(Vtg, g))W (Vtg − g) (g ∈ H, t ∈ R)
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is the Connes’ cocycle [Dϕm, Dϕ0]t. It follows that the algebra CCR(K, σ|K) is min-
imal sufficient for SK when K is the subspace generated by {Vt(g) − g : g ∈ K}. In
particular, we see that if K = H, then there is no non-trivial sufficient subalgebra for
the Gaussian shift.
Let us now recall the situation in Example 5. There, we studied the algebra
CCR(Hn, σn) with the family of states SL, where L = {g ⊕ . . . ⊕ g : g ∈ H}. It
follows from our analysis that the minimal sufficient subalgebra is CCR(L, σn). 
We will now define sufficient coarse-grainings. Let N , M be C*-algebras and let
σ : N → M be a coarse-graining. By Proposition 2, the classical definition of
sufficiency can be generalised in the following way: we say that σ is sufficient for the
statistical experiment (M, ϕθ) if there exists a coarse-graining β :M→ N such that
ϕθ ◦ σ ◦ β = ϕθ for every θ.
Let us recall the following well-known property of coarse-grainings, see 9.2 in [19].
Lemma 1 Let M and N be C*-algebras and let σ : N → M be a coarse-graining.
Then
Nσ := {a ∈ N : σ(a∗a) = σ(a)σ(a)∗ and σ(aa∗) = σ(a)∗σ(a)} (10)
is a subalgebra of N and
σ(ab) = σ(a)σ(b) and σ(ba) = σ(b)σ(a) (11)
holds for all a ∈ Nσ and b ∈ N .
We call the subalgebra Nσ the multiplicative domain of σ.
Now let N and M be von Neumann algebras and let ω be a faithful normal state
on M such that ω ◦ σ is also faithful. Let
N1 = {a ∈ N , σ∗ω ◦ σ(a) = a}
It was proved in [12] that N1 is a subalgebra of Nσ, moreover, a ∈ N1 if and only
if σ(a∗a) = σ(a)∗σ(a) and σ(σω◦σt (a)) = σ
ω
t (σ(a)). The restriction of σ to N1 is an
isomorphism onto
M1 = {b ∈M, σ ◦ σ∗ω(b) = b}
The following Theorem was proved in [12] in the case when ϕθ are faithful states.
See [6] concerning the general case.
Theorem 2 LetM and N be von Neumann algebras and let σ : N →M be a coarse-
graining. Suppose that (M, ϕθ) is a statistical experiment dominated by a state ω such
that both ω and ω ◦σ are faithful and normal. Then following properties are equivalent:
(i) σ(Nσ) is a sufficient subalgebra for (M, ϕθ).
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(ii) σ is a sufficient coarse-graining for (M, ϕθ).
(iii) Sα(ϕθ||ω) = Sα(ϕθ|M0 ||ω|M0) for all θ and for some 0 < |α| < 1.
(iv) σ([Dϕθ ◦ σ,Dω ◦ σ]t) = [Dϕθ, Dω]t
(v) M1 is a sufficient subalgebra for (M, ϕθ).
(vi) ϕθ ◦ σ ◦ σ∗ω = ϕθ.
The previous theorem applies to a measurement which is essentially a positive map-
ping N → M from a commutative algebra. The concept of sufficient measurement
appeared also in [3]. For a non-commuting family of states, there is no sufficient mea-
surement.
We also have the following characterization of sufficient coarse-grainings in terms
of relative entropy, see [10]
Proposition 4 Under the conditions of Theorem 2, suppose that S(ϕθ||ω) is finite for
all θ. Then σ is a sufficient coarse-graining if and only if
S(ϕθ||ω) = S(ϕθ ◦ σ||ω ◦ σ)
The equality in inequalities for entropy quantities was studied also in [17, 18]. For
density matrices, it was shown that the equality in Proposition 4 is equivalent to
σ(log σ∗(Dθ)− log σ∗(Dω0)) = logDθ − logDω, (12)
where σ∗ is the dual mapping of σ on density matrices.
Let us now show how Theorems 1 and 2 can be applied if the dominating state
ω is not faithful. Suppose that p = suppω, q = suppω ◦ σ. We define the map
α : qN q → pMp by α(a) = pσ(a)p. Then α is a coarse-graining such that α∗ω = σ∗ω
and ϕθ ◦σ(a) = ϕθ ◦α(qaq) for all θ. We check that α is sufficient for (pMp, ϕθ|pMp) if
and only if σ is sufficient for (M, ϕθ). Indeed, let β˜ : pMp→ qN q be a coarse-graining
such that ϕθ|pMp ◦ α ◦ β˜ = ϕθ|pMp and let β :M→N be defined by
β(a) = β˜(pap) + ω(a)(1− q)
Then β is a coarse-graining and
ϕθ ◦ σ ◦ β(a) = ϕθ ◦ σ(qβ(a)q)) = ϕθ ◦ α ◦ β˜(pap) = ϕθ(pap) = ϕθ(a)
The converse is proved similarly, taking β˜(a) = qβ(a)q for a ∈ pMp.
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4 Exponential families and Fisher information
Let M be a von Neumann algebra and ω be a normal state. For a ∈ Msa define the
(perturbed) state [ωa] as the minimizer of the functional
ψ 7→ S(ψ||ω)− ψ(a) (13)
defined on normal states of M.
We define the quantum exponential family as
S = {ϕθ := [ω
∑
i θiai] : θ ∈ Θ}, (14)
where a1, a2, . . . , an are self-adjoint operators from M and Θ ⊆ Rn is the parameter
space. LetM be finite dimensional, and assume that the density of ω is written in the
form eH , H = H∗ ∈M. Then the density of ϕθ is nothing else but
ρθ =
exp (H +
∑
i θiai)
Tr exp (H +
∑
i θiai)
, (15)
which is a direct analogue of the classical exponential family.
Returning to the general case, note that the support of the states ϕθ is suppω.
For more details about perturbation of states, see Chap. 12 of [9], here we recall the
analogue of (15) in the general case. We assume that the von Neumann algebra is in
a standard form and the representative of ω is the vector Ω from the positive cone of
the Hilbert space. Let ∆ω ≡ ∆(ω/ω) be the modular operator of ω, then ϕθ of (15) is
the vector state induced by the unit vector
Φθ :=
exp 1
2
(
log∆ω +
∑
i θiai
)
Ω∥∥∥ exp 12( log∆ω +∑i θiai)Ω∥∥∥ . (16)
(This formula holds in the strict sense if ω is faithful, since ∆ω is invertible in this case.
For non-faithful ω the formula is modified by the support projection.)
In the next theorem σωt denotes the modular automorphism group of ω, σ
ω
t (a) =
∆itωa∆
−it
ω .
Theorem 3 [10] LetM be a von Neumann algebra with a faithful normal state ω and
M0 be a subalgebra. For a ∈ Asa the following conditions are equivalent.
(i) [D[ωa], Dω]t ∈M0 for all t ∈ R.
(ii) σωt (a) ∈M0 for all t ∈ R.
(iii) For the generalised conditional expectation Eω :M→M0, Eω(a) = a holds.
15
Corollary 1 Let S be the exponential family (14) and let M0 ⊆ M be a subalgebra.
Then the following are equivalent.
(i) M0 is sufficient for (M,S).
(ii) σωt (ai) ∈M0 for all t ∈ R and 1 ≤ i ≤ n.
(iii) M0 is sufficient for (M, {[ωa1], . . . , [ωan]}).

Let us denote by c(ω, a) the minimum in (13), that is, c(ω, a) = S([ωa] ||ϕ)−[ωa](a).
Then the function a 7→ c(ω, a) is analytic and concave. We recall that for a, h ∈Msa,
d
dt
c(ω, a+ th)
∣∣∣
t=0
= −[ωa](h)
Let us define for a, h, k ∈ Msa
γω(h, k) = − ∂
2
∂s∂t
c(ω, th+ sk)
∣∣∣
s=t=0
= − d
dt
[ωa+th](k)
∣∣∣
t=0
Then γω is a positive bilinear form onMsa. It has an important monotonicity property:
If α : N → M is a faithful coarse-graining, then we have for any faithful state ω on
M and a self-adjoint element a ∈ N that
γω(α(a), α(a)) ≤ γω◦α(a, a)
Note also that for h, k ∈Msa and λ1, λ2 ∈ R,
γω(h+ λ1, k + λ2) = γω(h, k)
and γω(h, h) = 0 implies h = λ ∈ R.
Let now S = {ϕθ : θ ∈ Θ} be a family of normal states on M and suppose that
the parameter space is an open subset Θ ⊂ Rk. Further, we suppose that there exists
a faithful normal state ω onM, such that there are some constants λ, µ > 0 satisfying
λω ≤ ϕθ ≤ µω (17)
holds for every theta. If this condition holds, it remains true if we take any element in
S in place of ω, we may therefore suppose that ω ∈ S.
Condition (17) implies that for each θ ∈ Θ, there is some a(θ) ∈ Msa, such that
ϕθ = [ω
a(θ)]. We will further assume that the function θ 7→ a(θ) is continuously
differentiable and denote by ∂i the partial derivative with respect to θi.
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If α : N →M be a coarse-graining, then for θ ∈ Θ, we have
λω ◦ α ≤ ϕθ ◦ α ≤ µω ◦ α ,
so that the induced family again satisfies condition (17) and there are self-adjoint
elements b(θ) ∈ N , such that ϕθ ◦ α = [ω ◦ αb(θ)].
We have the following characterization of sufficient coarse-grainings under the above
conditions
Theorem 4 Let α : N →M be a faithful coarse-graining and let S be as above. Then
α is sufficient for (M,S) if and only if for each θ there is some b(θ) ∈ N sa, such that
ϕθ = [ω
α(b(θ))] and ϕθ ◦ α = [ω ◦ αb(θ)]. (18)
Proof. Let ω = ϕθ0 ∈ S and let ϕθ = [ωa(θ)]. Let α be sufficient for (M,S) and let
N1 = {a ∈ N : α∗ω ◦ α(a) = a} = {a ∈ Nα : α(σω◦αt (a)) = σωt (α(a))}.
Then α(N1) is a sufficient subalgebra and by Theorem 3 and 2, σωt (a(θ)) ∈ α(N1)
for all t, θ, in particular, a(θ) = α(b(θ)), for some elements b(θ) ∈ N1. Consider the
expansion:
[Dωα(b(θ)), Dω]t =
∞∑
n=0
in
∫ t
0
dt1 . . .
∫ tn−1
0
dtnσ
ω
tn(α(b(θ)))...σ
ω
t1
(α(b(θ)))
=
∞∑
n=0
in
∫ t
0
dt1 . . .
∫ tn−1
0
dtnα(σ
ω◦α
tn (b(θ)))...α(σ
ω◦α
t1
(b(θ)))
= α([Dω ◦ αb(θ), Dω ◦ α]t).
On the other hand, α is sufficient, therefore [Dϕθ, ω]t ∈ α(Nα) and
α([Dϕθ ◦ α,Dω ◦ α]t) = [Dϕθ, Dω]t .
As α is invertible on Nα, it follows that [Dϕθ ◦α,Dω ◦α]t = [D[ω ◦αb(θ)], Dω ◦α]t and
we have (18).
Conversely, suppose (18) holds, then
∂jc(ω ◦ α, b(θ)) = −[ω ◦ αb(θ)](∂jb(θ)) = −ϕθ(α(∂jb(θ)) = ∂jc(ω, α(b(θ)))
for all θ and j. Putting θ = θ0, it follows that c(ω ◦ α, b(θ)) = c(ω, α(b(θ))) for all θ.
Hence
S(ϕθ||ω) = c(ω, α(b(θ)))−ϕθ(α(b(θ))) = c(ω ◦α, b(θ))−ϕθ ◦α(b(θ)) = S(ϕθ ◦α||ω ◦α)
and α is sufficient. 
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Note that the above Theorem implies, that if S is the exponential family (15) for
some a1, . . . , ak ∈ Msa, then the coarse-graining is sufficient if and only if ϕθ ◦ α is
again an exponential family, ϕθ ◦α = [ω ◦α
∑
i θibi ] and ai = α(bi). In finite dimensions,
the Theorem reduces to equality (12).
Let us denote
ℓi = ∂i (a(θ)− c(ω, a(θ))) = ∂ia(θ)− ϕθ(∂ia(θ))
Then ℓi is a quantum version of the score in classical statistics. We define a Riemannian
metric tensor on Θ by
gi,j(θ) = γϕθ(ℓi, ℓj)
This is one of the quantum versions of the Fisher information, [16]. Note that
gi,j(θ) = γϕθ(∂ia(θ), ∂ja(θ)) and if a(θ) is twice differentiable, then
gi,j(θ) = −∂i∂jc(ω, a(θ)) + ϕθ(∂i∂ja(θ))
Next we show how sufficiency can be characterised by the Fisher information.
Theorem 5 Let α : N → M and S be as in the previous Theorem. Let g(θ) and
h(θ) be the Fisher information matrix for S and the induced family {ϕθ ◦ α : θ ∈ Θ},
respectively. Then the matrix inequality
h(θ) ≤ g(θ)
holds. Moreover, equality is attained if and only if α is sufficient for (M,S).
Proof. Let c = (c1, . . . , ck) ∈ Rk, we have to show that∑
i,j
cicjhi,j(θ) ≤
∑
i,j
cicjgi,j(θ)
for all θ. Let ϕθ = [ω
a(θ)], ϕθ ◦ α = [ω ◦ αb(θ)] and let us denote
b˙ =
d
dt
b(θ + tc)|t=0 ∈ N , a˙ = d
dt
a(θ + tc)|t=0 ∈M.
We have ∑
i,j
cicjhi,j(θ) = γϕθ◦α(b˙, b˙) = −
d
dt
[ω ◦ αb(θ+tc)](b˙)
∣∣∣
t=0
= − d
dt
ϕθ+tcα((b˙))
∣∣∣
t=0
= γϕθ(a˙, α(b˙))
By Schwarz inequality and monotonicity of γ, we get
γϕθ(a˙, α(b˙))
2 ≤ γϕθ(a˙, a˙)γϕθ(α(b˙), α(b˙)) ≤ γϕθ(a˙, a˙)γϕθ◦α(b˙, b˙).
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This implies that ∑
i,j
cicjhi,j(θ) ≤ γϕθ(a˙, a˙) =
∑
i,j
cicjgi,j(θ).
Suppose that α is sufficient, then there is a coarse-graining β :M→N , such that
ϕθ = ϕθ ◦ α ◦ β and, by the first part of the proof, g(θ) ≤ h(θ), hence g(θ) = h(θ).
Conversely, let g(θ) = h(θ), and let us denote ai = ∂ia(θ)|θ and bi = ∂ib(θ)|θ. Then
∂iϕθ(aj)|θ = −gi,j(θ) = −hi,j(θ) = ∂iϕθ ◦ α(bj).
It follows that
0 = ∂iϕθ(α(bj)− aj)|θ = γϕθ(ai, aj − α(bj))
for all i, j and θ. Therefore, we have for all i and θ,
γϕθ(α(bi), α(bi)) = γϕθ(α(bi)− ai, α(bi)− ai) + γϕθ(ai, ai).
On the other hand, by monotonicity and the assumption, we have
γϕθ(α(bi), α(bi)) ≤ γϕθ◦α(bi, bi) = γϕθ(ai, ai)
This implies that ∂iα(b(θ))− ∂ia(θ) = λi(θ) for some λi(θ) ∈ R, for all i and θ. Since
a(θ) and b(θ) are only determined up to a scalar multiple of 1 and we may suppose
that b(θ0) = 0, a(θ0) = 0, we may choose b(θ) so that a(θ) = α(b(θ)) for all θ. By
Theorem 4, α is sufficient. 
5 Factorization
Let M be a von Neumann algebra with a standard representation on a Hilbert space
H and let ω be a faithful state onM. LetM0 ⊂M be a subalgebra and assume that
it is invariant under the modular group σωt of ω. Let ω0 be the restriction of ω toM0,
then σωt |M0 = σω0t .
Let φ and φ0 be faithful normal semifinite weights onM andM0, respectively, then
for a ∈M0, we have
∆itω,φa∆
−it
ω,φ = σ
ω
t (a) = σ
ω0
t (a) = ∆
it
ω0,φ0a∆
−it
ω0,φ0
It follows that there is a unitary wt ∈M′0, such that
∆itω,φ = ∆
it
ω0,φ0
wt
Theorem 6 Let (M,S) be a statistical experiment dominated by a faithful normal
state ω. Let M0 ⊂ M be a von Neumann subalgebra invariant with respect to the
modular group σωt . Then M0 is sufficient for S if and only if for each t ∈ R, there is
a unitary element wt ∈ M′0, such that
∆itϕθ ,φ = ∆
it
ϕθ,0,φ0
wt, t ∈ R (19)
where ϕθ,0 = ϕθ|M0.
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Proof. Let M0 be sufficient for (M,S), then [Dϕθ, Dω]t = [Dϕθ,0, Dω0]t for all θ
and t. It follows that
∆itϕθ ,φ = [Dϕθ, Dω]t∆
it
ω,φ = [Dϕθ,0, Dω0]t∆
it
ω0,φ0
wt = ∆
it
ϕθ,0,φ0
wt
Conversely, suppose (19), then
[Dϕθ, Dω]t = ∆
it
ϕθ ,φ
∆−itω,φ = ∆
it
ϕθ,0,φ0
wtw
∗
t∆
−it
ω0,φ0
= [Dϕθ,0, Dω0]t
and M0 is sufficient. 
Let M1 =M′0 ∩M be the relative commutant, then M1 is invariant under σωt as
well and σωt |M1 = σω1t , where ω1 = ω|M1. Suppose further, that the subalgebra M0 is
semifinite and let φ0 be a trace. Then ∆
it
ω0,φ0
,∆itϕθ,0,φ0 ∈ M0 for all θ and there is an
operator ∆ affiliated with M′0, such that wt = ∆it. Moreover, for a ∈M1,
σω1t (a) = σ
ω
t (a) = wtaw
∗
t = ∆
ita∆−it
The factorization (19) has a special form, if we require that the entropy of the state ω
is finite. Recall that the entropy of a state ϕ of a C*-algebra is defined as
S(ϕ) := sup
{∑
i
λiS(ϕi‖ϕ) :
∑
i
λiϕi = ϕ
}
,
see (6.9) in [9]. If S(ω) <∞, thenM must be a countable direct sum of type I factors,
see Theorem 6.10. in [9]. As the subalgebras M0 and M1 are invariant under σωt , we
have by Proposition 6.7. in [9] that S(ω0), S(ω1) ≤ S(ω) < ∞. It follows that both
M0 and M1 must be countable direct sums of type I factors as well.
Let φ and φ0 be the canonical traces and let ρω, ρθ and ρθ,0, ρω0 be the density
operators. Then wt = ρ
−it
ω0
ρitω ∈ M′0 ∩M = M1 and since σω1t (a) = wtaw∗t , we have
wt = ρ
it
ω1
zit for a central element z in M1 and a density operator ρω1 in M1. Putting
all together, we get that sufficiency is equivalent with
ρθ = ρθ,0ρω1z, θ ∈ Θ (20)
The essence of this factorization is that the first factor is the reduced density and the
rest is independent of θ.
SinceM1 is a countable direct sum of factors of type I, there is an orthogonal family
of minimal central projections pn,
∑
n pn = 1. Moreover, there is a decomposition
Hn = pnH = HLn ⊗HRn ,
such that
M1 =
⊕
n
CIHLn ⊗ B(HRn ), (M1)′ =
⊕
n
B(HLn)⊗ CIHRn
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From this, we get
ρθ = ρθ,0ρω1z =
∑
n
ϕθ(pn)ρ
L
n(θ)⊗ ρRn (21)
where ρRn is a density operator in B(HRn ) and ρLn(θ) is a density operator in B(HLn).
A particular example of a sufficient subalgebra is the subalgebra generated by the
partial isometries {[Dϕθ, Dω]t : t ∈ R}, this subalgebra is minimal sufficient and
invariant under σωt . If S(ω) < ∞, the decomposition (20), corresponding to this
subalgebra is a maximal such decomposition, in the sense that the density operator
ρθ,0 cannot be decomposed further, in a nontrivial way.
Example 8 Let H be a finite dimensional Hilbert space, let S be a family of pure
states induced by the unit vectors {ξθ : θ ∈ Θ}. Suppose that the vectors ξθ generate
H, then there is a faithful state ω, dominating S. Let
A0 = ⊕mj=1B(HLj )⊗ CIHRj
be a subalgebra in B(H), invariant under σωt and suppose that A0 is sufficient for S.
Then, we have from (21) that for each θ, there is some 1 ≤ j ≤ m and unit vectors
ξθ,j ∈ HLj , ξj ∈ HRj , such that
ξθ = ξθ,j ⊗ ξj
Suppose that there are θ1, θ2 ∈ Θ, such that ξθi = ξθi,ji ⊗ ξji, i = 1, 2 and j1 6= j2, then
ξθ1 and ξθ2 must be orthogonal. Consequently, if, for example, the family S contains
no two orthogonal vectors, then m = 1, A0 must be of the form A0 = B(HL)⊗ CIHR
and ξθ = ξθ,L ⊗ ξR for all θ. 
Example 9 Let us return to the experiment (M⊗n, {ϕ⊗nθ }) of Example 6. Let M =
B(H) and let π be the unitary representation of the permutation group S(n) on H⊗n,
then N = π(S(n))′. There is a decomposition π = ⊕i,jπi,j , such that all πi,j are
irreducible representations and πi,j, πk,l are equivalent if and only if i = k. It follows
that there is a decomposition H⊗n = ⊕kHLk ⊗HRk such that
N =
⊕
k
B(HLk )⊗ CIHRk
Let ω be a state dominating ϕθ, θ ∈ Θ, then ω⊗n dominates ϕ⊗n, θ ∈ Θ. Since N is
also invariant under the modular group σω
⊗n
t , we conclude that the densities decompose
as
ρ⊗nθ =
∑
k
λkρ
L
k (θ)⊗ ρRk ,
for density matrices ρLk (θ) ∈ B(HLk ) and ρRk ∈ B(HRk ). 
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