Let p be a prime number and let k be a number field, which does not contain the field Q(ζ p +ζ p ). Let E be an elliptic curve defined over k. We prove that if there are no k-rational torsion points of exact order p on E, then the local-global principle holds for divisibility by p n , with n a natural number. As a consequence of the deep theorem of Merel, for p larger than a constant depending only on the degree of k, there are no counterexamples to the local-global divisibility principle. Nice and deep works give explicit small constants for elliptic curves defined over a number field of degree at most 5 over Q.
Introduction
Let k be a number field and let A be a commutative algebraic group defined over k. Several papers have been written on the following classical question, known as Local-Global Divisibility Problem.
PROBLEM:
Let P ∈ A(k). Assume that for all but finitely many valuations v ∈ k, there exists D v ∈ A(k v ) such that P = qD v , where q is a positive integer. Is it possible to conclude that there exists D ∈ A(k) such thatis positive for p odd, and negative for instance for q = 8 (and P = 16) (see for example [AT] , [Tro] ).
For general commutative algebraic groups, R. Dvornicich and U. Zannier gave some general cohomological criteria, sufficient to answer the question (see [DZ] and [DZ3] ). Using these criteria, they found a number of examples an counterexamples to the local-global principle when A is an elliptic curve or a torus. Further examples in a torus are given by M. Illengo [Ill] . For an elliptic curve E, the local-global principle holds for divisibility by any prime p. Furthermore, they provide a geometric criterium: if E does not admit any k-isogeny of degree p, then the local-global principle holds for divisibility by p n . Theorems of Serre and of Mazur (see [Ser] and [Maz2] ) prove that such an isogeny exists only for p ≤ c(k, E), where c(k, E) is a constant depending on k and E, and on elliptic curves over Q, for p ∈ S 1 = {2, 3, 5, 7, 11, 13, 17, 19, 37, 43, 67, 163} . Thus the local-global principle holds in general for p n with p > c(k, E) and in elliptic curves over Q it suffices p / ∈ S 1 .
The present work answers to a question of Dvornicich and Zannier: Can one make the constant depending only on the field k and not on E? In a first paper [PRV] , we give positive answer for the very special case of divisibility by p 2 . Here we essentially give a strong geometric criterium: if E does not admit any k-rational torsion point of exact order p, then the local-global principle holds for divisibility by p n . In view of the deep Merel theorem we give a general positive answer to the above question. More precisely the constant depends only on the degree of k. In an unpublished work, Oesterlé [Oes] showed that there is no k-torsion of exact order larger than (3 [k:Q]/2 + 1) 2 . This constant is not sharp and the bound is expected Introduction by Kamienny, Stein and Stoll [KSS] and Derickx, Kamienny, Stein and Stoll [DKSS] give the potential minimal sets S 4 = {2, 3, 5, 7, 11, 13, 17} and S 5 = {2, 3, 5, 7, 11, 13, 17, 19} for elliptic curves over fields of degree 4, respectively 5, over Q. Then, outside these sets the local-global-divisibility principle holds. The minimality of such sets for the local-global problem remains an open question, as only counterexamples for 2 n and 3 n , for all n ≥ 2 are known ( [DZ2] , [Pal] , [Pal2] and [Pal3] ).
Theorem 1. Let p be a prime number and let n be a positive integer. Let E be an elliptic curve defined over a number field k, which does not contain the field Q(ζ p + ζ p ). Suppose that E does not admit any k-rational torsion point of exact order p. Then, a point P ∈ E(k) is locally divisible by p n in E(k v ) for all but finitely many valuations v if and only if P is globally divisible by p n in E(k).
The mentioned cohomological criterium of Dvornicich and Zannier asserts that if the local cohomology of
there are no counterexamples (see Definition 1 and Theorem 4). Under the hypotheses of our theorem, we prove that the local cohomology of G n is trivial. For divisibility by p 2 , it happens that the structure of G 2 and consequently of its local cohomology is quite simple. The structure of G n is however quite intricate. Thus, for the general case we cannot apply a direct approach like in the simpler case of the divisibility by p 2 . Using an induction, we show that the groups G n are generated by diagonal, strictly lower triangular and strictly upper triangular matrices. In addition we detect a special diagonal element in G n . If there are no k-torsion points of exact order p, the local cohomology of these subgroups or of their commutators is trivial. Thanks to the special diagonal element, we glue together the cohomologies and we conclude that the local cohomology of G n is trivial, too.
As a nice consequence of the deep theorem of L. Merel we produce a complete positive answer to the question of Dvornicich and Zannier.
Corollary 2. Let E be an elliptic curve defined over any number field k. Then, there exists a constant C([k : Q]), depending only on the degree of k, such that the local-global principle holds for divisibility by any power p n of
Proof. By [Mer] , for every number field k, there exists a constant C merel ([k : Q]) depending only on the degree of k, such that, for every prime p > C merel ([k : Q] ), no elliptic curve defined over k has a k-rational torsion point of exact order p. Let p 0 be the largest prime such that k contains the field Q(
In an unpublished work, Oesterlé [Oes] showed that
The famous Mazur's Theorem and further explicit versions of Merel's Theorem give:
Corollary 3. Let C(1) = 7 for Q; C(2) = 13 for quadratic fields; C(3) = 13 for cubic fields; C(4) = 17 for fields of degree 4 over Q; C(5) = 19 for fields of degree 5 over Q.
Let E be an elliptic curve defined over any number field of degree d = 1, 2, 3, 4, 5. Then the local-global principle holds for divisibility by any power p n of primes p > C(d).
Proof. Let k be a field of degree d over Q. Observe that, for every p > C(d), k does not contain Q(ζ p + ζ p ). Then, it suffices to replace the known explicit constant for the previous corollary. By the famous Mazur's Theorem (see [Maz] ), no elliptic curve defined over Q has a rational point of exact prime order larger than 7, then C(1) = 7. By Kamienny [Kam] , Kenku and Momose [KM] , Parent [Par] and [Par2] , no elliptic curve defined over a quadratic or a cubic number field k has a k-rational point of exact prime order larger than 13. Then C(2) = C(3) = 13. Further recent works in progress by Kamienny, Stein and Stoll [KSS] and Derickx, Kamienny, Stein and Stoll [DKSS] exclude k-rational point of exact prime order larger than 17, respectively 19, for elliptic curves over number fields of degree 4, respectively 5. So C(4) = 17 and C(5) = 19.
Preliminary results
Let k be a number field and let E be an elliptic curve defined over k. Let p be a prime. For every positive integer n, we denote by E[p n ] the p n -torsion subgroup of E and by K n = k(E[p n ]) the number field obtained by adding to k the coordinates of the p n -torsion points of E. By the Weil pairing, the field K n is forced to contain a primitive p n th root of unity ζ p n (see for example [Sil, Chapter III, Corollary 8.1 .1]). Let G n = Gal(K n /k). As usual, we shall view E[p n ] as Z/p n Z × Z/p n Z and consequently we shall represent G n as a subgroup of GL 2 (Z/p n Z), denoted by the same symbol.
As mentioned, the answer to the Local-Global Divisibility Problem for p n is strictly connected to the vanishing condition of the cohomological group Theorem 4 (Dvornicich, Zannier [DZ] ). Assume that
Let P ∈ E(k) be a point locally divisible by p n almost everywhere in the
In [DZ3] they prove that this theorem is not invertible. Moreover, the remark just after the main theorem and the first few lines of its proof give an intrinsic version of their main theorem [DZ3] .
Theorem 5. Suppose that E does not admit any k-rational isogeny of degree
Clearly, if the global cohomology
. So by Theorem 4, if E does not admit any k-rational isogeny of degree p, then the local-global principle holds for p n .
The following lemma is essentially proved in the proof of the Theorem 5, in [DZ3] beginning of page 29.
Lemma 6. Suppose that there exists a nontrivial multiple of the identity
Another remark along their proof concerns the group G 1 ∩ D, where D is the subgroup of diagonal matrices of GL 2 (F p ).
Proof. Since G 1 ∩ D is not cyclic, it contains at least a nontrivial multiple of the identity. Apply Lemma 6.
Structure of the proof of the Main Theorem
If H 1 (G n , E[p n ]) = 0, then also the local cohomology is trivial and, by Theorem 4, no counterexample can occur. Therefore we can assume with no restriction that H 1 (G n , E[p n ]) = 0. We first describe the structure of G 1 .
Lemma 8 ( [PRV] Lemma 7). Suppose that H
where ρ =
is either the identity or a diagonal matrix with λ 1 = λ 2 mod (p) and σ =
Proof. For n = 2, we have proved the statement in [PRV, Lemma 7] . The proof extends straightforward to a general positive integer n.
Note that the order of ρ divides p − 1 and the order of σ is p. We also sum up some immediate, but useful remarks. From the above description of G 1 we directly see that if λ 1 = 1, then there exists a torsion point of exact order p defined over k. Indeed the first element of the chosen basis is fixed by both ρ and σ. In addition, if G 1 = ρ and λ 2 = 1, then the corresponding eigenvector is a torsion point of exact order p defined over k. In the following, we can exclude these trivial cases and we denote ρ = λ 1 0 0 λ 2 with λ 1 = λ 2 mod (p) and λ 1 = 1.
Furthermore, if G 1 is cyclic then we assume that λ 2 = 1.
The proof of Theorem 1 relies on the following:
has order at least 3. Then we have:
The following sections are dedicated to the proof of this proposition. We conclude its proof in section 5. We now clarify how to deduce Theorem 1 from this proposition. In view of Theorem 4, our main Theorem is implied by:
Suppose that E does not admit any k-rational torsion point of exact order p. Then
, then clearly also the local cohomology is trivial and nothing has to be proven. We may assume
such that G 1 is like in Lemma 8. First of all we remark that if k does not contain the field Q(ζ p +ζ p ), then the order of ρ is ≥ 3. In fact, in this
Recall that, by Lemma 8, the order of ρ is the largest integer relatively prime to p that divides
Observe that if λ 1 = 1, then P 1 is fixed by G 1 and therefore P 1 is a torsion point of exact order p defined over k. Moreover, if G 1 is cyclic and λ 2 = 1, then P 2 is a torsion point of exact order p defined over k. Thus, we can assume λ 1 = 1 and, furthermore, we can assume that if λ 2 = 1, then G 1 is not cyclic. By Proposition 9, we get H
4 Description of the groups G n
We are going to choose a suitable basis of E[p n ]. In such a basis, we decompose G n by its subgroups of diagonal, strictly upper triangular and strictly lower triangular matrices. The decomposition in such subgroups and eventually their commutators, will simplify the study of the cohomology. We first define some subgroups of G n . Set
Since σ is normal in G 1 , then L/k is a cyclic Galois extension. Its Galois group is generated by a restriction of ρ to L. For every integer n, let
Since L/k is Galois, H n is a normal subgroup of G n . Moreover it is a pgroup and [G n : H n ] is relatively prime to p. Thus it is the unique p-Sylow subgroup of G n . We also observe that the exponent of H n divides p n . In fact it is isomorphic to a subgroup of GL 2 (Z/p n Z) and it is well known that every p-Sylow subgroup of GL 2 (Z/p n Z) has exponent p n . Then
where ρ n is a lift of ρ to G n . We first study the lifts ρ n , then we study H n .
The lift of ρ
Proof. The proof is by induction. For n = 1 it is evident. We assume the claim for n − 1 and we prove it for n. Let ρ n be a lift of ρ. Choose a basis
for 1 ≤ j ≤ n − 1, with ρ j as desired. The characteristic polynomial P (x) of ρ n has integral coefficients. In addition λ 1,n−1 , λ 2,n−1 are distinguished roots of P (x) modulo p, indeed by inductive hypothesis ρ n−1 ≡ ρ mod (p). So the first derivate P ′ (λ i,n−1 ) is not congruent to 0 modulo (p). By Hensel's Lemma, P (x) has roots λ i,n = λ i,n−1 + t i p n−1 with 0 ≤ t i ≤ p − 1. Thus ρ n is diagonalizable in the basis of corresponding eigenvectors and a p n−j multiple gives eigenvectors for a lift of ρ to G j .
We fix once and for all a basis {Q 1 , Q 2 } of E[p n ] with the properties of the above lemma. Consequently we fix the basis {p
for 1 ≤ j ≤ n − 1. The order of such a lift of ρ divides p n−1 (p − 1) and it is divided by the order of ρ. Taking an appropriate p power of this lift, we obtain a diagonal lift ρ n of ρ such that the order of ρ n is equal to the order of ρ.
Definition. We denote by ρ n = λ 1,n 0 0 λ 2,n a diagonal lift of ρ to G n of the same order than ρ.
Remark 11. Assume that H 1 (G n , E[p n ]) = 0 and that ρ has order ≥ 3.
Then λ 2,n λ −1
2 mod (p) and ρ 2 is a scalar multiple of the identity.
But in view of Corollary 7, only the identity is such a multiple in G 1 . Then ρ 2 = I, which is a contradiction.
The decomposition of G n
We consider the following subgroups of GL 2 (Z/p n Z):
the subgroup sU of strictly upper triangular matrices; the subgroup sL of strictly lower triangular matrices; the subgroup D of diagonal matrices.
We decompose H n = Gal(K n /L) in products of diagonal, strictly upper triangular and strictly lower triangular matrices. Then the group G n has a similar decomposition, as it is generated by ρ n and H n .
Proposition 12.
Assume that H 1 (G n , E[p n ]) = 0 and that the order of ρ is at least 3. Then, the group H n is generated by matrices of D n = H n ∩ D, sU n = H n ∩ sU and sL n = H n ∩ sL.
The proof of Proposition 12 is done by induction. The structure is technical and we do it along several steps. Recall that H n restricts to either the identity, or 1 1 0 1 modulo p. Therefore every matrix of H n has the form 1 + pa e pc 1 + pd , with e ∈ Z/p n Z and a, c, d ∈ Z/p n−1 Z. Of course every matrix can be decomposed as product of diagonal, strictly upper triangular and strictly lower triangular matrices. Here we shall prove that for τ ∈ H n such factors are in H n as well. So, we shall prove that certain matrices are in H n . Since H n is normal in G n , then for every τ ∈ H n , also ρ i n τ m ρ
−i
n ∈ H n , for every integer i, m. Besides, we recall that H n has exponent dividing p n and therefore powers of τ are well defined for classes m ∈ Z/p n Z. Other useful matrices in H n are constructed in the following:
Proof. We recall the following property of basic linear algebra. Let V be a vector space and W be a subspace of V . Let φ be an automorphism of V such that φ(W ) = W . Let v 1 , . . . , v m ∈ V be eigenvectors of φ for distinct eigenvalues. If v 1 + . . . + v m ∈ W, then v i ∈ W , for all i. Let V n be the multiplicative subgroup of GL 2 (Z/p n Z) of the matrices congruent to I modulo p n−1 . With the scalar multiplication given by taking powers, the group V n is a Z/pZ-vector space of dimension 4.
Observe that H * n = Gal(K n /K n−1 ) is a vector subspace of V n . The map
n is an automorphism. Since H * n is normal in G n , then φ n (H * n ) = H * n . By a simple verification we can determine a basis of eigenvectors for φ n . To the eigenvalue 1 correspond the two eigenvectors . Note that, by Remark 11, the last two eigenvalues are distinct. Applying the above result from linear algebra to V n , H * n and φ n , we obtain the desired result.
We are now ready to prove a property that represents the inductive step for the wished decomposition of H n . Property 14. Assume that H 1 (G n , E[p n ]) = 0 and that ρ = λ 1 0 0 λ 2 has order at least 3.
i. Suppose
with a, d ∈ Z/p n−1 Z and b, c ∈ Z/pZ. Then
Consequently, τ decomposes in H n as
ii. Suppose
with a, b, d ∈ Z/pZ and c ∈ Z/p n−1 Z. Then
iii. Suppose
with e ∈ Z/p n Z and a, c, d ∈ Z/pZ. Then
Proof. Recall that τ m is well defined for classes m ∈ Z/p n Z.
Part i. Observe that
We are going to show that the second matrix of the product is in H n and so must be the other. Since H n is normal in G n , the matrix ρ n τ ρ
A tedious but simple computation gives
This matrix is in H * n , indeed it reduces to the identity modulo p n−1 . Applying Property 13 we get
By remark 11, we know λ 1,n ≡ λ 2,n mod (p). So (λ 1,n λ −1 2,n −1) and (λ 2,n λ −1 1,n − 1) are invertible in Z/p n Z. Taking the associated inverse power, we obtain 1 p n−1 b 0 1 and 1 0 p n−1 c 1 ∈ H * n ⊂ H n .
Thus τ decomposes in H n as
Part ii. This proof is similar to the previous one. Observe
By induction, we can prove
In addition
As this matrix is in H n and reduces to the identity mod p n−1 , it is also in H * n . Recall that λ 2 1,n ≡ λ 2 2,n mod (p). Applying Property 13 and taking appropriated powers, we get
n and the assertion follows from Property 13. Therefore we can assume that p n−1 does not divide e. We compute τ λ 2,n λ −1 1,n which is an element of H n . By induction, we get
′′ ∈ Z/pZ. As H n is normal and λ 2,n λ −1 1,n is invertible, the following matrix is in H n . We have
′ ∈ Z/pZ. As H n is normal, also the following matrix is an element of H n :
2,n − 1) is invertible and that p n−1 does not divide e. So e = p r f with f coprime to p and r < n − 1. Then λ = l + p n−r−1 e ′ f −1 is invertible in Z/p n Z and
. Thus
is in H n . A simple computation gives
The second matrix is in H * n . By Property 13, the matrices The above property is exactly the inductive step to decompose H n as product of diagonal, strictly upper triangular and strictly lower triangular matrices.
Proof of Proposition 12. Proceed by induction. For H 1 , which is either the identity or
, the claim is clear. Suppose that H r is decomposable as product of such matrices for r < n. We show it for n. Let τ be a matrix in H n . Then the reduction τ n−1 of τ mod p n−1 is a product δ i of diagonal, strictly upper triangular and strictly lower triangular matrices. Consider liftsδ i of δ i to H n . Then τ =δ δ i , whereδ reduced to the identity mod p n−1 . Therefore it is sufficient to prove the assertion for a matrix reducing to a diagonal, to a strictly upper triangular or to a strictly lower triangular matrix mod p n−1 . By Property 14, the matrix τ can be decomposed in the desired product.
Some commutators
To study the cohomology we still need to describe the commutators of some of the subgroups of G n . We denote by U the subgroup of upper triangular matrices of GL 2 (Z/p n Z) and by L the subgroup of lower triangular matrices of GL 2 (Z/p n Z).
of ρ is at least 3 and G 1 is not cyclic, then
Proof. The commutator subgroup U ′ n is generated by the elements δγδ
where the entries are in Z/p n Z and the elements on the diagonals are invertible modulo p n . A short computation shows that ∈ G 1 . Let σ n be a lift of σ to G n . By Proposition 12, σ n decomposes as a product of diagonal, strictly upper triangular and strictly lower triangular matrices. Since σ n does not restrict to a diagonal matrix, at least one of its factors is of the type
A simple computation gives
Recall that λ 1,n ≡ λ 2,n mod (p) and b ≡ 0 mod (p). Then a power of this matrix is
Proof of Proposition 8
In this section we study the cohomology of G n . We recall a useful classical lemma.
Lemma 16 (Sah Theorem, [Lan] Theorem 5.1). Let Σ be a group and let M be a Σ-module. Let α be in the center of Σ. Then H 1 (Σ, M) is annihilated by the map x → αx−x on M. In particular, if this map is an automorphism of M, then H 1 (Σ, M) = 0.
In the following proposition, we study the relation between the eigenvalues of ρ = λ 1 0 0 λ 2 and the triviality of the local cohomology of certain subgroups of G n . Such subgroups have intersections that allows us to glue those cohomologies together and to deduce the triviality of the local cohomology of G n .
has order at least 3. Then, we have:
3. If G 1 is not cyclic and
Proof. Part 1. We prove the triviality of
is similar and it is left to the reader.
Remark that sL n is cyclic generated by
where p j is the minimal power of p dividing all the entries c of any matrix
Moreover sL n is a normal subgroup of ρ n , sL n . The order of ρ n is equal to the order of ρ, which is relatively prime to p. Thus sL n is the p-Sylow subgroup of ρ n , sL n . By [DZ, Proposition 2.5 
Part 2. We only present the proof for U n . The proof for L n is similar. Since U ′ n is normal, we have the inflaction-restriction sequence:
The matrix ρ n ∈ U n is diagonal and modulo p reduces to ρ. By hypothesis, the eigenvalues λ 1 , λ 2 of ρ are both different from 1. Thus ρ n − I is an
On the other hand, by Lemma 15,
is the intersection of the kernels of the restriction maps
, as C varies over all cyclic subgroups of U n (see Definition 1). If
Part 3. As U ′ n is normal in U n , we consider the inflaction-restriction sequence
Recall that Q 1 and Q 2 is the basis of
n . By Lemma 15,
Thus bQ 1 = 0. Whence b = 0, because Q 1 has exact order p n .
Let [ρ n ] be the class of ρ n in U n /U ′ n . Since ρ has order at least 3 and λ 2 = 1, then λ 1 = 1. Thus (ρ n − I)Q 1 = (λ 1,n − 1)Q 1 with λ 1,n ≡ 1 mod (p). Consequently the restriction of ρ n − I to Q 1 is an isomorphism.
On the other hand, U ′ n is cyclic and
We are now ready to conclude the proof of Proposition 9. The core idea is to glue the cohomology of the subgroups of G n via some special elements in their intersections. In the previous part we already proved that the local cohomology of such subgroups is trivial and so also the local cohomology of G n is trivial. For the convenience of the reader, we recall the statement:
has order at least 3.
Proof. Part 1. Consider the restrictions
If a cocycle satisfies the local conditions relative to G n (see Definition 1), then it satisfies them relative to any subgroup of G n . Thus
. By Proposition 17 part 2.
both local cohomologies are trivial. Therefore [Z] ∈ ker(r L ) ∩ ker(r U ). In other words the restriction of Z to L n and its restriction to U n are coboundaries. Hence, there exist P, Q ∈ E[p n ], such that
Thus P − Q ∈ ker(ρ n − I). Modulo p, the eigenvalues of ρ n coincide with λ 1 and λ 2 . Therefore ρ n − I is an isomorphism. In particular ker(ρ n − I) = 0, which implies P = Q. Then [Z] is 0 over the group generated by L n and U n . As G n is generated by ρ n and H n , Proposition 12 implies that G n is generated by L n and U n . Thus [Z] is 0 over G n .
Part 2. Consider the restrictions 
Recall that ρ n ∈ ρ n , sL n ∩ U n . Then Z ρn = ρ n (P ) − P = ρ n (Q) − Q (5.5) and P − Q ∈ ker(ρ n − I). Observe that ρ n has the same order of ρ and λ 2 = 1. Since the order of ρ divides p − 1, and λ 2,n ≡ λ 2 (mod p), then λ 2,n = 1 too. We have ρ n − I = λ 1,n − 1 0 0 0 , with λ 1,n ≡ 1 mod (p), because ρ has order at least 3 and λ 2 = 1. We deduce P − Q = (0, b) for a certain b ∈ Z/p n Z. In addition, ρ n , sL n is generated by ρ n and τ = 1 0 p j 1
. By (5.4), we know Z τ = τ (P ) − P . But τ − I = 0 0 p j 0 .
Then τ (P ) − P = τ (P − (0, b)) − (P − (0, b)) = τ (Q) − Q. Thus
The group G n is generated by ρ n and H n . In view of Proposition 12, the group G n is generated by sL n = τ and U n . By (5.3), (5.5) and (5.6) we see that Z is a coboundary and so [Z] = 0. Proof. We recall that K 1 contains a primitive pth root of unity ζ p and τ (ζ p ) = ζ det(τ ) p for τ ∈ G 1 . Then k(ζ p ) = K ker(det) 1
. Since k ⊃ Q(ζ p + ζ p ) and Gal(k(ζ p )/k) is isomorphic to a subgroup of (Z/pZ) * , then Gal(k(ζ p )/k) is a cyclic group with order d > 2 dividing p − 1. Following line by line the proof of Dvornicich and Zannier in [DZ, Theorem 1], we get that the natural map G 1 → PGL 2 (Z/pZ) is injective. Moreover, G 1 is either contained in a Borel subgroup of GL 2 (Z/pZ), or it is cyclic, or it is dihedral, or it is an exceptional subgroup (i.e. it is isomorphic to A 4 , to S 4 or to A 5 , see also [Ser, Proposition 16] ). If G 1 is contained in a Borel subgroup, then G 1 stabilizes a subgroup of order p of E [p] . This contradicts the non existence of an isogeny of degree p defined over k.
Following line by line the last part of the proof of Dvornicich and Zannier, see [DZ, , by using the fact that d > 2, we get that G 1 is not cyclic.
Suppose that G 1 is dihedral. Then G 1 is generated by elements of order 2. Thus G 1 /ker(det) ∼ = Gal(k(ζ p )/k) has order ≤ 2, contradicting d > 2.
Finally suppose that G 1 is isomorphic to A 4 , to S 4 or to A 5 . Each these groups have a subgroup R isomorphic to Z/2Z×Z/2Z. Since 2 divides p −1 and R is abelian, then the elements of R are simultaneously diagonalizable in GL 2 (Z/pZ). Moreover, the subgroup of the diagonal matrices of GL 2 (Z/pZ) has exactly three distinct elements of order 2 and among them is −I. Then −I ∈ R ⊂ G 1 contradicts the injectivity of the map G 1 → PGL 2 (Z/pZ).
