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A method is proposed to build integrated models (also called “Metamodels”) aimed at quantifying the economic efficiency of air quality
policies. This “Metamodeling” approach is based on the coupling of two complementary models, that operate at different scales in space
and time, and which represent the economic and the physical and chemical processes, respectively. The joint consideration of the physico-
chemical and techno-economic structure of the pollution control problems permits a comprehensive evaluation of air pollution abatement
strategies. The motivating pollution control problems include urban-regional air quality management through efficient energy and traffic
control policies. A pilot study, exploiting data collected in the Geneva canton (Switzerland), is used to demonstrate the potential of the
approach.
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1. Introduction
In this paper we present a method for coupling an air
quality model (AQM) with a techno-economic model (TEM)
in order to assess air quality policies in cities and developed
areas.
Air quality models have often been used to assess
how pollution concentration levels, in particular for ozone
(O3), would change in response to either generic emis-
sions changes (e.g., reducing all NOx emissions by 25%, or,
similarly reducing VOC by 25%) or to specific policies or
technology applications (e.g., using electric vehicles). His-
torically, they have been used more in the former mode (e.g.,
[7,13,16]) than in the latter one. These simulations are usu-
ally performed to assess the effectiveness of one type of con-
trol (e.g., reducing VOC) vs. another (e.g., reducing NOx).
However these analyses do not provide the detailed informa-
tion needed to identify the best global strategies for reaching
and maintaining air quality in cities. For example, there are
no technologies or policies that equally reduce NOx emis-
sions from all sources. Furthermore, the impact of a 25%
reduction in NOx from one source, e.g., automobiles, is dif-
ferent than the same reduction from another type of source,
e.g., waste combustion. More detailed information is nec-
essary for identifying the environmentally effective and eco-
nomically efficient strategies.
Techno-economic models (also called E3 models) have
been developed to analyze energy–economy–environment
interactions through the detailed representation of technol-
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ogy choices (see [9,10,21]). In these models, the environ-
mental constraints are represented as bounds imposed on
total emissions of different primary pollutants (typically,
NOx , SO2) or global warming gases (CO2). When air qual-
ity is related to ozone (O3) concentrations, these models are
unable to represent correctly the impact of the technology
choices on the concentrations of O3 in different areas of the
region under consideration during critical episodes.
We call “Metamodeling” an approach that will establish
a coherent dialogue between these two types of models. The
building of a metamodel is based on a paradigm where a
master program receives information from two “oracles”;
the first oracle is the TEM which proposes efficient policies
to reach the primary pollutant emission levels in different
sectors of economic activity that have been suggested by the
master program; the second oracle is the AQM which tells
if these emission bounds lead to an acceptable air quality in-
dex value. The master program can then be represented as
a “non-standard” optimization problem which finds the best
emission restrictions to obtain the desired air quality. The
name “non-standard” is due to the fact that the cost func-
tion and the constraints are not explicit but revealed progres-
sively by running large scale submodels. In this paper we
describe the approach, using a case study corresponding to
the Geneva canton in Switzerland. By reducing the scope
of the air quality policy to only the choice of technologies
in the transport sector (cars, buses, trucks) we manage to
simplify considerably the metamodel which can then be re-
duced to an extended linear program. If one considers more
sectors of economic activities in the design of an air quality
policy, the solution of the optimization problem correspond-
ing to the metamodel will require the use of more powerful
decomposition techniques, like ACCPM [11,12]. This im-
plementation is reported in another paper [14].
The paper is organized as follows: in section 2 we present
the motivation for building a meta-model that combines an
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AQM and a TEM; in section 3 the approach is formalized
as a non-standard mathematical programming problem that
is tackled with a decomposition approach; in section 4 we
implement the method in the simple case where one only
controls NOx and VOCs emissions due to traffic and we
show that it yields to an extended linear program including a
constraint identified through a repeated use of the AQM; in
section 5 we indicate how more powerful convex optimiza-
tion methods could be harnessed to cope with larger mod-
els. A conclusion summarizes what has been done in this
research.
2. From air quality modeling to economic efficiency
We refer to Metamodeling as an approach where a holistic
model is built by the coupling of several submodels that per-
tain to different domains of knowledge. In this application
we propose a Metamodel that realizes a dynamic interaction
between a detailed tri-dimensional Eulerian photochemical
model representing the impact of pollutants on air quality,
and a detailed techno-economic model representing the eco-
nomic production activities at the origin of the emissions of
primary pollutants. Using a Metamodel, one can perform an
integrated scenario analysis where one simultaneously takes
into account the economic and the environmental aspects of
energy and technology choices. This analysis has the fol-
lowing features:
(i) Primary pollutant emissions are linked with economic
activity. One can identify the different classes of economic
activities that are responsible for the bulk of primary air pol-
lutants emissions. One represents the spatio-temporal dis-
tribution of the emissions due to different classes of activi-
ties. The techno-economic model puts the whole set of tech-
nologies in competition to provide an economically efficient
organisation of the production process. This includes the
energy and technology choices for transportation, space
heating, final energy production and major industrial output.
A consideration of the location of the various activities, and
a representation of the indivisible investment choices (e.g.,
in district heat networks) permit a precise representation of
the influence of techno-economic choices on the spatial dis-
tribution of primary pollutants.
(ii) One must identify the impact on air pollution (O3)
episodes of energy/technology choices in different classes
of economic activities. In the photosmog context, primary
pollutants are mainly NOx (nitrogen oxides) and VOCs
(Volatile Organic Compounds). From an analysis of the pos-
sible technology choices, their emission characteristics and
the energy services they provide, it is possible to propose
different scenarios of pollutant emissions abatement in the
region under study. In order to keep a global economic co-
herence we can proceed through a global optimization of the
system (minimization of the total system cost) under differ-
ent emission patterns imposed as additional side constraints.
The ozone episodes (photochemical smog) are related to par-
ticular weather conditions. From the emission maps associ-
ated with different techno-economic scenarios, and the set
of critical weather situations recorded in the past, it is possi-
ble to assess the consequences in terms of O3 concentration
episodes and population exposure.
3. Metamodeling as a nonstandard optimization process
The metamodeling approach consists in applying a non-
standard, usually large-scale, optimization technique to the
handling of the composite model obtained by linking to-
gether the air quality submodel and the activity analysis sub-
model. As the time scales are totally different in the two
types of submodels, a technique must be implemented that
permits an exchange of information in a coherent process
leading to a consistent integrated scenario. Also, since the
AQM uses a dynamic emission map as one its main input
(the other one being the weather condition), the results ob-
tained from a scenario produced by the TEM have to be dis-
tributed in time and space. This distributed output from the
TEM has to be linked with an emission input to the AQM
that will report about the consequences in terms of air qual-
ity.
Running the two models with these links we can identify
improvement strategies. If the objective set for air quality
is not reached, then an appropriate “surrogate” constraint is
introduced in the TEM to prevent the production a scenario
that is not admissible in terms of air quality. If the air qual-
ity objective is satisfied, the TEM indicates how to reduce
the total system cost to reach that goal. The procedure is re-
peated and is expected to converge to a feasible and efficient
scenario.
3.1. The sub-models
3.1.1. The air quality submodel (AQM)
Air quality is the result of a complicated process. Pollu-
tion episodes are due to many different factors (atmospheric
dynamics, complex chemistry, generally incomplete knowl-
edge about urban and biogenic emissions, . . .). Since nu-
merical air quality models are able to account for all these
factors, they constitute a reasonable approach to understand
and control air pollution. The processes represented in a typ-
ical comprehensive air quality model include the chemistry
leading to the formation and destruction of pollutants, the
dispersion (transport and diffusion) and the deposition. The
inputs of such models are the emissions of harmful pollu-
tants and their precursors, meteorological fields (wind speed
and direction, turbulent coefficients, temperature and den-
sity), and ground characteristics (topography, land use, etc.).
The outputs are the concentrations of harmful air pollutants,
such as ozone and particulate matter, the deposition of acids
on land and water, visibility degradation, and, eventually, the
potential exposure of humans to various species of interest.
This is summarized in figure 1.
The air quality model used for this study is the Trans-
port and Photochemistry Mesoscale Model (TAPOM) im-
plemented at the Swiss Federal Institute of Technology at
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Figure 1. Input and output of a typical comprehensive air quality model.
Lausanne (EPFL), and at the Joint Research Centre of Is-
pra (JRC-Ispra). The TAPOM model is a finite-volume,
tri-dimensional Eulerian-grid model that follows typical
air quality schemes [18] as are found in the atmospheric
transport-diffusion model developed at the California, Car-
negie Institute of Technology (CIT) [8]. These models are
based on the mass conservation equations that may be writ-
ten,
∂ci
∂t
+ ∇ · (Uci)=Ri(T , J,H, c)
+
3∑
m=1
∂
∂sm
( 3∑
=1
Km(s)
∂ci
∂s
)
+ Ei,(1)
where ci is the mean concentration of species i, c denotes the
aggregate concentration vector of all species, U is the wind
velocity vector,∇ ·(Uci) denotes the divergence in the space
variables s = (s1, s2, s3), K(s) = [Km(s)]m,=1,...,3 is the
second order turbulent diffusivity tensor, Ri(·) is the rate of
reaction of specie i due to chemistry, T the temperature,
J a function defining the solar flux, H the humidity, and
the vector of concentrations c. Ei is the elevated source rate
of emissions of specie i, and t is the time.
These dynamic equations are complemented by the
boundary conditions that describe of the rest of the world on
the domain S ⊂ 	3 under consideration. These boundary
conditions are expressed as1
Uci − K∇ci =Ucbi , s1 or s2 = 0 horizontal
inflow, (2)
1 The horizontal inflow and outflow conditions assume that the wind is di-
agonal across the domain volume, originating from s1 = s2 = 0 and
exiting the domain at s1 = s2 = smax.
−∇ci = 0, s1 or s2 = smax horizontal
outflow, (3)
ν
g
i ci −K33
∂ci
∂s3
=Egi , s3 = 0, (4)
− ∂ci
∂s3
= 0, s3 = H top of model
domain, (5)
where νgi is the dry deposition velocity for species i and
E
g
i is the ground level emission rate. As TAPOM consid-
ers more than 60 species, the chemical calculations is very
CPU intensive. In the model, different modules solve each
term of the equation. The most important TAPOM modules
are listed below.
• The chemical mechanism: One of the most advanced
chemical mechanisms available is the so-called RACM
lumped species mechanism developed by [19]. This
mechanism has been improved and is used in TAPOM.
• The transport algorithm: The highly accurate transport
algorithm ([6], 1984) has recently been improved by
Clappier [3]. This algorithm is now used in several at-
mospheric models.
• The solar radiation: The solar radiation module TUV2
calculates the photolysis rate constant needed by the
chemistry.
• The meteorological parameters: TAPOM can simulate
simple meteorological situations based on the develop-
ment of one-dimensional atmospheric boundary layer
during a daily cycle. The model is also able to read an
input file containing the meteorological fields to simulate
more complex situations.
TAPOM is documented in [4–7].
3.1.2. Techno-economic submodel (TEM)
Activity analysis models have been developed to assess
global long-term energetic and environmental policies at
national and regional levels. The MARKAL model [1,2],
which will be used in this study, is an archetypal TEM that
has been implemented in more than 16 countries, and in the
context of urban environment management in Sweden [21]
and Switzerland [10]. In these models, the energetic system
is represented through a network of technologies extracting,
transforming and using energy carriers to provide the energy
services needed by the economy. The technologies used to
satisfy these energy services are the main emitters of pri-
mary pollutants. More precisely there is a close relationship
between the modeling of energy flows in a production econ-
omy and the tracking of pollutant emissions, since they are
both determined by the choice of technologies made to sat-
isfy the demand for the different products and services. In
activity analysis models, the economic activities are repre-
sented as resources transformers. Each activity is thus char-
acterised by its level of use and the technical coefficients
2 Developed by Madronich at the NCAR.
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that describe the resources input and output characterising
the technology involved in the activity. An activity may bear
a cost or contribute some profit (or more generally some util-
ity). Using the appropriate optimization formulation, activ-
ity analysis models can be imbedded in different types of
market structure (competitive, oligopolistic, and monopolis-
tic). Successful applications of this paradigm have been nu-
merous in the energy sector, starting with the representation
of oil refineries, and more recently the representation of the
interactions between the energy sector and the rest of the
economy [17]. These models are particularly well suited for
the analysis of environmental management policies and for
the design of market based instruments (MBI). As said be-
fore, the technologies (activities) are transforming resources
and as a byproduct they emit pollutants. A global emission
constraint can be imposed on the economic system under
consideration. This translates into a higher cost for achiev-
ing the production goals of the system.
A technology is a physical entity, e.g., a power plant that
is described by its installed capacity, its operation level, and
the investment level (capacity expansion). In the description
of technologies one uses the following parameters:
• Input/output coefficients; they are also called technical
coefficients. They describe the typical resource usage
and/or production in the functioning of the technology.
á Efficiencies; in energy models, these parameters would
describe the efficiency of the technology, i.e., the ratio
between energy output and energy input.
• Date of availability; if a technology is not currently avail-
able, this parameter describes the date at which one may
expect the technology to become available.
• Bounds; some lower bounds can be imposed on the in-
stalled capacity of a given technology, in order to de-
scribe the correct state of the system. On the other hand,
an upper bound can be imposed either on the installed
capacity or on the investment per period.
• Economic coefficients; a technology is also an economic
entity that will bear different types of costs: Investment
cost, the cost per unit of incremental capacity made avail-
able during a period; Maintenance cost, the cost of keep-
ing an installed capacity in operational state; Operational
cost, the cost per unit of output (excluding the cost of
inputs).
In summary the structure of the TEM is a mathematical
programming model, usually a linear program, that can be
written as follows
min g = γ x, (6)
s.t. Ax = a,
x  0, (7)
where x is the vector of activity levels, γ is the vector of eco-
nomic coefficient (interpreted here as costs). A is the matrix
of technical coefficients and a is the right hand side of the
constraints. Basically, a TEM minimizes an objective func-
tion which represents the total discounted system cost. This
is the discounted sum over a time horizon (typically 35 to
45 years) of the operation, investment and maintenance cost
of all technologies involved in the energy production and us-
age. The minimization of that function is done subject to
three main categories of constraints that express the follow-
ing principles:
1. An installed capacity (inherited or resulting from invest-
ment) is needed to operate a technology;
2. Existing capacity is transferred over time periods subject
to life duration of equipment;
3. The useful demand has to be satisfied;
4. The energy balance has to be respected (consumption +
export = production + import) for each energy form at
each time period.
3.2. Time-scale issue
In the metamodeling approach we deal with a techno-
economic multi-period model which encompasses a plan-
ning horizon of several decades with discrete time steps of
five years, whereas the air quality simulation model has a
time horizon of a few days with time steps of usually 15 to 60
minutes. These two time scales have to be made compatible
in order to install a coherent dialog between the two models.
To deal with the time scale consistency problem we as-
sociate an average air quality index with a typical emissions
inventory resulting from a technology mix selected by the
TEM for a 5 year planning period. The average air quality
index is obtained from simulations runs obtained from the
AQM over a fixed set of weather episodes. These weather
episodes represent the typical meteorological conditions fa-
vorable to high air pollution levels [5,16]. Emission control
strategies are tested against these selected episodes in order
to derive an air quality response that is representative of the
average meteorological conditions leading to high levels of
pollution. Note that the average air quality indexes obtained
from these simulations have now a time-scale correspond-
ing to a year. Therefore a constraint imposed on this av-
erage quality index will have a time-scale compatible with
the techno-economic model. Indeed there is a considerable
latitude in the construction of this average yearly air quality
index; in practice it will be necessary to perform sensitivity
analyses.
3.3. Introducing an environmental constraint into the
techno-economic model
Our goal is to introduce in a TEM some environmental
constraints that prevent the model to propose scenarios that
are not admissible in terms of air quality. These environmen-
tal constraints can be built from the AQM results using some
air quality indexes like the average over a threshold (AOT),
the population exposure or the peak ozone value. These in-
dexes will be defined more precisely shortly. In summary
we will try to obtain a set of functions (x, k) that will ex-
press the impact on air quality during period k of activity
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levels x. Assuming that these functions are identified, then
one can use them in the optimization problem (8) to define
immission constraint:
min g = γ x,
s.t. Ax = a,
(x, k)  Pmax(k), k = 1, . . . ,K,
x  0,
(8)
where Pmax(k) is an upper-bound corresponding to the level
of air quality standard that is desired in period k. The ideal
situation would be obtained if these immission constraints
could be expressed as a set of linear constraints on activi-
ties since then the optimization problem would reduce to a
tractable linear program. This has been achieved in a pi-
lot study, reported in a forthcoming section, where only the
emissions due to traffic were considered in the design of an
AQ policy.
To deal with the more general case we propose to
implement a decomposition technique which consists in
defining (i) a reduced size master program which con-
tains the nonlinear complex constraints describing the emis-
sions/immissions process and (ii) a set of large scale but
simplified (linear) subprograms where we use surrogate
emissions constraints. These subprograms are modified and
updated at every iteration in the master program. This ap-
proach is described in detail in the rest of this section.
3.4. Formulation as a non-standard optimization problem
The emissions sources are mostly related to a subset of
economic activity sectors. In the TEM, these activities are
typically traffic, heating and power plants. Let ui(k, α, x)
denote the primary pollutant i emissions level due to the ac-
tivities in sector α in period k given the decision vector x.
Let fi(t, s, k, x) be the total emissions level of pollutant i at
time t at location s in period k. We assume that the distribu-
tion in time and space is obtained from the activity pollution
level ui(k, α, x) via an exogenously defined dynamic emis-
sions map ν(t, s, k, α) according to the linear transformation
fi(t, s, k, x) =
∑
α∈A
ν(t, s, k, α)ui (k, α, x). (9)
The dynamic emissions map converts the global annual
emissions for the whole domain into hourly emissions onto
the spatial mesh of the AQM. For each pollutant i, each sec-
tor α and each period k, we define an upper bound vector
U = {Ui(k, a)}i,k,a where Ui(k, α) is a limit to the total
emissions of pollutant i due to activities in sector α, in pe-
riod k. We can now define the function h(U) as the solution
of the following mathematical programming problem:
h(U) = min γ x, (10)
s.t. Ax = a,
ui(k, α, x)  Ui(k, α),
k = 1, . . . ,K, α ∈ A,
x  0.
(11)
where the constraints are indexed over all primary pollu-
tants i. This mathematical programming problem reduces to
an easily solved linear programming problem if one assumes
constant emissions rates for the different activities (technolo-
gies) entering the model. The function h(U) is thus repre-
senting the minimal cost to achieve the program of sectoral
emissions of primary pollutants, represented by the upper
bounds U . As we are interested in the air quality resulting
from ozone concentration, we now define a second auxiliary
problem, involving an environmental constraintP(k,U) that
is computed via the AQM, for the emissions level corre-
sponding to U at period k. This leads us to a nonlinear pro-
gram that can be written as:
minh(U), (12)
s.t. P (k,U)  Pmax, (13)
where the function P(k,U) is typically representing an
AOT60 or peak ozone index calculated for typical episodes at
the successive periods k of the planning horizon. The whole
difficulty of the method resides now in the identification of
the functions h(U) and P(k,U). In the next section we treat
a simple case where U takes its values in a two-dimensional
space, thus permitting an evaluation of these functions by
direct exploration. In section 5 we propose a method for
building outer approximations of these functions when we
can assume that they are convex.
4. Illustration in a simple case
In this section we illustrate the method in a case where we
can reduce the search in a two-dimensional space. The AQM
has been run on the basis of an existing emissions inventory
built for a previous study [4]. The TEM used here [9] is
a MARKAL model for the Geneva canton, with a planning
horizon of 35 years, running from 1990 to 2025 on 5 years
periods.
Figure 2. The two modelling domains over the Franco-Swiss region around
Geneva with the main communication axes.
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4.1. Domain
The Geneva Canton, embedded between the Jura, the
Alps and the Voirons, extends around the western end of
Lake Geneva over a region of around 40 × 40 km. It is
densely populated and shows dense roads and highway net-
work as well as an international airport located 5 km from
town centre. Thus the Canton emits large quantities of pol-
lutants, leading to decreased air quality for primary and
secondary species. The modeling domain is centered on
Geneva-City and extends over a 40 × 32 1-km-cell grid in-
cluding a part of Lake Geneva, France and Canton Vaud.
It includes the whole of Geneva Canton, for which a full
MARKAL-Lite database was developed, and also corre-
sponds to COST-615 Citair study domain [4] for which a
comprehensive emissions inventory was developed. It was
nested into a second domain twice as big with the same hor-
izontal and vertical resolution in order to provide realistic
boundary conditions. Figure 2 gives a representation of both
grids over the Geneva region.
4.2. Meteorological situations
In our pilot study we only consider two typical episodes
to represent the bulk of meteorological situations that were
modelled. The first corresponds to a Southwest wind situa-
tion whereas the second represents a Northeast wind situa-
tion. These two wind directions are the most frequent for the
Geneva region. Furthermore we have selected episodes that
lead to high ozone concentrations. Both types of episodes
were given the same weight in the construction the integrated
indicators. TAPOM’s simplified meteorology features were
used to model these episodes, as they allowed us to prescribe
only a few meteorological parameters to set up all the mete-
orological constants needed to run the simulations.
4.3. Emission calibration
4.3.1. Emission inventory description
The emissions inventory developed for the COST-615 [4]
study by SEDE [20] was used for this study. This inven-
tory, built for the July 13–15th 1996 period, includes de-
tailed source by source emissions for nitrogen oxides (NOx),
volatile organic compounds (VOC), carbon monoxide (CO),
and sulphur dioxide (SO2). The main sources are split into
four groups:
• Traffic: This group is split into three vehicle categories:
truck, delivery vans and private cars. The delivery vans
and cars are themselve separated into three technology
types: diesel, catalytic and non-catalytic converter en-
gines, whereas trucks are considered as only diesel pow-
ered. This emissions group represents 76% of NOx and
21% of VOC total summer emissions over the domain.
• Space heating: This group includes diffuse private or
grouped heating furnaces, excluding the main centralised
heating plants. This group represents 2.5% of NOx and
less than 1% of VOC total summer emissions.
• Industries: This group includes the main furnaces ex-
cluded from the heating group, power generation fur-
naces, the waste incinerator, the central hospital, etc. and
all the diffuse VOC sources related to industrial activities
(filling stations, dry cleaning, painting, etc.). This group
represents 13.5% of NOx and 78% of VOC total summer
emissions.
• Airport: This group is divided in four categories: per-
manent and auxiliary power groups, evaporation during
aircraft refuelling, airport vehicles traffic, aircraft taxing,
take-off and landing. These emissions represent 0.8%
and 8% of the total VOC and NOx summer emissions.
All the sub-categories in the main emissions sources are
time and space resolved and are considered as the dy-
namic emissions maps scaled with the pollutant emissions
levels ν(t, s, k, α)ui (k, α, x) and are summed to get the
fi(t, , k, x) as defined in equation (9).
4.4. Emission control scenarios
Simulations were first performed at the base case emis-
sions levels (no reduction) with TAPOM and MARKAL-
Lite. These simulations were used as reference to determine
the effects of differing emissions levels on the aggregated air
quality indicators and the cost of the energy system.
The indicators studied here are AOT60, defined in equa-
tion (14) (accumulated exposure over the threshold of
60 ppb), populations exposure, defined in equation (15) and
peak ozone value, defined in equation (16), respectively.
AOT60 =
∫ T
0
∫
S
max
{
0, [O3] − 60
}
dt ds, (14)
PopExposure
=
∫ T
0
∫
S
pop(s)× max{0, [O3] − 60} dt ds, (15)
Peak = max
[0,T ]×S
{
0, [O3] − 60
}
dt ds, (16)
where S is the domain under study and T is a 24 hour day.
These indicators were calculated for each day of simulation
and averaged with appropriate weighting to get “seasonal in-
dicators” (to be used in the TEM slow time-scale).
4.5. NOx and VOC emissions control from traffic
Fifteen scenarios were conducted with TAPOM, com-
bining different NOx and VOC control on traffic emissions
ranging up to 50% decrease. The resulting aggregated
AOT60, population exposure and peak ozone calculated for
each scenario are listed in table 1, figures 3 and 4 show con-
trol curves, or isopleths, for peak ozone population exposure
and AOT60 indexes, repectively, based on model results cor-
responding to different NOx and VOCs controls.
We observe that the response to emissions change is al-
most linearly correlated to NOx emissions reductions; this
behavior is not surprising since traffic represent the largest
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Table 1
Air quality indexes response to 15 emissions reduction scenarios.
Emissions South-West wind North-East wind Achieved reduction
NOx VOC Exposure AOT60 Peak Exposure AOT60 Peak Exposure AOT60 Peak
100 100 2190240 10522 121.3 3150107 7512 120.5 – – –
100 92 2173416 10451 121.1 3121841 7463 120.3 0.80% 0.70% 0.10%
100 75 2137373 10300 120.7 3061338 7358 120 2.70% 2.10% 0.50%
100 50 2083486 10073 120.2 2970324 7200 119.3 5.40% 4.20% 1.00%
92 100 1929692 9660 119.1 2935880 6660 118.4 8.90% 9.50% 1.80%
92 87 1905456 9558 118.8 2891565 6590 118.1 10.20% 10.50% 2.00%
88 75 1749016 9019 117.4 2742206 6104 116.7 15.90% 16.10% 3.20%
88 92 1778852 9145 117.7 2795772 6189 117 14.30% 15.00% 2.90%
82 82 1554840 8376 115.7 2587218 5510 115 22.40% 23.00% 4.60%
75 100 1332510 7642 113.6 2410370 4839 112.9 29.90% 30.80% 6.30%
75 88 1316510 7572 113.5 2378594 4793 112.7 30.80% 31.40% 6.50%
75 75 1298912 7495 113.3 2343972 4744 112.5 31.80% 32.10% 6.60%
75 50 1264391 7345 112.9 2280442 4648 112.1 33.60% 33.50% 7.00%
50 100 537094 4399 103.8 1436578 2329 102.7 63.00% 62.70% 14.60%
50 75 522423 4323 103.6 1399587 2284 102.5 64.00% 63.40% 14.80%
50 50 507555 4244 103.4 1363079 2237 102.2 65.00% 64.10% 15.00%
a
b
Figure 3a & b. Peak ozone and population exposure responses to NOx and
VOC emissions changes.
Figure 4. Average over a threshold of 60 ppb response to NOx and VOC
emissions changes.
fraction (71%) of total NOx emissions, whereas VOC emis-
sions are dominated by industry related emitter. These re-
sults correspond to those of the COST-615 Citair study,
showing that ozone is controlled by NOx emissions on most
of the domain and that only the town-centre and the first part
of the urban plume are NOx and VOC controlled. The emis-
sions reduction are more efficient on population exposure
and AOT60 where they can achieve a decrease of more than
60% compared to the base case whereas the same reduction
only reaches a 15% decrease of peak ozone.
These reduction scenarios were also conducted with
MARKAL-Lite to obtain the energy system cost resulting
from emissions constraint on traffic VOC and NOx to be
achieved in 2010 and kept active until the end of the plan-
ning horizon.
Figure 5 shows the energy system optimal cost in relation
with constraints on VOCs and NOx emissions; contrary to
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a
b
Figure 5a & b. Energy system cost related with NOx and VOC emissions control from traffic and with the corresponding peak ozone isopleths.
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Table 2
Regression analysis on the basis of the aggregated indexes built with the air quality response to
emissions changes.
Expo = −831383+ 1510 × NOx-emiss+ 103 × VOC-emiss R2 = 0.99
AOT-60 = −2634+ 5.10 × NOx-emiss+ 0.26 × VOC-emiss R2 = 0.99
Max = 84.83+ 0.01589 × NOx-emiss+ 0.00093 × VOC-emiss R2 = 0.99
Table 3
Constraints built from the air quality model response to emissions changes.
1510 × NOx-emiss+ 103 × VOC-emissExpo + 831383
5.10 × NOx-emiss+ 0.26 × VOC-emissAOT-60+ 2634
0.01589 × NOx-emiss+ 0.00093 × VOC-emissMax − 84.83
the ozone indexes the cost response presents a non-linear be-
havior suggesting that VOCs emissions control are cheaper
to set up than NOx control.
The results also suggest that the normal technological im-
provement from 2000 to 2025 would be sufficient to satisfy
VOC emissions decrease of around 35% (no cost increase),
whereas only a 10% reduction on NOx emissions can be
achieved that way. The total discounted cost over a period
of 35 years increases by CHF 2.22 billion over a period of
45 years, which represents a 4.6% cost increase compared to
the base case.
4.6. Optimization
Figure 5 shows on the same diagram the energy system
cost obtained from MARKAL-Lite and the peak ozone re-
sponse to NOx and VOC controls. Graphically, the econom-
ically optimized set of control is defined as the point where
the curve representing the air quality level is tangent to an
isocost curve. Since, in this case, the ozone response to
emissions changes is almost linear in NOx reductions, this
relation can be directly introduced in MARKAL-Lite as a
constraint. We used a regression analysis on the basis of
aggregated indexes listed in table 1, after converting the per-
centage of reduction in total emissions amounts. The linear
expressions thus obtained for ozone indicators are listed in
table 2 and indicate that NOx emissions reductions from traf-
fic are roughly 15–20 times more efficient than VOC con-
trols to reduce ozone. This linear relation between NOx
and VOC control and ozone indicators allows us to easily
associate with a constraints on air quality indicators, a set
of linear constraints on traffic emission levels in MARKAL.
These constraints are listed in table 3.
MARKAL can now be run subject to this new constraint
testing different indicators reductions to get the emissions
control achieving the air quality goal with the lowest en-
ergy system cost increase. For example, if one would like
to reach a peak ozone value of 100 ppb, the constraint
would be:
0.01589× NOx emissions + 0.00093× VOC emissions
 15.17
and MARKAL-Lite runs as the following linear program:
Figure 6. Cost increase of the energy system relative to control of the air
quality indexes.
min γ x,
s.t. Ax = a,
15.17  0.01589× NOx emissions(k, x)
+ 0.00093× VOC emissions(k, x),
k = 1, . . . ,K,
x  0.
(17)
The cost increase resulting from air quality indexes controls
ranging from 5 to 45% was computed with MARKAL and
reported in figure 6. These costs represent the difference
between the energy system cost without any control on the
emissions and the cost resulting from emissions changes in-
duced by a constraint on the air quality index.
As expected, the cost increase is a convex function of
the emissions limits. Figure 7 shows the differences in
technological choices induced by a 25% control of the air
quality indexes and the base case for year 2010. Although
MARKAL-Lite includes a detailed set of transport technolo-
gies, the model response is aggregated into six main tech-
nologies in order to have a global view of the changes.
The largest difference between the base case and con-
trolled emissions is the substitution of diesel and methanol
by fuel cell powered vehicles. This category includes mainly
ethanol and natural gas fuel cells powering automobiles, de-
livery vans and trucks. The market share of electric pub-
lic transportation vehicles is also increased when emissions
controls become stricter, whereas natural gas powered vehi-
cles, introduced from year 2005, stay unchanged. Figure 8
shows the differences between the technological choices
over periods for the base case and for a 25% reduction on the
peak ozone value, respectively. In the long term, the main
substitutions consist in replacing methanol, diesel and cat-
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Figure 7. Traffic technologies choices in 2010 for a 25% reduction of the air quality indexes.
Figure 8. Technologies repartition for the base case and a 25% reduction of the peak ozone index.
alytic converter engine by fuel cell powered vehicles which
realize most of the emissions decrease. It is also worth not-
ing that, even in the base case, the gasoline without catalytic
converter powered vehicles disappear from the vehicle pool
whereas more and more natural gas vehicles enter the mar-
ket. This behavior is also true for the population exposure
and AOT60, the set of technologies chosen being similar.
5. A decomposition technique for the convex case
The numerical experiment detailed in previous section
has shown that a coupling between an air quality model and
an activity analysis is feasible and gives meaningful results.
This pilot study corresponds to a particular case where ozone
is almost linearly controlled by NOx emissions due to traf-
fic. However, most often, the ozone response to emissions
changes is highly nonlinear and involves more than one eco-
nomic sector (e.g., industry in addition to traffic). Thus it
would not be possible to translate the restrictions on air qual-
ity levels into simple linear constraints on emissions.
If we can formulate the master program as a convex op-
timization problem, then a cutting plane technique can be
implemented to solve it. We have tested the algoritm called
ACCPM that is documented in [11] and [12]. The general
principle of application of this method to our problem is to
specify the air quality constraint implicitly. More precisely
the air quality and the techno-economic models are used as
an “Oracle” that is called for local information by a mas-
ter program. The input of the Oracle consists of a so-called
query point; this point is for example the emissions bounds
for different groups of economic activities. The output of the
Oracle consists of the following local information:
• The value of the air quality index computed by the AQM
and the direction in which the emissions should decrease
(gradient) to improve the air quality. This direction of
improvement can either be obtained by “brute force” as
it was done in the numerical experiment, computing nu-
merous emissions variations to estimate the resulting gra-
dients, or by using sensitivity analysis [22]. Sensitivity
analysis provides in one single run the pollutant concen-
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Figure 9. The air quality and techno-economic models as Oracles.
tration gradients w.r.t. all the desired parameters (e.g.,
emissions from car, trucks, fuel cell buses, etc.).
• The cost of the energy system at the given level of emis-
sions and the gradient w.r.t. the emissions reductions (di-
rection in which the cost decreases). This gradient is
computed by the dual form of the TEM giving the mar-
ginal costs associated with the constraint on emissions.
When the master program receives the information of the
oracle it uses it to shrink a localization set containing the op-
timal solution. This exchange of information is summarized
in figure 9 for a simplified case where only two emissions
sources are considered.
In [14], one shows how to set the whole problem in a
convex programming framework and how ACCPM can be
implemented to solve it.
6. Conclusion
An integrated air pollution abatement strategies assess-
ment method has been presented. It aimed at quantifying
the economic efficiency of air quality policies. This method,
called metamodeling, is based on the linking of a physico-
chemical air quality model (AQM) with a techno-economic
model (TEM). The two models engage in a coherent dia-
log via a dynamic exchange of information. A pilot study,
exploiting data collected in previous projects, has demon-
strated the feasibility and the potential of the method as it
permitted us to take into account simultaneously the eco-
nomic and environmental dimensions in the evaluation of
technology choices in the energy system of the region un-
der consideration. We have also sketched the principles of
a decomposition technique (namely ACCPM) that could im-
plement the metamodeling approach to a large scale envi-
ronment. The details on the ACCPM implementation will
be the object of subsequent paper.
The reader may ask if it is not too expensive to address the
local air pollution problem through the modification of the
energy/transport technologies used in a city. Other policies,
like traffic management and modal transfers could prove
to be more efficient. These policies are not represented
in TEMs and therefore are not explicitly considered in the
method developed here. We answer to these valid concerns
in the following way:
1. The anticipated effects of traffic management and modal
transfers can be included in the definition of useful de-
mands in the TEM. Actually, in the applications devel-
oped in Geneva, it is a traffic equilibrium model that is
used to determine the demand for private trips in the city.
It is also a transportation model that determines the possi-
ble switch from private car to public transportation. Also
the transportation models have been used to design the
dynamic emissions maps that serve in the coupling be-
tween the TEM and the AQM.
2. The second point that justifies our approach is the fact
that the technology improvements play a determinant
role in the reduction of local air pollution problems. In
Geneva, it is observed that emissions decrease by modern
cars has already contributed to a lessening of critical air
pollution problems. The ozone pollution, responding in a
nonlinear fashion to primary pollutant emissions and be-
ing characterized by critical episodes, is better controlled
by the introduction of new technologies having very low
emissions rates. This technological approach will find an
even further justification when the local pollution prob-
lems will combine also with the global climate change
challenge to require, for their solution, the introduction
of new technologies.
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