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La théorie des files d’attente, ou des queues, est un des outils analytiques lesplus puissants pour la modélisation de systèmes de logistiques et de commu-
nication. Cette théorie a pour objet l’étude de systèmes et réseaux où des entités,
appelées clients, cherchent à accéder à des ressources, généralement limitées, afin
d’en obtenir un service. La demande concurrente d’une même ressource par plu-
sieurs clients engendre des délais dans la réalisation des services et la formation de
file de clients désireux d’accéder à une ressource indisponible. L’analyse théorique
de tels systèmes permet d’établir à l’avance les performances de l’ensemble, d’iden-
tifier les éléments critiques ou, encore, d’appréhender les effets d’une modification
des conditions de fonctionnement.
Ce domaine de recherche, né en 1917, des travaux de l’ingénieur électricien
danois Erlang sur la gestion des réseaux téléphoniques de Copenhague entre 1909
et 1920. Par la suite, les files d’attente ont été utilisées dans la modélisation des
systèmes de production et des systèmes informatiques. Initialement, leur utilisa-
tion était très limitée par le fait qu’elles faisaient vite appel à une puissance de
calcul non disponible à cette époque. Ainsi, pendant longtemps, c’est surtout des
développements de nature théorique qui ont vu le jour dans le domaine. Le su-
jet a pourtant inspiré et continue à inspirer, de nombreux chercheurs comme en
témoignent les nombreuses publications parues à ce jour dans le domaine.
Avec l’automatisation des systèmes technologiques, notamment l’avènement
des systèmes de production flexibles, les convoyeurs automatiques, etc..., les appli-
cations réclamant le traitement par une telle théorie se sont également multipliées.
Ce n’est pourtant que rarement que les files d’attente apparaissent de manière iso-
lée. Le plus souvent ce sont des réseaux entiers avec un nombre élevé de serveurs
interconnectés qu’il s’agit de modéliser. La grande percée dans le domaine est
venue avec la découverte en 1957, par Jackson, d’une manière particulièrement
élégante et efficace de traiter certains réseaux de files d’attente. C’est grâce aux
apports des mathématiciens Khintchine, Palm, Kendall, Pollaczek et Kolmogorov
que la théorie s’est vraiment développée.
La théorie des files d’attente classique offre deux possibilités pour résoudre le
conflit qui apparaît lorsqu’un client arrive dans le système à serveur unique et
trouve le serveur occupé : soit il quitte le système sans recevoir le service (modèle
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d’Erlang à demandes refusées), soit il prend place dans une file d’attente. Une
possibilité alternative est que le client qui ne peut être servi, libère l’espace du
serveur mais après une durée de temps aléatoire revient au système pour répéter
sa demande de service. Entre les appels successifs, le client en question se trouve
en "orbite". Un tel système est appelé système de files d’attente avec "rappels".
Cette branche de la théorie des files d’attente s’applique dans la modélisation
stochastique de différents problèmes de télécommunication, et de réseaux infor-
matiques. Les systèmes de files d’attente avec rappels peuvent être utilisés pour
résoudre des problèmes pratiques, tels que l’analyse du comportement des abonnés
dans les réseaux téléphoniques, l’évitement de collision dans les réseaux locaux,
l’analyse du temps d’attente pour accéder à la mémoire sur les disques magné-
tiques, ... (20, 112). Par conséquent, de nombreux travaux ont été publiés dans
des Journaux spécialisés en probabilités appliquées et modèles stochastiques, sta-
tistiques et recherche opérationnelle, télécommunication et ingénierie industrielle,
et informatique. Le grand intérêt de ce domaine est confirmé par l’organisation
d’une série de workshops sur les systèmes de files d’attente avec rappels : Madrid
(1998), Minsk (1999), Amsterdam (2000), Cochin (2002), Seoul (2004), Mira-
flores de la Sierra (2006), Athens (2008) et Beijing (2010). A cet effet, quelques
revues de renommées internationales ont dédié des numéros spéciaux ; c’est le cas
du journal Annals of Operation Research (23), European Journal of Operation
Research (32), Mathematical and Computer Modelling (22), Queueing Systems
(110) et Top (21).
Parmi les premières contributions sérieuses sur les modèles d’attente avec rap-
pels, on trouve celles de Cohen (1957) (50), de Eldin (1967) (55), de Hashida et
Kawashima (1979) (75) et de Lubacz et Roberts (1984) (97). Les progrès récents
sont résumés dans les articles de synthèse de Aïssani (1994) (2), Kulkani et Liang
(1997) (89), Templeton (1999) (111) et dans les monographies de Falin et Tem-
pleton (1997) (65), Artalejo et Gòmez-Corral (2008) (31), Gòmez-Corral et Ra-
malhoto (2000) (74), Rodrigo (2006) (106) et dans les travaux bibliographiques
de Artalejo (1999 et 2010) (16), (17).
La décomposition stochastique est une des principales approches utilisées ces
dernières années pour la résolution de modèles complexes. La propriété de décom-
position stochastique est une particularité des modèles d’attente où le serveur est
occasionnellement "indisponible" pour certain intervalles de temps (systèmes avec
vacances) (54). Des résultats fondamentaux relatifs à cette approche ont été établis
par Yang et Templeton (1987) (115), ainsi que par Yang et al. (1994) (117), et ceci
pour le modèle avec rappels de type M/G/1 dans le cas de distributions exponen-
tielle et générale du temps inter-rappels. Il est prouvé que la fonction génératrice
du nombre de clients dans le système M/G/1 avec rappels est le produit de deux
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fonctions génératrices : la fonction génératrice pour le nombre de clients dans le
système M/G/1 classique et la fonction génératrice pour le nombre de clients
dans le système M/G/1 avec rappels étant donnée que le serveur est libre.
Souvent, la fonction génératrice de la distribution stationnaire du nombre de
clients en orbite peut être obtenue sous une forme explicite, mais ayant une ex-
pression assez lourde, elle ne révèle pas la nature de la distribution en question.
Par conséquent, on est amené à l’étude de la convergence asymptotique de ces dis-
tributions pour les valeurs limites des différents paramètres : trafic intense, taux
de rappels faible et taux de rappels élevé. Une première étude du comportement
asymptotique d’un modèle avec rappels de type M/G/1 a été réalisée par Falin
(1979, 1986) (59, 57) et Falin et Templeton (65). D’autres études ont été établies
dans (11, 34, 75, 79, 109). Il existe aussi des travaux sur des modèles classiques
sans rappels dans (113).
Le premier chapitre présente un travail de synthèse, avec lequel on entame
la thèse, qui a été présenté en 2007 (15). On commence par introduire quelques
modèles stochastiques, tels que : le recuit simulé, l’algorithme génétique et les
systèmes de files d’attente. La modélisation du premier algorithme est basée sur
les mesures invariantes, par contre, celle des deux derniers algorithmes est marko-
vienne. Notre intérêt particulier aux applications de ces algorithmes aux différents
réseaux de télécommunication et d’Internet, nous a conduit à axer notre travail
sur l’étude approfondie des systèmes de files d’attente.
Le deuxième chapitre est un rappel des résultats sur les systèmes de files d’at-
tente classiques de type M/G/1, qui permettra d’introduire les chapitres suivants
où seront abordés de nouveaux résultats.
Dans le chapitre trois, nous présentons une étude de certains modèles d’attente
de type M/G/1 avec rappels. Nous commençons par les systèmes d’attente avec
rappels et clients persistants, puis ceux avec rappels et clients impatients. Nous
réalisons pour la première fois l’analyse stochastique complète du système de files
d’attente du modèle MX/G/1 avec rappels, arrivées par groupes et clients impa-
tients. Nous donnons aussi quelques exemples d’applications de notre modèle.
Le quatrième chapitre commence par une synthèse bibliographique sur la pro-
priété de décomposition stochastique des systèmes d’attente avec rappels. Par la
suite, nous montrons la propriété en question pour le modèle MX/G/1 avec rap-
pels, arrivées par groupes et clients impatients. Les résultats obtenus sont impor-
tants pour comprendre la contribution réelle des rappels pour le nombre de clients
dans le système (aux instants de départ). Cette propriété qui est complexe, permet
dans le chapitre suivant de réécrire la fonction génératrice du nombre de clients
dans le système, sous une forme plus explicite, et ceci dans le but de prouver la
convergence asymptotique sous un taux de rappels élevé.
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Enfin, dans le cinquième et dernier chapitre, nous étudions le comportement
asymptotique du nombre de clients dans le groupe de clients effectuant des tenta-
tives répétées pour accéder au serveur du modèle MX/G/1 avec rappels, arrivées
par groupes et clients impatients, sous un taux de trafic intense, puis sous un
taux de rappels faible. Nous effectuons aussi l’étude du comportement asympto-
tique du nombre de clients dans le système sous un taux de rappels élevé. Ces
trois résultats généralisent les résultats du modèle d’attente M/G/1 avec rap-
pels, arrivées simples et clients persistants. Nous complétons notre travail par des
exemples numériques.
Les résultats issues des trois derniers chapitres ont fait l’objet d’une publi-
cation dans le journal Mathematical and Computer Modelling, (2012) (12), et




Pour décrire et optimiser des systèmes techniques et économiques, on est sou-
vent amené à l’étude des systèmes dynamiques déterministes, continus, décrits à
l’aide d’équations différentielles. Cependant, il existe deux aspects centraux dans
la modélisation de ces systèmes, à savoir le temps et l’incertain. On s’est vite
aperçu que l’incertain était un élément incontournable dans toutes les applica-
tions, d’où la place importante qu’occupe aujourd’hui les processus stochastiques.
Si la trajectoire est totalement décrite par un système dynamique déterministe à
partir de conditions initiales, il n’en est rien dans le cas stochastique. En effet,
en accord avec les lois probabilistes sous-jacentes, un système dynamique stochas-
tique choisira une trajectoire parmi une infinité, à partir de conditions initiales
identiques. Dès lors, plutôt que de s’intéresser aux valeurs prises par une réalisa-
tion particulière du processus, on cherche à connaître des probabilités ou d’autres
paramètres statistiques associés à l’ensemble de ces trajectoires. Par exemple, au
lieu de parler d’un taux de croissance annuel déterministe exprimé en pour cents,
on donnera des probabilités ou des intervalles de confiance pour la valeur espérée
de ce taux.
Certaines équations aux dérivées partielles (en particulier les équations des
ondes) ont été également abordées par une approche probabiliste : la méthode de
Glimm (71).
Une idée apparentée à la simulation stochastique, qui s’est avérée particuliè-
rement fertile, a été celle d’introduire le hasard dans la résolution de problèmes
purement déterministes, telles que l’évaluation d’intégrales multiples ou l’optimi-
sation combinatoire.
Dans le cadre des algorithmes d’optimisation stochastique, les composantes
aléatoires du système permettent d’augmenter la capacité d’exploration et d’adap-
tation du modèle. En effet, la plupart des algorithmes stochastiques sont fondés sur
des mécanismes de recherche mimant des processus d’exploration et d’adaptation
biologiques ou physiques (44).
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6 Chapitre 1. Modélisation stochastique
Les chaînes de Markov sont les processus les plus classiques, plus simples et
sont à la base de bien des modèles de recherche opérationnelle.
Nous avons choisi d’articuler ce chapitre en présentant trois outils de résolu-
tion stochastique :
– les algorithmes génétiques font actuellement partie des techniques de réso-
lution les plus avancées en traitement du signal, en analyse d’événement
rares, en mathématiques financières, ainsi qu’en physique et chimie quan-
tique, (46, 72).
– le recuit simulé est un algorithme de recherche aléatoire des minima glo-
baux. Parmi ses nombreux domaines d’application, on cite la conception des
circuits électroniques et l’organisation de réseaux informatiques, (80, 90).
– la modélisation markovienne des files d’attente, conçue au début du siècle
dernier pour modéliser les phénomènes de congestion dans les réseaux télé-
phoniques, cette théorie connaît un nouvel essor avec ses applications en in-
formatique (30), en télécommunications (5, 6, 7) et surtout dans le contexte
de l’internet (41, 45).
1.2 Propriétés des algorithmes stochastiques
Les algorithmes d’optimisation stochastique vérifient certaines de ces proprié-
tés :
• Evolutionnaires : On peut faire la différence entre les algorithmes d’op-
timisation stochastique "évolutionnaires" qui s’inspirent de phénomènes
naturels et qui sont modélisés par des opérateurs spécifiques. Par contre,
les algorithmes "non évolutionnaires" sont ceux qui ne s’inspirent pas de
phénomènes naturels.
• Trajectoire et population : Les algorithmes d’optimisation stochastique
qui possèdent "une structure à population", sont ceux qui manipulent un
ensemble de solutions, à chaque itération. Par contre, ceux fondés sur la
notion de "trajectoire", ne manipulent qu’une seule solution sur l’espace de
recherche, à chaque itération.
• Statiques et dynamiques : On peut distinguer entre les algorithmes
stochastiques selon leur manière d’utiliser la fonction objectif, "statique"
(qui demeure inchangée tout au long de l’optimisation) ou "dynamique"
(quand la fonction objectif est modifiée au cours de la recherche). Elles dé-
pendent du temps.
• Structures de voisinages : La plupart des algorithmes d’optimisation
stochastique utilisent "une seule" structure de voisinage. Cependant, il
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existe des algorithmes qui permettent de changer de structure de voisinage
en cours de recherche.
• Mémoire à court et à long terme : Certains algorithmes stochas-
tiques font usage de l’historique de la recherche au cours de l’optimisation,
ils sont qualifiés de méthodes à "mémoire à long terme" et à "mémoire à
court terme" dans le cas où ils se limitent à considérer l’état de recherche
à une itération donnée pour déterminer la prochaine, ces méthodes sont des
processus de décision markovienne. Alors que d’autres algorithmes n’ont
aucune mémoire du passé.
Les algorithmes génétiques sont considérés comme des algorithmes évolution-
naires possédant une structure à population, statique, utilisant une seule struc-
ture de voisinage et à mémoire à court terme. Le recuit simulé est un algorithme
non évolutionnaire, à sauf dans des cas particuliers, statique, utilisant une seule
structure de voisinage et à mémoire à court terme.
1.3 Algorithmes génétiques
Les algorithmes génétiques sont des algorithmes d’optimisation s’appuyant
sur des techniques dérivées de la génétique et de l’évolution naturelle : croise-
ments, mutations, sélection, etc.
1.3.1 Modélisation par chaîne de Markov
Nous travaillerons sur la base d’un codage binaire, p représentant le nombre
de bits utilisés pour le codage. La fonction d’évaluation, f est définie sur l’espace
E = {0, 1}p à valeurs dans R+. Le problème est donc de localiser l’ensemble
des maxima globaux de f , ou à défaut, de trouver rapidement et efficacement des
régions de l’espace où se situent ces maxima.
Comme nous l’avons vu, l’algorithme génétique est un algorithme stochas-
tique itératif qui opère sur des ensembles de points et qui est bâti à l’aide de trois
opérateurs : mutation, croisement et sélection, que nous présentons plus formelle-
ment à présent.
Soit N la taille (fixe) de la population, en terme mathématiques, un algorithme
génétique est une chaîne de Markov Xk de la population de la génération k : il




k , · · · , XNk
)
sur un espace produit EN dont les
N éléments sont des chaînes de bits (chromosomes) de taille p. Le passage de la
génération k à la génération k+ 1, c’est à dire de Xk à Xk+1 se décompose en trois
étapes :
Xk
mutation→ Yk croisement→ Zk sélection→ Xk+1.
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Chacune de ces étapes peut être modélisée formellement.
Mutation Xk → Yk. L’opérateur considéré est le suivant : pour chaque compo-
sante de chaque élément Xik, une variable de Bernoulli de paramètre pm est tirée
indépendamment et, suivant le résultat, l’élément binaire examiné est changé ou
non (0 est changé en 1 et 1 en 0). La probabilité pm de mutation doit être préala-
blement choisie et est généralement faible.
Croisement Yk → Zk. L’opérateur étudié est l’opérateur à un point : la pro-
babilité de croisement pc est fixée initialement. Pour construire la population Zk,
N/2 couples sont formés à partir de la population Yk (par exemple en appariant
les individus consécutifs de Yk, ou bien en choisissant au hasard et uniformément
des individus dans Zk). Pour chaque couple, une variable de Bernoulli de para-
mètre pc est tirée pour décider si le croisement a lieu. Si c’est le cas, un site de
coupure est tiré au hasard, et les segments finaux des deux chromosomes sont
échangés. Une nouvelle paire d’individus est ainsi obtenue (identique à l’ancienne
s’il n’y a pas eu de croisement) et est stockée dans la population Zk. En général,
le paramètre pc est choisi grand.
Remarquons que les opérateurs de mutation et de croisement ne font pas in-
tervenir la fonction f , ce sont des opérateurs stochastiques d’exploration. C’est le
troisième et dernier opérateur, la sélection, qui guide la population vers les valeurs
élevées de la fonction f .
Sélection Zk → Xk+1. Les N individus de la population Xk+1 sont obtenus
après sélection des individus de Zk. On conserve ainsi les “meilleurs” individus
de Zk, indépendamment à l’aide d’une distribution de probabilité qui favorise les
individus de Zk les mieux adaptés.
Le choix le plus fréquent est l’unique distribution telle que la probabilité de
sélection uniforme d’un individu soit proportionnelle à son adaptation, c’est à dire














En tirant les individus dans la population Zk conformément aux probabilités pi,
on constitue la nouvelle génération Xk+1. Pour des fonctions d’évaluation pou-
vant s’annuler sur certaines régions de l’espace, il est possible que tous les indivi-
dus aient des potentiels nul. Dans cette situation, l’algorithme est stoppé.
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1.4 Recuit simulé
Les algorithmes stochastiques sont essentiellement des techniques de simula-
tion de lois de probabilités complexes sur des espaces de grandes dimensions. Ces
mesures peuvent être rangées en deux classes : les mesures de Boltzmann-Gibbs,
et les mesures de Feynman-Kac (que nous n’utilisons pas dans ce qui suit). Les
premières sont définies sur des espaces homogènes E , en terme d’une fonction
énergie U : E → [0,∞), un paramètre de température β ∈ [0,∞), et d’une




exp [−βU (x)] λ (dx) avec Zβ = λ exp [−βU] .
Dans ce contexte, l’espace d’état est souvent difficile à parcourir, et les tech-
niques de simulation élémentaires de type acceptation-rejet sont prises en défaut.
En pratique, les stratégies de simulation utilisées sont fondées sur des explora-
tions markoviennes et locales de ces espaces. Le problème consiste alors à trouver
une chaîne convergeant le plus rapidement possible vers la mesure d’équilibre
recherchée.
1.4.1 Convergence du recuit simulé
L’algorithme de recuit simulé est une méthode de recherche aléatoire des mi-
nimas globaux d’une fonction numérique bornée U : E → R+, définie sur un
ensemble E. L’exploration aléatoire de l’espace d’état E est définie en terme d’une
transition de probabilités Q(x, dy) sur E, réversible par rapport à une mesure λ
sur E. C’est à dire,
λ(dx)Q(x, dy) = λ(dy)Q(y, dx)
On notera que λ est nécessairement une mesure invariante de Q. L’algorithme de
recuit simulé est un algorithme markovien non homogène. Il se présente sous la
forme d’une chaîne de Markov dont le noyau de transition à chaque étape n > 1
dépend d’un paramètre de température T(n) ∈ R+.
– Pour n = 0, on simule une variable aléatoire X0, selon une distribution
initiale η0.
– A l’étape n, la transition Xn → Xn+1 est décomposée en une étape d’explo-
ration et une étape d’acceptation.
1. L’étape d’exploration consiste à proposer un état Yn de loi Q(Xn, .).
2. L’étape d’acceptation se décompose à nouveau en deux sous-étapes :
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– Si U(Yn) ≤ U(Xn), on accepte l’état Yn et on pose
Xn+1 = Yn.
– Si U(Yn) > U(Xn), alors on effectue le choix aléatoire suivant :
Xn+1 =

Yn avec une probabilité e
− 1T(n) (U(Yn)−U(Xn))
Xn avec une probabilité 1− e−
1
T(n) (U(Yn)−U(Xn))
Au cours du temps, on fera décroître convenablement la température de sorte
que l’algorithme de recherche se "gèle" sur l’un des extrema globaux de la fonc-
tion U. Le réglage de la décroissance de T(n), lorsque n tend vers l’infini, sera
donc inversement lié aux possibilités de mouvement de l’algorithme. Plus T(n)
est faible, plus l’algorithme aura tendance à ne plus changer d’état. Selon ces
quelques remarques, une trop brusque variation de température pourrait conduire
et figer l’algorithme dans des états non désirés tels que les extrema locaux de la
fonction U. Cette idée naturelle provient de la physique. D’une manière géné-
rale on peut dire que le recuit simulé procure généralement une solution de bonne
qualité mais nécessite un grand nombre de paramètres, l’algorithme génétique est
très puissant mais difficile à administrer et son efficacité dépend de la qualité du
codage.
1.5 Files d’attente
La théorie mathématique des files d’attente peut s’appliquer à différentes si-
tuations : optimisation des stocks (gestion à flux tendu), gestion des avions au
décollage ou à l’atterrissage, attente des clients à un guichet, ou bien encore trai-
tement informatique de données par un serveur.
La modélisation mathématique des files d’attente est un outil de la logistique.
Elle relève du calcul des probabilités : les arrivées et départs des clients de la
file sont analysés comme un processus stochastique typique d’un processus de
naissance et de mort. L’objectif de la modélisation est la recherche des solutions
optimales de gestion des files d’attente, ou « queues », telles que la recherche d’une
gestion de priorité (ou discipline) donnant le temps d’attente moyen minimum,
ou le temps d’attente au pire des cas minimum, etc., en fonction de la loi de
probabilité des arrivées et de la loi donnant le temps de traitement. Elle peut aussi
permettre d’évaluer la conséquence de la défaillance d’un serveur sur le temps
moyen de résidence dans la file et d’apprécier l’impact de la mise en place d’un
serveur supplémentaire, etc.
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L’analyse des systèmes de files d’attente s’appuie généralement sur les outils
de la théorie des chaînes de Markov à temps continu et à temps discret.
1.5.1 Modélisation des systèmes de files d’attente par chaînes de Mar-
kov
Soit (Un)n≥1 une suite de v.a. positives et indépendantes de lois respectives
(µn)n≥1. On considère la chaîne de Markov définie de façon récursive par l’équa-
tion suivante {
Xn+1 = (Xn − 1)+ +Un+1
X0 = 0
Ce processus aléatoire peut s’interpréter comme la longueur d’une file d’attente, ou
encore le temps d’attente d’un client arrivant à un guichet, servant une personne
par unité de temps. Dans ce contexte, la v.a. Un+1 représente le nombre de clients
arrivant dans la file d’attente au temps (n + 1) .
On peut aussi interpréter Xn comme le nombre de paquets (symboles binaires
représentant de l’information : voix, vidéo, données, ...) en attente dans la mémoire
d’un canal de communication, transmettant un paquet par unité de temps.
On notera que les transitions de cette chaîne sont données pour tout i ≥ 1, et
pour tout j ≥ 0, par la formule suivante
P (Xn+1 = (i− 1) + j\Xn = i) = µn+1 (j)
= P (Xn+1 = j\Xn = 0) .
Conclusion du chapitre
On s’est intéressé à la modélisation stochastique comme l’algorithme génétique
et le recuit simulé. Les systèmes des files d’attente sont également des outils de
la modélisation stochastique c’est pourquoi dans les chapitres suivants nous nous
intéressons aux modèles de files d’attente particuliers.

2Systèmes de files d’attente
classiques
2.1 Description du phénomène d’attente
Un phénomène d’attente peut être décrit comme un système composé d’un
certain nombre (fini ou non) de places d’attente d’un ou plusieurs serveurs et
de clients arrivant à des instants aléatoires. Les clients attendent, se font servir
selon des règles spécifiées et quittent le système. Ils peuvent être des appels télé-
phoniques, des machines, ..., de même que les serveurs peuvent être un central
téléphonique, un processeur,.... Quand les serveurs sont tous occupés, les clients
doivent alors patienter dans un espace d’attente (s’il existe) jusqu’à ce qu’un ser-
veur soit disponible.
L’identification des systèmes de files d’attente classiques se base principale-
ment sur trois éléments : le processus stochastique décrivant l’arrivée des clients
dans le système, le mécanisme de service (le nombre de serveurs et la loi probabi-
liste décrivant la durée des services) et la discipline d’attente.
Le processus d’arrivée spécifie les instants auxquels les clients arrivent dans
le système. Dans la théorie classique des files d’attente, on fait le plus souvent
l’hypothèse que les clients arrivent de manière isolée et indépendamment les uns
Figure 2.1 – Représentation schématique d’une file d’attente classique
13
14 Chapitre 2. Systèmes de files d’attente classiques
des autres. Sous ces hypothèses, les intervalles de temps entre deux arrivées suc-
cessives forment une suite de variables aléatoires indépendantes et identiquement
distribuées.
La liste qui suit résume les lois de probabilité les plus couramment rencontrées
dans la modélisation des systèmes de files d’attente ainsi que les symboles associés.
– La lettre M désigne la loi exponentielle.
– La lettre D correspond à une loi déterministe.
– Le symbole Ek désigne un processus où les intervalles de temps entre deux
arrivées successives sont des variables aléatoires indépendantes et identi-
quement distribuées suivant une loi d’Erlang d’ordre k.
– La lettre G est utilisée lorsqu’aucune hypothèse particulière n’est faite sur le
processus d’arrivée, ce dernier étant alors un processus de renouvellement
quelconque.
Les temps de service nécessaire au traitement des clients sont supposés être des
réalisations de variables aléatoires indépendantes et identiquement distribuées. La
description du processus de service revient alors à préciser la loi de probabilité de
ces variables aléatoires. Les symboles utilisés pour décrire les processus de service
sont les mêmes que ceux introduits pour les processus d’arrivée.
Le nombre de serveurs correspond au nombre maximal de clients pouvant être
traités simultanément. Tous les serveurs sont supposés identiques, en particulier
les temps de service sont indépendants d’un serveur à l’autre et distribués selon
une même loi de probabilité.
La capacité d’accueil d’un système de files d’attente correspond au nombre
maximal de clients pouvant être présents dans le système à un instant quelconque.
Il est égal à la somme du nombre de serveurs et du nombre de places d’attente dis-
ponibles. Si un client arrive dans un système ayant atteint sa capacité maximale
d’accueil, il est refoulé et doit quitter le système sans avoir été servi.
Le plus souvent, le nombre de clients susceptibles d’accéder au service est
supposé illimité et leur fréquence d’arrivée constante. Certaines situations sont,
cependant, caractérisées par un nombre fixe et limité de clients. Chaque client
présent dans le système diminue alors le nombre d’arrivées potentielles, le taux
d’arrivée dans la file n’est donc plus constant mais dépend du nombre de clients
présents dans le système. Dans un tel cas, le processus d’arrivée décrit le temps
nécessaire à un client entre le moment où il quitte le système et celui où il y
revient.
La discipline d’attente, est la règle de priorité déterminant l’ordre dans lequel
les clients vont accéder à la ressource modélisé par le serveur. Les disciplines
d’attente classiques, ainsi que leurs acronymes, sont
2.2. Analyse mathématique d’un système de files d’attente 15
– FIFO : first in first out "premier arrivé, premier servi", c’est la discipline
de service employée le plus souvent et c’est celle qui sera admise par défaut ;
– LIFO : last in, first out "dernier arrivé, premier servi" ;
– SIRO : service dans un ordre aléatoire ;
– RR : round robin "les clients sont servi à tour de rôle pendant un intervalle
de temps fixe, appelé quantum"
– PS : processor sharing "cas limite de la discipline RR lorsque le quantum
tend vers zéro".
Certains modèles de files d’attente font usage de disciplines plus complexes
reposant sur des priorités de traitement. Un système peut également accepter la
préemption d’un service, c’est-à-dire l’interruption du service d’un client au profit
d’un autre. Si un tel mode de fonctionnement est autorisé, le service interrompu
peut être simplement terminé plus tard (preemptive resume) ou, alors, être recom-
mencé depuis le début, le travail déjà effectué étant perdu (preemptive repeat).
Pour la classification des systèmes de files d’attente, on a recours à une no-
tation symbolique introduite par Kendall, comprenant six symboles rangés dans
l’ordre A/B/c/m/P− D, où
- A décrit la nature du processus d’arrivée,
- B décrit la nature du processus de service,
- c est le nombre de serveurs,
- m est la capacité d’accueil d’un système,
- P est la taille de la population,
- D est la discipline de la file.
Dans sa version courte, seuls les trois premiers symboles A/B/c sont utilisés.
Dans un tel cas, on suppose que la file est régie par une discipline FIFO et que
le nombre de places d’attente ainsi que celui des clients susceptibles d’accéder au
système sont illimités.
2.2 Analyse mathématique d’un système de files d’at-
tente
L’étude mathématique d’un système de files d’attente se fait généralement par
l’introduction d’un processus stochastique, défini de façon appropriée. On s’inté-
resse principalement au nombre de clients N (t) se trouvant dans le système à
l’instant t (t ≥ 0) .
En fonction des quantités qui définissent le système, on cherche à déterminer :
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– Les probabilités d’état Pn (t) = P (N (t) = n) , qui définissent le régime
transitoire du processus stochastique {N (t) t ≥ 0} . Il est évident que les
fonctions Pn (t) dépendent de l’état initial ou de la distribution initiale du
processus.
– Le régime stationnaire du processus stochastique qui est défini par :
pin = lim
t→∞ Pn (t) = P (N (∞) = n) = P (N = n) , (n = 0, 1, 2, · · · ) .
{pin}n≥0 est appelée distribution stationnaire du processus {N (t) t ≥ 0} .
Le calcul explicite du régime transitoire s’avère généralement pénible, voire
impossible, pour la plupart des modèles donnés. On se contente donc de
déterminer le régime stationnaire.
2.3 Types de modèles
2.3.1 Modèles markoviens
Les modèles markoviens caractérisent les systèmes dans lesquels les deux
quantités stochastiques principales, qui sont le temps inter-arrivées et la du-
rée de service, sont des variables aléatoires indépendantes et exponentiellement
distribuées. La propriété d’absence de mémoire de la loi exponentielle facilite
l’étude de ces modèles. L’étude mathématique de tels systèmes se fait par l’intro-
duction d’un processus stochastique approprié. Ce processus est souvent le pro-
cessus {N (t) , t ≥ 0} défini comme étant le nombre de clients dans le système
à l’instant t. L’évolution temporelle du processus markovien est complètement
définie grâce à la propriété d’absence de mémoire.
2.3.2 Modèles non markoviens
En l’absence de l’exponentialité ou lorsque l’on s’écarte de l’hypothèse d’expo-
nentialité de l’une des deux quantités stochastiques : le temps des inter-arrivées et
la durée de service, ou en prenant en compte certaines spécificités des problèmes
par introduction de paramètres supplémentaires, on aboutit à un modèle non mar-
kovien. La combinaison de tous ces facteurs rend l’étude mathématique du modèle
très délicate, voire impossible- on essaye alors de se ramener à un processus de
Markov judicieusement choisi à l’aide de l’une des méthodes d’analyse suivantes :
1. Méthode des étapes d’Erlang : Son principe est d’approximer toute loi
de probabilité ayant une transformation de Laplace rationnelle par une loi
de Cox (mélange de lois exponentielles), cette dernière possède la propriété
d’absence de mémoire par étape.
2.4. Caractéristiques d’un système de files d’attente 17
2. Méthode de la chaîne de Markov induite : Elaborée par Kendall, et
souvent utilisée, elle consiste à choisir une suite d’instants 1, 2, 3, · · · , n
(déterministes ou aléatoires) tels que la chaîne induite {Nn, n ≥ 0} , où
Nn = N (n) , soit markovienne et homogène.
3. Méthode des variables supplémentaires : Elle consiste à compléter
l’information sur le processus {N (t) , t ≥ 0} de telle manière à lui don-
ner le caractère markovien. Ainsi, on se ramène à l’étude du proces-
sus {N (t) , A (t1) , A (t2) , · · · , A (tn) , t ≥ 0} . Les variables A (tk) , k ∈
{1, 2, · · · , n} sont dites supplémentaires.
4. Méthode des événements fictifs : Le principe est d’introduire des événe-
ments fictifs qui permettent de donner une interprétation probabiliste aux
transformées de Laplace et aux variables aléatoires décrivant le système étu-
dié.
5. Simulation : C’est un procédé d’imitation artificielle d’un processus réel
effectué sur ordinateur. Elle nous permet d’étudier les systèmes les plus
complexes, de prévoir leurs comportements et de calculer leurs caractéris-
tiques. Les résultats obtenus ne sont qu’approximatifs, mais peuvent être
utilisés avec une bonne précision. Cette technique se base sur la génération
de variables aléatoires suivant les lois gouvernant le système.
2.4 Caractéristiques d’un système de files d’attente
On note λ le taux d’arrivée des clients. Cela signifie que l’espérance mathé-
matique de la durée séparant deux arrivées successives est E [A] = 1λ .
On note γ le taux de service des clients. Cela signifie que l’espérance de la
durée de service est E [Se] = 1γ .








La distribution stationnaire du processus stochastique introduit permet d’obtenir
les caractéristiques d’exploitation du système, telles que : le temps d’attente d’un
client (le temps qu’un client passe dans la file d’attente), le temps de séjour d’un
client dans le système (composé du temps d’attente et de la durée de service),
le taux d’occupation des dispositifs de service, la durée de la période d’activité
(l’intervalle de temps pendant lequel il y a toujours au moins un client dans le
système) ; et les mesures de performance suivantes :
– n : nombre moyen de client dans le système de files d’attente,
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– n f : nombre moyen de clients dans la file d’attente,
– Ws : temps moyen de séjour d’un client dans le système,
– W : temps moyen d’attente d’un client dans la file d’attente.
Ces valeurs sont liées les unes aux autres par les relations suivantes :
– n = λWs,
– n f = λW,
– n = n f + λγ ,
– Ws = W + 1γ .
Les deux premières sont appelées "formules de Little". Il est à noter que ces
formules sont valables sous la vérification de la condition que le système est en
régime stationnaire ρ = λγ < 1.
2.5 Modèle d’attente M/G/1
2.5.1 Description du modèle
Les clients arrivent dans le système selon un processus de Poisson de taux
λ > 0. De ce fait, le temps entre deux arrivées successives suit une loi expo-
nentielle de moyenne 1λ . Le service est assuré par un seul serveur. A l’arrivée
d’un client, si le serveur est libre, le client sera pris en charge immédiatement.
Dans le cas contraire, il rejoint la file d’attente (de capacité illimitée et discipline
FIFO) les durées de service (Se) sont des variables aléatoires indépendantes et
identiquement distribuées de loi générale dont la fonction de répartition B(x) et





2.5.2 Chaîne de Markov induite
Nous introduisons le processus stochastique {N (t) , t ≥ 0} qui n’est pas un
processus de Markov. Pour le rendre markovien, nous utiliserons la méthode des
chaînes de Markov induites.
Soit le processus à temps discret {Nn = N (ξn) , n ≥ 1} où ξn est l’instant
où le nème client a fini son service et quitte le système. Vérifions que cette suite de
variables définit bien une chaîne de Markov.
Soient les (An) des variables aléatoires indépendantes et identiquement dis-
tribuées telles que An est le nombre de clients arrivants pendant le nème service
avec la distribution





)i!i exp (−λt) dB (t) ,
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où ai > 0 et i > 0. Déterminons l’équation fondamentale de la chaîne :
Nn+1 =
{
Nn − 1+ An+1, si Nn ≥ 1
An+1, si Nn = 0
, n ≥ 1.
Soit la variable aléatoire
δn =
{
1 si Nn > 0
0 si Nn = 0
,
alors l’équation fondamentale de la chaîne devient :
Nn+1 = Nn − δn + An+1. (2.1)
Il est évident que Nn+1 dépend de Nn et An+1 seulement et non pas de Nn−1,
Nn−2, .... D’où la suite {Nn, n ≥ 1} est une chaîne de Markov induite du proces-
sus {N (t) , t ≥ 0} avec les probabilités de transitions P (Nn+1 = j/Nn = i) =
pij qui s’expriment de la manière suivante :
p0j = aj, si j ≥ 0
pij = aj−i+1, si 0 ≤ i ≤ j + 1
pij = 0, ailleurs.
Par conséquent, la matrice de transition M est donnée par
p00 p01 p02 p03 ...
p10 p11 p12 p13 ...
p20 p21 p22 p23 ...
p30 p31 p32 p33 ...
 =

a0 a1 a2 a3 ...
a0 a1 a2 a3 ...
0 a0 a1 a2 ...
0 0 a0 a1 ...
 .
Puisque nous pouvons passer d’un état à n’importe quel autre, alors la chaîne
de Markov est irréductible. En outre la matrice n’est pas décomposable (elle est
apériodique), donc la chaîne est ergodique.





















exp{− (λ− λz) t}dB (t) ,
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posons B˜ (s) =
∞∫
0
exp− (st) dB (t) , alors A (z) = B˜ (λ− λz) converge pour
|z| ≤ 1 :
1. |z| < 1 : 0 < ak < 1⇒ |akz| < |z|k
2. |z| = 1 : A (1) = B˜ (0) = 1.
Soit ρ < 1. La distribution stationnaire de la chaîne de Markov induite






(1− ρ) B˜ (λ− λz) (1− z)
B˜ (λ− λz)− z .
Soient les probabilités suivantes :
pj = lim
t→∞P (N (t) = j) , j ≥ 0;
pij = limn→∞P (N (ξn) = j) , j ≥ 0;
rj = limn→∞P (N (ςn) = j) , j ≥ 0;
où ςn est l’instant d’arrivée du nème client. Comme le processus des arrivées est
celui de Poisson de paramètre λ et le nombre de clients dans le système N (t) est
discontinu avec un changement de taille ±1, alors
pj = rj = pij.
Par conséquent, le processus {N (t) , t ≥ 0} a une distribution stationnaire iden-
tique à celle de la chaîne de Markov induite et la fonction génératrice du nombre





pjzj =∏ (z) .
2.5.3 Mesures de performance
– Nombre moyen de clients dans le système
n = ρ+
ρ2 + λ2Var [Se]
2 (1− ρ) .
– Temps moyen de séjour d’un client dans le système
Ws (s) =
s (1− ρ)
s− λ+ λB˜ (s) B˜ (s) .
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– Temps moyen d’attente d’un client
W (s) =
s (1− ρ)
s− λ+ λB˜ (s) .
2.6 Modèle d’attente MX/G/1
2.6.1 Description du modèle
Considérons un système de files d’attente où le service des clients est assuré
par un seul serveur. Les clients arrivent par groupes, ces arrivées des groupes
de clients primaires suivent une loi de Poisson de paramètre λ > 0. Le groupe
contient K clients (1 ≤ K ≤ ∞) où K est une variable aléatoire discrète qui
est égale à k avec la probabilité ck et dont la fonction génératrice est C (z) =
∑∞k=1 ckz
k. La taille moyenne des groupes est E [K] = C
′
(1) = c = ∑∞k=1 kck.
Le temps de service τ suit une loi générale de fonction de répartition B (t)
et de transformée de Laplace-Stieltjes B˜ (s) , Re (s) > 0. Soient les moments
βk = (−1)k B˜(k) (0) . Les durées entre deux arrivées consécutives des groupes,
la taille des groupes ainsi que les durées de service sont supposées mutuellement
indépendantes.
2.6.2 Analyse du modèle
Considérons un intervalle de temps arbitraire de longueur t. Soit N (t) le
nombre de clients arrivant dans l’intervalle de temps t et ν (t) le nombre de
groupes arrivant dans cet intervalle de temps. Alors,




Soient α1, α2, · · · , αν les tailles des groupes, où αi est indépendante de αj pour
i 6= j et les {αi}1≤i≤ν sont des variables aléatoires indépendantes et identiquement
distribuées. Nous avons alors






















est la fonction génératrice du nombre d’arrivées dans un intervalle de
temps arbitraire de taille t.
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2.6.3 Chaîne de Markov induite
A présent, on considére l’intervalle de temps t comme étant le temps de service




exp(−λ (1− C (z)) t)B (t) dt = B˜ (λ− λC (z)) . (2.3)
Soit la chaîne de Markov induite aux instants de départs, de la même méthode
utilisée dans le cas du modèle M/G/1 ordinaire, on effectue une analyse de cette
chaîne.
En effet, en remplaçant la valeur A (z) de l’équation (2.3) dans le résultat du
modèle M/G/1 ordinaire, on obtient
∏ (z) =
(1− ρ) B˜ (λ− λC (z)) (1− z)
B˜ (λ− λC (z))− z ;
avec ρ = A′ (1) = λC′ (1) β1 = λcβ1.
2.6.4 Approche alternative à l’analyse du modèle MX/G/1
Dans cette approche, on considère les groupes des arrivées comme étant des
requêtes avec leur temps de service égal à la somme des temps de services de tous
les clients du groupe. La durée de service d’un groupe τ∗ suit une loi générale de









































où σ2τ est la variance de la variable aléatoire τ qui représente la durée de service
d’un client et σ2K est la variance de la variable aléatoire K qui représente la taille





tion génératrice du nombre des arrivées des groupes durant le temps de service
d’un groupe. Comme le groupe en entier est considéré comme une requête de ser-
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vice, alors on utilise la chaîne de Markov induite aux instants de départs. Soit
Q∗ (z) la fonction génératrice du nombre de groupes restant après le départ d’un
groupe. On peut maintenant remplacer A (z) par A∗ (z) avec ρ = λcβ1. D’où














2.6.5 Mesures de performance
– Temps moyen d’attente d’un groupe W f g avant qu’il ne commence son
service




on peut écrire W f g sous la forme
















sont les coefficient de variation quadratique de τ et
K.
– Temps moyen d’attente W2 pour un appel sachant que le service de son
groupe a commencé
















– Temps moyen d’attente global W f pour un appel (dans le groupe) est donné
par



















Nous avons rappelé et présenté les notions et techniques de base sur les sys-
tèmes de files d’attente classiques de type M/G/1, et de type MX/G/1 étudiés
aussi dans (62, 78) qui seront utilisées dans la modélisation des systèmes de files
d’attente avec rappels et arrivées par groupes.

3Systèmes de files d’attente
avec rappels
3.1 Introduction
Les systèmes de files d’attente avec rappels sont caractérisés par la propriété
qu’un client qui trouve à son arrivée tous les serveurs occupés quitte l’espace de
service et rappelle ultérieurement à des instants aléatoires. Entre deux rappels suc-
cessifs, le client est dit "en orbite". Ces systèmes de files d’attente sont largement
utilisés dans la modélisation des systèmes informatiques et des réseaux de télécom-
munications (26, 27, 38, 39, 43, 82, 83, 98, 104, 107). Une description complète
de situations où les systèmes de files d’attente avec rappels peut être trouvée dans
la monographie de Falin et Templeton (1997) (65) et dans (9, 10, 29, 103, 104).
Une classification bibliographique est donnée dans les articles de Artalejo (1999)
(16) et (2010) (17). Le modèle M/G/1 avec rappels et clients non-persistants a été
considéré par Falin (1990) (60), par Martin et Artalejo (1995) (99) et Martin et
Gomez-Corral (1995) (100).
Pour identifier un système de files d’attente avec rappels, on a besoin des
spécifications suivantes : la nature stochastique du processus des arrivées, la dis-
tribution du temps de service, le nombre de serveurs qui composent l’espace de
service, la capacité et la discipline d’attente ainsi que la spécification concernant
le processus de répétition d’appels.
Le modèle général d’un système de files d’attente avec répétition d’appels, étu-
diés dans (37, 40, 53, 64, 73, 81, 88, 105), peut être décrit comme suit : le système
est composé de c ≥ 1 dispositifs de service et de m − c (m ≥ c) positions d’at-
tente. Les clients arrivent dans le système selon un processus aléatoire avec une
loi de probabilité donnée, et forment un flux d’appels primaires. A l’arrivée d’un
client, s’il y a une position d’attente libre, le client rejoint la file d’attente. Dans le
cas contraire, il quitte l’espace de service temporairement avec une probabilité H0
pour tenter sa chance après une durée de temps aléatoire, ou il quitte le système
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définitivement avec une probabilité 1− H0. Entre les tentatives, le client est "en
orbite" et devient source d’appels répétés ou d’appels secondaires. La capacité O
de l’orbite peut être finie ou infinie. Dans le cas où O est finie et si l’orbite est
pleine, le client quitte le système pour toujours. Lorsqu’un client est rappelé de
l’orbite, il est traité de la même manière qu’un client primaire avec une probabilité
Hk (s’il s’agit de la kième tentative échouée).
La notation de Kendall est A/B/c/m/O/H, où A et B décrivent respec-
tivement la distribution du temps inter-arrivées et la distribution du temps de
service, c est le nombre de serveurs identiques et indépendants, m− c est la ca-
pacité du tampon, O est la capacité de l’orbite, H est la fonction de persistance
H = {Hk, k ≥ 0} . Si m, O et H sont absents dans la notation de Kendall, alors
m = c, O = ∞ et Hk = 1 pour tout k ≥ 0. La distribution du temps inter-rappels
n’est pas indiquée.
On décrit l’entrée dans le système par une suite {(τen, Mn) , n ≥ 1} (60), où
τen est l’intervalle de temps entre les arrivées des nème et (n + 1)
ème clients pri-
maires, Mn est une marque associée au nème client primaire. Cette marque com-
prend : τsn la durée de service, wn le nombre maximal de rappels autorisés (on sup-




n2, · · · , τrnwn
}
une suite d’intervalles de temps entre
deux rappels successifs. Les variables aléatoires τen, τsn et τrn sont indépendantes et
définies sur l’espace probabilisé (Ω,F ,P) . Dans ce qui suit, on suppose que les
suites {τen} , {τsn} et {τrn} sont des suites indépendantes de variables aléatoires
indépendantes et identiquement distribuées.
Dans ce chapitre, nous présentons une étude de certains modèles avec rappels.
Nous commençons par les systèmes de files d’attente avec rappels de type M/G/1
avec clients persistants et ceux avec rappels et clients impatients. Puis nous réa-
lisons pour la première fois l’analyse stochastique complète du modèle MX/G/1
avec rappels, arrivées par groupes et clients impatients.
3.2 Modèle d’attente M/G/1 avec rappels
Le modèle M/G/1 avec rappels est le modèle le plus étudié par les spécialistes.
Il existe une littérature abondante sur ses diverses propriétés (1, 8, 18, 25, 35, 77,
95, 29, 36, 52, 84, 96, 101, 102).
3.2.1 Description du modèle
Les clients arrivent dans le système selon un processus de Poisson de taux λ >
0 : P (τen ≤ x) = 1− e−λx. Le service des clients est assuré par un seul serveur.
La durée de service τ est de loi générale P (τsn ≤ x) = B (x) et de transformée
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de Laplace-Stieltjes B˜ (s) , Re (s) > 0. Soient les moments βk = (−1)k B˜(k) (0) ,
l’intensité du trafic ρ = λβ1 et γ = 1β1 . La durée entre deux rappels successifs
d’une même source secondaire est exponentiellement distribuée de paramètre θ >
0 : T (x) = P (τrn ≤ x) = 1− e−θx.
Le système évolue de la manière suivante : On suppose que le (n− 1)e`me client
termine son service à l’instant ξn−1 (les clients sont numérotés dans l’ordre de
service) et le serveur devient libre ; même s’il y a des clients dans le système, ils ne
peuvent pas occuper le serveur immédiatement à cause de leur ignorance de l’état
de ce dernier. Donc il existe un intervalle de temps Rn durant lequel le serveur
reste libre avant que le ne`me client n’entre en service. A l’instant ξn = ηn + Rn le
ne`me client débute son service durant un temps τsn. Les rappels qui arrivent durant
ce temps de service n’influent pas sur ce processus. A l’instant ξn = ηn + τsn le
ne`me client achève son service, le serveur devient libre et ainsi de suite.
3.2.2 Chaîne de Markov induite




0 si le serveur est libre
1 si le serveur est occupé
,
et No (t) est le nombre de clients en orbite à la date t. En général, ce processus
n’est pas un processus de Markov, mais il possède une chaîne de Markov induite.
Cette chaîne a été décrite pour la première fois par Choo et Conolly (1979) (48).
Soit (qn) la chaîne de Markov induite aux instants de départs, où qn =
No (ξn) représente le nombre de clients en orbite après le ne`me départ, dont l’équa-
tion fondamentale est :
qn+1 = qn − δqn + νn+1,
où νn+1 est le nombre d’clients primaires arrivant dans le système durant le ser-
vice du (n + 1)ème client. Elle ne dépend pas des événements qui se sont produits
avant l’instant ηn+1 (où l’instant 0 en faisant une translation) du début de service
du (n + 1)ième client. La distribution de νn+1 est la suivante :





exp (−λx) dB (x) ,
où ai > 0, i ≥ 0. On a les résultats suivants
si ν = lim




aizi = B˜ (λ− λz) .
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La variable aléatoire δqn est une variable de Bernoulli définie par
δqn =
{
1 si le (n + 1)ième client servi provient de l’orbite
0 si le (n + 1)ième client servi est primaire
.
Elle dépend de qn et sa distribution est
P
(














Les probabilités de transition de l’état i à l’état j (∀j ≥ 0 et 0 ≤ i ≤ j) sont







La condition d’existence du régime stationnaire peut être obtenue comme suit :
L’accroissement moyen de la chaîne vaut
E [qn+1 − qn/qn = i] = E [νn+1]− E
[





Si ρ < 1, alors lim
i−→∞
E [qn+1 − qn/qn = i] = ρ − 1 < 0 et la chaîne est donc
ergodique. Par contre, si ρ ≥ 1, alors lim
i−→∞
E [qn+1 − qn/qn = i] = ρ− iθλ+iθ ≥
1− iθλ+iθ = λλ+iθ > 0. Puisque la chaîne est bornée inférieurement par la chaîne
induite du système M/G/1 classique, donc la chaîne n’est pas ergodique (elle
est transitoire). Soit pin = limP (No (ξi) = n) . Les équations de Kolmogorov se















an−m+1 et n = 0, 1, ....
Vu la présence de convolution, cette équation peut être transformée, à l’aide des









ϕ (z) = A (z)
(
λψ (z) + θψ′ (z)
)
.



























= λψ (z) + θψ′ (z) . (3.1)
Par conséquent
λψ (z) + θψ′ (z) = A (z)
(
λψ (z) + θψ′ (z)
)
,
θψ′ (z) [A (z)− z] = λψ (z) [1− A (z)] . (3.2)
Lemme 3.1 La fonction analytique f (z) = A (z)− z est positive, croissante et pour z ∈ [0, 1],
ρ < 1 : z < A (z) < 1.
Démonstration. Soit




(z) = −λB˜′ (λ− λz)− 1, et f ′ (1) = ρ− 1 < 0,
alors 1 est le seul zéro de f . En outre,
f
′′
(z) = −λB˜′ (λ− λz) + λ2B˜′′ (λ− λz) ≥ 0.
Alors f (z) est décroissante sur [0, 1], positive pour ρ = λγ < 1 et pour
z ∈ [0, 1] :




1− B˜ (λ− λz)
B˜ (λ− λz)− z =
ρ− 1
1− ρ < ∞.
Théorème 3.1 Soit ρ < 1. La distribution stationnaire de la chaîne de Markov induite possède la






(1− ρ) (1− z) A (z)





A (u)− u du
 ,
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où A (z) = B˜ (λ− λz) .
Démonstration. Le lemme 3.1 nous permet de réécrire l’équation (3.2) pour









qui a pour solution







A (u)− u du
]
Si ρ < 1





A (u)− u du
 .
De (3.1), On a
ϕ (z) = λψ (z) + θψ′ (z)





A (z)− zψ (z)
= λψ (z) A (z)
1− z
A (z)− z .













(1− ρ) (1− z) A (z)





A (u)− u du
 .
3.2.3 Distribution stationnaire de l’état du système
Le premier résultat sur le système M/G/1 avec rappels a été obtenu par
Keilson et al. (1968) (76), basé sur la méthode des variables supplémentaires.
Une des approches permettant de trouver la distribution stationnaire jointe de
l’état du serveur et de la taille de l’orbite a été introduite par De Kok (1984)
(51). Elle consiste à décrire le processus des arrivées comme processus de Markov
avec dépendance de l’état de paramètre λin quand {C (t) , No (t)} est dans l’état
(i, n) et à appliquer les schémas récursifs. L’état du système peut être décrit par




No (t) si C (t) = 0
{C (t) ; No (t) ; ξ (t)} si C (t) = 1
,
où ξ (t) est une variable aléatoire supplémentaire à valeurs dans R+,et désignant
la durée de service écoulé à la date t. Notons par
p0n = lim
t→∞ P (C (t) = 0, No (t) = n) ;




P (C (t) = 1, ξ (t) ≤ x, No (t) = n) .
A partir du graphes des transitions 3.1, les probabilités p0n et p1n (x) vérifient le
système d’équations de balance :
(λ+ nθ) p0n =
∞∫
0
p1n (x) b (x) dx;
p′1n (x) = − (λ+ b (x)) p1n (x) + λp1n−1 (x) ;
p1n (0) = λp0n + (n + 1) θp0n+1;
où b (x) = B′ (x) / (1− B (x)) est l’intensité instantanée du service étant donné
que la durée écoulée est égale à x.
















































zn (n + 1) p0n+1
D’où 
λP0 (z) + θzP′0 (z) =
∞∫
0
P1 (z, x) b (x) dx;
P′1 (z, x) = (λz− λ− b (x)) P1 (z, x) ;
P1 (z, 0) = λP0 (z) + θP′0 (z) .
(3.3)
De la deuxième équation de (3.3), on a
P1 (z, x) = P1 (z, 0) [1− B (x)] exp (−(λ− λz)x) .
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Figure 3.1 – Graphe des transitions du modèle M/G/1 avec rappels
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Donc, la première équation de (3.3) devient
λP0 (z) + θzP′0 (z) =
∞∫
0
P1 (z, 0) [1− B (x)] exp (−(λ− λz)x) b (x) dx
= P1 (z, 0) B˜ (λ− λz) = P1 (z, 0) A (z) . (3.4)
A partir des équations (3.3) et (3.4), on a






P1 (z, 0) =
λ− λz
A (z)− z P0 (z) [1− B (x)] exp (−(λ− λz)x) .
En intégrant cette équation, et en utilisant la formule
∞∫
0







P1 (z, x) dx = P0 (z)
1− A (z)
A (z)− z .
De (3.3) et (3.4), on peut obtenir P0 (z) ,
λP0 (z) + θzP′0 (z) = A (z)
[
λP0 (z) + θP′0 (z)
]
; (3.5)
θ [A (z)− z] P′0 (z) = λ [1− A (z)] P0 (z) . (3.6)
Considérons f (z) = A (z)− z. Du lemme 3.1, f (z) est une fonction décroissante













Théorème 3.2 Si ρ = λβ1 < 1, le système est en régime stationnaire et les fonctions génératrices





















A (z)− z P0 (z) .





A (z)− z P0 (z) .
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La résolution de cette équation nous donne











A (z)− z P0 (z) .
De plus, P1 (1) =
ρ
1−ρP0 (1) . Et, vu que P0 (1) + P1 (1) = 1, on obtient
P1 (1) = ρ et P0 (1) = 1− ρ.
Par conséquent, la distribution marginale du nombre de serveurs occupés s’ex-
prime de la manière suivante
P0 = lim
t→∞P (C (t) = 0) = (1− ρ) P1 = limt→∞P (C (t) = 1) = ρ.
La fonction génératrice de la distribution marginale de la taille de l’orbite est
définie par :
P (z) = P0 (z) + P1 (z) =
(1− z)
A (z)− z P0 (z)
=
(1− ρ) (1− z)







A (u)− u du
]
,
et la fonction génératrice de la distribution de l’état stationnaire du nombre de
clients dans le système est
Q (z) = P0 (z) + zP1 (z)
=
(1− ρ) (1− z) A (z)







A (u)− u du
]
.
3.2.4 Mesures de performance
Les caractéristiques du modèle sont (116) :
– Nombre moyen de clients dans le système
n = Q′ (1) = ρ+
λ2β2
2 (1− ρ) +
λρ
θ (1− ρ) ;
– Nombre moyen de clients en orbite
no = P′ (1) = n− ρ = λ
2β2
2 (1− ρ) +
λρ
θ (1− ρ) ;








θ (1− ρ) ;
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– Nombre moyen de rappels par client (d’après la formule de Little)





3.3 Modélisation de l’impatience
Dans les systèmes de téléphonie, on rencontre souvent le phénomène suivant :
l’abonné quitte le système définitivement (sans recevoir le service) après un certain
nombre de tentatives infructueuses d’établir la communication. Dans les systèmes
de files d’attentes la prise en compte de cet effet se fait à l’aide de la fonction
de persistance H = {Hk, k ≥ 1} , où Hk est la probabilité qu’après une ke`me
tentative échouée, l’abonné décide d’effectuer une (k + 1)e`me tentative. On admet
que chaque décision est indépendante du nombre de tentatives précédentes, c’est à
dire H2 = H3 = ... = Hk, ∀k ≥ 2. Les mesures statistiques dans les réseaux de
téléphone montrent que ceci est une hypothèse tout à fait réaliste. Les modèles de
files d’attente avec clients impatients ont été étudiés dans (39, 33, 66, 87, 99, 114).
3.3.1 Description du modèle à un serveur
Les clients primaires arrivent dans le système à serveur unique selon un pro-
cessus de Poisson de paramètre λ > 0. A l’arrivée d’un client primaire, si le
serveur est libre, le client en question est pris en charge. Dans le cas contraire,
le client quitte le système définitivement avec une probabilité 1− H1, ou entre
en orbite avec une probabilité H1 < 1 et devient source d’appels secondaires.
Nous supposons que la probabilité H2 = 1. Les temps de service suivent une
loi générale de fonction de répartition B (x) , de transformée de Laplace-Stieltjes
B˜ (s) , Re (s) > 0. Soient les moments βk = (−1)k B˜(k) (0) , et le taux de service
γ = 1β1 . La durée entre deux rappels successifs d’une même source secondaire
est exponentiellement distribuée de paramètre θ > 0 qui dépend du nombre de
clients de cette source, T (x) = 1− e−θx. Le flux de clients primaires, les durées
entre deux tentatives successives, ainsi que les temps de service sont supposés
mutuellement indépendants.
3.3.2 Distribution stationnaire de l’état du système
L’état du système peut être décrit par le processus
X (t) =
{
No (t) si C (t) = 0
{C (t) , No (t) , ξ (t)} si C (t) = 1
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C (t) est 0 ou 1 selon le fait que le serveur soit libre ou occupé, No (t) est le nombre
de clients en orbite, ξ (t) est une variable aléatoire supplémentaire à valeurs dans
R+, désignant la durée de service écoulée à la date t. Supposons que le système
est en régime stationnaire c’est-à-dire lorsque ρ = λH1β1 < 1. Notons,
p0n = lim
t→∞ P (C (t) = 0, No (t) = n) ;




P (C (t) = 1, ξ (t) ≤ x, No (t) = n) .
Les probabilités p0n et p1n (x) vérifient le système d’équations de balance
(λ+ nθ) p0n =
∞∫
0
p1n (x) b (x) dx;
p
′
1n (x) = − (λH1 + b (x)) p1n (x) + λH1 p1n−1 (x) ;
p1n (0) = λp0n + (n + 1) θp0n+1;
où b (x) = B
′
(x) / (1− B (x)) est l’intensité instantanée du service étant donné
que la durée écoulée est égale à x. On introduit les fonctions génératrices, telles








zn p1n (x) . Le système d’équation de
balance devient :
λP0 (z) + θP′0 (z) =
∞∫
0
P1 (z, x) b (x) dx;
P′1 (z, x) = − (λH1 (1− z) + b (x)) P1 (z, x) ;
P1 (z, 0) = λP0 (z) + θP′0 (z) .
(3.7)
De l’équation (3.7), on a
P1 (z, x) = P1 (z, 0) [1− B (x)] exp (−λH1 (1− z) x) . (3.8)
A l’aide de l’équation (3.8), l’équation( 3.7) peut être réécrite comme suit
λP0 (z) + θP′0 (z) = P1 (z, 0) B˜ (λH1 (1− z)) . (3.9)
En éliminant P1 (z, 0) des équations (3.7) et (3.9), on obtient
θ
[
B˜ (λH1 (1− z))− z
]
P′0 (z) = λ
[
1− B˜ (λH1 (1− z))
]
P0 (z) . (3.10)
Lemme 3.2 Soit f (z) = A (z)− z, où A (z) = B˜ (λH1 (1− z)) , alors la fonction f (z) est
décroissante sur [0, 1] et positive pour ρ < 1 et z ∈ [0, 1] , z < A (z) < 1.




A (z)− z =
ρH1
1− ρH1 < ∞.
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Théorème 3.3 Si ρ < 1, le système est en régime stationnaire et les fonctions génératrices de la
distribution jointe de l’état du serveur et de la taille de l’orbite sont données par
P0 (z) =
1− ρH1










P1 (z, x) dx =
1− A (z)
A (z)− z P0 (z) ,
où A (z) = B˜ (λH1 (1− z)) .





A (z)− z P0 (z) .
Ceci donne





A (u)− u du
 .
A partir de l’équation (3.7), on déduit que
P1 (z, 0) = λ
(1− z)
A (z)− z P0 (z) .
Par conséquent,
P1 (z, x) = λ
(1− z)
A (z)− z P0 (z) (3.11)




P1 (z, x) dx =
1− A (z)
A (z)− z P0 (z) . (3.12)
La constante P0 (1) peut être trouvée à l’aide de l’équation de normali-
sation P0 (1) + P1 (1) = 1. A partir de l’équation (3.12), nous obtenons
P1 (1) = P0 (1)
ρ
1−ρH1 . D’où P0 (1) =
1−ρH1
1+ρ(1−H1) .
Aussi, la fonction génératrice de la distribution marginale du nombre de
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clients en orbite est donnée par :
P (z) = P0 (z) + P1 (z)
=
1− ρH1








A (u)− u du
 .
3.3.3 Mesures de performance
– Nombre moyen de clients en orbite
n0 = lim










2 (1+ ρ (1− H1))
)
;
– Probabilité de groupage
P1 = P1 (1) =
ρ
1+ ρ (1− H1) .
Les modèles de files d’attente avec clients impatients ont été étudiés dans (66) et
(99).
3.4 Systèmes de files d’attente MX/G/1 avec rappels et
groupes impatients
La première étude des systèmes de files d’attente avec rappels et arrivées par
groupe était faite par Falin (56), qui a supposé la règle suivante : “ Si le serveur
est occupé à une arrivée, alors la totalité du groupe rejoint l’orbite, et si le serveur
est libre, alors un des arrivants commence son service et le reste rejoint l’orbite.
A l’arrivée d’un groupe, si le serveur est occupé, la totalité du groupe rejoint
l’orbite ; dans le cas contraire, l’un des clients arrivant commence son service et le
reste rejoint l’orbite.”. Ce modèle peut être utilisé pour évaluer la performance des
réseaux locaux à bus opérant sous des protocoles comme le CSMA/CD (Carrier
Sense Multiple Access with Collision Detection) (47). Certaines situations de files
d’attente avec rappels et arrivées par groupe sont étudiées dans (3, 85, 91, 92,
93). Des contributions récentes sur ce problème incluent les travaux de Aissani
(4), Krishna Kumar et Pavai Madheswari (86), Artalejo et Atencia (24) et aussi
Atencia et al. (42).
La plus part des travaux sur les files d’attente avec rappels considéraient le
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Figure 3.2 – Représentation schématique d’un système de files d’attente avec rappels
temps d’attente comme une alternative au modèle classique du réseau télépho-
nique. Dans ce contexte, chaque client bloqué génère des appels répétés indépen-
damment du reste des clients en orbite. Alors, dans cette situation, les intervalles
entre les essais successifs sont exponentiellement distribués de paramètre θ, quand
le nombre de clients en orbite est j. Ce type de discipline de rappels est connu
comme une politique de rappels classique étudiée dans (20, 22).
3.4.1 Description du modèle
Les clients primaires arrivent dans le système selon un processus de Poisson
de taux λ > 0. Les clients arrivent par groupes de taille K qui est une variable
aléatoire, posons P (K = k) = ck (t) , k ≥ 0, (la probabilité que la taille du groupe
soit égale à k à la date t). Le service est assuré par un seul serveur. A l’arrivée d’un
groupe primaire, si le serveur est occupé, le groupe entre en orbite avec une pro-
babilité H1, sinon il quitte le système avec une probabilité (1− H1) , (H2 = 1).
Par contre si le serveur est libre, l’un des clients sera pris en charge par le serveur
et le reste du groupe entre en orbite. Les clients en orbite répètent les appels jus-
qu’à ce que le serveur soit libre, et ceci avec un taux de rappel θ > 0, qui dépend
du nombre de clients en orbite. Les durées inter-rappels sont exponentiellement
distribuées ; T (x) = 1− e−θx, x > 0.
Les durées de service suivent une loi générale P (τsn ≤ x) = B (x) de
transformée de Laplace-Stieltjes B˜ (s) , Re (s) > 0. Soient les moments βk =
(−1)k B˜(k) (0) , le taux de service γ = 1β1 .
Soit la fonction génératrice de la distribution stationnaire de la taille des
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groupes C (z) = ∑∞k=1 ckz
k et c = C
′
(1) est la taille moyenne des groupes. L’in-
tensité du trafic est ρ = λcH1β1. Enfin, nous admettons que toutes les variables
définies précédemment soient mutuellement indépendantes.
L’état du système est décrit par le processus
X (t) =
{
NO (t) si C (t) = 0 (serveur libre)
{C (t) , NO (t) , ξ (t)} si C (t) = 1 (serveur occupé),
où, NO (t) est le nombre de clients en orbite, C (t) est l’état du serveur à l’instant
t. Nous avons C (t) est égale à 0 ou 1 selon le fait que le serveur est libre ou
occupé. Si C (t) = 1, ξ (t) représente le temps de service écoulé à la date t.
ck = lim
t→∞ ck (t) , k ≥ 1.
Le phénomène de l’impatience est représentée par la fonction de persistance
H = {Hk, k ≥ 1} telle que H1 < 1 et H2 = H3 = · · · = 1.
Le processus ci-dessus peut être étudié à l’aide de deux manières, soit en utilisant
la méthode de la chaîne de Markov induite, soit avec la méthode des variables
supplémetaires.
3.4.2 Chaîne de Markov induite
Considérons le processus {C (t) , N0 (t) , t ≥ 0} qui n’est pas en général
markovien, mais possède un chaîne de Markov induite. Soit qn = NO (ξn) le
nombre de clients en orbite après le nème départ. La suite des variables aléatoires
{qn, n ≥ 1} forme une chaîne de Markov induite, dont l’équation fondamentale
est
qn+1 = qn − δqn + νn+1. (3.13)
La variable aléatoire νn+1 représente le nombre de clients primaires arrivant dans
le système durant le service du (n + 1)ème client. Elle ne dépend pas des évé-
nements qui se sont produits avant l’instant du début de service du (n + 1)ème
client.
Théorème 3.4 La distribution du nombre de clients primaires arrivant dans le système durant
un service est donnée par









exp (−λH1x) c(j)i dB (x)
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où c(j)i est le j
ème produit de convolution de la suite ci et ai > 0, ∀i ≥ 0. Sa












Démonstration. Si on a l clients qui arrivent, alors seulement j d’entre eux
peuvent entrer en orbite (à cause de l’impatience). De ce fait, la probabilité
du nombre de clients primaires qui arrivent durant le (n+1)e`me service est :











1 (1− H1)l−j c(j)i
(λξ)l
l!











j! (l − j)! H
j
1 (1− H1)l−j c(j)i
(λξ)l
l!
exp (−λξ) dB (ξ) .
Posons : l′ = l − j, alors

















j exp (−λξ) .c(j)i dB (ξ) .
D’où :






exp ((1− H1) λξ) 1j! H
j
1 (λξ)









exp (−λH1ξ) .c(j)i dB (ξ) .
La variable aléatoire δqn est définie par
δqn =

+1 si le (n + 1)ième client servi provient de l’orbite
− (l − 1) si le (n + 1)ième client servi provient d’une arrivée
primaire avec la taille du groupe égale à l.
Elle dépend seulement de qn et sa probabilité conditionnelle est donnée par
P
(
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Les probabilités de transition de i à j (∀j ≥ 0 et 0 ≤ i ≤ j) de notre chaîne sont
rij = P (qn+1 = j/qn = i) = P
(




















δqn = +1/qn = i
)
.











Notons que rij 6= 0, ∀ i = 0, 1, 2, · · · , j+ 1. La question qui se pose est l’ergodicité
de la chaîne. De (3.13), {qn, n ≥ 1} est une chaîne irréductible et apériodique.
Nous utilisons le critère de Foster (49) pour trouver la condition suffisante. Selon
le critère en question, il faut montrer l’existence d’une fonction non négative
f (i) , i ∈ S, (dans notre cas f (qn) = i) et d’un réel ε > 0 tels que l’accroissement
moyen de la chaîne de Markov induite xi = E [qn+1 − qn/qn = i] < −ε pour
tout i ∈ S, à l’exception peut être d’un ensemble fini. On a :
xi = E [qn+1 − qn/qn = i]
= E
[−δqn /qn = i]+ E [νn+1/qn = i]
= −E [δqn = 1/qn = i]+ E [νn+1]
xn = − iθ
λ+ iθ
+ ρ.
Soit x = lim
i−→∞
xi, alors x = ρ− 1 < 0. Ainsi, ρ < 1 est la condition suffisante
pour l’ergodicité de notre chaîne. Pour montrer qu’elle est aussi une condition
nécessaire, nous appliquons la condition de Kaplan : Une chaîne de Markov n’est
pas ergodique si xi < ∞ pour tout i ≥ 0 et il existe i0 ∈ N tel que xi ≥ 0 pour
i ≥ i0 (108). Dans notre cas, cette condition est vérifiée car rij = 0 pour j < i− 1
et i > 0 (voir(3.14)). Par conséquent, si ρ > 1, la chaîne de Markov induite
{qn, n ≥ 1} n’est pas ergodique. Enfin, {qn, n ≥ 1} est ergodique si et seulement
si ρ < 1. Notre second but est de trouver pin la distribution stationnaire de la
chaîne de Markov induite {qn} . Soit
pin = lim
i−→∞
P (NO (ξi) = n) .
De (49), les probabilités limites pin = lim
i−→∞
P (qi = n) existent et sont positives si
la chaîne de Markov induite {qn, n ≥ 1} est ergodique. Pour ρ < 1 les équations
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an−m+1, ∀n ≥ 0.
(3.15)




































































ψ (z) + θψ′ (z)
]
.




























ϕ (z) = λψ (z) + θzψ′ (z) . (3.16)
D’où










B˜ (λH1 (1− C (z)))− z
]
θ = ψ (z) λ
[




Lemme 3.3 La fonction f (z) = A (z)− z est décroissante, positive ; et pour ρ < 1 et z ∈
[0, 1], on a z ≤ B˜ (λH1 (1− C (z))) ≤ 1, où A (z) = B˜ (λH1 (1− C (z))) .
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Démonstration. Nous avons f (1) = B˜ (0)− 1 = 0, et
f
′
(z) = −λH1C′ (z) B˜′ (λH1 (1− C (z)))− 1.
Donc f
′
(1) = ρ− 1 < 0, et
f
′′






B˜′′ (λH1 (1− C (z))) ≥ 0.
Alors f (z) est décroissante sur [0, 1], positive pour ρ = λH1cγ < 1 et pour
z ∈ [0, 1] : z < A (z) < 1.
En plus on a
lim
z−→1−
1− A (z) C(z)z
A (z)− z =
ρ+ c− 1
1− ρ < ∞.





A (z) (1− C (z))






1− A (u) C(u)u
A (u)− u du
]
,
où A (z) = B˜ (λH1 (1− C (z))) .
Démonstration. Du lemme 3.3 nous pouvons réécrire l’équation (3.17) pour









qui a pour solution






1− A (u) C(u)u
A (u)− u du
]
.
De (3.16), nous avons
ϕ (z) = λψ (z) + θzψ′ (z)
= λψ (z) + λz
[





λA (z) (1− C (z))
A (z)− z ψ (z) .
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De l’équation de normalisation ϕ (1) = 1, nous obtenons
1 = lim
z−→1
−λ2H1A′ (z)C (z)− C′ (z) λA (z)
−λH1C′ (z) A′ (z)− 1 ψ (1) ;
1 =
−λ2β1H1c2
λβ1H1c− 1ψ (1) .
D’où ψ (1) = 1−ρλρc . Enfin, nous obtenons la fonction génératrice ϕ (z) =
∑∞n=0 pinzn de la distribution stationnaire de la chaîne de Markov induite




A (z) (1− C (z))






1− A (u) C(u)u
A (u)− u du
]
. (3.18)
3.4.3 Distribution stationnaire de l’état du système
Nous obtenons la distribution stationnaire du processus {C (t) , NO (t) , ξ (t) , t ≥ 0}
à l’aide de la méthode des variables supplémentaires. Posons ρ < 1 et introduisons
p0,n = lim
t→∞ P (C (t) = 0, No (t) = n) ;




P (C (t) = 1, ξ (t) ≤ x, No (t) = n) ;
p1,n = lim








(λ+ nθ) p0n =
∫ ∞
0 p1n (x) b (x) dx;
p
′
1,n (x) = − (λH1 + b (x)) p1,n (x) + λH1 ∑nk=0 ck p1,n−k (x)
p1,n (0) = λ∑n+1k=1 ck p0,n−k+1 + (n + 1) θp0,n+1.
où b (x) = B
′
(x)
1−B(x) est l’intensité instantanée du service étant donnée que la
durée de service écoulé est égale à x. Pour la résolution de ce système on intro-
duit les fonctions génératrices telles que : P0 (z) = ∑∞n=0 p0,nzn et P1 (z, x) =
∑∞n=0 p1,n (x) zn. Le système (I) devient






n=0 zn p1,n (x) b (x) dx;
∑∞n=0 zn p
′
1,n (x) = − (λH1 + b (x))∑∞n=0 zn p1,n (x) + λH1 ∑∞n=0 zn ∑nk=0 ck p1,n−k (x)




k=1 ck p0,n−k+1 + θ∑
∞
n=0 zn (n + 1) p0,n+1.
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Figure 3.3 – Graphe des transitions du modèle MX/G/1 avec rappels et impatience
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D’où




0 P1 (z, x) b (x) dx;
P
′
1 (z, x) = − (λH1 + b (x)) P1 (z, x) + λH1C (z) P1 (z, x)




De la deuxième équation du système (3.19), on a
P
′






= −λH1 (1− C (z))− B
′
(x)
1− B (x) .
Alors,
P1 (z, x) = P1 (z, 0) (1− B (x)) exp [−λH1 (1− C (z)) x] . (3.20)
Donc la première équation du système (3.19) devient





P1 (z, 0) (1− B (x)) exp [−λH1 (1− C (z)) x] b (x) dx





(x) exp [−λH1 (1− C (z)) x] dx
= P1 (z, 0)
∫ ∞
0
exp [−λH1 (1− C (z)) x] dB (x) ;
λP0 (z) + θzP
′
0 (z) = P1 (z, 0) A (z) , (3.21)
où A (z) = B˜ (λH1 (1− C (z))) . De la troisième équation du système (3.19),
l’équation (3.21) donne











θ [A (z)− z] P′0 (z) = λ
[
1− A (z) C (z)
z
]
P0 (z) . (3.22)
Théorème 3.6 Si ρ = λcH1β1 < 1, et le système est en régime stationnaire alors les fonctions














1− A (u) C(u)u








(A (z)− z) H1 P0 (z) .
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1− A (z) C(z)z
A (z)− z =
ρ+ c− 1
1− ρ < ∞.
De (3.23), on a la première fonction génératrice partielle






1− A (u) C(u)u










1− A (u) C(u)u
A (u)− u du
]
.
De plus, la troisième équation du système (3.19) peut être réécrite comme
suit
P1 (z, 0) =
λ
z
C (z) P0 (z) + λ
[










et l’équation (3.20) donne
P1 (z, x) = λ
[1− C (z)] [1− B (x)]









P1 (z, x) dx
= λ




[1− B (x)] exp [−λH1 (1− C (z)) x] dx.
Alors, la deuxième fonction génératrice partielle est obtenue :
P1 (z) = λ
(1− C (z)) P0 (z)
A (z)− z
1− A (z)
λH1 (1− C (z))
=
1− A (z)
(A (z)− z) H1 P0 (z) . (3.24)
A présent, il est possible de calculer la fonction génératrice de la distribution
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stationnaire marginale du nombre de clients en orbite
P (z) = P0 (z) + P1 (z)
=
(1− H1z)− A (z) (1− H1)
(A (z)− z)
× (1− ρ)






1− A (u) C(u)u
A (u)− u du
]
, (3.25)
ainsi que la fonction génératrice de la distribution de stationnaire du nombre de
clients dans le système
Q (z) = P0 (z) + zP1 (z)
=
H1 (A (z)− z) + z (1− A (z))
(A (z)− z)
× (1− ρ)






1− A (u) C(u)u
A (u)− u du
]
Il faut noter que cette fonction génératrice n’est pas identique à celle obtenue pour
la distribution stationnaire de la chaîne de Markov induite (3.18). Nous avons
aussi la distribution marginale du nombre de serveurs occupés
P0 = lim
t−→∞ P (C (t) = 0) = P0 (1) =
H1 (1− ρ)
ρ+ H1 (1− ρ) ;
P1 = lim
t−→∞ P (C (t) = 1) = P1 (1) =
ρ
ρ+ H1 (1− ρ) .
3.4.4 Mesures de performance
– Nombre moyen de clients dans le système
n = lim




′ (1))2β2 + ρC′′ (1) /C′ (1)





– Nombre moyen de clients en orbite
nO = lim




2β2 + ρC′′ (1) /c
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– Nombre moyen de rappels par client
R = θW = θ







Exemple 3.1 Dans les réseaux locaux (LAN), l’un des protocoles de communication les plus uti-
lisés est CSMA (Carrier-Sence Multiple Acces) non-persistant. Supposons qu’un
réseau local est composé de n stations connectées par un seul bus. La communica-
tion entre les stations est réalisée au moyen de ce bus. Les messages de longueur
variables arrivent aux stations du monde extérieur. En recevant le message, la
station le découpe en un nombre fini de paquets de longueur fixe et consulte le
bus pour voir s’il est occupé. Si le bus est libre, l’un des paquets est transmis via
ce bus à la station de destination, et les autres paquets sont stockés dans les tam-
pons pour transmission ultérieure. Autrement, tous les paquets sont stockés dans
le tampon et la station peut consulter le bus après une certaine durée aléatoire.
Les questions concernant ce problème sont : Quel est le temps moyen d’attente
d’un paquet ? Quel est le nombre moyen de messages (paquets) dans le tampon
d’une station ? Si les messages arrivent selon un processus de Poisson, le système
peut être modélisé comme un système M/G/1 avec rappels et arrivées par groupes.
Le serveur est le bus et les tampons des stations représentent l’orbite. Si la capa-
cité des tampons est très grande, on a un système de files d’attente avec rappels,
arrivées par groupes et capacité de l’orbite infinie.
Exemple 3.2 Dans le modèle opérationnel du serveur WWW, les requêtes HTTP arrivent au
serveur selon un processus de Poisson, il faut noter que ces requêtes doivent être
définies par un utilisateur avant l’arrivée au serveur. Quand les requêtes arrivent
au serveur, une requête est prise en charge par le serveur et le reste entre dans un
tampon qui est à l’intérieur du serveur. Dans le tampon, chaque requête attend
une certaine durée de temps puis de nouveau rappelle le serveur. Il existe un pro-
gramme implémenté dans le serveur WWW pour gérer les requêtes du tampon.
Après chaque rappel échoué, il fait une nouvelle tentative pour tenter sa chance
après une durée de temps aléatoire. Si la page Web ciblée se trouve dans le même
serveur WWW, la requête peut rester dans le serveur. Pour garder le serveur
WWW fonctionnel, des maintenances telles que des anti-virus peuvent être utili-
sés quand le serveur est libre. Ce type de maintenance peut être programmé pour
s’exécuter régulièrement. Néanmoins, ces maintenance ne se répètent pas conti-
nuellement. Quand ces activités sont terminées, le serveur WWW devient libre
et attend l’arrivée de nouvelles requêtes. Dans la terminologie des files d’attente,
le tampon, le serveur WWW, la retransmission et les activités de maintenance
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(quand le serveur est libre) correspondent respectivement à l’orbite, le serveur, la
discipline de rappel et à la vacation.
Conclusion du chapitre
Nous avons établi l’analyse stochastique complète du modèle MX/G/1 avec
rappels, arrivées par groupes et clients impatients. Nous avons mis en évidence
la chaîne de Markov induiteassociée et donné la distribution du nombre de clients
primaires arrivant dans le système durant un service donné. Par la méthode des
variables supplémentaires et à l’aide du graphe des transitions nous avons obtenu
les fonctions génératrices de la distribution conjointe de l’état du serveur et de la
taille de l’orbite, ainsi que la fonction génératrice de la distribution staionnaire
du nombre de clients dans le système et la distribution marginale du nombre de




stochastique pour le nombre
de clients dans le système
4.1 Introduction
Parmi les approches permettant d’étudier les systèmes de files d’attente avec
rappels, on rencontre celles basées sur la propriété de décomposition stochastique
que peut posséder un modèle. Le concept général de la propriété de décomposition
stochastique (PDS) d’un système d’attente M/G/1 est défini de la manière sui-
vante : le nombre de clients se trouvant dans le système à une date aléatoire est
distribué comme la somme de deux variables aléatoires indépendantes ou plus ;
l’une de ces variables représente le nombre de clients se trouvant dans le sys-
tème M/G/1 ordinaire à une date aléatoire (le serveur est toujours disponible).
Les systèmes évoqués sont en régime stationnaire. Ce type de décomposition a été
observé auparavant pour les systèmes d’attente avec vacances. Ces derniers sont
caractérisés par le fait que le temps inoccupé du serveur peut être utilisé pour des
tâches extérieures (par exemple : tâches prioritaires ou de maintenance) (54). Dans
un certain sens, les modèles d’attente avec rappels peuvent être considérés comme
un type particulier des modèles avec vacances, où les vacances commencent après
chaque service, et leur durée dépend du processus des arrivées et de l’état du sys-
tème.
Dans ce chapitre, nous réalisons une synthèse bibliographique sur la propriété
de décomposition stochastique des systèmes d’attente avec rappels et établissons la
propriété en question pour le modèle MX/G/1 avec rappels et clients impatients.
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4.2 Propriété de décomposition stochastique
4.2.1 Modèles d’attente avec vacances
On distingue les vacances du serveur dans le cas d’un service exhaustif et
celles dans le cas d’un service non-exhaustif. Dans la première situation, le ser-
veur prend ces vacances lorsque le système est vide. En outre, le serveur est en va-
cances jusqu’à ce qu’il trouve (en revenant des vacances) au moins un client dans
le système (vacances multiples), ou bien il prend une seule vacation après chaque
période d’activité (vacation unique). Dans la seconde situation, le serveur est au-
torisé à prendre des vacances en présence des clients dans le système. De plus,
la distribution des vacances peut être dépendante ou indépendante du processus
de service. Il est également possible que les durées des vacances soient mutuel-
lement indépendantes, ou dépendantes des vacances précédentes. Ajoutons une
suite de vacances {Vk} à la description du modèle M/G/1, et supposons qu’elle
soit indépendante du processus des arrivées et du processus de service. Il s’agit
d’une suite composée de variables aléatoires positives, indépendantes et identique-
ment distribuées. La décomposition stochastique pour le nombre de clients dans
le système M/G/1 avec vacances dans le cas d’un service exhaustif (les clients,
qui arrivent dans le système, jouissent donc d’une priorité sans préemption sur
les vacances) a été observée par Doshi (1986) (54). Une première étude appro-
fondie sur les modèles avec vacances dans le cas d’un service non-exhaustif a été
réalisé par Gaver (1962) (69). En introduisant la mesure de performance (période
d’accomplissement du service), l’auteur a expilictement établi la validité de la pro-
priété de décomposition stochastique. Il a également justifié la relation entre les
modèles avec vacances et ceux avec priorité. Cependant, ce sont Fuhrmann et Co-
oper (1985) (68) qui ont défini une série d’hypothèses caractérisant les systèmes
de files d’attente vérifiant la propriété de décomposition stochastique, particulière-
ment pour les systèmes d’attente avec vacances généralisées. Ces hypothèses sont :
– Les clients arrivent dans le système selon un processus de Poisson.
– La durée de service suit une loi générale. Les temps de service des différents
clients sont indépendants les uns des autres et sont indépendants du pro-
cessus des arrivées. Chaque durée de service est aussi indépendante de la
suite de période des vacances qui la précède.
– Tous les clients arrivant dans le système sont éventuallement servis, et
ρ < 1.
– Les clients sont servis dans un ordre qui est indépendants de leur durée de
service.
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– Les règles qui déterminent quand le serveur débute et termine les vacances
n’ont aucune influence sur le processus des arrivées.
– Le nombre de clients arrivant dans le système durant les vacances est in-
dépendant du nombre de clients présents dans le système au début des va-
cances.
Dans le cas où le système est en régime stationnaire on a la décomposition suivante
pour la fonction génératrice de la distribution stationnaire du nombre de clients
dans le système à un instant arbitraire d’accomplissement du service
ϕ (z) = pi (z) χ (z) ,
où pi(z) est la fonction génératrice pour le nombre de clients dans le système
M/G/1 ordinaire sans vacances (formule de Pollczek-Khintchine, χ (z) est la
fonction génératrice de la distribution stationnaire du nombre de clients dans le
système étant donné que le serveur est en vacances. Ce résultat est valable pour
tout système d’attente avec vacances. Il rend possible de se concentrer uniquement
sur l’étude des effets des vacances sur le nombre de clients dans le système étant
donné que le serveur est en vacances.
4.2.2 Modèles d’attente avec rappels
On peut constater que les vacances du serveur débutent après chaque service
accompli, et le serveur se met à nouveau selon la compétition entre deux flux in-
dépendants. L’un de ces flux est poissonnien, et correspond aux clients primaires ;
l’autre (correspond aux clients en orbite) possède une structure complexe et son
intensité dépend du nombre de clients en orbite. Par conséquent, le modèle sans
vacances est le système d’attente classique sans rappels, et les vacances sont occa-
sionnées par les tentatives répétées. Pour les modèles avec vacances, la propriété
de décomposition stochastique a lieu aussi bien pour la distribution stationnaire
de la taille du système que pour le temps d’attente (66, 70). Pour les modèles avec
rappels, la validité de la PDS pour le temps d’attente est une conjoncture. Cepen-
dant, cette propriété pour le nombre de clients dans le système a été prouvée pour
certains modèles avec rappels. On s’intéresse au processus stochastique
{N (t) = C (t) + No (t) , t ≥ 0} ,
où N (t) est le nombre de clients dans le système, C (t) est 0 ou 1 selon le fait que
le serveur est libre ou occupé, No (t) est le nombre de clients en orbite à la date t.
L’étude de ce processus peut être ramenée à celle d’une chaîne de Markov induite
aux instants ξn où le serveur devient libre pour la ne`me fois {N (ξn)} . Supposons
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que le système est en régime stationnaire. Ce dernier existe si et seulement si ρ =
λ
γ < 1 (60). De plus, on a que la solution ergodique pour {N (ξn)} est également
la solution ergodique pour N (t) , (voir section 2 chapitre 2). La décomposition
stochastique pour le nombre de clients dans le système M/G/1 avec rappels a été
observée par Yang et Templeton (1987) (115). En supposant que le temps inter-
rappels suit une loi exponentielle : les auteurs ont obtenu les résultats suivants sur
la décomposition stochastique pour la fonction génératrice ϕ (z) de la distribution
stationnaire de la chaîne de Markov induite {N (ξn)} lorsque n tend vers ∞ :
ϕ (z) =
(1− ρ) (1− z) B˜ (λ− λz)











1− B˜ (λ− λx)




B˜(λ−λz)−z est la formule de Pollaczek-Khintchine pour le
nombre de clients dans le système M/G/1 classique. Il est indépendant du temps
inter-rappels. Le facteur Φ(z)Φ(1) est la fonction génératrice de la distribution station-
naire du nombre de clients dans le système M/G/1 avec rappels étant donné que
le serveur est libre. Yang et al. (1994) (117) ont exploré la propriété de décompo-
sition du système M/G/1 avec rappels et ont prouvé (à l’aide de la méthode de la
chaîne de Markov induite) que cette propriété est toujours vraie pour la distribu-
tion générale du temps inter-rappels. La propriété de décomposition stochastique
présente diverses applications pratiques dans le modèle M/G/1 avec rappels (28)
– obtention de relations explicites pour les moments factoriels de la taille de
l’orbite et du nombre de clients en attente dans le système M/G/1 clas-
sique ;
– estimation de la vitesse de convergence vers le système M/G/1 classique :













– estimation de la distance entre les distributions stationnaires du modèle
M/G/1 avec rappels et le modèle M/G/1 classique correspondant :
2 (1− ρ) (1− Ro (θ)) < D < (1− Ro (θ)) ,
où






1− B˜ (λ− λx)
B˜ (λ− λx)− x dx
}
.
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La validité de la PDS a été étendue aux modèles avec rappels et arrivées par
groupes (115). On observe aussi cette propriété dans les systèmes avec rappels et
priorité (61, 94). Dans (94), les auteurs considèrent un système M2/G2/1 avec
rappels et deux types de clients : prioritaires et non-prioritaires. Dans le cas où le
service est refusé, les clients prioritaires forment une file d’attente, tandis que les
clients non-prioritaires rejoignent l’orbite. Les temps inter-rappels suivent une loi
exponentielle. Le service est sans "préemption". L’état du système à la date t a été
décrit par {C (t) , No (t) , A (t) , ξ (t)} , où C (t) est 0, 1 ou 2 selon le fait que le
serveur est libre, un client prioritaire est en service ou un client non-prioritaire
se trouve dans le serveur ; No (t) est le nombre de clients en orbite ; A (t) est
le nombre de clients prioritaires en attente ; ξ (t) > 0 est la durée de service
écoulée à la date t. Lorsque le système est en régime stationnaire, la décomposition
stochastique se présente de la manière suivante :
{Cθ (t) , Nθo (t) , Aθ (t)} = {C∞ (t) , N∞ (t) , A∞ (t)}+ {0, Rθ (t) , 0} .
Les processus {Cθ (t) , Nθo (t) , Aθ (t)} et {0, Rθ (t) , 0} sont associés au modèle
M2/G2/1 avec rappels de taux de rappels θ > 0, où Rθ (t) représente le nombre
de clients en orbite à la date t étant donné que le serveur est libre et aucun client
prioritaire n’est en attente. Le processus {C∞ (t) , N∞ (t) , A∞ (t)} est associé au
modèle M2/G2/1 ordinaire, avec priorité et service sans "préemption". Soit un
système de files d’attente où le phénomène de rappels ainsi que les vacances du
serveur sont présents. A l’aide de l’approche regénératrice, Artalejo (1997) (19) a
étudié un système d’attente de type M/G/1 avec rappels constants et vacances
dans le cas d’un service exhaustif. L’état du système à la date t a été décrit par le
processus {C (t) , No (t) , ξ (t)}, où C (t) est 0, 1 ou 2 selon le fait que le serveur
est libre, occupé ou en vacances ; ξ (t) est une variable aléatoire supplémentaire à
valeurs dans R+, et désignant la durée de service écoulé (si C (t) = 1) ou la durée
des vacances écoulée (si C (t) = 2) à la date t. Le serveur est donc libre lorsqu’il a
débuté ses propres vacances, ou à cause des rappels. En supposant que le système
est en régime stationnaire et à l’aide d’un système auxiliaire M/G/1 avec rappels
et sans vacances, l’auteur a obtenu la décomposition stochastique pour le nombre
de clients dans le système. Cette décomposition fournit trois composantes :
P (z) =
(1− ρ) (1− z) B˜ (λ− λz)






où la première est liée au système M/G/1 ordinaire, la seconde aux rappels et
la troisième aux vacances (propres). Enfin, dans Langaris et Moutzoukis (1995)
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(92), la validité de la propriété de décomposition stochastique a été prouvée pour
un système M/G/1 avec rappels, arrivées par groupes, priorité et vacances.
4.3 Propriété de décomposition stochastique du mo-
dèle MX/G/1 avec rappels et impatience
Soit le processus stochastique {C (t) , No (t) , ξ (t) , t ≥ 0} . Nous nous inté-
ressons au nombre de clients dans le système aux instants de départ.
Notations :
M∞ : Modèle MX/G/1 classique avec arrivées par groupes et groupes impa-
tients ;
Mθ : Modèle MX/G/1 avec rappels, arrivées par groupes et groupes impa-
tients ;
Nθ : nombre de clients dans Mθ (régime stationnaire) ;
NO,θ : nombre de clients en orbite dans Mθ (régime stationnaire).
N∞ : nombre de clients dans M∞ (régime stationnaire) ;
N f ,∞ : nombre de clients dans la file d’attente dans M∞ (régime stationnaire).
Considérons l’équation (3.18), nous pouvons voir que la fonction génératrice
ϕ(z) peut être décomposée en deux facteurs
ϕ(z) = Ω(z) ·Ψ(z),
où Ω (z) = 1−ρcρ
B˜(λH1(1−C(z)))(1−C(z))
B˜(λH1(1−C(z)))−z est la fonction génératrice du nombre
de clients aux instants de départ associée au système de file d’attente classique
MX/G/1 avec clients impatients et arrivées par groupes (modèle M∞). C’est
un système d’attente avec un seul serveur où les clients arrivent par groupes de
taille k (avec la probabilité ck, k ≥ 1) selon le processus de Poisson de paramètre
λ > 0. Si à l’arrivée d’un groupe, le serveur est occupé, alors avec une probabilité
1−H1 > 0, tous les clients du groupe quittent le système sans recevoir de service
et avec la probabilité H1 tout le groupe rejoint la file d’attente ; par contre, si le
serveur est libre, alors un des clients du groupe commence son service et le reste
du groupe rejoint la file d’attente ; à la fin de chaque service le client quitte le
système.









représente la fonction génératrice du nombre de clients aux instants de départ
associée au système d’attente MX/G/1 avec rappels et impatience (modèle Mθ)
sachant que le serveur est libre. Alors, la décomposition stochastique peut être
exprimée comme suit :
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{0, No,θ(t), t ≥ 0} =
{
0, N f ,∞(t), t ≥ 0
}
+ {0, Nθ(t), t ≥ 0} . (4.1)
Les processus {0, NO,θ(t), t ≥ 0} et {0, Nθ(t), ξn(t) ≥ 0} sont associés au
modèle Mθ , où Nθ(ξn(t)) représente le nombre de clients en orbite à l’instant
ξn(t) sachant que le serveur est libre. Le processus
{
0, N f ,∞(t), t ≥ 0
}
est associé
au modèle M∞, où N f ,∞(t) est le nombre de clients dans la file d’attente à l’instant
t.
Conclusion du chapitre
Par conséquent, nous avons obtenu les résultats suivants : Le nombre de
clients aux instants de départ dans le système Mθ considéré est la somme de
deux variables aléatoires indépendantes ; le nombre de clients aux instants de dé-
part dans le système M∞ et le nombre de clients dans le système correspondant
mais avec rappels sachant que le serveur est libre.
Nθ = N∞ + (Nθ/ le serveur est libre). (4.2)
De même, le nombre de clients en orbite aux instants de départ dans Mθ est la
somme de deux variables aléatoires indépendantes ; la première est le nombre de
clients en orbite aux instants de départ dans le système M∞ et la seconde est
le nombre de clients en orbite dans le système correspondant mais avec rappels
sachant que le serveur est libre.
No = N f ,∞ + (No/ le serveur est libre). (4.3)
Les résultats obtenus sont importants pour comprendre la contribution réelle des
rappels pour le nombre de clients dans le système (aux instants de départ).

5Comportement asymptotique
du nombre de clients dans le
modèle MX/G/1 avec rappels
et clients impatients
5.1 Introduction
Dans ce chapitre, nous étudions le comportement asymptotique du modèle
MX/G/1 avec rappels et clients impatients.
Une première étude du comportement asymptotique d’un modèle avec rappels
a été réalisée par Falin (1979, 1986) (59), (57) et ceci pour le système avec rappels
de type M/G/1. Il a été établi que :
– si λ tend vers
1
β1
− 0 et β2 < ∞, la distribution de la variable aléatoire
du nombre de clients en orbite (1− ρ)No (t) converge vers la distribution

















– si θ tend vers 0, No (t) le nombre de clients en orbite est asymptotiquement
Gaussienne de moyenne
λρ
(1− ρ) θ et de variance
λ3β2 + 2λρ− 2λρ2
2 (1− ρ)2 θ .
Une autre étude plus récente a été faite par J. Kim et B. Kim (2007) (79), où les
auteurs ont démontré que la distribution de la taille de l’orbite converge asymp-
totiquement vers une fonction géométrique multipliée par une fonction puissance
(un polynôme). Dans le chapitre 3, nous avons obtenu la fonction génératrice de
la distribution stationnaire du nombre de clients en orbite. L’expression établie
(3.25) ne permet pas d’étudier le caractère de la distribution en question dans
certaines applications importantes : régime chargé, intensité faible des rappels.
En outre, nous voulons avoir des informations sur le comportement du système
étudié lorsque le taux des rappels θ tend vers ∞. Nous obtenons des résultats
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qui peuvent être considérés plus généraux que ceux établis dans la litérature par
exemple par (57, 59, 65).
5.2 Comportement asymptotique du nombre de clients
en orbite sous un taux de trafic intense
Nous nous intéressons dans cette partie au cas du trafic intense, c’est-à-dire
quand le taux d’arrivées λ croit de telle manière que ρ tend vers 1, nous citons le
travail de Falin et Falin (63). Nous avons le théorème suivant :
























la variable aléatoire No = lim
t→∞ No (t), représentant le nombre de clients en orbite,
est asymptotiquement distribuée selon une loi Gamma.
Démonstration. Considérons la fonction génératrice
P (z) = P0 (z) + P1 (z) =
(1− H1z)− B˜ (λH1 (1− C (z))) (1− H1)(
B˜ (λH1 (1− C (z)))− z
) (5.2)
× (1− ρ)






1− B˜ (λH1 (1− C (u))) C(u)u




Supposons que ε = 1− ρ tend vers 0 quand λ tend vers 1cH1β1 − 0 et
posons z = e−εs. Sous cette hypothèse le premier terme de (5.2) devient
lim
ε→0
(1− H1e−εs)− B˜ (λH1 (1− C (e−εs))) (1− H1)(
B˜ (λH1 (1− C (e−εs)))− e−εs
) × ε
1− ε+ H1ε .
Soit A (e−εs) = B˜ (t) où t = λH1 (1− C (e−εs)) . Nous pouvons développer
B˜ (t) de la manière suivante :
x = λH1
(




C (u) = C (1+ (u− 1))
= C (1) + (u− 1)C′ (1) + 1
2
(u− 1)2 C′′ (1) + (u− 1)2 o (u− 1) .
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.
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ε− η1 (s) ε2 + ε2o (ε) ,




s2 − 1β1 s
]
. Nous avons aussi




= β0 − β1x + x
2
2










s2β2ε2 + ε2o (ε) .
Donc
B˜ (x) = 1− sε+ η2 (s) ε2 + ε2o (ε) ,












(1− H1e−εs)− B˜ (λH1 (1− C (e−εs))) (1− H1)(














1− sε+ s22 ε2
)]
− (1− sε+ η2 (s) ε2) (1− H1) + ε2o (ε)
(1− sε+ η2 (s) ε2)−
(










Chapitre 5. Comportement asymptotique du nombre de clients dans le modèle MX/G/1
avec rappels et clients impatients









1− B˜ (λH1 (1− C (u))) C(u)u










= 1− cσε+ (C
′ (1) + C′′ (1))
2
σ2ε2 + ε2o (ε)
et
B˜ (t) = 1− σε+ η2 (σ) ε2 + ε2o (ε) .
Par conséquent,
1− B˜ (λH1 (1− C (e−εσ))) C(e
−εσ)
e−εσ








− (c+C′′(1))c − 2c− C′′ (1)
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1− B˜ (λH1 (1− C (u))) C(u)u























































































5.3 Comportement asymptotique du nombre de clients
en orbite sous un taux de rappels faible
Quand le taux de rappel est faible, θ tend vers 0, le nombre de clients en orbite
se comporte asymptotiquement selon le théorème que nous présentons ci dessous.
Théorème 5.2 Si β2 < ∞, alors lorsque θ tend vers 0 le nombre de clients en orbite No(t) est
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asymptotiquement Gaussien de moyenne λθ
c+ρ−1








+ C′′ (1) et d1 = 1− ρ+ ρ β2β21 +
C′′(1)
c .


















La fonction caractéristique E [exp(itn∗)] peut être exprimée en fonction de
la fonction génératrice P (z) de la manière suivante
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et A (z) = B˜ (λH1 (1− C (z))) Considérons le pre-
mier terme (5.3). Quand θ tend vers 0 et z = eit
√











) H1 (1− ρ)
ρ+ H1 (1− ρ) −→ 1.
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A (u)− u −














c + ρ− 1
1− ρ
) . (5.4)
Pour calculer la limite du premier terme du membre de droite de (5.4),
nous introduisons la fonction
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Remarquons que f1 (0) = 0, et













































f ′1 (0) = lim
θ→0





















comme θ tend vers 0 et β2 < ∞, nous avons


























































Chapitre 5. Comportement asymptotique du nombre de clients dans le modèle MX/G/1
















+ C′′ (1) et d1 = 1− ρ+ ρ β2β21 +
C′′(1)
c . C’est la fonction caracté-




Nous récapitulons nos deux résultats précédents, dans ce théorème :
Théorème 5.3 Supposons que nous avons deux systèmes de files d’attente : M/G/1 avec rappels,
arrivées par groupes et clients impatients (modèle MXθ ) ayant P(z) = ∑
∞
n=0 zn pn
pour fonction génératrice de la distribution stationnaire pn du nombre de clients
en orbite No = lim
t→∞No (t). Et M/G/1 avec rappels, arrivées simples et clients
persistants (modèle Mθ) ayant P∗(z) = ∑∞n=0 zn p∗n pour fonction génératrice de
la distribution stationnaire p∗n du nombre de clients en orbite N∗o = limt→∞N
∗
o (t).
Alors, No (t) et N∗o (t) ont asymptotiquement la même distribution et possèdent
les mêmes propriétés.
Démonstration. 1. Considérons le cas du trafic dense tel que : ρ tend
vers 1.
Pour M/G/1 avec rappels, arrivées par groupes et impatience, nous
avons montré que la distribution du nombre de clients en orbite N∗ (t),


























2. Considérons maintenant, le cas où le taux de rappels est faible tel
que θ tend vers 0.
Nous avons montré que la distribution du nombre de clients en orbite
No pour le modèle Mθ est asymptotiquement Gaussien avec E [No] = λθ ·
c+ρ−1




2(1−ρ)2 ,où d0 =
ρ2
β1






c . Dans (56), pour le modèle Mθ , il est montré que la distribution
de la variable aléatoire N∗o est aussi asymptotiquement Gaussienne avec
E [N∗o ] = λθ · ρ1−ρ et Var [N∗o ] = λθ λ
2β2+2ρ−2ρ2
2(1−ρ)2 (ici ρ = λβ1). Posons c = 1 et
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Cette limite est une loi Gamma vers laquelle converge la distribution de
la variable aléatoire N∗o pour le modèle Mθ (56).
Remplaçons : c = 1 et H1 = 1 dans E [No] et Var [No] , nous obtenons :
E [No] = E [N∗o ] .
5.4 Comportement asymptotique du système sous un
taux de rappels élevé
Maintenant, nous étudions le comportement asymptotique de notre système
quand le taux des rappels est élevé. En général, quand θ tend vers ∞ la distri-
bution stationnaire d’un système avec rappels converge vers une limite, qui est
généralement la distribution stationnaire d’un certain système limite. Dans notre
cas, il est intuitif que c’est le modèle M∞ (voir chapitre 4). Pour prouver cet









N f ,∞(ξk) = n
)
,
pˆin (θ) = lim
k→∞
P (Nθ(ξk) = n/C(t) = 0) .
Notons que pˆin (θ) = P0,n( H1(1−ρ)
ρ+H1(1−ρ)
) et sa fonction génératrice est Ψ (z) . Avec l’aide
de la méthode présentée dans (65), nous pouvons annoncer le résultat suivant
pour le taux de convergence de la distribution pin(θ) vers la distribution pin(∞).








|pin(θ)− pin(∞)| ≤ 2 (1− pˆi0 (θ)) ,
où






1− A (u) C(u)u













Démonstration. De (4.1), nous remarquons que pin(θ) est une convolution





pik(∞)pˆin−k (θ) . (5.6)
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L’expression (5.6) peut être réécrite sous la forme















|pin(θ)− pin(∞)| ≤ 2(1− pˆi0 (θ)),
où






1− A (u) C(u)u
A (u)− u du
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.





|pin(θ)− pin(∞)| ≥ |pi0(θ)− pi0(∞)|+ pi0(∞)− pi0(θ). (5.7)





|pin(θ)− pin(∞)| ≥ 2pi0(∞) (1− pˆi0 (θ)) .










|pin(θ)− pin(∞)| ≥ 2 1− ρ
cρB˜ (λH1)
(1− pˆi0 (θ)) .
5.5 Application numérique
Exemple 5.1 Dans le tableau ci-dessous nous donnons les valeurs des paramètres de la distri-
bution Gamma Γ (α, µ) obtenues pour le système de files d’attente MX/G/1 avec
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Considérons que la taille des groupes est distribuée suivant une loi géométrique
de paramètre p = 0.2 et moyenne c = 5 (alors C′′ (1) = 4). Les paramètres du
système d’attente sont définis comme suit : γ = 1, H1 = 0.8. La distribution du
temps de service est
1. Exponentielle E : B (x) = 1− e−γx, x ≥ 0, avec coefficient de variation
CV = 1;
2. Erlang d’ordre deux E2 : B (x) = 1 − e−2γx − 2γxe−2γx, x ≥ 0, avec
coefficient de variation CV ' 0.7;
3. Hyperexponentielle d’ordre deux : H2 : B (x) = 1 − p1e−γ1x −




γ . Nous choisissons
le coefficient de variation CV = 1.5, alors p1 ' 0.19, p2 ' 0.81 et
γ1 ' 0.38,γ2 ' 2.
Table 5.1 – Paramètres de la loi Gamma suivant la distribution du temps de service
Erlang Hyperexponentielle
Exponentiellle d’ordre deux d’ordre deux
β2 2 0.75 3.25





µ 0.7143 1.2903 0.4938
D’après les résultats obtenus et pour chacune des distributions du temps de ser-












(le premier paramètre de la loi Gamma vers laquelle converge la distribution du
nombre de clients en orbite), en fonction de θ, le taux de rappels. Pour différentes
Figure 5.1 – Variation de α en fonction de θ
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valeurs du taux des rappels θ, la distribution du nombre de clients en orbite a la
forme suivante
Figure 5.2 – Distribution du nombre de
clients en orbite pour θ = 0.2
Figure 5.3 – Distribution du nombre de
clients en orbite pour θ = 1
Figure 5.4 – Distribution du nombre de
clients en orbite pour θ = 2
Figure 5.5 – Distribution du nombre de
clients en orbite pour θ = 10
A partir des résultats présentés dans les figures ci-dessus, nous pouvons
conclure que la distribution du nombre de clients en orbite converge vers une







) (le deuxième paramètre de
la loi Gamma vers laquelle converge la distribution du nombre de clients en or-
bite). Cette convergence est plus rapide lorsque le temps de service suit une loi
Hyperexponentielle d’ordre deux.
Exemple 5.2 Nous affectons les valeurs suivantes aux différents paramètres du système de
files d’attente MX/G/1 avec rappels, arrivées par groupe et clients impatients :
λ = 0.2,γ = 1, H1 = 0.8 (tel que ρ = 0.8). Supposons que la distribution du
temps de service suit la loi :
1. Exponentielle E : B (x) = 1− e−γx, x ≥ 0, avec coefficient de variation
CV = 1;
2. Erlang d’ordre deux E2 : B (x) = 1 − e−2γx − 2γxe−2γx, x ≥ 0, avec
coefficient de variation CV ' 0.7;
3. Hyperexponentielle d’ordre deux H2 : B (x) = 1− p1e−γ1x− p2e−γ2x, x ≥





γ . Le coefficient de variation CV = 1.5,
alors p1 ' 0.19, p2 ' 0.81 et γ1 ' 0.38,γ2 ' 2.
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Et que la taille des groupes est distribuée selon une loi géométrique de para-
mètre p = 0.2 et moyenne c = 5 (alors C′′ (1) = 4). Dans le tableau ci-dessous
nous présentons quelques valeurs numériques de la moyenne et la variance de
la loi Gaussienne vers laquelle converge la distribution du nombre de clients en
orbite sous un taux de rappel faible.
Table 5.2 – Moyenne et variance de la loi Normale suivant la distribution du temps de
service
Exponentielle Erlang Hyperexponentielle
d’ordre deux d’ordre deux
β2 2 0.75 3.25
θ moyenne variance moyenne variance moyenne variance
0.9 7.56 31.47 7.56 20.36 7.56 42.58
0.5 13.60 56.64 13.60 36.64 13.60 76.64
0.1 68.00 283.20 68.00 183.20 68.00 383.20
0.01 680.00 2832.00 680.00 1832.00 680.00 3832.00
Dans le cas des trois distributions considérées que suit le temps de service,
nous observons que les moyennes de la loi Gaussienne sont égales et elles aug-
mentent quand le taux de rappels est proche de 0. Les variances augmentent aussi
quand le taux des rappels est proche de 0, mais la dispertion est plus faible dans le
cas où le temps de service suit la loi d’Erlang d’ordre deux. Nous déduisons que
cette dernière distribution est la mieux adaptée à notre modèle quand le taux de
rappels θ est faible. Dans le tableau ci-dessous nous présentons quelques valeurs
numériques des Bornes inférieures et des bornes supérieures des inégalités vérifiées
par le nombre de clients dans le système quand θ le taux de rappel tend vers ∞.
Nous observons que dans le cas où le temps de service suit la loi Exponentielle, la
Table 5.3 – Borne inf et borne sup des inégalités vérifiées quand θ tend vers ∞
Exponentielle Erlang Hyperexponentielle
d’ordre deux d’ordre deux
Borne Borne Borne Borne Borne Borne
θ inf (BI) sup (BS) inf (BI) sup (BS) inf (BI) sup (BS)
1 0.00298004 0.05138 0.05586706 0.95794 0.19439570 0.93146
5 0.00060204 0.01038 0.01425924 0.24450 0.04918224 0.23566
10 0.00030160 0.00520 0.00736232 0.12624 0.02536122 0.12152
100 0.00003016 0.00052 0.00075816 0.01300 0.00260875 0.01250
103 0.00000348 0.00006 0.00007582 0.00130 0.00026296 0.00126
104 0 0 0.00000816 0.00014 0.00002504 0.00012
105 0 0 0.00000117 0.00002 0.00000417 0.00002
106 0 0 0 0 0 0
distribution du nombre de clients dans le système MX/G/1 avec rappels, arrivées
par groupe et clients impatients converge plus rapidement vers la distribution du
nombre de clients dans le système classique MX/G/1 avec arrivées par groupe et
clients impatients.
74
Chapitre 5. Comportement asymptotique du nombre de clients dans le modèle MX/G/1
avec rappels et clients impatients
Alors nous obtenons le tableau suivant donnant les longueurs des intervalles
pour chacune des distributions du temps de service.
Table 5.4 – Longueur des intervalles de convergence de la distribution pin(θ) vers la
distribution pin(∞)
Exponentielle Erlang Hyperexponentielle
d’ordre deux d’ordre deux
θ (BS)− (BI) (BS)− (BI) (BS)− (BI)
1 0.04839996 0.90207294 0.73706430
5 0.00977796 0.23024076 0.18647776
10 0.00489840 0.11887768 0.09615878
100 0.00048984 0.01224184 0.00989125
103 0.00005652 0.00122418 0.00099704
104 0 0.00013184 0.00009496
105 0 0.00001883 0.00001583
106 0 0 0
Nous observons que dans le cas où le temps de service suit la loi Exponentielle
la vitesse de convergence est d’ordre 104, par contre pour le cas des deux autres
distributions du temps de service, la loi d’Erlang d’ordre deux et la loi Hyperexpo-
nentielle d’ordre deux, la vitesse de convergence est d’ordre 106. Nous déduisons
que la loi Exponentielle du temps de service est la mieux adaptée à notre modèle
quand le taux de rappels θ augmente.
Conclusion du chapitre
Pour les différentes valeurs limites des paramètres du système d’attente
MX/G/1 avec rappels, arrivées par groupe et clients impatients, nous avons
établie les résultats suivants
– Sous un taux de trafic intense, la distribution du nombre de clients en orbite
converge vers la loi Gamma et selon les résultats numériques la convergence
est plus rapide lorsque le temps de service suit une loi Hyperexponentielle
d’ordre deux.
– Sous un taux de rappels faible, la distribution du nombre de clients en
orbite converge vers la loi Gaussienne et selon les résultats numériques la
convergence est plus rapide lorsque le temps de service suit une loi d’Erlang
d’ordre deux.
– Sous un taux de rappels élevé, la distribution du nombre de clients dans le
système converge vers la distribution du nombre de clients dans le système
classique M/G/1 avec arrivées par groupes et clients impatients et selon
les résultats numériques la convergence est plus rapide lorsque le temps de
service suit une loi Exponentielle.
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Des résultats similaires sont obtenus, pour les systèmes d’attente M/G/1
avec rappels, arrivées simples et clients persistants, dans (65). Nous avons réalisé
une généralisation de ces résultats obtenus .
Les systèmes de filles d’attente satisfaisant les hypothèses suivantes :
– Les clients arrivent par groupes dans le système selon un processus de Pois-
son. Le temps de service suit une loi générale. Les temps de services des dif-
férents clients sont indépendants les uns des autres et aussi indépendants
du processus des arrivées.
– Les clients primaires arrivants dans le système peuvent le quitter si le ser-
veur est occupé.
– Tous les clients arrivants dans le système seront éventuellement servis, ρ <
1.
– Les clients sont servis dans un ordre indépendant du temps de leur service.
– La durée entre deux rappels successifs d’une même source secondaire est
exponentiellement distribuée.
vérifient les résultats du théorème 5.3 et aussi le théorème 5.4.

Conclusion générale
Dans ce travail nous nous sommes intéréssés aux systèmes de files d’attente
de type MX/G/1 avec rappels, arrivées par groupes et clients impatients :
– Les chapitres un et deux sont une introduction pour le système de files
d’attente de type MX/G/1 avec rappels, arrivées par groupe et clients
impatients. Nous avons ainsi présenté les propriétés des algorithmes d’op-
timisation stochastique et la modélisation de certains d’entre eux dont les
files d’attente.
– Dans les trois derniers chapitres, nous avons réalisé l’analyse stochastique
complète du modèle MX/G/1 avec rappels, arrivées par groupes et clients
impatients, à cet effet la fonction génératrice de la chaîne de Markov induite
a été obtenue, la propriété de décomposition stochastique a été établie, le
comportement asymptotique du nombre de clients en orbite dans le cas d’un
régime chargé et dans le cas d’un taux de rappels faible ont été étudiés.
Enfin, le comportement asymptotique du nombre de clients dans le système
a été étudié.
Par conséquent les conclusions suivantes sont tirées :
* sous un régime chargé, la distribution stationnaire du nombre de clients
en orbite converge vers la loi Gamma,
* sous un taux de rappels faible, la distribution stationnaire du nombre
de clients en orbite converge vers la loi Gaussienne,
* sous un taux de rappels élevé, la proximité avec le système MX/G/1
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Titre Problèmes de convergence, optimisation d’algorithmes et analyse stochas-
tique de systèmes de files d’attente avec rappels
Résumé Pour optimiser la gestion des réseaux de télécommunication, nous
considérons le système de file d’attente MX/G/1 avec rappels et clients impatients.
En utilisant la méthode des variables supplémentaires, nous obtenons les fonc-
tions génératrices partielles de l’état stationnaire conjointe de l’état du serveur et
du nombre de clients dans le groupe de rappels. Pour compléter l’analyse du mo-
dèle considéré, nous calculons la distribution stationnaire de la chaîne de Markov
induite, grâce à laquelle nous présentons la propriété de la décomposition sto-
chastique. Cependant, la fonction génératrice de la distribution stationnaire du
nombre de clients dans le groupe de rappels, est obtenue sous une forme expli-
cite, très complexe et ne révèle pas la nature de la distribution en question. Alors,
nous étudions le comportement asymptotique de la variable aléatoire représentant
le nombre de clients en orbite et dans le système pour des valeurs limites des dif-
férents paramètres. Nous complétons notre travail par des exemples numériques.
Mots-clés Rappels, arrivées par groupe, impatience, décomposition stochas-
tique, comportement asymptotique, optimisation stochastique.
Title Convergence problems, optimization of algorithms and stochastic analysis
of retrial queueing systems
Abstract To optimize the networks control in telecommunication, we consider
an MX/G/1 retrial queue with impatient customers. By using the method of sup-
plementary variables, we obtain the partial generating functions of the steady
state joint distribution of the server state and the number of customers in the
retrial group is obtained. To complete the analysis of the considered model, we
find the steady state distribution of the embedded Markov chain. We investigate
the stochastic decomposition property. Although the generating function of the
steady state distribution of the number of customers in the retrial group can be
obtained in explicit form, it is cumbersome and does not reveal the nature of the
distribution in question. Therefore, we investigate the asymptotic behaviour of the
random variable representing the number of customers in the retrial group and in
the system under limit values of various parameters. We complete this work by
numerical examples.
Keywords Retrial queues, batches customer, impatience, stochastic decomposi-
tion, asymptotic behaviour, stochastic optimization.

