Abstract. The World Wide Web has become a phenomenon that now influences our everyday life in any possible areas and disciplines. This paper investigates how a grid equivalent of the WWW, the World Wide Grid can be created. We define requirements towards a workflow-oriented computational World Wide Grid and propose a solution how current production Grids can be connected in order to form the technical basis of this infrastructure. A metabroker concept and its utilization to achieve the highest level of parallelism by the created architecture in a user transparent way are explained.
Introduction
The goal of this paper is to assess where we are in the road of establishing a scientific, workflow-oriented, computational World Wide Grid (WWG) that is similar to the World Wide Web (WWW) in the sense that anyone can access and use its services according to his needs. If we look at the current trend of how and where grid develops we can see that isolated production grids have been created that are based on different grid technologies that are not interoperable or only in a limited way. One of the biggest challenges of the grid community is to solve the interoperability of these production grids in order to get closer to the idea of WWG.
This paper is intended to show that we are not far from creating a WWG if we make reasonable assumptions how the users would like to use a WWG and reasonable restrictions how such a WWG can be used and for what purposes. The basic assumptions are as follows:
1.
We restrict ourselves to a computational grid type WWG 2.
The goal of the user is to dynamically collect and use as many grid resources as possible to accelerate his grid application 3.
The basic application type the user would run in the WWG is a complex workflow 4.
The WWG will be used in the beginning by the scientific community Assumption 1 says that we restrict the first version of the WWG to a computational grid where the size of files used in the WWG is not too large and hence they can efficiently be moved between computational grid resources. It does not exclude the usage of large files in the WWG but it significantly reduces the overall performance of the WWG if many users try to use large files. Obviously, in a longer term the efficient management of large files should also be solved in the WWG but since our goal is to show that a computational WWG is already feasible we neglect this problem in this paper. A follow-up paper will be written to outline the possible solutions for a data-oriented WWG.
Assumption 2 requires that all possible parallelisms of an application should be exploited in the WWG. Users go for the WWG to access and use many resources in parallel to speed up the execution of their complex applications. Section 2 will classify the types of parallelisms that can be achieved in the WWG and later it will be shown how such parallelisms can actually be utilized in the WWG.
Assumption 3 might require some more explanations then the first two assumptions. Why workflow applications are so interesting for the WWG? The workflow concept abstracts a collection of services (tasks) that can be executed in a partially ordered way and hence it is general enough to include as a special case any other types of applications. As a result, workflows could be considered as the most generic type of applications including any other types as special cases.
Assumption 4 is based on the current usage scenario of large e-science grids. In order to establish a WWG that is used by the general public or by businesses, it requires a significant improvement in the development of a grid market model. If only the scientific community will use the first WWG, then the grid market model could be much simpler than a real commercial one. Since our interest is to establish a WWG as soon as possible, it is better to start with a scientific WWG and later extend it to other directions.
At this point many readers could say that these assumptions are too restrictive and it is not worth defining and creating a WWG that can support only these kinds of applications and goals. We would argue that we cannot create at once the ultimate WWG. The WWW is much more complex today as it was in its initial stages and in the beginning it was used only for scientific purposes and only later it was extended towards the commercial world. Once we established an infrastructure that is useful and works, there are plenty of opportunities afterwards to improve and extend that system in the future. Even this restricted version of the WWG that is suggested in this paper can be used to support much more applications than we can dream today. The establishment of such a WWG could tremendously widen the user community of the grid and would significantly accelerate the take-up of grid technology world-wide and would lead later to a WWG usable for the whole population including commercial services as well.
In this paper we identify the main steps of creating a WWG system according to the assumptions mentioned above, and describe in detail the first of these steps that provides the basic interconnection and access mechanism of such a WWG system. Section 2 analyses the reasons of the success of the WWW and compares the WWW concept with a potential WWG concept. Section 3 classifies the achievable types of parallelisms in a WWG system. Section 4 introduces the concept of meta-broker and shows how the various types of parallelisms can be exploited in the WWG by using the meta-broker concept. Section 5 gives a short overview of related research.
Comparison of WWW and WWG
Before starting to explain the technical details of creating such a WWG, it is important to compare the WWW concept and the proposed WWG concept. First of all, let's see why the WWW concept is so popular and successful. There are five main aspects that make WWW so attractive:
User interface 3.
Web search engines 4. Security 5.
Interest to use
The original WWW concept was based on the web page services. The idea is that anyone can create and publish web pages and anyone from any client machine can access these published web pages. Another important concept here is that web pages can be linked together and this significantly facilitates the creation and usage of web pages.
The second appealing feature of the WWW is that its user interface is extremely simple and easy-to-use. A simple browser is sufficient to browse web pages no matter where these web pages were created. More than that these browsers are provided as part of the basic services of the client machines' operating systems and hence the user does not have to install any complicated WWW access software, it comes together with the client machine. Web portals help the users to access structured information over a set of web pages.
Web search engines [1] [2][3] help the users to discover information in the Web. In fact the Web search engines provide the web information system by discovering relevant web page contents.
The HTTP and HTTPS protocols provide the necessary security mechanism. They require only a single port to be opened on the server machine and hence they can be securely managed. The security concept of the WWW is so reliable that even large banks trust this system and provide financial services through their web portals.
The final aspect of the WWW is the motivation of people to use it or to provide services by it. The WWW is an excellent way of creating communities, accessing information and special (e.g. financial) services and hence people are interested in using the WWW services. At the beginning when commercial exploitation of the WWW was not so apparent, people were interested in creating web pages because in this way they could increase their or their company's visibility. Later when it became clear that there are several business models by which companies can make profit by providing WWW services, the usage of the WWW became even more popular.
After the overview of the main aspects of the WWW let's see how these aspects can also be used to promote the WWG as a success story. In case of the WWG the services are grid resources (computing services, data services, etc.) or higher level grid services (for example, a workflow execution service). It is important that anyone should be able to provide grid services and anyone should be able to access these grid services from any client machine through the WWG. The same way as web pages can be linked together grid services should be linked together, too.
The user interface should be extremely simple and user-friendly, exactly the same way as in case of the WWW. Simple tools like a web browser should be available on every client machine in order to access the WWG services without installing any grid software on the users' machines. However, in the WWG the main objective is to run applications and hence instead of a simple browser, rather a simple application builder is the right GUI. Grid portals should help users to access the WWG services in a coordinated way releasing the user from the actual organization of resource collection and orchestration via the WWG.
Grid search engines similar to the Web search engines should help both users and grid services to discover relevant services of the WWG.
The current grid security mechanism is built on the concept of grid certificates and VOs. Although scientific papers always emphasize the importance of creating dynamic VOs, in practice VOs are quite static and their creation is a long procedure. This static nature of VOs is one of the reasons why the grid has been developed towards the isolated grids direction and not towards the WWG direction. The current certificate and VO scheme make the usage of the grid much more complicated than the usage of the Web. As a consequence in this respect some revision is necessary if we want to make the WWG really easy-to-use and popular.
Finally, the motivation of the usage of WWG should be made tempting for large user and grid service provider communities. Once the usage of WWG is simple enough it will be really attractive for a large user community to access grid resources and services in an "unlimited" way. This will raise a new problem. If there is no limit of accessing resources and services the whole WWG will collapse due to the huge demand of resources and services. A WWG market model is therefore unavoidable and obligatory from the very beginning in order to attract resource and service providers and to restrict the eagerness of WWG consumers in acquiring resources and services for their applications. A kind of WWG credit system must be introduced where resource and service providers can earn WWG credits and then their community can use these credits to acquire WWG resources and services. Table 1 summarizes and compares the five main features of the existing WWW and a potential WWG.
If there are so many similarities in the concept of WWW and WWG, then why are we still missing the WWG as a working infrastructure and service? Unfortunately, there are some problems concerning all the five required features of the WWG. 
Services and resources
There are many different production grids based on different grid technologies and middleware and they can not interoperate. As a result the services are not accessible by anyone from anywhere as it would be needed by the WWG concept proposed above. If a user is registered for the VOx of GridA then he cannot use the resources and services of VOy of GridB. Section 4 of this paper will show that based on assumptions 1-3 we can easily solve this problem and create a WWG that satisfies the required criteria.
User interface
The grid user interface is currently too complicated. In most cases production grids neglect the problem of user interface. They provide only a special command line interface and programming API. It means that there is no user interface standard like the web browser in case of the Web. Different grid middleware requires the usage of different command line interfaces and programming APIs. It means that a user who wants to use several grids (an obvious assumption of the WWG concept) has to learn several grid user interfaces. If the user wants to port a grid application from GridA to GridB he has to re-engineer the application according to the programming API of GridB.
Information discovery mechanism
The grid information system and discovery mechanism are not mature enough and the concept of a grid search engine is also missing from current grids. The usage of the information system is very limited in current production grids.
Security
The grid security mechanism is suitable for the rather static VO concept of current production grids but not for the WWG where VOs should be formulated dynamically on demand. As a consequence the concept of VOs should be revised in the framework of the WWG. However, the subject is so big and significant that an independent paper should deal with this issue. One solution could be that only pre-registered and verified applications can be used in the WWG that are taken from certified application registries. Another solution could be the usage of virtualization where the application is distributed inside a virtual machine that can not cause any harm to the executor resource.
Interest to join
Since the current usage of grid lacks the market concept (everyone can get what he needs without payment) a WWG would lead to the tremendous overload of resources. At least, the introduction of a simplified grid market concept would be necessary to establish a scientific WWG.
The following sections of this paper describe in detail the first of these features and show possible solutions that can be used in order to establish a scientific computational WWG. The analysis and solution of the other listed aspects will follow in future publications. Obviously, when the goal is to create a WWG as soon as possible any proposed solution should be built according to the current situation. It should be accepted as a fact that production grids already exist and they are not willing to give up their freedom of developing their own roadmap and direction. Therefore a WWG concept should be built on the autonomicity and collaboration of these existing production grids.
Parallelism in the WWG
As we have seen in the Introduction, assumption 2 says that the goal of the user is to a. dynamically collect and use as many grid resources as possible b. in order to accelerate his grid application. Condition "a" means that the user needs a WWG where resources can be accessed from any production grid that are connected to the WWG no matter what type of grid middleware they are built on. As a result current production grids should be used in an interoperable way even if they are based on different grid middlewares. When this problem is solved any user from any grid can access all the grid resources and services that are connected to the WWG.
Condition "b" requires that both the application and the WWG should be able to support the largest possible classes of parallel execution.
In order to fulfil our requirements, first we examine the impact of parallelism on the grid middleware, and then investigate the problem of grid interoperability. We shall see that both conditions can be fulfilled by the introduction of interoperable grid brokers or by the introduction of a meta-broker.
There are two classes of parallelisms achievable in the WWG:
1.
Grid architecture parallelism 2.
Grid application parallelism The grid architecture parallelism can be further divided into two classes according to the usage of various grid resources: -Inter-Resource (IrR) parallelism (parallel usage of several resources) within which we can distinguish: -Inter-Grid (IrG) parallelism (parallel usage of several resources within several Grids) -Intra-Grid (IaG) parallelism (parallel usage of several resources in the same grid) -Intra-Resource (IaR) parallelism (usage of parallelism in a single resource having parallel architecture, e.g. cluster)
The current grids typically enable the exploitation of the Intra-Grid and IntraResource parallelism but they do not support Inter-Grid parallelism. Even worse, within the same grid, users are restricted to use the resources of a certain VO only where they are accepted as members. The current concept of VOs is strongly against the nature of WWG.
We can distinguish four types of grid application parallelism according to the granularity of tasks to be solved in the grid: Intra-Resource parallelism can be applied to any types of grid application parallelism if the resource is a multi-processor one (either shared or distributed memory system or even multi-core processor) and the local job manager is able to distribute the parallel components of the application among the processors of the resource.
Single job level parallelism (SJ) can be exploited if the application consists of one job and this job is a parallel (e.g. MPI) one. In this case we can explore process parallelism that comes from the parallel execution of processes of the parallel application. Although there are some research projects aiming at the exploitation of Inter-Resource parallelism, SJ parallelism still best fits to the Intra-Resource parallelism where processes of a parallel application can be distributed among the nodes, processors or cores of a parallel resource. If there are N processes inside a parallel job, then the achievable parallelism is O(N).
PS job level parallelism (PSJ) can be exploited if the application consists of one job and this job should be executed with many different parameter sets (this is called job instance parallelism). PSJ parallelism fits both to Intra-Resource and InterResource parallelism no matter whether the job is a sequential or parallel one. In the case of a sequential job Intra-Resource parallelism can be exploited by allocating many instances of the same job to a multiprocessor resource and the different job instances are simultaneously executed by different processors of the resource. If a sequential job is to be executed with M parameters, then the achievable parallelism is O(M). If the job is a parallel application with N processes and this should be executed with M parameters, then both process parallelism and job instance parallelism can be exploited and the achievable parallelism is O(MxN). Since both N and M can be in the range of hundreds or thousands, PSJ parallelism can require several thousands of resources and hence it really needs the large number of resources available in the WWG.
Workflow level parallelism (WF) can be exploited if there are parallel branches in the workflow. This is called workflow branch parallelism and it fits both to IntraResource and Inter-Resource parallelism. However, the amount of parallelism is typically not as big as in case of the PSJ parallelism so in many cases Intra-Grid parallelism is enough to handle it. If some of the jobs in the workflow are parallel (e.g. MPI) jobs, then two levels of parallelism can be exploited simultaneously: process parallelism and workflow branch parallelism. Different MPI jobs of the different branches of the workflow can be simultaneously executed on different resources (Inter-Resource parallelism) and on each such resource Intra-Resource parallelism can be applied for the parallel execution of the processes of the MPI jobs. If the maximum number of parallel branches in the workflow is B and in every branch there is a parallel application with N processes, then the achievable parallelism is O(BxN).
PS workflow level parallelism (PSWF) can be exploited if the application consists of a workflow and this workflow should be executed with many different parameter sets (this is called workflow instance parallelism). In such case three levels of application parallelism can be exploited:
• Workflow instance parallelism (among the several instances of the workflow)
• Workflow branch parallelism (among the branches of every workflow instance)
• Process parallelism (among the processes of a parallel node of a workflow instance)
Notice that job instance parallelism is a special case of workflow instance parallelism when the workflow consists of a single job. From another point of view workflow instance parallelism is a sum of achievable job instance parallelism when the component jobs of a workflow are executed with many parameters sets.
In order to exploit these three levels of parallelism, PSWF parallelism can require thousands or even millions of resources and hence it really needs the large number of resources available in the WWG. PSWF parallelism fits to the Inter-Resource parallelism (both IaG and IrG) and as a result can advantageously be used in the WWG. If the maximum number of parallel branches in the workflow is B and in every branch there is a parallel application with N processes, and the workflow should be executed with M different parameter sets, then the achievable parallelism is O(MxBxN). This is clearly the most demanding type of parallel application concerning the number of required grid resources.
Resource selection to achieve the highest possible parallelism
After seeing that many resources should be used in a PSJ or PSWF application the next question is how to select the required resources in order to achieve the highest possible parallelism. In a WWG system four models can be distinguished: More and more production grids use brokers nowadays inside their own boundaries in order to select the most appropriate resources for execution. However, even if the user is allowed to submit jobs to several grids, it is his responsibility to select between these grids. Brokering at Grid level is not supported in today's production environments. As a result, the BGBR model, that provides the largest freedom of accessing grid resources in the WWG, is hard to realize. The BGBR model means that the users can access several grids simultaneously and these grids have got brokers. However, the user is not connected directly to a grid broker rather to a new level of brokers called as meta-broker. It is the task of the meta-broker to select the right grid according to the users' requirements as described in the Broker Property Description Language (BPDL) [4] . BPDL is similar to the JSDL [6] , but it provides metadata about brokers (grids) and not about resources. Once the grid is selected the metabroker passes the job and the job description language (RSL [7] , JDL [8] or JSDL depending on the actual grid) to the selected grid broker and it will be the task of this broker to select the best resource according to the requirements specified in the job description language (or sometimes called resource specification language). The architecture of the BGBR model can be seen in Fig. 1 . The proposed Meta-Broker architecture is described in detail in [5] . In order to make the concept of meta-broker clear a short overview of its architecture concept is
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Grid 2 EGEE Broker Broker given here. Fig. 2 introduces the proposed architecture of the Grid Meta-Broker that enables the users to access resources of different grids through their own brokers. The Translator components are responsible for translating the resource specification language of the user (JSDL) to the language of the selected resource broker. Once a broker will be capable of supporting the JSDL standard [6] , the corresponding Translator can be removed from the Meta-Broker. The Invokers are broker-specific components. They communicate with the interconnected brokers, invoking them with job requests and collecting the results. Data handling is also an important task of this component. After the user uploaded the job, proxy and input files to the Meta-Broker, the Matchmaker component tries to find a proper broker for the request. If no good broker was found, the request is rejected, otherwise the JSDL is translated to the language of the selected broker. The responsible Invoker takes care of transferring the necessary files to the selected grid environment. After job submission it stages the output files back, and upgrades the historical data stored in the Information Collector with the logging data of the utilized broker. The core component of the Meta-Broker is responsible for managing the communication (information and data exchange) among the other components. The communication to the outer world is also done by this part through its web-service interface. In the following we examine how SJ, PSJ, WF and PSWF parallelism can be exploited by the BGBR model and by a meta-broker.
SJ level parallelism:
In the BGBR case both the grids and the resources are selected by brokers and hence load-balancing can be achieved between grids and inside grids.
PSJ level parallelism:
Both grid and resource selection is done by a broker and hence both Inter-Grid (IrG) and Intra-Grid (IaG) parallelism are automatically provided by brokers. In principle all resources of all connected grids can be used in parallel and in a balanced way. WF level parallelism: Grid selection is the task of the broker and hence it is the broker's responsibility to explore the Inter-Grid (IrG) parallelism through the workflow branch-parallelism. Resource selection is also the task of the broker and hence it is the broker's responsibility to explore Intra-Grid (IaG) parallelism through workflow branchparallelism and to explore Intra-Resource (IaR) parallelism by assigning parallel jobs of the workflow to parallel grid resources. Since both the grid and the resources are selected by brokers, load balancing can be achieved between grids and inside grids. However, workflow scheduler support is needed for the broker to exploit workflow branch-parallelism at IrG and IaG level.
PSWF level parallelism:
Both grid and resource selections are the tasks of the broker and hence both Inter-Grid (IrG) and Intra-Grid (IaG) parallelism can be exploited both through the workflow branch-parallelism and workflow instance-parallelism by the broker. Intra-Resource (IaR) parallelism can also be achieved as described in Section 3.
Advantages of the BGBR model are:
• Workflow instance-parallelism can be exploited both at IrG and IaG level.
• Workflow level scheduling support is not needed for the broker either at IrG or IaG level to achieve workflow-instance parallelism.
• Balanced usage of grids and resources are provided by the broker.
As a summary one can say that the most advantageous model to exploit every possible parallelism in a well balanced way is the BGBR model. So if we want to establish an efficient and powerful WWG it should be based on the concept of the BGBR model. Unfortunately, current grid middleware do not support the BGBR model. There is an on-going effort in the GIN VO of OGF to solve grid interoperability, but they concentrate at the moment on the SJ level. Within the framework of the CoreGrid project SZTAKI and UPC work on to design a metabroker that can efficiently support the BGBR model [9] .
Naturally, a single meta-broker would be a bottleneck in the WWG used by many thousands of scientists. Therefore, many uniform meta-brokers should be applied and these should be interconnected in order to realize load-balancing among them. In such a WWG every client can be connected in a standard way to one of the uniform metabrokers. As a result if we want to build the WWG, the only thing we have to do is to define and implement:
The functionality of the meta-brokers 2.
The intercommunication protocol of meta-brokers 3.
The communication protocol of clients and meta-brokers 4.
The standard intercommunication protocol of meta-brokers and grid brokers
The solution for requirements 1 and 3 are already designed and described in [5] . Work is needed for requirements 2 and 4. Notice that the BGBR model can be used even if requirement 4 is not fulfilled.
Related Work
The most notable work related to grid interoperability is carried out within the framework of the GIN initiative [10] of the OGF. As written there: "The purpose of this group is to organize and manage a set of interoperation efforts among production grid projects interested in interoperating in support of applications that require resources in multiple grids." The GIN related web page of the UK NGS [11] writes: "Grid Interoperation Now (GIN) is a Community Group of the Open Grid Forum (OGF). It aims to organize and manage a set of interoperation efforts among production grid projects to support applications that require resources in multiple grids." Obviously the goal of the GIN is very close to the objectives of establishing a WWG although their ambitions do not go so far. The phase 1 tasks of the GIN VO is "to plan and implement interoperation in specific areas, initially data location and movement, authentication/authorization and identity management, job description and execution, and information services."
The GIN has created the GIN VO with resources from the major production grids: TeraGrid [20], UK NGS [11] , EGEE [21], OSG [22] and NorduGrid [23] . All these grids allocated some grid sites to do experiments on their interoperability. In the framework of the GIN VO activity a GIN Resource testing portal [12] has been set up based on the P-GRADE/GEMLCA portal technology [19] . This portal enables the job submission (even workflow submission) to all these grid sites and hence can be used to constantly monitor their availability and usability in the GIN VO. Although the goals of the GIN and the WWG described in this paper have many similarities the concept of the GIN is quite different from the implementation concept of the WWG.
A major European effort in providing grid interoperability between gLite, UNICORE and Globus is the OMII-Europe project [13] that tries to establish interoperability at the level of five services (JSDL, OGSA-DAI, VOMS, RUS and GridSphere).
The World Wide Grid testbed [14] initiated by Monash University has the same name as we used in this paper but their WWG has a quite different meaning than our WWG. Their WWG is not about connecting the existing production grids in order to establish an interoperable WWG, rather it is a volunteer grid test-bed specifically intended to test the grid economy concept developed in the Grid Economy project [15] . Their recent paper on InterGrid [16] shows many similarities with our concept of connecting existing grids into a WWG. They introduce InterGrid Gateways to connect the different grids while we propose the usage of meta-brokers. They do not emphasize the importance of advance grid portals and workflow interoperability but they put more emphasis on grid economy.
The meta-broker concept for providing grid interoperability is quite new and was first proposed by SZTAKI [17] at the CoreGrid workshop organized in conjunction with EuroPar'2006. Since that time another CoreGrid partner, the Technical University of Catalonia (UPC) has started to work on this concept. The redefinition of the Broker Property Description Language (BPDL) [9] is an on-going joint work between SZTAKI and UPC. The detailed architecture plan of the meta-broker is described in [5] .
Conclusions
We have seen that the highest level of parallelism can be exploited in the WWG if workflows are executed as parameter sweep applications. In order to exploit the largest possible parallelism the most advanced architecture concept of the WWG is based on the BGBR model. In the BGBR model every client can be connected in a standard way to one of the uniform meta-brokers. As a result to build the WWG, the only thing we have to do is to define and implement:
The standard intercommunication protocol of meta-brokers and grid brokers Once these requirements are defined and implemented, any existing grid can be connected to the WWG provided that the broker of the given grid realizes the standard intercommunication protocol of meta-brokers and grid brokers. Even if requirement 4 is not fulfilled, those grids for which the Translator and Invoker module of the meta-broker is already available can be connected to the WWG. The meta-broker should be implemented as an open source grid service in order that any grid could extend it with the necessary Translator and Invoker module by which the given grid could be accessed by the meta-broker.
Overall, we can state that there is no real technical obstacle to create a scientific computational World Wide Grid where complex parameter sweep workflow applications could run and exploit the largest possible parallelism. It means that technically the WWG can be established by simply introducing the meta-broker concept and using a network of uniform meta-brokers to connect the existing production grids. Obviously, the meta-broker itself does not help in managing workflows, only to submit nodes (jobs or service requests) of the workflow in a grid transparent way. To assist the workflow execution in the WWG workflow managers are needed. Moreover these workflow managers also should be interoperable. This issue has been investigated in a CoreGrid technical report [18] .
