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For our friend and colleague James Oxley
Abstract. We give approximate counting formulae for the num-
bers of labelled general, tree-child, and normal (binary) phylo-
genetic networks on n vertices. These formulae are of the form
2γn logn+O(n), where the constant γ is 32 for general networks, and
5
4 for tree-child and normal networks. We also show that the num-
ber of leaf-labelled tree-child and normal networks with ` leaves
are both 22` log `+O(`). Further we determine the typical numbers
of leaves, tree vertices, and reticulation vertices for each of these
classes of networks.
1. Introduction
Ever since Darwin’s publication of the Origin of Species in 1859,
phylogenetic (evolutionary) trees have been used to represent the an-
cestral history of a collection of present-day species. However, it is now
well-known that the ancestral history for certain collections of species is
more realistically represented by a phylogenetic network rather than a
phylogenetic tree because of evolutionary processes such as recombina-
tion and hybridisation. Mathematically, phylogenetic networks provide
a much more significant challenge and, indeed, relatively little is known
about these objects. For example, the number of leaf-labelled binary
phylogenetic trees with ` leaves has been known since Schro¨der’s work
in 1870, and this also gives the number of such trees on n labelled
vertices—see (1) and (3) below. In contrast, the number of binary
phylogenetic networks on n labelled vertices is unknown, and similarly
for subclasses like tree-child networks.
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Figure 1. Two phylogenetic networks, where (i) is a
general network and (ii) is a tree-child network. Edges
are directed down the page.
The purpose of this paper is to investigate some of the combinatorial
properties of phylogenetic networks. In particular, we provide some an-
swers to the problems of counting the numbers of phylogenetic networks
and of determining the typical proportions of vertices of different kinds.
The rest of the introduction contains some necessary preliminaries and
the statements of the main results.
For a finite set X, a phylogenetic network on X is a rooted acyclic
directed graph with the following properties:
(i) the (unique) root is a vertex with in-degree 0 and out-degree
two;
(ii) a vertex with out-degree zero has in-degree one, and the set of
vertices with out-degree zero is X; and
(iii) all other vertices either have in-degree one and out-degree two,
or in-degree two and out-degree one.
We do not allow parallel edges. However, for technical reasons, we do
allow a single-root vertex to be a phylogenetic network. From now on,
a network will always mean a phylogenetic network.
For a network N on X, we refer to the vertices of out-degree zero as
the leaves of N and the set X as the leaf-label set of N . As an example,
two phylogenetic networks are shown in Figure 1. For both networks,
the leaf-label set is {a, b, c, d}. Since there are no directed cycles, there
is always a directed path from the root to any vertex and from any ver-
tex to some leaf. Vertices with in-degree one and out-degree two are tree
vertices, while vertices with in-degree two and out-degree one are retic-
ulation vertices. Biologically, the leaves represent present-day species,
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while all other vertices represent (hypothetical) ancestral species. A
reticulation vertex represents, for example, a hybrid species.
A directed edge uv is a reticulation edge if v is a reticulation vertex;
otherwise uv is a tree edge. Strictly speaking,N is a binary phylogenetic
network as we are not allowing the out-degree of a tree vertex to be
more than two or the in-degree of a reticulation vertex to be more than
two. As a comparison, a binary phylogenetic tree on X is a network
with no reticulation vertices.
A leaf-labelled phylogenetic network is a phylogenetic network in
which the leaves are labelled but non-leaf vertices are unlabelled. In
evolutionary biology, it is leaf-labelled phylogenetic networks that are
typically of interest.
Counting networks. As an introduction to our new counting results,
let us briefly discuss binary phylogenetic trees. For each ` ≥ 2, let T˜`
be the set of leaf-labelled binary phylogenetic trees with leaf label set
[`] = {1, 2, . . . , `}; and, for each odd integer n ≥ 1, let Tn be the set of
binary phylogenetic trees on set of vertices [n]. Schro¨der [11] showed
in 1870 that
(1)
∣∣∣T˜`∣∣∣ = 1× 3× 5× · · · × (2`− 3) = (2`− 2)!
(`− 1)! 2`−1
and so, by Stirling’s approximation,
(2)
∣∣∣T˜`∣∣∣ ∼ 1√
2
(
2
e
)`
``−1
as `→∞. A binary tree with ` leaves has n = 2`− 1 vertices in total.
Thus, for an odd positive integer n, if we let ` = (n+1)/2, then, by (1),
we have
(3) |Tn| =
(
n
`
)
(`− 1)! ·
∣∣∣T˜`∣∣∣ = (n
`
)
(n− 1)! 21−`.
(For the first equality, note that there are
(
n
`
)
choices for the leaf-label
set; then
∣∣∣T˜`∣∣∣ choices for the tree; and finally (` − 1)! ways to label
the non-leaf vertices, each giving a distinct labelled tree.) From (3), it
follows by Stirling’s approximation that
(4) |Tn| ∼ 2
√
2
(√
2
e
)n
nn−1
as n→∞.
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Indeed, for phylogenetic trees we can use the methods of analytic
combinatorics to obtain precise estimates of various quantities. For
example, Bona and Flajolet [3] find the asymptotic probability that
two random trees from T˜` are isomorphic when we remove the labels on
the leaves, and Gill [6] estimates parameters of X-trees and X-forests
(which are related to phylogenetic trees with leaf-set X).
However, in this paper we move in a different direction. By (2)
and (4), ∣∣∣T˜`∣∣∣ = 2` log `+O(`)
and
|Tn| = 2n logn+O(n)
(all our logarithms are to the base 2). These are much cruder versions
of (2) and (4), but they still show the main terms. Our counting results
for phylogenetic networks are at this level of precision.
Now for our new results. Every network has an odd number of
vertices, as we shall see shortly. For all odd integers n ≥ 3, let GNn
denote the set of all (labelled) networks with vertex set [n]. Here the
G is for general and the N is for network. The first main result of the
paper is the following.
Theorem 1.1. There exist positive constants c1 and c2 such that, for
all odd integers n ≥ 3,
(c1n)
3
2
n ≤ |GNn| ≤ (c2n)
3
2
n .
An essentially equivalent result is that
|GNn| = 2 32n logn+O(n)
for odd n ≥ 3.
Tree-child and normal networks are two classes of networks that are
prominent in the literature. One reason for their introduction [4, 14]
and subsequent prominence is that they provide enough additional
structure so that if a network N is in one of these two classes, then
N is determined by certain local bits of structural information. More-
over, biologically, such networks guarantee that all species arising from
a speciation event (represented by a tree vertex) or a reticulation event
exist for a certain period of time before (possibly) going extinct. This
is well-motivated as the process of extinction takes at least several
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generations. The second main result of this paper is the analogue of
Theorem 1.1 for tree-child and normal networks.
A network N is tree-child if, for each non-leaf vertex v of N , at least
one of its children is a tree vertex or a leaf. Equivalently, N is tree-
child if, for each vertex v of N , there is a directed path from v to a
leaf in which each edge is a tree edge. A network N is normal if it
is tree-child and has the additional property that if there is a directed
path from vertex u to vertex v with at least two edges, then there is no
directed edge uv. To illustrate, the network in Figure 1(ii) is tree-child,
but it is not normal. The network in Figure 1(i) is not tree-child. For
odd integers n ≥ 3, let T Cn and NLn denote, respectively, the sets of
tree-child and normal networks with vertex set [n].
Theorem 1.2. There exist positive constants c1 and c2 such that, for
all odd integers n ≥ 3,
(c1n)
5
4
n ≤ |NLn| ≤ |T Cn| ≤ (c2n)
5
4
n .
For each integer ` ≥ 2, let T˜ C` and N˜L` denote, respectively, the set
of leaf-labelled tree-child and normal networks with leaf label set [`].
Theorem 1.3. There exist positive constants c1 and c2 such that, for
all integers ` ≥ 2,
(c1`)
2` ≤ |N˜L`| ≤ |T˜ C`| ≤ (c2`)2` .
With regards to Theorem 1.3, Bickner [1, Corollary 2] established a
non-asymptotic upper bound for |N˜L`|. Writing this upper bound at
the level of precision of the results in this paper, Bickner showed that
there is a constant c such that |N˜L`| ≤ (c`)4`.
It would be natural to expect that there are many more tree-child
networks than normal networks, and indeed this is the case as stated
in the next theorem.
Theorem 1.4.
(i) As n→∞,
|NLn|/|T Cn| → 0
and,
(ii) as `→∞,
|N˜L`|/|T˜ C`| → 0.
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Typical parameters of networks. Given a network N , let n(N ) be
the number of vertices, `(N ) the number of leaves, r(N ) the number
of reticulation vertices, and t(N ) the number of tree vertices. In the
next section, we shall see that always
(5) `+ r = t+ 2 = (n+ 1)/2.
Thus, in particular, except for t and n, any two of `, r, t, and n
determine the other parameters and, for large n, both ` + r and t are
about n/2.
What values do these parameters usually take? Let us say that
almost all networks in GNn have some property if the proportion of
networks in GNn which have the property tends to 1 as n → ∞; and
similarly for the other classes of networks.
Theorem 1.5.
(i) Almost all networks in GNn have o(n) leaves and (12 + o(1))n
reticulation vertices.
(ii) Almost all networks in T Cn and almost all networks in NLn
have (1
4
+ o(1))n leaves and (1
4
+ o(1))n reticulation vertices.
(iii) Almost all leaf-labelled networks in T˜ C` and almost all leaf-
labelled networks in N˜L` have (1 + o(1))` reticulation vertices
and (4 + o(1))` vertices in total.
A cherry in a network consists of two sibling leaves and their com-
mon tree-vertex parent. Are cherries common? We shall see below that
almost all networks in T Cn have o(n) cherries and, similarly for other
kinds of networks.
Let us extend this discussion. Let v be a vertex in a network N . If v
and each of its descendants (if any) are tree vertices or leaves then they
form a tree network T with root v, which we call a pendant subtree of
N . A non-leaf vertex which is in some pendant subtree is called a twig
of N . Each cherry contains one twig, so the number of cherries in N
is at most the number of twigs.
Since a binary tree has one more leaf than non-leaf, every network
has fewer twigs than leaves. Thus almost all n-vertex general networks
have o(n) twigs, by Theorem 1.5 (i). But there are many leaves in
tree-child and normal networks, so it is not immediate whether twigs
are common in these types of networks.
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Proposition 1.6.
(i) Almost all networks in T Cn and almost all networks in NLn
have o(n) twigs, and
(ii) almost all leaf-labelled networks in T˜ C` and almost all leaf-
labelled networks in N˜L` have o(`) twigs.
Thus, for example, almost all n-vertex tree-child networks contain
about n/4 leaves but only o(n) twigs.
Plan of the proofs. The next section contains some elementary lem-
mas which we shall need relating the numbers of vertices, leaves, retic-
ulation vertices, tree-vertices, and twigs in a network. Proposition 1.6
will follow directly from Lemma 2.4, and parts (ii) and (iii) of Theo-
rem 1.5.
In Section 3 on general networks, we first prove an upper bound,
Lemma 3.1, on the number of networks in GNn with a given number
of leaves. Then we give a lower bound on |GNn| based on the fact
that almost all cubic graphs have a Hamilton circuit. Together these
bounds establish Theorem 1.1 on the number of general networks, and
yield part (i) of Theorem 1.5 on typical behaviour.
In Section 4 on tree-child and normal networks, we first note an
upper bound from Lemma 3.1 on numbers of tree-child networks. The
bulk of the section is devoted to a construction yielding many normal
networks, and thus completing the proof of Theorem 1.2. These results
also yield part (ii) of Theorem 1.5.
Leaf-labelled networks are considered in Section 5, where we prove
Theorem 1.3 and part (iii) of Theorem 1.5. In Section 6, we prove
Theorem 1.4. Then, in the final section, we make some concluding
remarks and mention some natural open questions.
2. Parameters of Networks
This section consists of several elementary results. The first result
establishes (5) and shows that a network always has an odd number of
vertices.
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Lemma 2.1. Let N be a network on n vertices with ` leaves, r reticu-
lation vertices, and t tree vertices. Then t = `+ r − 2 and n = 2t+ 3.
Also, N has 3r + 2`− 2 edges.
Proof. Note first that
n = r + `+ t+ 1.
Since the sum of the out-degrees equals the number e of edges which,
in turn, equals the sum of the in-degrees, we have
r + 2t+ 2 = e = 2r + t+ `.
Hence t = r + `− 2, and now the lemma follows easily. 
With one exception, the equations in (5), established in Lemma 2.1,
characterise the possible parameters of a network; that is, if there are
integers r ≥ 0 and ` ≥ 1 with r + ` ≥ 2, then there is a network with
these parameters.
To see this, first observe that, for r = ` = 1, in which case, t = 0 and
n = 3, there is no network with these parameters as we do not allow
parallel edges. However, for each ordered pair (r, `) of integers with
r ≥ 0 and ` ≥ 1 other than (1, 1), there is a corresponding network on
[n] satisfying (5).
For, it is easily seen that there are networks for (0, 2), (1, 2) and
(2, 1). Also, for all r ≥ 0 and ` ≥ 1, if there is a network for (r, `), then
there is one for (r, ` + 1). We can see this by using a new vertex v to
subdivide an edge incident with a leaf and making v incident to a new
leaf. Further, for all r ≥ 0, if there is a network for (r, 1), then there is
one for (r+ 1, 1). We can see this by adjoining a new root via two new
edges, one to the original root and the other to the leaf v, and making
v adjacent to a new leaf.
The two parts of the next lemma are established in [4] and [1], re-
spectively. However, we include its short proof for completeness.
Lemma 2.2. Let N be a network with ` leaves and r reticulation ver-
tices. If N is tree-child, then r ≤ `− 1. Furthermore, if N is normal,
then r ≤ `− 2.
Proof. Let A be the set of reticulation vertices of N together with the
root ρ. Suppose thatN is tree-child. Then, for each vertex v ∈ A, there
is a directed path Pv from v to a leaf which contains no reticulation
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edge. Since these paths must be vertex disjoint, r + 1 ≤ `. If, in
addition, N is normal, then it is easily seen that both children of ρ are
tree vertices. Replacing ρ in A by these two children and applying the
same argument, we deduce that r + 2 ≤ `. 
Note that the bounds in Lemma 2.2 are best possible [4, 1].
Lemma 2.2 and (5) characterise the possible parameters of a tree-
child and normal network; that is, given integers r ≥ 0 and ` ≥ 1 with
r+` ≥ 2, there is a tree-child (respectively, normal) network with these
parameters provided r ≤ `− 1 (respectively, r ≤ `− 2). We show this
for normal networks and omit the similar, but simpler, argument for
tree-child networks.
Clearly, there is a normal network for (0, 2). Further, using the same
construction as that for general networks it follows that, for all r ≥ 0
and ` ≥ 1, if there is a normal network for (r, `), then there is one for
(r, ` + 1). Now suppose that there is a normal network N for (r, `),
where r ≤ ` − 3. We next show that there is a normal network for
(r + 1, `).
As in the proof of Lemma 2.2, for each vertex v ∈ A, there is a path
Pv from v to a leaf. Since |A| ≤ ` − 1, there is a vertex u in A with
the property that there are two paths P1 and P2 starting at u, ending
at distinct leaves, and containing no reticulation edge. Let w be the
last vertex in N common to P1 and P2, and let w′ be a child of w. Let
v′ ∈ A−{u} and let l be the leaf at the end of Pv′ . Now, add two new
vertices to N , the first subdividing the edge incident with l and the
second subdividing the edge ww′, and add an edge directed from the
first new vertex to the second new vertex. It is easily checked that the
resulting network is normal.
Combining (5) and Lemma 2.2, we get the following corollary.
Corollary 2.3. If a tree-child network has n vertices, ` leaves, and r
reticulation vertices, then
r <
n
4
< `.
Proof. By (5) and Lemma 2.2,
4r < 2(r + (r + 1))− 1 ≤ n = 2(r + `)− 1 ≤ 2((`− 1) + `)− 1 < 4`.

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Now we consider the case in a tree-child network when the number
of leaves is not much more than n/4.
Lemma 2.4. Let N be a tree-child network with n vertices, ` leaves,
and r reticulation vertices, and suppose that ` ≤ n/4 + x. Then r >
n/4− x and `− r < 2x. Further, N has less than 2x twigs.
Proof. By (5), `+r = (n+1)/2, so r ≥ n/4+1/2−x and `−r ≤ 2x−1/2.
For the second part of the lemma, let T be the set of maximal pen-
dant subtrees in N . For each T ∈ T , denote the number of leaves in
T by `(T ), so the number of non-leaves is `(T )− 1, and the number of
twigs in N is ∑T∈T (`(T )−1). The paths Pv in the proof of Lemma 2.2
must end at leaves in distinct maximal pendant subtrees. But each leaf
of N is in exactly one tree in T , so
r + 1 ≤ |T | =
∑
T∈T
(`(T )− (`(T )− 1)) = `−
∑
T∈T
(`(T )− 1).
Thus the number of twigs in N is∑
T∈T
(`(T )− 1) ≤ `− r − 1 < 2x.

Note that Proposition 1.6 follows directly from the last lemma, and
parts (ii) and (iii) of Theorem 1.5.
3. Proofs for General Networks
Let g(n, `) be the number of networks in GNn which have ` leaves.
Thus |GNn| =
∑
` g(n, `). In this section, we first prove an upper
bound on g(n, `), and then we give a lower bound on |GNn| based on
the fact that almost all cubic graphs have a Hamilton circuit. Together
these bounds establish Theorem 1.1 on the number of general networks.
Further, from these results we quickly prove part (i) of Theorem 1.5.
Lemma 3.1. There exists a positive constant c such that, for all inte-
gers ` ≥ 1 and all odd integers n ≥ 3,
g(n, `) ≤ cnn 32n−`
and
|GNn| ≤ cnn 32n.
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Proof. Let f(n, `) be the number of (simple, undirected) graphs on
vertex set [n] with ` vertices of degree one, 1 vertex of degree two, and
the remaining vertices of degree three. Note that each such graph has
degree sum
`+ 2 + 3(n− `− 1) = 3n− 2`− 1.
We use a configuration model, see for example [2, Section 2.1] or [7,
Section 9.1]. Consider such a model with 3n − 2` − 1 labelled points
partitioned into ` + 1 + (n − ` − 1) parts with ` parts containing a
single point, 1 part containing two points, and each of the remaining
parts containing three points. The number of perfect matchings is
(3n − 2` − 2)!! ≤ (3n) 32n−`. Since there are n choices for the single
vertex of degree two and
(
n
`
)
choices for the ` vertices of degree one, it
follows that
f(n, `) ≤ n ·
(
n
`
)
· (3n) 32n−`.
Since
(
n
`
) ≤ 2n and there are at most 23n choices of orientation for the
edges,
g(n, `) ≤ 23n · n · 2n · (3n) 32n−`
≤ cnn 32n−`
for a suitable constant c. The second part follows by summing over
` ≥ 1. 
Now let us establish the lower bound part of Theorem 1.1. A graph G
is cubic if each vertex of G has degree three. Note that if a graph is cu-
bic, then it has an even number of vertices. Robinson and Wormald [10]
showed in 1992 that almost all labelled cubic graphs are Hamiltonian;
that is, for even n, the proportion of cubic graphs on vertex set [n]
which are Hamiltonian tends to 1 as n→∞. In fact, they showed [9]
in 1984, that, for sufficiently large even n, at least 98% of cubic graphs
on n vertices are Hamiltonian, and that is sufficient for our needs. We
make use of this fact in the proof of the next result, which establishes
the lower bound part of Theorem 1.1.
Lemma 3.2. There exists a constant c > 0 such that, for all odd
positive integers n,
|GNn| ≥ (cn) 32n.
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v1
ρ
v1
vm
(ii)(i)
vm
l2
l1
Figure 2. (i) Cubic graph G under orientation. (ii)
Network N resulting from G and its orientation.
Proof. Let m ≥ 4 be an integer and let G be a cubic graph on [m].
Suppose that G has a Hamiltonian cycle C = v1v2 · · · vmv1. Orient G
by directing each edge {vi, vj} from vi to vj if i < j. Except for v1
and vm, each vertex of G under this orientation has either in-degree
one and out-degree two or in-degree two and out-degree one. Now let
N be obtained by deleting the edge v1vm, and adding new vertices
ρ, l1, l2 and new directed edges ρv1, ρl1, and vml2. An illustration of
this construction is shown in Figure 2. It is easily checked that N
is a network with root ρ. Furthermore, under this construction, each
labelled cubic graph on [m] with a Hamiltonian cycle yields a distinct
network on [m] ∪ {ρ, l1, l2}. There is a constant d > 0 such that, for
all sufficiently large even m, the number of cubic graphs on [m] is at
least (dm)
3
2
m (see, for example, [2, Corollary 2.17] or [7, Corollary 9.8]).
By the comments above on the proportion of cubic graphs which are
Hamiltonian it now follows using the above construction, that there is
a positive constant c such that, for all sufficiently large odd integers n,
|GNn| ≥ (cn) 32n.
Finally, since |GNn| ≥ 1 for each odd positive integer n, we may drop
the qualification that n be sufficiently large. This completes the proof
of the lemma. 
The above two lemmas immediately give Theorem 1.1. Part (i) of
Theorem 1.5 follows from (5) and the next lemma.
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Lemma 3.3. There is a constant C > 0 such that, for almost all
networks N in GNn,
`(N ) ≤ C n
log n
.
Proof. By Lemma 3.1, the number of networks in GNn with at least
Cn/ log n leaves is at most∑
`≥Cn/ logn
g(n, `) ≤ ncnn 32n−Cn/ logn = n(c2−C)nn 32n.
By Lemma 3.2, this upper bound is much smaller than |GNn| if C is
sufficiently large. 
4. Proofs for Tree-Child and Normal Networks
In this section, we shall prove Theorem 1.2 and part (ii) of Theo-
rem 1.5. We start with an upper bound on the number of tree-child
networks, which is an easy consequence of Lemma 3.1.
Lemma 4.1. Let c > 0 be the constant from Lemma 3.1. Then, for all
odd integers n,
|T Cn| ≤ cnn 54n.
Also, for any C > 0, the number of tree-child networks on [n] with at deleted ‘fixed’
least n/4 + Cn/ log n leaves is at most n(c2−C)nn
5
4
n.
Proof. By Corollary 2.3, a tree-child network with n vertices has
` > n/4 leaves. Thus, by Lemma 3.1, |T Cn| ≤ cnn 54n, where c is
the constant in Lemma 3.1. Further, by the same lemma, the number
of tree-child networks on [n] with at least n/4 + Cn/ log n leaves is at
most
ncnn
3
2
n− 1
4
n−Cn/ logn = n(c2−C)nn
5
4
n.

The next lemma gives the main step in the constructions we shall
use to establish a lower bound on the number of normal networks.
Lemma 4.2. For each integer k ≥ 3, let `k = 2k−2 and nk = 2k−2k+1.
There is a constant c > 0 such that, for each k, there are at least (c`k)
5`k
normal networks on vertex set [nk] with `k leaves.
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Proof. Fix an integer k ≥ 3 and write ` for `k and n for nk. Consider
the complete binary tree of depth k− 2, not embedded in the plane. It
has t = 2k−1 − 1 ≥ 1
2
n vertices, of which s = 2k−2 − 1 are non-leaves.
We claim that, for a suitable constant d1 > 0, there are at least (d1n)
1
2
n
distinct such labelled trees with vertex labels from [t].
To see this, consider the set Ω of rooted complete binary trees of
depth k − 2 on vertex set [t], and the set Ω′ of such trees which are
embedded in the plane (with the root at the top). Clearly, |Ω′| = t!.
Each tree T in Ω has exactly 2s embeddings in the plane, since at each
non-leaf we choose one edge to a child to be the left edge, and so the
other is the right edge. Hence |Ω| = t!/2s. Now, since s ≤ t and
t! ≥ (t/e)t, we have
|Ω| = t!
2s
≥
(
t
2e
)t
≥
( n
4e
) 1
2
n
.
Thus we may take d1 =
1
4e
.
Fix one of these labelled trees and call it T . The depth of a vertex
v in T is the number of edges on the path from the root to v. For all
j ∈ {0, 1, . . . , k− 2}, let Vj be the set of 2j vertices at depth j and, for
all j ∈ {1, 2, . . . , k − 2}, let Ej be the set of 2j edges joining vertices
at depth j− 1 with vertices at depth j. Within each layer Ej, we shall
carefully add 2j−1 − 1 ‘cross-edges’ and their end vertices.
Let M be the set of non-leaf vertices of T . Observe that
|M | = 1
2
(t− 1) = 2k−2 − 1 = 1
4
n+O(log n) ≈ 1
4
n.
Let pi be an ordering on M with the property that if u has depth strictly
less than that of v, then u comes before v in the ordering (that is, pi
is a linear extension of the depth partial order on M). We claim that,
for a suitable constant d2 > 0, there are at least (d2n)
1
4
n choices for pi.
To see this, observe first that for each j ∈ {3, 4, . . . , k − 2}, the
number of orderings of Vk−j is (2k−j)! ≥ (2k−j/e)2k−j . So, the log of the
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number of choices for pi is at least
k−2∑
j=3
2k−j log
(
2k
2je
)
= 2k
k−2∑
j=3
2−j
(
log(2k)− log(2je))
= 2k
(
k
k−2∑
j=3
2−j +O(1)
)
= 2k
(
1
4
k +O(1)
)
= 1
4
n log n+O(n).
Thus there is a constant d2 > 0 such that there are at least (d2n)
1
4
n
choices for pi.
Also, let λ be an ordering on the set R = [n]\[t] = {t+1, t+2, . . . , n}.
Note that
|R| = n− t = 2k−1 − 2k + 2 = 1
2
n+O(log n).
Thus, for n sufficiently large,
|R|! ≥ (|R|/e)|R| ≥ (n/6) 12n+O(logn) ≥ (n/7) 12n.
Hence there is a constant d3 > 0 such that there are at least (d3n)
1
2
n
choices for λ.
For each choice of T , pi, and λ, we shall construct a distinct normal
network on vertex set [n]. Note that, in terms of n, the number of
choices of T , pi, and λ is at least
(d1n)
1
2
n · (d2n) 14n · (d3n) 12n = (d4n) 54n
for an appropriate constant d4 > 0. Now n = 4`−O(k) = 4`−O(log `),
so, once n ≥ 3`,
(d4n)
5
4
n ≥ (3d4`) 54n = (3d4`)5`−O(log `) ≥ (d4`)5`
for ` sufficiently large. Thus, in terms of `, the number of choices of T ,
pi, and λ is at least (c`)5` for a suitable constant c > 0.
For the construction, we work through T level by level starting at
the root. For level E1, we do nothing. Now suppose that, for some
1 < j ≤ k − 2, we have reached the set Ej of edges joining vertices in
Vj−1 with vertices in Vj. Suppose that pi orders the vertices in Vj−1 as
w1, w2, . . . , ws, where s = 2
j−1. For each i = 1, 2, . . . , s− 1 in turn, we
add an edge (and its two end vertices) as follows:
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wiVj−1
Vj
Ej
ba
y
x
d c
wi+1
Figure 3. An illustration of the construction in the
proof of Lemma 4.2.
(i) Suppose that the two edges from wi to vertices in Vj are wia
and wib, where the label of a is less than that of b, and the two
edges from wi+1 to vertices in Vj are wi+1c and wi+1d, where
the label of c is less than that of d.
(ii) Let y and x be the next two unused vertices in R in the order-
ing λ. Subdivide wib with y and subdivide wi+1c with x, and
then add an edge directed from y to x. Note that y is a tree
vertex and x is a reticulation vertex.
This construction is shown in Figure 3.
We next observe some properties of the construction. Firstly, we do
not create any cycles. To see this, we may think of the y vertices in (ii)
being inserted high up (near a vertex in Vj−1) and the x vertices being
inserted low down (near a vertex in Vj), and so all directed edges slope
downwards. Secondly, for each vertex in Vj−1, at most one of the orig-
inal edges directed out of it is subdivided with a resulting reticulation
vertex. Thus this construction yields a tree-child network. In fact, it
is easy to see that it is a normal network.
Now, the construction adds
k−2∑
i=1
(2i−1 − 1) = 2k−2 − 1− (k − 2) = 2k−2 − k + 1
edges and, therefore, 2k−1 − 2k + 2 vertices. Since t = 2k−1 − 1, the
resulting network has in total
(2k−1 − 1) + (2k−1 − 2k + 2) = 2k − 2k + 1 = n
vertices, including 2k−2 leaves.
COUNTING PHYLOGENETIC NETWORKS 17
We have given a lower bound on the number of constructions. To see
that the networks constructed are all distinct, it remains to check that,
from each network N constructed, we can recover the original labelled
tree T , and the two linear orders pi and λ.
Given the normal network N , it is clear that we can ‘see’ (determine)
T as its vertices are labelled with elements in [t]. Furthermore, for
each j ∈ {2, 3, . . . , k − 2}, we can see the edges added at level Ej and
therefore determine pi on Vj−1, and thus determine pi completely. But
knowing pi means that we also know λ. This completes the proof. 
From Lemma 4.2, we may deduce corresponding results for general
numbers of leaves and general numbers of vertices in normal networks.
We first consider leaves. Recall that if a normal network has n vertices
and ` leaves, then ` > n/4.
Lemma 4.3. There is a constant c > 0 such that, for each integer
` ≥ 2, there exists n = n(`) for which there are at least (c`)5` normal
networks with ` leaves on vertex set [n(`)].
Proof. Let ` ≥ 2 be an integer. Assume for now that ` is even. By
expressing ` in binary, we see that there exist 1 ≤ m ≤ log2 ` and
k1 > k2 > · · · > km ≥ 1 such that ` =
∑m
i=1 2
ki . If ` is a power of 2,
then we are done by the last lemma, so suppose that m ≥ 2.
Now, take a binary tree with 2m−1 vertices including m leaves, and
identify the leaves with the roots ofm normal networksN1,N2, . . . ,Nm,
where Ni has `i = 2ki leaves as in the last lemma, to obtain a normal
network N with ` = ∑i `i leaves. Note that each Ni has ni = 4`i −
2ki − 3 vertices in total. Thus N has∑
i
ni +m−1 = 4`−
∑
i
(2ki+3) +m−1 = 4`−
∑
i
(2ki+2)− 1
vertices in total, and we set n(`) to be this number.
So far, we have assumed that ` is even. If ` is odd, then, as we
can always replace a leaf by a tree vertex and two leaves, we may set
n(`) = n(`− 1) + 2.
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By Lemma 4.2, it suffices now to show that
∏
i `
5`i
i ≥ (c`)5`. Let
k = k1. Then it suffices to show that∏
i
(
2ki
)5·2ki ≥ 25k`+O(`),
that is, ∑
i
ki2
ki ≥ k`+O(`).
Let I = {k1, k2, . . . , km}. Then∑
i
ki2
ki =
k∑
j=0
1{k−j ∈I}(k−j)2k−j ≥ k
∑
i
2ki − 2k
k∑
j=0
j2−j = k`+O(`),
as required. 
From the last lemma, we now deduce a result focussing on the total
number of vertices rather than on the number of leaves.
Lemma 4.4. There is a constant d > 0 such that, for each odd integer
n ≥ 3, there are at least (dn) 54n normal networks on vertex set [n].
Proof. Let n > 8 be an odd integer. Set ` =
⌊
n
4
⌋
, and apply the last
lemma. Thus there are at least (c`)5` normal networks with vertex
set [n(`)]. But n(`) ≤ 4` ≤ n, and we can always add two vertices
to a normal network (by replacing a leaf with a tree vertex and two
leaf children), so there are at least (c`)5` normal networks with vertex
set [n]. Further, since ` ≥ (n− 3)/4,
(c`)5` ≥ ((c/4)(n− 3)) 54 (n−3) ≥ (dn) 54n
for a suitable constant d > 0. 
The last lemma together with Lemma 4.1 immediately yield The-
orem 1.2. Consider part (ii) of Theorem 1.5. The second part of
Lemma 4.1, together with Corollary 2.3 and (5), now yields the re-
sults on number `(N ) of leaves and r(N ) reticulation vertices in part
(ii) of Theorem 1.5, in the following stronger form. There is a constant
C > 0 such that, for almost all networks N in T Cn and for almost all
networks N in NLn,
1
4
n− Cn/ log n < r(N ) < 1
4
n < `(N ) < 1
4
n+ Cn/ log n.
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5. Leaf-Labelled Tree-Child and Normal Networks
In this section, we prove Theorem 1.3 and part (iii) of Theorem 1.5.
First let us prove Theorem 1.3.
Consider a (labelled) network. For each vertex v, let D(v) denote
the set of strict descendants of v, that is, the set of vertices other than
v that can be reached by a directed path from v. We will need the
following observation, a consequence of results in [4].
Lemma 5.1. In a tree-child network, let v and v′ be distinct vertices.
Then D(v) 6= D(v′).
Proof. If v ∈ D(v′), then v′ 6∈ D(v) since the network is acyclic, so
D(v) 6= D(v′). Suppose v 6∈ D(v′), and consider a leaf w which can
be reached from v by a path of tree edges. Then we must have w ∈
D(v) \D(v′), and so again D(v) 6= D(v′). 
Although we do not use the result, in a normal network, distinct ver-
tices have distinct sets of leaf descendants [15].
Now consider a tree-child network, and suppose that there is a non-
trivial automorphism f which fixes each leaf. Then there is a non-leaf
vertex v which is moved under f and all of D(v) is fixed. But, as f
is an automorphism D(f(v)) = {f(w) : w ∈ D(v)} = D(v) and so, by
Lemma 5.1, f(v) = v; a contradiction. Thus a tree-child network has
no non-trivial automorphism which fixes each leaf.
Let T Cn,` be the set of networks N in T Cn in which there are `
leaves and the leaf-label set is [`]. Call two networks N and N ′ in
T Cn,` equivalent if there is an isomorphism φ from N to N ′ which fixes
all leaves (that is, φ(i) = i for each i ∈ [`]). We may identify the
equivalence classes with the leaf-labelled n-vertex networks with leaf
label set [`].
By the remarks above, each equivalence class contains exactly (n−`)!
networks. It follows that if A is a class of tree-child networks which
is closed under automorphisms (for example, the class of all tree-child
networks or the class of all normal networks), then the number of dis-
tinct leaf-labelled networks in A which have leaf label set [`] and n
vertices in total equals 1/(n − `)! times the number of networks in A
with leaf label set [`] and vertex set [n].
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With these preliminaries, we may now complete the proof of Theo-
rem 1.3.
Proof of Theorem 1.3. Consider first the upper bound. Let t˜c(`, n) de-
note the number of leaf-labelled tree-child networks on leaf-label set
[`] with n vertices in total. Let m = n − `, the number of non-leaf
vertices in such a network. Then, combining the last observation with
Lemma 3.1 and the inequality m! ≥ (m/e)m, we have
t˜c(`, n) ≤ c
nn
3
2
n−`
m!
≤ cnn 12nnm
( e
m
)m
= cnn
1
2
n
(en
m
)m
,
where c is the constant in Lemma 3.1. But if a > 0 and f(x) =
(
ea
x
)x
for x > 0, then f(x) ≤ ea. Thus ( en
m
)m ≤ en. Also, by Corollary 2.3,
we have n < 4`. Therefore
t˜c(`, n) ≤ (ce)nn 12n ≤ (ce)4`(4`)2`
assuming, as we may, that ec ≥ 1. Thus
|T˜ C`| =
∑
n<4`
t˜c(`, n) ≤ 4` · (ce)4`(4`)2` ≤ (c2`)2`
for some constant c2 > 0.
Now consider the lower bound. By Lemma 4.3, for each ` ≥ 2, there
is an n = n(`) < 4` such that the number of normal networks with
` leaves and with vertex set [n(`)] is at least (c`)5` for some positive
constant c. Hence the number of normal networks with leaf-label set
[`] and vertex set [n(`)] is at least(
n(`)
`
)−1
(c`)5` ≥ 2−4`(c`)5` ≥ (c3`)5`
for a suitable constant c3 > 0.
Each such network has at most 3` non-leaves, and so the number
of leaf-labelled normal networks with leaf label set [`] is at least this
quantity divided by (3`)!, and so is at least (c3`)
5`/(3`)3` = (c1`)
2`
where the constant c1 > 0. This completes the proof of the theorem.

Part (iii) of Theorem 1.5 immediately follows from the next lemma.
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Lemma 5.2. There is a constant C > 0 such that, for almost all leaf-
labelled networks N in T˜ C` and almost all leaf-labelled networks N in
N˜L`,
`− C `
log `
< r(N ) < 1
4
n(N ) < `.
Proof. By the inequality t˜c(`, n) ≤ (ce)nn 12n in the proof of Theorem 1.3
(with ce ≥ 1), and recalling that n < 4`, we see that, for any C > 0,
the number of leaf-labelled tree-child networks on leaf-label set [`] with
at most 4`− 4C`/ log ` vertices in total is at most
(ce)4`(4`)2`−2C`/ log ` ≤ (4(ce)22−C`)2`.
Thus, if C is sufficiently large, then, by Theorem 1.3, almost all
networks in T˜ C` and almost all networks in N˜L` have at least
4`− 4C`/ log ` vertices in total. This gives the lemma for the number
of vertices. The number of reticulation vertices follows using (5). 
6. Almost All Tree-Child Networks are Not Normal
In this section, we prove Theorem 1.4. An edge uv in a tree-child
network is a shortcut if there is a directed path from u to v with at
least two edges. The idea of the proof for (labelled) networks is that
from almost all networks N in NLn we can construct many networks
N ′ in T Cn with a unique shortcut edge; and such networks N ′ cannot
be constructed many times. Thus the set of distinct networks in T Cn
constructed is much larger than NLn. We begin with a construction
and subsequent lemma.
Let N be a normal network and let v be a reticulation vertex with
parents x and y. Both x and y must be tree vertices; for neither can be
a reticulation vertex since N is tree-child, and if say x were the root,
then there would be a path from x to y and on to v, and the edge xv
would contradict normality. Let z be the parent of y and let z′ be the
child of y other than v. Observe that v, x, y, z, z′ are all distinct, and
x 6∈ D(y) (since yv is not a shortcut). Let ab be an edge on a path P
from the root to x, such that b is a tree-vertex. Note we could have
b = x. A subtree, prune, and regraft operation (SPR) on yv and ab is
performed as follows: (prune) detach yv at y leaving the new edge zz′,
and (regraft) insert y in the middle of edge ab, so that ab is replaced
by two new edges ay and yb.
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Lemma 6.1. Consider the normal network and SPR operation on yv
and ab as described above. Let N ′ be the resulting directed graph. Then
N ′ is a tree-child network with exactly one shortcut edge, namely yv.
Proof. Observe that no multiple edges have been formed, since zz′ is
not an edge of N ; and each vertex degree is maintained. Observe also
that in N ′ there is a path Q from y to v which starts with the edge
yb, and then follows the path P to x and then to v. If N ′ has a cycle,
then it must contain the edge yv, and by replacing yv by Q we see that
there is a cycle in N ; a contradiction. Thus N ′ is acyclic.
Now let us check that N ′ is a tree-child network. When we detach
yv at y, the vertex z still has a child z′ which is either a tree vertex or a
leaf. Further, when we insert y in ab, then a still has a tree-vertex child
(namely y) and y now has a tree-vertex child (namely b). It follows
that N ′ is a tree-child network.
The pathQ shows that edge yv is a shortcut. Suppose that some edge
pq other than yv is a shortcut. Note that none of zz′, ap, and pb are
shortcuts, since their terminal vertices z′, p and b are not reticulation
vertices. Therefore pq must be an edge in N . Now there must be a
path Q′ from p to q in N ′ other than the edge pq. At least one of the
two edges zz′ and yv must be on Q′, since otherwise pq would be a
shortcut in N .
Choose such a path Q′ with as few as possible of the edges zz′ and
yv. Then yv is not on Q′; otherwise, we could replace yv by the path
Q and contradict our choice of Q′. Further, zz′ is not on Q′; otherwise,
we could replace zz′ by the two edges zy and yz′, thus realising that pq
is a shortcut in N . Hence yv is the only shortcut in N ′ and we have
established the lemma. 
Proof of Theorem 1.4(i). Let An be the set of networks in NLn which
have at least 1
5
n+2n
1
2 reticulation vertices. By Theorem 1.5(ii), almost
all networks in NLn are in An. Let Bn be the set of networks in T Cn
which contain exactly one shortcut edge.
Let N be a network in An. There are at most 4n 12 vertices at dis-
tance from the root less than 1 + 1
2
log n in N . Further, as the parents
of reticulation vertices are either tree vertices or the root, and these
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parents are all distinct, at most a third of these vertices are reticula-
tion vertices. So there are at most 4
3
n
1
2 reticulation vertices at distance
from the root less than 1 + 1
2
log n, and hence at least 1
5
n reticulation
vertices at distance from the root at least 1 + 1
2
log n in N . Let v be
such a reticulation vertex with parents x and y. Let P be a path from
the root to x. There are at least 1
2
log n edges in P . Further, x is a tree
vertex, and no two successive vertices on P are reticulation vertices.
Thus there are at least 1
4
log n edges ab in P with b a tree vertex.
By Lemma 6.1, we can construct from N , using an SPR operation,
at least
1
5
n · 2 · 1
4
log n = 1
10
n log n
distinct networks N ′; and each is in Bn. Let B′n be the resulting col-
lection of networks and let N ′ be a network in B′n. Now, N ′ has a
unique shortcut edge yv. To recreate the original network N , we need
to choose a (suitable) edge zz′ to perform the reverse SPR operation.
But the number of such edges is at most 3
2
n, so each such N ′ is con-
structed at most 3
2
n times. It follows that |An| · 110n log n ≤ |Bn| · 32n.
Now, once n is sufficiently large, |An| ≥ 12 |NLn| and so
|NLn| ≤ 2|An| ≤ (30/ log n) · |Bn| ≤ (30/ log n) · |T Cn|,
completing the proof of Theorem 1.4(i). 
To prove part (ii) of Theorem 1.4, let NLn,` denote the set of net-
works in NLn with ` leaves and let N˜Ln,` denote the set of normal
networks with n vertices and with leaf-label set [`]. Similarly, let T Cn,`
denote the set of networks in T Cn with ` leaves and let T˜ Cn,` denote the
set of tree-child networks with n vertices and with leaf-label set [`]. As
we noted before, a tree-child network has no non-trivial automorphism
which fixes each leaf. Thus
|N˜Ln,`| = |NLn,`|(n
`
)
(n− `)!
and
|T˜ Cn,`| = |T Cn,`|(n
`
)
(n− `)! ,
so, assuming T Cn,` is non-empty,
(6)
|N˜Ln,`|
|T˜ Cn,`|
=
|NLn,`|
|T Cn,`| .
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Lemma 6.2. Let n and ` be positive integers satisfying ` ≤ 3
10
n−2n 12 .
Then
|NLn,`| ≤ 8
log n
|T Cn,`|.
Proof. We may assume that NLn,` is non-empty. Let N ∈ NLn,`.
Then, by (5), the number r of reticulation vertices in N is
r =
n+ 1
2
− ` ≥ 1
5
n+ 2n
1
2 .
Now, arguing as in the proof of part (i) of Theorem 1.4 we have
|NLn,`| ≤ 15
2 log n
· |T Cn,`|.

Proof of Theorem 1.4(ii). Let n0 be sufficiently large that
3
10
n−2n 12 ≥
2
7
n for each n ≥ n0. By Theorem 1.5(iii), there is an `0 ≥ n0 such that,
for each ` ≥ `0,∣∣∣{N ∈ N˜L` : n(N ) ≥ 72`}∣∣∣ ≥ 12 ∣∣∣N˜L`∣∣∣ .
Hence, by (6) and Lemma 6.2, for each ` ≥ `0,
|N˜L`| ≤ 2
∑
n≥ 7
2
`
|N˜Ln,`|
= 2
∑
n≥ 7
2
`
|T˜ Cn,`| · |NLn,`||T Cn,`|
≤ 2
∑
n≥ 7
2
`
|T˜ Cn,`| · 8
log n
≤ 16
log n
|T˜ C`|.
This completes the proof of part (ii) of Theorem 1.4. 
7. Concluding Remarks
We have established a range of enumerative results on general, tree-
child, and normal networks. These results raise further natural ques-
tions. Let us mention three topics: improved counting, numbers of
leaves in general networks, and typical depth of networks.
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It is natural to hope for a more refined version of Theorem 1.1,
and in particular that there is a constant c1 > 0 such that |GNn| =
(c1 + o(1))
nn
3
2
n. Similarly, are there constants c2 > 0 and c3 > 0 such
that |T Cn| = (c2 + o(1))nn 54n and |NLn| = (c3 + o(1))nn 54n? Is c2 = c3?
There are corresponding questions for leaf-labelled networks.
Concerning leaves, we have seen that almost all networks in GNn
have at most O(n/ log n) leaves. Is that about the right order? Perhaps
there are far fewer leaves, and indeed perhaps it is even true that the
expected number of leaves is bounded?
The depth of a network is the maximum length (number of edges) of
a directed path, from the root to a leaf. Since our networks are binary,
the depth of an n-vertex network must be at least log n − 1. Our
constructions suggest that typical tree-child and normal networks have
small depth, and typical general networks have much greater depth.
But how large are these depths?
In the introduction, we briefly met (binary) phylogenetic trees (net-
works with no reticulation vertices), and perhaps we should again be
guided by them. Consider such a tree Tn with n vertices (n must be
odd) each of which is labeled, sampled uniformly at random. By work
of Flajolet and Odlyzko [5], Tn has expected depth ∼
√
4pin, and simi-
larly a random leaf-labeled phylogenetic tree with ` leaves has expected
depth ∼ √8pi`. (Also, the expected depth of a random vertex in Tn
is ∼ √pin [13].) In contrast, a random acyclic digraph typically has
depth Θ(n), McKay [8].
Do random tree-child and normal networks on n vertices have ex-
pected depth O(
√
n)? Is the expected depth of a general network
larger?
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