Abstract. Equations of Hamilton-Jacobi type arise in many areas of application, including the calculus of variations, control theory and differential games. The associated initial-value problems almost never have global-time classical solutions, and one must deal with suitable generalized solutions. The correct class of generalized solutions has only recently been established by the authors. This article establishes the convergence of a class of difference approximations to these solutions by obtaining explicit error estimates. Analogous results are proved by similar means for the method of vanishing viscosity.
Introduction. The main results of this paper concern the approximation of solutions of the Cauchy problem for first-order partial differential equations of Hamilton-Jacobi type. Most of the presentation here will be in the context of problems of the form j du/dt + H(Du) = 0 inR^xtO.oo), \u(x,0) = u0 (x) inR", where H G C(RN) (the continuous functions on R"), u0 G BUQR") (the bounded and uniformly continuous functions on RN), and Du = (ux,...,ux ) is the spatial gradient of u. The problem (IVP) is technically simpler than the "general case" in which the Hamiltonian H may depend on x, t and u as well as Du, and we prefer to keep the ideas clear and constants simple by dealing primarily with (IVP). (See the comments in Section 4 regarding more general equations.) Two sorts of approximations of (IVP) will be considered here-finite difference schemes and the method of vanishing viscosity. Before describing these approximations, we briefly review some basic facts concerning (IVP).
Analysis by the method of chacteristics shows that if H and u0 are smooth and u0 is compactly supported, then (IVP) will typically have a unique C2 solution u on some maximal time interval 0 < t < T for which limr T T u(x, t) exists uniformly, but this limiting function is not continuously differentiable. Thus Du " becomes discontinuous" at t = T (or "shocks form"). If one insists upon a solution of (IVP) which is defined for all / > 0, it is therefore necessary to deal with functions which are not smooth. On the other hand, it is relatively easy, in the above circumstances, to produce Lipschitz continuous functions u onRN X [0, oo) which satisfy (IVP) if the equation is understood in the "almost everywhere" sense. However, "generalized" solutions in this sense are not unique.
Recently, a way of identifying a uniquely existing solution for a class of problems which include (IVP) as a special case was given by the authors in [2] , [3] (see also [1] ). The relevant solutions of scalar nonlinear first order equations are called " viscosity solutions", and they are known to be the solutions of primary interest in many areas of application (e.g., optimization, control theory, differential games, etc.). See, e.g., [6] , [10] , [11] . The term "viscosity solutions" refers to the fact that all solutions obtained via the method of vanishing viscosity are in this class. The main properties of viscosity solutions relevant for the current work are recalled, in the context of (IVP), in Section 1.
In this paper we will approximate the viscosity solution of (IVP) by solutions of the general class of finite difference schemes introduced below. Indeed, explicit error estimates are given relating the viscosity solution of (IVP) and the solutions of these finite difference approximations. We also show, under suitable hypotheses, that if e > 0, ue is the solution of the problem jdue/dt + H(Due)-eAue = 0 in RN x(0, oo), \ue(x,0) = u0(x) inR", and u is the viscosity solution of (IVP), then \ue(x, t) -u{x, t)\ < c{e for xeR" and t > 0. This is done in Section 5. Estimates like this have also been obtained in W. H. Fleming [7] and P. L. Lions [10] by indirect arguments involving stochastic differential games.
We now describe the class of difference approximations to be considered here. For notational simplicity only, we will assume that N = 2 in most of the presentation. The corresponding definitions and results for general N will be clear from this special case, and we will not explicitly formulate them. A generic point in R2 will be denoted by (x, y), and we will write Du = (ux, uv). Given mesh sizes Ax, Ay, At > 0, the value of our numerical approximation at (x , yk, t") = (jAx, k Ay, n At) (j, k, n e Z) will be denoted by U"k. Capital letters U, V,... will denote functions on the x, y lattice A = {(xy, yk): j, k e Z} and their values at (x¡, yk) will be written Ujk,Vjk,_Thus U" represents the state of our numerical approximation at the time level n At, and it is a function on A with values U"k. The notations A* = At/Ax, A> = At/Ay, A\U^k = UJ + 1A -UJ¡k, and A't^ = Ujtk+1 -Uj¡k will be used.
The discrete approximations of (IVP) of interest here are explicit marching schemes of the form
where p, q, r, s are fixed nonnegative integers and G is a function of ( p + q + 2) ■(/■ + j + 2) variables. (At this stage we are ignoring the dependence of G on Ax, Ay and At.) To simplify notation, (1) will also be written as (2) U" + l = G(U").
We say that (1) has "differenced form" if there exists a function g such that
In order that the scheme (1), (3) be consistent with the equation u, + H(ux, u ) = 0 occurring in (IVP), we must have
When (3) holds we call g the numerical Hamiltonian of the scheme. Finally, we will say that (2) (or (3)) is monotone on [-R, R] if G(Uj_pk_r,...,UJ+q+lk+s+l) is a nondecreasing function of each argument as long as \A\ Uim\/Ax, |AV+ Ur m\/Ay < R for y-/?</< y+ <?, k-r^m^k + s+l,j-p^l'^j+q+l, k -r ^ m' =$ k + s. Roughly speaking, R will be an a priori bound on \ux\, \uv\ for the solution of (IVP).
Our main result is Theorem 1. Let H: R2 -* R be continuous and u0 be bounded and Lipschitz continuous on R2 with L as a Lipschitz constant. For Xx, A* > 0 and fixed, let the scheme (2) have differenced form, be monotone on [-(L + 1), L + 1] and be consistent with (IVP). Assume the numerical Hamiltonian g is locally Lipschitz continuous. Define U° by Uj°k = u0(Xj, yk) and then U", n = 1,2,..., by (2) . Let u be the viscosity solution o/(IVP). Then there is a constant c depending only on sup|«0|, L, g and NAt such that (5) |t^-«(w*,«A0|<c(,/Ä7) for 0 < n < N and allj, k.
The body of the paper is structured in the following way: Section 1 is devoted to a review of the properties of viscosity solutions as needed herein. Examples of difference schemes satisfying the assumptions of Theorem 1 are presented in Section 2. Theorem 1 is proved in Sections 3 and 4, with Section 3 consisting of preparatory lemmas on the mapping U -» G(U), while Section 4 contains the proof of (5). Section 4 concludes with remarks on variations of Theorem 1. The approximation of (IVP) by (IVP)e is treated in Section 5.
We bring this long introduction to a close with some remarks: First of all, some convergence results are given in S. N. Kruzkov [8] for convex Hamiltonians H, using some estimates available only in this special case. Next (see, e.g., P. L. Lions [ In this case the schemes presented here are related to those studied by M. G. Crandall and A. Majda [4] , and N. N. Kuznetsov [9] via the corresponding substitution:
We refer the reader interested in other aspects of Hamilton-Jacobi equations to M. G. Crandall and P. L. Lions [2] , P. L. Lions [10] , and M. G. Crandall, L. C.
Evans and P. L. Lions [1]. Finally we remark that, in an ongoing investigation, P. Souganidis [11] has formulated general approximation results which appear to apply alike to dimensional splitting, max-min representations, approximation by (IVP)e and numerical schemes. His arguments are related to those given herein.
1. Viscosity Solutions of (IVP). As recalled in the Introduction, one cannot solve (IVP) in a classical way on RN X (0, oo) in general, while Lipschitz continuous "generalized solutions" in the almost everywhere sense exist under mild assumptions but are not unique (examples are given, for instance, in [2] ). The resolution of these difficulties is given in [2] , the results of which imply, in a roundabout way, the theorem stated below. This theorem is proved directly in [2] for the appropriate notions for more general equations. There are also useful equivalent ways to formulate the notion of viscosity solutions [1], [2] . Among the desirable properties of the notion of viscosity solutions is its consistency with the classical concept. That is, if u is a classical (i.e., C1) solution of u, + H(Du) = 0, then it is a viscosity solution, and if u is a viscosity solution, then u,(xQ, tQ) + H(Du(x0, t0)) = 0 at any point (x0, t0) where u is differentiable.
The other information we want to recall consists of various estimates on the behavior of solutions of (IVP). To record these, for each t > 0 let 5(0: BUC(RN) -» BUQR") be the time t map associated with (IVP). That is, S(t)u0(x) = u(x, t) where u is the viscosity solution of (IVP). We also put ||/|| = supR«|/(x)| and /+ = max(/, 0). The next result follows from [2] , see also [1]. Proposition 1.1. Let H g C(RN) and 5(0 be as above; uQ, v0 G BUQR"), and t > 0. Then
(iii) infR* w0 < tH(0) + S(t)u0 <; supR* u0.
(iv) |5(0"n(* + y)~ S(t)u0(x)\ < supzeR*|u0(z +y) -u0(z)\,fory g Rn.
(v) IfL is a Lipschitz constant for u0, then it is also a Lipschitz constant for
The key point here is (i). The estimate (i) implies (ii) upon using (i) with u0 and v0 interchanged. Clearly (i) also implies 5(0"o > S(t)v0 if uQ > v0, which in turn implies (iii) since v = c -tH(Q) is a classical (and so the viscosity) solution of (IVP) with the constant initial datum c. Choosing v0 = sup w0 or inf u0 and using the orderpreserving property yields (iii). Next (iv) follows from (ii) because 5(0«o(' + JO is the solution of (IVP) for the initial datum w0(-+ y). Since (iv) shows that a modulus of continuity for u0 is also a modulus for S(t)u0(-), the first assertion of (v) is clear. The Lipschitz property in the time is easily deduced from the equation ut + H(Du) = 0 in the viscosity sense (see [2] ) or in other ways. (monotonicity in Uj\1,U,'L1). These two relations are achieved by first choosing 0 < 6 < 1/2 and then Xx sufficiently small. This scheme is analogous to the Lax-Friedrichs scheme for conservation laws; see [4] .
In a similar way, the schemes The numerical Hamiltonian is now
and thus (2.5) is consistent. Remarking that g(a, ß) may be written as g(a, ß) = H(ß A a0) + H(a V a0) -H{a0), where "A" and "V" denote "maximum" and "minimum", it is clear that g is locally Lipschitz if H is locally Lipschitz. Finally, one checks that (2.5) is monotone on [-R, +R] if 1 -\x\H'(a)\ > 0 for \a\ < R. In fact, all the above examples are merely adaptations to Hamilton-Jacobi equations of well-known schemes for conservation laws via the remarks in the Introduction. As explained in, e.g., M. G. Crandall and A. Majda [4] , there is a class of schemes for the conservation law v, + (H(v))x = 0, called "monotone, in conservation form" with the following structure: Vj"+l = V" -XxAx+g(V"_p,..., V"+q) -now the function g is called the "numerical flux". Consistency then means, as before, g(a,... ,a) = H(a) and monotonicity means that the map (V -> V" + l) is a nondecreasing function of each V". Then we may write the corresponding scheme for the approximation of (IVP),
which is in differenced form and consistent. Next, if N > 1, the relation between (IVP) and conservation laws disappears. For N = 2 (to simplify, as always) we mention the analogue of the Lax-Friedrichs scheme, i.e. 4. Proof of Theorem 1. The proof of Theorem 1 given here is related to the proof of uniqueness of viscosity solutions of (IVP) presented in [1] and it also involves estimates introduced in [2] . Throughout this section we will assume the hypotheses and notation of Theorem 1. In addition, we will at first assume that (u(x,y,t)-*0 as\x\ + \y\-* co, \Uj"k^0 as 1/1 +1*|-»oo hold uniformly for bounded t, n At ^ 0. This assumption allows a simplified presentation and is easily relaxed later. Moreover, (4.1) holds if m0 -» 0 as |x| + \y\ -* oo.
It will be convenient to define and then produce an upper bound on o. In exactly the same way, if inf(«(x7, yk, n At) -U"k) = -a < 0, we could estimate a and the conjunction of these estimates bounds (m(x7, yk, n At) -U"k).
We are going to define a function i¡>: Q x QJ -» R which is a principal ingredient in the proof. This function depends on a and T above as well as 
.7) *(*> t, r,, î) = n({, t)-Uj%--^(t + s) +(5M + |)ft(í -i,, t -s),
where (r¡,s) = (xj, yk, n At) and&(¿, t) = ¿8(£/e, i/e).
We remark that (4.6) guarantees In what follows we will put (4.12) e = (Ax + Ay + At)l/4 = (Xx + Xy + l)1/4(Ar)1/4, although we will not use this relation except at certain points in the argument.
There are now several cases to be considered. These are: t0, s0 > 0; t0 > 0, j0 = 0; and t0 = 0, s0 > 0. We begin with the case t0, s0> 0. The analogous estimate on the discrete side requires more work. Let Clearly, the difference between (4.17) and -(53/ + a/2)D1ße(H0 -tj0, t0 -s0), where Dx denotes differentiation in the first spatial argument, is estimated in the form const e"2(Ax + Ay + AO, where the constant involves bounds on the second derivative of ß but is independent of e. Invoking (4.12), we find these errors to be at most is maximized over [0, 7] at r0 > 0, so for small h > 0
where the last inequality is from Proposition l.l(v). The inequality (ii) follows at once. If also T > t0, then one makes the two-sided estimate in the obvious way. Now we return to (4.16). In this expression we replace each difference in the arguments of g by the corresponding derivative of -(53/ + o/2)ße(i--r/0, t0 -s0) at £ = £0> thereby creating errors we can estimate-using the locally Lipschitz property of g-by multiples of (Ax + Ay + At)e'2. Then we use the consistency of the numerical Hamiltonian g with H to conclude that° Ax + Ay + Ai "«a e2
(with a new constant C). We again invoke (4.12) so that this becomes a < C(Ax + Ay + At)l/2 = C(XX + A" + lf/2(At)l/2, which establishes the desired estimate. We turn to the cases in which one of i0 or s0 is 0. In these cases we do not need to use the information that m is a solution or the detailed properties of G. We rely on (4.11) and simple considerations of continuity. However, we will restrict ß to satisfy Analyzing this inequality, we conclude that i0 < const(e2 + At). Using this in the estimate on a above yields a < const(e2 + Ai), and again e = (Ax + Aj + A01/4 yields a < const(Ax + Ay + At)l/2.
Proof of the General Case. The remaining step is to remove the restriction (4.1). There are two possible ways to do this. We may, for example, follow the uniqueness proof in [1] and replace \p by
• -* + 2«f({,/, n, *), where S > 0, £ -£(£ + £0, t + t0, y + yQ, s + s0) and f g C0°°(R2 X R X R2 X R), 0 < f < 1, f(0) = 1 and (£0, i0> iJo> so) is a point such that
Then adapting the above proof, one reaches the desired conclusion. (See also [11] .) Another argument makes use of the hyperbolic nature of the problem, namely the finite speed of propagation. Observe that, without loss of generality, we may assume H(Q) = 0 (replace u(x, t) by u(x, t) + tH(0), H by H -H(0), g by g -//(O), U" by U" + n At). In the statement of the next result, which was proved in [2] , we use the notation B(x, R) for the closed ball in R^ with center x and radius R and put BR = 5(0, R). On the other hand, it is clear from the definitions that if U, k = V}, k for \j -j0\ < R, \k -*0| < Ä (Ä G N), then U¿k = V?k for \j-Jo\ < R -' Kn, \k-k0\^R-Kn with K = max(p, r, q + 1, s + 1). Thus if m0 = v0 in 5(|0, R) and £0 = (x0, y0), and if U", V" are the discrete approximations generated by our scheme, we see that Uj"k = Vj"k for/, k satisfying \j -x0/Ax| < R/Ax -2-Kn, \k -y0/Ay\ < R/Ay -2 -Kn,
i.e.,
[/Ax -x0| < (R -2 Ax) \kAy -y0\ < (R -2 Ay)
It is then easy to conclude the argument by remarking that, uniformly in z0 g R2, we may find R large enough and a Lipschitz continuous v0 with compact support such that: m0 = v0onB(z0, R); (S(t)u0)(z) = (S(t)v0)(z) for|z -z0| < 1,0 < t < T; and U"k = V"k for |0'Ax, kAy) -z0| < 1, 0 < n «s N. Applying the result already proved (as we may, since V", S(t)v0 also have compact support), Theorem 1 is proved.
We pause to comment on a few of the possible extensions of the preceding results. First of all, it is straightforward to treat more general Hamiltonians H(x, t, u, Du). is consistent if g(x, t, a,.. .,a) = H(x, t, a) and monotone if Uj"+l is a nondecreasing function of U"_p,..., U"+q+l. If the numerical Hamiltonian is also Lipschitz continuous on bounded sets of R X [0, T] X Rp+q+1, we can again estimate U" -u(Xj, tn) by a multiple of (A01/2 if u0 is Lipschitz continuous. (The simple Propositions 1.1 and 3.1 need to be appropriately generalized. See [11] .) Next, we could discuss the corresponding stationary problem u + H(Du) = f(x) in R^ as well as boundary value problems (see [9] ), but we will not formulate any precise results here. It is also clear that implicit approximations can be handled equally well.
We conclude this section with some final remarks in the context of the equation m, + H(Du) = 0 (which apply to its generalizations as well). If one reexamines the above proofs under the assumption that H and g are globally Lipschitz continuous, one sees that the estimate on U"k -u(Xj, yk,n At) depends on m0 through its Lipschitz constant L = L(u0) (provided that m0 is kept bounded) in the form |%-«(*,,^,«Af)|<C(L2(A01/2) (where we assume L is not small and At is not large). Using this fact and the nonexpansive nature of S(t) (Proposition l.l(ii)) and G (Proposition 3.1(iii)), we -^(nAt), -é(«A<). This allows us to conclude the convergence of the numerical scheme for general m0 g BUC(RW) with an error estimate. For example, if m0 is Holder continuous with exponent a, we can choose v0 above so that the error is at most const(AOa/<2(2~a>). As before,we will consider the cases t0, sQ > 0; t0 = 0, s0 > 0; and t0 ^ 0, i0 = 0 separately. Before doing so, we review a few properties of ue. We have the elementary estimates (5.6) |me|<3/, \Duc\^\\Du0\\Loo(Rn) inR^XÍO, oo) (see, e.g., [2] , [10] ). Therefore H(Due) is bounded independently of e. The following lemma will then allow us to estimate the modulus of continuity in time of uc in the form (5.7) |me(x, t) -wE(x, s)\ < ÄVe |r -s\1/2 + K\t -s\.
Lemma 5.2. Let v g C2'\Rn X (0, oo)) n Wl-ca{RN X [0, oo)) satisfy \vt -e Au| < K0 in RN X (0, oo ). Then there is a constant K depending only on K0 and supí>0 ||Dí;||l=c(Ra') such that \v(x, t) -v(x,s)\^ K(]fe\t -s\l/2 +\t -s\) for x G R* t, s > 0.
Proof. Let p G C00^) be a standard mollifier supported in the unit ball and satisfying jp(x) dx = 1. Put va = pa * v. Clearly \vttt -e Ava\ < K0 in R^. where AT is independent of a. This implies that s0 < K(el/3,a4/î + a2). Now 53/ + a < ^(x0,0, y0,s0) < 53/ + a/2 + /a*2 + Kjë fa + Ks0.
Using the previous estimate and letting a = eI/4, we conclude that a < Kel/2. The final case, s0 > 0, f0 > 0, uses the equations satisfied by u and me. From the fact that m is Lipschitz continuous in x and t we deduce that \Dxßa(x0-y0,t0 -s0)\, \D,ßa(x0-y0,t0-s0)\ are bounded, where Dx, D, refer to the derivatives of ßa(x, t). This implies (5.8) \x0-y0\,\t0-s0\^Ka2.
Using that m is a viscosity solution, we have +#(-(53/ + a/2)(DJa)(x0 -y0, t0 -sQ)) < 0.
