Abstract-From the Paley-Wiener 1/4-theorem, the finite energy signal f (t) can be reconstructed from its irregularly sampled values f (k + k ) if f (t) is band-limited and sup k j k j < 1=4. We consider the signals in wavelet subspaces and wish to recover the signals from its irregular samples by using scaling functions. Then the way to estimate the upper bound of sup k j k j such that the irregularly sampled signals can be recovered is very important. Following the work done by Liu and Walter, we present an algorithm which can estimate a proper upper bound of sup k j k j. Compared to Paley-Wiener 1/4-theorem, this theorem can relax the upper bound for sampling in some wavelet subspaces.
I. INTRODUCTION

F
OR a finite-energy -band continuous signal , i.e., and , the classical Shannon Sampling Theorem gives the following reconstruction formula: (1) where and is the Fourier transform of defined by Unfortunately it is not appropriate for nonbandlimited signals. However, if we let , the problem can be viewed as that of sampling in a wavelet subspace, with playing the role of scaling function of Multi-Resolution Analysis (MRA) . Realizing these properties, Walter [16] extended (1) such that it holds for a class of scaling functions. Let be a continuous orthonormal scaling function of MRA such that for some . Walter [16] showed that there is a sequence in such that and (2) holds for any . However, in many cases the sampling is not always at the same step. How should irregular sampling cases be dealt with?
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Paley-Wiener's 1/4-Theorem (see [18, p. 151] ) states that, if and then (3) holds for any (Paley-Wiener Space), where
But it cannot deal well with nonbandlimited signals, and sampling with the symmetricity constraint is also restrictive. Following Walter's [16] work, Liu and Walter [11] tried to extend Paley-Wiener's 1/4-Theorem to hold for the sampling in a class of orthonormal wavelet subspaces without the symmetric sampling constraint . But they could not claim that there is a sequence such that a similar to (3) reconstruction formula holds when . Then Liu [10] turned to deal with the special case, spline wavelets, by applying the Feichtinger-Grochenig Iterative Algorithm (see [7] ). Chen, Itoh, and Shiki [2] obtained a recovering formula for sampling in general wavelet subspaces, but they were led to an -bound on . In fact, they cannot yet estimate the aforementioned .
In this paper, we can estimate an -bound for , which enables a reconstruction formula similar to (3) Furthermore, the theorems are modified to be appropriate for the shift sampling case by using Zak-transform (see [9] ). Later, we also calculate some examples and indicate that can be bigger than for the sampling in B-spline of order wavelet subspace. Let us now introduce MRA (Multi-Resolution Analysis) which was mentioned above. (For more details see [13] , [14] , or any book on wavelets such as [1] , [15] , and [17] Hence, there is a sequence in biorthogonal to , such that (10) holds for any , i.e., (4) holds for any due to Lemma 1.
In order to show (9), let (11) where (11) is due to the orthonormality of . Denote then and (12) But (13) where (13) is due to the index transform and . In the meantime, the assumption for some and the continuity of imply that the series converges uniformly with respect to on , and is uniformly bounded with respect to . Hence,
and (15) The above argument implies that there really exists some , such that for any (16) That is,
From (12), (13), and (17), we derive Then, due to (8), we conclude that (9) holds. The theorem tells us that there really exist some , such that an irregularly sampled signal with deviation within some interval can be reconstructed. However, we also need to know how big the can be, so that we can design a sampling satisfying the criterion for a concrete signal. Therefore, we should find some algorithm to estimate the from the scaling function . We need at first to introduce a function class , , and to give some simple propositions of that function class, then present the algorithm.
Definition 1:
if there is a constant such that for any (18) We also write 
Referring to the proof of Theorem 2 and 2) of Remark 1, we only need
It seems that we can establish an algorithm for general wavelet subspaces by orthonormalizing the scaling function (refer to [1] , [15] , and [17] ), i.e., taking such as . But obtaining and calculating from involves convolution or the fast Fourier transform (FFT) to be undertaken twice. This is inconvenient, so we should find other proper ways to estimate directly. First, we extend the theorem and algorithm to those for the sampling in biorthogonal wavelet subspaces, then we deduce the results for the sampling in general of wavelet subspaces. (4) holds. We need two lemmas for the proof of the theorem. Equations (49) and (50) imply that we only need This is exactly implied by (48). Now following the results for biorthogonal wavelet subspaces, we can show an irregular sampling theorem and provide an algorithm for the sampling in general wavelet subspaces. In order to show the theorem, we need two lemmas. Proof: Referring to Lemma 2, it is easy to show that is a Riesz basis in . Since is biorthogonal to , we have due to the uniqueness of (see [5] , [9] , and [17] ). Let Then due to (see [12] and [15] ) (52) Equation (52) implies . Of course, we also have . Let
III. IRREGULAR SAMPLING THEOREM AND ALGORITHM FOR BIORTHOGONAL WAVELET SUBSPACES
Theorem 3: Suppose is a biorthogonal continuous scaling function pair of the MRA pair (with ), which satisfies 1) , and for some , 2) . Then there exists a , such that for any , there is a sequence biorthogonal to in such that
IV. IRREGULAR SAMPLING THEOREM AND ALGORITHM FOR GENERAL WAVELET SUBSPACES
Since and are continuous (refer to the proof of Lemma 5), we have due to Wiener-Lévy Theorem (see [6] Equation (59) implies (see [6] ). For the same reason, (52) implies that holds. Therefore, It means (of course, ). Now we are to calculate (58):
The continuity of follows because uniformly converges with respect to on any closed interval .
Proof of Theorem:
Following Lemma 4, we know that is a biorthogonal scaling function pair of the MRA pair
. Following Lemma 5, we derive that is continuous. By the way, we have In the meantime, holds. Now we can apply Theorem 3 to the biorthogonal pair to conclude the proof.
Based on the theorem, we can provide an algorithm for the sampling in general wavelet subspaces by generalizing Theorem 4. 
and (66) we have the theorem by calculating (61).
The following corollary is easily shown by referring to the proof of Corollary 2. (68) where is the characteristic function of the interval for . Then when . So we should find a proper way to solve it. This is the main purpose of this section.
Suppose the scaling function satisfies for some . Then, for , we can define the Zak-transform of (see [8] , [9] , and [17] ) as (69)
For the above B-spline of order scaling function , we find . This implies that we can improve our above-mentioned algorithms by sampling at instead of for some with . First, we modify the theorem and algorithm for sampling in biorthogonal wavelet subspaces, then we deduce the modified results for that in general wavelet subspaces. Since the procedure is similar to the former sections except that takes the place of , here we will not show it in detail. Now we only display the three results without proofs. 
