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Distributive laws in derived bracket construction and
homotopy theory of derived bracket Leibniz algebras
K. UCHINO
1 Introduction
Leibniz algebras introduced by Jean-Louis Loday are by definition vector spaces equipped
with binary bracket products [., .] satisfying the Leibniz identity.
[x1, [x2, x3]] = [[x1, x2], x3] + [x2, [x1, x3]].
Leibniz algebras arise in many areas of mathematics, in particular, in derived bracket
construction (cf. Y. Kosmann-Schwarzbach [5].) Let (g, (., .), d) be a differential graded
(dg) Lie algebra with a Lie bracket (., .) of degree 0 and a differential d of degree +1. One
can define on g a new bracket product by
[x1, x2] := (dx1, x2),
which is called a binary derived bracket or derived bracket for short. The derived bracket
is an odd Leibniz bracket, namely, it satisfies an odd version of the Leibniz identity (see
eq. (3) below.) Derived brackets are used in (Poisson-)geometry and in theoretical physics
to formulate various bracket formalisms (see [6] for the details.)
The main aim of this note is to study an operadic and an algebraic homology theory of
derived bracket Leibniz algebras. The Lie algebra with the derived bracket (g, (., .), [., .])
satisfies the following two conditions.
[x1, (x2, x3)] = ([x1, x2], x3) + (x2, [x1, x3]), (1)
[(x1, x2), x3] = ([x1, x2], x3)− ([x2, x1], x3), (2)
where |x1| = |x2| = |x3| = 0. It will be proved that {(1), (2)} is the minimal condition
that the derived bracket satisfies (except the Leibniz identity.) We here consider a new
type of algebra; Lie-Leibniz algebras are by definition even Lie algebras equipped with
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odd Leibniz brackets satisfying (1) and (2). We should remark that Leibniz brackets of
Lie-Leibniz algebras are not necessarily derived brackets. The notion of Lie-Leibniz alge-
bra is considered to be an abstraction of the derived bracket construction.
Our first task is to study the operad of Lie-Leibniz algebras, which is denoted by
LL. It is not easy to study Lie-Leibniz algebras without help of algebraic operad the-
ory (cf. Loday-Vallette [10].) The operad LL is a binary quadratic operad generated
by Lie(2) ⊕ sLeib(2). Here Lie is the operad of Lie algebras, Leib is the one of Leibniz
algebras and sLeib is the odd version of Leib. The quadratic relation of LL is the Jacobi
identity, the odd Leibniz identity and {(1), (2)} (see (12)-(15) below.) We will prove that
{(1), (2)} is a distributive law in the sense of M. Markl [11] and J. Beck [2]. This implies
that the operad LL is Koszul.
The second task is to study the bar construction of Lie-Leibniz algebras. Since LL is
Koszul, the strong homotopy (sh) Lie-Leibniz operad LL∞ is well-defined as the quasi-
free resolution over LL. Therefore, the notion of LL∞-algebra or sh Lie-Leibniz algebra
is defined as a representation of LL∞. We will study two interesting subclasses of sh
Lie-Leibniz algebras. One is sh Leibniz algebras equipped with invariant 2-forms
(or Lie brackets) and the other is a derived homotopy construction of sh Lie alge-
bra. The former naturally arises in higher geometry and the latter provides a new type
of derived bracket construction.
This paper is organized as follows.
Section 2 is Preliminaries. We will recall odd Leibniz algebras, classical derived bracket
construction, algebraic operads, operadic version of derived bracket construction and dis-
tributive law.
In Section 3.1, we will define the notion of Lie-Leibniz algebra and observe some exam-
ples, i.e., invariant Lie algebras, Courant algebroids and omni-Lie algebras. In 3.2, we
will study the operad LL and prove that {(1), (2)} is a distributive law. The distributive
law implies that LL is decomposed into
LL ∼= Lie⊙ sLeib,
where ⊙ is a certain monoidal structure (defined in Section 2.) It is known that if two
Koszul operads are unified via a distributive law, then the induced operad is also Koszul.
In the case of LL, Lie and sLeib are both Koszul. Hence LL is also so.
In Section 4, we will compute the Koszul dual operad of LL. The result of this section
will be used in Sections 5 to construct the bar complex of a Lie-Leibniz algebra.
In Section 5, we will practice the bar construction of LL-algebra along the canonical
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method developed in Ginzburg-Kapranov [4].
In Section 6, as an application of Section 5, we will introduce the notion of strong homo-
topy Lie-Leibniz algebra and prove some new results related with sh Lie and sh Leibniz
algebras.
Acknowledgement. The author is grateful to Professor Jean-Louis Loday for his helpful
comments and kind advice.
2 Preliminaries
Through the paper, all algebraic objects are assumed to be defined over a fixed field K of
characteristic zero and graded linear algebra depends on Koszul sign convention. Namely,
the transposition of tensor product satisfies o1⊗ o2 ∼= (−1)
|o1||o2|o2⊗ o1, for any object oi,
where |oi| is the degree of oi, i ∈ {1, 2}. We denote by s the degree shifting operator of
degree +1, for instance, |so| := |o|+ 1. The degree of the inverse of s, s−1, is −1.
2.1 Classical derived bracket construction
Leibniz algebras (or called Loday algebras) are by definition vector spaces g equipped
with binary bracket products [., .] satisfying the Leibniz identity,
[x1, [x2, x3]] = [[x1, x2], x3] + [x2, [x1, x3]],
where x1, x2, x3 ∈ g. If the bracket is anti-commutative, then it is a Lie bracket.
Definition 2.1 (odd Leibniz algebras). Let (g, [., .]) be a graded space with a binary bracket
of degree +1. The pair (g, [., .]) is called a Leibniz algebra of degree +1, if the identity
below is satisfied,
(−1)|x1|[x1, [x2, x3]] + [[x1, x2], x3] + (−1)
|x1||x2|+|x2|[x2, [x1, x3]] = 0, (3)
which is the odd version of the Leibniz identity above.
If [x1, x2] is an odd Leibniz bracket, then the redefined bracket [x1, x2]
′ := (−1)|x1|[x1, x2]
satisfies the classical formula,
[x1, [x2, x3]
′]′ = [[x1, x2]
′, x3]
′ + (−1)(|x1|+1)(|x2|+1)[x2, [x1, x3]
′]′. (4)
If [., , ]0 is an even Leibniz bracket defined on g, then s[., .]0(s
−1 ⊗ s−1) : sg ⊗ sg → sg is
an odd Leibniz bracket on the shifted space sg. Because |s| := +1,
[sx1, sx2] := s[., .]0(s
−1 ⊗ s−1)(sx1, sx2) = (−1)
|x1|+1s[x1, x2]0.
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Remark 2.2. Odd Lie algebras are by definition vector spaces with commutative products
(., .) of degree odd satisfying the odd Leibniz identity above. The odd Lie bracket is graded
commutative, that is, (x1, x2) = (−1)
|x1||x2|(x2, x1). If (., .)0 is an even Lie bracket, then
s−1(., .)0(s⊗ s) is an odd Lie bracket.
Let (g, (·, ·), d) be a dg Lie algebra with a Lie bracket (·, ·) of degree 0 and a differential
d of degree +1. Define a new bracket [., .] by
[x1, x2] := (dx1, x2), (5)
where x1, x2 ∈ g. This bracket is called a binary derived bracket of the Lie bracket.
It is easy to check that the derived bracket satisfies the odd Leibniz identity.
Remark 2.3 (original formula [5]). If we put [x1, x2]
′ := (−1)|x1|(dx1, x2), then this
bracket satisfies (4). We will use (5) as the definition of derived bracket, because it is
compatible with an operadic derived bracket in Section 2.3.
Remark 2.4 (bracket degree [5]). If the degree of the Lie bracket (., .) is b, then the
derived bracket is defined as
[x1, x2] := (−1)
|b|(dx1, x2).
In the case of the binary derived bracket, one can forget the sign (−1)|b|, even if b = odd.
However, in the case of homotopy derived brackets introduced in Section 6.2, the sign
associated with the bracket degree is important and essential.
2.2 Algebraic operads ([10])
Let Sn be the nth symmetric group and let P(n) an Sn-module
1. A collection of P(n),
P := (P(1),P(2), ...), is called an S-module. Given an S-module P, one can define a
functor (so-called Schur functor) as follows.
FPV :=
⊕
n≥1
P(n)⊗Sn V
⊗n,
where V is a K-vector space and ⊗Sn := ⊗KSn . In the category of S-modules, a tensor
product, which is denoted by ⊙, is defined by
Definition 2.5. P ⊙Q ⇐⇒ FP⊙Q ∼= FPFQ.
1more correctly, the group ring KSn-module.
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We consider a special S-module, I := (K, 0, 0, ...). It is easy to check that
P ⊙ I ∼= P ∼= I ⊙ P,
namely, I is the unite element with respect to the tensor product.
Definition 2.6. Operads are by definition unital associative monoids in the category of
S-modules. Namely, an operad is an S-module P equipped with a binary product γ :
P ⊙ P → P and a unite map ι : I → P satisfying unital associative law.
The notion of operad morphism is defined as a morphism of unital monoid in the
category of S-modules.
It is well-known that γ : P ⊙ P → P is decomposed into partial products γ =
(◦1, ◦2, ...), where ◦i is a binary map such that
◦i : P(m)⊗ P(n)→ P(n +m− 1),
where 1 ≤ i ≤ m. If f ∈ P(m), then f is regarded as a formal multiplication of arity m
and f is expressed as f = f(1, 2, ..., m). The numbers, 1, 2, ..., m, are called the labels of
the leaves of f . For any g = g(1, ..., n) ∈ P(n), the operad structure f ◦i g is defined as
an insertion of g in f at the ith-leaf,
(f ◦i g)(1, ..., m+ n− 1) := f(1, ..., i− 1, g(i, ..., i+ n− 1), ..., m+ n− 1),
for each 1 ≤ i ≤ m.
Example 2.7 (End operad). Let V be a vector space. Then the collection of EndV (n) :=
HomK(V
⊗n, V ) becomes an operad, which is called an endomorphism operad.
Definition 2.8 (operad algebras). Let P be an operad. P-algebras are by definition vector
spaces V equipped with operad morphisms P → EndV .
The morphism P → EndV in above definition is called a representation of P. The
notion of algebra (e.g. associative, Lie, Leibniz,...) is defined as a representation of operad.
Definition 2.9. The free operad over an S-module is the free associative monoid in the
category of S-modules and the free operad over P is denoted by T P.
Definition 2.10. Let E = E(2) be a special S-module such that E(n 6= 2) = 0. A binary
quadratic operad over E with R is by definition
P := T E/(R),
where R is a sub S-module of (T E)(3) and (R) is the ideal generated by R. By definition
P(1) := K. The generator of the ideal, R, is called a quadratic relation of P.
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Since T E is the free operad over E, T E is generated by E with γ = (◦i). For example,
T E(3) =< e ◦1 e
′, e ◦2 e
′ | e, e′ ∈ E > .
If P is a binary quadratic (bq, for short) operad generated by E with R, then P(2) = E
obviously. Elements of P(2) are regarded as formal binary products, which are denoted
by 1∗2, 1 ·2, (1, 2), [1, 2] and so on. The structure of bq operad is completely determined
by E and R. Hence we sometimes denote by P = (E,R) the bq operad.
We recall fundamental examples of binary quadratic operads.
Example 2.11 ([4]). The commutative associative operad is
Com := T (1 · 2)/(RCom),
where 1 · 2 = 2 · 1 is a formal commutative product and RCom is the space generated by the
associative law,
(1 · 2) · 3− 1 · (2 · 3) ≡ 0,
where (1 · 2) · 3 := (1 · 2) ◦1 (1 · 2) and 1 · (2 · 3) := (1 · 2) ◦2 (1 · 2).
Example 2.12 ([4]). The Lie operad is
Lie := T
(
(1, 2)
)
/(RLie),
where (1, 2) = −(2, 1) is a formal Lie bracket and RLie is the Jacobi identity,
((1, 2), 3) + ((3, 1), 2) + ((2, 3), 1) ≡ 0.
Roughly speaking, operads are abstract algebras without variables.
It is easy to see that for each n,
Com(n) =< 1 · 2 · ... · n >∼= K.
If we put 1⊗ 1 := 1 · 2, then Com(n) = 1⊗ · · · ⊗ 1 = 1⊗n. We will use this expression of
Com in the next section.
Lemma 2.13. dimLie(n) ∼= (n− 1)! for each n.
Proof. An arbitrary Lie bracket is expressed as a linear combination of the right normed
brackets (σ1, ..., (σn−2, (σn−1, n))), where σ ∈ Sn−1.
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Example 2.14 ([9]). The Leibniz or Loday operad is
Leib := T ([1, 2], [2, 1])/(RLeib),
where [1, 2] is a formal Leibniz bracket, [2, 1] is the transposition of [1, 2] and RLeib is the
even Leibniz identity,
[1, [2, 3]]− [[1, 2], 3]− [2, [1, 3]] ≡ 0.
Because [σ1, ..., [σn−2, [σn−1, σn]]] is the base of Leib(n),
Lemma 2.15 ([9]). dimLeib(n) = n for each n.
Example 2.16 (Zinbiel operad [17]). The Zinbiel operad is defined by
Zinb := T (1 ∗ 2, 2 ∗ 1)/(RZinb),
where 1 ∗ 2 is a noncommutative product and 2 ∗ 1 is the transposition of 1 ∗ 2. The
quadratic relation of Zinb is
1 ∗ (2 ∗ 3)− (1 ∗ 2) ∗ 3− (2 ∗ 1) ∗ 3 ≡ 0.
We will use this operad in Section 4.
We recall differential graded operads.
Definition 2.17. A dg operad is an operad P such that for each n, (P(n), d) is a complex
and the differential d is a derivation with respect to the operad structure.
We denote by s (bold-faced) an operadic degree shifting operator. If P = (P(n)) is
an operad, sP is the shift of P such that
(sP)(n) ∼= s−1 ⊗ P(n)⊗ s⊗n,
where the degrees of s and s−1 (the inverse of s) are respectively +1 and −1. Hence
(sP)(n) is isomorphic to sn−1P(n) ⊗ sgnn, where sgnn is the sign representation of a
symmetric group Sn. The inverse of s, s
−1P, is also defined by the same manner.
2.3 Operadic derived brackets
We recall the universal version of binary derived bracket construction introduced in [14].
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Definition 2.18 (Chapoton [3]). The permutation operad, Perm, is a binary quadratic
operad over (1 ⋄ 2, 2 ⋄ 1) with the quadratic relation,
(1 ⋄ 2) ⋄ 3 = (2 ⋄ 1) ⋄ 3 = 1 ⋄ (2 ⋄ 3).
We will observe that the operad Perm can be constructed by using the commutative
operad Com with a formal differential d. Consider the free operad T (d, 1 ⊗ 1) over an
S-module (d, 1 ⊗ 1), where d is a 1-ary operator of degree +1 and 1 ⊗ 1(:= 1 · 2) is the
binary commutative product.
Definition 2.19.
O := T (d, 1⊗ 1)/(RO),
where RO is a quadratic relation generated by
dd = 0,
d(1⊗ 1)− d⊗ 1− 1⊗ d = 0,
(1⊗ 1)⊗ 1− 1⊗ (1⊗ 1) = 0. (6)
Here (6) is the associative law.
The operad O naturally becomes a graded operad, O = (Oi), whose degree is defined
as the number of d. Obviously, O0 ∼= Com and On+1(n) = 0 for each n.
Lemma 2.20. (On−1(n)) ∼= sPerm.
Proof. (sketch) It is easy to prove that (On−1(n)) is a suboperad of O. Up to degree,
1 ⋄ 2 ∼= d⊗ 1 and 2 ⋄ 1 ∼= 1⊗ d. From the property of differential, (On−1(n)) satisfies
d⊗ d⊗ 1 = −(d⊗ 1) ◦1 (d⊗ 1) = (d⊗ 1) ◦1 (1⊗ d) = (d⊗ 1) ◦2 (d⊗ 1),
which is the quadratic relation of sPerm.
The binary bracket of Lie ⊗ sPerm := (Lie(n) ⊗ Perm(n)) is regarded as a derived
bracket.
(d1, 2) ∼= (1, 2)⊗ (d⊗ 1),
(1, d2) ∼= (1, 2)⊗ (1⊗ d).
Hence (1, 2)⊗ (d⊗ 1) is an odd Leibniz bracket, in fact,
Proposition 2.21 ([3] see also [15] or [14]). sLeib ∼= Lie⊗ sPerm.
The classical derived bracket construction is considered to be a representation of this
operadic identity. In Section 3, we will introduce a generalization of above proposition.
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2.4 Distributive laws
In this section, we recall the notion of operadic distributive law introduced in [11]. Let
P := (EP , RP) and Q := (EQ, RQ) be any bq operads. We consider a linear map,
δ : Q(2) ◦ P(2)⇒ P(2) ◦ Q(2), (7)
where Q(2) ◦ P(2) :=< q ◦i p | q ∈ Q(2), p ∈ P(2), i ∈ {1, 2} > and P(2) ◦ Q(2) is also
defined by the same manner. Let ∆ :=< x− δ(x) > be the graph of the map and let PQ
a new bq operad defined as follows.
PQ := (EP ⊕EQ, RP ⊕∆⊕RQ).
We assume that the degree of EQ is +1. Then PQ becomes a graded operad, in particular,
PQ(4) = PQ0(4)⊕ PQ1(4)⊕PQ2(4)⊕PQ3(4).
It is easy to see that PQ0(4) ∼= P(4) and PQ3(4) ∼= Q(4). The map δ or the relation ∆
is called a distributive law, if the following identity naturally holds.
(P ⊙Q)(4) ∼= PQ1(4)⊕ PQ2(4), (8)
where P := (P(2),P(3)). There exists a natural epimorphism,
epi : (P ⊙Q)(4)→ PQ1(4)⊕ PQ2(4), (9)
which is induced from the universality of the tensor product ⊙. Hence (8) is equivalent
to that (9) is mono. If (8) holds, then PQ is globally decomposed into P ⊙Q.
Example 2.22. Let P = Com be the commutative associative operad and let Q = Lie
the Lie operad. Then the derivation condition below is a distributive law.
Lie(2) ◦ Com(2) ⇒ Com(2) ◦ Lie(2),
[1, 2 · 3] ⇒ [1, 2] · 3 + 2 · [1, 3].
The induced operad Com⊙ Lie(=: Poiss) is the Poisson operad.
3 Lie-Leibniz algebras
3.1 Definition and Examples
Definition 3.1. Let g be a space with a Lie bracket (., .) of degree 0 and a Leibniz bracket
[., .] of degree +1. We call the triple (g, (., .), [., .]) a Lie-Leibniz algebra of bidegree
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(0, 1), if the following two relations are satisfied,
[x1, (x2, x3)] = ([x1, x2], x3) + (−1)
(|x1|+1)|x2|(x2, [x1, x3]), (10)
[(x1, x2), x3] = ([x1, x2], x3)− (−1)
|x1||x2|([x2, x1], x3), (11)
where x1, x2, x3 ∈ g.
In above definition, if the degree of Lie bracket is p and the one of Leibniz bracket is q,
then the bidegree is by definition (p, q). However, p and q are not independent. Namely,
the parity of p is different from the one of q. In this section, we consider the case that p
is even and q is odd.
The derived bracket (dx1, x2) naturally satisfies the defining condition of Lie-Leibniz
algebras. We should remark that (10) is a consequence of the Jacobi identity, however,
(11) is not so.
We recall some examples of Lie-Leibniz algebras, which arise in geometry.
Example 3.2 (Lie algebra with invariant 2-form). Let (h, (., .), [., , ]) be a K-Lie algebra
with an invariant nondegenerate symmetric 2-form (., .) : h ⊗ h → K. We consider a
graded space g := h⊕K, where by definition |h| := 1 and |K| := 0. The two brackets (., .)
and [., .] can be extended on g by [h,K] = [K,K] = (h,K) = (K,K) = 0. Then g becomes
a Lie-Leibniz algebra of bidegree (−2,−1). The identity (10) is equivalent to the following
invariance condition and (11) is trivial.
[x1, (x2, x3)] = 0 = ([x1, x2], x3) + (x2, [x1, x3]),
where x1, x2, x3 ∈ h.
Remark 3.3. If g is an even Leibniz algebra of homogeneous, then it can be regarded as
an odd algebra without suspension s(−), because the odd Leibniz identity (3) has the same
form as the even version when the parities of three variables are all odd.
The sheaf version of above example is known as Courant algebroid.
Example 3.4 (Courant algebroids [7]). Let E → M be a vector bundle over a smooth
manifold M equipped with a smooth nondegenerate symmetric pairing (., .) on E and a
smooth R-bilinear bracket [., .] on ΓE, where ΓE is the space of smooth sections of E. The
pairing (., .) is C∞(M)-bilinear on ΓE, i.e., (., .) : ΓE ⊗C∞(M) ΓE → C
∞(M). Suppose
that there exists a bundle map, or derivation representation ρ : E → TM , where TM
is the tangent bundle on M . We consider a graded space g := ΓE ⊕ C∞(M), where by
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definition |ΓE| := 1 and |C∞(M)| := 0. The bracket [., .] can be extended on g by the
semi-direct product,
[e1 ⊕ f1, e2 ⊕ f2]g := [e1, e2]⊕ ρ(e1)(f2) + ρ(e2)(f1),
where ei⊕ fi ∈ g, i ∈ {1, 2}. The degree of [., .]g is −1 on g. The pairing is also extended
on g as a Lie bracket of degree −2. The quadruple (E, (., .), [., .], ρ) is a Courant algebroid
if and only if (g, (., .), [., .]g) is a smooth Lie-Leibniz algebra of bidegree (−2,−1).
It is known that the Lie bracket of Courant algebroid is a symplectic structure (or sym-
plectic bracket) and the Leibniz bracket of Courant algebroid (so-called Courant bracket)
is a derived bracket of the symplectic bracket (cf. Roytenberg [12].)
The next example, omni-Lie algebras, is regarded as a toy model of Courant algebroid.
Example 3.5 (Omni-Lie algebras in Weinstein [16]). Let V be a vector space. The omni-
Lie algebra over V is the space EV := gl(V )⊕ V equipped with a Leibniz bracket [., .] and
a symmetric pairing (., .), where the two brackets are defined by
[g1 + v1, g2 + v2] := [g1, g2] + g1(v2),
(g1 + v1, g2 + v2) := g1(v2) + g2(v1),
where g1, g2 ∈ gl(V ) = End(V ) and v1, v2 ∈ V . In a similar way as above examples, we
put |EV | := 1 and |V | := 0 and consider a graded space g := EV ⊕ V . The structure
of omni-Lie algebra can be extended on g, and then, the triple (g, (., .), [., .]) becomes a
Lie-Leibniz algebra of bidegree (−2,−1).
3.2 Lie-Leibniz operad
We denote by LL the operad of Lie-Leibniz algebras. This is a binary quadratic operad
over
LL(2) := Lie(2)⊕ sLeib(2)
with the quadratic relation generated by
[1, [2, 3]] + [[1, 2], 3] + [2, [1, 3]] ≡ 0, (12)
[1, (2, 3)]− ([1, 2], 3)− (2, [1, 3]) ≡ 0, (13)
[(1, 2), 3]− ([1, 2], 3) + ([2, 1], 3) ≡ 0, (14)
(1, (2, 3))− ((1, 2), 3)− (2, (1, 3)) ≡ 0. (15)
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Here (12) is the odd Leibniz identity and eq (3) is a representation of (12), that is,
(3) =
(
[1, [2, 3]] + [[1, 2], 3] + [2, [1, 3]]
)
(x1 ⊗ x2 ⊗ x3).
We introduce a new operad, which is called a deriving operad.
Definition 3.6. The deriving operad, D, is defined as a suboperad of O such that
D(n) := O0(n)⊕ · · · ⊕ On−1(n),
for each n. The operad O has been defined in Definition 2.19.
In general D has the following form.
D0 = Com,
D1(2) = < d⊗ 1 , 1⊗ d >,
D1(3) = < d⊗ 1⊗ 1 , 1⊗ d⊗ 1 , 1⊗ 1⊗ d >,
D2(3) = < d⊗ d⊗ 1 , d⊗ 1⊗ d , 1⊗ d⊗ d >,
· · · = · · · .
Brackets in LL are correspond to derived brackets in Lie⊗D, for example,
[1, [2, 3]] ∼= (1, (2, 3))⊗ (d⊗ d⊗ 1),
[(1, 2), 3] ∼= ((1, 2), 3)⊗ (d⊗ 1⊗ 1 + 1⊗ d⊗ 1),
[1, (2, 3)] ∼= (1, (2, 3))⊗ (d⊗ 1⊗ 1),
which implies
Proposition 3.7. LL ∼= Lie⊗D.
Proof. It is easy to prove that D is a bq operad generated by d⊗ 1, 1⊗ d and 1⊗ 1. The
quadratic relation of D is naturally induced from the associative law and the property of
differential.
By using Proposition 15 in [15] one can show that
Lie⊗D ∼= Lie ◦M D, (16)
where ◦M is a white product of Manin (See Appendix.) Hence Lie⊗D is also a bq operad.
It is obvious that LL(2) ∼= (Lie ⊗ D)(2). The dimension of the quadratic relation RLL
is 13(= 6 + 3 + 3 + 1), which yields dimLL(3) = 14(= 27− 13). Because dimD(3) = 7,
dim(Lie ⊗ D)(3) = 14(= 2 × 7). The space RLL is isomorphic to a subspace of the
quadratic relation of Lie ⊗ D, on the other hand, LL(3) ∼= (Lie ⊗ D)(3). Hence RLL is
identified with the quadratic relation of Lie⊗D.
12
From dimLie(n) = (n− 1)! (recall Lemma 2.13 above),
Corollary 3.8.
dimLL(n) = (n− 1)!
n∑
m=1
(
n
m
)
.
Now, we give the main result of this section. The relation {(13), (14)} defines a
mapping
δLL : sLeib(2) ◦ Lie(2)⇒ Lie(2) ◦ sLeib(2). (17)
Theorem 3.9. The map δLL is a distributive law of Lie over sLeib, that is,
(Lie⊙ sLeib)(4) ∼= LL1(4)⊕ LL2(4),
where Lie = (Lie(2),Lie(3)).
We prove the theorem by a direct computation of dimension.
Proof. From Proposition 3.7 we obtain
dimLL1(4) = 24,
dimLL2(4) = 36.
To prove the theorem it suffices to show that the dimension of (Lie⊙ sLeib)(4) is equal
to 60(= 24 + 36).
The subspace of (Lie⊙ sLeib)(4) of degree +2 is
Lie(2) ◦
(
sLeib(2)⊗ sLeib(2)
)
⊕Lie(2) ◦ sLeib(3). (18)
The first term in (18) is generated by the 12 monomials,
([1, 2], [3, 4]) ([1, 3], [2, 4]) ([1, 4], [2, 3])
([2, 1], [3, 4]) ([3, 1], [2, 4]) ([4, 1], [2, 3])
([1, 2], [4, 3]) ([1, 3], [4, 2]) ([1, 4], [3, 2])
([2, 1], [4, 3]) ([3, 1], [4, 2]) ([4, 1], [3, 2]).
Hence we obtain
dimLie(2) ◦
(
sLeib(2)⊗ sLeib(2)
)
= 12.
The second term of (18) is generated by the generators of 4-types,
(1, sLeib(3)) , (2, sLeib(3)) , (3, sLeib(3)) , (4, sLeib(3)).
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From Lemma 2.15, dim sLeib(3) = 6, which yields,
dimLie(2) ◦ sLeib(3) = 4× 6 = 24.
Thus we obtain
dimLie(2) ◦
(
sLeib(2)⊗ sLeib(2)
)
⊕Lie(2) ◦ sLeib(3) = 12 + 24 = 36.
This number coincides with the dimension of LL2(4).
We consider the subspace of (Lie⊙ sLeib)(4) of degree +1, which has the form
Lie(3) ◦ sLeib(2). (19)
Up to the Jacobi identity, (19) is generated by
(([1, 2], 3), 4) ((4, [1, 2]), 3)
(([2, 1], 3), 4) ((4, [2, 1]), 3)
(([1, 3], 2), 4) ((4, [1, 3]), 2)
(([3, 1], 2), 4) ((4, [3, 1]), 2)
(([1, 4], 2), 3) ((3, [1, 4]), 2)
(([4, 1], 2), 3) ((3, [4, 1]), 2)
· · · · · · .
There are totally 24 terms. This is the dimension of LL1(4).
The distributive law implies that LL is decomposed into LL ∼= Lie ⊙ sLeib. By the
theorem proved in [11], we obtain
Corollary 3.10. The operad LL is Koszul2.
Corollary 3.11. Let g be an even Leibniz algebra and let s−1g the shifted one. The
free Lie algebra, FLie(s
−1g), becomes the free Lie-Leibniz algebra of bidegree (0, 1) in the
category of odd Leibniz algebras. In particular, if g is free, then the Lie-Leibniz algebra is
also so.
2When the bar complex over an operad P is resolution, the operad is said to be Koszul. In general,
an operad is good, if it is Koszul.
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4 Koszul duals of LL and sLL
4.1 LL!
The Koszul dual operad of P = (E,R) is by definition P ! := (E∨, R⊥), where E∨ is the
invariant3 dual space of E and R⊥ is the orthogonal space of R. A relation of dimension,
dimP(3) = dimR⊥, holds.
It is known that the dual of a distributive law, i.e., the dual map of δ defined in (7) is
also a distributive law. Therefore, the Koszul dual of LL = Lie⊙ sLeib is
LL! = (s−1Zinb)⊙ Com.
where Com = Lie! and Zinb = Leib! (recall Example 2.16.)
The aim of this section is to determine the quadratic relation of (s−1Zinb)⊙Com. The
dual of the Lie bracket (1, 2) is the commutative associative product 1 · 2. We denote the
generators of s−1Zinb by 1 ∗ 2 and 2 ∗ 1, which are the duals of the odd Leibniz brackets
[1, 2] and [2, 1].
Proposition 4.1. The quadratic relation of (s−1Zinb)⊙ Com is generated by
1 ∗ (2 ∗ 3) + (1 ∗ 2) ∗ 3− (2 ∗ 1) ∗ 3 ≡ 0, (20)
(1 ∗ 2) · 3− 1 ∗ (2 · 3) + (1 · 2) ∗ 3 ≡ 0, (21)
1 · (2 · 3)− (1 · 2) · 3 ≡ 0, (22)
where (20) is the quadratic relation of s−1Zinb and (21) is a distributive law of s−1Zinb
over Com.
Proof. (Sketch) Let RZC be the quadratic relation generated by (20), (21) and (22). The
relation (20) generates 6-basis, (22) generates 2-basis and (21) generates the following
6-basis,
(1 ∗ 2) · 3− 1 ∗ (2 · 3) + (1 · 2) ∗ 3 ≡ 0, (23)
(2 ∗ 1) · 3− 2 ∗ (1 · 3) + (2 · 1) ∗ 3 ≡ 0,
(2 ∗ 3) · 1− 2 ∗ (3 · 1) + (2 · 3) ∗ 1 ≡ 0,
(3 ∗ 2) · 1− 3 ∗ (2 · 1) + (3 · 2) ∗ 1 ≡ 0,
(3 ∗ 1) · 2− 3 ∗ (1 · 2) + (3 · 1) ∗ 2 ≡ 0,
(1 ∗ 3) · 2− 1 ∗ (3 · 2) + (1 · 3) ∗ 2 ≡ 0.
3The pairing of the duality satisfies < e(12), e∨(12) >= − < e(21), e∨(21) >, where e ∈ E and
e∨ ∈ E∨.
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Hence dimRZC = 14, which satisfies the consistency condition dimLL(3) = dimRZC.
The pairing <,> which defines the Koszul duality is defined by
< µ ◦i ν ⊗ l , µ
′ ◦j ν
′ ⊗ l′ >:= (−1)i(−1)lδijδll′ < µ, µ
′ >< ν, ν ′ >,
where l, l′ are labels of trees and ◦i is the operad structure. For example,
< (23), (14) > = < (1 ∗ 2) · 3− 1 ∗ (2 · 3) + (1 · 2) ∗ 3 , [(1, 2), 3]− ([1, 2], 3) + ([2, 1], 3) >
= − < (1 ∗ 2) · 3 , ([1, 2], 3) > + < (1 · 2) ∗ 3 , [(1, 2), 3] >
= 1− 1 = 0.
In this way one can show that RZC = R
⊥
LL.
4.2 sLL!
We consider the Lie-Leibniz operad of bidegree (−1, 0), i.e., s−1LL. In this case, since
the Lie bracket is odd, the differential d satisfies
[d, (1, 2)] = d(1, 2) + (d1, 2) + (1, d2) = 0,
where [d, (1, 2)] is a graded commutator. Hence (14) is modified to
[(1, 2), 3] + ([1, 2], 3) + ([2, 1], 3) = 0, (24)
on the other hand, (13) does not change.
Corollary 4.2. The Koszul dual of s−1LL is Zinb ⊙ sCom ∼= s(s−1Zinb ⊙ Com). The
quadratic relation of Zinb⊙ sCom is
1 ∗ (2 ∗ 3)− (1 ∗ 2) ∗ 3− (2 ∗ 1) ∗ 3 ≡ 0, (25)
(1 ∗ 2) · 3− 1 ∗ (2 · 3)− (1 · 2) ∗ 3 ≡ 0, (26)
(1 · 2) · 3 + 1 · (2 · 3) ≡ 0. (27)
Here 1 ∗ 2, 2 ∗ 1 ∈ Zinb(2) are even and 1 · 2 ∈ sCom(2) is odd.
Since 1 · 2 ∈ sCom(2) is odd, it is anti-commutative, i.e., 1 · 2 = −2 · 1.
Remark 4.3. Odd commutative algebras are by definition vector spaces equipped with
anti-commutative products · of degree odd satisfying the odd associative law,
x1 · x2 = −(−1)
|x1||x2|x2 · x1,
(x1 · x2) · x3 = −(−1)
|x1|x1 · (x2 · x3).
Redefine a new product by x1∧x2 := (−1)
|x1|x1 ·x2. Then it satisfies the classical identities,
x1 ∧ x2 = (−1)
(|x1|+1)(|x2|+1)x2 ∧ x1 and (x1 ∧ x2) ∧ x3 = x1 ∧ (x2 ∧ x3).
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In the final of this section, we introduce two lemmas below, which will be used in the
next section.
Lemma 4.4. We put 1 ∗ · · · ∗ m := (((1 ∗ 2) ∗ 3) ∗ · · · ) ∗m. The operad Zinb ⊙ sCom
satisfies
(1 ∗ · · · ∗ i) · (i+ 1 ∗ · · · ∗ n) =
n−1∑
k=1
(
(1 ∗ · · · ∗ i)k ⋓ (i+1 ∗ · · · ∗n− 1)
)
∗n−
n−1∑
k=i+1
(
(1 ∗ · · · ∗ i− 1)⋓ (i+1 ∗ · · · ∗n)i+k
)
∗ i
+
(
(1 ∗ · · · ∗ i− 1) ⋓ (i+ 1 ∗ · · · ∗ n− 1)
)
∗ (i · n),
where (1 ∗ · · · ∗ i)k := 1 ∗ · · · ∗ (k · k + 1) ∗ · · · ∗ i and ⋓ is a shuffle product.
Proof. (Sketch) When (i, n) = (2, 1) or (i, n) = (1, 2), the identity of the lemma is just
(26). Let I = I(1, ..., n) be the identity of the lemma, for instance, (26) = I(1, 2, 3) holds.
By the assumption of induction, I(1, ..., n) holds. This yields I(1 ∗ 2, 3, ..., n + 1). From
the Zinbiel identity (25), we obtain
I(1 ∗ 2, 3, ..., n+ 1) = I(1, 2, ..., n+ 1).
Corollary 4.5. In above lemma, if i = n− 1,
(1 ∗ · · · ∗ n− 1) · n =
n−1∑
k=1
1 ∗ · · · ∗ (k · k + 1) ∗ · · · ∗ n.
Suppose that (A, ∗, ·) is a Zinb⊙ sCom-algebra. From (26) and (27),
(a1 ∗ a2)a3 = (−1)
|a1|a1 ∗ (a2a3) + (a1a2) ∗ a3,
(a1a2)a3 = −(−1)
|a1|a1(a2a3),
where a1, a2, a3 ∈ A and a1a2 := a1 · a2. Corollary 4.5 is represented as follows.
(a1 ∗ · · · ∗ an−1)an =
m−1∑
k=1
(−1)|a1|+···+|ak−1|a1 ∗ · · · ∗ ak−1 ∗ (akak+1) ∗ · · · ∗ an.
Lemma 4.6. Let d : A→ A ∗ · · · ∗A = A∗m be a derivation on the Zinb⊙ sCom-algebra.
We put dai :=
∑
(i1,...,im)
ai1 ∗ · · · ∗ aim. Then
d
(
(((a1a2)a3)...)an
)
=
n∑
i=1
(−1)|ai|(|a1|+···+|ai−1|+m)+(m−i)(1+|d|)
∑
(i1,...,im)
m∑
k=1
(−1)|ai1 |+···+|aik−1 |ai1 ∗ · · · ∗ (aikaik+1) ∗ · · · ∗ aim ∗ (((((a1a2)a3)...)...aˆi)...an),
where ·ˆ is an eliminator.
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Proof. (Sketch) The identity of the lemma is followed from the commutative associative
law and Lemma 4.4. For each i,
±(((a1a2)a3)...dai...)an = ±dai(((a1a2)a3)...dˆai...)an
= ±
∑
(i1,...,im)
m∑
k=1
±
ai1 ∗ · · · ∗ (aikaik+1) ∗ · · · ∗ aim ∗ (((a1a2)a3)...dˆai...)an.
It is not necessarily to determine the sign of the identity.
5 Bar construction
The aim of this section is to construct the bar complex of Lie-Leibniz algebra along the
canonical method introduced in [4].
5.1 Preliminaries
In this subsection we recall fundamental coalgebras, i.e., commutative coalgebras and
Zinbiel coalgebras.
Let V be a vector space and let S¯V the symmetric space over V without unite,
S¯V := V ⊕ V V ⊕ V V V ⊕ · · · ,
where V V := V ⊗ V/(v1 ⊗ v2 − (−1)
|v1||v2|v2v1), v1, v2 ∈ V . It is well-known that the
cofree4 commutative coalgebra over V is S¯V . The commutative coproduct is defined as,
∆cV := 0,
∆c(v1 · · · vn) :=
∑
σ
1≤i≤n−1
ε(σ)(vσ(1) · · · vσ(i) , vσ(i+1) · · · vσ(n)),
where ε(σ) is the Koszul sign and σ is an (i, n − i)-unshuffle permutation5, that is,
σ(1) < · · · < σ(i) and σ(i + 1) < · · · < σ(n). Coderivations on S¯V are by definition
endomorphisms ∂ : S¯V → S¯V satisfying
(∂ ⊗ 1 + 1⊗ ∂)∆c = ∆c∂. (28)
4in the category of nilpotent coalgebras
5When σ−1 is a shuffle permutation, σ is called an unshuffle permutation.
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It is well-known that in general the space of coderivations on the cofree operad-coalgebra
over a base space is isomorphic to the space of homomorphisms from the coalgebra to the
base space. Hence in this case,
Coder(S¯V ) ∼= Hom(S¯V, V ), (29)
where Coder(S¯V ) is the space of coderivations on S¯V . If f : S¯mV → V , then the
coderivation ∂f ∼= f induced from f is given by
∂f (v1 · · · vn) =
∑
σ
m≤k≤n
ε(σ)(−1)|f |(|vσ(1)|+···+|vσ(i−1)|)
vσ(1) · · · vσ(i−1) · f(
m︷ ︸︸ ︷
vσ(i), ..., vσ(k−1), vk) · vk+1 · · · vn, (30)
where σ is (i− 1, m− 1)-unshuffle. For example, when m = 2 and n = 3,
∂f(v1v2v3) = f(v1, v2)v3 + (−1)
|v1||f |v1f(v2, v3) + (−1)
|v2||f |+|v1||v2|v2f(v1, v3).
Lemma 5.1. The space g(= s−1V ) is a Lie algebra of degree 0 if and only if S¯sg(= S¯V )
is a dg coalgebra with a binary codifferential ∂ of degree −1, i.e., ∂ is binary and ∂∂ = 0.
Proof. Let (., .) be a Lie bracket on g. Then s(s−1, s−1) is an odd Lie bracket on sg,
which defines a binary coderivation ∂ := s(s−1, s−1) of degree −1. The Jacobi identity is
equivalent to ∂∂ = 0.
We recall the cofree Zinbiel coalgebra. It is known that the tensor space T¯ sV :=
sV ⊕ (sV )⊗2 ⊕ · · · becomes the cofree Zinbiel coalgebra in the category of nilpotent
coalgebras (Ammar and Poncin [1], see also [13].) The Zinbiel coproduct, ∆z, is defined
by ∆zsV := 0 and
∆z(sv1⊗· · ·⊗svn) :=
∑
σ
1≤i≤n−1
ε(σ)(svσ(1)⊗· · ·⊗svσ(i), svσ(i+1)⊗· · ·⊗svσ(n−1)⊗svn), (31)
where σ is an (i, n−1−i)-unshuffle permutation. The coproduct ∆z satisfies the co-Zinbiel
relation, which is the dual of (25),
(1⊗∆z)∆z = (∆z ⊗ 1)∆z + (τ∆z ⊗ 1)∆z,
where τ : T¯ sV ⊗ T¯ sV → T¯ sV ⊗ T¯ sV , τ : c1 ⊗ c2 7→ (−1)
|c1||c2|c2 ⊗ c1 is a transposition.
Coderivations on the Zinbiel coalgebra are defined by the same manner as (28). The
following identity also holds.
Coder(T¯ sV ) ∼= Hom(T¯ sV, sV ).
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Given f : (sV )⊗m → sV , the coderivation ∂f induced from f has the same form as (30),
that is,
∂f (sv1 ⊗ · · · ⊗ svn) =
∑
σ
m≤k≤n
ε(σ)(−1)|f |(|svσ(1)|+···+|svσ(i−1)|)
svσ(1) ⊗ · · · ⊗ svσ(i−1) ⊗ f(
m︷ ︸︸ ︷
svσ(i), ..., svσ(k−1), svk)⊗ svk+1 ⊗ · · · ⊗ svn, (32)
where σ is the unshuffle permutation.
Lemma 5.2. The space g(= s−1V ) is a Leibniz algebra of degree 1 if and only if T¯ ssg(=
T¯ sV ) is a dg coalgebra with a binary codifferential of degree −1.
Proof. If g has a Leibniz bracket [., .] of degree 1, then ssg has a Leibniz bracket of degree
−1, which defines a coderivation,
∂Leib := ss[., .](s
−1 ⊗ s−1)(s−1 ⊗ s−1).
The Leibniz identity is equivalent to ∂Leib∂Leib = 0.
5.2 Cofree Zinb⊙ sCom-coalgebra
In first we recall odd version of commutative coalgebras.
Definition 5.3. Commutative coalgebras of degree +1 are by definition spaces C equipped
with coproducts ∆c of degree +1 satisfying
τ∆c = −∆c,
(∆c ⊗ 1)∆c = −(1 ⊗∆c)∆c,
where τ : C ⊗ C → C ⊗ C, c1 ⊗ c2 7→ (−1)
|c1||c2|c2 ⊗ c1, is the transposition.
If (C,∆0c) is an even commutative coalgebra, then sC becomes an odd coalgebra, whose
coproduct is defined as
∆c := (s⊗ s)∆
0
cs
−1 : sC → sC ⊗ sC.
Definition 5.4. Zinb ⊙ sCom-coalgebras of bidegree (0, 1) are by definition spaces, C,
equipped with Zinbiel-coproducts ∆z of degree 0 and commutative coproducts ∆c of degree
+1 satisfying
(∆z ⊗ 1)∆c = (1⊗∆c)∆z + (∆c ⊗ 1)∆z,
which is the dual of (26).
20
Definition 5.5. Coderivations on Zinb ⊙ sCom-coalgebras (C,∆z,∆c) are by definition
endomorphisms ∂ : C → C satisfying
(∂ ⊗ 1 + 1⊗ ∂)∆z = ∆z∂, (33)
(−1)|∂|(∂ ⊗ 1 + 1⊗ ∂)∆c = ∆c∂. (34)
Here (34) is equivalent with [∂,∆c] = 0.
We should construct the cofree Zinb ⊙ sCom-coalgebra, before that, we set some
convenient symbols.
Definition 5.6. For a given word w1...wn, we put
unshuff i(w1...wn) :=
∑
σ
ε(σ)(wσ(1)...wσ(i) , wσ(i+1)...wσ(n)),
unshuff
(a,b)
i (w1...wn) :=
∑
σ
ε(σ)(wσ(1)...wa...wσ(i) , wσ(i+1)...wb...wσ(n)),
where σ is an (i, n− i)-unshuffle permutation and where wa ∈ {wσ(1), ..., wσ(i)} and wb ∈
{wσ(i+1), ..., wσ(n)}.
For example,
unshuff
(1,3)
2 (w1w2w3w4) = (w1w2, w3w4) + (−1)
(|w2|+|w3|)|w4|(w1w4, w2w3).
The Zinbiel coproduct ∆z defined in (31) is shortly expressed as follows,
∆z(sv1 ⊗ · · · ⊗ svn) =
∑
i≥1
unshuff
(∅,n)
i (sv1 ⊗ · · · ⊗ svn).
Proposition 5.7. We put C := S¯V . Then T¯ (sC) or T¯ s(S¯V ) becomes the cofree Zinb⊙
sCom-coalgebra of bidegree (0, 1). The commutative coproduct on T¯ sC is defined by
∆c(sc1 ⊗ · · · ⊗ scn) =
=
n−1∑
k≥1
n−1∑
i≥1
unshuff
(k,n)
i (−1)
|sc1|+···+|sck−1|(sc1 ⊗ · · · ⊗∆c(sck)⊗ · · · ⊗ scn)
− τ(1st term) +
( n−1∑
i≥0
unshuff i(−1)
|sc1|+···+|scn−1|(sc1 ⊗ · · · ⊗ scn−1)
)
⊗∆c(scn),
where ci ∈ C = S¯V for each i, τ is the transposition defined in Definition 5.3 and the last
tensor product is component wise, i.e., if ∆c(scn) =
∑
scn1 ⊗ scn2,
(x1, x2)⊗∆c(scn) =
∑
(−1)|x2|(|cn1 |+1)(x1 ⊗ scn1 , x2 ⊗ scn2).
The Zinbiel coproduct ∆z is defined by the same manner as (31).
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Proof. In general, the dual of shuffle product is an unshuffle coproduct. The coproduct
∆c in the proposition is decomposed into the sum of partial coproducts,
∆c =
∑
i≥1
∆ic,
where i is the length of the word in the left component, namely, if ∆ic(c) =
∑
c1 ⊗ c2,
then the length of c1 is i. The dual of the formula proved in Lemma 4.4 is ∆
i
c.
Example 5.8. If |v1| = |v2| = |v3| = 1, then
∆c(sv1v2 ⊗ sv3) =
= −(sv1 ⊗ sv2, sv3) + (sv2 ⊗ sv1, sv3) + τ(sv1 ⊗ sv2, sv3)− τ(sv2 ⊗ sv1, sv3) =
= −(sv1 ⊗ sv2, sv3) + (sv2 ⊗ sv1, sv3) + (sv3, sv1 ⊗ sv2)− (sv3, sv2 ⊗ sv1),
where ∆csv3 = 0.
∆c(sv1 ⊗ sv2v3) =
(
(sv1, ∅) + (∅, sv1)
)
⊗∆c(sv2v3) =
= −(sv1 ⊗ sv2, sv3) + (sv1 ⊗ sv3, sv2) + (sv3, sv1 ⊗ sv2)− (sv2, sv1 ⊗ sv3).
In a similar way,
∆c(sv1 ⊗ sv2v3 ⊗ sv4) =
−(sv1⊗sv2⊗sv3, sv4)+(sv1⊗sv3⊗sv2, sv4)−(sv2⊗sv3, sv1⊗sv4)+(sv3⊗sv2, sv1⊗sv4)
+(sv4, sv1⊗sv2⊗sv3)−(sv4, sv1⊗sv3⊗sv2)+(sv1⊗sv4, sv2⊗sv3)−(sv1⊗sv4, sv3⊗sv2, ).
5.3 Bar coalgebra
Let (g, (., .), [., .]) be a Lie-Leibniz algebra of bidegree (0, 1). We consider the cofree
Zinb⊙ sCom-coalgebra over sg, that is, T¯ sS¯sg.
Lemma 5.9. Coder
(
T¯ sS¯sg
)
∼= Hom
(
T¯ sS¯sg, ssg
)
.
Let us determine the isomorphism in above lemma. The space of homomorphisms is
decomposed as follows.
Hom
(
T¯ sS¯sg, ssg
)
∼=
⊕
(a1,...,an)
(
sS¯a1sg⊗ · · · ⊗ sS¯ansg→ ssg
)
.
Hence it suffices to consider maps of sS¯a1sg ⊗ · · · ⊗ sS¯ansg → ssg. We call the n-tuple
(a1, ..., an) an arity and call the sum
∑n
i≥1 ai the total arity. If f is a multiplication on
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g of arity (a1, ..., an), i.e., f : S¯
a1g⊗ · · · ⊗ S¯ang→ g, then the coderivation induced from
f has the following form,
∂f := ssf
(
s−1⊗a1 ⊗ · · · ⊗ s−1⊗an
)
(
n︷ ︸︸ ︷
s−1 ⊗ · · · ⊗ s−1). (35)
The degree of ∂f is 2 + |f | −
∑n
i≥1 ai − n.
In first we prove Lemma 5.11 below.
Definition 5.10 (relation). Let (ai) and (bi) be two n-tuples of natural numbers. The
two tuples are said to be related at k, if
(a1, ..., ak−1) = (b1, ..., bk−1),
ak + ak+1 = bk,
(ak+2, ..., an) = (bk+1, ..., bn−1),
where k ∈ {1, ..., n} and by definition an+1 ≥ 0. The relation is denoted by (ai) ∼k (bi).
When k = n, the defining condition of (ai) ∼n (bi) is (a1, ..., an−1) = (b1, ..., bn−1) and
an ≤ bn. For example (1, 2, 3, 4) ∼2 (1, 5, 4, 1) and (1, 2, 3, 4) ∼4 (1, 2, 3, 5).
Lemma 5.11. Suppose that the arity of f is (a1, ..., an). If ∂f defined in (35) is non
trivial on sS¯b1sg ⊗ · · · ⊗ sS¯bnsg, then (ai) ∼k (bi) for some k. Namely, if the two tuples
are non related, then ∂f is trivial automatically.
Proof. The defining relation of coderivations is the dual of the one of derivations. There-
fore, the lemma is followed from Lemma 4.6.
We denote the basic element of S¯aisg by ci := s1is2i · · · sai for each i. Here the degrees
of labels are zero |1| = |2| = · · · = |ai| = 0 and the one of ci is |ci| = ai.
Lemma 5.12. Under the same assumption as above,
∂f (sc1 ⊗ · · · ⊗ scn) = (−1)
∑n−1
i≥1
(
(ai+1)(n−i)+ai+1
∑i
j≥1 aj
)
+
∑n
i≥1
ai(ai−1)
2 ssf(c¯1, ..., c¯n),
where c¯i := 1i2i3i · · · ai ∈ S¯
aig.
Suppose that (ai) ∼k (bi) and take a basic element, sc1 ⊗ · · · ⊗ sck−1 ⊗ sc
′
k ⊗ sck+2 ⊗
· · · ⊗ scn+1 ∈ sS¯
b1sg⊗ · · · ⊗ sS¯bnsg, where
∆akc sc
′
k =
∑
ε(σ)(−1)|ak|sck ⊗ sck+1,
and where ∆akc is the partial coproduct considered in the proof of Proposition 5.7. The
isomorphism in Lemma 5.9 is completely determined by
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Proposition 5.13.
∂f (sc1 ⊗ · · · ⊗ sck−1 ⊗ sc
′
k ⊗ sck+2 ⊗ · · · ⊗ scn+1) =
=
∑
ε(σ)(−1)
∑n−1
i≥1
(
(ai+1)(n−i)+ai+1
∑i
j≥1 aj
)
+
∑n
i≥1
ai(ai−1)
2
+(
∑n
i≥k+1 ai)+n−k
s
(
sf(c¯1, ..., c¯k, c¯k+1, ..., c¯n) · cn+1
)
.
If a1 = · · · = an = 1, then the sign in above proposition is ε(σ)(−1)
n(n−1)
2 .
Now we consider the coderivations induced from the Lie-Leibniz brackets. Let (., .)
be a Lie bracket on g of degree 0 and let [., .] a Leibniz bracket on g of degrees +1. The
coderivations induced from (., .) and [., .] are respectively
∂Lie := ss(., .)(s
−1 ⊗ s−1)s−1,
∂Leib := ss[., .](s
−1 ⊗ s−1)(s−1 ⊗ s−1).
The degrees of ∂Lie and ∂Leib are both −1. We obtain
Proposition 5.14 (bar complex). g is a Lie-Leibniz algebra of bidegree (0, 1) if and only
if ∂LL := ∂Lie + ∂Leib is a codifferential of degree −1 on T¯ sS¯sg.
As an example of computation, we check that [∂Lie, ∂Leib] = 0 is equivalent to the
distributive law. In the following we sometimes use the Z2-grading simply, for instance,
ss = s−1s−1 = id. Let s(s1s2)⊗ ss3 be the basic element of sS¯2sg⊗ ssg. We obtain
∂Lie(s(s1s2)⊗ ss3) = −ss(1, 2)⊗ ss3 ∼= −(1, 2)⊗ 3, (36)
∂Leib(s(s1s2)⊗ ss3) = −s(s[1, 2]s3) + s(s[2, 1]s3). (37)
The first identity is obvious and the second one is followed from Proposition 5.13. Ap-
plying ∂Leib and ∂Lie on (36) and (37),
∂Leib∂Lie(s(s1s2)⊗ ss3) = [(1, 2), 3],
∂Lie∂Leib(s(s1s2)⊗ ss3) = −([1, 2], 3) + ([2, 1], 3),
which yields
[∂Leib, ∂Lie](s(s1s2)⊗ ss3) = [(1, 2), 3]− ([1, 2], 3) + ([2, 1], 3).
In a similar way, one can prove
[∂Leib, ∂Lie](ss1⊗ s(s2s3)) = [1, (2, 3)]− ([1, 2], 3)− (2, [1, 3]),
where ss1⊗ s(s2s3) is the basic element of ssg⊗ sS¯2sg.
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Remark 5.15 (Koszul dual cooperad). The Koszul dual cooperad of LL, which is usually
denoted by LL⊥, is defined as a functor such that
LL⊥(g) = s−2
(
T¯ sS¯sg
)
.
This coalgebra LL⊥(g) has the universal allow LL⊥(g)→ g.
6 LL∞-algebras
Since the operad LL is Koszul, the notion of LL∞-operad is well-defined as the quasi-free
resolution over LL ([4]). In this section we will study two subclasses of LL∞-algebras.
Definition 6.1. A graded space g is called an LL∞-algebra or strong homotopy Lie-
Leibniz algebra, if there exists a codifferential, ∂shLL, of degree −1 on T¯ sS¯sg.
The codifferential ∂shLL is expressed as a sum of coderivations, ∂(a1,...,an), of arity
(a1, ..., an). The coderivation ∂(a1,...,an) is induced from a higher homotopy defined on g,
l(a1,...,an) : S¯a1g⊗ · · · ⊗ S¯ang→ g.
The degree of l
(a1,...,an)
n is n+
∑
i ai − 3 (recall (35).)
6.1 Sh Leibniz algebra with invariant 2-forms
In first we recall the notion of strong homotopy (sh, for short) Leibniz algebra ([1]).
Definition 6.2. Let g be a graded space and let D1, D2, ... be a system of coderivations
defined on the Zinbiel coalgebra T¯g. Here Dn : g
⊗n → g and |Dn| := 2n − 3 for each n.
If DshLeib :=
∑
Di is an inhomogeneous codifferential on T¯g, then (g, D1, D2, ...) is called
an odd sh Leibniz algebra.
The coderivation associated with Dn is defined as follows.
∂˜n := ssDn(s
−1)⊗n(s−1)⊗n.
The degree of ∂˜n is −1, because |Dn| = 2n − 3. In the category of Z2-graded spaces,
∂˜n ∼= (−1)
n(n−1)
2 Dn. Sh Leibniz algebras are special examples of sh Lie-Leibniz algebras,
that is, DshLeibDshLeib = 0 if and only if ∂shLeib∂shLeib = 0, where
∂shLeib := ∂˜1 + ∂˜2 + · · ·
which lives in T¯ sS¯sg.
We introduce a new type of strong homotopy algebra.
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Definition 6.3. Let (g, ∂shLeib, (., .)) be an odd sh Leibniz algebra equipped with a Lie
bracket of degree 0. The space g is called an invariant sh Leibniz algebra, if ∂Lie +
∂shLeib is a codifferential on T¯ sS¯sg.
Lemma 6.4. [∂Lie, ∂˜n] = 0 if and only if
Dn
(
1, ..., (k, k + 1), ..., n+ 1
)
=
(
Dn(1, ..., n), n+ 1
)
−
(
Dn(1, ..., k + 1, k, ..., n), n+ 1
)
,
for each 1 ≤ k ≤ n.
Proof. From Proposition 5.13, we obtain
∂˜n
(
ss1⊗ · · · ⊗ s
(
sk · s(k + 1)
)
⊗ · · · ⊗ ss(n + 1)
)
=
= (−1)
n(n−1)
2 s
(
sDn(1, ..., n) · s(n+ 1)− sDn(1, ..., k + 1, k, ..., n) · s(n+ 1)
)
.
Therefore, up to (−1)
n(n−1)
2 and up to ss = id,
∂Lie∂˜n = (Dn(1, ..., n), n+ 1)− (Dnτ
k,k+1(1, ..., n), n+ 1),
∂˜n∂Lie = −Dn(1, ..., (k, k + 1), ..., n),
which yields the identity of the lemma.
Corollary 6.5 (Cartan type 3-forms). If g is a Lie-Leibniz algebra of bidegree (0, 1), then
a 3-form ψ := ([., .], .) of arity (1, 1, 1) is a cocycle with respect to ∂LL := ∂Lie + ∂Leib.
Proof. By a direct computation.
Theorem 6.6. Let (g, d0, (., .)) be a dg Lie algebra of degree 0, where the degree of d0 is
−1. Suppose that d0+ ~d1+ ~
2d2+ · · · is an inhomogeneous deformation of d0. Here the
degree of dn is 2n− 1 for each n. Define a system of higher derived brackets
D0 := (., .)
D1 := d0
D2 := (d1., .)
D3 := ((d2., .), .)
· · · · · · · · · .
Then (g, D0, D1, ...) becomes an invariant sh Leibniz algebra.
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Proof. It is known that the sum of derivations DshLeib := D1+D2+· · · becomes an odd sh
Leibniz structure ([13]). Hence it suffices to show that DshLeib is a cocycle of D0(∼= ∂Lie).
From the Jacobi identity of the Lie bracket, the higher derived bracket satisfies
((((((dn−11, 2), 3), ..., k − 1), (k, k + 1), ), k + 2)..., n+ 1) =
= (((((dn−11, 2), 3), ..., k), k + 1), ..., n+ 1)− (((((dn−11, 2), 3), ..., k + 1), k), ...n+ 1),
which is just the identity proved in Lemma 6.4.
6.2 Derived homotopies
In this section we introduce a new type of derived bracket construction, i.e., the derived
homotopy construction on sh Lie algebras and we prove that a system of derived homo-
topies defines an sh Lie-Leibniz algebra.
In first we recall the notion of sh Lie algebra.
Definition 6.7. A graded space g is an sh Lie algebra if and only if there exists a codif-
ferential ∂shLie of degree −1 on the commutative coalgebra S¯(sg).
It is obvious that sh Lie algebras are also special LL∞-algebras. We put ∂shLie =
∂1 + ∂2 + · · · , where ∂n : S¯
n(sg) → sg. The coderivation ∂n is induced from a higher
homotopy ln : S¯
ng→ g,
∂n = sln(
n︷ ︸︸ ︷
s−1 ⊗ · · · ⊗ s−1).
The degree of ln is n− 2, in particular, the degree of l1 (differential) is −1.
Suppose that (g, d, l1, l2, ...) is an sh Lie algebra equipped with a differential d of degree
+1 and that d is a derivation of ln for each n. Define a collection of derived homotopies:
l1
l2 , l2(d⊗ 1)
l3 , −l3(d⊗ 1⊗ 1) , −l3(d⊗ d⊗ 1)
· · ·
lm , · · · , (−1)
(2m+i−1)i
2 lm(d
⊗i, 1⊗m−i) , · · · , (−1)
(3m−2)(m−1)
2 lm(d
⊗m−1, 1)
· · · .
The arity of (±)imlm(d
⊗i ⊗ 1⊗m−i) is by definition (
i︷ ︸︸ ︷
1, ..., 1, m− i), where
(±)im := (−1)
(2m+i−1)i
2 = (−1)m+(m+1)+···+(m+i−1),
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which is the sign associated with the bracket degree (see Remark 2.4.) This sign is
hierarchic, for instance, −l3(d ⊗ 1 ⊗ 1) is the derived homotopy of l3 and −l3(d ⊗ d⊗ 1)
is the derived homotopy of −l3(d⊗ 1⊗ 1).
The main theorem of this section is as follows.
Theorem 6.8. The system of derived homotopies above defines an LL∞-algebra structure
on g.
The coderivation induced from (±)imlm(d
⊗i ⊗ 1⊗n−i) is given by
∂(i)m := (±)
i
ms
(
slm(d
⊗i ⊗ 1⊗m−i)(s−1)⊗m
)(
(s−1)⊗i ⊗ s−1
)
,
whose degree is −1. If i = 0, then ∂
(0)
m = s∂ms
−1. In the category of Z2-graded spaces,
∂(i)m = (±)
i
m(−1)
i(i−1)
2
+i(m−i)lm(d
⊗i, 1⊗m−i)
(
1⊗i ⊗ (s−1)⊗m−is−1
)
.
For the basic element of (ssg)⊗i ⊗ sS¯m−isg,
∂(i)m
(
ss1⊗ · · · ⊗ ssi⊗ s(s(i+ 1) · · · s(n))
)
= (±)im(−1)
i(i−1)
2
+i(m−i)+ (m−i)(m−i−1)
2 lm(d1, ..., di, i+ 1, ..., m)
= (±)im(−1)
m(m−1)
2 lm(d1, ..., di, i+ 1, ..., m)
= (±)im{d1, ..., di, i+ 1, ..., m}, (38)
where {, ..., } := (−1)
m(m−1)
2 lm. The coderivation induced from the derived homotopies is
∂shLL :=
∑
m≥1
m−1∑
i≥0
∂(i)m .
We should prove [∂shLL, ∂shLL] = 0, or equivalently,
∑
i+j=Const
m+n=Const
[∂(i)m , ∂
(j)
n ] = 0. (39)
Lemma 6.9. Let x be an element of sS¯a1sg⊗ · · · ⊗ sS¯aj+1sg.
∂(j)n (x) 6= 0⇒ (a1, ..., aj+1) =


(
j−1︷ ︸︸ ︷
1, ..., 1, n− j + 1, aj+1),
(
j︷ ︸︸ ︷
1, ..., 1, aj+1 ≥ n− j),
and if (a1, ..., aj+1) = (
j−1︷ ︸︸ ︷
1, ..., 1, 2, 1, ..., 1, n− j, aj+1), then ∂
(j)
n (x) = 0.
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Proof. The arity of ∂
(j)
n (x) is (
j︷ ︸︸ ︷
1, ..., 1, n− j). The first part of the lemma is followed from
Lemma 5.11. The second part is from the anti-symmetry of ln, for example, up to sign,
∂
(2)
3 (s(s1s2)⊗ 3⊗ 4) ∼ l3(d1, d2, 3) · 4− l3(d2, d1, 3) · 4
= l3(d1, d2, 3) · 4− l3(d1, d2, 3) · 4 = 0.
Lemma 6.10. The arity of
∑
i+j=Const
m+n=Const
[∂
(i)
m , ∂
(j)
n ] is (
i+j︷ ︸︸ ︷
1, ..., 1, m+ n− 1− i− j).
Proof. The total arity of [∂
(i)
m , ∂
(j)
n ] is m + n − 1. So we take an element x in sSa1sg ⊗
· · · ⊗ sSai+j+1sg, where a1 + · · ·+ ai+j+1 = m+ n− 1.
Claim 6.11.
∂(i)m ∂
(j)
n (x) 6= 0⇒ (a1, ..., ai+j+1) =


(A1) (1, ..., 1, n− j,
≥0︷ ︸︸ ︷
1, ..., 1, m− i)
(A2) (1, ..., 1, n− j + 1,
≥0︷ ︸︸ ︷
1, ..., 1, m− i− 1)
(B) (1, ..., 1, m+ n− 1− i− j),
because ∂
(j)
n (x) ∈ (ssg)⊗i ⊗ s(Sm−isg).
The lemma says that in the cases of (A1) and (A2), [∂shLL, ∂shLL](x) = 0. Suppose
(A1), i.e., (a1, ..., ai+j+1) := (
p︷ ︸︸ ︷
1, ..., 1, q,
i+j−p−1︷ ︸︸ ︷
1, ..., 1 , r). Here q + r = m + n − i − j, because
a1 + · · ·+ ai+j+1 = m+ n− 1. Then we obtain
[∂shLL, ∂shLL](x) =
∑
n−j=q
j≤p
(∂(i)m ∂
(j)
n + ∂
(i−1)
m ∂
(j+1)
n )(x),
where m+ n = Const and i+ j = Const. It is obvious that the case of (A2) is included
in this case. For example, if (a1, ..., ai+j+1) = (1, 1, 3, 1, 2), then i + j = 4, m + n = 9,
n− j = 3, p = 2 and
[∂shLL, ∂shLL](x) =
(
(∂
(2)
4 ∂
(2)
5 + ∂
(1)
4 ∂
(3)
5 ) + (∂
(3)
5 ∂
(1)
4 + ∂
(2)
5 ∂
(2)
4 ) + (∂
(4)
6 ∂
(0)
3 + ∂
(3)
6 ∂
(1)
3 )
)
(x).
By a direct computation, one can prove that
(∂(i)m ∂
(j)
n + ∂
(i−1)
m ∂
(j+1)
m )(x) = 0, (40)
which yields the lemma. In Appendix we give a proof of (40).
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Lemma 6.12.
∑
i+j=k
∂(i)m ∂
(j)
n
(
ss1⊗ · · · ⊗ ssk ⊗ s
(
s(k + 1) · · · s(m+ n− 1)
))
=
= (−1)k∂m∂n
(
sd1 · · · sdk · s(k + 1) · · · s(m+ n− 1)
)
,
where sd1 · · · sdk · s(k+1) · · · s(m+n−1) ∈ S¯m+n−1(sg) and ∂m, ∂n are the coderivations
of the sh Lie algebra.
Proof. See Appendix.
The theorem, i.e., equation (39) is followed from Lemmas 6.10 and 6.12.
Corollary 6.13. The diagonal part l1, l2(d ⊗ 1),−l3(d ⊗ d ⊗ 1), ... defines an sh Leibniz
algebra of odd.
7 Appendix
A0. Manin white product (cf. Vallette [15]). Given two bq operads Pi = (Ei, Ri),
i ∈ {1, 2}, the Manin white product is defined by
P1 ◦M P2 := (E1 ⊗E2, R12),
where R12 := Ψ
−1
(
R1 ⊗ T E2(3) + T E1(3) ⊗ R2
)
and where Ψ is the lift of the natural
map E1 ⊗E2 → T E1 ⊗ T E2,
E1 ⊗ E2
⊂
−−−→ T (E1 ⊗E2)∥∥∥ yΨ
E1 ⊗ E2 −−−→ T E1 ⊗ T E2.
A1. Proof of (40). In the following we put (1, ..., m) := (−1)
m(m−1)
2 lm(1, ..., m) for each
m. Take the basic element in g⊗p ⊗ s(S¯n−jsg)⊗ g⊗i+j−p−1 ⊗ s(S¯m−isg),
1⊗ · · · ⊗ p⊗ s
(
s(p+ 1) · · · s(p+ n− j)
)
⊗ (p+ n− j + 1)⊗ · · · ⊗ (n+ i− 1)⊗
s
(
s(n + i) · · · s(m+ n− 1)
)
, (41)
where ss = id. Apply ∂
(j)
n to (41).
∂(j)n (41) =
∑
σ
σ1 ⊗ · · · ⊗ σp−j ⊗ ∂
(j)
n
(
σp−j+1 ⊗ · · · ⊗ σp ⊗ s
(
s(p+ 1) · · · s(p+ n− j)
))
⊗ (p+ n− j + 1)⊗ · · · ⊗ (n+ i− 1)⊗ s
(
s(n + i) · · · s(m+ n− 1)
)
, (42)
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where σ is a (p− j, j)-unshuffle permutation. By (38),
∂(j)n
(
σp−j+1 ⊗ · · · ⊗ σp ⊗ s
(
s(p+ 1) · · · s(p+ n− j)
))
=
= (±)(j)n {dσp−j+1, ..., dσp, p+ 1, ..., p+ n− j}.
Hence (42) is equal to
∂(j)n (41) = (±)
(j)
n
∑
σ
σ1 ⊗ · · · ⊗ σp−j ⊗ {dσp−j+1, ..., dσp, p+ 1, ..., p+ n− j}
⊗ (p+ n− j + 1)⊗ · · · ⊗ (n + i− 1)⊗ s
(
s(n+ i) · · · s(m+ n− 1)
)
,
Apply ∂
(i)
m to above.
∂(i)m ∂
(j)
n (41) = (±)
i
m(±)
j
n(±)1
∑
σ
{
dσ1, ..., dσp−j, d{dσp−j+1, ..., dσp, p+ 1, ..., p+ n− j},
i+j−p−1︷ ︸︸ ︷
d(p+ n− j + 1), ..., d(n+ i− 1), n+ i, ..., m+ n− 1
}
, (43)
where (±)1 = (−1)
(n+j)(i+j−p−1)+(n+j)(m−i+1). By using the anti-symmetry of lm, remove
d{dσp−j+1, ..., dσp, p+ 1, ..., p+ n− j} to the left-position of n+ i,
(43) = (±)im(±)
j
n(±)1(±)2
∑
σ
{
dσ1, ..., dσp−j, d(p+ n− j + 1), ..., d(n+ i− 1),
d{dσp−j+1, ..., dσp, p+ 1, ..., p+ n− j}, n+ i, ..., m+ n− 1
}
, (44)
where (±)2 = (−1)
(n+j+1)(i+j−p−1)+(i+j−p−1). The sign of (44) is
(±)im(±)
j
n(±)1(±)2 = (±)
i
m(±)
j
n(−1)
(n+j)(m−i+1) = (±)im(±)
j+1
n (−1)
(n+j)(m−i), (45)
where (±)jn(−1)
n+j = (±)j+1n is used.
We compute ∂
(i−1)
m ∂
(j+1)
n (41). Up to ∂
(i−1)
m (−),
∂(j+1)n (41) ≡
∑
σ
σ1 ⊗ · · · ⊗ σp−j ⊗ (p+ n− j + 1)⊗ · · · ⊗ (n+ i− 1)⊗
∂(j+1)n
( j︷ ︸︸ ︷
σp−j+1 ⊗ · · · ⊗ σp⊗s
( n−j︷ ︸︸ ︷
s(p+ 1) · · · s(p+ n− j)
)
⊗ s
(
s(n+ i) · · · s(m+ n− 1)
))
.
(46)
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The last component of (46) is from Proposition 5.13,
∂(j+1)n
(
σp−j+1 ⊗ · · · ⊗ σp ⊗ s
(
s(p+ 1) · · · s(p+ n− j)
)
⊗ s(s(n+ i) · · · s(m+ n− 1)
))
= s
∑
k
(±)(j+1)n (±)s{dσp−j+1, ..., dσp, d(p+k), p+1, ...,
ˆ(p+ k), ..., p+n−j}s(n+i) · · · s(m+n−1)
= s
∑
k
(±)(j+1)n (±)s{dσp−j+1, ..., dσp, p+ 1, ..., d(p+ k), ..., p+ n− j} · · · s(m+ n− 1)
= (±)(j+1)n s
(
sd{dσp−j+1, ..., dσp, p+ 1, ..., p+ n− j} · · · s(m+ n− 1)
)
.
Hence
∂(j+1)n (41) ≡ (±)
(j+1)
n
∑
σ
σ1 ⊗ · · · ⊗ σp−j ⊗ (p+ n− j + 1)⊗ · · · ⊗ (n + i− 1)⊗
s
(
sd{dσp−j+1, ..., dσp, p+ 1, ..., p+ n− j} · · · s(m+ n− 1)
)
. (47)
Apply ∂
(i−1)
m to (47). Then we get (44) up tp −1-times.
∂(i−1)m ∂
(j+1)
n (41) = (±)
(i−1)
m (±)
(j+1)
n (±)3
∑
σ
{
dσ1, ..., dσp−j, d(p+n−j+1), ..., d(n+i−1),
d{dσp−j+1, ..., dσp, p+ 1, ..., p+ n− j}, ..., m+ n− 1
}
(48)
Here (±)3 = (−1)
(m−i)(n+j−1) and the sign of (48) is
(±)i−1m (±)
j+1
n (±)3 = (±)
i−1
m (±)
j+1
n (−1)
(m−i)(n+j−1) =
− (±)i−1m (±)
j+1
n (−1)
m+i−1(−1)(m−i)(n+j) = −(±)im(±)
j+1
n (−1)
(m−i)(n+j), (49)
where (±)i−1m (−1)
m+i−1 = (±)im. We get (49) = −(45).
A2. Proof of Lemma 6.12. Let us compute
∂(j)n
(
1⊗ · · · ⊗ k ⊗ s
(
s(k + 1) · · · s(m+ n− 1)
))
, (50)
where ss = id and k = i+ j.
(50) =
∑
σ
σ1 ⊗ · · · ⊗ σi ⊗ ∂
j
n
(
σi+1 ⊗ · · · ⊗ σk ⊗ s
(
s(k + 1) · · · s(m+ n− 1)
))
=
=
∑
σ,η
ε(η)(±)jnσ1 ⊗ · · · ⊗ σi ⊗ s
(
s{dσi+1, ..., dσk, ηk+1, ..., ηn+i}sηn+i+1 · · · sηm+n−1
)
.
(51)
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Apply ∂
(i)
m to above.
∂(i)m (51) =
∑
σ,η
ε(η)(±)im(±)
j
n(−1)
(n+j)(m−i−1)
{
dσ1, ..., dσi, {dσi+1, ..., dσi+j , ηi+j+1, ..., ηn+i}, ηn+i+1, ..., ηm+n−1
}
. (52)
We should compute
∂n
(
sd1 · · ·sdk · s(k + 1) · · · s(m+ n− 1)
)
. (53)
In (53), there exists the following term,
∑
σ,η
ε(η)sdσ1 · · · sdσi · ∂n(sdσi+1 · · · sdσi+j ·
n−j︷ ︸︸ ︷
sηi+j+1 · · · sηn+i) ·
m−i−1︷ ︸︸ ︷
sηn+i+1 · · · sηm+n−1, (54)
where ε(σ) = 1, because sd is even.
(54) =
∑
σ,η
ε(η)(−1)
(n−j)(n−j−1)
2
sdσ1 · · · sdσi · sln(dσi+1, ..., dσi+j , ηi+j+1, ..., ηn+i) · sηn+i+1 · · · sηm+n−1
=
∑
σ,η
ε(η)(−1)
(n−j)(n−j−1)
2
+n(n−1)
2
sdσ1 · · · sdσi · s{dσi+1, ..., dσi+j, ηi+j+1, ..., ηn+i} · sηn+i+1 · · · sηm+n−1. (55)
Apply ∂m to (55).
∂m(55) =
∑
σ,η
ε(η)(−1)
(n−j)(n−j−1)
2
+
n(n−1)
2
+(1+n+j)(m−i−1)+
(m−i−1)(m−1−2)
2
+
m(m−1)
2
{
dσ1, ..., dσi, {dσi+1, ..., dσi+j , ηi+j+1, ..., ηn+i}, ηn+i+1, ..., ηm+n−1
}
. (56)
One can prove that the sign of (52) is equal to the one of (56) up to (−1)k.
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