The statistical relationship between motor vehicle crashes and covariates can generally be modeled via generalized linear models (GLMs) using logarithmic links with errors distributed in a Poisson or Poisson-gamma manner. The scaled deviance (SD) and Pearson's X 2 are tools that have been proposed to test statistical fit of GLMs. Recent studies have shown that these two estimators are not adequate for testing the goodnessof-fit (GOF) of GLMs when they are developed from data characterized with low sample mean values. To circumvent this problem, a testing method has been proposed to evaluate the goodness-of-fit of such GLMs. Given the fact that this method can be timeconsuming to implement, there is a need to determine whether this technique is sensitive to different sample sizes. The primary objective of this paper was to investigate the effects of decreasing sample sizes on the GOF testing technique. A secondary objective was to estimate how the reducing of sample size influences the confidence intervals of GLMs. In order to accomplish the objectives of the study, GLMs were fitted using two datasets subjected to average and low sample means collected in Toronto, Ontario.
INTRODUCTION
A subject of research in the roadway safety analysis has been to analyze the effects of random variations and various systematic causal factors on crash counts (1) . The statistical relationship between motor vehicle crashes and covariates can generally be estimated via generalized linear models (GLMs) using logarithmic links with errors distributed in a Poisson or Poisson-gamma (aka negative binomial) manner. Poisson models serve well under homogeneous conditions while Poisson-gamma models serve better when the data are subjected to heterogeneity (2) . In other words, Poisson-gamma models are more appropriate if the variation in the data is larger than the mean (usually referred to as overdispersion).
The goodness-of-fit (GOF) of GLMs can usually be tested by the statistical indicators scaled deviance (SD) and Pearson's χ 2 . Unfortunately, it has been recently determined that these two indicators are not adequate to determine the GOF of GLMs developed from crash data characterized by low sample mean values. Maycock and Hall (3) were the first to raise the issue related to low sample mean values. Fridstrøm et al. (1) further discussed this matter, while Maher and Summersgill (4) showed how the GOF of statistical models could be affected by a low sample mean. They defined this issue as the "low mean problem" (LMP). Subsequent to this identification and its effects on the development of statistical models, Wood (5, 6) proposed a method to test the GOF of GLMs developed using data characterized with low sample mean values. Although the method is very useful, it may be a little complicated for the average transportation safety modeler as well as time-consuming to implement. Wood (7) also devised a method for estimating the confidence intervals for the mean response (µ), for the gamma mean (m), and the predicted response (y) at a new site having similar characteristics as the sites used in the original dataset from which the model was developed. Given the recent issues identified by researchers in statistics (8) , biology (9, 10) and highway safety (11) on the effects of small sample sizes combined with low sample mean values on the estimation of GLMs, there is a need to determine how they affect the GOF statistic testing method and the computation of confidence intervals. In addition, it is important to find out whether this technique is sensitive to different sample sizes in the light of the fact that the testing method can be time-consuming to implement. Hence, determining whether additional data should be collected, if it is a cost-effective approach, could circumvent using the testing method.
This paper describes an investigation into the effects of decreasing sample sizes on the GOF test proposed by Wood (6) and the confidence intervals of GLMs (7). To test the fit, statistical models with different sample sizes were developed and the fit was assessed by comparing the χ 2 probabilities of SD. The hypothesis was that the grouping technique (to be discussed below) would have more important effect for smaller sample sizes than larger sample sizes. For the same models, confidence intervals on the gamma mean and predicted responses were then calculated to estimate the effects of reducing sample sizes on these intervals. The goal is to quantify the changes as a function of the sample size. It is common knowledge that smaller sample sizes increase the confidence intervals but, so far, there has not been any research that tried to quantify or determine the magnitude of these changes, at least not for crash prediction models. In order to accomplish the objectives of the study, two datasets comprising of crashes and traffic flow data collected at signalized and unsignalized intersections in Toronto, Ontario were used. The first dataset contained observations collected at 868 sites with the corresponding entering flows while the second data contained 354 observations with a lower sample mean than that of the first data. One year of data was used for the model development. GLMs were fitted to the data using the most common functional form utilized by transportation safety modelers to link crashes to the entering flows at intersections.
The paper is divided into four sections. The first section briefly describes the characteristics of GLMs for modeling crash-flow relationships and issues related to the low mean problem. The second section describes the methodology used for analyzing the two datasets. The third section summarizes the results of the analysis. The last section provides the conclusions and recommendations for further studies.
BACKGROUND
The relationship between crashes and traffic flows can be represented by a GLM with negative binomial (NB) or Poisson error structure (12) . The most common functional form used to characterize crash-flow relationships at intersections remains
where µ is the mean number of crashes, and F 1 and F 2 are entering flows for the major and minor approaches respectively. Although this functional form does not offer the best relationship (see 13), it will be used herein given its simplicity in the development of predictive models and because it is still the most popular functional form used in practice.
It has been shown that the crash process can be approximated by a Poisson-based distribution and the magnitude of the variation in the data is dependent on the characteristics of this process (2) . The most common probabilistic structure that has been proposed to accommodate extra-variation in the data remains the Poisson-gamma or NB model. This model can be transformed into a linear model by taking the logarithm of the mean function. The NB distribution is characterized by two parameters µ and φ , representing the mean and inverse dispersion parameter respectively. In the present work, φ is assumed to be fixed, but recent work has shown that the inverse dispersion parameter may be dependent on the covariates of the model (see 13, 14, 15) . The probability density function (pdf) of the NB distribution can be represented below:
Where, y = response variable (i.e., crashes per year); µ = mean response of the distribution; and φ = inverse dispersion parameter of the NB distribution.
The variance of the distribution can be represented by
The GOF of NB models can be assessed using the value of SD (which is deviance divided by the dispersion parameter for the model and can be calculated as twice the logarithm of ratio of the likelihoods of the two models which are compared) or Pearson's 
Where i r is the group size for group i , i ŷ is the new mean of the observed values for group i , i μ is the estimated mean for group i , φˆ is the estimated dispersion parameter and n is the number of groups. The group size i r can be different for every group in the data depending on the observed values. Variance of SD provides the constraints on the group size for the observations. While grouping the data makes the components of SD to be more asymptotic to χ 2 distribution, the value of SD itself can deviate from the χ 2 distribution (5). Also too much grouping causes the largest model against which the hypothesized model is being tested to get smaller. Hence, care has to be taken in determining group sizes (5) . A common φ can be used for the maximal model and reduced model as was shown in Maher and Summersgill (4).
A GOF model is accompanied by the confidence intervals on the mean, gamma mean and predicted responses. For the case of a NB model, a confidence interval for µ, the longterm mean and prediction intervals for safety of a site, m and the predicted crashes at a new site, y are needed. Wood (7) has described a method to find these intervals (Table 1) .
Here, ηˆ is the logarithm of the estimated long-term mean, μ while φ is the inverse dispersion parameter estimated during the fitting process. 
the largest integer less or equal than x
The next section describes how the two datasets with different means were analyzed to evaluate the effect of varying sample sizes on the appropriateness of the methods proposed by Wood (5, 7).
METHODOLOGY
Two datasets were used in this study. The datasets were initially collected for a project related to the development of statistical models for predicting the safety performance of signalized and unsignalized intersections in Toronto, Ont. (16) . The datasets have been found to be of very good quality and have been used extensively over the last few years (11, 13, 16, 17, 18, 19) . The samples included information on fatal and non-fatal injury crashes at each site along with the major and minor average daily traffic flows (AADT).
The first dataset contained 868 observations (signalized intersections) for the year 1995.
The second dataset contained 354 observations (unsignalized intersections) with a lower sample mean than that of the first dataset. The first dataset had a sample mean equal to 3.93 and a sample variance equal to 13.96. The sample mean and variance for the second dataset were equal to 1.01 and 1.28, respectively. A plot of the mean vs variance for the data at hand revealed overdispersion. For both the datasets, the GLM was assumed to follow the proposed functional form The steps performed in the analysis are as follows:
1. The data contained the injury counts and the two flows (major and minor for every site). Only fatal and non-fatal injury crashes were used for modeling and analysis purposes. A preliminary estimate of inverse dispersion parameter (φ ) was obtained using Equation (2) by computing the mean and variance of the crash counts. This preliminary estimate is used for determining the magnitude of the variation of within the dataset, and consequently selecting the proper error distribution for the model to be fitted (this approach provides a better estimate of the dispersion in the data than the plot described above). Genstat (20) was used for estimating the model coefficients ( s β ) and the inverse dispersion parameter ( φ ). This was done by regressing the injury counts with the logarithm of the flows in Genstat for a generalized linear model with a logarithm link. The mathematics behind the model fitting process is described in details in Wood (6) .
In this work, it is assumed that the fixed inverse dispersion parameter is not affected by the low sample mean or small sample size (see 11 for additional information on this assumption).
2. Once the model coefficients and φ are estimated, the SD component for every site can be estimated using Equation (3) . The sum of the components of the scaled deviance would give the value for G 2 . The scaled deviance components are hypothesized to be distributed asymptotically to a χ 2 distribution. Hence, the value of G 2 is used to get a χ 2 probability, which tells about the GOF of the model.
3. Since we are considering the problem of low mean here, the validity of SD as an indicator of GOF may not be true. Hence a new scaled deviance needs to be calculated which has the components distributed asymptotically to χ 2 distribution.
As described earlier, this method is explained by Wood (5, 6) . Wood used a method to group the values of counts and flows in such a way that new SD components fit the χ 2 distribution better. This method was then used to calculate the new SD. The method is described as follows (6) • Calculate the new SD using Equation (3) where i µ is the value fitted by the model at average x i .
• Test SD against a χ 2 distribution, with degrees of freedom equal to n minus p .
4. The confidence intervals for m and y were then calculated using the equations in Table 1 (7) . In these equations, ηˆ is the logarithm of the estimated mean ( μ ) while φ is the inverse dispersion parameter estimated during the fitting process.
The Var(ηˆ) is calculated by ′ Thus, although still shown in Table 3 , it was decided to remove the sample size equal to 20 from further analysis. Finally, all samples were randomly taken from the data to minimize biases.
STATISTICAL ANALYSIS
This section summarizes the statistical analysis carried out in this work and is separated into two sub-sections. The first sub-section describes the results of the GOF analysis. The second section shows the results of the confidence interval analysis.
GOODNESS-OF-FIT ANALYSIS
The first objective of this paper was to evaluate whether sample sizes influence the GOF test proposed by Wood (6) . The results of this analysis are presented in Tables 2 and 3 . Table 2 shows the values of χ 2 probabilities of the GOF for scaled deviances for the first dataset. These values were plotted against the sample sizes before grouping and after grouping ( Figure 1 ). The plot shows that the problem of scaled deviance not following the χ 2 distribution is not significant. As can be seen, there is not a large difference between the χ 2 probabilities of scaled deviance before or after grouping. This is expected, since at higher sample means the scaled deviance without grouping is a good approximation of the GOF of the data. As the sample size becomes smaller from 868 to 20, there is no deviation from this pattern and the values of scaled deviances are similar before and after grouping. Sample size
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Ungrouped SD-Chi-square probability Grouped SD-Chi-square probability Table 3 shows the values of χ 2 probabilities of the GOF for scaled deviances for the second dataset. Similar to above, these values were plotted against the sample sizes before grouping and after grouping (Figure 2 ). This data had a lower sample mean, i.e.
1.01, for which the problem of scaled deviance not following the χ 2 distribution is much larger compared to the first dataset. As can be seen, there is a large difference between the χ 2 probabilities of scaled deviance before or after grouping. This is expected, as at lower means the scaled deviance without grouping is not a good approximation of the GOF of the data. The grouped SD is a better indicator of GOF of the GLM. It can be seen that at larger sample sizes, the effect of grouping the data is not as large as for lower sample sizes. The χ 2 probabilities are closer with large samples. In addition, it can be seen that the χ 2 probabilities are a lot different for lower sample sizes even after grouping. This indicates that sample size can make some difference to the statistical fit of the model. Figure 2 shows that, as reported by Wood (6) , grouping data offers a better approach to estimate the statistical fit of models with low sample mean values. 
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CONFIDENCE INTERVAL ANALYSIS
The second objective of this paper was to analyze the effect of the reducing sample sizes on the confidence intervals of the gamma mean and predicted response. The analysis was initially carried out with the second dataset because the functional form for every sample size was very similar; in other words, the coefficients of the models were very close. This made the comparison between each sample size easier. Consequently, confidence intervals were estimated for sample sizes equal to 50, 100, and 384. The summary of the models were presented in Table 3 .
Using the equations presented in Table 1 , the 95%-precentile confidence intervals on the gamma mean and predicted response were computed for the different sample sizes for an entering flow for the minor approach 2 2, 000
The results are presented in Figures 3 and 4 respectively. As a general trend, these figures show the confidence intervals on the gamma mean and predicted response become larger as the sample size becomes smaller.
For instance, the width of the confidence intervals for the gamma mean increases between 0% to 10% when the sample size is reduced from 354 to 100. The increase is much more important for reducing the sample size from 354 to 50, with an increase in the width varying between 72% and 85%. The same outcome can be seen for the predicted response, in which the confidence interval increases with a smaller sample size. The difference can be as high as 65% for the sample reduced from 354 to 50. Additionally, although difficult to see at the lower left-hand side, the confidence intervals are actually wider at lower and higher flows, similar to the confidence intervals produced for linear statistical models (21) . This characteristic is explained by the fact that there are fewer sites at both extremities. . In this case, the width of the steps where they start and end will be different, as shown in Figure 4 . Thus, some values will automatically jump by one point while some will go down. Nonetheless, the width increases at the both extremities.
The first dataset, with a higher sample mean, was also used for evaluating the effects of reducing sample size on the confidence intervals. The same entering flow 2 2, 000 F = was employed in this exercise. Because the predicted values varied greatly between the models developed from different sample sizes, the coefficients and the dispersion parameter from the full dataset along with the variance-covariance matrix output from the lower sample sizes were used to compute the confidence intervals. Although not ideal, the comparison showed that the confidence intervals for the gamma mean and predicted response increased on average by similar percentages for sample sizes equal to 100 and 50 respectively. Interestingly, the confidence intervals for the gamma mean increased by an average of 136% for a sample size equal to 20 (compared to the full dataset). With this kind of increase, developing statistical models using such small number of observations is not recommended.
SUMMARY AND CONCLUSIONS
This study aimed at analyzing the effects of reducing sample sizes on the improved GOF statistic method proposed by Wood (6) which was devised to increase the appropriateness of the SD as a GOF indicator for GLMs with Poisson or NB error structure. Two datasets containing fatal and non-fatal injury crash counts and traffic flow data were analyzed with respective mean injury counts of 3.9 and 1.01. Different sample sizes were analyzed for each dataset. For each sample size, the GOF was tested using a GLM with and without grouping of the data. In addition, the confidence intervals for the gamma mean and predicted responses were estimated using data the datasets.
The following results were obtained:
1. There was no strong effect of grouping on the χ 2 probabilities for first dataset (with mean injury count 3.9) with different sample sizes. This was expected as the grouping technique was only needed when the scaled deviance (SD) does not follow a χ 2 distribution. It can be concluded based on the first dataset that the grouping technique might not be needed for improving goodness-of-fit procedure for data with large mean.
2. There was a stronger effect of the grouping on the χ 2 probabilities for the second dataset with different sample sizes. This was expected as the low mean data does not approximate normal distribution, especially for small sample sizes, and hence SD does not follow a χ 2 distribution. As discussed by Lawless (22) , the inferences associated with NB models become asymptotically (or normally) distributed as the sample size increases, i.e. ∞ → × µ n . (see also 23 for a discussion on the asymptotically approximation of Poisson models estimated using small sample size.)
3. Confidence intervals for the gamma mean and predicted responses got wider with decreasing sample sizes. This is reasonable as with the reduction in sample size.
However, given the fact that the confidence intervals are highly dependent on the inverse dispersion parameter, it is very critical that the parameter be properly estimated (see point 6 below). Unfortunately, models developed from small sample sizes are very likely to be biased (11).
4. As expected, confidence intervals are wider at both extremes of the distribution. This is explained by the low number of observations at these extremes.
5. Confidence intervals on the gamma mean and predictive responses were found to be pretty large indicating highly approximate estimates for µ, m and y. This is because the model coefficients and the observed values are only approximately normal distributed, thus influencing the accuracy of the estimation (7).
6. Finally, the analyses described in this research were performed with the assumption that the inverse dispersion parameter φ is properly estimated. As reported by Lord (11) , this assumption is only valid when statistical models characterized by low sample mean values are developed using a large number of observations, preferably above 1,000 sites (for Given the results of the study, it is recommended to collect crash data at a minimum of 400 sites (i.e., segments, intersections, etc.) in order to avoid using the GOF proposed by Wood (5) when the overall sample mean is close to 1.0. A minimum of 100 observations is recommended for building reliable statistical models and, consequently, confidence intervals for the same sample mean. The increase in the width of confidence intervals was found to be less than 10% compared to the full dataset in the analysis carried out in this research. The suggested sample size was also recommended by Lord (11) as an absolute minimum to lessen biases in the estimating the dispersion parameter of Poisson-gamma models.
Some recommendations for further research include the following:
1. It would be recommended to conduct further analyzes on the effects of reducing sample sizes for different sample mean values, particularly for extremely low sample mean values ( 1.0 µ < ); perhaps using simulation would help for this evaluation.
2. In this work, only crash-flow models were used. It is recommended to replicate this study using "full" models that include several exploratory variables.
3. Finally, in the light of recent work on the dependence of the inverse dispersion parameter with the covariates of the model (13) , it is suggested to re-evaluate the modified GOF statistic for varying inverse dispersion parameter.
It is hoped that this research project will help transportation safety modelers with better guidance for selecting the appropriate sample size when the GOF statistic is used for comparing models subjected to low sample mean values or when the computation of the confidence intervals of crash prediction models is a critical element of the analysis, such as the comparison of highway design alternatives or the identification of hazardous sites.
