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Introduction
Ces notes constituent une introduction a` la ge´ome´trie diffe´rentielle, a` la
ge´ome´trie des varie´te´s complexes et a` celle des varie´te´s quaternioniques en
vue d’applications en physique the´orique. On a suppose´ une certaine fami-
liarite´ avec les notions classiques de ge´ome´trie diffe´rentielle telles que les
notions de fibre´ tangent et de connexion sur un fibre´ principal. Les exemples
et la manie`re de les aborder sont souvent issus de proble`mes lie´s a` la phy-
sique the´orique. On trouvera sous la mention “exercices et comple´ments” des
de´veloppements et des e´clairages diffe´rents de certains aspects et notions in-
troduites.
Afin d’avoir un cadre unifie´, nous sommes parti des notions de pseudo-
groupe et de G-structure qui sont de´crites dans le chapitre 1 ou` nous donnons
une introduction descriptive des conditions d’inte´grabilite´ des G-structures.
Le chapitre 2 est consacre´ a` des the´ore`mes classiques d’inte´grabilite´ dans
Cn. On y trouvera une de´monstration d’un the´ore`me de Malgrange qui est
la contre-partie non-abe´lienne du lemme de Grotendieck-Dolbault dont nous
donnons e´galement une de´monstration.
Dans le chapitre 3 nous introduisons les varie´te´s presque complexes et
les varie´te´s complexes ainsi que les notions d’application (±) holomorphe et
d’application harmonique. On trouvera dans les exemples une description en
termes de projecteurs hermitiens de la ge´ome´trie et de la structure complexe
des espaces projectifs et des grassmaniennes complexes.
Dans le chapitre 4, nous introduisons les fibre´s holomorphes et nous
en donnons une description en termes de fibre´s diffe´rentiables munis de
connexions particulie`res a` l’aide d’un the´ore`me de Koszul et Malgrange et
d’un the´ore`me de Singer que nous de´montrons.
Les chapitres 5, 6, 7, 8, 9 et 10 sont essentiellement une reproduction du
texte d’un expose´ fait au se´minaire de mathe´matique de l’E.N.S. durant l’hi-
ver 1981 sur les strutures complexes au-dessus des varie´te´s. On y trouvera une
de´monstration du the´ore`me d’Atiyah et Ward concernant la transformation
de Penrose pour les instantons. On de´veloppe, dans ce cadre des structures
complexes au-dessus des varie´te´s, l’approche ge´ome´trique d’Elie Cartan a` la
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the´orie des spineurs ainsi que la the´orie des structures spinorielles. Le cha-
pitre 10 contient en particulier une version de la transformation de Penrose
pour le noyau de l’ope´rateur de Dirac sur une varie´te´ riemannienne compacte
a` spin de dimension paire qui est conforme plate (Corollaire 10.9).
Le chapitre 11 est consacre´ aux varie´te´s quaternioniques. On y trouvera
des exemples relie´s a` la the´orie de la gravitation (instantons gravitationnels,
etc.).
Le chapitre 12 est consacre´ aux e´quations de Yang et Mills. On en donne
diffe´rentes formulations dont certaines sont peu connues et on de´crit divers
types de solutions de ces e´quations. Ce chapitre contient notamment le rappel
d’un re´sultat de Harnad, Tafel et Shnider ge´ne´ralisant les re´sultats de Traut-
man et Novakowski relatifs aux connexions canoniques des fibre´s de Stieffel.
On y trouvera e´galement quelques e´le´ments comple´mentaires (par rapport a`
ceux du chapitre 8) sur les instantons de Yang et Mills. Finalement, on donne
une interpre´tation des e´quations de Yang et Mills comme lois de conserva-
tion sur le fibre´ principal et e´galement une interpre´tation comme conditions
d’inte´grabilite´ de syste`mes line´aires.
Le chapitre 13 porte sur les e´quations d’Einstein et l’approche d’Einstein-
Cartan. On de´veloppe une interpre´tation des e´quations d’Einstein comme
conditions d’inte´grabilite´ de syste`mes line´aires, ce qui permet de les iden-
tifier a` des conditions de courbure nulle pour des connexions approprie´es.
Comme pour les e´quations de Yang et Mills (dans le cas semi-simple), on
montre que les e´quations d’Einstein sont e´quivalentes a` une loi de conser-
vation sur le fibre´ des repe`res. Cette loi de conservation est apparente´e a` la
conservation de l’impulsion-e´nergie.
Les notations utilise´es ici sont standard. Sauf mention particulie`re la
convention d’Einstein de sommation des indices re´pe´te´s en haut et en bas
(contravariants et covariants) est utilise´e dans ces notes.
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1 Pseudogroupes, varie´te´s et G-structures
1.1 Pseudogroupes de transformations
Soit X un espace topologique ; un pseudogroupe de transformations sur
X est un ensemble Γ tel que
a) f ∈ Γ est un home´omorphisme d’un ouvert de X , dom(f) , sur un autre
ouvert de X , Im(f) ;
b) pour toute famille (Oα)α∈I d’ouvert de X , un homome´omorphisme f de
∪α∈IOα sur un autre ouvert de X est un e´le´ment de Γ si et seulement si
f ↾ Oα ∈ Γ, ∀α ∈ I.
c) f1, f2 ∈ Γ et dom(f1) = Im(f2)⇒ f1 ◦ f2 ∈ Γ
d) IdX ∈ Γ
e) f ∈ Γ⇒ f−1 ∈ Γ
1.2 Exemples
a) X = Rn, Γ(Rn) est le pseudo-groupe des diffe´omorphismes locaux de
classe Cr ainsi que leurs inverses ; (C0= continu, Cω=analytique)
b) X = Rn, G ⊂ GL(n,R) un sous-groupe et r ≥ 1
ΓrG(R
n) = {f ∈ Γr(Rn)|df(x) ∈ G, ∀x ∈ dom(f)}
Si 1 ≤ r ≤ s et H ⊂ G un sous-groupe, on a ΓsH(Rn) ⊂ ΓrG(Rn). Nous
poserons Γ(Rn) = Γ∞(Rn),ΓG(Rn) = Γ∞G (R
n)
c) X = Cn,Γ(Cn) est le pseudogroupe des transformations holomorphes.
On notera que, en conside´rant GL(n,C) ⊂ GL(2n,R), on a canoniquement :
Γ(Cn) = ΓrGL(n,C)(R
2n), ∀r ≥ 1.
d) Comme on le voit sur l’exemple c) l’e´quation de b) df(x) ∈ G implique
souvent une re´gularite´ pour f plus forte que celle que l’on a mise au de´part.
Il peut meˆme arriver que les restrictions deviennent injectives par exemple,
ΓrO(n)(R
n) est l’ensemble des de´placements euclidiens.
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1.3 Atlas et varie´te´s
Soit Γ un pseudogroupe de transformation sur l’espace topologique X et
V un espace topologique. Un atlas de V compatible avec Γ est une famille
de paires (Oα, ϕα)α∈A ou` (Oα)α∈A est un recouvrement ouvert de V, ϕα est
un home´omorphisme de Oα sur un ouvert de X et ou` l’on a : ∀α, β ∈ A
ϕα ◦ ϕ−1β ↾ ϕβ(Oα ∩ Oβ) ∈ Γ
Les (Oα, ϕα) (α ∈ A) sont les cartes de l’atlas. Une paire (O, ϕ) ou` O est un
ouvert de V et ϕ un homome´omorphisme de O sur un ouvert de X est une
carte compatible avec l’atlas (Oα, ϕα)α∈A si ((Oα, ϕα)α∈A, (O, ϕ)) est encore
un atlas de V compatible avec Γ. En adjoignant a` un atlas de V compatible
avec Γ toutes les cartes compatibles on obtient un atlas complet sur V com-
patible avec Γ (i.e. contenu dans aucun autre atlas sur V compatible ave Γ)
contenant l’atlas initial.
Soit n un entier ; une varie´te´ de classe Cr et de dimension n est un espace
topologique se´pare´ muni d’un atlas complet compatible avec Γr(Rn). Nous
parlerons de varie´te´s diffe´rentiables pour de´signer les varie´te´s de classe C∞
et de varie´te´s analytiques re´elles pour les varie´te´s Cω.
Si G est un sous-groupe de GL(n,R), une varie´te´ de type G sera un espace
topologique se´pare´ muni d’un atlas complet compatible avec ΓG(R
n), (on
peut de´finir de manie`re analogue les varie´te´s de type G de classe Cr pour
r ≥ 1). Une varie´te´ de type G est canoniquement une varie´te´ diffe´rentiable
et, plus ge´ne´ralement si H est un sous-groupe de G, une varie´te´ de type H
est canoniquement une varie´te´ de type G.
1.4 Exemples
a) Conside´rons GL(n,C) comme sous-groupe de GL(2n,R). Une varie´te´
de type GL(n,C) est un espace topologique muni d’un atlas complet compa-
tible avec Γ(Cn) ; une telle varie´te´ est appele´e varie´te´ complexe. C’est cano-
niquement une varie´te´ analytique. Nous reviendrons sur cet exemple.
b) Soit Sp(n,R) le sous-groupe de GL(2n,R) laissant invariant la forme
biline´aire antisymme´trique ω0 =
∑n
k=1 dx
k ∧ dxn+k (groupe symplectique).
La notion de varie´te´ de type Sp(n,R) est identique a` la notion de varie´te´
symplectique de dimension 2n, i.e. de varie´te´ diffe´rentiable de dimension 2n
munie d’une 2-forme exte´rieure ferme´e partout non de´ge´ne´re´e. En effet si V
est une varie´te´ de type Sp(n,R) et si (O, ϕ) appartient a` l’atlas correspondant
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la 2-forme ϕ∗(ω0) = ω sur O est ferme´ et sa valeur en un point x ne de´pend
pas de la carte choisie (O, ϕ) telle que x ∈ O en vertu de la compatibilite´
avec ΓSp(n,R)(R) ; on a donc une 2-forme ferme´e ω globalement de´finie sur V
de rang maximum. Inversement, le the´ore`me de Darboux assure l’existence
sur toute varie´te´ symplectique de dimension 2n d’un atlas compatible avec
ΓSp(n,R) tel que la forme symplectique soit obtenue de la manie`re pre´ce´dente.
c) Soit O(n) ⊂ GL(n,R) ; une varie´te´ de type O(n) n’est autre qu’une
varie´te´ riemannienne plate de dimension n comme on le voit facilement. On
voit, a` travers ces exemples (nous en verrons d’autres) que l’inte´reˆt de cette
notion de varie´te´ de type G(⊂ GL(n,R)) est en quelque sorte proportionnel a`
la taille de ΓG(R
n). Nous allons maintenant introduire une notion plus faible
qui reste tre`s riche meˆme lorsque ΓG(R
n) est petit.
1.5 G-structures
Soit V une varie´te´ diffe´rentiable de dimension n, soit L(V ) le fibre´ des
repe`res tangents a` M . L(V ) est un fibre´ principal de groupe structural
GL(n,R). Soit G un sous-groupe de GL(n,R), une G-structure sur V est
un fibre´ principal P = P (V,G) sur V de groupe structural G qui est un
sous-fibre´ diffe´rentiable de L(V ). Une varie´te´ diffe´rentiable munie d’une G-
structure sera appele´e varie´te´ presque de type G.
1.6 Exemples
a) On conside`re a` nouveau GL(n,C) comme sous-groupe de GL(2n,R) ;
explicitement Cn ↔ R2n (zk)↔ (xk, xn+k) avec zk = xk + ixn+k et GL(n,C)
s’identifie au sous-groupe de GL(2n,R) des matrices inversibles commutant
avec J0 =
(
0 −1n
1n 0
)
qui repre´sente la multiplication par i. Alors, une
GL(n,C)-structure sur une varie´te´ diffe´rentielle V de dimension 2n n’est
autre qu’une structure presque complexe sur V , i.e. un champ (diffe´rentiable)
x 7→ Jx (x ∈ V ) d’endomorphismes des espaces tangents (Jx ∈ EndTx(V ))
satisfaisant J2x = −1lx (⇒ presque complexe= presque de type GL(n,C)).
b) Plus ge´ne´ralement, si τ0 est un tenseur sur R
n et si G ⊂ GL(n,R) est
un sous-groupe laissant τ0 invariante, une G-structure P sur V permet de
construire sur V un champ tensoriel x 7→ τx du type pre´ce´dent ; (si u ∈ P est
un repe`re de P en x, τx est le tenseur de composantes τ0 dans u). Si G est
exactement le sous-groupe Gτ0 de GL(n,R) laissant τ0 invariant, le champ
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x 7→ τx permet de reconstruire la G-structure P (= ensemble des repe`res
relativement auxquels les composantes du champ τx sont τ0).
c) Une O(n)-structure sur V est une structure riemannienne sur V , (voir
b) pour retrouver la de´finition usuelle). Une varie´te´ presque de type O(n)
n’est donc autre qu’une varie´te´ riemannienne.
d) Soit G ⊂ GL(n,R) un sous-groupe et soit V une varie´te´ de type
G ; l’ensemble P des repe`res naturels correspondant aux cartes de l’atlas
complet de V compatible avec ΓG(R
n) est manifestement une G-structure
sur V . Une varie´te´ de type G est donc (canoniquement) presque de type G.
La G-structure que nous venons d’introduire est d’un type bien particulier.
1.7 Inte´grabilite´
Une G-structure P sur V est dite inte´grable si il existe un atlas de V
(compatible avec Γ(Rn), n = dim(V )) dont les repe`res naturels (ceux corres-
pondant a` ses cartes) sont tous des e´le´ments de P (chaque carte de´finit une
section de P sur son domaine). L’inte´grabilite´ est donc e´quivalente a` l’exis-
tence d’un atlas compatible avec ΓG(R
n) contenu dans l’atlas de V et donc
a` l’existence d’un atlas complet de V compatible avec ΓG(R
n) et contenu
dans l’atlas de V (compatible avec Γ(Rn)). Il est clair que cet atlas complet
compatible avec ΓG(R
n) est alors unique. Autrement dit, une varie´te´ de type
G n’est autre qu’une varie´te´ munie d’une G-structure inte´grable.
1.8 Proposition
Soit P une G-structure inte´grable sur V ; P admet une connexion sans
torsion.
De´monstration. Soit (Oα) un recouvrement ouvert localement fini de V par
des domaines de cartes (Oα, ϕα) de l’atlas complet de V compatible avec
ΓG(R
n) correspondant a` la G-structure inte´grable P (comme dans 1.7), soit
(χα) une partition de l’unite´ subordonne´e a` (Oα) et soit ωα la forme de
connexion plate sur P ↾ Oα pour laquelle le champ des repe`res naturels de la
carte (Oα, ϕα) est horizontal. Posons ω =
∑
α π
∗(χα)ωα, ou` π : P → V est
la projection ; ω est une forme de connexion sans torsion sur P . 
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1.9 Obstructions et inte´grabilite´ formelle
Etant donne´ une G-structure P sur V , il y a un certain nombre d’obs-
tructions “formelles” a` l’inte´grabilite´ de P ; dans les “bons cas”, l’annula-
tion de ces obstructions (= inte´grabilite´ formelle) entraˆıne l’inte´grabilite´.
Par exemple, une O(n)-structure sur V est, comme on l’a vu plus haut, une
structure riemannienne sur V ; la courbure riemannienne correspondant (i.e.
la courbure de la connexion sans torsion sur la O(n)-structure donne´e sur V )
est une obstruction a` l’inte´grabilite´, (c’est la seule dans ce cas), et son annu-
lation implique l’inte´grabilite´. Dans le cas ge´ne´ral la proposition 1.8 est la clef
pour construire ces obstructions. L’ide´e de l’inte´grabilite´ d’une G-structure
P correspond a` l’existence, au voisinage de chaque point x ∈ V , de coor-
donne´es locales satisfaisant un certain syste`me diffe´rentiel Sp (compatibilite´
de la carte avec ΓG(R
n)). On fait, en x ∈ V un de´veloppement limite´ de
ces coordonne´es locales, en identifiant dans le syste`me pre´ce´dent les termes
d’ordre k, on obtient en x un syste`me alge´brique SPk (x) qui est, en ge´ne´ral
surde´termine´ ; on a donc des conditions de compatibilite´ que l’on peut mettre
sous la forme ck−1(x, P ) = 0 ou` les ck sont des sections de fibre´s associe´s a`
P dont nous allons donner une description. Pour faire les de´veloppements
limite´s, on est amene´ a` e´tudier le comportement local des automorphismes
infinite´simaux d’uneG structure P sur V . Un tel automorphisme infinite´simal
est un champ de vecteur X sur V engendrant un groupe local a` 1 parame`tre
laissant P (⊂ L(V )) invariant. Puisque l’on ne s’inte´resse qu’au comporte-
ment local, on peut supposer V = Rn et P = Rn × G, X = Xµ ∂
∂xµ
(ou`
xµ est le syste`me de coordonne´es naturel de Rn) est un automorphisme in-
finite´simal de P si et seulement si la matrice (∂Xµ/∂xν = (∂νX
µ) appar-
tient a` l’alge`bre de Lie g de G. Faisons un de´veloppement limite´ de X a`
l’origine Xµ ∼ ∑k 1k!∑(ν)Xµν1...νk xν1 . . . xνk pour ν2 . . . νk fixe´s, la matrice
Xµνν2 . . . νk appartient a` g. On est amene´ a` la de´finition suivante.
1.10 Prolongements de g ⊂ End(Rn)
Soit g une sous-alge`bre de Lie de gl(n,R) = End(Rn). Le prolongement
d’ordre k (k = 0, 1, 2, . . . ) de g est l’espace g(k) des applications (k + 1)-
line´aires syme´triques, t de Rn × · · · × Rn︸ ︷︷ ︸
(k+1)−termes
dans Rn telles que ∀v1, . . . , vk ∈ Rn
v 7→ t(v, v1, . . . vk) soit un e´le´ment de g(⊂ End(Rn)). Si gk0 = {0}, alors
g(k) = {0}, ∀k ≥ k0 et on appelle ordre de g le plus petit entier k tel que
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g(k) = {0}. Si ∀k gk 6= {0}, on dit que g est de type infini. On dit enfin que g
est elliptique si g ne posse`de aucun e´le´ment de rang 1. On pose g(−1) = Rn,
(on a g(0) = g).
1.11 Proposition
Si g est d’ordre fini, g est elliptique.
De´monstration. Soit e ⊗ ω 6= 0 (e ∈ Rn, ω ∈ (Rn)∗) une matrice de rang 1.
Si e ⊗ ω ∈ g alors t de´finit par (v0, v1, . . . , vk) 7→ e.ω(v0)ω(v1) . . . ω(vk) =
t(v0, . . . , vk) et un e´le´ment de g
(k) diffe´rent de ze´ro. Par conse´quent si g
posse`de un e´le´ment de rang 1 i.e. si g n’est pas elliptique, g est de type
infini. D’ou` la proposition. 
1.12 L’alge`bre de Lie gradue´e g(•)
Les automorphismes infinite´simaux de Rn×G forment une alge`bre de Lie
(pour le crochet des champs de vecteurs) ; on en de´duit, par de´veloppement
en O ∈ Rn une structure d’alge`bre de Lie gradue´e sur g(•) = ⊕k≥−1g(k)
(que l’on peut identifier aux automorphismes infinite´simaux a` composantes
polynomiales en (xµ)) : [g(−1), g(−1)] = 0 et [tp, tq](v0, v1 . . . , vp+q) =
= 1
p!(q+1)!
∑
π tp(tq(vπ(0), . . . , vπ(q)),vπ(q+1) . . . vπ(q+p))
− 1
q!(p+1)
∑
π tq(tp(vπ(0), . . . vπ(p)), vπ(p+1), . . . , vπ(p+q)), ∀tp ∈ g(p), tq ∈ g(q)
1.13 Le complexe g(•) ⊗ ∧Rn
Soit
r∨ (Rn)∗ la r-ie`me puissance syme´trique et s∧ (Rn)∗ la s-ie`me puissance
exte´rieure de (Rr)∗ et
δ : (
r∨ Rn)∗)⊗ ( s∧ Rn)∗)→ (r−1∨ (Rn)∗)⊗ (s+1∧ (Rn)∗)
l’application line´aire de´finie par :
δ((
r⊗ v)⊗ (v1 ∧ · · · ∧ vs)) = (
r−1⊗ v)⊗ (v ∧ v1 ∧ · · · ∧ vs)
avec v, vi ∈ Rn∗. On a un complexe (i.e. δ2 = 0)
0→ r∨ (Rn)∗ δ→r−1∨ (Rn)∗⊗ 1∧ (Rn)∗ δ→ . . . δ→ r∧ (Rn)∗ → 0
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qui n’est autre que le complexe des formes diffe´rentielles polynomiales sur
Rn. Par tensorisation avec Rn en tenant compte de g ⊂ Rn ⊗ (Rn)∗ et des
de´finitions, on obtient le sous-complexe :
0→ g(r−1) δ→ g(r−2) ⊗ (Rn) ∗→ g(r−3)⊗ 2∧ (Rn) x→ . . . δ→ g(−1)⊗ r∧ (Rn)∗ → 0
Posons :
Hr,s(g) = {K ∈ gr−1⊗ s∧ (Rn)∗|δK = 0}/δ(g(r)⊗ s−1∧ (Rn)∗)
i.e. ce sont les groupes d’homologie du complexe pre´ce´dent. On a Hr,1(g) = 0
∀r ≥ 1. La partie importante pour l’inte´grabilite´ formelle est Hr,2(g) pour
r ≥ 0 (Hℓ,2(g) = 0 si g est d’ordre k et ℓ ≥ k + 1).
1.14 Les obstructions ck(P )
Soit P une G-structure sur V . G agit sur Rn, sur g (action adjointe) et
sur les g(k) en ge´ne´ral. On a donc des fibre´s (vectoriels) associe´s a` P sur V
correspondant que nous noterons g(k), (on a g(−1) = T (V )). De meˆme G agit
sur les espaces Hr,s(g) et on a des fibre´s associe´s a` P sur V correspondant
Hr,s(g). On peut de´finir directement Hr,s(g) comme l’homologie de
→ g(r)⊗ s−1∧ T ∗(V ) δ→ g(r−1)⊗ s∧ T ∗(V ) δ→ g(r−2)⊗ s+1∧ T ∗(V )→ . . .
Les obstructions a` l’inte´grabilite´ de P sont des sections ck(P ) ∈ Γ(Hk,2(g))
des fibre´s Hk,2(g) sur V pour k ≥ 0. Commenc¸ons par de´finir c0.
1.15 De´finition de c0(P )
Soit P une G-structure sur V et soient ω et ω′ deux formes de connexions
sur P de torsions τ et τ ′. On peut conside´rer que τ et τ ′ sont dans
T (V )⊗ 2∧ T ∗(V ) = g(−1)⊗ 2∧ T ∗(V ) et que ω − ω′ est dans g ⊗ T ∗(V ) =
g(0)⊗ 1∧ T ∗(V ). Par de´finition, on a
τ − τ ′ = δ(ω − ω′), δτ = δτ ′ = 0
autrement dit la classe de τ dans Γ(H0,2(g)) ne de´pend pas de la connexion ω
choisie mais uniquement de P ; on l’appelle premie`re fonction de structure de
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la G-structure P sur V et on la note c0(P ), (on peut aussi la de´finir comme
fonction sur P a` valeurs dans H0,2(g) au lieu de section de H0,2(g) comme
ici).
L’annulation de c0(P ) est, par construction e´quivalente a` l’existence d’une
connexion sans torsion sur P et 1.8 montre que c’est une condition ne´cessaire
a` l’inte´grabilite´ de P . C’est manifestement une condition du premier ordre
pour le syste`me diffe´rentiel correspondant a` l’inte´grabilite´.
1.16 Prolongements de G ⊂ GL(n,R)
Soit G un sous-groupe de Lie de GL(n,R) d’alge`bre de Lie g. A` un e´le´ment
t de g(k) (k ≥ 1), on associe l’endomorphisme T (k)(t) de l’espace vectoriel
⊕r=kr=0g(r−1) = Rn ⊕ g ⊕ · · · ⊕ g(k−1) de´fini par : T (k)(t)v = v + t(v, . . . ) ∈
Rn ⊕ g(k−1) si v ∈ Rn et T k(t)x = x si x ∈ ⊕r=kr=1gr−1. T (k) ainsi de´fini
est un homomorphisme de groupes, du groupe additif g(k) dans le groupe
line´aire re´el GL(⊕r=kr=0g(r−1)) de l’espace vectoriel re´el ⊕r=kr=0g(r−1)) ; son image
G(k) = T (k)(g(k)) est un sous-groupe (abe´lien si k ≥ q) du groupe line´aire
GL(⊗r=kr=0g(r−1)) qui est appele´ prolongement d’ordre k de G. On a G(0) = G
et on notera que g(k) est l’alge`bre de Lie de G(k) et que T (k) est l’application
exponentielle correspondante (ce qui justifie la terminologie).
Si N (k) = dim
(⊕r=kr=0g(r−1)), GL (⊕r=kr=0g(r−1)) = GL(N (k),R) et G(k+1) est
canoniquement le prolongement d’ordre 1 de G(k) i.e. G(k+1) ≃ (G(k))(1).
1.17 Bases
Soit P une G-structure sur V avec dim(V ) = n. Choisissons une fois pour
toutes une base de l’alge`bre de Lie g de G ; a` cette base correspond une base
Bu de l’espace des vecteurs tangents en u ∈ P a` la fibre de P π→ V passant par
u (i.e. Tu(π
−1(π(u))). Pour tout sous-espace H de Tu(P ) supple´mentaire a`
l’espace tangent a` la fibre passant par u, il y a une base unique B′H de H dont
l’image par la projection π est la base u(∈ P ) de Tπ(u)(V ) ; (Bu,B′H) est donc
une base de Tu(P ) que nous noterons u
(1)(u,H). L’ensemble des u(1)(u,H)
est un sous-fibre´ P˜ (1) du fibre´ des repe`res L(P ) de P qui est invariant par
G(1) ⊂ GL(N (1),R), (on a e´videmment N (1) = dim(Rn ⊕ g) = dim(P )).
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1.18 Prolongements de la G-structure P
Soit K un sous-espace de Rn⊗ 2∧ (Rn)∗ = g(−1)⊗ 2∧ (Rn)∗ supple´mentaire
au sous-espace δ(g(0)⊗ 1∧ (Rn)∗) = δ(g ⊗ (Rn)∗), (voir 1.13), et soit P (1) ⊂
P˜ (1) l’ensemble des u(1)(u,H) ou` H satisfait dθu ◦ iH ∈ K, iH de´signant
l’isomorphisme inverse de celui induit par θu ↾ H (: H
≃→ Rn et θ e´tant
la 1-forme canonique a` valeurs dans Rn (forme de soudure) sur P ⊂ L(V ).
P (1) est un sous-fibre´ principal de L(P ) dont le groupe de structure est G(1)
comme on le ve´rifie facilement ; c’est donc une G(1)-structure sur P que l’on
appelle prolongement d’ordre 1 de la G-structure P sur V . On ve´rifiera que
si on change le choix de K, on obtient une autre G(1)-structure P
′(1) sur P
qui est isomorphe a` P (1), (comme G(1)-fibre´ principal sur P ), de sorte que le
choix de K n’est pas important.
Posons P (0) = P et de´finissons par re´currence les P (k) par P (k+1) = (P (k))(1)
de sorte P (k) est une G(k)-structure sur P (k−1) appele´e prolongement d’ordre
k de la G-structure P sur V . (On pourra poser V = P (−1) de la manie`re
cohe´rente).
1.19 Fonctions de structure de P et de´finition des ck(P )
La premie`re fonction de structure c0(P
(k)) de la G(k)-structure P (k) sur
P (k−1), (k ≥ 0), est parfois appele´e (k + 1)-ie`me fonction de structure de la
G-structure P sur V . L’annulation de tous les c0(P
(k)), k ≥ 0, implique
l’inte´grabilite´ formelle des P (k) (c’est meˆme e´quivalent), mais il y a des
exemples ou` P est inte´grable sans que les P (k) le soient (meˆme formelle-
ment), c’est pourquoi, nous e´viterons cette terminologie. On peut cependant
extraire de c0(P
(k)) une partie invariante se projetant sur V et correspon-
dant a` ck(P ) ∈ Γ(Hk,2(g)) ; c’est l’obstruction a` l’inte´grabilite´ formelle de la
G-structure a` l’ordre k.
L’annulation des ck(P ) est e´quivalente a` l’inte´grabilite´ formelle de la G-
structure. Lorsque G est elliptique, un the´ore`me de Malgrange implique que
l’inte´grabililte´ formelle est e´quivalente a` l’inte´grabilite´. Plus re´cemment, ce
re´sultat a e´te´ ge´ne´ralise´ au cas de G ⊂ GL(n,R) quelconque par Goldschmidt
et Spencer et par Molino.
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1.20 Exercices et comple´ments
1.
r∨ (Rn)∗⊗ s∧ (Rn)∗ peut s’interpre´ter comme e´tant l’espace des formes
diffe´rentielles de degre´ s a` coefficients polynoˆmes homoge`nes de degre´ r
dans Rn ; l’ope´rateur δ :
r∨ (Rn)∗⊗ s∧ (Rn)∗ →r−1∨ (Rn)∗⊗ v+1∧ (Rn)∗ n’est
autre que la diffe´rentielle exte´rieure sur les formes correspondantes. Le
terme d’ordre r du de´veloppement limite´ au voisinage de O ∈ Rn d’une
forme diffe´rentielle de degre´ s est donc un e´le´ment de
r∨ (Rn)∗⊗ s∧ (Rn)∗. La suite
r+1∨ (Rn)∗⊗ s−1∧ (Rn)∗ δ→ r∨ (Rn)⊗ s∧ (Rn)∗ δ→r−1∨ (Rn)∗⊗ s+1∧ (Rn)
est exacte en
r∨ (Rn)∗⊗ s∧ (Rn)∗, ∀r, s ≥ 0, en posant
r∨ (Rn)⊗ −1∧ (Rn)∗ =
{
0 si r ≥ 1
R si r = 0
c’est la version formelle (i.e. au sens des se´ries formelles pour les de´velop-
pements limite´s en O ∈ Rn) du lemme de Poincare´.
2. De´duire de 1 (par tensorisation avec Rn) que Hr,s(gl(n,R)) = 0, ∀r, s
avec r+ s ≥ 1, ou` gl(n,R) est l’alge`bre de Lie (≃ EndRn) de GL(n,R).
3. Montrer que Hr,2(g) = 0 ∀r ≥ 1 pour g= alge`bre de Lie de Sp(ℓ,R) ou
de GL(ℓ,C), (pour le dernier cas on peut s’inspirer de 1 et 2).
4. L’alge`bre de Lie o(n) de O(n) est d’ordre un (o(n)(1) = {0}), donc
Hr,s(o(n)) = 0 si r ≥ 2. Montrer que H0,2(o(n)) = 0 et que les e´le´ments
de H1,2(o(n)) sont les tenseurs d’ordre quatre Rab cd posse´dant les
syme´tries du tenseur de courbure de Riemann-Christoffel, (i.e. Rab cd =
−Rba cd = −Rab dc = Rcd ab et Rab cd +Rac db +Rad bc = 0).
5. Montrer que l’alge`bre de Lie co(n) de CO(n) (= le groupe line´aire
conforme) est d’ordre deux ; de´terminer co(n)(1). Montrer que les e´le´ments
de H1,2(co(n)) s’identifient canoniquement aux tenseurs d’ordre quatre
Wab cd posse´dant les syme´tries du tenseur de courbure de Weyl. Montrer
que Hr,2(co(n)) = 0 si r 6= 1.
6. Soient g0 ⊂ g, alors H0,k(g0) = 0⇒ H0,k(g) = 0
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2 Quelques the´ore`mes d’inte´grabilite´ dans Cn
2.1 Lemme
Soit U un ouvert borne´ de C et f une fonction de Ck(U) borne´e. La
fonction g sur U , de´finie par g(z) = (2π)−1
∫
U
(ξ − z)−1f(ξ)dξ ∧ dξ¯ est dans
Ck(U) et, si k ≥ 1, on a ∂g/∂z¯ = f .
De´monstration. La premie`re partie (g ∈ Ck(U)) est imme´diate. On a d’autre
part, pour tout D ⊂ U diffe´omorphe a` un disque et toute fonction g ∈ Ck(U)
avec k ≥ 0 et z inte´rieur a` D (z ∈ ◦D).
1
2πi
(∫
∂D
g(ξ)dξ
ξ−z − limε→0
∫
∂Dε(z)
g(ξ)dξ
ξ−z
)
=
1
2πi
∫
∂D
g(ξ)dξ
ξ−z − g(z) = 12πi
∫
D
∂g(ξ)/∂ξ¯
ξ−z dξ¯ ∧ dξ,
ou` Dε(z) est le disque de rayon ε centre´ en z et la dernie`re e´galite´ provient
de la formule de Stokes. La dernie`re partie du lemme re´sulte de la formule
pre´ce´dente, impliquant ∂g/∂z¯ = f dans D, par passage a` la limite. 
2.2 Lemme
Soit O un ouvert de C × Rm et soit A : O → End(CN ) une fonction de
classe Ck avec k ≥ 1. Pour chaque (z0, ~r0) ∈ O, on peut trouver un ouvert de
O de la forme U0 ×W0, avec z0 ∈ U0 ⊂ C et ~r0 ∈ W0 ⊂ Rm, et une fonction
G : U0 ×W0 → GL(N,C) de classe Ck tels que l’on ait : A = G−1 ∂G∂z¯ dans
U0 ×W0
De´monstration. Soit K ∈ R avec 0 < K < 1/2. On peut trouver un ouvert
borne´ de O de la forme U1 ×W0 avec z0 ∈ U1 ⊂ C et ~r0 ∈ W0 ⊂ Rm tel que
l’on ait :
sup
(z,~r)∈U1×W0
{
1
π
∫
U1
n A(u+ iv, ~r)
u+ iv − z
n
du dv
}
≤ K
Soit χ une fonction a` support compact dans U1 a` valeurs dans [0, 1] qui est
e´gale a` 1 dans un voisinage ouvert U0 ⊂ U1 de z0. De´finissons les fonctions
Fn : C×W0 → End(CN) par
F0 = 1lCN et Fn+1(z, ~r) =
1
2πi
∫
Fn(ξ, ~r)A(ξ, ~r)χ(ξ)
ξ − z dξ ∧ dξ¯
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On obtient, par re´currence sur n, que les Fn sont de classe C
k dans U1×W0 et
que, si D est un ope´rateur diffe´rentiel d’ordre p ≤ k a` coefficients constants,
on a les estimations suivantes :
sup
U1×W0
n
Fn(z, ~r)
n
≤ Kn et sup
U1×W0
n
DFn(z, ~r)
n
≤ Kn
(
p∑
q=0
Cqn
βq(D)
Kq
)
ou` les βq(D) sont des constantes. Ceci implique que
∑
n Fn converge dans
U1×W0 vers une fonction de classe Ck G : U1 ×W0 → End(CN), et, comme
on a n
1−G(z, ~r)
n
≤
∑
n≥1
n
Fn(z, ~r)
n
≤
∑
n≥1
Kn =
K
1−K < 1
il s’ensuit que G(z, ~r) ∈ GL(N,C) sur U1×W0. Il en re´sulte ∂G/∂z¯ = GA⇔
A = G−1∂G/∂z¯ dans U0 ×W0. 
2.3 The´ore`me
Soit O un ouvert de Cn × Rm et soient Aα : O → End(CN) (α =
1, 2, . . . , n) n fonctions de classe Ck avec k ≥ 1 satisfaisant les conditions
∂Aβ/∂z¯α − ∂Aα/∂z¯β + [Aα, Aβ] = 0 ∀α, β = 1, . . . , n. (2.1)
Alors chaque point (~z0, ~r0) ∈ O posse`de un voisinage ouvert O0 ⊂ O sur
lequel on a une fonction de classe Ck, G : O0 → GL(N,C), telle que
Aα = G
−1∂G/∂z¯α dans O0
De´monstration. Le lemme 2.2 implique le re´sultat pour n = 1 Supposons que
ce re´sultat soit vrai pour n = ν−1 ; (~z0, ~r0) ∈ Cν×Rm = Cν−1× (C×Rm) =
C
ν−1 × Rm+2 a donc un voisinage ouvert O˜0 ⊂ O dans lequel on a une
fonction de classe Ck, G˜ : O˜0 → GL(N,C) tels que Aα = G˜−1∂G˜/∂z¯α pour
α = 1, 2, . . . , ν − 1.
De´finissons (“transformation de jauge inverse”) A′ν par Aν = G˜
−1∂G˜/∂z¯ν +
G˜−1A′νG˜ dans O˜0 ; (2.1) est e´quivalent dans O˜ a` ∂A′ν/∂zα = 0 pour α =
1, 2, . . . , ν− 1. On peut alors trouver un ouvert borne´ U dans C et un ouvert
W de Cν−1 × Rm tel que O = {(~z, ~r) ∈ Cν × Rm|zν ∈ U, (z1, . . . , zν−1, ~r) ∈
W} soit inclus dans O0. De´finissons la fonction φ de classe Ck dans O0
par : φ(~z, ~r) = (2πi)−1
∫
U
(ξ − zν)−1A′ν(z1, . . . , zν−1, ξ, ~r)dξ ∧ dξ¯. On a : A′ν =
∂φ/∂z¯ν , (d’apre`s 2.1), et ∂φ/∂z¯α = 0 pour a = 1, 2, . . . , ν − 1 dans O0.
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Posant G = eφG˜ on a alors dans O0 : Aα = G−1∂G/∂z¯α pour α = 1, . . . , ν.
Le re´sultat est donc vrai pour n = ν. Il est donc, par re´currence, vrai quel
que soit n. 
2.4 Formes diffe´rentielles pures
L’alge`bre exte´rieure des formes diffe´rentielles complexes de classe Ck sur
un ouvert O de Cn est engendre´e par les fonctions complexes de classe Ck
sur O et les 1-formes dzα, dz¯α (α = 1, 2, . . . , n). On a donc une notion de
degre´s partiels en dzα et en dz¯α sur ces formes. Nous dirons qu’une forme est
pure de type (r, s) si elle est homoge`ne de degre´ r en dzα et de degre´ s en
dz¯β (α, β = 1, . . . , n) ; elle est alors e´videmment de degre´ p+ q.
La diffe´rentielle exte´rieure dλ d’une forme pure λ de type (r, s) et de
classe Ck avec k ≥ 1 sur O est la somme d’une forme ∂λ pure de type
(r+1, s) de d’une forme ∂¯λ pure de type (r, s+1) de classe Ck−1 sur O. Par
line´arite´, on de´finit ainsi les ope´rateurs ∂ et ∂¯ sur les formes diffe´rentielles
de classe Ck avec k ≥ 1 sur O a` valeurs dans les formes diffe´rentielles Ck−1
sur O ; on a d = ∂ + ∂¯, et sur les formes de classe Ck avec k ≥ 2 on a
∂2 = ∂¯2 = ∂∂¯ + ∂¯∂ = 0.
Ces de´finitions se ge´ne´ralisent de manie`re e´vidente aux formes a` valeurs dans
des espaces vectoriels complexes.
Pour la suite, pour simplifier les notations, nous nous placerons dans le cas
C∞ et sauf mention spe´ciale, forme diffe´rentielle signifiera forme diffe´rentielle
C∞.
2.5 The´ore`me
Soit G un groupe de Lie complexe d’alge`bre de Lie g et soit ω une forme
diffe´rentielle a` valeurs dans g pure de type (0,1) sur un ouvert O de Cn. Les
conditions suivantes sont e´quivalentes :
(a) ∂¯ω + 1
2
[ω, ω] = 0 sur O
(b) On a un recouvrement ouvert (Oα) deO et des fonctions C∞ gα : Oα → G
tels que ω ↾ Oα = g−1α ∂¯gα pour tout α.
C’est un cas particulier de 2.3 car si dans 2.3 les Aα sont a` valeurs dans
une sous-alge`bre de Lie complexe de End(CN), alors la fonction G construite
dans la de´monstration de 2.3 est dans le sous-groupe de Lie de GL(N,C)
correspondant.
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2.6 The´ore`me
Soit E un espace vectoriel complexe et soit λ une forme diffe´rentielle a`
valeurs dans E sur un ouvert O de Cn qui est pure de type (r, s) avec s ≥ 1.
Les conditions suivantes (i) et (ii) sont e´quivalentes :
(i) ∂¯λ = 0 sur O
(ii) On a un recouvrement ouvert (Oα) de O et des formes diffe´rentielles a`
valeurs dans E pures de type (r, s− 1) µα sur les Oα tels que λ ↾ Oα = ∂¯µα
pour tout α.
De´monstration. En remplac¸ant E par E ⊗ ( r∧ Cn), il suffit de le de´montrer
pour r = 0. Le cas s = 1 re´sulte de 2.5 en identifiant E a` une alge`bre de
Lie abe´lienne, (on peut aussi le de´montrer directement a` partir de 2.1) ; dans
tous les cas, on peut se ramener au cas de formes scalaires de type (o, s)
car la tensorisation avec E est triviale. Le re´sultat est vrai, d’apre`s ce qui
pre´ce`de, si les dz¯2, . . . , dz¯n n’interviennent pas dans λ. Supposons-le vrai si
les dz¯m, dz¯m+1, . . . , dz¯n n’interviennent pas et montrons qu’il est alors vrai
pour un λ ou` les dz¯m+1, . . . , dz¯n n’interviennent pas i.e. on a λ = ϕ∧dz¯m+ψ
ou` ϕ et ψ ne font pas intervenir dz¯m, . . . , dz¯n. D’apre`s 2.1, on peut toujours
re´soudre localement ϕ = ∂P/∂z¯m ⇒ localement λ = ∂¯q + ψ′ ou` ψ′ ne fait
intervenir que dz¯1, . . . , dz¯m−1 et ∂¯ψ′ = 0.
L’hypothe`se de re´currence implique alors localement ψ′ = ∂¯χ et par conse´-
quent localement Λ = ∂¯µ ce qui est e´quivalent au re´sultat de´sire´. 
2.7 Proposition
Soit λ une forme diffe´rentielle ferme´e pure de type (r, s) avec r ≥ 1 et
s ≥ 1 sur un ouvert O de Cn. Alors on a un recouvrement ouvert (Oα) de O
et des formes ϕα pures de type (r−1, s−1) sur les Oα tels que λ ↾ Oα = ∂∂¯ϕα
pour tout α.
De´monstration. dλ = 0 ⇔ ∂λ = 0 et ∂¯λ = 0 pour une forme pure λ.
Localement on peut re´soudre dλ = 0 par λ = dµ, µ =
∑
k+ℓ=r+s−1 µ
k,ℓ et
comme λ est de type (r, s), µ = µr−1,s + µr,s−1 avec ∂¯µr−1,s = 0 et ∂µr,s−1 =
0⇒ d’apre`s 2.6, localement µr−1,s = ∂¯ϕ1, µr,s−1 = ∂ϕ2 ⇒ λ = ∂∂¯ϕ1+∂¯∂ϕ2 =
∂∂¯(ϕ1 − ϕ2). 
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3 Varie´te´s complexes et presque complexes
3.1 Varie´te´s complexes
Rappelons, (voir Chapitre 1), qu’une varie´te´ complexe de dimension com-
plexe n est un espace topologique se´pare´ muni d’un atlas complet compatible
avec le pseudo-groupe Γ(Cn) des transformations holomorphes de Cn.
Soit ω une forme diffe´rentielle de´finie dans un ouvert O d’une varie´te´ com-
plexe V de dimension n ; si x ∈ O et si (U, ϕ) est une carte de l’atlas de V
(comme varie´te´ complexe) avec x ∈ U , ϕ−1∗(ω) est une forme de´finie dans un
voisinage de ϕ(x) dans Cn. On a donc pour ϕ−1∗(ω) une notion de compo-
sante pure de type (p, q) et des ope´rateurs ∂ et ∂¯, comme dans le chapitre 2.
Les images inverses par ϕ de la composante pure de type (p, q), P p,qϕ−1∗(ω),
de ϕ−1∗(ω), de ∂ϕ−1∗(ω) et de ∂ϕ−1∗(ω) sont des formes diffe´rentielles de´finies
au voisinage de x dans V ; leurs valeurs en x ne de´pendent pas de la carte
(U, ϕ) choisie avec x ∈ U (en vertu de la compatibilite´ avec Γ(Cn)). On a
donc, pour une forme diffe´rentielle ω sur un ouvert O de V , une notion
de composante pure de type (r, s), P r,sω, et des ope´rateurs ∂ et ∂¯ avec
∂ω =
∑
r,s P
r+1,sdP r,sω et d = ∂ + ∂¯ qui correspondent aux notions de´finies
sur Cn dans le chapitre 2.
Une varie´te´ complexe de dimension n est en particulier une varie´te´ diffe´rentia-
ble de dimension 2n si on la munit de l’atlas complet compatible avec Γ(R2n)).
Nous parlerons de cartes diffe´rentiables pour de´signer les cartes de cet atlas
et decartes holomorphes pour de´signer es cartes de l’atlas compatibles avec
Γ(Cn) = ΓGL(n,C)(R
2n) de´finissant la structure de varie´te´ complexe de V .
Soit x ∈ V et (U, ϕ) une carte holomorphe avec x ∈ U ; l’application ϕx∗
tangente en x a` ϕ est un isomorphisme de Tx(V ) sur R
2n = Cn. A` la multipli-
cation par i dans Cn, i.e. l’endomorphisme
(
0 −1n
1n 0
)
de R2n correspond
par ϕx∗ , l’endomorphisme Jx = ϕ
−1
x∗ (iϕx∗) de Tx(V ) satisfaisant J
2
x = −1x.
Il re´sulte de la compatibilite´ avec Γ(Cn) que Jx ne de´pend pas de la carte
holomorphe (U, ϕ) choisie avec x ∈ U . On a donc un champ (diffe´rentiable)
x 7→ Jx d’endomorphismes des Tx(V ) satisfaisant J2 = −1 correspondant a`
la multiplication par i dans Cn.
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3.2 Structures presque complexes
Soit V une varie´te´ diffe´rentiable une structure presque complexe sur V
est un champ diffe´rentiable, J , d’endomorphismes des espaces tangents a` V
dont le carre´ est moins l’identite´ J2 = −1. Une varie´te´ munie d’une structure
presque complexe est appele´e varie´te´ presque complexe. Il est e´vident qu’une
varie´te´ presque complexe est de dimension paire (sur R).
Si V est une varie´te´ complexe de dimension complexe n, la structure presque
complexe J construite ci-dessus (correspondant a` la multiplication par i dans
Cn) sera appele´e sa structure presque complexe canonique. Si (V, J) est la
varie´te´ presque complexe sous-jacente a` une varie´te´ complexe de dimension
complexe n (⇒ dimR(V ) = 2n), une carte diffe´rentiable (U, ϕ) de V est une
carte holomorphe si et seulement si ϕ∗ ◦ J ◦ ϕ−1∗ = i =
(
0 −1n
1n 0
)
; autre-
ment dit, la structure de varie´te´ complexe de V est comple`tement de´termine´e
par la structure presque complexe sous-jacente. On peut donc conside´rer
que les varie´te´s complexes sont des varie´te´s presque complexes particulie`res.
En fait, ceci est un cas particulier de la situation de´crite dans le chapitre
1. Se donner une structure presque complexe J sur une varie´te´ V de di-
mension 2n est e´quivalent a` se donner une GL(n,C)-structure P sur V
(GL(n,C) ⊂ GL(2n,R)) ; P est l’ensemble des repe`res tangents a` V dans
lesquels J est repre´sente´ par la matrice
(
0 −1n
1n 0
)
. J est la structure
presque complexe canonique d’une structure de varie´te´ complexe sur V si et
seulement si P est inte´grable.
3.3 Connexions presque complexes
Soit (V, J) une varie´te´ presque complexe. Une connexion presque com-
plexe sur (V, J) est une connexion line´aire ∇ sur V telle que ∇J = 0 ; il
revient au meˆme de dire que c’est une connexion sur GL(n,C)-structure P
correspondante (dim(V ) = 2n).
La condition ne´cessaire et suffisante a` l’inte´grabilite´ d’une GL(n,C)-structure
P sur V (dimV = 2n) e´tant c0(P ) = 0, (voir chapitre 1), nous pouvons
e´noncer le the´ore`me suivant.
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3.4 The´ore`me
Une varie´te´ presque complexe (V, J) est (sous-jacente a`) une varie´te´ com-
plexe si et seulement si elle admet une connexion presque complexe sans
torsion.
Dans ce cas, nous dirons, par abus de langage, que la structure presque
complexe J est inte´grable. Il est commode de caracte´riser l’inte´grabilite´ de J
par l’annulation d’un tenseur construit directement a` partir de J ; pour cela,
nous utiliserons la proposition suivante.
3.5 Proposition
Soit (V, J) une varie´te´ presque complexe et soient R et T la courbure et
la torsion d’une connexion presque complexe sur (V, J). On a :
[J,R(X, Y )] = 0
et
T (JX, JY )− JT (JX, Y )− JT (X, JY )− T (X, Y ) = −1
2
NJ(X, Y )
pour toute paire X, Y de champs de vecteurs, ou` N est le champ tensoriel
(1-2) (ou plutoˆt la 2-forme a` valeurs vectorielles) de´fini par
NJ(X, Y ) = 2{[JX, JY ]− [X, Y ]− J [X, JY ]− J [JX, Y ]}
De´monstration. C’est une conse´quence imme´diate de∇J = 0 et des de´finitions
de la courbure et de la torsion d’une connexion line´aire :
R(X, Y ) = [∇X ,∇Y ]−∇[X,Y ]
et
T (X, Y ) = ∇XY −∇YX − [X, Y ]. 
On remarquera que NJ de´finit bien un champ tensoriel d’apre`s la premie`re
partie de la proposition (J est un champ tensoriel) ; ceci peut eˆtre ve´rifie´
directement. NJ est appele´ torsion de la structure presque complexe J ou
tenseur de Nijenhuis de J . Cette terminologie est justifie´e par la proposition
suivante.
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3.6 Proposition
Toute varie´te´ presque complexe (V, J) admet une connexion presque com-
plexe dont la torsion est 1
8
NJ .
De´monstration. Soit ∇˜ une connexion line´aire sans torsion sur V et soit Q le
champ tensoriel de´fini par 4Q(X, Y ) = (∇˜JY J)X + J(∇˜Y J)X + 2J(∇˜XJ)Y
pour toute paire X, Y de champs vectoriels ; on de´finit une connexion ∇ par :
∇XY = ∇˜XY −Q(X, Y ). ∇ est presque complexe et sa torsion est 18NJ . 
En combinant 3.5, 3.6 et 3.4 on a le the´ore`me suivant.
3.7 The´ore`me
Une varie´te´ presque complexe (V, J) est (sous-jacente a`) une varie´te´ com-
plexe si et seulement si NJ = 0.
Autrement dit J est inte´grable si et seulement si NJ = 0.
Soit (V, J) une varie´te´ presque complexe de dimension 2n, on peut munir
l’espace tangent Tx(V ) a` V en X d’une structure d’espace vectoriel complexe
de dimension n en posant
zV = xV + yJxV, ∀V ∈ Tx(V ) et ∀z = x+ iy ∈ C
Le fibre´ tangent T (V ) d’une varie´te´ presque complexe (V, J) est ainsi cano-
niquement un fibre´ vectoriel complexe de rang n si dim(V ) = 2n.
On a donc, par dualite´, pour les formes line´aires a` valeurs complexes une
notion de forme complexe-line´aire ; plus ge´ne´ralement, si ω est une forme
diffe´rentielle (a` valeurs complexes) sur V , on a une notion de composantes
pures P r,sω de type (r, s) de ω (r-complexe-line´aire et s-complexe-antiline´aire)
qui ge´ne´ralise la notion de´ja` introduite pour les varie´te´s complexes. On
peut de´finir sur les formes diffe´rentielles les ope´rateurs ∂ et ∂¯ par ∂ =∑
r,s P
r+1,s ◦ d ◦ P r,s et ∂¯ =∑r,s P r,s+1 ◦ d ◦ P r,s ; on a bien ∂¯ω = (∂ω¯) mais
ge´ne´ralement d 6= ∂ + ∂¯ et ∂2 6= 0. Une autre caracte´risation des varie´te´s
complexes est, en fait la suivante.
3.8 The´ore`me
. Une varie´te´ presque complexe (V, J) est une varie´te´ complexe si et seule-
ment si l’une des proprie´te´s suivantes (qui sont e´quivalentes) est satisfaite.
a) Im(d ◦ P 1,0) ⊂ Im(P 2,0) + Im(P 1,1)
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b) Im(d ◦ P r,s) ⊂ Im(P r+1,s) + Im(P r,s+1)
c) d = ∂ + ∂¯
e) ∂2 = 0
(ou l’une des proprie´te´s obtenue par conjugaison complexe)
3.9 Espaces projectifs complexes
Soit Pn(C) l’ensemble des sous-espaces vectoriels complexes de dimension
un de Cn+1. Pn(C) est le quotient de C
n+1\{0} par la relation d’e´quivalence
∼ : v ∼ v′ dans Cn+1\{0} si ∃λ ∈ C\{0} tel que v = λv′. Nous muni-
rons Pn(C) de la topologie quotient ; c’est un espace topologique se´pare´. Soit
P ∈ Pn(C) et (z0, z1, . . . , zn) ∈ Cn+1\{0} un e´le´ment de P non nul ; ses
composantes zk, k ∈ {0, 1, . . . , n} sont appele´es coordonne´es homoge`nes de
P ∈ Pn(C), elles sont de´termine´es par P a` un facteur complexe diffe´rent
de ze´ro mutiplicatif pre`s (inde´pendant de k). Soit Ok l’ensemble ouvert
dans Pn(C) des sous-espaces vectoriels complexes de dimension un qui ne
sont pas contenus dans l’hyperplan zk = 0 et, pour P ∈ Ok, soit ϕk(P ) =
(z0/zk, . . . , zk−1/zk, zk+1/zk, zn/zk) ∈ Cn,ou` (z0, . . . , zn) ∈ Cn+1\{0} est un
syste`me de coordonne´es homoge`nes de P (i.e. un e´le´ment non nul de Cn+1 ap-
partenant a` P ⊂ Cn+1). ϕk est un home´omorphisme de Ok sur Cn (inde´pen-
dant du choix de (z0, . . . , zn) ∈ P\{0} ⊂ Cn+1) et on a ∪k=nk=0Ok = Pn(C).
ϕr ◦ ϕ−1s est holomorphe de ϕs(Or ∩ Os) ⊂ Cn sur ϕr(Or ∩ Os), (multi-
plication par zs/zr a` une re´indexation pre`s), ainsi que son inverse. Autre-
ment dit, (Ok, ϕk)k∈{0,1,...,n} est un atlas de Pn(C) compatible avec Γ(Cn).
En comple´tant cet atlas compatible avec Γ(Cn), on obtient une structure de
varie´te´ complexe de dimension complexe n sur Pn(C) ; Pn(C) muni de cette
structure est l’espace projectif complexe de dimension n.
On peut aussi identifier Pn(C) a` l’ensemble {P ∈ End(Cn+1)|P 2 = P = P+
et Tr(P ) = 1}, des projecteurs hermitiens de rang un dans Cn+1. La structure
(sous-jacente) de varie´te´ diffe´rentiable de Pn(C) est induite par la structure
d’espace vectoriel re´el des endomorphismes hermitiens Endh(Cn+1) de Cn+1 ;
Pn(C) est ainsi une sous-varie´te´ diffe´rentiable de End
h(Cn+1) = R(n+1)
2
. Par
diffe´rentiation, l’espace tangent TP (Pn(C)) en P a` Pn(C) s’identifie a` l’es-
pace (vectoriel re´el) des endomorphismes hermitiens de trace nul A de Cn+1
satisfaisant a` PA+ AP = A, ou ce qui revient au meˆme a` [P, [P,A]] = A :
Tp(Pn(C)) = {A ∈ End(Cn+1)|A = A+ = [P, [P,A]],Tr(A) = 0}
30
L’application A 7→ JP (A) = −i[P,A] de´finit alors un endomorphisme de
TP (Pn(C)) dont le carre´ est moins l’identite´ ; la structure presque com-
plexe, P 7→ JP , ainsi de´finie sur Pn(C) n’est autre que la structure
presque complexe canonique de la varie´te´ complexe Pn(C). En ef-
fet, si Z est une matrice colonne (n + 1) × 1 dont les e´le´ments forment un
syste`me de coordonne´es homoge`nes de P , on peut e´crire P = 1||Z||2ZZ
+ ; par
diffe´rentiation, un vecteur tangent en P a` Pn(C) et une matrice A de la forme
A =
(
1
||Z||2 )
2(||Z||2{ZZ ′+ + Z ′Z+} − {〈Z ′|Z〉+ 〈Z|Z ′〉}ZZ+
)
ou` Z ′ est un
vecteur de Cn+1. La multiplication par i de Z ′ (et par −i de Z ′+ correspond a`
la structure presque complexe canonique de Pn(C) en P et est donne´ comme
on le ve´rifie imme´diatement par A 7→ −i[P,A].
3.10 Grassmanniennes complexes
Soit GN,p(C) l’ensemble des sous-espaces vectoriels complexes de dimen-
sion p de CN . L’action de U(N) sur GN,p(C) est transitive et le stabilisa-
teur de Cp(+{ON−p}) ⊂ CN est U(p) × U(N − p) de sorte que GN,p(C) ≃
U(N)/U(p) × U(N − p). On peut en ge´ne´ralisant 3.9 construire un atlas de
GN,p(C) compatible avec Γ(C
p(N−p)), (c’est un peu plus laborieux (voir 3.18
b). GN,p(C) est ainsi une varie´te´ complexe de dimension complexe p(N − p)
appele´e grassmannienne des p-plans de CN .
Soit P ∈ GN,p(C) et (e1, . . . , ep) une base de P (ek ∈ CN), e1 ∧ e2∧ · · ·∧ ep ∈
∧pCN = CCpN repre´sente comple`tement P et P de´termine cet e´le´ment de
p∧ CN\{0} a` un nombre complexe multiplicatif non nul pre`s. On a donc une
injection j : GN,p(C) → PCp
N
−1(C) de GN,p(C) dans l’espace projectif com-
plexe de dimension CpN − 1 ; cet injection permet en fait d’identifier GN,p(C)
a` une sous-varie´te´ complexe de PCp
N
−1(C). Si P ∈ GN,p(C), un syste`me de co-
ordonne´es homoge`nes de j(P ) est appele´ syste`me de coordonne´es Plu¨cker de
P (i.e. (e1∧ . . . ep)i1...ip ; i1 > i2 > · · · > ip). La condition pour qu’un e´le´ment
de
p∧ CN repre´sente un e´le´ment de GN,p(C) est qu’il soit de´composable, ce
qui correspond a` un certain nombre de conditions homoge`nes quadratiques
dans
p∧ CN = CCpN .
On peut identifier GNp(C) a` l’ensemble, {P ∈ End(CN)|P = P+ = P 2,
Tr(P ) = p}, des projecteurs hermitiens de rang p dans CN . L’espace
Tp(GN,pC)) s’identifie alors, comme dans 3.9, a`
Tp(GN,p(C)) = {A ∈ End(CN)|A = A+ = [P, [P,A]],Tr(A) = 0}
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et A 7→ Jp(A) = −i[P,A] est la structure presque complexe canonique de la
varie´te´ complexe GN,p(C).
3.11 Remarque
Gn+1,1(C) = Pn(C) et ~u 7→ 1−σ(~u)2 est un diffe´omorphisme de
S2 = {~u ∈ R3|~u2 = 1}
sur
P1(C) = {P ∈ End(C2)|P = P+ = P 2,Tr(P ) = 1};
σ(~u) =
∑3
1 σkuk ou` σ1, σ2, σ3 sont les matrices de Pauli
P1(C)(≃ S2) est la sphe`re de Riemann.
3.12 Varie´te´s de drapeaux complexes
On ge´ne´ralise 3.9 et 3.10 en conside´rant, pour n0 ≥ n1 ≥ · · · ≥ nk
entiers, l’ensemble Gn0,n1,...,nk(C) des suites de sous-espaces vectoriels com-
plexes de Cn0 emboite´e Cn0 ⊃ E1 ⊃ E2 ⊃ · · · ⊃ Ek avec dim(Eℓ) =
nℓ. On peut munir Gn0,...,nk(C) d’une structure de varie´te´s complexes. Les
Gn0,...,nk(C) s’appellent varie´te´s de drapeaux. En “oubliant” certains des
entiers nℓ (ℓ ≥ 1), on a des projections Gn0,n1,...,nk(C) → Gn0,ni1 ,...,nip (C)
(ni1 ≥ · · · ≥ nip, niℓ ∈ {n1, n2, . . . , nk}) ; ces projections sont holomorphes.
L’application (E1, . . . , Ek) ∈ Gn0,n1,...,nk(C) 7→ E1⊕E2⊕· · ·⊕Ek ⊂ Ckn0 per-
met d’identifier Gn0,n1,...,nk(C) a` un sous-ensemble de l’espace projectif com-
plexe de dimension Cn1+···+nkkn0 − 1. Ces varie´te´s de drapeaux sont a` nouveau
des sous-varie´te´s complexes des espaces projectifs complexes caracte´rise´es, en
termes de coordonne´es homoge`nes par des conditions alge´briques homoge`nes,
(annulation de polynoˆmes homoge`nes).
3.13 Structure presque complexe de T (V )
Soit V une varie´te´ diffe´rentiable de dimension n, T (V ) son fibre´ tangent
et ∇ une connexion line´aire sur V . Soit π : T (V ) → V la projection ; si
v ∈ T (V ), l’ensemble des vecteurs tangents en v a` T (V ) se projetant par
π∗ sur 0 ∈ Tπ(σ)(v) (vecteurs verticaux), peut eˆtre identifie´ a` Tπ(v)(V ) et π∗
de´finit d’autre part un isomorphisme de l’espace des vecteurs horizontaux
pour ∇ en v sur Tπ(v)(V ). On a donc un isomorphisme ϕv de Tv(T (V )) sur
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Tπ(v)(V )⊕ Tπ(v)(V ). L’application (X, Y ) 7→ (−Y,X) de Tπ(v)(V )⊕ Tπ(v)(V )
sur lui-meˆme permet de de´finir, via l’isomorphisme ϕv un endomorphisme Jv
de Tv(T (V )) satisfaisant J
2
v = −1l. v 7→ Jv est une structure presque complexe
qui n’est inte´grable que si la courbure et la torsion de ∇ sont nulles (comme
on le voit en calculant explicitement NJ ; nous ferons ulte´rieurement un calcul
analogue.
3.14 Varie´te´s (presque) hermitiennes
Une varie´te´ presque hermitienne est une varie´te´ riemannienne, V , mu-
nie d’une structure presque complexe isome´trique J . Dans le cas ou` J est
inte´grable (V est complexe) V est appele´e varie´te´ hermitienne.
Une varie´te´ presque hermitienne de dimension 2n n’est autre qu’une varie´te´
de dimension 2n munie d’une U(n)-structure (U(n) ⊂ GL(2n,R)) mais on
remarquera que la U(n)-structure d’une varie´te´ hermitienne n’est inte´grable
que si sa structure riemannienne est plate.
Soit V une varie´te´ presque hermitienne de me´trique g et soit J sa structure
presque complexe ; alors (X, Y ) 7→ g(X, JY ) = −g(Y, JX) est une 2-forme
diffe´rentielle qui est pure de type (1,1) on l’appelle la 2-forme fondamentale
de la varie´te´ presque hermitienne ; nous la noterons ψ. L’espace tangent en
x ∈ V a` V est canoniquement, comme nous l’avons vu dans 3.7, un espace
vectoriel complexe de dimension n (si dimR(V ) = 2n) ; on le munit d’une
structure d’espace hilbertien en posant :
〈X|Y 〉 = g(X, Y )− ig(X, JY ) = g(X, Y )− iψ(X, Y )
∀X, Y ∈ Tx(V ), (on notera que ||X||2 = g(X,X) = 〈X|X〉). Le fibre´ tangent
d’une varie´te´ presque hermitienne est donc canoniquement un fibre´ en espaces
hilbertiens (=fibre´ hermitien) de rang n si dimRV = 2n. Il en est de meˆme du
fibre´ cotangent T ∗(V ) et du fibre´ en alge`bres exte´rieures ∧T ∗(V ) = ⊕2np=0
p∧
T ∗(V ) et la de´composition ∧T ∗(V ) = ⊕nr,s=0∧r,sT ∗(V ) en composantes pures
devient une de´composition orthogonale.
Soit V une varie´te´ presque hermitienne, en ge´ne´ral sa connexion riemannienne
∇ n’est pas presque complexe, (i.e. ∇J 6= 0), et l’on sait que si elle l’est alors
V est complexe en vertu de 3.4 puisque ∇ est sans torsion. On a le the´ore`me
ge´ne´ral suivant.
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3.15 The´ore`me
Soit V une varie´te´ presque hermitienne. Les conditions a et b suivantes
sont e´quivalentes.
a) La connexion riemannienne de V est une connexion presque complexe,
(∇J = 0).
b) La structure presque complexe de V est inte´grable et sa 2-forme fonda-
mentale est ferme´e, (dψ = 0)
De´monstration. Supposons ∇J = 0 alors, comme ∇ est sans torsion, 3.4 im-
plique J est inte´grable ; on a dψ(X, Y, Z) = ∇ψ(X, Y, Z) et comme ψ(X, Y ) =
g(X, JY ) et que ∇g = 0 et ∇J = 0 on a ∇ψ = dψ = 0.
On a d’autre part en utilisant la de´finition de ψ, de dψ et de NJ :
4g((∇XJ)Y, Z) = 6dψ(X, JY, JZ)− 6dψ(X, Y, Z) + g(NJ(Y, Z), JX)
⇒∇J = 0 si dψ = 0 et NJ = 0. 
3.16 Varie´te´s ka¨hleriennes
Une varie´te´ satisfaisant aux conditions de 3.15 est appele´e varie´te´ Ka¨hle-
rienne. Une varie´te´ presque hermitienne dont la 2-forme fondamentale est
ferme´e sera appele´e varie´te´ presque ka¨hlerienne.
Une varie´te´ ka¨hlerienne V est donc en particulier une varie´te´ complexe. Sa 2-
forme fondamentale ψ est ferme´e pure de type (1,1) ; on peut donc localement
lui appliquer la proposition 2.7 et obtenir la repre´sentation ψ = i∂∂¯Fα sur Oα
ou` (Oα)α est un recouvrement ouvert de V (par des domaines de cartes holo-
morphes) et Fα : Oα → R sont des fonctions diffe´rentiables a` valeurs re´elles
(pour que ψ le soit) sur les Oα appele´es potentiels de Ka¨hler. La me´trique de
V est e´videmment comple`tement de´termine´e par ψ donc par les potentiels de
Ka¨hler. Si F est de´finie sur le domaine O de la carte holomorphe (O, ϕ) avec
ψ = i∂∂¯F et si les zk = ϕk de´signent les coordonne´es complexes correspon-
dantes dans Cn, on a : ψ = i(∂k∂¯ℓF )dz
k ∧ dzℓ et G = (∂¯k∂ℓF )dzk⊗ dzℓ est la
forme sesquiline´aire repre´sentant la me´trique hermitienne de V ; la matrice
hermitienne (∂¯k∂ℓF ) doit donc eˆtre strictement positive en chaque point si
F est un potentiel de Ka¨hler.
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3.17 Exemple : la grassmannienne GN,p(C)
Identifions encore la grassmannienne GN,p(C) avec l’ensemble des projec-
teurs P hermitiens de rang p dans CN , (voir 3.10) ; GN,p(C) est ainsi iden-
tifie´e comme varie´te´ diffe´rentiable a` une sous-varie´te´ de l’espace vectoriel
re´el Endh(CN) ≃ RN2 des endomorphismes hermitiens de CN . Endh(CN)
est un espace euclidien pour le produit scalaire (A,B) = Tr(AB) et la
me´trique riemannienne induite sur GN,p(C) s’e´crit symboliquement ds
2 =
Tr((dP )2). On a dP ◦J = −i[P, dP ], d’apre`s 3.10, il en re´sulte Tr((dP ◦J)2) =
−Tr([P, dP ]2) = Tr(dP [P [PdP ]]) = Tr((dP )2) (car dP = [P [P, dP ]]) ; munie
de cette me´trique GN,p(C)est donc une varie´te´ hermitienne. Sa 2-forme fon-
damentale est ψ = Tr(dP [P, dP ]) = 2(Tr(PdP∧dP ). On a par diffe´rentiation
exte´rieure dψ = 2iTr(dP ∧ dP ∧ dP ) = 0 car dPP + PdP = dP ⇔ (dP )P =
(1 − P )dP et, par conse´quent, la trace du produit d’un nombre impair de
de´rive´es de P est nulle. GN,p(C) est donc une varie´te´ Ka¨hle´rienne.
3.18 Remarques
a) A 7→ [P [P,A]] est, pour P ∈ GN,p(C) un ope´rateur syme´trique dans
l’espace euclidien Endh(CN) ; on ve´rifie facilement que c’est la projection or-
thogonale de Endh(CN) sur l’espace tangent en P a` GN,p(C). Cette remarque
est tre`s utile pour les calculs de de´rive´es covariantes sur GN,p(C).
b) Soit O1,2,...,p l’ouvert de GN,p(C) de´fini de la manie`re suivante : O1,2,...,p est
l’ensemble des sous-espaces vectoriels de dimension p de CN qui ne contiennent
aucun vecteur non nul orthogonal a` Cp = {z1, . . . , zp} ⊂ CN = Cp ⊕ CN−p.
En termes de projecteurs hermitiens de rang p,
O1,2,...,p = {P ∈ GN,p(C)|PP1,2,...,p} est de rang p},
ou` P1,2,...,p =
(
1p 0
0 0
)
est le projecteur sur Cp(⊂ CN ). Un sous-espace de
O1,2,...,p admet une base unique de la forme
((1, 0, . . . , 0, zp1, . . . , z
N
1 ), . . . , (0, 0, . . . , 1, z
p
p , . . . , z
N
p )) et les z
ℓ
k, (k ∈ {1, . . . , p},
ℓ ∈ {p, . . . , N}) forment un syste`me de coordonne´es holomorphes de GN,p(C)
sur O1,...,p. Soit Z =

 z
p
1 . . . z
p
p
...
...
sN1 . . . z
N
p

 la matrice (N−p)×p correspondante,
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on a pour le projecteur P correspondant :
P =
(
1p
Z
)
(1p + Z
+Z)−1(1p, Z
+),
1p+Z
+Z est une matrice p×p hermitienne inversible. Un potentiel de Ka¨hler
sur O1,...,p est donne´ par F1,...,p = log(det(1p + Z+Z)].
3.19 Structure presque ka¨hlerienne de T (V )
Reprenons l’exemple 3.13 dans le cas ou` V est une varie´te´ riemannienne et
ou` ∇ est la connexion riemannienne sur V . On a une structure riemannienne
sur V . On a une structure riemannienne canonique sur T (V ) obtenue en re-
levant horizontalement la me´trique de V , en munissant les vecteurs verticaux
de leur me´trique naturelle comme vecteurs tangents a` des espaces euclidiens
(les Tx(V )) et en prenant la somme directe. La structure presque complexe
construite en 3.13 sur T (V ) est, par de´finitions isome´trique de sorte que T (V )
est une varie´te´ presque hermitienne. On ve´rifiera que la 2-forme fondamentale
correspondante est ferme´e de sorte que le fibre´ tangent a` une varie´te´ rieman-
nienne V est canoniquement une varie´te´ presque ka¨hlerienne qui n’est ka¨hle-
rienne que si V est plate. La 2-forme fondamentale de T (V ) n’est autre
que l’image inverse de la 2-forme symplectique canonique ω = dθ
des fibre´s cotangents T ∗(V ) par l’isomorphisme f : T (V ) → T ∗(V )
induit par la me´trique de V, (f(X) = g(X, •) ∈ T ∗x (V ), ∀X ∈ Tx(V )).
3.20 Le cas des varie´te´s de dimension 2
En dimension 2, une structure presque complexe est toujours inte´grable et
est une structure conforme oriente´e. Si (V, J) est presque complexe avec
dimV = 2, pour tout champ de vecteur X, (X, JX) est une base des espaces
tangents aux points ou` X 6= 0 et NJ(X, JX) = 0 comme on le ve´rifie dans le
cas ge´ne´ral (∀X). On a, d’autre part, CO+(2) = GL(1,C) ⊂ GL(2,R), donc
une structure complexe est une structure conforme oriente´e qui est toujours
inte´grable en dimension 2, c’est-a`-dire plate.
Une manie`re de se donner une structure conforme est de se donner une
me´trique riemannienne. En dimension 2, la structure conforme oriente´e, i.e.
la structure complexe, sous-jacente est e´videmment isome´trique ; une varie´te´
riemannienne oriente´e est donc, canoniquement, une varie´te´ hermitienne. La
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2-forme fondamentale correspondante est toujours ferme´e puisqu’elle est de
degre´ maximum. C’est donc une varie´te´ ka¨hlerienne. L’atlas compa-
tible avec Γ(C) d’une varie´te´ riemannienne de dimension 2, V de me´trique
g, est constitue´ par les cartes (U, z = x + iy) ou` (U, (x, y)) est une carte
diffe´rentiable telle que g = A(dx ⊗ dx + dy ⊗ dy) ; dans une telle carte, un
potentiel Ka¨hler est une solution de ∆F = 4 ∂
2F
∂z∂z¯
= 4A.
En re´sume´, la notion de varie´te´ complexe de dimension complexe 1 est iden-
tique a` celle de varie´te´ oriente´e munie d’une structure conforme et la notion de
varie´te´ Ka¨hlerienne de dimension complexe 1 est identique a` celle de varie´te´
riemannienne.
3.21 Applications (presque) (anti-) holomorphes
Soient (V1, J1) et (V2, J2) deux varie´te´s presque complexes de dimension
2n1 et 2n2 respectivement. Une application diffe´rentiable f : V1 → V2 est ap-
pele´e application presque complexe si J2◦f∗ = f∗ ◦J1 (f∗ : T (V1)→ T (V2))) ;
nous parlerons aussi d’application presque holomorphe pour une telle appli-
cation et d’application presque anti-holomorphe dans le cas ou` f est presque
complexe de (V1, J1) dans (V2,−J2), (i.e. f∗◦J1 = −J2◦f∗). Dans le cas ou` V1
et V2 sont des varie´te´s complexes nous parlerons simplement d’applications
holomorphes (et anti-holomorphe).
Supposons V1 et V2 complexes (de dimensions complexes n1 et n2) et
soit f : V1 → V2 une application holomorphe. Soient (U1, ϕ1) et (U2, ϕ2) des
cartes holomorphes de V1 et V2 telles que f(U1)∩U2 6= ∅ ; alors la restriction
ϕ2◦f◦ϕ−11 ↾ ϕ1◦f−1(U2) est une fonction holomorphe sur l’ouvert ϕ1(f−1(U2))
de Cn1 a` valeurs dans Cn2.
3.22 Lemme
Soit O un ouvert connexe du plan complexe C et soit P : O → Pn(C) une
application diffe´rentiable. Alors P est holomorphe ou anti-holomorphe si et
seulement si on a
(
∂P
∂z
)2
= 0 dans O.
(Pour la matrice (n+ 1)× (n+ 1) complexe ∂P/∂z ; P (z) est un projecteur
hermitien de rang 1 dans Cn+1).
De´monstration. D’apre`s 3.9 et la de´finition 3.21, P est holomorphe ou anti-
holomorphe si et seulement si on a : [P, ∂P
∂z
] = ∓∂P
∂z
(− correspond a` l’holo-
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morphie). Si P est holomorphe ou anti-holomorphe, on a donc(
∂P
∂z
)2
=
(
[P,
∂P
∂z
]
)2
= P
∂P
∂z
P
∂P
∂z
+
∂P
∂z
P
∂P
∂z
P − P
(
∂P
∂z
)2
− ∂P
∂z
P
∂P
∂z
= − (∂P
∂z
)2
= 0 car P ∂P
∂z
= ∂P
∂z
(1− P ) et (1− P )∂P
∂z
= ∂P
∂z
P.
Inversement supposons que
(
∂P
∂z
)2
= 0. Soit Uz un unitaire dans C
n+1 tel
que UzP (z)U
+
z =
(
1 0
0 0p
)
alors U(z)
(
∂P
∂z
(z)
)
U(z)+ =
(
0 µt
λ 0p
)
avec
λ, µ ∈ Cn car ∂P
∂z
= P ∂P
∂z
(1 − P ) + (1 − P )∂P
∂z
P en diffe´rentiant P 2 = P . On
a donc :
0 = U(z)
(
∂P
∂z
(z)
)2
U(z)+ =
(
µtλ 0
0 λµt
)
⇒
On a soit λ = 0 soit µ = 0, mais
Uz
{
[P,
∂P
∂z
](z) +
∂P
∂z
(z)
}
U+z = 2
(
0 µt
0 0p
)
et
Uz
{
[P,
∂P
∂z
](z)− ∂P
∂z
(z)
}
U+z = −2
(
0 0
λ 0p
)
⇒ On a soit [P, ∂P
∂z
] = −∂P
∂z
, (holomorphie), soit [P, ∂P
∂z
] = +∂P
∂z
(anti-
holomorphie) en un point arbitraire de O et, comme O est connexe on a
l’une de ces identite´s dans O. 
L’holomorphie ou` l’anti-holomorphie de P , [P, ∂P
∂z
] = ∓∂P
∂Z
, peut aussi
s’e´crire −iPdP = ±∗PdP ou` ∗ est la dualite´ de Hodge. Ce sont les solutions
“(i) self-duales ou anti-self-duales du mode`le CP n” (=Pn(C)).
3.23 Applications harmoniques
Soient V1 et V2 deux varie´te´s riemanniennes oriente´es. Une application
diffe´rentiable f : V1 → V2 est appele´e application harmonique si elle est
solution des e´quations de Euler-Lagrange correspondant a`
∫ ||f∗||2volV1 ou`,
en coordonne´es locales, ||f∗||2 = g(2)AB(∂µfA)(∂νfB)g(1)µν et
volV1 =
√
det(g
(1)
ρσ )dx1 ∧ · · · ∧ dxn1 .
∆1f
A + Γ
(2)A
BC g
(1)µν (∂µf
B)(∂νf
C) = 0
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3.24 Exemples
a) V2 = R ; les applications harmoniques sont les fonctions harmoniques
sur V1.
b) V1 = R ; les applications harmoniques sont les ge´ode´siques de V2, (pa-
rame`tres affine).
c) Soient V1 et V2 des varie´te´s presque ka¨hleriennes ; alors les applications
presque complexes de V1 dans V2 sont harmoniques. Cela est e´videmment
aussi vrai pour les applications presque anti-holomorphes, en changeant de
signe une des structures presque complexes.
3.25 Remarque : mode`les σ
Si V1 est de dimension 2, il est clair, d’apre`s la de´finition 3.23, que la no-
tion d’application harmonique ne de´pend que de la structure conforme
de V1, i.e. comme on a suppose´ V1 oriente´e que de sa structure complexe
canonique (voir 3.20) ; nous pouvons donc parler des applicatins harmoniques
d’une varie´te´ complexe de dimension complexe 1 dans une varie´te´ rieman-
nienne. Ce sont les solutions du “mode`le σ a` valeurs dans V2” sur V1 ; dans le
cas ou` V2 est ka¨hlerienne, les applications holomorphes et anti-holomorphes
sont harmoniques : ce sont les “instantons du mode`le”.
3.26 Lemme
Soit O un ouvert de Rm, soit X un champ de vecteurs a` valeurs com-
plexes sur O et soit P : O → Pn(C) une application diffe´rentiable. On a
(DXP )
3 = 1
2
{Tr(DXP )2}DXP ou` DX =
∑n
k=1X
k ∂
∂xk
.
De´monstration. ∀x ∈ O on a :
P (x) = U(x)+
(
1 0
0 0n
)
U(x),
ou` U(x)+U(x) = 1ln+1. Comme
P (x)(DXP (x))P (x) = (1− P (x))(DXP (x))(1− P (x)) = 0
on a :
DXP (x) = U(x)
+
(
0 λt
µ 0n
)
U(x)
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ou` µ, λ ∈ Cn. Il en re´sulte
(DXP (x))
3 = λtµDXP (x) =
1
2
{Tr(DXP (x))2}DXP (x). 
3.27 Proposition (mode`le Pn(C))
Soit O un ouvert de C et P : O → Pn(C) une application harmonique,
(i.e. une solution du “mode`le Pn(C)”). On a :
∂
∂z¯
Tr
(
∂P
∂z
)2
= 0 dans O.
De´monstration. Dans ce cas, les e´quations 3.23 se re´duisent a` [P, ∂
2P
∂z¯∂z
] = 0⇔
∂2P
∂z¯∂z
= P ∂
2P
∂z¯∂z
P + (1− P ) ∂2P
∂z∂z
(1− P ). D’autre part
∂
∂z¯
Tr
(
∂P
∂z
)2
= 2Tr
(
∂P
∂z
∂2P
∂z¯∂z
)
= 2Tr
{(
P
∂P
∂z
P
∂2P
∂z¯∂z
)
+
(
(1− P )∂P
∂z
(1− P ) ∂
2P
∂z¯∂z
)}
ou`, pour la dernie`re e´galite´, on a utilise´ l’e´quation pre´ce´dente et l’invariance
de la trace par permutation circulaire. Comme (par diffe´rentiation de P 2 =
P ) on a P (dP )P = (1− P )dP (1− P ) = 0, on a ∂
∂z¯
Tr
(
∂P
∂z
)2
= 0 .
3.28 Corollaire (solutions du mode`le P1(C) sur S
2)
Soit P : C → Pn(C) une application harmonique telle que
lim|z|→∞(dP (z)) = 0. On a
(
∂P
∂z
)3
= 0 et, si n = 1 on a
(
∂P
∂z
)2
= 0 (i.e. P est
± holomorphe en vertu de 3.22) En particulier, toute application harmonique
de P1(C) dans P1(C) est ± holomorphe, (i.e. toutes les solutions du “mode`le
P1(C) sur S
2”≃ P1(C) sont les “instantons” et les “anti-instantons”).
De´monstration. Le the´ore`me de Liouville implique que toute fonction holo-
morphe sur C tendant vers ze´ro a` l’infini est nulle. On a donc
(
∂P
∂z
)3
= 0
en appliquant 3.27 et 3.26. Dans le cas n = 1, ∂P
∂z
est une matrice 2×2 et(
∂P
∂z
)3
= 0 ⇒ (∂P
∂z
)2
= 0. La projection ste´re´ographique de S2 prive´e d’un
point sur C est biholomorphe, donc conforme, et, si P (z) correspond sur C
a` une application de S2 dans P1(C), on a lim|z|→∞(dP (z)) = 0⇒ le re´sultat
pour S2 puisque les e´quations sont invariantes conformes (3.24). 
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3.29 Exercices et comple´ments
1. Dans R2ℓ, on a U(ℓ) = Sp(ℓ,R) ∪ O(2ℓ) = GL(ℓ,C) ∩ O(2ℓ). Une
varie´te´ presque hermitienne V de dimension 2ℓ est une varie´te´ de dimension
2ℓ munie d’une U(ℓ)-structure : Dire que V est presque ka¨hlerienne revient a`
dire que la Sp(ℓ,R)-structure contenant sa U(ℓ)-structure est inte´grable ; dire
que V est hermitienne revient a` dire que la GL(ℓ,C)-structure contenant sa
U(ℓ)-structure est inte´grable ; dire que V est Ka¨hlerienne revient a` dire que la
Sp(ℓ,R)-structure et la GL(ℓ,C)-structure contenant sa U(ℓ)-structure sont
toutes les deux inte´grables.
2. Soit V une varie´te´ ka¨hlerienne, (O, ϕ) une carte holomorphe et soient
(zk = ϕk). On utilise la base dz1, . . . , dzn, dz¯1, . . . , dz¯n pour les diffe´rents ob-
jets. Montrer que, pour les symboles de Christoffel, on a Γαβγ¯ = Γ
a¯
βγ = 0. En
de´duire, en utilisant la formule de 3.23, que toute application holomorphe
d’une varie´te´ ka¨hlerienne dans une autre est harmonique.
3. On reprend les hypothe`ses et les notations ci-dessus de 2. Montrer que le
tenseur de Ricci est donne´ par : Rαβ = Rα¯β¯ = 0 et Rαβ¯ =
∂2
∂zα∂z¯β
log det(G)
ou` G = (Gτλ¯) est la matrice hermitienne positive telle que g(X, Y ) =
Gαβ¯(X
αY β¯ + Y αX β¯) pour le produit scalaire de deux vecteurs X, Y tan-
gents. En de´duire qu’une varie´te´ ka¨hlerienne est Ricci-plate si et seulement
si au voisinage de chaque point on a des coordonne´es holomorphes z1, . . . , zn
et un potentiel de Ka¨hler (3.16) F tels que l’on ait
det
(
∂2F
∂zα∂z¯β
)
= 1
Plus ge´ne´ralement, une varie´te´ ka¨hlerienne est une varie´te´ d’Einstein, i.e.
Ricci=Λg, si et seulement si au voisinage de chaque point on a des coor-
donne´es holomorphes (zα) et un potentiel de Ka¨hler F satisfaisant
det
(
∂2F (z)
∂zα∂z¯β
)
= eΛF (z)
4. Toute sous-varie´te´ complexe d’une varie´te´ ka¨hlerienne est une sous-varie´te´
minimale (c’est relie´ e´troitement au fait que l’injection correspondante est
harmonique).
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5. P : C→ GN,p(C) une application harmonique (⇒ [P, ∂2P∂z∂z¯ ] = 0). Montrer
que l’on a ∂
∂z¯
Tr
{
(∂P
∂z
)k
}
= 0 pour tout entier k. En de´duire que si, en plus,
lim|z|→∞(dP (z)) = 0, alors on a
(
∂P
∂z
)2p+1
= 0, (et bien suˆr
(
∂P
∂z
)N
= 0, ce
qui n’est inte´ressant que lorsque N < 2p + 1). Une application holomorphe
ou anti-holomorphe P : C → GN,p(C) ve´rifie
(
∂P
∂z
)2
= 0, mais la re´ciproque
n’est vraie que pour p = 1, (i.e. le cas des espaces projectifs, lemme 3.22).
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4 Fibre´s holomorphes
4.1 Fibre´s principaux holomorphes
Soit V une varie´te´ complexe et G un groupe de Lie complexe. P (V,G)
e´tant unG-fibre´ principal sur V , un syste`me de trivialisations locales (Oα, sα)α∈I
de P (V,G) (i.e. Oα est un recouvrement ouvert de V et sα : Oα → P (V,G)
est une section de P (V,G) ↾ Oα, ∀α ∈ I) sera appele´ syste`me de trivialisa-
tions locales compatible avec les structures complexes de V et de G si pour
α, β ∈ I avec Oα ∩ Oβ 6= ∅ les fonctions (de transition) gαβ : Oα ∩ Oβ → G
de´finies par sαgαβ = sβ sur Oα ∩ Oβ sont holomorphes. En adjoignant au
syste`me pre´ce´dent les sections s : O → P (V,G) ou` O est un ouvert de V
et ou` ∀α ∈ I avec O ∩ Oα 6= ∅, gα : O ∩ Oα → G, telle que s = sαgα sur
O ∩ Oα, est holomorphe, on obtient un syste`me complet de trivialisations
locales compatibles avec les structures complexes de V et G contenant le
syste`me initial : Un G-fibre´ principal holomorphe sur V est G-fibre´ principal
sur V muni d’un syste`me complet de trivialisations locales compatibles avec
les structures complexes de V et G ; les sections locales (i.e. trivialisations
locales) du syste`me sont appele´es sections holomorphes.
4.2 Exemples
a) Soit V une varie´te´ complexe ; son fibre´ tangent T (V ) est canonique-
ment un fibre´ vectoriel complexe et le fibre´ des repe`res complexes corres-
pondants est canoniquement un GL(ℓ,C)-fibre´ principal holomorphe sur V
(ℓ = dimCV ), (les repe`res naturels correspondant aux cartes holomorphes de
V forment un syste`me de trivialisations locales compatibles avec la structure
complexe de V et celle de GL(ℓ,C).
b) Le fibre´ des repe`res complexes du fibre´ tautologique sur la grassman-
nienne GN,p(C) peut eˆtre identifie´ a` l’ensemble des matrices N×p complexes
de rang p, H ∈MNp(C) une section sur O ⊂ GN,p(C) est (avec les notations
de 3), une application P 7→ H(P ) telle que PH = H (P = H(H+H)−1H+).
Les sections P 7→ H(P ) qui sont holomorphes comme fonctions a` valeurs
dans MNp(C) = C
Np de´finissent une structure de GL(p,C)-fibre´ principal
holomorphe sur GNp(C) pour ce fibre´ de repe`res.
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4.3 Fibre´s vectoriels holomorphes
Soit E → V un fibre´ vectoriel complexe de rang p sur une varie´te´ complexe
V ; nous dirons que E est un fibre´ vectoriel holomorphe sur V si son fibre´
de repe`res est muni d’une structure de GL(p,C)-fibre´ principal holomorphe
sur V . On a alors une notion e´vidente de sections holomorphes de E (les
composantes par rapport aux repe`res holomorphes sont holomorphes). Si
F
π→ V est un fibre´ principal ou vectoriel holomorphe sur V , on a une
structure unique de varie´te´ complexe sur F (que nous appellerons sa structure
complexe canonique) pour laquelle la projection et les sections holomorphes
sont des applications holomorphes (voir 3.21).
4.4 Exemples
a) Soit P (V,G) un G-fibre´ principal holomorphe sur V et ρ : G →
End(Cp) une repre´sentation line´aire complexe de G dans Cp. Alors le fibre´
associe´ E = {(r, v) ∈ P (V,G)× Cp}/{(rg−1, ρ(g)v)|g ∈ G} est un fibre´ vec-
toriel holomorphe de rang p sur V .
b) Si E et F sont des fibre´s vectoriels holomorphes sur V , il en est cano-
niquement de meˆme pour E ⊕ F , E ⊗ F , E∗, ∨pE, ∧pE, . . .
c) Soient V et W deux varie´te´s complexes, f : V → W une application
holomorphe et F
π→ W un fibre´ vectoriel (resp. un G-fibre´ principal) holo-
morphe sur W . Alors l’image inverse f ∗(F ) = {(v, ϕ) ∈ V ×F |f(v) = π(ϕ)}
est un fibre´ vectoriel (resp. un G-fibre´ principal) holomorphe sur V .
4.5 Homomorphismes et formes horizontales
On de´finira les homomorphismes de fibre´s holomorphes (de types pre´ce´-
dents) comme e´tant les homomorphismes de fibre´s qui sont des applications
holomorphes pour leurs structures complexes canoniques.
Soit F
π→ V un fibre´ ; une p-forme en ξ ∈ F , ϕ ∈ ∧pT ∗x i(F ), est appele´e
p-forme horizontale en ξ ∈ F si elle s’annule de`s que l’un des vecteurs de
Tξ(F ) auxquels on l’applique est vertical i.e. tangent a` la fibre π
−1(π(ξ)) en
ξ. Si ϕ est une p-forme horizontale en ξ ∈ F elle est l’image inverse π∗(ϕ0)
par π d’une p-forme ϕ0 de V en π(ξ). On a, par tensorisation, la notion de
p-forme horizontale a` valeurs dans un espace vectoriel et la notion de p-forme
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diffe´rentielle (=champ de p-formes) horizontale a` valeurs dans un espace vec-
toriel.
Dans le cas ou` V est une varie´te´ presque complexe, on peut de´finir la no-
tion de composante pure de type (r, s) pour une (r + s)-forme horizontale
puisqu’elle est l’image inverse d’une forme de V . De meˆme si ϕ est une p-
forme horizontale a` valeurs dans un espace vectoriel complexe on peut e´crire
ϕ =
∑
r+s=p P
r,sϕ.
Rappelons que si P (V,G) est un G-fibre´ principal sur V , la courbure Ω =
dω + 1
2
[ω, ω] d’une connexion ω sur P (V,G) est une 2-forme diffe´rentiable
horizontale sur P (V,G) a` valeurs dans l’alge`bre de Lie g de G. Lorsque V
et G sont des varie´te´s complexes (⇒ g est un e.v. complexe) on peut e´crire
Ω = P 2,0Ω+P 1,1Ω+P 0,2Ω. Avec ces conventions, on a le the´ore`me de Koszul
et Malgrange suivant.
4.6 The´ore`me
Soit P (V,G) un G-fibre´ principal sur V , ou` V est une varie´te´ complexe
et G est un groupe de Lie complexe, et soit ω une forme de connexion sur
P (V,G) dont la forme de courbure Ω satisfait P 0,2Ω = 0. Alors P (V,G) a une
structure unique de G-fibre´ principal holomorphe sur V telle qu’une section
locale s est holomorphe si et seulement si P 0,1s∗(ω) = 0.
De´monstration. Il suffit de montrer que tout point de V est dans le domaine
d’une section locale h satisfaisant P 0,1h∗(ω) = 0 et que si h et h′ = hg sont
deux telles sections de´finies sur le meˆme ouvert O de V alors g : O → G est
holomorphe.
Si h et hg sont deux sections sur O, on a (hg)∗(ω) = ad(g−1)(h∗(ω))+g−1dg ;
si P 0,1h∗(ω) = 0 et P 0,1(hg)∗(ω) = 0 ceci implique g−1∂¯g = 0 ⇒ ∂¯g = 0,
d’ou` la dernie`re assertion.
D’autre part, si s est une section quelconque sur un ouvert de carte holo-
morphe de V , on a 0 = P 0,2s∗(Ω) = ∂¯P 0,1s∗(ω) + 1
2
[P 0,1s∗(ω), P 0,1s∗(ω)],
et on peut appliquer le the´ore`me 2.5. On en de´duit que tout point du do-
maine de s est dans ouvert O sur lequel on a une fonction a` valeur dans G,
g : O → G, tel que P 0,1s∗(ω) = 0 sur O. Il en re´sulte que tout point de V
est dans le domaine d’une section locale h telle que P 0,1h∗(ω) = 0. 
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4.7 Remarques
a) En appliquant directement 2.3, on voit que l’on a le re´sultat pre´ce´dent
en supposant simplement que P (V,G) est de classe C2 et ω de classe C1
(pour pouvoir de´finir Ω).
b) Une autre manie`re de formuler le the´ore`me est de dire que sous les hy-
pothe`ses de 4.6, on a une structure unique de fibre´ principal holomorphe sur
P (V,G) pour laquelle ω est pure de type (1,0) (ou, ce qui revient au meˆme,
pour laquelle les sous-espaces horizontaux sont des sous-espaces vectoriels
complexes des espaces tangents a` P (V,G)).
c) P (V,G) et ω e´tant comme dans 4.6, si α est une 1-forme tensorielle de
type ad sur P (V,G) la connexion ω + α satisfait P 0,1(ω + α) = 0 pour la
meˆme structure holomorphe de P (V,G) si et seulement si P 0,1α = 0 ; cette
dernie`re condition ne de´pend en fait que de la structure complexe
de V puisque α est horizontale. C’est le seul arbitraire sur ω pour le fibre´
holomorphe donne´ ; pour le fixer il suffit d’imposer a` ω une condition de
re´alite´. Il reste alors a` savoir si une telle connexion existe sur un fibre´ holo-
morphe donne´. Le the´ore`me suivant de Singer re´pond essentiellement a` ces
deux points.
4.8 The´ore`me
Soit P (V,G) un G-fibre´ principal holomorphe sur V et soit Q(V, U) un
sous-fibre´ re´el de P (V,G) dont le groupe de structure U est tel que son alge`bre
de Lie u est une forme re´elle de l’alge`bre de Lie g de G, (i.e. g = u ⊕R iu
“comme alge`bres re´elles”). Alors, il existe une connexion unique sur Q(V, U)
dont l’extension a` P (V,G) a une forme de connexion ω satisfaisant P 0,1ω = 0.
De´monstration. Sur g on a une involution antiline´aire de
u1 + iu2 7→ (u1 + iu2)c = u1 − iu2
correspondant a` la de´composition re´elle g = u ⊕ iu ; u est l’ensemble des
points fixes de g pour cette involution. Soit (Oα) un recouvrement ouvert de
V sur lequel on a des sections sα : Oα → Q(V, U) et des sections holomorphes
hα : Oα → P (V,G) ; on a alors des fonctions gα : Oα → G telles que sα =
hαgα sur Oα. Supposons qu’il existe ω comme dans l’e´nonce´ de 4.8, on doit
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avoir P 0,1s∗α(ω) = P
0,1(adg−1α )h
∗
α(ω) + g
−1
α gα) = g
−1
α ∂¯gα et, par conse´quent,
s∗α(ω) = g
−1
α ∂¯gα+(g
−1
α ∂¯gα)
c puisque s∗α(ω) est a` valeurs dans u et P
1,0s∗α(ω) =
(P 0,1s∗α(ω))
c. Il en re´sulte que ω est unique et donne´e dans les sections sα par
la formule pre´ce´dente. Il reste a` ve´rifier que cette formule de´finit bien une
connexion (i.e. que l’on a s∗β(ω) = (sαgαβ)
∗(ω) = adg−1αβs
∗
α(ω) + g
−1
αβdgαβ dans
Oα ∩Oβ), ce qui est facile. 
Terminons par une de´finition courante.
4.9 Fibre´ canonique
Soit V une varie´te´ complexe de dimension complexe ℓ. Le fibre´ K =
∧ℓ,0T ∗(V ) est un fibre´ holomorphe de rang 1 sur V appele´ fibre´ canonique de
V . On remarquera que si V est presque complexe de dimension 2ℓ, ∧ℓ,0T ∗(V )
est encore un fibre´ vectoriel complexe de rang 1.
4.10 Exercices et comple´ments
1. Soit V une varie´te´ complexe et soit E → V un fibre´ vectoriel holo-
morphe hermitien sur V (i.e. les fibres sont des espaces de Hilbert). Montrer
en utilisant 4.8 qu’il existe une connexion unique sur E qui pre´serve le pro-
duit scalaire dans les fibres et est pure de type (1,0).
2. Soit U → Pn(C) le fibre´ tautologique sur Pn(C) et soit K → Pn(C) le fibre´
canonique. Ce sont des fibre´s holomorphes de rang 1 et on a : K ≃ U⊗(n+1).
Tout fibre´ de rang 1 holomorphe sur Pn(C) est isomorphe a` une puissance
tensorielle de U ou de son dual ; on pose U∗⊗k = O(k) et U⊗k = O(−k).
La raison de cette notation est que les sections locales de O(k) (k ∈ Z)
sont les fonctions homoge`nes de degre´ k dans les ouverts correspondants de
Cn+1\{0}. Soit E → P1(C) un fibre´ vectoriel holomorphe de rang n. Alors
E ≃ O(k1)⊕ · · · ⊕ O(kn) pour k1 ≤ k2 · · · ≤ kn dans Z.
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5 Structures complexes sur les espaces vec-
toriels re´els
Pour fixer les notations, nous rappelons dans ce paragraphe un certain
nombre de de´finitions et de re´sultats concernant les structures complexes sur
les espaces vectories re´els de dimensions finies.
5.1 De´finition
Soit E un espace vectoriel re´el ; une structure complexe sur E est un
endomorphisme J satisfaisant J2 = −1l (1l est l’application identique de E).
Nous de´signerons par I(E) l’ensemble des structures complexes sur E.
Si J est une structure complexe sur E on munit E d’une structure d’espace
vectoriel complexe en posant zV = xV +yJV pour z = x+ iy ∈ C et V ∈ E ;
nous de´signerons l’espace vectoriel complexe ainsi obtenu par EJ .
Inversement, si F est un espace vectoriel complexe, la multiplication par
i ∈ C de´finit une structure complexe J sur l’espace vectoriel re´el sous-jacent
E et on a F = EJ .
Par la suite, nous ne nous inte´resserons qu’au cas des espaces de dimensions
finies ; comme dimE = 2dimEJ , on supposera que dimE = 2ℓ (ℓ ∈ N) afin
que I(E) soit non vide. E est isomorphe a` R2ℓ et EJ a` Cℓ.
5.2 Lemme
E, J et EJ sont comme pre´ce´demment.
a) Pour toute base (e1, . . . , eℓ) de EJ , (e1, . . . , eℓ, Je1, . . . , Jeℓ) est une base
de E.
b) Soit L ∈ End(E) un endomorphisme de E ; alors L de´finit un endomor-
phisme LJ de EJ (LJ ∈ End(EJ)) si et seulement si LJ = JL. Dans ce cas
on a : det(L) = |det(LJ )|2 ou` det(•) de´signe le de´terminant.
Il re´sulte de la partie a) de ce lemme que le groupe line´aire GL(E) ope`re
transitivement sur I(E) (par J 7→ GJG−1) ; il re´sulte de b) que le stabi-
lisateur d’un point J de I(E) peut eˆtre identifie´ au groupe line´aire com-
plexe GL(EJ) et que, conside´re´ comme plonge´ dans GL(E), GL(EJ) est un
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sous-groupe de GL+(E) = {G ∈ GL(E)|det(G) > 0}. Ceci implique que si
J ∈ I(E), l’orientation de la base (re´elle) de E (e1, . . . , eℓ, Je1, . . . , Jeℓ) as-
socie´e a` la base (e1, . . . , eℓ) de EJ est inde´pendante de la base (e1, . . . , eℓ) de
EJ choisie mais ne de´pend que de J ; on est conduit a` la de´finition suivante :
5.3 Orientation de J
L’orientation o(J) de E de´finie ci-dessus pour J ∈ I(E) sera appele´e
l’orientation de J ; si o est une orientation de E, nous dirons que J est
compatible avec o si o = o(J).
5.4 Remarque et notations
Il y a d’autres conventions possibles pour de´finir l’orientation de J ∈
I(E) ; une autre convention couramment utilise´e consiste a` choisir l’orienta-
tion de (e1, Je1, e2, Je2, . . . , eℓ, Jeℓ) au lieu de celle de (e1, . . . , e2, Je1, . . . , Jeℓ).
(Ces deux conventions sont oppose´es si dim(E) = 4 (ℓ = 2) par exemple ! Il
faut faire un peu attention).
Si o est une orientation de E, I(E, o) de´signera l’ensemble des struc-
tures complexes sur E compatibles avec o. Si E est oriente´ nous utilise-
rons la notation I+(E) (resp. I−(E)) pour de´signer l’ensemble des structures
complexes compatibles avec l’orientation de E (resp. l’orientation oppose´e a`
celle de E) ; par exemple, nous utiliserons les notations I+(R2ℓ) et I−(R2ℓ).
J ∈ I(E) e´tant donne´e, l’application G 7→ GJG−1 de GL(E) sur I(E) per-
met les identifications
I(E) ≃ GL(E)/GL(EJ) et I(E, o(J)) ≃ GL+(E)/GL(EJ).
Ces identifications permettent de munir I(E) de structures topologiques,
diffe´rentiables, etc. On ve´rifiera que ces structures sont compatibles avec
celles qui sont induites par l’inclusion I(E) ⊂ End(E), (End(E) ≃ R(2ℓ)2).
Soit E∗c = E
∗ ⊗R C le complexifie´ du dual de E muni de sa conjugaison
complexe canonique comme complexifie´ d’un espace vectoriel re´el. Le dual
de EJ pour J ∈ I(E) (comme espace vectoriel complexe) s’identifie au sous-
espace ∧1,0E∗J de E∗c de´fini par :
∧1,0E∗J = {ω ∈ E∗c |ω ◦ J = iω}.
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Nous de´signerons par ∧0,1E∗J le complexe conjugue´ dans E∗c de ∧1,0E∗J . On a
manifestement E∗c = ∧1,0E∗J ⊕ ∧0,1E∗J , ∀J ∈ I(E), et plus pre´cise´ment :
5.5 Proposition
L’application J 7→ ∧1,0E∗J est une bijection de I(E) sur l’ensemble des
sous-espaces (complexes) F de E∗c qui sont supple´mentaires a` leurs complexes
conjugue´s dans E∗c (i.e. E
∗
c = F ⊕ F¯ ).
L’inte´reˆt de cette proposition est qu’elle permet d’identifier I(E) a` un
ouvert dense de la grassmannienne Gℓ(E
∗
c ) des sous-espaces de dimension =
ℓ de E∗c . Gℓ(E
∗
c ) ≃ G2ℓ,ℓ(C) est une varie´te´ alge´brique complexe et nous mu-
nirons de´sormais I(E) de la struture de varie´te´ analytique complexe induite.
Si o est une orientation, la frontie`re commune dans Gℓ(E
∗
c ) des deux ouverts
disjoints I(E, o) et I(E,−o) contient l’ensemble des sous-espaces de E∗c in-
variant par conjugaison complexe de dimension =ℓ que l’on peut identifier
a` la grassmannienne re´elle Gℓ(E
∗) des sous-espaces de dimension =ℓ dans
l’espace re´el E∗, (Gℓ(E∗) ⊂ Gℓ(E∗c ) est d’ailleurs une partie tre`s particulie`re
de la frontie`re de I(E, o) dans Gℓ(E∗c )).
5.6 Exemple : le cas de R2
Dans le cas E = R2 on peut facilement visualiser la situation. Soient e1 =
(1, 0) et e2 = (0, 1) les e´le´ments de la base canonique (e1, e2) et conside´rons
R2 comme oriente´ par cette base. Soient I+ et I− les structures complexes
satisfaisant a` I+e1 = e2 et I−e2 = e1 (I− = −I+ et I+ et I− sont les seules
structures complexes isome´triques pour la structure euclidienne pour laquelle
(e1, e2) est orthonormale). On a Gℓ(E
∗
c ) ≃ P1(C) ≃ S2, Gℓ(E∗) ≃ P1(R) ≃
S1 ; I+ et I− sont deux points diame´tralement oppose´s de S2 tandis que la
grassmannienne re´elle Gℓ(E
∗) ∼ S1 est le grand cercle de S2 perpendiculaire
a` l’axe I+I−, I+(R2) (resp. I−(R2)) est la calotte de S2 contenant I+ (resp.
I−) de´limite´e par Gℓ(E∗) ≃ S1 ⊂ Gℓ(E∗c ) ≃ S2.
5.7 Cas ge´ne´ral
Revenons au cas ge´ne´ral. Pour tout J ∈ I(E), l’espace ∧1,0E∗J est la
fibre en J d’un fibre´ vectoriel complexe holomorphe de rang (complexe) ℓ
sur I(E) qui est la restriction a` I(E) ⊂ Gℓ(E∗c ) du fibre´ tautologique sur
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la grassmannienne complexe Gℓ(E
∗
c ) (≃ G2ℓ,ℓ(C)) ; ce fibre´ sera note´ ∧1,0E∗.
On a de meˆme un fibre´ vectoriel anti-holomorphe ∧0,1E∗ sur I(E) dont la
fibre en J est ∧0,1E∗J . La somme directe de ∧1,0E∗ et ∧0,1E∗ est le fibre´ trivial
E∗c × I(E) sur I(E) de fibre E∗c :
∧1,0E∗ ⊕ ∧0,1E∗ = E∗c × I(E)
Soit ∧E∗c = ⊕r≥0 ∧r E∗c l’alge`bre exte´rieure (complexe) construite sur E∗c .
Pour J ∈ I(E) on de´finit les sous-espaces ∧p,qE∗J de ∧E∗c par re´currence sur
les entiers p et q a` partir de ∧1,0E∗J et ∧0,1E∗J par :
∧p+p′,q+q′E∗J = (∧p,qE∗J) ∧ (∧p
′,q′E∗J).
∧q,pE∗J est le complexe conjugue´ dans ∧E∗c de ∧p,qE∗J .
De meˆme que pre´ce´demment, on a les fibre´s vectoriels complexes ∧p,qE∗ sur
I(E) de fibres en J ∈ I(E) ∧p,qE∗J ; ∧p,qE∗ ≃
p∧ (∧1,0E∗)⊗ q∧ (∧0,1E∗) et
⊕p+q=r ∧p,q E∗ = ∧rE∗c × I(E).
Les fibre´s ∧r,0E∗ sont des fibre´s vectoriels complexes holomorphes sur I(E)
pour r = 0, 1, . . . , ℓ.
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6 Fibre´s de structures complexes
Nous avons vu que, si E est un espace vectoriel re´el de dimension 2ℓ, le
groupe line´aire de E agit (transitivement) sur I(E) ⊂ End(E). Il en re´sulte,
que si E(M) est un fibre´ vectoriel re´el de rang 2ℓ sur M , on a un fibre´ associe´
I(E(M)) sur M dont la fibre en x ∈M est I(Ex) ; le groupe structural est le
groupe line´aire GL(2ℓ,R) . I(E(M)) est un sous-fibre´ du fibre´ End(E(M)) ≃
E(M)⊗E∗(M) par construction.
6.1 De´finition
Soit M une varie´te´ diffe´rentiable de dimension 2ℓ et soit T (M) son fibre´
tangent ; le fibre´ I(T (M)) de´fini comme au-dessus (et muni de sa structure
diffe´rentiable canonique) sera appele´ le fibre´ des structures complexes au-
dessus de M . Si M est orientable et si o est une orientation de M , on a un
sous-fibre´ I(T (M), o) qui est le fibre´ des structures complexes au-dessus de
M compatibles avec l’orientation o. Lorsque M est oriente´e et que cela n’en-
traine pas de confusion, nous de´noterons par I+(T (M)) (resp. I−(T (M))) le
fibre´ des structures complexes au-dessus deM compatibles avec l’orientation
de M (resp. l’orientation oppose´e) ; I+(T (M)) et I−(T (M)) sont les deux
composantes connexes isomorphes de I(T (M)).
6.2 Exemple : le cas de la varie´te´ R2ℓ
Examinons le cas ou`M = R2ℓ muni de son orientation canonique. La fibre
type de I(T (M)) est I(R2ℓ). Chaque J ∈ I(R2ℓ) est une structure complexe
sur R2ℓ et, par conse´quent, de´finit canoniquement une section sJ du fibre´
I(T (R2ℓ)) sur R2ℓ. Ces sections sont les sections horizontales de I(T (R2ℓ))
pour la connexion line´aire plate canonique de R2ℓ. Chaque sJ est isomorphe a`
R2ℓ et peut eˆtre conside´re´ comme un espace vectoriel complexe de dimension
ℓ en munissant R2ℓ de J ∈ I(R2ℓ). On obtient ainsi une fibration de l’espace
I(T (R2ℓ)) sur I(R2ℓ) par des espaces vectoriels complexes de dimension ℓ.
On a le diagramme :
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I(T (R2ℓ)) I(R2ℓ)
R
2ℓ
✲
Cℓ
❄
I(R2ℓ)
En fait, cette fibration de I(T (R2ℓ)) sur I(R2ℓ) est un fibre´ vectoriel
complexe holomorphe sur I(R2ℓ) ; c’est la restriction a` I(R2ℓ) du dual du
fibre´ tautologique sur la grassmannienne Gℓ(C
2ℓ) = G2ℓ,ℓ(C). Pour chaque
x ∈ R2ℓ, I(Tx(R2ℓ)) (i.e. la fibre de I(T (R2ℓ)) est donc de manie`re naturelle
une varie´te´ complexe holomorphe.
Nous allons, plus ge´ne´ralement, construire une structure presque complexe
sur I(T (M)) pour toute varie´te´ M de dimension 2ℓ munie d’une connexion
line´aire. Cette structure sera compatible avec la structure complexe natu-
relle des fibres I(Tx(M)) de´finie en 5.5 ; la structure complexe de I(E) est
invariante par GL(E)⇒ structure complexe sur les fibres de I(T (M)).
6.3 Structure presque complexes et connexions
Soit M une varie´te´ de dimension 2ℓ munie d’une connexion line´aire, soit
x un point de M et Jx ∈ I(T (M)) une structure complexe sur Tx(M),
(Jx ∈ I(Tx(M))). I(Tx(M)) e´tant une varie´te´ complexe, on a une structure
complexe naturelle sur l’espace tangent en Jx a` la fibre I(Tx(M)) (i.e. les
vecteurs verticaux). Jx e´tant une structure complexe sur Tx(M), on peut,
par rele`vement horizontal, munir le sous-espace horizontal en Jx de la struc-
ture complexe correspondante. Par somme directe, on a ainsi de´fini, pour
chaque Jx ∈ I(T (M)) une structure complexe dans l’espace tangent en Jx
a` I(T (M)) qui de´pend diffe´rentiablement de Jx. On a donc une structure
presque complexe j sur I(T (M)) que nous appellerons la structure presque
complexe naturelle sur I(T (M)) associe´e a` la connexion line´aire de M .
Dans le cas ou` M = R2ℓ muni de sa connexion plate canonique, cette struc-
ture presque complexe est inte´grable et l’on retrouve ainsi la structure de
varie´te´ complexe de I(T (R2ℓ) de´crite dans (6.2).
Rappelons que les connexions line´aires sur M forment un espace affine et que
la diffe´rence de deux connexions line´aires est canoniquement un champ ten-
soriel K de type (1-2) sur M , (i.e. une section de T (M)⊗ T ∗(M)⊗ T ∗(M)),
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de´fini en termes des diffe´rentielles covariantes ∇ et ∇′ correspondantes par :
K(X, Y ) = ∇′XY −∇XY ;
pour toute paire de champs vectoriels (X, Y ) sur M . Le lemme de compa-
raison suivant est la clef pour analyser la manie`re dont la structure presque
complexe sur I(T (M)) de´pend de la connexion line´aire de M .
6.4 Lemme
Soit x un point de M et soit J ∈ I(T (M)) une structure complexe sur
Tx(M). Les structures presque complexes naturelles sur I(T (M)) associe´es
a` deux connexions line´aires ∇ et ∇′ sur M coincident en J si et seulement
si leur diffe´rence K = ∇′ −∇ satisfait l’identite´ suivante :
K(JX, JY )− JK(JX, Y )− JK(X, JY )−K(X, Y ) = 0
pour tout couple (X, Y ) de vecteurs tangents a` M en X .
De´monstration. L’espace VJ = TJ(I(Tx(M))) des vecteurs verticaux en J
peut eˆtre identifie´ a` l’espace des endomorphismes A de Tx(M) satisfaisant
AJ + JA = 0 ; l’application A 7→ JA est une structure complexe naturelle
sur VJ qui coincide avec la structure complexe naturelle de VJ comme espace
tangent en J a` la varie´te´ complexe I(Tx(M)).
L’endomorphisme de Tx(M) de´fini par Y 7→ K(X, JY )−JK(X, Y ) est dans
VJ ; c’est, par de´finition, la projection verticale VJ(X) pour ∇ du rele`vement
horizontal pour ∇′ de X en J , (X ∈ Tx(M)).
Pour que les structures presque complexes naturelles sur I(T (M)) associe´e
a` ∇ et ∇′ coincident en J , il faut et il suffit qu’elles coincident sur l’espace
des vecteurs horizontaux pour ∇′ en J ; ceci e´quivaut a` JVJ(X) = VJ(JX),
∀X ∈ Tx(M) et par conse´quent a` JK(X, J, Y ) +K(X, Y ) = K(JX, JY ) −
JK(JX, Y ) ∀X, Y ∈ Tx(M). 
Rappelons que (voir Chapitre 3) si j est une structure pesque complexe
sur une varie´te´ V , on de´finit un champ tensoriel de type (1-2) sur V (ou
plutoˆt une 2-forme a` valeurs vectorielles), appele´e torsion de j, par
N(X, Y ) = 2([jX, jY ]− j[X, jY ]− j[jX, Y ]− [X, Y ]),
pourtout couple X, Y de champs vectoriels sur V . L’annulation de N est la
condition ne´cessaire et suffisante pour que j soit induite par une structure,
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alors unique, de varie´te´ complexe sur V .
Pour eˆtre plus complet, nous donnons sans de´monstration dans le lemme
suivant l’expression de la torsionN de la structure presque complexe naturelle
sur I(T (M)) associe´e a` une connexion line´aire surM en termes de la courbure
et de la torsion de cette connexion.
6.5 Lemme
Soit M une varie´te´ de dimension 2ℓ munie d’une connexion line´aire de
courbure R et de torsion T et soit N la torsion de la structure presque
complexe naturelle sur I(T (M)) associe´e a` la connexion line´aire de M . Soit
x un point de M et soient X˜ et Y˜ deux vecteurs tangents en J ∈ I(Tx(M))
a` I(T (M)) de projections X et Y sir Tx(M). Alors, la projection sur Tx(M)
de N(X˜, Y˜ ) est donne´e par
2(T (X, Y ) +KT (X, JY ) + JT (JX, Y )− T (JX, JY ))
tandis que sa composante verticale est
4(R(X, Y )J − JR(X, Y ) + JR(JX, JY )−R(JX, JY )J
+ JR(X, JY )J +R(X, JY ) + JR(JX, Y )J +R(JX, Y ))
6.6 Exemples
Soient ∇ et ∇′ deux connexions line´aires sur M telles que l’on ait pour
tout champ de vecteurs X et Y sur M :
∇′XY − ∇XY = K(X, Y ) = α(X)Y + β(Y )X , ou` α et β sont des 1-formes
sur M .
Alors, le lemme 6.4 implique les structures presque complexes naturelles sur
I(T (M)) associe´es a` ∇ et a` ∇′ sont identiques. C’est le cas si ∇ et ∇′ sont
“projectivement relie´es”, i.e. α = β.
Ceci implique en particulier que I(T (M)) est une varie´te´ complexe pour la
structure presque complexe associe´e a` une connexion line´aire projectivement
plate surM . On peut d’ailleurs le ve´rifier directement en appliquant le lemme
6.5.
6.7 Inte´reˆt des lemmes 6.4 et 6.5
Un inte´reˆt des lemmes 6.4 et 6.5 est que ce sont des re´sultats ponc-
tuels dans I(T (M)) ce qui permet de les utiliser dans le cas ou` on a une
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re´duction du groupe structural a` un sous-groupe G de GL(2ℓ,R) et que l’on
conside`re un sous-fibre´ IG(T (M)) de I(T (M)) associe´ a` cette re´duction tel
que IG(Tx(M)) soit une sous-varie´te´ complexe de I(Tx(M)).
Explicitement soitG un sous-groupe du groupe line´aire GL(2ℓ,R), soit IG(R2ℓ)
une sous-varie´te´ complexe de I(R2ℓ) invariante par G et soit P (M,G) une
G-structure sur M (i.e. une re´duction a` G du fibre´ des repe`res de M).
On a alors un fibre´ associe´ a` P (M,G), IG(T (M)), dont la fibre type est
IG(R2ℓ), qui est un sous-fibre´ de I(T (M)). IG(T (M)) est une sous-varie´te´
presque complexe de I(T (M)) pour la structure presque complexe naturelle
associe´e a` une connexion sur P (M,G). Deux telles connexions peuvent don-
ner la meˆme structure presque complexe sur IG(T (M)) sans que cela soit le
cas pour I(T (M)) tout entier, on a alors l’identite´ du lemme 6.5 pour les
J ∈ IG(T (M)) et pas pour tous les J ∈ I(T (M)).
Bien qu’il y ait d’autres cas inte´ressants, dans la suite de cet expose´ nous ne
nous inte´resserons qu’au cas ou` G = SO(2ℓ), O(2ℓ) ou le groupe conforme
et ou` IG(R2ℓ) est l’ensemble des structures complexes isome´triques sur R2ℓ.
Pour cela nous rappelons, dans le paragraphe suivant, un certain nombre
de proprie´te´s relatives aux structures complexes isome´triques sur les espaces
euclidiens.
Avant cela, terminons ce paragraphe par quelques de´finitions qui seront utiles
par la suite.
6.8 De´finitions
Soit M une varie´te´ de dimension 2ℓ ; les e´le´ments du fibre´ cotangent a`
I(T (M)) s’annulant sur les vecteurs tangents aux fibres de I(T (M)) → M
(i.e. sur les vecteurs verticaux) seront appele´s formes horizontales. L’ensemble
des formes horizontales est canoniquement un sous-fibre´ ∧1HI(T (M)) du fibre´
cotangent a` I(T (M)) ; ∧1HI(T (M)) n’est autre que l’image inverse du fibre´
cotangent a` M par la projection I(T (M))→ M . On a de meˆme une notion
de formes horizontales complexes (∈ ∧1HI(T (M)) ⊗ C). Une forme horizon-
tale complexe en Jx ∈ I(Tx(M)) sera dite pure de type (1,0), (resp. (0,1)),
si elle est l’image inverse par I(T (M)) → M d’un e´le´ment de ∧1,0Tx(M)∗Jx
(resp. ∧0,1Tx(M)∗Jx). L’ensemble ∧1,0H I(T (M)) des formes horizontales pures
de type (1,0) et l’ensemble ∧0,1H I(T (M)) des formes horizontales pures de
type (0,1) sont deux sous-fibre´s supple´mentaires de ∧1HI(T (M)) ⊗ C. On
de´finira ∧p,qH I(T (M)) par re´currence et par produits exte´rieurs (comme dans
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5.7). On a donc de´fini une notion de forme horizontale pure de type (p, q)
sur I(T (M)) qui ne se re´fe`re pas a` une structure presque complexe parti-
culie`re de I(T (M)) ; cette de´finition est justifie´e par le lemme suivant dont
la de´monstration est imme´diate.
6.9 Lemme
Si j est la structure presque complexe naturelle sur I(T (M)) associe´e
a` une connexion line´aire sur M , alors les formes horizontales pures de type
(p, q) au sens de la de´finition pre´ce´dente sont les formes horizontales (de degre´
p+ q) qui sont pures de type (p, q) pour la structure presque complexe j sur
I(T (M)).
6.10 Remarque
∧ℓ,0H I(T (M)) est un fibre´ vectoriel complexe de rang 1 sur I(T (M)) et on
remarquera que sa restriction a` une section J de I(T (M))→M (si une telle
section existe) n’est autre que le fibre´ canonique ∧ℓ,0T ∗(M,J) de la varie´te´
presque complexe (M,J). Le fibre´ ∧ℓ,0H I(T (M)) jouera un certain roˆle par la
suite ; l’existence d’une “racine carre´e” de ce fibre´, i.e. d’un fibre´ vectoriel
complexe η de rang 1 tel que η ⊗ η ≃ ∧ℓ,0H I(T (M)), caracte´rise l’annulation
de la 2e`me classe de Stiefel-Whitney de M , les “racines carre´es” e´tant alors
classifie´es par H1(M,Z/2).
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7 Structures complexes isome´triques sur les
espaces euclidiens
Dans tout ce paragraphe, E de´signe un espace euclidien (re´el) de dimen-
sion 2ℓ dont le produit scalaire sera note´ (•, •).
7.1 De´finition de H(E)
Soit H(E) l’ensemble des structures complexes isome´triques sur E. On
ve´rifie facilement qu’une structure complexe sur E est une transformation
conforme si et seulement si elle est isome´trique ; c’est pourquoi nous dirons
qu’une structure complexe deH(E) est compatible avec la structure conforme
de E.
Si J est dans H(E) nous munirons EJ d’une structure d’espace hilbertien en
de´finissant son produit scalaire sesquiline´aire 〈•|•〉 par :
〈X|Y 〉 = (X, Y )− i(X, JY ), ∀X, Y ∈ E (= EJ comme ensemble)
On a (X,X) = ||X||2 = 〈X|X〉, car H(E) est aussi l’ensemble des rotations
anti-syme´triques de E.
Comme sous-groupe de GL(E) le groupe O(E) des rotations de E agit sur
I(E) ; H(E) est une orbite pour cette action et le stabilisateur de J ∈ H(E)
s’identifie canoniquement au groupe unitaire U(EJ ) de EJ . On peut identifier
H(E) a` O(E)/U(EJ). De meˆme, si o est une orientation de E, H(E, o) =
H(E) ∩ I(E, o) s’identifie a` SO(E)/U(EJ).
Si E est oriente´, H+(E) (resp. H−(E)) de´signera l’ensemble des structures
complexes isome´triques compatibles avec l’orientation de E (resp. l’orienta-
tion oppose´e a` celle de E).
Reprenons les notations de 5.5. Le dual E∗ de E est un espace euclidien
comme dual d’espace euclidien ; son produit scalaire peut s’e´tendre par bi-
line´arite´ complexe au complexifie´ E∗c et nous utiliserons encore la notation
(•, •) pour de´signer la forme biline´aire syme´trique correspondante sur E∗c . Il
est facile de voir que si J appartient a` H(E), ∧1,0E∗J est maximal isotrope
dans E∗c et que, plus pre´cise´ment, on a :
7.2 Proposition
L’application J 7→ ∧1,0E∗ est une bijection de H(E) sur l’ensemble des
sous-espaces isotropes de dimension ℓ de E∗c pour (•, •).
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Cette condition (isotropie) e´tant alge´brique, il en re´sulte que H(E) est ca-
noniquement une varie´te´ alge´brique complexe qui posse`de deux composantes
connexes isomorphes H(E,±o), (o e´tant une orientation de E.)
7.3 Exemples
H+(R2) ≃ {I+} (voir 5.6)
H+(R4) ≃ P1(C)(≃ SO(4)/U(2) ; localement SO(4) ≃ SU(2)× SU(2))
H+(R6) ≃ P3(C)(≃ SO(6)/U(3) ; localement SO(6) ≃ SU(4))
Pour ℓ ≥ 4, H+(R2ℓ) est plus complique´ ; on comprendra pourquoi et on
retrouvera les isomorphismes pre´ce´dents lorsque nous ferons le lien avec la
the´orie des spineurs.
7.4 Structure ka¨hlerienne de H(E)
Le produit scalaire de E∗ peut se prolonger aussi, par sesquiline´arite´, en
un produit scalaire hermitien sur E∗, que nous noterons 〈•|•〉. On a :
〈ω1|ω2〉 = (ω¯1, ω2), ∀ω1, ω2 ∈ E∗c ,
et E∗c muni de ce produit scalaire est un espace hilbertien.
Pour J dans H(E), EJ est un espace hilbertien ; son dual ∧1,0E∗J est donc
aussi un espace hilbertien et on ve´rifie facilement que son produit scalaire
coincide avec la restriction de celui de E∗c , (i.e. le dual de l’espace hilbertien
EJ est un sous-espace hilbertien de E
∗
c ).
La condition d’isotropie de ∧0,1E∗J pour (•, •) (J ∈ H(E)) est e´quivalente
a` l’orthogonalite´ de ∧1,0E∗J avec son complexe conjugue´ ∧0,1E∗J dans l’es-
pace hilbertien E∗c . On a donc au sens des sommes directes hilbertiennes
E∗c = ∧1,0E∗J ⊕ ∧0,1E∗J , et plus ge´ne´ralement ∧rE∗c = ⊕p+q=r ∧p,q E∗J .
Par la suite, nous nous inte´resserons presque exclusivement a` H(E). C’est
pourquoi nous utiliserons la notation ∧p,qE∗ pour de´signer la restriction a`
H(E) ⊂ I(E) du fibre´ correspondant (voir 5.7).
Soit P p,qJ le projecteur hermitien sur ∧p,qE∗J dans ∧E∗c = ⊕r ∧r E∗c , (J ∈
H(E)). La me´trique Ka¨hlerienne de H(E), (induite par celle de la grassman-
nienne Gℓ(E
∗
c )), est donne´e par :
ds2 = 1/4Tr(dP 1,0)2; (J 7→ 1/4Tr(dP 1,0J )2 = (ds2)J , J ∈ H(E))
le facteur 1/4 est choisi par commodite´ ici.
Le fibre´ ∧1,0T ∗(H(E)) des formes C-line´aires sur les espaces tangents a` H(E)
61
est un fibre´ vectoriel hermitien holomorphe sur H(E) de rang ℓ(ℓ−1)
2
, il en est
de meˆme de la 2e`me puissance exte´rieure de ∧1,0E∗ (i.e. ∧2,0E∗). En fait, ils
sont isomorphes.
7.5 The´ore`me
On a un isomorphisme canonique χ : ∧2,0E∗ → ∧1,0T ∗(H(E)) de fibre´s
vectoriels hermitiens holomorphes sur H(E).
De´monstration Soient α et β deux sections locales de ∧1,0E∗ de´finies sur un
meˆme ouvert de H(E) ; α et β sont en particulier deux fonctions a` valeurs
dans E∗c et on peut conside´rer les diffe´rentielles dα et dβ de ces fonctions.
Comme (α, β) = 0 (isotropies des ∧1,0E∗J), la forme diffe´rentielle a` valeurs
complexes (α, dβ) est antisyme´trique en α et β et est biline´aire relativement
a` la multiplication par des fonctions C∞ sur H(E) a` valeurs complexes.En
d’autres termes, on a un homomorphisme χ de fibre´s vectoriels complexes de
∧2,0E∗ dans T ∗c (H(E)) tel que χ(α ∧ β) = (α, dβ) pour toute paire α, β de
sections locales de ∧1,0E∗.
L’holomorphe d’une section locale ω de ∧1,0E∗ est caracte´rise´e par ∂¯ω = 0
(i.e. dω = ∂ω). En utilisant une base locale de sections holomorphes de
∧1,0E∗ on voit que l’on a χ(α ∧ β) = (α, ∂β) ce qui implique que χ(∧2,0E∗)
est contenu dans ∧1,0T ∗(H(E)) ainsi que l’holomorphie de χ : ∧2,0E∗ →
∧1,0T ∗(H(E)).
Il nous reste a` montrer que χ induit des isome´tries sur les fibres. Soit ω1, . . . , ωℓ
une base orthonormale de sections locales de ∧1,0E∗. On a :
1/4Tr(dP 1,0)2 = 1/2TrP 1,0(dP 1,0)2 = 1/2
∑
n〈dP 1,0ωn|dP 1,0ωn〉
= 1/2
∑
n〈dωn|(1− P 1,0)dωn〉 = 1/2
∑
n,m |(ωm, dωn)|2
Ceci implique que la transpose´e de χ et par conse´quent χ est une isome´trie
sur les fibres. 
7.6 Remarque
La 2-forme
φ =
∑
m<n
1/i(ω¯m, dω¯n) ∧ (ωm, dωn) = 1/2iTr(P 1,0dP 1,0 ∧ dP 1,0)
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est une forme ferme´e de type (1,1) sur H(E) ; c’est la 2-forme fondamentale
de la varie´te´ ka¨hlerienne H(E), (voir Chapitre 3).
Supposons maintenant que E est oriente´. On de´finit une bijection line´aire
∗ de ∧E∗ = ⊕r ∧r E∗ sur lui-meˆme appele´e dualite´ de Hodge en posant
∗(ω1 ∧ . . . ωp) = ωp+1 ∧ · · · ∧ ω2ℓ pour toute base orthonormale d’orientation
positive (ω1, . . . , ω2ℓ) de E∗ et 1 ≤ p ≤ 2ℓ, (on ve´rifie que cela est cohe´rent).
On e´tend cette ope´ration, par line´arite´ complexe, en un isomorphisme ∗ :
∧E∗c → ∧E∗c d’espaces vectoriels complexes. On notera que ∗ est isome´trique,
que ∗(∧rE∗c ) = ∧2ℓ−rE∗c et que l’on a :
α ∧ ∗β = (α, β) vol, ∀α, β ∈ ∧rE∗c
ou` vol ∈ ∧2ℓE∗ est l’e´le´ment de volume de E∗, (vol = ω1∧· · ·∧ω2ℓ, (ω1, . . . , ω2ℓ)
e´tant comme au-dessus). En particulier, ∗ est un isomorphisme de ∧ℓE∗c sur
lui-meˆme et on a le lemme alge´brique suivant.
7.7 Lemme
Soit Ω un e´le´ment de ∧ℓE∗c . Alors on a Ω+iℓ∗Ω = 0, (resp. Ω−iℓ∗Ω = 0),
si et seulement si P 0,ℓJ Ω = 0 ∀J ∈ H+(E), (resp. ∀J ∈ H−(E)).
De´monstration. Soit J ∈ H+(E) et soit (α1, . . . , αℓ) une base orthonormale
de l’espace hilbertien ∧1,0E∗J ; alors(
α1 + α¯1√
2
, . . . ,
αℓ + α¯ℓ√
2
, i
α1 + α¯1√
2
, . . . , i
αℓ + α¯ℓ√
2
)
est une base orthonormale d’orientation positive de E∗. Il en re´sulte que l’on
a : α¯1 ∧ · · · ∧ α¯ℓ = iℓ ∗ (α¯1 ∧ · · · ∧ α¯ℓ).
Si Ω = −iℓ ∗ Ω, on a :
Ω¯ ∧ ∗(α¯1 ∧ · · · ∧ α¯ℓ) = 〈Ω|α¯1 ∧ · · · ∧ α¯ℓ〉vol,
mais
Ω¯ ∧ α¯1 ∧ · · · ∧ α¯ℓ = iℓΩ¯ ∧ ∗(α¯1 ∧ · · · ∧ α¯ℓ) = α¯1 ∧ · · · ∧ α¯ℓ ∧ iℓ ∗ Ω¯
= −Ω¯ ∧ α¯1 ∧ · · · ∧ α¯ℓ = 0.
Par conse´quent, Ω = −iℓ∗Ω⇒ 〈Ω|α¯1∧· · ·∧α¯ℓ〉 = 0, ce qui signifie P 0,ℓJ Ω = 0.
Comme J ∈ H+(E) est arbitraire on a montre´ que Ω+ iℓ ∗Ω = 0⇒ P 0,ℓJ Ω =
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0, ∀J ∈ H+(E). La re´ciproque re´sulte du fait que H+(E) est une orbite
dans l’action de SO(E) sur les structures complexes et que les Ω satisfaisant
Ω + iℓ ∗ Ω = 0 forment un sous-espace irre´ductible pour l’action de SO(E)
sur ∧ℓE∗c . On raisonne de meˆme pour le cas Ω− iℓ ∗ Ω = 0. 
7.8 Remarques
a) Par produit tensoriel, on a le meˆme e´nonce´ pour les ℓ-formes a` valeurs
dans un espace vectoriel complexe F , (i.e. les Ω ∈ ∧ℓE∗ ⊗ F ).
b) De´finissons ∧ℓ+E∗c et ∧ℓ−E∗ par :
∧ℓ±E∗c = {Ω ∈ ∧ℓE∗c |Ω± iℓ ∗ Ω = 0}
On a ∧ℓE∗c = ∧ℓ+E∗c ⊕ ∧ℓ−E∗c au sens des sommes directes hilbertiennes car
Ω± ∈ ∧ℓ±E∗c ⇒ 〈Ω+|Ω−〉 = 0.
c) L’e´nonce´ 7.7 est invariant conforme : les structures complexes isome´triques,
i.e. H(E), et la restriction de la dualite´ de Hodge, ∗, a` ∧ℓE∗c ne changent pas
si on remplace le produit scalaire (•, •) de E par k(•, •) ou` k est un nombre
re´el strictement positif.
7.9 Re´traction par de´formation de I(E) sur H(E)
La de´composition polaire de J ∈ I(E), J = J0eS (e2S = J tJ), donne une
bijection de I(E) sur l’ensemble des paires (J0, S) satisfaisant J0 ∈ H(E),
J0S+SJ0 = 0 et S
t = S qui peut eˆtre identifie´ au fibre´ normal a` H(E) dans
I(E) ; dans cette bijection, H(E) s’identifie a` la section nulle de ce fibre´
normal. L’homote´tie dans les fibres donne une re´traction par de´formation de
I(E) sur H(E) ⊂ I(E) (Jτ = J0eτS).
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8 Fibre´s de structures complexes et struc-
tures conformes
Soit M une varie´te´ riemannienne ; on a un fibre´ H(T (M)) des structures
complexes isome´triques au-dessus de M dont la fibre en x ∈ M est l’es-
pace H(Tx(M)) des structures complexes isome´triques sur l’espace euclidien
Tx(M), (voir Chapitre 7). H(T (M)) ne de´pend en fait que de la structure
conforme de M induite par la me´trique.
8.1 De´finition
Soit M une varie´te´ de dimension 2ℓ munie d’une structure conforme. Le
fibre´H(T (M)) des structures complexes au-dessus deM qui sont isome´triques
pour une me´trique compatible avec (i.e. induisant) la structure conforme de
M sera appele´ fibre´ des structures complexes au-dessus de M compatibles
avec la structure conforme de M .
H(T (M)) est un sous-fibre´ de I(T (M)), et sa fibre H(Tx(M)) en x ∈M est
une sous-varie´te´ complexe de I(Tx(M)). Si g est une me´trique compatible
avec la structure conforme deM alors,H(T (M)) est une sous-varie´te´ presque
complexe de I(T (M)) pour la structure presque complexe naturelle associe´e
a` la connexion riemannienne correspondant a` g. Le the´ore`me suivant montre
que la structure presque complexe ainsi de´finie sur H(T (M)) ne de´pend en
fait que de la structure conforme de M .
8.2 The´ore`me
Soit M une varie´te´ de dimension 2ℓ munie d’une structure conforme et
soient g et g′ deux me´triques riemanniennes compatibles avec la structure
conforme de M . Les structures presque complexes naturelles associe´es aux
connexions riemanniennes de g et de g′ co¨ıncident sur H(T (M)).
De´monstration. Il suffit de ve´rifier, en vertu du lemme 6.4, que la diffe´rence
K = ∇′ − ∇ des connexions riemanniennes ∇′ de g′ = exp(2ϕ).g (ϕ ∈
C∞(M)) et ∇ de g ve´rifie :
g(Z,K(JX, JY ))−g(Z, JK(JX, Y ))−g(Z, JK(X, JY ))−g(Z,K(X, Y ) = 0
∀X, Y, Z ∈ Tx(M), ∀J ∈ H(Tx(M)), ∀x ∈M
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Or on a :
g(Z,K(X, Y )) = g(Z,X)〈Y, dϕ〉+ g(Z, Y )〈X, dϕ〉 − g(X, Y )〈Z, dϕ〉
et l’identite´ cherche´e de´coule de J2 = −1 et g(JX, JY ) = g(X, Y ). 
8.3 Remarque
Si J ∈ I(T (M)) n’est pas dans H(T (M)) (i.e. pas isome´trique pour g),
l’identite´ pre´ce´dente n’est pas satisfaite ; autrement dit, les structures presque
complexes naturelles associe´es a` ∇′ et a` ∇ ne co¨ıncident pas sur I(T (M))
tout entier.
Par la suite nous conside´rerons H(T (M)) comme une varie´te´ presque com-
plexe pour la structure presque complexe naturelle de´finie ci-dessus.
Si M est conforme plate, H(T (M)) est une varie´te´ complexe.
8.4 Proposition
La varie´te´ complexe H(T (S2ℓ)) des structures complexes au-dessus de la
sphe`re S2ℓ compatibles avec la structure conforme plate usuelle de S2ℓ est
isomorphe a` la varie´te´ alge´brique complexe H(R2ℓ+2) des structures com-
plexes isome´triques sur l’espace euclidien de dimension 2ℓ+2 : H(T (S2ℓ)) =
H(R2ℓ+2).
De´monstration. Un e´le´ment J de H(R2ℓ+2) est canoniquement une matrice
re´elle (2ℓ + 2)× (2ℓ + 2) orthogonale antisyme´trique : on peut donc l’e´crire
J =
(
J˜ u
−ut 0
)
ou` u ∈ R2ℓ+1 est unitaire, i.e. u ∈ S2ℓ et ou` J˜ ∈ H(Tu(S2ℓ))
i.e. J˜u = 0 = J˜ tu et J˜ ↾ ({u}⊥
R2ℓ+1
= Tu(S
2ℓ)) est orthogonale antisyme´trique.
Cette correspondance e´tablit une bijection entre H(R2ℓ+2) et H(T (S2ℓ)) dont
on ve´rifie l’holomorphie en utilisant le fait que la connexion riemannienne de
S2ℓ est induite par le plongement isome´trique S2ℓ ⊂ R2ℓ+1 ⊂ R2ℓ+2. 
On a donc une fibration
H(R2ℓ+2) −→
H(R2ℓ)
S2ℓ
de H(R2ℓ+2) par H(R2ℓ) au-dessus de S2ℓ dont les fibres (≃ H(R2ℓ)) sont des
sous-varie´te´s complexes de H(R2ℓ+2) (= H(T (S2ℓ)). La suite exacte d’homo-
topie correspondante implique le corollaire suivant.
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8.5 Corollaire
Les groupes d’homotopie πn(H(R2ℓ)) se stabilisent de la manie`re suivante :
πn(H(R2ℓ)) = πn(H(R∞)), ∀ℓ > n+ 1
2
≥ 1.
Ceci re´sulte de πn+1(S
2ℓ) = πn(S
2ℓ) = {0} pour ℓ > n+1
2
≥ 1. D’autre
part π0(H(R2ℓ)) est un ensemble a` deux e´le´ments puisque H(R2ℓ) a deux
composantes connexes correspondant aux deux orientations de R2ℓ pour ℓ ≥
1.
On a e´videmment H+(T (S2ℓ)) = H+(R2ℓ+2).
En ce qui concerne l’homologie, la proposition 8.4 a le corollaire suivant.
8.6 Corollaire
L’homologie H(H(R2ℓ)) de H(R2ℓ) est identique a` l’homologie
H(
∏k=ℓ−1
k=0 S
2k) du produit topologique des sphe`res S2k pour 0 ≤ k ≤ ℓ− 1 ;
de meˆme H(H+(R2ℓ)) = H(
∏ℓ−1
k=1 S
2k), (on identifie S0 a` l’ensemble a` deux
e´lements).
De´monstration. La sphe`re S2ℓ admet une de´composition cellulaire S2ℓ ∼
R2ℓ ∪ R0 ; ceci implique que l’on a H(R2ℓ+2) ∼ H(R2ℓ)× R2ℓ ∪H(R2ℓ). Il en
re´sulte, par re´currence sur ℓ, que H(R2ℓ) admet une de´composition cellulaire
dans laquelle on a seulement des cellules de dimensions paires et que, si pℓ(t)
de´signe le polynoˆme de Poincare´ de H(R2ℓ) on a : pℓ+1(t) = pℓ(t).(t2ℓ + 1).
Il en re´sulte pℓ(t) =
∏ℓ−1
k=0(1 + t
2k) ce qui est le polynoˆme de Poincare´ du
produit
∏ℓ−1
k=0 S
2k. L’homologie de H(R2ℓ) est donc libre et e´gale a` celle de∏ℓ−1
k=0 S
2k. 
8.7 Exemples
On a :
H+(T (S2)) = H+(R4) = P1(C)
H+(T (S4)) = H+(R6) = P3(C)
Pour l’homologie, on a :Hn(H+(R4)) = Hn(P1(C)) = Hn(S2) etHn(H+(R6) =
Hn(P3(C)) = Hn(S
2 × S4).
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Pour l’homotopie le corollaire 8.5 done :
π1(H+(R4)) = π1(P1(C)) = {0} = π1(H+(R2ℓ)), ∀ℓ ≥ 2
π2(H+(R4)) = π2(P1(C)) = Z = π2(H+(R2ℓ)), ∀ℓ ≥ 2
π3(H+(R6)) = π3(P3(C)) = {0} = π3(H+(R2ℓ)), ∀ℓ ≥ 3
π4(H+(R6)) = π4(P3(C)) = {0} = π4(H+(R2ℓ)), ∀ℓ ≥ 3
On remarquera que π3(H+(R4)) = π3(P1(C)) = Z alors que π3(H+(R2ℓ)) est
nul pour ℓ ≥ 3, de sorte que, dans ce cas la borne donne´e par le corollaire
8.5, (pour π3), est sature´e.
8.8 Formes horizontales pures et auto-dualite´
SoitM une varie´te´ oriente´e de dimension 2ℓmunie d’une structure conforme.
H(T (M)), H+(T (M)) et H−(T (M)) sont des varie´te´s presque complexes et
on a, par conse´quent, une de´composition des formes exte´rieures sur ces es-
paces en composantes pures de type (p, q) ; nous de´signerons par P p,q les pro-
jecteurs correspondants. H(T (M)),H+(T (M)) et H−(T (M)) sont, d’autre
part, des fibre´s sur M ; nous de´signerons les projections de ces fibre´s par
π, π+ et π− respectivement. Il re´sulte de la remarque 7.8.c) que pour les
ℓ-formes sur M , la dualite´ de Hodge correspondant a` une me´trique compa-
tible avec la structure conforme de M ne de´pend en fait que la structure
conforme de M ; on a donc une ope´ration ∗ naturelle sur les ℓ-formes. Une
conse´quence imme´diate du lemme 7.7 est que, pour une ℓ-forme Ω sur M ,
on a e´quivalence entre Ω + iℓ ∗ Ω = 0, (resp. Ω − iℓ ∗ Ω), et l’annulation de
la composante pure de type (0, ℓ) de son image inverse π∗+(Ω), (resp. π
∗
−(Ω)),
par π+, (resp. π−).
Nous voulons ge´ne´raliser l’e´nonce´ pre´ce´dent. Rappelons qu’une p-forme a` va-
leurs vectorielles de´finie sur un fibre´ est dite horizontale si elle s’annule de`s
que l’un des (p) vecteurs auxquels on l’applique est vertical i.e. tangent a`
la fibre ; pour tout point du fibre´ la projection de ce fibre´ induit un isomor-
phisme des formes horizontales sur les formes au point correspondant de la
base. Les ope´rations alge´briques de´finies pour les formes sur la base d’un fibre´
se rele`vent ainsi aux formes horizontales sur le fibre´.
Soit P → M un fibre´ surM et E un espace vectoriel complexe. L’ope´ration ∗
de´finie pour les ℓ-formes sur M a` valeurs dans E se rele`ve en une ope´ration,
encore note´e ∗, pour les ℓ-formes horizontales sur P a` valeur dans E. Si Ω
est une telle ℓ-forme horizontale sur P il lui correspond, par image inverse,
68
une ℓ-forme π∗+(Ω), (resp. π
∗
−(Ω)) sur le fibre´ π
∗
+(P ), (resp. π
∗
−(P )), image
inverse de P par π+ resp. π− ; ces formes sont horizontales et l’on peut parler
de leurs composantes de type (r, ℓ− r), etc. Avec ces conventions, on a :
8.9 Lemme
Soit P un fibre´ sur M , E un espace vectoriel complexe, et Ω une ℓ-forme
horizontale sur P a` valeurs dans E. On a e´quivalence entre Ω + iℓ ∗ Ω = 0
(resp. Ω − iℓ ∗ Ω = 0), et l’annulation de la composante pure de type (0, ℓ)
de π∗+(Ω) (resp. π
∗
−(Ω)).
Ce lemme est encore une conse´quence imme´diate du lemme 7.7.
Le lemme pre´ce´dent, le the´ore`me 4.6 et le the´ore`me 4.8 conduisent, pour
la dimension 4 (ℓ = 2) a` la forme ge´ne´rale du the´ore`me de Atiyah et Ward
relatif a` la transformation de Penrose pour les instantons.
8.10 The´ore`me (transformation de Penrose pour les
instantons)
SoitM une varie´te´ oriente´e de dimension 4 munie d’une structure conforme
telle que H+(T (M)), (resp. H−(T (M))), soit une varie´te´ complexe ; soient G
un groupe de Lie complexe et U un sous-groupe de Lie re´el de G dont l’alge`bre
de Lie est une forme re´elle de celle de G. La projection π+ : H+(T (M))→ M ,
(resp. π− : H−(T (M)) → M), induit, par image inverse, une bijection entre
les U -fibre´s principaux sur M munis de connexions dont les formes de cour-
bure satisfont Ω = ∗Ω, (resp. Ω = − ∗ Ω), et les U -fibre´s principaux sur
H+(T (M)), (resp. H−(T (M))) tels que les G-fibre´s principaux correspon-
dant par extension du groupe structural sont des fibre´ holomorphes sur
H+(T (M)), (resp. H−(T (M))), holomorphiquement triviaux sur les fibres
de la fibration π+ = H+(T (M))→M (resp. π− : H−(T (M))→M).
De´monstration. Soit R un fibre´ principal sur M de groupe structural U muni
d’une connexion ω dont la courbure Ω satisfait Ω = ∗Ω, soit Q = π∗+(R)
l’image inverse par π+ de R et P le G-fibre´ principal sur H+(T (M)) conte-
nantQ. L’image inverse de ω par π+ de´finie, par extension a` P , une connexion
sur P telle que sa courbure a, en vertu du lemme 8.9, une composante pure
de type (0,2) qui est nulle ; il re´sulte de 4.6 que P a une structure unique de
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fibre´ holomorphe pour laquelle cette connexion est pure de type (1,0). Par
construction, la courbure de cette connexion sur P s’annule sur les fibres de
la fibration π+ : H+(T (M))→ M ; il en re´sulte (en appliquant 4.6 aux fibres)
que P est holomorphiquement trivial sur les fibres de cette fibration.
Inversement si P est un fibre´ principal holomorphe sur H+(T (M)) de groupe
structural G et si Q est un sous-fibre´ re´el de P de groupe structural U , on a,
d’apre`s 4.8, une connexion unique sur Q dont l’extension a` P est pure de type
(1,0). Si P est holomorphiquement trivial sur les fibres de π+ : H+(T (M))→
M , cette connexion est plate sur les fibres de π+ : H+(T (M)) → M . Il en
re´sulte que l’on peut “pousser la situation sur M” ; i.e. on a un fibre´ prin-
cipal R sur M de groupe structural U et une connexion sur R tels que Q
est l’image inverse par π+ de R et que la connexion de Q est l’image inverse
par π+ de celle de R. Comme, par construction, la composante pure de type
(0,2) de la courbure de la connexion de Q e´tendue a` P est nulle, le lemme
8.9 implique que la courbure Ω de la connexion de R ve´rifie Ω = ∗Ω.
Aux isomorphismes de U -fibre´s avec connexions sur M correspond, par la
construction ci-dessus les isomorphismes deG-fibre´s holomorphes surH+(T (M))
avec la structure supple´mentaire de´crite dans l’e´nonce´ du the´ore`me. On rai-
sonne de meˆme avec les signes oppose´s. 
On retrouve le cas le plus usuel en prenat U = SU(2), G = SL(2,C) et
M = S4, ce qui implique H+(T (M)) ≃ P3(C) ≃ H−(T (M)).
8.11 Inte´grabilite´ : cas de la dimension 4
SoitM une varie´te´ oriente´e de dimension 2ℓmunie d’une structure conforme.
D’apre`s le lemme 6.5, la torsion de la structure presque complexe naturelle
de H(T (M)) s’annule en J ∈ H(Tx(M)) (x ∈ M), si et seulement si on a,
∀X, Y ∈ Tx(M)
[W (X, Y ) + JW (X, JY ) + JW (JX, Y )−W (JX, JY ), J ] = 0,
ou` [•, •] est le commutateur des endomorphismes de Tx(M) correspondant
et ou` W est la courbure conforme de Weyl. Dans le cas ou` ℓ = 2 W a une
de´compositionW =W++W− avecW± = ±∗W±. SiW− = 0, (resp.W+ = 0)
la structure conforme de M est dite auto-duale (resp. anti-auto-duale). La
syme´trie de W implique, avec nos conventions d’orientation [W,J ] = [W−, J ]
si J ∈ H+(T (M)) et [W,J ] = [W+, J ] si J ∈ H−(T (M)) ; (H+(R) est
l’ensemble des matrices orthogonales anti-syme´triques qui sont anti-auto-
duales avec nos conventions d’orientation). Il en re´sulte que si W− = 0
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(resp.W+ = 0), la structure presque complexe naturelle deH+(T (M)), (resp.
H−(T (M)), est inte´grable ; la re´ciproque est e´galement vraie et re´sulte d’un
argument d’irre´ductibilite´. (Dans les cas ℓ 6= 2, H+(T (M)) est complexe si
et seulement si M est conforme plate (ce qui implique que H−(T (M)) est
complexe)).
8.12 De´finition
Soit M une varie´te´ de dimension 2ℓ munie d’une structure conforme.
Nous de´signerons par ∧p,qH H(T (M)) la restriction a` H(T (M)) ⊂ I(T (M))
de ∧p,qH I(T (M)) ; il re´sulte de 6.9 que ses e´le´ments qui seront appele´s formes
horizontales pures de type (p, q) sur H(T (M)) sont des formes pures de type
(p, q) pour la structure presque complexe naturelle de H(T (M)).
8.13 Remarque
En utilisant 7.9, on construit facilement une re´traction par de´formation
de I(T (M)) sur H(T (M)). Ceci implique en particulier que la classification
des fibre´ sur I(T (M)) est la meˆme que sur H(T (M)).
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9 Relation avec la the´orie des spineurs
Dans ce paragraphe E de´signe un espace euclidien de dimension 2ℓ et nous
utiliserons les notations et conventions du paragraphe 7. Par la suite, il sera
commode d’adopter la de´finition suivante concernant les spineurs associe´s a`
E.
9.1 Spineurs
On appellera espace de spineurs associe´ a` E un espace hilbertien S dans
lequel on a une repre´sentation hermitienne irre´ductible γ de l’alge`bre de
Clifford C(E∗) du dual E∗ de E. Les e´le´ments de S seront appele´s spineurs.
Autrement dit, on a une application line´aire (re´elle) γ de E∗ dans l’espace des
ope´rateurs hermitiens sur S telle que γ(ω1)γ(ω2) + γ(ω2)γ(ω1) = 2(ω1, ω2)1l
∀ω1, ω2 ∈ E∗ et telle que le commutant γ(E∗)′ de γ(E∗) dans l’alge`bre End(S)
se compose des multiples de l’identite´ 1l de S. Il revient au meˆme de dire que
l’on a une application line´aire complexe γ : E∗c → End(S) satisfaisant a` ce
qui pre´ce`de et a` : γ(ω)∗ = γ(ω¯), ∀ω ∈ E∗c .
Il est classique, et facile a` de´montrer, que ces conditions spe´cifient (γ, S) a`
une e´quivalence unitaire pre`s. On a : dim(S) = 2ℓ.
Si ψ est un spineur non nul, l’ensemble des ω ∈ E∗c satisfaisant a` γ(ω)ψ = 0
est un sous-espace totalement isotrope I(ψ) de E∗c pour (•, •). On est amene´
a` la de´finition suivante due a` E. Cartan.
9.2 Spineurs simples
Un spineur non nul ψ sera appele´ spineur simple (spineur pur dans la ter-
minologie de C. Chevalley) si I(ψ) est maximal isotrope, i.e. si dim(I(ψ)) = ℓ.
L’ensemble des spineurs simples sera de´signe´ par S.
L’ensembe P (S) des directions de spineurs simples est une sous-varie´te´ alge´-
brique complexe de l’espace projectif complexe P (S) ≃ P2ℓ−1(C).
Il re´sulte de la proposition 7.2 que a` tout ψ ∈ S correspond un J ∈ H(E)
unique pour lequel on a I(ψ) = ∧1,0E∗J ; J ne de´pend en fait que de la direc-
tion [ψ] de ψ. On de´finit ainsi, ([ψ] 7→ J = i([ψ])), une application alge´brique
i de P (S) dans H(E) ; i : P (S) → H(E). Par ailleurs, et c’est le point de
de´part de l’approche ge´ome´trique a` la the´orie des spineurs de E. Cartan, les
sous-espaces isotropes de dimension ℓ de E∗c sont parame´tre´s par P (S). On
peut donc re´sumer la situation par le the´ore`me suivant.
72
9.3 The´ore`me
L’application i : P (S) → H(E) est un isomorphisme de varie´te´s com-
plexes.
Par la suite, lorsque cela n’entraˆıne pas de confusion, nous identifierons
P (S) a` H(E) par cet isomorphisme.
9.4 De´finition : le fibre´ naturel L
La restriction a` P (S) du fibre´ tautologique sur P (S) est un fibre´ vec-
toriel complexe holomorphe hermitien de rang 1 sur H(E) que nous no-
terons L → H(E) et qui sera appele´ fibre´ naturel de rang 1 sur H(E),
(L = S ∪ {section nulle}). Nous reviendrons ulte´rieurement sur l’e´tude des
proprie´te´s de L et sur ses relations avec le fibre´ canonique de H(E) et le fibre´
∧ℓ,0E∗ qui sont tous deux e´galement des fibre´s holomorphes hermitiens de
rang 1 sur H(E).
9.5 Proposition
Le fibre´ hermitien (⊕k≥0 ∧0,k E∗) ⊗ L est isomorphe au fibre´ trivial de
fibre S sur H(E) par un isomorphisme tel que, si Φ de´signe l’application a`
valeurs dans S correspondante, on a :
Φ(ω∧ϕ) = 1/
√
2γ(ω)Φ(ϕ), ∀ω ∈ ∧0,1E∗J , ∀ϕ ∈ (⊕k≥0∧0,kE∗J)⊗LJ , ∀J ∈ H(E)
De´monstration. Soit J ∈ H(E), on a
γ
(
ω1√
2
)
γ
(
ω2√
2
)
+ γ
(
ω2√
2
)
γ
(
ω1√
2
)
= 0,
et
γ
(
ω1√
2
)∗
γ
(
ω2√
2
)
+ γ
(
ω2√
2
)
γ
(
ω1√
2
)∗
= 〈ω1|ω2〉1l, ∀ω1, ω2 ∈ ∧1,0E∗J .
Il en re´sulte que si ψ ∈ LJ , ‖γ
(
ω1√
2
)
. . . γ
(
ωk√
2
)
ψ‖ = ‖ω1∧· · ·∧ωk‖•‖ψ‖ et on
de´finit Φ par Φ(ω1,∧ · · ·∧ωk)⊗ψ) = (1/
√
2)kγ(ω1) . . . γ(ωk)ψ, ∀ω1, . . . , ωk ∈
∧0,1E∗J . 
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9.6 Remarque
Les γ
(
ω√
2
)
, ω ∈ ∧1,0E∗J et leurs adjoints satisfont aux relations d’anti-
commutation canonique et sont irre´ductibles ; la direction correspondante
LJ ∈ P (S) est la direction unique du vide associe´. Ceci est une manie`re de
montrer la bijectivite´ de l’application i du the´ore`me 9.3. L’action des rota-
tions sur H(E) correspond aux transformations de Bogoliubov, les spineurs
simples sont tous les vides possibles et le contenu de 9.5 est la repre´sentation
de Fock familie`re.
Aucune des terminologies “spineur simple” (E. Cartan) et “spineur pur” (C.
Chevalley) n’est satisfaisante et cette remarque montre que la terminologie
spineur de Fock serait bien mieux adapte´e.
9.7 Semi-spineurs
Supposons E oriente´. L’action de SO(E) sur E∗ correspond a` l’action
adjointe de son reveˆtement d’ordre 2, Spin(E), sur γ(E∗) ; Spin(E) est ainsi
un sous-groupe de SU(S) et S est somme directe de deux sous-espaces iso-
morphes S+ et S− irre´ductibles pour l’action de spin(E). Les e´le´ments de ces
deux sous-espaces sont appele´s semi-spineurs. L’action projective de Spin(E)
qui est une action de SO(E) laisse invariant P (S) et correspond sur P (S) a`
l’action de SO(E) sur H(E). Comme, pour cette action, H(E) est compose´
des deux orbites H+(E) et H−(E), les spineurs simples sont ne´cessairement
des semi-spineurs. On a S = S+ ∪S− avec P (S±) = H±(E) et on choisira
l’indexation par ± dans la de´composition S = S+ ⊕ S− de manie`re a` avoir
S± ⊂ S± ; S+, (resp. S−), est irre´ductible sous l’action de Spin(E), ce qui
implique que S+, (resp. S−), est engendre´ par S+, (resp. S−).
L’application Φ de 9.5 induit les isomorphismes
ΦJ : (⊕p≥0 ∧0,2p E∗J)⊗ LJ ≃ S+, ∀J ∈ H+(E)
ΦJ : (⊕p≥0 ∧0,2p+1 E∗J)⊗ LJ ≃ S−, ∀J ∈ H+(E)
ΦJ : (⊕p≥0 ∧0,2p E∗J)⊗ LJ ≃ S−, ∀J ∈ H−(E)
ΦJ : (⊕p≥0 ∧0,2p+1 E∗J)⊗ LJ ≃ S+, ∀J ∈ H−(E)
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9.8 Exemples en basse dimension
Soit J ∈ H+(E), alors Φ−1J compose´ avec la projection
(⊕p≥0 ∧0,2p E∗J)⊗ LJ → (C⊕ ∧0,2E∗J)⊗ LJ
est surjective de S+ sur (C⊕∧0,2E∗J)⊗LJ\{0} comme on le voit en utilisant
le fait que l’alge`bre de Lie de Spin(E) est engendre´ par les [γ(ω1), γ(ω2)] avec
ω1, ω2 ∈ E∗ et que S+ est invariant dans l’action de Spin(E). Il en re´sulte que
pour ℓ ≤ 3 on a S+ = S+, i.e. les spineurs simples sont tous les semi-spineurs
non nuls. Ceci permet de retrouver
H+(R2) = P (S+) = P (S+) ≃ P0(C)
H+(R4) = P (S+) = P (S+) ≃ P1(C)
H+(R6) = P (S+) = P (S+) ≃ P3(C)
Mais pour ℓ ≥ 4 l’inclusion S+ ⊂ S+ est stricte car dim(S+) = 2ℓ−1 tandis
que dim(S+) = dim(H+(R2ℓ))+1 = ℓ(ℓ−1)2 +1 et que l’on a 2ℓ−1 > ℓ(ℓ−1)2 +1,∀ℓ ≥ 4.
Revenons a` l’e´tude du fibre´ L→ H(E).
9.9 Proposition
Pour ℓ ≥ 2,−c1(L ↾ H+(R2ℓ)), (resp.−c1(L ↾ H−(R2ℓ))), est le ge´ne´rateur
de H2(H+(R2ℓ) ≃ Z (resp. H2(H−(R2ℓ)) ; c1(•) de´signant la premie`re classe
de Chern.
De´monstration. La de´monstration du corollaire 8.6 montre que dans la fibra-
tion H+(R2ℓ+2) → S2ℓ, l’injection d’une fibre H+(R2ℓ) ⊂ H+(R2ℓ+2) induit
des isomorphismes Hn(H+(R2ℓ)) ≃ Hn(H+(R2ℓ+2)) pour n < 2ℓ. La restric-
tion du fibre´ L de H+(R2ℓ+2) a` la fibre H+(R2ℓ) e´tant le fibre´ L naturel sur
H+(R2ℓ), on a le re´sultat de la proposition par re´currence sur ℓ a` partir de
ℓ = 2 ou` L est le fibre´ tautologique de P1(C) (≃ H+(R4)). 
Le cas ℓ = 1 est trivial car H±(R2) = {I±}. Il re´sulte de la proposition
pre´ce´dente que tout fibre´ complexe de rang 1 sur H±(E) (on suppose E
oriente´) est isomorphe, comme fibre´ C∞ ou C0, a` une puissance tensorielle
du fibre´ naturel ou de son dual sur H±(E). Dans le cas de ∧ℓ,0E∗ et du fibre´
canonique, nous voulons aller plus loin et les identifier en tant que fibre´s
holomorphes hermitiens. Nous nous servirons du lemme suivant.
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9.10 Lemme
Soit O un ouvert contractile de H(E) sur lequel on a une section ϕ du
fibre´ naturel de rang 1 telle que ‖ϕ‖ = 1 et une section (ω1, . . . , ωℓ) du fibre´
des repe`res orthonorme´s de ∧1,0E∗. Alors il existe une fonction re´elle θ sur
O tel que l’on ait
dϕ = 1/2(
∑
m<n
(ωm, dωn)γ(ω¯m)γ(ω¯n) +
∑
k
(ω¯k, dωk) + idθ)ϕ
ou` dϕ (resp. dωk) est la diffe´rentielle de ϕ comme fonction a` valeurs dans S
(resp. dans E∗c ).
De´monstration. On peut e´crire dϕ = 1
4
∑
m,n αm,nγ(ω¯
m)γ(ω¯n)ϕ + 1
2
αϕ, ou`
αm,n et α sont des 1-formes sur O car un spineur simple se de´duit d’un
autre par une transformation de Spin(E) combine´ a` une homote´tie, ‖ϕ‖ = 1
entraine α + α¯ = 0. En prenant la diffe´rentielle de γ(ωm)ϕ = 0 et en te-
nant compte de γ(ωn)ϕ = 0, il vient : αm,n = (ω
m, dωn). En e´crivant alors
d2ϕ = 0, on obtient dα+
∑
m,n(ω
m, dωn)∧ (ω¯m, dω¯n) = 0, ce qui peut s’e´crire
d(α−∑k(ω¯k, dωk)) = 0. Il en re´sulte α =∑(ω¯k, dωk) + idθ ce qui ache`ve la
de´monstration. 
9.11 The´ore`me
Comme fibre´s vectoriels complexes holomorphes hermitiens de rang 1 sur
H(E), ∧ℓ,0E∗ est isomorphe a` L⊗ L et le fibre´ canonique ∧ ℓ(ℓ−1)2 ,0T ∗(H(E))
de H(E) est isomorphe a` L⊗2(ℓ−1). Si L′ est un fibre´ holomorphe hermitien
de rang 1 sur H′E) tel que L′⊗p est isomorphe a` L⊗p pour un entier p ≥ 1,
alors L′ est isomorphe a` L.
De´monstration. Un isomorphisme de fibre´s holomorphes hermitiens est un
isomorphisme de fibre´s diffe´rentiables hermitiens interchangeant leurs connexions
canoniques de fibre´s holomorphes hermitiens, i.e. leurs connexions hermi-
tiennes de type (1,0), (c’est un cas particulier des the´ore`mes 4.6 et 4.8).
Reprenons les notations du lemme 9.10. La connexion canonique de L
dans la section ϕ est 〈ϕ|dϕ〉 = 1
2
(
∑
k(ω¯
k, dωk) + idθ). Il en re´sulte que la
connexion de L⊗L dans la section unitaire e−iθϕ⊗ϕ est∑k(ω¯k, dωk) ce qui
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est la connexion de ∧ℓ,0E∗ dans la section ω1∧ · · ·∧ωℓ. Soit Oα un recouvre-
ment de H(E) par des ouverts contractiles et soit λα, (resp. µα), des sections
unitaires de ∧ℓ,0E∗, (resp. L ⊗ L) au-dessus des Oα telles que pour tout α,
la forme de connexion ωα de ∧ℓ,0E∗ dans λα soit e´gale a` celle de L⊗2 dans
µα. Soient gαβ et ℓαβ = gαβuαβ les fonctions de transitions correspondantes
(gαβ = 〈λα|λβ〉 sur Oα∩Oβ) ; on a duαβ = 0 puisque les formes de connexion
sont les meˆmes dans les 2 syste`mes de section. uαβ de´finit donc un cocycle
a` valeurs dans U(1) et on peut l’e´crire uαβ = u
−1
α uβ ou` uα ∈ U(1) puisque
H1(H(E)) = 0 (corollaire 8.6). Les sections u−1α µα de L ⊗ L ont alors les
meˆmes fonctions de transition que les sections λα de ∧ℓ,0E∗ et les formes de
connexions sont les meˆmes dans ces syste`mes de sections, ce qui prouve que
∧ℓ,0E∗ ≃ L⊗2comme fibre´s holomorphes hermitiens.
Le the´ore`me 7.5 implique que le fibre´ canonique est isomorphe a`
(∧ℓ,0E∗)⊗ℓ−1 donc a` L⊗2(ℓ−1), comme fibre´ holomorphe hermitien.
Si L′⊗p ≃ L⊗p, (p ≥ 1), on peut trouver des sections unitaires ϕα de L et
ϕ′α de L
′ au-dessus des Oα telles que les formes des connexions canoniques
de L et L′ soient les meˆmes dans ces 2 syste`mes de sections et telles que les
fonctions de transitions gαβ et g
′
αβ respectives satisfassent (gαβ)
p = (g′αβ)
p.
On a donc g′αβ = gαβzαβ ou` zαβ est dans le groupe des racines p-ie`me de
l’unite´. Comme H1(H(E)) = 0, zαβ = z−1α zβ ou` les zα sont des racines p-ie`me
de 1. En remplac¸ant les ϕ′α par z
−1
α ϕ
′
α, on a 2 syste`mes de sections unitaires
sur L et L′ ayant les meˆmes fonctions de transitions et dans lesquelles les
formes de connexions sont identiques. Ceci prouve que L′ ≃ L comme fibre´s
holomorphes hermitiens. 
9.12 Remarque
Au de´part, on a de´fini le fibre´ naturel de rang 1 sur H(E), L, a` partir
de la the´orie des spineurs ; il re´sulte de 9.11 que, a` un isomorphisme pre`s, on
peut le de´finir comme e´tant la “racine carre´e” de ∧ℓ,0E∗ par exemple (comme
fibre´ holomorphe hermitien).
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10 Structures spinorielles, ope´rateurs associe´s
de Dirac et transformation de Penrose
Dans ce paragraphe, ρ : Spin(n)→ SO(n) de´signe le reveˆtement connexe
(simplement connexe pour n ≥ 3) d’ordre deux du groupe SO(n), (1 →
Z/2 → Spin(n) ρ→ SO(n) → 1). Bien qu’il soit possible d’eˆtre plus ge´ne´ral,
nous supposerons que M est une varie´te´ riemannienne oriente´e de dimension
n pour de´finir les structures spinorielles.
10.1 Structures spinorielles
Une structure spinorielle surM est une paire, (P, ρ˜) ou` P = P (M, Spin(n))
est un fibre´ principal surM de groupe structural Spin(n) et ou` ρ˜ est un homo-
morphisme de fibre´s principaux sur M de P (M, Spin(n)) sur le fibre´ R+(M)
des repe`res orthonorme´s d’orientation positive surM induisant le reveˆtement
ρ : Spin(n)→ SO(n) pour les groupes de structures.
Par la suite, nous supposons M de dimension 2ℓ, E de´signe R2ℓ muni de
son produit scalaire et de son orientation usuels, S est un espace de spineurs
associe´ a` E = R2ℓ et nous utilisons les notations du paragraphe 9 pour les
spineurs simples, les semi-spineurs, etc. En particulier, Spin(E) = Spin(2ℓ) ⊂
SU(2ℓ) = SU(S).
Soit (P, ρ˜) une structure spinorielle sur M ; on a un fibre´ vectoriel hermi-
tien SP sur M de fibre type S associe´ a` P et a` l’action de Spin(E) sur S. SP
sera appele´ le fibre´ des spineurs sur M correspondant a` (P, ρ˜). De meˆme, on
a un fibre´ SP des spineurs simples sur M de fibre type S qui est un sous-
fibre´ de SP (SP ⊂ SP ). Le fibre´ P (SP ) des directions de spineurs simples
dans SP ne de´pend pas de (P, ρ˜) ; on peut l’identifier (d’apre`s 9.3) au fibre´
H(T (M)) qui est un fibre´ associe´ a` R+(M) (de fibre type H(E) = H(R2ℓ)
pour l’action de SO(2ℓ) sur H(R2ℓ)). SP s’identifie donc au fibre´ des repe`res
(ou des directions) d’un fibre´ vectoriel complexe de rang 1, LP , sur H(T (M))
correspondant au fibre´ naturel de rang 1, L → H(R2ℓ). LP est un fibre´ her-
mitien de rang 1 sur H(T (M)) qui de´pend de la structure spinorielle (P, ρ˜)
sur M ; nous dirons que LP → H(T (M)) est le fibre´ naturel de rang 1 sur
H(T (M)) correspondnat a` la structure spinorielle (P, ρ˜), (ou P lorsque cela
n’entraˆıne pas de confusion), sur M .
Le the´ore`me 9.11 implique que ∀x ∈M , les restrictions des fibre´s LP ⊗LP et
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∧ℓ,0H H(T (M)) a` H(T(M)) co¨ıncident (comme fibre´s hermitiens de rang 1) ; il
n’est pas difficile de voir que la de´finition des structures spinorielles implique
que LP ⊗LP co¨ıncide avec ∧ℓ,0H H(T (M)) sur H(T (M)) tout entier et que l’on
a :
10.2 The´ore`me
La correspondance P 7→ LP (= η) est une bijection de l’ensemble des
structures spinorielles P sur M sur l’ensemble des fibre´s hermitiens η de
rang 1 sur H(T (M)) satisfaisant η ⊗ η = ∧ℓ,0H H(T (M)).
Dans cet e´nonce´, il est entendu que l’on a muni ∧ℓ,0H (T (M)) de sa struc-
ture hermitienne associe´e a` la me´trique de M et que, pour e´crire l’e´galite´, on
a choisi une fois pour toutes une identification de L⊗L avec ∧ℓ,0E∗, (comme
on a choisi une fois pour toutes un espace S de spineurs associe´ a` E = R2ℓ).
Un corollaire imme´diat de 10.2 qui ne se re´fe`re pas a` une structure rie-
mannienne particulie`re sur M est le re´sultat suivant.
10.3 Corollaire
SoitM une varie´te´ de dimension 2ℓ. Pour que la seconde classe de Stiefel-
Whitney de M soit nulle, il faut et il suffit que le fibre´ ∧ℓ,0H I(T (M)) admette
une racine carre´e. Les racines carre´es, (i.e. les classes de fibre´s η de rang
1 sur I(T (M)) tels que η ⊗ η ≃ ∧ℓ,0H I(T (M))), sont alors classifie´es par la
cohomologie H1(M,Z/2).
Pour passer de 10.2 a` 10.3, nous avons utilise´ la remarque 8.13 permet-
tant de remplacer I(T (M)) par H(T (M)) (pour une structure riemannienne
arbitraire sur M) et nous avons utilise´ un re´sultat classique concernant les
structures spinorielles.
Supposons que M admette une structure presque complexe isome´trique, i.e.
on a une section J de H(T (M)) → M . Alors, 9.11 implique que dans 10.2
on peut se restreindre a` cette section.
10.4 Corollaire
Soit M une varie´te´ presque hermitienne de dimension re´elle 2ℓ. M admet
79
une structure spinorielle si et seulement si son fibre´ canonique ∧ℓ,0T ∗(M)
(= restriction de ∧ℓ,0H H(T (M)) a` la section J) admet une racine carre´e. Les
structures spinorielles sur M sont indexe´es par ces racines carre´es (aux iso-
morphismes pre`s).
10.5 Exemples
1) On sait que le fibre´ canonique de Pn(C) est la (n + 1)-ie`me puis-
sance tensorielle du fibre´ tautologique, lequel correspond a` la classe −1 ∈
H2(Pn(C)) = Z ; il en re´sulte que le fibre´ canonique n’admet pas de racine
carre´e si n+1 est impair et qu’il en admet une unique si n+1 est pair. 10.4
implique donc, (le re´sultat classique), que les espaces projectifs complexes
de dimensions paires, P2ℓ(C), n’admettent pas de structure spinorielle tandis
que, P2ℓ+1(C) en admettent une.
2) Dans 8.4, nous avons vu que H(T (S2ℓ)) est identique a` H(R2ℓ+2) ;
pour le faire, nous avons conside´re´ les plongements successifs S2ℓ ⊂ R2ℓ+1 ⊂
R2ℓ+1 × R = R2ℓ+2. La manie`re dont nous avons raisonne´ dans 8.4 montre
que l’on a
∧ℓ+1,0(R2ℓ+2)∗ = ∧ℓ,0H H(T (S2ℓ))⊗ C = ∧ℓ,0H H(T (S2ℓ))
Il en re´sulte, (en appliquant 9.11), que S2ℓ admet une structure spinorielle
unique, (ce qui est bien connu), et que le fibre´ naturel de rang 1 surH(T (S2ℓ))
correspondant est identique au fibre´ naturel de rang 1 sur H(R2ℓ+2), (de´fini
en 9.4).
10.6 Spineurs et formes diffe´rentielles
Soit P une structure spinorielle sur M et SP le fibre´ des spineurs corres-
pondant. Il re´sulte des de´finitions et de la proposition 9.5 que l’image inverse
π∗(SP ) par π : H(T (M))→M de SP est isomorphe au fibre´
(⊕k≥0 ∧0,kH H(T (M)))⊗ LP
ou` LP est le fibre´ naturel de rang 1 sur H(T (M)) correspondant a` P . En
identifiant ces deux fibre´s sur H(T (M)), on peut conside´rer que les champs
spinoriels sur M se rele`vent en des formes diffe´rentielles inhomoge`nes a` va-
leurs dans LP sur H(T (M)) n’ayant que des composantes pures de type (0, k)
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et certaines proprie´te´s, supple´mentaires.
Pour chaque x ∈M et chaque e´le´ment ω de l’espace cotangent complexifie´ en
x a M , on a une multiplication de Clifford γP (ω) qui est un endomorphisme
de la fibre de SP en x et correspond a` l’ope´ration γ de 9.1 ; γP : T
∗(M)⊗C→
End(SP ) est un homomorphisme de fibre´s vectoriels complexes sur M . γP (ω¯)
est l’adjoint de γP (ω) pour la structure hermitienne de SP .
γP se rele`ve a` H(T (M)) en un homorphisme
γ˜P : ∧1HH(T (M))→ End(π∗(SP )) = End((⊕k ∧0,kH H(T (M))⊗ LP ))
et il re´sulte de la proposition 9.5 que la restriction de γ˜P a` ∧0,1H H(T (M))
n’est autre que 1/
√
2 fois le produit exte´rieur de ∧0,1H H(T (M)) par
(⊕k ∧0,kH H(T (M)))⊗ LP
i.e. on a : √
2γ˜P (ω)ϕ = ω ∧ ϕ,
∀ω ∈ ∧0,1H H(T (M)) et ϕ ∈ ⊕k ∧0,kH H(T (M)) ⊗ LP (au meˆme point de
H(T (M))
10.7 Ope´rateur de Dirac
P etM e´tant comme dans 10.6 la connexion riemannienne deM se rele`ve
en une connexion unique sur P . Nous de´signerons par ∇P la diffe´rentielle co-
variante correspondante des sections de SP ; ∇P : Γ(SP ) → (SP ⊗ T ∗(M)).
La multiplication de Clifford γP de´finit canoniquement une application de
Γ(SP ⊗T ∗(M)) dans Γ(SP ) que nous noterons encore γP : Γ(SP ⊗T ∗(M))→
Γ(SP ) (γP (ψ⊗ω) = γP (ω)ψ). Par composition, on a un ope´rateur diffe´rentiel
de premier ordre, DP = γP ◦ ∇P (= “γP (∇P )”), sur Γ(SP ) qui est appele´
ope´rateur de Dirac.
L’ope´rateur de DiracDP se rele`ve a`H(T (M)) en un ope´rateur D˜P . L’ana-
lyse pre´ce´dente (10.6) sugge`re que, dans les “bons cas” D˜P est proportionnel
a` la partie formellement hermitienne d’un ope´rateur de cohomologie ∂¯ sur les
formes a` valeurs dans LP . A priori, les “bons cas” sont ceux pour lesquels la
structure presque complexe deH(T (M)) (resp. deH+(T (M)) ouH−(T (M)))
est inte´grable ; en effet, LP est alors canoniquement un fibre´ holomorphe sur
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H(T (M)) (resp. H+(T (M)) ou H−(T (M)))et on a un ope´rateur ∂¯ bien de´fini
sur les formes a` valeurs dans LP .
Examinons d’abord le cas ou` M est plate.
10.8 Proposition
SoitM une varie´te´ riemannienne plate de dimension 2ℓ et P une structure
spinorielle sur M . On a pour tout champ spinoriel ψ ∈ Γ(SP )
√
2π∗(DPψ) = (∂¯ + ∂¯+)π∗(ψ)
ou` π∗(ψ) est (comme dans 10.6) la forme diffe´rentielle inhomoge`ne surH(T (M))
a` valeurs dans LP correspondant a` ψ et ∂¯
+ de´signe l’adjoint formel de
l’ope´rateur de cohomologie ∂¯ sur les formes a` valeurs dans le fibre´ holo-
morphe LP sur H(T (M)).
De´monstration. Les formes horizontales du type π∗(ψ) sont stables par ∂¯ et
∂¯+. On peut se restreindre a` une section horizontale, i, de π : H(T (M))→ M .
L’e´nonce´ e´tant de nature locale sur M , on peut se ramener au cas M = R2ℓ.
Le fibre´ LP est alors trivial sur i et tout revient a` identifier isome´triquement
R2ℓ a` Cℓ (via la section i) et a` identifier S (ou plutoˆt π∗(S) ↾ i) ) a` l’alge`bre
exte´rieure construite sur Cℓ∗. Les champs spinoriels sont alors les formes
diffe´rentielles sur Cℓ n’ayant que des composantes pures de types (0, k), (k =
0, 1, . . . , ℓ) ; si ω est une forme de type (0, 1),
√
2γ(ω) est la multiplication
exte´rieure par ω et γ(ω¯) = γ(ω)+. On a donc
√
2γ(d)ψ = (∂¯ + ∂¯+)ψ ce qui
est le re´sultat cherche´. 
10.9 Corollaire
Soit M une varie´te´ riemannienne compacte conforme plate de dimension
2ℓ et soit P une structure spinorielle sur M . On a une injection canonique
de l’espace des solutions de DPψ = 0 (ψ ∈ Γ(PP )) dans la cohomologie
⊕k=ℓk=0H0,k(H(T (M)), LP ).
En effet, l’e´quation DPψ = 0 est invariante conforme (on peut rendre DP
invariant conforme en conside´rant les spineurs de poids 2ℓ− 1/2), “on peut
donc se ramener au cas plat et utiliser 10.8”. La compacite´ de M implique
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que l’on a se´pare´ment ∂¯π∗(ψ) = 0 et ∂¯+π∗(ψ) = 0 et le re´sultat est une
conse´quence de la the´orie harmonique sur les varie´te´s complexes compactes.
10.10 Remarques
a) Ce re´sultat sugge`re qu’il est possible de ge´ne´raliser aux dimensions
paires la version riemannienne de la transformation de Penrose des e´quations
de champs line´aires invariantes conformes sur les varie´te´s conformes plates.
De ce point de vue 10.9 est incomplet car, en dimension 4, on a essentielle-
ment une bijection.
b) Si M est oriente´e, on peut se restreindre a` H+(T (M)) et les solutions
de DPψ = 0 pour les semi-spineurs dans SP+ (resp. SP−) correspondent a` la
somme sur les valeurs paires (resp. impaires) de k des H0,k(H+(T (M)), LP ).
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11 Varie´te´s quaternioniques
11.1 De´finitions : GL(k,H) et GL(k,H) • Sp(1)
Soit e0, e1, e2, e3 la base canonique de R
4 (euclidien oriente´) ; on de´finit
sur R4 une structure d’alge`bre associative en posant e0ek = eke0 = ek, e
2
0 = e0
ekeℓ = −δkℓ +
∑3
m=1 ǫkℓmem (k, ℓ = 1, 2, 3). e0 est l’unite´ de cette alge`bre.
Si q = x0e0 + x
kek, on de´finit son conjugue´ q¯ par q¯ = x
0e0 − xkek ; on
a qq¯ = q¯q = ‖q‖2e0 = ((x0)2 +
∑
(xk)2)e0. Tout e´le´ment q 6= 0 a un in-
verse, q¯‖q‖2 , donc l’alge`bre ainsi de´finie est un corps appele´ corps des qua-
ternions ; nous le de´signerons par H. On conside´rera Hn comme un espace
vectoriel quaternionique a` droite ; les applications line´aires quaternioniques
correspondent alors a` la multiplicatio a` gauche par les matrices a` coeffi-
cients quaternions. Le groupe line´aire quaternionique GL(k,H) sera conside´re´
comme un sous-groupe de GL(4k,R) en identifiant Hk avec R4k et nous po-
serons Sp(k) = GL(k,H)∩O(4k) (= groupe des isome´tries quaternioniques).
On a canoniquement Sp(1) = {q ∈ H|‖q‖2 = 1} ≃ SU(2) et GL(1,H) =
H\{0} = R+•Sp(1). On remarquera que les e´le´ments de GL(k,H) pre´servent
l’orientation de R4k. On de´finit un homomorphisme GL(k,H) × Sp(1) →
GL(4k,R) note´ (L, u) 7→ L • u en posant L • u(V ) = L(V u¯) = L(V )u¯,
∀V ∈ Hk, L ∈ GL(k,H) et u ∈ Sp(1) ; le noyau de cet homomorphisme est
{(1, 1), (−1,−1)} ≃ Z2, son image sera note´eGL(k,H)•Sp(1) (⊂ GL(4k,R)).
11.2 De´finition de Z+(R
4n)
Dans le cas k = 1, on a : Sp(1) • Sp(1) = SO(4), GL(1,H) • Sp(1) =
CO+(4), GL(1,H) est l’ensemble des transformations conformes de R4 com-
mutant avec les matrices antisymme´triques anti-auto-duales (donc avec les
e´le´ments de H+(R4) (voir 7)).
De manie`re ge´ne´rale, la multiplication a` droite Ju, par
∑3
1 u
kek dans H
n avec
~u2 = 1 est une structure complexe isome´trique d’orientation positive sur R4n
(Ju ∈ H+(R4n) ; nous de´signerons l’ensemble de ces structures complexes sur
R
4n par Z+(R
4n), c’est une sous-varie´te´ alge´brique complexe de H+(R4n) qui
est isomorphe a` P1(C) = H+(R4). GL(n,H) est le sous-groupe de GL(4n,R)
laissant Z+(R
4n) invariant point par point tandis que GL(n,H) • Sp(1) est
le sous-groupe de GL(4n,R) laissant globalement Z+(R
4n) invariant ; il est
e´vident que GL(n,H) • Sp(1), (et meˆme 1 • Sp(1)), ope`re transitivement sur
Z+(R
4n).
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11.3 De´finition des espaces projectifs quaternioniques
L’ensemble des (directions) sous-espaces quaternioniques de dimension 1
de Hn+1 est appele´ espace projectif quaternionique de dimension quaternio-
nique n ; nous le noterons Pn(H). Pn(H) est le quotient de H
n+1\{0} par la
relation d’e´quivalence v1 ∼ v2 si v1 = v2q, (q ∈ H, q 6= 0) nous munirons
Pn(H) de la topologie quotient. Soit Uk (k = 0, . . . , n) l’ouvert de Pn(H)
image de {(q0, q1, . . . qn) ∈ Hn+1|qk 6= 0} ; posons pour ξ ∈ Uk
ϕk(ξ) = (q0q
−1
k , . . . , qk−1q
−1
k , qk+1q
−1
k , . . . , qnq
−1
k ) ∈ Hn = R4n,
ou` (q0, . . . , qn) est au-dessus de ξ. Si ξ ∈ Uk ∩ Uℓ, on a e´videmment
d(ϕℓ ◦ ϕ−1k )x ∈ GL(n,H) • Sp(1), ∀x ∈ ϕk(Uk ∩ U2) et ϕℓ ◦ ϕ−1k est un
diffe´omorphisme de ϕk(Uk ∩Uℓ) sur ϕℓ(Uk ∩Uℓ). On a ainsi un atlas compa-
tible avec ΓGL(n,H)•Sp(1)(R
4n) sur Pn(H) et Pn(H) devient ainsi une varie´te´
diffe´rentiable de type GL(n,H) • Sp(1), (voir dans 1.3), ou ce qui revient
au meˆme, une varie´te´ diffe´rentiable munie d’une GL(n,H) • Sp(1)-structure
inte´grable. On notera que cette structure n’est pas pas uneGL(n,H)-structure
et, en fait, il est impossible de munir Pn(H) d’une GL(n,H)-structure, (voir
l’exemple ci-dessous).
11.4 Exemple de P1(H) = S
4
L’application de H2\{0} sur S4 de´finie par
(q0, q1) 7→ ξ =
(
2q0q¯1
‖q0‖2 + ‖q1‖2 ,
‖q0‖2 − ‖q1‖2
‖q0‖2 + ‖q1‖2
)
passe au quotient et de´finit un diffe´omorphisme de P1(H) sur S
4. On a donc
P1(H) = S
4.
Il est connu que, pour ℓ 6= 1 et 6= 3, S2ℓ n’admet aucune structure presque
complexe ; comme, d’apre`s 11.2, GL(1,H) ⊂ GL(R4J) ≃ GL(2,C) pour
tout J ∈ Z+(R4) = H+(R4), il est clair que S4 = P1(H) n’admet pas de
GL(1,H)-structure.
Nous avons vu dans 11.2 que GL(1,H)•Sp(1) est le groupe CO+(4) des trans-
formations line´aires conformes pre´servant l’orientation de R4 ; la
GL(1,H)•Sp(1)-structure inte´grable de P1(H) = S4 est la structure conforme
plate oriente´e usuelle de S4
Ces pre´liminaires sont la motivation de la de´finition suivante.
11.5 Varie´te´s presque quaternioniques
Une varie´te´ diffe´rentiable de dimension 4k munie d’une GL(k,H)•Sp(1)-
structure sera appele´e une varie´te´ presque quaternionique. Il re´sulte de 11.2
qu’une varie´te´ presque quaternionique est oriente´e et qu’une varie´te´ presque
quaternionique de dimension 4 n’est autre qu’une varie´te´ oriente´e de dimen-
sion 4 munie d’une structure conforme.
Soit g ⊂ gl(4k,R) l’alge`bre de Lie de GL(k,H) • Sp(1) ; on peut mon-
trer que Hr,2(g) = 0 si r ≥ 2, de sorte que l’on n’a que deux obstructions
c0(P ) et c1(P ) a` l’inte´grabilite´ d’une GL(k,H) • Sp(1)-structure P sur V .
L’inte´grabilite´ de P , i.e. c0(P ) = 0 = c1(P ), entraˆıne que V est localement
isomorphe a` Pk(H). Cela conduit a` “relaxer” la condition c1(P ) = 0 et a`
adapter la de´finition suivante.
11.6 Varie´te´s quaternioniques
Une varie´te´ quaternionique est une varie´te´ (de dimension 4k) munie d’une
GL(k,H)•Sp(1)-structure admettant une connexion de torsion nulle (c0(P ) =
0).
Une varie´te´ de dimension 4k munie d’une GL(k,H)-structure sera appele´e une
varie´te´ presque hyperquaternionique ; elle sera appele´e hyperquaternionique
dans le cas ou` cette GL(k,H)-structure admet une connexion de torsion nulle.
11.7 Le fibre´ Z+(T (V ))
Soit V une varie´te´ presque quaternionique de dimension 4k ; on a un
fibre´ de fibre type Z+(R
4k) correspondant a` l’action de GL(k,H) • Sp(1) sur
Z+(R
4k) associe´ a` la GL(k,H)•Sp(1)-structure sur V . Nous noterons ce fibre´
Z+(T (V )) ; Z+(T (V )) est parfois appele´ espace des twisteurs de V . La struc-
ture complexe de Z+(R
4k) ≃ P1(C) est invariante par
GL(k,H) •Sp(1) et Z+(R4k) est une sous-varie´te´ complexe de I+(R4k), (voir
Chapitre 5). Il en re´sulte que Z+(T (V )) est un sous-fibre´ de I+(T (V )) dont
les fibres (isomorphes a` P1(C) = H+(R4)) sont des sous-varie´te´s complexes
des fibres de I+(T (V )).
En particulier, pour toute connexion sur la GL(k,H) • Sp(1)-structure de
V , Z+(T (V )) est une sous-varie´te´ presque complexe de I+(T (V )) pour les
stuctures presque complexes associe´es (voir Chapitre 6).
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11.8 The´ore`me
Soit V une varie´te´ quaternionique. Les structures presque complexes sur
Z+(T (V )) associe´es a` deux connexions sans torsions sur la GL(k,H) •Sp(1)-
structure de V coincident (dimV = 4k). Si k est supe´rieur ou e´gal a` 2, (i.e.
dimV ≥ 8), la structure presque complexe ainsi de´finie sur Z+(T (V )) est
inte´grable.
On remarquera que pour k = 1 (dimV = 4) ce re´sultat est, en vertu de
11.2, un cas particulier du the´ore`me 8.2.
Soit P la GL(k,H) • Sp(1)-structure de V et soit g(1) le prolongement
d’ordre 1 de l’alge`bre de Lie g de GL(k,H)•Sp(1) ⊂ GL(4k,R) on a un fibre´
associe´ g(1) a` P sur V (voir 1) et la diffe´rence K de deux connexions sans
torsions sur P est une section de g(1). La premie`re partie du the´ore`me re´sulte
de 6.4 et du fait que si t ∈ g(1) on a : t(JX, JY )− Jt(JX, Y )− Jt(X, JY )−
t(X, Y ) = 0, ∀X, Y ∈ R4k et ∀J ∈ Z+(R4k).
La deuxie`me partie s’obtient en utilisant 6.5 et la premie`re identite´ de
Bianchi (=torsion nulle). On trouve en prenant des traces de combinaisons
approprie´es que (k−1)N = 0 ou`N est la torsion de la structure presque com-
plexe de Z+(T (V )) (associe´e a` une quelconque des connexions sans torsion
sur P ).
11.9 Remarque sur la dimension 4
Dans 11.8, on retrouve la situation tre`s particulie`re de la dimension 4.
En dimension 4, une GL(1,H) • Sp(1)-structure est une structure conforme
oriente´e donc elle admet toujours une connexion de torsion nulle (c0 = 0) ;
autrement dit, une structure presque quaternionique est quaternionique et
la structure presque complexe de Z+ = H+ n’est inte´grable que si la struc-
ture conforme oriente´e est auto-duale (voir 8). C’est pourquoi, certains au-
teurs de´finissent les varie´te´s quaternioniques de dimension 4 comme e´tant
des varie´te´s de dimension 4 munies de structures conformes oriente´es auto-
duales. Pour d’autres auteurs, les varie´te´s quaternioniques sont de dimensions
4k ≥ 8.
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11.10 Remarque sur le cas hyperquaternionique
GL(k,H) = GL(k,H) • 1 ⊂ GL(4k,R) ope`re trivialement sur Z+(R4k)
comme on l’a vu dans 11.2 ; il en re´sulte que, si V est une varie´te´ presque
hyperquaternionique de dimension 4k, le fibre´ Z+(T (V )) est un fibre´ trivial
et les sections correspondantes, qui sont indexe´es par Z+(R
4k) ≃ P1(C), sont
des structures presque complexes sur V . Toute connexion sur la GL(k,H)-
structure de V est presque complexe pour chacune de ces structures presque
complexes sur V . Le the´ore`me 3.4 implique donc que si V est hyperquater-
nionique toutes ces structures presques complexes indexe´es par P1(C) sont
inte´grables.
11.11 De´finitions supple´mentaires
La multiplication a` droite dansHk(≃ R4k) par les e´le´ments deH de´termine
un isomorphisme de H sur une sous-alge`bre H+(R
4k) de l’alge`bre End(R4k)
des endomorphismes de R4k (contenant 1l ∈ End(R4k)). Si V est une varie´te´
presque quaternionique de dimension 4k on a un fibre´ H+(T (V )) associe´ a` sa
GL(k,H) • Sp(1)-structure correspondant a` l’action (adjointe) de
GL(k,H) •Sp(1) sur H+(R4k), (l’action de GL(k,H) est triviale, on a en fait
une action adjointe de Sp(1) ≃ SU(2) i.e. une action de SO(3)). H+(T (V ))
est un fibre´ en alge`bres de quaternions ; ce fibre´ est trivial si et seulement
si V est presque hyperquaternionique. De manie`re ge´ne´rale, nous appelle-
rons structure presque quaternionique sur une varie´te´ V un sous-fibre´ en
alge`bres K du fibre´ des endomorphismes de T (V ) contenant l’identite´ et
dont les fibres sont isomorphes a` H ; si K est trivial, nous parlerons de struc-
ture presque hyperquaternionique. Si V est munie d’une structure presque
quaternionique K, on peut munir ses espaces tangents Tx(V ) de structures
d’espaces vectoriels quaternioniques (a` droite) mais T (V ) n’est un fibre´ vec-
toriel quaternionique (i.e. fonctions de transitions H-line´aires) que si K est
trivial (i.e presque hyperquaternionique). Toute structure presque quater-
nionique K sur V de´termine donc une GL(k,H) • Sp(1)-structure sur V
pour un certain k (⇒ dimV = 4k) unique telle que K = H+(T (V )) ;
Z+(T (V )) = {q ∈ H+(T (V ))|q2 = −1l}, et q ∈ H+(T (V )) s’e´crit de manie`re
unique q = r1l+ρu avec u ∈ Z+(T (V )), r ∈ R et ρ ∈ R+ (i.e.ρ ≥ 0). En parti-
culier, au voisinage de chaque point de V on peut trouver des sections locales
de Z+(T (V )) e1, e2, e3 satisfaisant eiej = −δij +
∑
k ǫijkek dans H+(T (V )) et
H+(T (V )) = R1l⊕ Re1 ⊕ Re2 ⊕ Re3 dans le domaine de ces sections.
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Si V est une varie´te´ presque quaternionique de dimension 4k, les connex-
ions line´aires ∇ telles que ∀X ∈ Γ(T (V )), ∇XΓ(H+(T (V )) ⊂ Γ(H+(T (V )))
seront appele´es presque quaternioniques ; ce sont les connexions sur la
GL(4k,H) • Sp(1) structure de V (ce sont aussi les connexions laissant
Z+(T (V )) globalement invariant).
11.12 Varie´te´s hyperka¨hleriennes
Une varie´te´ presque quaternionique V munie d’une me´trique rieman-
nienne g telle que g(uX, uY ) = g(X, Y ), ∀X, Y ∈ Tx(V ), ∀u ∈ Z+(Tx(V )) et
∀x ∈ V (i.e. telle que Z+(T (V )) ⊂ H+(T (V ))) est appele´e varie´te´ presque
hermitienne quaternionique. Nous dirons que V est ka¨hlerienne quaternio-
nique si la connexion riemannienne de V est presque quaternionique.
Une varie´te´ ka¨hlerienne quaternionique est une varie´te´ quaternionique
puisque la connexion riemannienne est sans torsion.
Une varie´te´ ka¨hlerienne quaternionique V sera appele´e hyperka¨hlerienne si sa
connexion riemannienne induit une connexion de courbure nulle surH+(T (V ))
(ou, ce qui revient au meˆme sur Z+(T (V ))).
Si V est hyperka¨hlerienne, les sections horizontales de Z+(T (V )) sont des
structures presque complexes isome´triques et covariantes constantes ; il en
re´sulte (3.16) que V est ka¨hlerienne pour chacune de ces structures (presque)
complexes indexe´es par Z+(R
4k) = P1(C).
11.13 Cas de la dimension 4
Une varie´te´ riemannienne V de dimension 4 oriente´ est hyperka¨hlerienne
si et seulement si sa courbure riemannnienne est auto-duale. En effet
Z+(T (V )) = H+(T (V )) est constitue´ par les structures complexes (sur les
Tx(V )) correspondant aux 2-formes de norme 1 anti-autoduales ; le “com-
mutant de Z+ dans les endomorphismes anti-syme´triques” est constitue´ par
ceux qui sont auto-duals ⇒ l’e´nonce´ en utilisant les syme´tries du tenseur de
courbure. (Pour le cas anti-autodual) il suffit de changer l’orientation pour
se ramener au cas auto-dual).
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11.14 The´ore`me
La courbure de Ricci d’une varie´te´ hyperka¨hlerienne est nulle. Toute
varie´te´ ka¨hlerienne quaternionique de dimension 4k ≥ 8 est une varie´te´ d’Ein-
stein, (i.e. la courbure de Ricci est proportionnelle a` la me´trique).
Revenons a` la dimension 4 pour laquelle on a des proprie´te´s inte´ressantes
particulie`res.
11.15 Proposition
Soit V une varie´te´ riemannienne oriente´e de dimension 4 ; les proprie´te´s
(a), (b) et (c) suivantes sont e´quivalentes
(a) V est ka¨hlerienne et sa courbure de Ricci est nulle.
(b) La courbure riemannienne de V est auto-duale (comme 2-forme).
(c) V est hyperka¨hlerienne.
De´monstration. Montrons (a)⇒ (b)⇒ (c)⇒ (a).
(a) ⇒ (b). Soit J ∈ Γ(H+(T (V ))) la structure presque complexe de la
varie´te´ ka¨hlerienne V . Comme ∇J = 0 pour la connexion riemannienne, on
a [Ω, J ] = 0, ou` Ω est la 2-forme de courbure riemannienne. Il en re´sulte
Ω = Ω+ + J ⊗ λ ou` Ω+ est (a` valeurs dans les matrices anti-symme´triques
auto-duales) dans Γ(H−(T (V )) ⊗ ∧2T ∗(V )) et ou` λ est une 2-forme sca-
laire. L’annulation du tenseur de Ricci implique λ = 0. On a donc Ω = Ω+
et l’auto-dualite´ de Ω re´sulte de la syme´trie du tenseur de courbure d’une
varie´te´ riemannienne (Ω = Ω+ ⇔ Ω = ∗Ω)
(b) ⇒ (c). Ω = ∗Ω ⇔ Ω = Ω+ ∈ Γ(H−(T (V )) ⊗ ∧2T ∗(V )) ⇔ [Ω, J ] = 0
∀J ∈ Γ(H+(T (V ))) ; autrement dit, la connexion riemannienne induit une
connexion de courbure nulle sur H+(T (V )). V est donc hyperka¨hlerienne
avec Z+(T (V )) = H+(T (V )).
(c)⇒ (a). En choisissant une section horizontale de Z+(T (V )) = H+(T (V )),
on a une structure presque complexe pour laquelle V est ka¨hlerienne et l’an-
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nulation du tenseur de Ricci re´sulte de Ω = ∗Ω. 
11.16 Exemples : Solutions de Hawking
Soit V une varie´te´ riemannienne oriente´e de dimension 4 qui est hy-
perka¨hlerienne. La proposition 11.15 (b) implique qu’au voisinage de tout
point de V existe un champ de repe`res (e0, e1, e2, e3) orthonorme´s d’orien-
tation positive, relativement auxquels la partie anti auto-duale de la forme
de la connexion riemannienne s’annule, i.e dans lequel la connexion ωab est
a` valeurs matrice antisyme´trique auto-duale. Soit (θ0, θ1, θ2, θ3) le corepe`re
dual et conside´rons les 2-formes anti auto-duales
jk = θ
0 ∧ θk − θℓ ∧ θm
pour k ∈ {1, 2, 3}, (k, ℓ,m) e´tant la permutation cyclique de (1,2,3) corres-
pondante. Ces 2-formes constituent un champ de bases orthonorme´es des
2-formes anti auto-duales.
Les e´quations de structure et l’auto-dualite´ des ωab implique
djk = 0
pour tout k ∈ {1, 2, 3}. Inversement l’existence d’un tel champ local de bases
orthonorme´es de 2-formes anti auto-duales constitue´es par des formes ferme´es
sur une varie´te´ riemannienne oriente´e V implique que V est localement hy-
perka¨hlerienne.
Cherchons a` construire de tels jk en posant
θ0 =
1√
A0
(dx0 + Andx
n)
θk =
√
A0dx
k
ou` A0 et les Ak (k ∈ {1, 2, 3}) ne de´pendent que des xk avec k ∈ {1, 2, 3} et
A0 > 0. On a
jk = (dx
0 + Andx
n) ∧ dxk −A0dxℓ ∧ dxm
ou` (k, ℓ,m) est une permutation cyclique de (1,2,3). Les e´quations
djk = 0
92
s’e´crivent alors
∂kA0 = ∂ℓAm − ∂mAℓ
pour toute permutation cyclique (k, ℓ,m) de (1,2,3). Elles impliquent que A0
est harmonique
∆A0 = 0
Inversement si A0 est harmonique, on peut re´soudre les e´quations ci-dessus en
Ak (grad(A0) = ~rot( ~A)) et la solution est unique au gradiant d’une fonction
des xk pre`s (qui peut eˆtre absorbe´e dans une rede´finition de x0). La me´trique
riemannienne correspondante
ds2 =
(dx0 + Andx
n)2
A0
+ A0
3∑
k=1
(dxk)2
est par construction hyperka¨hlerienne.
Remarquons qu’en posant
A = A0dx
0 + Andx
n
et en tenant compte de ∂Aµ
∂x0
= 0, les e´quations pre´ce´dentes pour les Aµ
sont e´quivalentes a` l’anti auto-dualite´ de la 2-forme F = dA sur R4, (i.e.
F + ∗F = 0).
11.17 Analogue non line´aire de l’e´quation de Laplace
Supposons que V satisfasse les conditions e´quivalentes de la proposition
11.5. Alors, d’apre`s 3.29 (3), la condition (a) de 11.5 implique que localement,
on peut trouver des coordonne´es complexes z1 et z2 de V et un potentiel de
Ka¨hler F tels que l’on ait
det(∂∂¯F ) = 1
Cette e´quation est un analogue non line´aire de l’e´quation de Laplace. En
effet, la solution plate triviale est
F0 = |z1|2 + |z2|2
et pour une petite perturbation
F = F0 + εφ
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l’e´quation pre´ce´dente donne au premier ordre en ε
Tr(∂∂¯φ) = ∆φ = 0
ce qui est l’e´quation de Laplace pour le champ scalaire re´el φ.
L’importance de cette remarque est que l’auto-dualite´ de la courbure cor-
respond a` la version “euclidienne” d’un des 2 degre´s d’he´licite´ du champ de
gravitation et que en faisant ce choix de coordonne´es (de jauge) nous avons,
ainsi isole´ un degre´ local des 2 degre´s de liberte´ de la version riemannienne
du champ de gravitation ainsi que la version non line´aire de l’e´quation de La-
place satisfaite par l’approximation line´aire. Signalons par ailleurs que cette
e´quation non line´aire est du type Monge-Ampe`re complexe qui a e´te´ tre`s
e´tudie´e et qui est une “bonne version” non line´aire de l’e´quation de Laplace.
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12 Les e´quations de Yang et Mills
Dans ce chapitre nous rappelons diffe´rentes formulations des e´quations
de Yang et Mills et nous de´crivons quelques exemples classiques de solu-
tions. Pour se rapprocher des notations utilise´es en physique, les formes de
connections seront note´es A et leur courbure F .
12.1 Equations de Yang et Mills
Soit M une varie´te´ pseudo-riemannienne oriente´e de me´trique g et soit G
un groupe de Lie d’alge`bre de Lie g. Un champ de jauge sur M de groupe
de structure G correspond a` la donne´e d’un G-fibre´ principal P sur M muni
d’une connexion A a` un ismorphisme pre`s de G-fibre´s principaux sur M in-
terchangeant les connexions.
Soit P un G-fibre´ principal sur M et soit A une forme de connexion sur
P ; des e´quations pour A correspondent a` des e´quations pour le champ de
jauge sous-jacent si elles sont invariantes de jauge, i.e. invariantes par les
isomorphismes de G-fibre´s principaux sur M interchangeant les connexions.
A satifait aux e´quations de Yang et Mills (sans source) si l’on a :
∇ ∗ F = 0 (12.1)
ou` F = dA + 1/2[A,A] est la courbure de A, ∗ de´signe l’ope´ration de
Hodge sur les formes sur M releve´e aux formes horizontales sur P et ∇
est la diffe´rentielle exte´rieure covariante associe´e a` A. Ces e´quations sont
invariantes de jauge.
12.2 Remarque
(12.1) est invariant par changement d’orientation deM (i.e. par ∗ 7→ −∗)
et est local, il en re´sulte que, a` ce stade, il n’est pas ne´cessaire de supposer
M orientable.
12.3 Action de Yang et Mills
Reprenons les notations de 12.1 et supposons que g soit muni d’une forme
biline´aire syme´trique non de´ge´ne´re´e, k, invariante par l’action adjointe de G.
A l’aide de k et de g, on peut de´finir, en chaque point de P , une forme
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biline´aire syme´trique non de´ge´ne´re´e (•, •) sur les p-formes horizontales a`
valeurs dans g en ce point. En coordonne´es locales {xµ} sur M et dans une
base {EA} pour g on a :
(H,H ′) = 1/p!
∑
A,A′,µℓ,µ
′
ℓ
kAA′g
µ1µ′1 . . . gµpµ
′
pHAµ1...µpH
′A′
µ′1...µ
′
p
F e´tant la courbure d’une forme de connexion A sur P , la fonction (F, F )
est constante sur les fibres de P ; c’est donc, canoniquement, une fonction sur
M . On de´finit alors l’action de Yang et Mills correspondante SY.M.(A) par
SY.M.(A) = −1/2
∫
(F, F ) volM (12.2)
volM e´tant la forme e´le´ment de volume de M et l’inte´grale e´tant a` prendre
au sens inde´fini, i.e. on a une action SOYM(A) pour chaque re´gion O de M
telle que l’on puisse inte´grer.
Les e´quations de Lagrange correspondant a` SY.M. (le lagrangien est la
forme de degre´ maximum −1/2(F, F ) volM sur M) sont pre´cise´ment les
e´quations de Yang et Mills qui sont, par conse´quent des e´quations varia-
tionnelles.
12.4 Interpre´tations de type Kaluza-Klein
On reprend les notations et les hypothe`ses de 12.3. On a sur G une struc-
ture invariante de varie´te´ pseudo-riemannienne correspondant a` k sur g. Nous
de´signerons par Λ la courbure scalaire de cette varie´te´ pseudo-riemannienne ;
c’est une constante. Si ξ est un point de P , on munit la fibre Fξ passant
par ξ de la me´trique pseudo-riemannienne rendant isome´trique l’application
g 7→ ξg de G sur Fξ ; cette structure ne de´pend pas du point ξ choisi dans la
fibre.
Si A est une forme de connexion sur P , on peut relever la me´trique de
M sur les sous-espaces horizontaux a` l’aide de la projection p : P 7→ M .
On de´finit alors une me´trique pseudo-riemannienne γ sur P muni de A en
imposant que γ coˆıncide sur les sous-espaces verticaux et horizontaux avec les
structures pre´ce´dentes et que les sous-espaces verticaux soient orthogonaux
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aux sous-espaces horizontaux. γ est invariante par l’action de G sur P et est
donne´e par
γ(X, Y ) = k(A(X), A(Y )) + g(p∗(X), p∗(Y )) (12.3)
La courbure scalaire R˜ de la varie´te´ pseudo-riemannienne (P, γ) est donne´e
par :
R˜ = −1/2(F, F ) +R + Λ (12.4)
ou` R est la courbure scalaire de M et F est, comme pre´ce´demment, la cour-
bure de la connexion A sur P . R˜ est canoniquement une fonction sur M
et
S =
∫
R˜ volM (12.5)
conside´re´e comme fonction de A est e´quivalente a` l’action de Yang et Mills
(2) ; si on conside`re S comme fonction de A et de la me´trique g de M , les
e´quations de Lagrange correspondantes, (“δS(A, g) = 0”), pour A et g sont
les e´quations couple´es de Yang et Mills et d’Einstein avec constante cosmo-
logique Λ (voir plus loin).
Ces remarques sont le point de de´part de certains types d’unification des
the´ories de jauge avec la gravitation ge´ne´ralisant la the´orie de Kaluza-Klein
(i.e. le cas ou` G = U(1)).
12.5 Laplacien de la connexion A
P,A, γ, etc. e´tant comme au-dessus, on munit P d’une orientation en
choisissant une orientation de g. On peut introduire l’ope´ration de Hodge
pour les formes exte´rieures sur la varie´te´ pseudo-riemannienne (P, γ) ainsi
que les ope´rateurs δ et ∆ = dδ+ δd correspondants. Pour la 1-forme A, on a
alors :
δA = 0 (12.6)
∆A+QA = ε ∗ ∇ ∗ F (12.7)
ou` ε = ±1 suivant les dimensions de M et G et la signature de γ ; ∗,∇, F
sont comme dans 12.1 et Q ∈ End(g) est de´fini par
1/2Tr(ad(E).ad(F )) = k(QE,F ); ∀E, F ∈ g.
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(En particulier, si G est semi-simple de dimension N , Q est la multiplication
par − 2
N
Λ).
Il en re´sulte que les e´quations de Yang et Mills pour A sont e´quivalentes a`
∆A +QA = 0 (12.8)
sur (P, γ).
12.6 Remarques
a) L’existence de k sur g (comme dans 12.2, 12.3, 12.4 et 12.5) est une
hypothe`se restrictive sur G qui implique notamment Tr(ad(E)) = 0, ∀E ∈ g,
(cette relation est d’ailleurs l’origine de l’identite´ (12.6), δA = 0).
b) −1/2Q est l’ope´rateur correspondant a` la courbure de Ricci de G.
c) Avec nos conventions le laplacien ∆ est un ope´rateur positif dans le
cas ou` γ est positive.
d) Si A satisfait aux e´quations de Yang et Mills, ∆A est (d’apre`s (12.8))
vertical ; il est facile de voir, (12.7), que re´ciproquement, si ∆A est vertical,
A est solution des e´quations de Yang et Mills.
12.7 Exemples
Il est remarquable que de`s que l’on a une situation “bien syme´trique”,
les e´quations de Yang et Mills sont automatiquement satisfaites ; de ce point
de vue, il y a une certaine similarite´ entre les e´quations de Yang et Mills
pour les fibre´s avec connexions et les e´quations d’Einstein pour les varie´te´s
pseudo-riemanniennes, (on notera que 12.4 va un peu dans ce sens). Expli-
citement, si M = K/H est un espace (pseudo)-riemannien syme´trique, (K
est le groupe des isome´tries), alors K → K/H est un H-fibre´ principal sur
M et sa connexion canonique K-invariante (obtenue par projection de la
forme Maurer-Cartan de K) satisfait les e´quations de Yang et Mills. Plus
ge´ne´ralement, si P est un G-fibre´ principal sur l’espace (pseudo)-riemannien
syme´triqueM = K/H tel que l’action de K surM se rele`ve en une action sur
P par des isomorphismes de G-fibre´s principaux, alors on a une connexion
canonique K-invariante sur P et cette connexion satisfait les e´quations de
99
Yang et Mills.
On a une de´monstration simple de ces re´sultats en utilisant les re´sulats de
12.5 ou 12.6 d).
12.8 Instantons SU(2) sur S4 = P1(H)
Un cas particulier de la situation syme´trique de´crite dans 12.7 est la fi-
bration de Hopf S7 −−−→
SU(2)
S4 ou` S4 ≃ P1(H) est l’ensemble des sous-espaces
vectoriels quaternioniques de dimension 1 de H2 et S7 est l’ensemble des
vecteurs unitaires de H2 ; SU(2) = Sp(1) est le groupe des transformations
H-line´aires isome´triques de H (voir dans Chapitre 11). Dans ce cas, la cour-
bure F de la connextion canonique invariante par SO(5) (Sp(2) localement)
satisfait F = −∗F , (ce qui implique (12.1) en vertu de l’identite´ de Bianchi) ;
c’est l’anti-instanton invariant par SO(5).
Bien qu’e´tant une solution syme´trique, la solution pre´ce´dente est un cas
particulier de toute une classe de solutions des e´quations de Yang et Mills qui
ne sont pas de type syme´trique, mais qui sont relie´es a` l’invariance conforme
des e´quations de Yang et Mills (12.1) lorsque M est de dimension 4.
Si M est de dimension 4, l’ope´ration de Hodge, ∗, sur les 2-formes est
invariante conforme ; il en re´sulte que les e´quations (12.1) sont invariantes
conformes. Si M est, en plus, proprement riemannienne, les connexions de
courbure F telles que
F = ± ∗ F (12.9)
sont solutions de (12.1) en vertu de l’identite´ de Bianchi ∇F = 0. Les solu-
tions de (12.9) se rele`vent en condition d’holomorphie via la transforme´e de
Penrose de´crite au chapitre 8, the´ore`me 8.10.
Dans le cas ou`M = S4 et G = SU(2), les solutions de (12.9) sont connues.
Elles sont obtenues en utilisant le the´ore`me 8.10 et la proposition 8.4 pour
ℓ = 2.
12.9 Instantons ge´ne´raux
Supposons que M est une varie´te´ riemannienne compacte de dimension
4 et que G est un sous-groupe du groupe unitaire U(p). Dans ce cas, nous
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prendrons pour forme biline´aire k sur g la forme biline´aire de´finie par
k(E, F ) = −Tr(E F ) ∀E, F ∈ g,
E et F sont des matrices complexes p× p anti-hermitiennes).
On peut inte´grer l’action de Yang et Mills sur M et, l’on a, (ine´galite´ de
Schwarz) :
−2SMY.M.(A) =
∫
M
‖ F ‖2 volM ≥ |
∫
M
(F, ∗F ) volM | = |
∫
M
Tr(F ∧ F )|
On a l’e´galite´ si et seulement si F ve´rifie (12.9).∫
M
Tr(F ∧ F )est une classe caracte´ristique ne de´pendant que du fibre´. On
en de´duit que, pour un fibre´ donne´, les solutions de (12.9) sont les extrema
absolus de SMY.M.(A) et que toute solution de (12.9) avec F 6= 0 correspond a`
un fibre´ non trivial sur M .
Si l’on veut ge´ne´raliser ce qui pre´ce`de a` des dimensions diffe´rentes de 4, il
y a lieu de ge´ne´raliser les e´quations de Yang et Mills ; si M est de dimensions
4k, on peut remplacer l’action de Yang et Mills par
S4k(A) = −1/2
∫
(F∧k, F∧k) volM .
Dans le cas ou` la dimension de M est seulement un multiple de 2 (2ℓ),
c’est une ge´ne´ralisation de certains “mode`les σ” a` 2 dimensions qu’il faut
introduire.
12.10 Sources
Les e´quations (12.1) sont les e´quations de Yang et Mills sans sources. Il
est naturel de leur adjoindre un second membre correspondant a` l’interaction
avec d’autres champs, etc. et d’e´crire
∇ ∗ F = J (12.10)
ou` J est comme ∇ ∗ F une (n− 1)-forme tensorielle de type ad satisfaisant
∇J = 0 (12.11)
i.e. J est a` valeurs dans g, horizontal satisfaisant dJ + [A, J ] = 0
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12.11 Les e´quations de Yang et Mills comme lois de
conservation sur le fibre´ principal P
Supposons que J est donne´ comme (n − 1)-forme a` valeurs dans g hori-
zontale satisfaisant (12.11). Alors (12.10) implique que l’on a sur P
d(−[A, ∗F ] + J) = 0 (12.12)
ce qui peut s’interpre´ter comme une loi de conservation. Inversement, si
(12.12) est ve´rifie´, on en de´duit
[A,∇ ∗ F − J ] = 0
ce qui implique (12.10) dans le cas ou` g est semi-simple (i.e lorsque la
repre´sentation adjointe de g est injective).
Dans une section, J correspond a` la “densite´ de charge de Yang-Mills”
de la matie`re, notion pas intrinse`que car de´pendant de la section (sauf dans
le cas abe´lien, pour U(1) cela correspond a` la charge e´lectrique). Sur P par
contre, c’est bien de´fini et −[A, ∗F ] est l’analogue de J pour le champ Yang
et Mills. Dans le cas g semi-simple on a l’e´quivalence
d(−[A, ∗F ]) = 0⇔∇ ∗ F = 0
sur le fibre´ P .
12.12 Les e´quations de Yang et Mills comme condi-
tions d’inte´grabilite´
Conside´rons l’ope´rateur de Yang et Mills
A 7→ ∇ ∗ F
sur les connexions A sur P . Soit B une 1-forme tensorielle de type ad,
i.e. une 1-forme horizontale a` valeurs dans g sur P se transformant par la
repre´sentation adjointe dans l’action de G sur P . Une variation infinite´simale
δA = εB conduit a`
δ(∇ ∗ F ) = ε(∇ ∗∇B + [B, ∗F ])
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c’est-a`-dire a` un ope´rateur diffe´rentiel line´aire pour B dont les coefficients
de´pendent localement de A
DAB = ∇ ∗∇B + [B, ∗F ] (12.13)
Etudions les conditions d’inte´grabilite´ du syste`me line´aire
DAB = 0 (12.14)
pour B. On a
∇DAB = −[B,∇ ∗ F ] (12.15)
et par conse´quent on a
ad(∇ ∗ F ) = 0 (12.16)
comme conditions d’inte´grabilite´ de (12.14). On peut montrer (voir re´fe´rence
D.-V. a` la fin du chapitre 13) que ce sont les seules conditions d’inte´grabilite´
de (12.14). Par conse´quent, si g est semi-simple, les e´quations de Yang et
Mills (12.1) sont les conditions d’inte´grabilite´ du syste`me line´aire (12.14).
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13 Les e´quations d’Einstein
13.1 Premie`re approche
SoitM une varie´te´ diffe´rentiable oriente´e de dimension n et g une me´trique
pseudo-riemannienne sur M . Soit (O, ϕ) une carte locale, notons xµ = ϕµ(x)
(µ ∈ {1, . . . , n}) les coordonne´es locales correspondantes de x ∈ O. Le
champ de repe`res naturels tangents correspondants sur O sera note´ (∂µ) =
(∂1, . . . , ∂n) et le champ des corepe`res duaux sera note´(dx
µ). La me´trique en
x ∈ O peut s’e´crire
g(x) = gµν(x)dx
µ ⊗ dxν
ou` les gµν(x) sont les composantes de g correspondantes avec gµν = gνµ pour
µ, ν ∈ {1, . . . , n}. La courbure riemannienne de g a pour composantes
Rλρµν = ∂µΓ
λ
ρν − ∂νΓλρµ + ΓλσµΓσρν − ΓλσνΓσρµ
ou` les Γλµν donne´s par
Γλµν =
1
2
gλρ(∂µgνρ + ∂νgµρ − ∂ρgµν) (13.1)
sont les composantes correspondantes de la connexion riemannienne.
Les composantes du tenseur de Ricci sont donne´es par
Rµν = R
λ
µλν
et la courbure scalaire est
R = gµνRµν
ou` les gµν sont de´finis par
gµρgρν = δ
µ
ν
pour µ, ν ∈ {1, . . . , n}. Avec ces notations, dans le repe`re naturel de la carte,
le tenseur d’Einstein G est donne´ par
Gµν = Rµν − 1
2
Rgµν (13.2)
µ, ν ∈ {1, . . . , n}. L’annulation de la torsion de la connexion riemannienne
implique la syme´trie Rµν = Rνµ du tenseur de Ricci et par conse´quent aussi
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la syme´trie Gµν = Gνµ du tenseur d’Einstein. Les identite´s de Bianchi im-
pliquent alors, par contraction
gλµ∇λGµν = 0 (13.3)
i.e. l’annulation de la divergence covariante du tenseur d’Einstein.
La me´trique g satisfait aux e´quations d’Einstein (sans source) si l’on a
Gµν = 0 (13.4)
pour µ, ν ∈ {1, . . . , n}. Ces e´quations en x ∈M ne de´pendent pas de la carte
locale (O, ϕ) choisie avec x ∈ O.
13.2 L’action d’Einstein-Hilbert
Les e´quations d’Einstein (13.3) de´rivent de l’action d’Einstein-Hilbert
SE.H.(g) =
1
4
∫
R volM
i.e. on a
δSE.H. =
1
4
∫
Gµν δg
µν volM (13.5)
modulo un “terme de surface”
∫
dω ou` ω est une (n− 1)-forme.
Notons que les e´quations (13.3) sont identiquement ve´rifie´es en dimension
n = 2 et que pour n ≥ 3 elles sont e´quivalentes a` Rµν = 0, i.e. a` l’annulation
de la courbure de Ricci de la varie´te´ pseudo-riemannienne M .
13.3 Repe`res orthonorme´s
Soit GL(M) le GL(n,R)-fibre´ principal sur M des repe`res tangents. En
chaque x ∈M , on peut trouver un repe`re tangent (e1, . . . , en) tel que
g(ei, ej) = ηij (13.6)
(∀i, j ∈ {1, . . . , n}) ou` ηij = ηiiδij est diagonale avec ses s premiers e´le´ments
diagonaux e´gaux a` 1 et les autres n − s e´le´ments diagonaux e´gaux a` −1.
L’entier s ∈ {0, . . . , n} est un invariant de la varie´te´ pseudo-riemannienne
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(M, g) inde´pendant du point x ∈M . Un repe`re tangent (e1, . . . , en) satisfai-
sant (13.6) sera appele´ repe`re orthonorme´. L’ensemble O(M, g) de ces repe`res
orthonorme´s est un sous-fibre´ de GL(M) qui est un O(s, n−s)-fibre´ principal
sur M . Par de´finition O(M, g) est la O(s, n− s)-structure sur M correspon-
dant a` la pseudo-me´trique g (voir Chapitre 1).
Rappelons que sur GL(M) on a une 1-forme a` valeurs dans Rn note´e
θ = (θi), la forme de soudure, de´finie de la manie`re suivante. Pour tout vec-
teur tangent X en r a` GL(M), θk(X) est la k-ie`me composante du projete´
π∗(X) dans le repe`re r, π : GL(M)→M e´tant la projection du fibre´ GL(M)
sur M .
Soit ω = (ωij) une 1-forme de connexion sur GL(M). Une telle connexion
existe toujours et les n + n2 = n(n + 1) formes (θk, ωij) de´finissent un
paralle´lisme absolu de la varie´te´ GL(M), (dim GL(M) = n(n + 1)). Les
e´quations de structures
dθi + ωij ∧ θj = Θi (13.7)
dωij + ω
i
k ∧ ωkj = Ωij (13.8)
de´finissent les 2-formes de torsion Θk et de courbure Ωij . Par diffe´rentiation
on obtient les identite´s de Bianchi
dΘi + ωij ∧Θj = Ωij ∧ θj (13.9)
dΩij + ω
i
k ∧ Ωkj − Ωik ∧ ωkj = 0 (13.10)
pour la torsion et la courbure de la connexion.
La forme de soudure θ se restreint a` O(M, g), ainsi qu’a` toute G-structure
sur M , et nous de´signerons encore par θk les restrictions a` O(M, g) de ses
composantes. Avec ces conventions, la me´trique s’e´crit
g = ηijθ
i ⊗ θj (13.11)
expression qui est inde´pendante du repe`re orthonorme´ r ∈ O(M, g) choisi
au-dessus de x ∈ M . Supposons que la connexion ω pre´serve la me´trique g.
Alors les ωij restreints a` O(M, g) de´finissent une connexion sur O(M, g) et la
pre´servation de g s’e´crit
dηij = 0 = ηikω
k
j + ηkjω
k
i
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autrement dit en posant
ωij = ηikω
k
j (13.12)
on a
ωij + ωji = 0 (13.13)
∀i, j ∈ {1, . . . , n}. Par la suite nous descendrons et nous montrerons les in-
dices i ∈ {1, . . . , n} sur O(M, g) en contractant avec les ηik et les ηik ou`
ηikηkj = δ
i
j par exemple on posera ω
ij = ωikη
kj.
On notera qu’en vertu de (13.13) on a seulement n(n−1)
2
1-formes inde´pendantes
sur O(M, g) donne´es par les ωij et que les
n(n+1)
2
1-formes inde´pendantes θk,
ωij(i < j) de´finissent un paralle´lisme absolu de la varie´te´ O(M, g).
Dans les hypothe`ses pre´ce´dentes, les e´quations de structures et les iden-
tite´s de Bianchi se restreignent a` O(M, g) et nous de´signerons par les meˆmes
symboles Θk, Ωij les 2-formes de torsion et de courbure sur O(M, g). On a
Ωij + Ωji = 0 (13.14)
sur O(M, g). Les relations (13.13) et (13.14) expriment le fait que les formes
ω et Ω sur O(M, g) sont a` valeurs dans l’alge`bre de Lie de O(s, n− s).
Il existe une connexion et une seule de torsion nulle sur O(M, g) i.e.
une connexion et une seule pre´servant la me´trique de torsion nulle, c’est la
connexion riemannienne ω˚ = (ω˚ij). Dans le repe`re naturel associe´ a` une carte
locale (section locale de GL(M)) cette connexion est donne´e par
ω˚λµ = Γ
λ
µνdx
ν (13.15)
ou` les Γλµν sont donne´s par (13.1).
13.4 Actions d’Einstein-Hilbert et d’Einstein-Cartan
De´finissons les (n− q)-formes sur O(M, g)
θ∗i1...iq =
1
(n− q)!εi1...iqiq+1...inθ
iq+1 ∧ · · · ∧ θin (13.16)
ou` εi1...in est comple`tement antisyme´trique avec ε1...n = 1.
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Conside´rons la n-forme sur O(M, g)
L =
1
4
Ωij ∧ θ∗ij (13.17)
ou` Ωij est la courbure d’une connexion ω
i
j sur O(M, g), (i.e. ω est une connexion
me´trique satisfaisant par conse´quent (13.13)). C’est une forme horizontale in-
variante par l’action de O(s, n−s) donc basique. Autrement dit L est l’image
inverse par π : O(M, g)→ M d’une n-forme L sur M , L = π∗(L).
E´tant donne´e une section de O(M, g) sur l’ouvert O ⊂ M , l’inte´grale de
L sur la section ne de´pend pas de la section choisie et co¨ıncide avec l’inte´grale
de L sur O.
Nous noterons par
S =
∫
L =
1
4
∫
Ωij ∧ θ∗ij
l’inte´grale (inde´finie O 7→ SO) correspondante. S est a priori une fonction-
nelle locale de la me´trique g et de la connexion me´trique ω.
Dans le cas ou` on prend pour ω la connexion riemannienne ω˚ on obtient
une fonctionnelle de g qui n’est autre que l’action d’Einstein-Hilbert,
SE.H.(g) = S(g, ω˚)
car L|ω=ω˚= 14R volM .
Dans le cas ge´ne´ral, il est plus commode de prendre comme variable locale
une section du fibre´ des repe`res GL(M) ou plutoˆt de manie`re e´quivalente les
restrictions θk(x) des composantes de la forme de soudure θ a` cette section
de GL(M), la me´trique g e´tant donne´e par
g(x) = ηijθ
i(x)θj(x)
et la connexion me´trique dans la section e´tant donne´e par des 1-formes ωij(x)
telles que l’on ait (13.13) avec (13.12), i.e. ωij(x) = −ωji(x). L’action cor-
respondante pour les 1-formes x 7→ θk(x), x 7→ ωij(x) sur M est l’action
d’Einstein-Cartan
SE.C.(θ, ω) =
1
4
∫
Ωij ∧ θ∗ij (13.18)
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ou` Ωij(x) et θ
∗
ij(x) sont toujours donne´s par
Ωij(x) = dω
i
j(x) + ω
i
k(x) ∧ ωkj (x)
θ∗ij(x) =
1
(n− 2)!εijk1...kn−2θ
1(x) ∧ · · · ∧ θn−2(x),
1
n!
εi1...inθ
i1(x) ∧ · · · ∧ θin(x) = θ1(x) ∧ · · · ∧ θn(x) e´tant la forme e´le´ment de
volume volM(x) de la varie´te´ pseudo-riemannienne oriente´e M de me´trique
g(x) en x.
13.5 Equations sans source
On suppose que dim(M) = n ≥ 3. On a pour la variation de l’action
d’Einstein-Cartan
δSE.C. =
1
4
∫
d(δωij ∧ θ∗ij) +
1
4
∫
(δωij ∧Θk + Ωij ∧ δθk) ∧ θ∗ijk
et par conse´quent les e´quations qui de´rivent de cette action sont
Θk ∧ θ∗ijk = 0 (13.19)
et
Ωij ∧ θ∗ijk = 0 (13.20)
Les premie`res (13.19) sont e´quivalentes a` l’annulation de la torsion Θk = 0
et impliquent que ω est la connexion riemannienne ω˚ ; les dernie`res (13.20)
se re´duisent alors aux e´quations d’Einstein (13.4). Cela de´coule e´galement de
l’identite´
−1
2
Ωij ∧ θ∗ijk = (R¯ik −
1
2
R¯δik)θ
∗
i
ou` R¯ik = R¯
mi
mkavec Ω
ij = 1
2
R¯ijkmθ
k∧θm et R¯ = R¯mm et du fait que pour ωij = ω˚ij ,
R¯ik − 12R¯δik = Rik − 12Rδik est le tenseur d’Einstein Gik.
On voit donc que sans source ou couplage avec d’autres champs, les
e´quations qui de´rivent de l’action d’Einstein-Cartan sont les meˆmes que celles
qui de´rivent de l’action d’Einstein-Hilbert c’est-a`-dire les e´quations d’Ein-
stein (sans source) de´crites dans 13.1. Il faut souligner a` ce sujet qu’il existe
une infinite´ d’actions locales naturelles (i.e. covariantes, etc.) dont de´rivent
les e´quations d’Einstein sans source. C’est le cas en particulier pour l’ac-
tion de Holst utilise´e pour la gravite´ quantique en boucles (pour les valeurs
ge´ne´riques du parame`tre d’Immirzi).
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13.6 Les e´quations d’Einstein comme conditions d’inte´-
grabilite´
Conside´rons l’ope´rateur d’Einstein g 7→ Gµν(g) sur les me´triques g sur
M . Soit h un champ de tenseurs (0,2) syme´trique x 7→ hµν(x) sur M . Une
variation infinite´simale δg = εh de la me´trique conduit a`
δ(Gµν) = εG
′
µνh
ou` G′µν est un ope´rateur diffe´rentiel line´aire pour h dont les coefficients
de´pendent localement de g.
E´tudions les conditions d’inte´grabilite´ du syste`me line´aire
G′µνh = 0 (13.21)
pour h. La variation de l’identite´ (13.6), ∇µGµν = 0, conduit a`
∇µ(G′µνh)− hλµ∇λGµν − (gλρGµν + gµρGλν +Gλµδρν −Gρνgλµ)
1
2
∇ρhλµ = 0
pour ν ∈ {1, . . . , n}.
Il en re´sulte que l’inte´grabilite´ de (13.21) implique (∇µ(G′µνh) = 0)
∇λGµν = 0
et
gλρGµν + g
µρGλν +G
λµδρν −Gρνgλµ = 0 (13.22)
∀λ, µ, ν, ρ ∈ {1, . . . , n}. Les e´quations (13.22) impliquent
Gµν = 0
c’est-a`-dire les e´quations d’Einstein (sans source) pour g. On peut montrer
(voir re´fe´rence D.-V. a` la fin) que ce sont les seules conditions d’inte´grabilite´
de (13.21).
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13.7 Remarques
a) Les e´quations d’Einstein Gµν = 0 sont e´galement les conditions ne´cessaires
et suffisantes pour que les e´quations line´aires (13.21) pour h soient invariantes
par
hµν 7→ hµν +∇µXν +∇νXµ
pour tout champ de vecteurs X sur M .
b) Les e´quations (13.21) sont les e´quations pour un champ h de spin 2 et de
masse nulle dans le champ de gravitation exte´rieur g.
c) On a une analyse similaire pour les e´quations (13.19), (13.20) en repe`re
orthonorme´.
13.8 Ge´ne´ralisation des paires de Lax
En utilisant les re´sultats de 13.6 pour les e´quations d’Einstein et de 12.12
pour les e´quations de Yang et Mills, on peut montrer (re´fe´rence D.-V. a` la
fin de ce chapitre) que ces e´quations sont e´quivalentes a` des conditions de
courbure nulle du type
∂µAν − ∂νAµ + [Aµ,Aν ] = 0 (13.23)
µ, ν ∈ {1, . . . , n}, ou` les Aµ(x) sont les composantes en x ∈ M d’une
connexion sur un fibre´ vectoriel sur M qui ne de´pendent que des champs
et de leurs de´rive´s premie`re en x, c’est-a`-dire que l’on a par exemple
Aµ(x) = Fµ(gαβ(x), ∂ρgτσ(x))
pour les e´quations d’Einstein.
Les Aµ satisfaisant (13.23) constituent une ge´ne´ralisation en dimension
n pour les e´quations d’Einstein ou pour les e´quations de Yang et Mills des
paires de Lax pour les syste`mes inte´grables en dimension 2. Ce qu’il manque
ici par rapport aux syste`mes inte´grables en dimension 2 est l’analogue des
e´quations de Yang-Baxter classiques.
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13.9 Les e´quations d’Einstein comme lois de conserva-
tion sur le fibre´ de repe`res orthonorme´s
Soit ω = (ωij) une 1-forme de connexion sur le fibre´ O(M, g) des repe`res
orthonorme´s de la varie´te´ pseudo-riemannienne (M, g).
De´finissons sur O(M, g) la (n + 1)-forme τ = (τi) a` valeurs dans R
n par
τi = −1
2
(ωji ∧ ωkℓ ∧ θ∗jkℓ + ωjℓ ∧ ωℓk ∧ θ∗ijk) (13.24)
et la (n− 2)-forme σ = (σi) a` valeurs dans Rn par
σi = −1
2
ωjk ∧ θ∗ijk (13.25)
∀i ∈ {1, . . . , n}. On a les identite´s suivantes
dσi = τi +
1
2
(Θj ∧ ωkℓ ∧ θ∗ijkℓ − Ωjk ∧ θ∗ijk) (13.26)
et
dτi = −Θm ∧ 1
2
(ωℓi ∧ ωjk ∧ θ∗jkℓm + ωjℓ ∧ ωℓk ∧ θ∗ijkm)
+
1
2
(ωjk ∧ Ωℓn ∧ θn ∧ θ∗ijkℓ + ωji ∧ Ωkℓ ∧ θ∗jkℓ) (13.27)
ou` les Θk et les Ωij sont les 2-formes de torsion et de courbure de ω.
En annulant les composantes des diffe´rents degre´s verticaux, on ve´rifie
que dτi = 0 est e´quivalent a` la torsion nulle plus les e´quations d’Einstein
sans source pour g. Plus pre´cise´ment, on a le the´ore`me suivant.
13.10 The´ore`me
Les conditions a), b), c) suivantes sont e´quivalentes :
a) dτi = 0
b) τi = dσi
c) ω est la connexion riemannienne (i.e. Θ = 0) et g satisfait aux e´quations
d’Einstein (sans source).
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De´monstration. Supposons dτi = 0. En e´galant a` 0 les diffe´rents degre´s ver-
ticaux du second membre de (13.27), on obtient
(ωni ∧ ωjk ∧ θ∗njkℓ + ωjm ∧ ωmk ∧ θ∗ijkℓ) ∧Θℓ = 0
et
ωjk ∧ Ωℓn ∧ θn ∧ θ∗ijkℓ + ωni ∧ Ωjk ∧ θ∗njk = 0
ce qui est e´quivalent a`
Θk = 0
et
Ωijθ∗ijk = 0
∀k ∈ {1, . . . , n}, ou` on a utilise´ l’identite´ de Bianchi (13.9) et l’annulation de
Θ qui impliquent Ωℓn ∧ θn = 0.
Ces dernie`res e´quations sont e´quivalentes aux e´quations d’Einstein, comme
on l’a vu en 13.5, elles impliquent d’autre part en vertu de (13.26)
τi = dσi
∀i ∈ {1, . . . , n}, ce qui implique e´videmment dτi = 0. On a donc montre´
a)⇒ c)⇒ b)⇒ a). 
13.11 Sources
Pour de´crire les interactions du champ de gravitation qui s’identifie a` la
me´trique g on adjoint un second membre aux e´quations sans source et on
e´crit (avec nos conventions c = 1, 4πG = 1)
Gµν = 2Tµν (13.28)
ou` Gµν est le tenseur d’Einstein de g et Tµν est le tenseur d’impulsion-
e´nergie repre´sentant la densite´ d’impulsion-e´nergie de “la matie`re” (parti-
cules, champ e´lectromagne´tique, etc.). Ce tenseur satisfait a`
gλµ∇λTµν = 0 (13.29)
ce qui la trace de ce qui reste de la conservation de l’impulsion e´nergie de
la matie`re en pre´sence du champ de gravitation. Ces e´quations (13.29) sont
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aussi ne´cessaires pour (13.28) en vertu des identite´s (13.3). Notons aussi que
T est syme´trique ; en fait Tµν est la de´rive´e variationnelle de l’action SMat de
la matie`re par rapport a` gµν , Tµν = δSMat/δg
µν.
En repe`re orthonorme´, on introduit la (n−1)-forme horizontale a` valeurs
dans Rn
ti = T
j
i θ
∗
j (13.30)
qui est tensorielle de type repre´sentation fondamentale dansRn. Les e´quations
(13.29) s’e´crivent alors
dti − ωji ∧ tj = 0 (13.31)
∀i ∈ {1, . . . , n}, pour ω = ω˚ (i.e. Θ = 0). Les e´quations d’Einstein avec
source dans O(M, g) deviennent{
Θi = 0
Ωjk ∧ θ∗ijk + 4ti = 0 (13.32)
pour i ∈ {1, . . . , n}.
13.12 The´ore`me
Soit ω = (ωij) une forme de connexion sur O(M, g) et soit t = (ti) une
(n−1)-forme a` valeurs dans Rn sur O(M, g) telles que l’on ait dti = ωji∧tj = 0.
Alors les conditions a), b), c) suivantes sont e´quivalentes :
a) : d(τi + ti) = 0
b) : τi + ti = dσi
c) : Θi = 0 et Ωjk ∧ θ∗ijk + 4ti = 0
ou` Θ et Ω sont les formes de torsion et de courbure de ω.
La de´monstration est la meˆme que pour le the´ore`me (13.10) en utilisant
dti = ω
j
i ∧ tj et en identifiant les diffe´rents degre´s verticaux.
La condition c) signifie que l’on a les e´quations d’Einstein avec source t
pour g (et que ω est la connexion riemannienne).
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13.13 Interpre´tation physique
Dans le cas ou` (M, g) est l’espace-temps et t = (ti) est construit avec
le tenseur d’impulsion-e´nergie de la matie`re, t = (ti) repre´sente dans n’im-
porte quelle section locale de O(M, g) la densite´ d’impulsion-e´nergie de la
matie`re (i.e. de tout ce qui n’est pas le champ de gravitation g). Les e´quations
d(τi+ ti) = 0 peuvent donc s’interpre´ter dans n’importe quelle section locale
comme la conservation locale de l’impulsion e´nergie totale en attribuant τi a`
la partie gravitationnelle.
En fait, les images de τi dans les diffe´rentes sections correspondent a` des
pseudo-densite´s associe´es a` diffe´rents pseudo-tenseurs d’impulsion-e´nergie
pour la gravitation.
Il est possible d’e´tendre les de´finitions des formes τi et σi a` valeurs dans
R
n sur le fibre´ GL(M) de tous les repe`res (en introduisant les composantes de
la me´trique dans les diffe´rents repe`res) de manie`re a` avoir les the´ore`mes 13.10
et 13.12 sur le fibre´ GL(M), ω e´tant toujours une connexion me´trique. Les
pseudo-densite´s associe´es aux diffe´rents pseudo-tenseurs d’impulsion-e´nergie
pour la gravitation correspondent aux images de τi dans les diffe´rentes sec-
tions.
On peut donc dire que bien qu’il ne puisse pas exister sur M de no-
tion d’impulsion-e´nergie locale, il existe un objet canonique sur les fibre´ des
repe`res dont la conservation locale est e´quivalente aux e´quations d’Einstein.
13.14 The´orie d’Einstein et d’Einstein-Cartan
Nous avons vu dans 13.5 que les e´quations variationnelles de´duites de
l’action d’Einstein-Hilbert et celles de´duites de l’action d’Einstein-Cartan
co¨ıncident et se re´duisent aux e´quations d’Einstein sans source.
Si on ajoute a` ces actions des actions pour d’autres champs qui ne de´pendent
pas de la connexion ω comme l’action de Maxwell ou de Yang-Mills ou meˆme
d’un champ scalaire sur (M, g) elles restent e´quivalentes et conduisent aux
meˆmes e´quations couple´es pour ces champs et le champ de gravitation.
Il n’en est pas de meˆme pour les actions faisant intervenir des champs
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de spineurs par exemple car dans ce cas il est naturel dans le cas Einstein-
Cartan de faire intervenir les de´rive´es covariantes relatives a` la connexion ω.
Dans un tel cas les e´quations variationnelles relativement a` ω n’entraˆınent
plus Θi = 0 mais de´terminent la torsion en fonction du “tenseur de spin” du
nouveau champ. Cette torsion ne se propage pas de sorte que les e´quations
se re´duisent toujours a` des e´quations couple´es entre la me´trique et les nou-
veaux champs, mais elles diffe`rent de celles obtenues en partant de l’action
d’Einstein-Hilbert et des nouveaux champs dans l’action desquels seule la
me´trique apparaˆıt (a` travers la connexion riemannienne en particulier).
Il faut cependant souligner deux points importants :
1. Le principe de couplage minimal est ambigu dans la the´orie d’Einstein-
Cartan,
2. Les e´carts entre les 2 the´ories sont tre`s petits et inde´celables aux me-
sures actuelles.
Ces deux versions de la the´orie sont donc parfaitement viables dans l’e´tat
de nos connaissances actuelles ; il en est de meˆme des the´ories obtenues en
rajoutant a` l’action d’Einstein-Cartan le terme de Holst ou d’autres termes
similaires donnant les meˆmes e´quations sans sources.
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