Introduction. Let 1 ≤ p ≤ ∞, w(x)
It may be noted that the first condition would have been satisfied by A = f (1) , where f is continuous at x = 1. Also, "the antipole" condition (1.2) is weaker than that in [15, Theorem 9.1.4] . Let {g n } be a c-sequence in X k α,β and let its limit be g. Then g will satisfy (1.1) and (1.2), proving that g ∈ X k α,β . Thus, the spaces X 
In all, we are going to prove that X k α,β for 1 ≤ p ≤ ∞ with given α, β, and k are Banach spaces on which the set of Jacobi polynomials is densely spread for each p. In other words, every element of X k α,β is expressible as a linear combination of Jacobi polynomials to any degree of accuracy. Our settings show that the subspaces X We associate a Fourier-Jacobi expansion for all f ∈ X k α,β as
f (n) is the nth Fourier-Jacobi transform of f given bŷ
where P (α,β) n (x) is the nth Jacobi polynomial of degree n and order (α, β) (see [15] ).
Preliminaries.
We choose a linear combination σ k n of Jacobi polynomials as
where coefficients c i are given by 
is the nth Cesàro mean of order k of the Fourier-Jacobi expansion given in (1.4) (see [15, page 244] ). Recently in [22] , we have proved the following result:
for the case k = 1 under only the saturation-type condition (1.1) at the pole x = 1 for
has also been solved in [18] . The best possible cases of general order k have not been handled so far. We settle the problem by proving
as n → ∞, by deciding the best possible span of k for α ≥ β ≥ −1/2. We settle the complete problem in four steps given as Theorems 3. [18, 19, 20, 21, 22] . The central ideas used in our proofs are the convolution structure for Jacobi series [2] , and endpoint convergence of Fourier-Jacobi expansions [15] .
Main results.
We prove the following with prior assumption that α ≥ β ≥ −1/2. .4) 
Results to be used.
The following formulae and lemmas have been used to complete the proofs of our theorems:
(see [15, (4.1. 3)]). For α, β arbitrary reals, c a fixed positive number, and n → ∞, 
(see [15, Theorem 8.21 .13]) and
for α, β arbitrary and 0 < θ < π (see [15, Theorem 8.21 .8]), where 
where at ϑ = 0, for k > α+ 1/2, provided that in the case 
If A is any constant, then
Using (1.5), we get, at x = 1,
where
by the use of the summation formula of Szegö [15, page 71] and the orthogonality of Jacobi polynomials. But the right-hand side of (4.14) tends to zero under the conditions of Lemma 4.2 as detailed in [21, 22] . Thus, the proof of Lemma 4.2 is complete.
Proofs
Proof of Theorem 3.1. We substitute ∆λ n,ν = A k−1 n−ν /A k n for ν ≤ n and zero otherwise in [19, equation (2.11) ] to get 
for some nonnegative constant A 6 . The constant A 6 will be independent of f by the Banach-Steinhaus theorem. Also,
Again, A 7 will be independent of f . Thus, we have the asymptotic equality
Thus, we compare (5.1) and (4.14) to get 
This is sufficient to conclude, because of the regularity that there exist functions f ∈ X k α,β such that [15, page 265] ). Thus, the sequence given in (4.14) diverges, which, by (5.1), leads to the conclusion that statement (2.4) is not true. This proves Theorem 3.4.
