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1. General Introduction 
 
 
The genetic improvement of complex traits by means of 
artificial selection is the primary objective in the breeding of 
most agriculturally relevant crop and animal species. In 
breeding programs targeting complex traits, a prerequisite for 
an efficient identification of superior genotypes is to accurately 
estimate their breeding (or genetic) values (Falconer and 
Mackay 1996). In cattle breeding, breeding values of bulls have 
traditionally been assessed by means of extensive progeny 
evaluations (Schaeffer 2006). By comparison, plant breeders 
typically evaluate the genetic potential of selection candidates 
by replicated testing of lines or clones in multi-environmental 
field trials (Smith et al. 2005). This approach is motivated by 
the prominent role of genotype by environment interactions, 
which impose limits on heritability and, thus, selection gain 
(Van Eeuwijk 2006). Since phenotyping of a large number of 
selection candidates in multiple environments is both time- and 
cost-consuming, a particular focus of research on plant breeding 
has been the development of more efficient selection strategies 
(Hallauer et al. 2010).  
With the advances in genotyping technologies, genome-wide 
molecular markers have become increasingly available and 
affordable within the last two decades (Bernardo 2008). In the 
context of quantitative genetics, molecular markers opened new 
gateways for dissecting the genetic architecture of complex 
traits (Paterson 1998). Specifically, molecular mapping 
promised to identify the causal polymorphisms in the DNA 
sequence affecting the phenotype – so-called quantitative trait 
loci (QTL) – and employ them for marker-assisted selection 
(MAS) (Lande and Thompson 1990). Here, one attempts to 
localize unobserved QTL via statistical associations with 
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genetically linked molecular markers, i.e., linkage 
disequilibrium (LD). However, estimating each of the small 
genetic effects for the often hundreds of QTL underlying 
complex traits (Holland 2007) is infeasible with the sample 
sizes available in most species. To overcome this problem, 
molecular mapping approaches introduce thresholds to 
restrictively select the loci having a statistically significant 
effect on the target trait. This necessity comes at the expense of 
often only minor proportions of the total genetic variance being 
explained by markers (Myles et al. 2009), a phenomenon that 
has been termed ‘missing heritability’ (Maher 2008). The issue 
becomes particularly evident when considering the limited 
success in the dissection of complex traits in exceptionally large 
plant populations (Buckler et al. 2009) or even in molecular 
mapping studies on humans, which can be regarded as the upper 
benchmark for statistical power owing to data sets including 
tens of thousands of individuals (Altshuler et al. 2008). Thus, 
researchers came to realize that the hope put in MAS as an 
appropriate tool for the breeding of complex traits must be 
tempered; the only exception being traits controlled by few 
large-effect QTL (Xu and Crouch 2008). Consequently, there 
was an urgent need for alternative approaches to marker-driven 
selection of complex traits – such as grain yield in crops or 
fertility rate in cattle – to further promote the breakthrough of 
molecular markers in breeding. 
 
Genomic prediction and selection 
To overcome the drawbacks of MAS, Meuwissen et al. (2001) 
presented in their landmark paper an novel approach, which 
they termed genomic selection (GS). The fundamental idea 
behind GS is to renounce significance testing of marker effects 
and substitute it with a simultaneous estimation of genome-
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wide marker effects. Subsequently, marker effects associated 
with an individuals’ genotype are summed up to obtain a so-
called genomic estimated breeding value. Thus, emphasis is 
shifted from direct selection on putative QTL to selection on 
breeding values. This reduces missing heritability (Yang et al. 
2010) and therefore facilitates capturing significantly larger 
amounts of the total genetic variance than MAS (Calus et al. 
2008). Like for MAS (as opposed to GS), estimation of marker 
effects in GS requires a so-called training set of individuals for 
which both phenotypic and genotypic data are available to 
calibrate a prediction equation. In the literature, this estimation 
step and the associated methodology has been termed genome-
wide, genome-enabled or simply genomic prediction (GP), to 
differentiate it from GS, i.e., from the actual selection of 
candidates based on their genomic estimated breeding values.  
Initially, the focus was primarily on developing statistical 
models for GP. These models have the common feature that 
they have to cope with the “small n, large p” problem (de Los 
Campos et al. 2013), which emerges if the number of predictor 
variables (e.g., hundreds to thousands of molecular markers) 
strongly exceeds the number of (phenotypic) observations. To 
handle this problem, various types of models have been applied 
to or were newly developed for GP (de Los Campos et al. 2013; 
Gianola 2013). Besides fundamental methodical differences, 
these models are distinguished mainly in the assumed 
distributions of QTL effects underlying complex traits. Basic 
penalized regression models such as ridge-regression BLUP 
(Whittaker et al. 2000; Meuwissen et al. 2001) and a 
computationally efficient re-parameterization thereof (genomic 
BLUP; Habier et al. 2007; VanRaden 2008) assume that all 
markers capture an equally small proportion of the total genetic 
variance. This assumption is justified by one of quantitative 
genetics’ most fundamental principles: the infinitesimal model 
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(Fisher 1918). Among the multitude of alternative models, most 
differ from these basic models in that they allow for variable 
selection, i.e., for differentially weighing markers according to 
the genetic variance they explain (de Los Campos et al. 2013; 
Wimmer et al. 2013). Examples of this class include much-
noticed Bayesian penalized regression models (Meuwissen et 
al. 2001; Gianola 2013), frequentist penalized regression 
models such as the least absolute shrinkage and selection 
operator (LASSO) (Tibshirani 1996; Usai et al. 2009), as well 
as a variety of semi- and non-parametric models such as 
reproducing kernel Hilbert spaces and neural networks (Gianola 
et al. 2006; Perez-Rodriguez et al. 2013). Despite sensible 
theoretical justification and promising results in simulation 
studies, there is scarce empirical evidence for the superiority of 
these more sophisticated models (Heslot et al. 2012; Daetwyler 
et al. 2013). This is particularly true for the prediction of highly 
complex traits in structured populations exhibiting high levels 
of LD (Wimmer et al. 2013), which represents the central 
application of GP in commercial plant breeding. In recognition 
of this and the widespread implementation of the BLUP-based 
approaches in practice, this thesis is based exclusively on the 
use genomic BLUP (GBLUP) and discusses the potential of 
alternative models only in few relevant cases.   
 
Sources of quantitative-genetic information affecting the 
accuracy of genomic prediction 
As in every regression problem, the estimation step in GP 
crucially depends on the sample size available for model 
training and on the signal-to-noise ratio of observations, 
reflected by the heritability of the phenotypes (Daetwyler et al. 
2008, 2010). In addition, the targeted predictor variables are not 
observed in GP, because the QTL underlying complex traits are 
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largely unknown (Zhong et al. 2009; Daetwyler et al. 2010). As 
long as GP relies on genotyping arrays containing markers in 
the order of several thousands, causal mutations are mostly not 
contained in the observed genotypic data (Pérez-Enciso et al. 
2015). Therefore, GP rests on the fundamental assumption that 
each causal locus is in linkage disequilibrium (LD) with at least 
one molecular marker (Meuwissen et al. 2001). Just as in 
molecular mapping, the strength of LD determines the statistical 
power with which true QTL effects are captured by marker 
effects (Lande and Thompson 1990).  
Originally, it was assumed that ancestral LD is the only ‘source 
of information’ contributing to the accuracy of GP (Meuwissen 
et al. 2001). Ancestral LD between QTL and markers refers to 
the LD measured in a defined base population and depends on 
ancestral effective population size (Sved 1971; Hill 1981), as 
well as on the allele frequencies at QTL and markers (Heslot et 
al. 2013) and marker density (Solberg et al. 2008). It was shown 
that prediction accuracy (i.e., the correlation between true and 
estimated breeding or genetic values) generally increases with 
higher marker density, as well as with decreasing effective 
ancestral population size as a consequence of the higher level 
of LD due to genetic drift (Muir 2007). However, it took until 
the study of Habier et al. (2007) to realize that ancestral LD is 
not the only information source contributing to prediction 
accuracy (PA). Using simulation, they demonstrated that even 
under linkage equilibrium between QTL and markers (achieved 
by artificial localization on different chromosomes), markers 
provide substantial PA given that training and predicted 
individuals are related by pedigree. They concluded that PA 
increases with the pedigree relationships between training and 
predicted individuals, because they are implicitly captured in 
GP. This finding was later verified theoretically by Gianola et 
al. (2009) and empirically by Habier et al. (2010), Clark et al. 
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(2012) and others. While in principle, pedigree relationships 
contribute to PA of all GP models, the coherence becomes most 
obvious if (i) it is assumed that all markers contribute equally 
to the genetic variance (ridge-regression BLUP) and (ii) the 
model is re-parameterized as a natural extension of the 
traditional pedigree BLUP (Henderson 1984). This leads to 
GBLUP (Habier et al. 2007; VanRaden 2008), which replaces 
the numerator relationship matrix of pedigree BLUP with a 
marker-derived genomic relationship matrix. The fundamental 
point made by Habier et al. (2007) was that if QTL and markers 
are in linkage equilibrium, the genomic relationship matrix is 
approximately proportional to the numerator relationship 
matrix and therefore provides similar accuracy of estimated 
breeding values as pedigree BLUP.  
In actuality, however, ‘actual relationships’ between 
individuals at QTL vary around their expected value (as 
expressed by their pedigree relationship) due to Mendelian 
sampling (Hill and Weir 2011). For instance, full sibs are 
expected to share 50% of their alleles, while the true value 
might range from around 20 to 80%. This variance in actual 
relationships is not reflected by the expected relationship and, 
hence, not utilized in pedigree BLUP. It is, therefore, the 
capability of markers to trace Mendelian sampling deviations 
that determines the superiority of GP over traditional pedigree 
BLUP (Hayes et al. 2009; Goddard et al. 2011).  
Besides ancestral LD, it was suspected that actual relationships 
are captured if QTL and markers are inherited non-
independently due to linkage on the same chromosomes, called 
co-segregation (Hayes et al. 2009; Goddard et al. 2011). Again, 
Habier et al. (2013) were the first to demonstrate this explicitly 
through well-designed simulations. They concluded that there 
are three sources of information affecting the accuracy of GP: 
pedigree relationships at QTL captured by markers, ancestral 
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LD between QTL and markers and co-segregation between 
QTL and markers. While ancestral LD is relatively stable across 
generations and contributes information to all related or 
unrelated descendants of the ancestral (or base) population 
(Habier et al. 2007), co-segregation information specifically 
refers to QTL and marker alleles originating from the same 
parental gametes (Hayes et al. 2009; Habier et al. 2013). 
Therefore, co-segregation information is conditional on the 
pedigree between training and predicted individuals. The 
pedigree structure is a function of the mating design, which 
itself is characterized by the number of parents sampled from 
the base population, as well as the type and number of 
generations of intermating. Hence, conclusions on the relevance 
of the three information sources in GP obtained from animal or 
plant breeding populations of large recent effective population 
size (Habier et al. 2007, 2013; Wientjes et al. 2013) are context-
specific and not expected to be generalizable.  
In plant breeding, few parental genotypes are often taken from 
a germplasm (corresponding to the base or ancestral population) 
and subsequently intermated to generate so-called synthetic 
populations (Bradshaw 2016). Synthetics took on a pioneering 
role in quantitative-genetic research, particularly in the 
development and success of recurrent selection approaches 
(Hallauer 1992). Further examples of synthetics include multi-
parent advanced generation intercross (MAGIC) populations 
(Cavanagh et al. 2008), which were initially proposed for QTL 
mapping (Dell’Acqua et al. 2015; Wei and Xu 2015), but also 
gained momentum in breeding applications (Huang et al. 2012; 
Bandillo et al. 2013). Synthetics have also been suggested as 
suitable base material for recurrent GS (Windhausen et al. 
2012; Massman et al. 2013; Gorjanc et al. 2016).  
This thesis addresses the question of how the number of parents 
affects the accuracy of GP and the information sources 
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contributing to it, by treating synthetics as a conceptual 
framework to generate a continuous gradient of numbers of 
parents employed for population development. This proceeding 
enabled us to demonstrate the role of the three information 
sources in GP across a wide range of scenarios relevant to 
breeding. We use these insights to discuss the implications for 
GP of related and unrelated material in a broad context, beyond 
that of synthetics in the traditional sense.  
 
Genomic prediction in hybrid breeding 
Hybrid cultivars are usually obtained by crossing to genetically 
distant parental inbred lines from opposite germplasm, called 
heterotic pools (Melchinger and Gumber 1998). In hybrid 
breeding, initial variation for selection within these pools is 
typically created by producing multiple biparental crosses 
between superior inbred lines from previous cycles (Hallauer 
1990; Mikel and Dudley 2006). The already large number of 
inbred lines derived from biparental crosses that has been 
evaluated every season has further increased since the 
introduction of the doubled-haploid (DH) technology (Prigge 
and Melchinger 2012). To handle this quantity, breeders use 
multi-stage selection (Cochran 1951; Utz 1969) to divide up the 
search for the best individuals into multiple consecutive steps. 
First, lines are selected based on their per se performance for 
traits mainly related to seed production. Subsequently, the 
central step in hybrid breeding is to assess the lines’ testcross 
performance (TP) with tester genotypes (so-called ‘testers’) 
from the opposite heterotic group (Mihaljevic et al. 2005). At 
this point, the number of selection candidates is still large, so 
that TP can only be evaluated in a moderate number of test 
environments and with only one to few testers. This imposes 
restrictions on the estimation of general combining ability 
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(GCA), and, therefore, on heritability and selection gain. GP of 
TP in early multi-stage selection promises to counteract these 
challenges by facilitating (i) increased selection intensities 
through evaluation of more selection candidates and (ii) higher 
heritabilities by phenotyping fewer candidates more precisely 
(Technow et al. 2013). For these reasons, GP of early-stage TP 
has been considered among the most promising applications in 
hybrid breeding, which was empirically backed by encouraging 
PAs within individual breeding stages (Albrecht et al. 2011; 
Zhao et al. 2012). However, extensions to multi-stage selection 
remained unclear, particularly because advanced stages 
typically include different or further testers and/or test 
environments. The study of Windhausen et al. (2012) indicated 
declining PA for GP across testers and test environments and 
emphasized the need for further research on this issue. Albrecht 
et al. (2014) investigated the PA when GP was performed 
across genetic groups, testers, environments and years, but 
results were not clear-cut due to confounding effects among 
these factors. Specifically, they were not able to determine to 
which extent PA decreased because of different testers in the 
training and prediction set, because different groups of 
individuals were paired with different testers. Although the 
imbalance of their data set was representative of what is 
regularly found in practice, theoretical insights into the 
influence of changing testers and test environments on PA are 
required to optimize multi-stage selection programs integrating 
GP. Given a breeding stage comprising a finite number of 
candidates, breeders need to know how PA evaluated within the 
same stage (e.g., assessed by cross-validation) relates to the 
phenotypic performance of selected individuals in subsequent 
stages, because genotype by tester or genotype by environment 
interactions may lead to rank changes among genotypes from 
one stage to another. Moreover, stringent truncation selection is 
usually practiced after the first testcross evaluation, but its 
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effect on the PA observed in subsequent stages has not been 
addressed hitherto. 
 
Genomic prediction in biparental families 
Since the GP methodology has been developed largely in an 
animal breeding context, research on GP in plant breeding 
primarily targeted issues related to the specific population 
structures (Guo et al. 2014). In commercial breeding programs, 
populations are typically stratified into multiple 
subpopulations, most commonly into related and unrelated 
biparental families (BPF) of inbred lines (Albrecht et al. 2011; 
Technow and Totir 2015). The expected differences among 
BPFs can be reliably predicted from the mean performance of 
their respective parents (Melchinger 1987). Thus, the central 
application of GP in commercial plant breeding is the 
identification of superior lines within BPFs (Riedelsheimer et 
al. 2013). Accordingly, it is most meaningful to also evaluate 
PA within BPFs (as opposed to across families) to exclude the 
effect of different population means for valid comparisons 
among populations and methods (Windhausen et al. 2012; Guo 
et al. 2014). In agreement with the fundamental insights of 
earlier studies (Habier et al. 2007; Daetwyler et al. 2010), PA 
crucially depends on the pedigree relationship between the 
predicted BPF and the BPF(s) used for model training 
(Riedelsheimer et al. 2013; Lehermeier et al. 2014), as well as 
on the sample size, marker density, and trait heritability 
(Jannink et al. 2010; Wimmer et al. 2013). Given the typical 
stratification of breeding populations, favorable preconditions 
for GP can be created by calibrating prediction models either 
with individuals from the same BPFs or from connected BPFs 
(e.g., half-sibs sharing one common parent with the predicted 
BPF) from the same and/or previous breeding cycles 
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(Riedelsheimer et al. 2013; Jacobson et al. 2014; Lehermeier et 
al. 2014; Lian et al. 2014). Despite these straightforward 
guidelines for designing suitable training sets, the afore-cited 
studies found considerable variation in PA when predicting 
across different combinations of BPFs, as well as for different 
traits. Although uncertainty about PA hampers the confidence 
in GP as a novel tool in practice – where breeders relied for 
decades exclusively on phenotypic selection – no study has 
systematically investigated the reasons for this phenomenon.  
For efficient allocation of resources and design of training sets 
in GP, it would be highly desirable to forecast PA prior to 
phenotyping and direct assessment via cross-validation. 
Various deterministic formulae have been derived for this task 
(VanRaden 2008; Goddard 2009; Daetwyler et al. 2010), and 
were applied rather successfully also within populations in plant 
breeding (Lorenz 2013; Riedelsheimer et al. 2013; 
Riedelsheimer and Melchinger 2013; Lian et al. 2014; He et al. 
2016). However, PA within BPFs is naturally expected to be 
relatively high and depends primarily on the sample size and 
heritability of the phenotyped fraction of individuals 
(Riedelsheimer and Melchinger 2013). Thus, forecasting PA 
within BPFs has at most a general informational value regarding 
the allocation of resources to single BPFs (number vs. accuracy 
of phenotypic observations). For breeders, it would be much 
more relevant to forecast PA across BPFs, e.g., for evaluating 
the prospects of GP based on related and unrelated BPFs 
phenotyped in preceding cycles, henceforth referred to as ‘early 
prediction’ (Jacobson et al. 2014; Auinger et al. 2016). Here, 
accurate forecasts of PA could assist breeders in differentially 
allocating resources to new crosses (number of produced and 
phenotyped lines), depending on the PA they can expect based 
on a priori existing data. Despite numerous empirical 
investigations on across-family GP (Riedelsheimer et al. 2013; 
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Jacobson et al. 2014; Lehermeier et al. 2014; Albrecht et al. 
2014), deterministic formulae have so far received little 
attention in these scenarios. One reason for this might be the 
theoretical hurdles in the adoption of existing formulae for 
across-population GP derived for outbred individuals in animal 
breeding (Hayes et al. 2009; Wientjes et al. 2015, 2016) to BPFs 
of inbred lines in plant breeding. In this thesis, we present 
modifications of existing deterministic formulae and 
demonstrate their usefulness in simulations, using as a starting 
point the simple case of GP within and across single BPFs. The 
strong variation in PA that can be encountered in these 
prediction scenarios is carefully examined and discussed with 
respect to the use of deterministic formulae. 
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Objectives  
 
 
This thesis sought to examine how various factors specific to 
plant breeding populations affect the accuracy of genomic 
prediction. In particular, the objectives were to 
i. Assess by simulation how prediction accuracy and the 
contributions of the three information sources in 
synthetic populations depend on the number of parents, 
relatedness between training and prediction set and the 
level of ancestral disequilibrium; 
ii. Develop a theoretical framework based on selection 
index theory to forecast prediction accuracy of testcross 
performance of inbred lines across different testers and 
test environments, and validate the formulae in an 
empirical data set of maize; 
iii. Analyze the mean and variance in prediction accuracy 
within and across biparental families of inbred lines and 
provide extensions to existing deterministic formulae to 
forecast prediction accuracy; 
iv. Discuss the implications of the results in a broad 
context, regarding relevant applications in commercial 
plant breeding and beyond.  
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Abstract 
Synthetics play an important role in quantitative genetic 
research and plant breeding, but few studies have investigated 
the application of genomic prediction (GP) to these populations. 
Synthetics are generated by intermating a small number of 
parents ( ௉ܰ) and thereby possess unique genetic properties, 
which make them especially suited for systematic 
investigations of factors contributing to the accuracy of GP. We 
generated synthetics in silico from ௉ܰ = 2 to 32 maize (Zea 
mays L.) lines taken from an ancestral population with either 
short- or long-range linkage disequilibrium (LD). In eight 
scenarios differing in relatedness of the training and prediction 
sets and in the types of data used to calculate the relationship 
matrix (QTL, SNPs, tag markers, and pedigree), we 
Schopp et al. 2017. Genetics 205:1–14  
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investigated the prediction accuracy (PA) of Genomic best 
linear unbiased prediction (GBLUP) and analyzed contributions 
from pedigree relationships captured by SNP markers, as well 
as from cosegregation and ancestral LD between QTL and 
SNPs. The effects of training set size ்ܰௌ and marker density 
were also studied. Sampling few parents (2 ≤ ௉ܰ < 8) 
generates substantial sample LD that carries over into synthetics 
through cosegregation of alleles at linked loci. For fixed ்ܰௌ, 
NP influences PA most strongly. If the training and prediction 
set are related, using ௉ܰ < 8 parents yields high PA regardless 
of ancestral LD because SNPs capture pedigree relationships 
and Mendelian sampling through cosegregation. As ௉ܰ 
increases, ancestral LD contributes more information, while 
other factors contribute less due to lower frequencies of closely 
related individuals. For unrelated prediction sets, only ancestral 
LD contributes information and accuracies were poor and 
highly variable for ௉ܰ = 4 due to large sample LD. For large 
NP, achieving moderate accuracy requires large ்ܰௌ, long-
range ancestral LD, and high marker density. Our approach for 
analyzing PA in synthetics provides new insights into the 
prospects of GP for many types of source populations 
encountered in plant breeding.
Schopp et al. 2015. Theor Appl Genet. 128:2189–2201 
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Abstract 
Genomic prediction of testcross performance (TP) was found 
to be a promising selection tool in hybrid breeding as long as 
the same tester and environments are used in the training and 
prediction set. In practice, however, selection targets often 
change in terms of testers, target environments or traits leading 
to a reduced predictive ability. Hence, it would be desirable to 
estimate for given training data the expected decline in the 
predictive ability of genomic prediction under such settings by 
deterministic formulas that require only quantitative genetic 
parameters available from the breeding program. Here, we 
Schopp et al. 2015. Theor Appl Genet. 128:2189–2201 
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derived formulas for forecasting the predictive ability under 
different selection targets in the training and prediction set and 
applied these to predict the TP of lines based on line per se or 
testcross evaluations. On the basis of two experiments with 
maize, we validated our approach in four scenarios 
characterized by different selection targets. Forecasted and 
empirically observed predictive abilities obtained by cross-
validation generally agreed well, with deviations between 
−0.06 and 0.01 only. Applying the prediction model to a 
different tester and/or year reduced the predictive ability by 
not more than 18 %. Accounting additionally for truncation 
selection in our formulas indicated a substantial reduction in 
predictive ability in the prediction set, amounting, e.g., to 
53 % for a selected fraction α = 10 %. In conclusion, our 
deterministic formulas enable forecasting the predictive 
abilities of new selection targets with sufficient precision and 
could be used to calculate parameters required for optimizing 
the allocation of resources in multi-stage genomic selection. 
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Abstract 
A major application of genomic prediction (GP) in plant 
breeding is the identification of superior inbred lines within 
families derived from biparental crosses. When models for 
various traits were trained within related or unrelated biparental 
families (BPFs), experimental studies found substantial 
variation in prediction accuracy (PA), but little is known about 
the underlying factors. We used SNP marker genotypes of 
inbred lines from either elite germplasm or landraces of maize 
(Zea mays L.) as parents to generate in silico 300 BPFs of 
doubled-haploid lines. We analyzed PA within each BPF for 50 
Schopp et al. 2017. G3 7:3571–3586 
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simulated polygenic traits, using genomic best linear unbiased 
prediction (GBLUP) models trained with individuals from 
either full-sib (FSF), half-sib (HSF), or unrelated families 
(URF) for various sizes ( ௧ܰ௥௔௜௡) of the training set and different 
heritabilities (Embedded Image In addition, we modified two 
deterministic equations for forecasting PA to account for 
inbreeding and genetic variance unexplained by the training set. 
Averaged across traits, PA was high within FSF (0.41–0.97) 
with large variation only for ௧ܰ௥௔௜௡ < 50 and ℎ
ଶ < 0.6. For 
HSF and URF, PA was on average ∼40–60% lower and varied 
substantially among different combinations of BPFs used for 
model training and prediction as well as different traits. As 
exemplified by HSF results, PA of across-family GP can be 
very low if causal variants not segregating in the training set 
account for a sizeable proportion of the genetic variance among 
predicted individuals. Deterministic equations accurately 
forecast the PA expected over many traits, yet cannot capture 
trait-specific deviations. We conclude that model training 
within BPFs generally yields stable PA, whereas a high level of 
uncertainty is encountered in across-family GP. Our study 
shows the extent of variation in PA that must be at least 
reckoned with in practice and offers a starting point for the 
design of training sets composed of multiple BPFs. 
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5. General Discussion 
 
 
Synthetics: a conceptual framework to disentangle the 
information sources contributing to prediction 
accuracy in plant breeding 
A central interest of research on GP has been to unravel the 
sources of quantitative-genetic information (herein briefly 
called ‘information sources’) contributing to PA (Habier et al. 
2007, 2013; Zhong et al. 2009; de los Campos et al. 2013; 
Wientjes et al. 2013). The principle of the three information 
sources apply in general to all GP models (Habier et al. 2013), 
but it was shown that the relative importance of information 
sources can differ among models. While BLUP-based 
approaches focus more on capturing pedigree relationships, 
variable selection models like BayesB emphasize more on 
ancestral LD, i.e., on exploiting tight historical QTL-marker 
associations spanning short genetic map distances (Habier et al. 
2007; Wimmer et al. 2013).  
Using GBLUP, Habier et al. (2013) showed that in both animal 
and plant breeding schemes, the majority of predictive 
information is contributed by capturing pedigree relationships 
and ancestral LD. Co-segregation, on the other hand, 
contributed only to a smaller extent. Although their analyses 
covered important scenarios such as half-sibs designs in cattle 
breeding (MacLeod et al. 2010) and multiple biparental families 
in maize breeding (Albrecht et al. 2011), the transferability of 
these findings to other breeding scenarios remained 
questionable. In particular, it was unclear whether their results 
generalize to populations derived from small numbers of 
parents.  
In Schopp et al. (2017a), we addressed this question by treating 
synthetics as a conceptual framework to analyze how the 
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number of parents affects PA and the three information sources 
contributing to it. Our results show that capturing available 
pedigree relationships in GP is in nearly all scenarios of utmost 
relevance, regardless of the number of parents (except for GP 
within biparental families). The presence of close pedigree 
relationships between training and precited individuals resulted 
in much higher PAs compared with scenarios in which 
individuals were unrelated, in agreement with previous studies 
(Habier et al. 2007, 2010, 2013; Clark et al. 2012; de los 
Campos et al. 2013; Wientjes et al. 2013). However, the key 
finding of our study was the continuous shift from co-
segregation towards ancestral LD information as the number of 
parents was successively increased. We provided an 
explanation for why this is the case by attributing the relevance 
of co-segregation for small numbers of parents to the large 
amount of (what we termed) ‘sample LD’. Sample LD was 
defined as the LD created by sampling few parents from the 
ancestral population, which together with ancestral LD forms 
the LD that can be measured in the target population subjected 
to GP. From a population genetics’ perspective, sample LD 
corresponds to LD generated by a strong bottleneck in recent 
effective population size (Hill 1981). We showed that sample 
LD is a specific property of the pedigree and thereby only 
informative for GP of progenitors of a given set of intermated 
parents, e.g., for individuals belonging to the same synthetic as 
those used for model training. By comparison, only information 
from ancestral LD can be harnessed to predict individuals that 
are unrelated to the training set (Habier et al. 2013), which 
necessitates devoting increasing resources to sample size and 
marker density (Schopp et al. 2017a).  
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Factorizing actual and genomic relationships illustrates the 
role of identity-by-descent and identity-by-state 
relationships 
To improve the interpretability of the three information sources, 
Schopp et al. (2017a) additionally presented the concept in a 
formal way. For this purpose, we used ݍ௜௝ = ௜݂௝ + ݐ௜௝ + ݁௜௝ to 
factorize actual relationships at QTL (ݍ௜௝) between two 
individuals ݅  and ݆  into their expected identity-by-descent (IBD) 
relationship (i.e., their pedigree relationship ௜݂௝), the deviation 
(ݐ௜௝ = ݉௜௝ − ௜݂௝) between actual IBD relationship (݉௜௝) and 
expected IBD relationship ( ௜݂௝) due to Mendelian sampling, and 
their ‘residual’ genetic relationship (݁௜௝), which captures the 
genetic similarity (i.e., identity-by-state (IBS) relationship) 
among their nominally unrelated parents in the ancestral 
population. A central prerequisite of GP, and explicitly of 
GBLUP, is to estimate actual relationships at QTP ݍ௜௝ by 
marker-derived genomic relationships ݃௜௝ (Goddard et al. 2011; 
de los Campos et al. 2013; Habier et al. 2013). Factorizing 
genomic relationships ݃௜௝ in the same way yields ݃௜௝ = ௜݂௝ +
ݐ௜௝
∗ + ݁௜௝
∗ , where the expected IBD ௜݂௝ is identical to that 
assumed for ݍ௜௝, ݐ௜௝
∗  denotes the deviations between the actual 
and expected IBD relationship, which is expected to be captured 
by markers via co-segregation of QTL and markers, and ݁௜௝
∗  
denotes the residual genetic similarity (IBS) among individuals, 
which is expected to be captured by markers via ancestral LD 
between QTL and markers. It shall be emphasized that ௜݂௝ + ݐ௜௝ 
is only different from zero if individuals are related by pedigree 
with respect to an unrelated base population, corresponding in 
our terminology to the ancestral population. While ௜݂௝ can be 
calculated from pedigree records, the (‘true’) actual IBD 
relationships (i.e., ݉௜௝ = ௜݂௝ + ݐ௜௝) can be obtained from 
simulations using so called tag markers (see Schopp et al. 2017a 
for details), which mark (tag) the parental origin of QTL alleles. 
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The same can be done for markers to obtain ௜݂௝ + ݐ௜௝
∗ . However, 
methods exist to estimate IBD relationships from marker data 
for practical applications (Meuwissen et al. 2011; Luan et al. 
2012).  
In additional simulations, we demonstrated the strength of 
linear relationships among ݍ௜௝ and ݃௜௝ (expressed as their ܴ² 
values), as well as among their subfactors, as a function of the 
number of parents. The results of these simulations are shown 
in Figure 1 and extend the results presented in Schopp et al. 
(2017a). We found that the capability of ݃௜௝ to explain variation 
in ݍ௜௝ in synthetics peaks for ௉ܰ = 4 parents (Figure 1A). The 
factorization suggests that this is mainly a result of the strong 
variation in actual IBD relationships ( ௜݂௝ + ݐ௜௝) in genetically 
narrow populations, which explains a large proportion of the 
variance in actual (IBS) relationships (ݍ௜௝). These actual IBD 
relationships can be efficiently captured by markers ( ௜݂௝ + ݐ௜௝
∗ ), 
even under low marker density (e.g., 0.25 tag markers/cM, 
Figure 1A). The difference in ܴଶ between ௜݂௝ and ௜݂௝ + ݐ௜௝ with 
ݍ௜௝, respectively, underlines unambiguously the central role of 
deviations between actual IBD and expected IBD relationships 
in explaining variation in actual (IBS) relationships at QTL 
(ݍ௜௝). Increasing the number of parents resulted in declining 
importance of IBD information ( ௜݂௝ and ௜݂௝ + ݐ௜௝, Figure 1A) 
and increasing importance of genetic similarity among parents 
(IBS) in the ancestral population (݁௜௝). This is attributable to a 
lower frequency of closely related individuals in the target 
population when deriving it from a large number of parents 
(e.g., ௉ܰ ≥ 16), which can only partially be captured by 
ancestral IBS information, i.e., ancestral LD between QTL and 
markers (݁௜௝
∗ ). Capturing IBS instead of only IBD information 
by markers (݃௜௝ vs. ௜݂௝ + ݐ௜௝
∗ ) can increase ܴଶ substantially, but 
only if marker density is high (Figure 1A). Here, it must be 
noted that in our example, the strong contribution of ancestral 
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IBS information to IBS information in the target population is a 
consequence of (i) the assumed long-range ancestral LD that 
caused considerable variation in IBS relationships among 
parents and (ii) the definition of a recent base population. This 
shows that the importance of IBD must be judged relative to 
that definition, and that capturing ancestral IBS by markers is 
particularly important if the ancestral population corresponds to 
a recent generation, e.g., the parents of a synthetic. As pedigree 
records are often not available for several past generations in 
plant breeding, IBS information takes on an important role in 
GP compared with previous examples from animal breeding 
(Luan et al. 2012).  
Comparing the associations (ܴ²) among subfactors of ݍ௜௝ and 
݃௜௝ shows that (i) ௜݂௝ + ݐ௜௝ is explained almost entirely by ௜݂௝ +
ݐ௜௝
∗  (Figure 1B), underlining that IBD relationships can be 
efficiently tracked by markers, even under low marker density, 
(ii) ݁௜௝
∗  can only explain moderate amounts of ݁௜௝ due to 
incomplete ancestral LD between QTL and markers, even under 
high marker density and (iii) the terms ௜݂௝ + ݐ௜௝ and ௜݂௝ + ݐ௜௝
∗  are 
uncorrelated with ݁௜௝ and ݁௜௝
∗ , respectively, which shows that 
IBD and ancestral IBS contribute independently to the 
approximation of actual (IBS) relationships by genomic 
relationships in the target population.  
This factorization experiment illustrates that the three 
information sources act together in a non-additive way to 
explain variation in actual relationships at QTL by marker-
derived genomic relationships. Since actual relationships are in 
reality unknown, knowledge on how markers enable 
approximating the true relationship matrix in GBLUP (and 
equivalently parameterized also by all other GP models) are 
crucial for understanding and evaluating the merit of GP in 
many different scenarios.  
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Figure 1 Coefficients of determination (ܴ²) among actual (ݍ௜௝) 
and genomic relationships (݃௜௝) and various subfactors thereof 
(see text for detailed description of the factorization) in 
synthetic populations derived from different number of parents 
(ܰ௉). Synthetics were simulated as described in detail in 
Schopp et al. (2017a) and parents were sampled from an 
ancestral population with long-range linkage disequilibrium. 
The line type indicates whether an association depended on 
marker density (solid) or not (dashed). 
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The role of the three information sources in plant breeding: 
possible extensions of the standard GBLUP model to 
multiple cycles or populations  
The findings of Schopp et al. (2017a) have important 
consequences for the implementation of GP into various 
practically relevant scenarios. In the narrow sense, our results 
suggest that about 6 to 8 inbred parents are advisable to develop 
synthetics for the purpose of recurrent GS (cf. Windhausen et 
al. 2012; Gorjanc et al. 2016). This number arises as a 
consequence of balancing high PA in the model training 
generation due to extensive use of co-segregation with good 
persistency across cycles due to ancestral LD (Müller et al. 
2017; Schopp et al. 2017a). Together with decent marker 
density (> 2.5 SNPs/cM) and sample size (>250 individuals), a 
prediction equation might be reusable for two to three cycles 
without retraining (Massman et al. 2013; Müller et al. 2017). 
Besides the aspects related to PA and its persistency, the 
number of parents also determines the additive-genetic variance 
available for selection (Hill 1971). A follow-up study of our 
group (Müller et al. 2017) confirmed the recommended number 
of parents also in terms of cumulative genetic gain across 
several cycles of recurrent GS, which resulted from an optimal 
balance between initial PA, persistency of PA and additive-
genetic variance. Altogether, our work promises high potential 
for the use of ‘rapid cycle’ GS (Windhausen et al. 2012), which 
was specifically proposed to increase genetic gains per unit time 
(Bernardo and Yu 2007).  
The insights obtained in Schopp et al. (2017a) also extend to 
other relevant breeding scenarios, such as GP across multiple 
biparental families (BPF). While in GP within a single BPF only 
co-segregation is utilized, PA across multiple BPFs stems from 
all three information sources (Habier et al. 2013; Schopp et al. 
2017a). However, in contrast to synthetics produced by random 
mating, the availability of a clear pedigree structure raises the 
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question of whether it might be beneficial to model co-
segregation, and thus IBD information, explicitly (Habier et al. 
2013). In the standard linear mixed model framework, this can 
be done by separating IBD from IBS relationships (Luan et al. 
2012; Vela-Avitúa et al. 2015). Alternatively, hierarchical 
Bayesian models that differentially weigh co-segregation (IBD) 
and ancestral LD information (IBS) were proposed (Technow 
and Totir 2015). However, these studies found little to no 
benefit from explicitly modelling IBD when comparing the PA 
with that of GBLUP, which implicitly integrates all three 
information sources simultaneously. As discussed above, the 
results of such model comparisons crucially depend on the 
depth of the pedigree (Habier et al. 2013), i.e., on how many 
generations in the past the base population is defined. The 
further back, the more information is captured by co-
segregation relative to ancestral LD, and the less relevant 
ancestral IBS information becomes in comparison with IBD 
information. Apart from that, explicit IBD models seem to be 
advantageous mainly if ancestral LD is weak (Luan et al. 2012), 
which can be caused by strong differences in the minor allele 
frequencies at QTL and markers, insufficient marker density, or 
large ancestral effective population size (Muir 2007; Solberg et 
al. 2008; Heslot et al. 2013). Further research must show 
whether there are plant breeding scenarios in which explicit 
modelling of co-segregation can be truly advantageous. One 
such scenario might be the above-mentioned use of recurrent 
GS, where differential weighing of IBD and IBS information 
could enhance the persistency of PA across repeated cycles of 
selection and recombination without retraining (Habier et al. 
2013; Müller et al. 2017).  
Similar to the considerations on explicit modelling of 
information sources, our results can provide guidelines for 
identifying suitable GP models in the narrow-sense (e.g. 
GBLUP vs. BayesB). As demonstrated by Wimmer et al. 
(2013), variable selection models like BayesB cannot utilize 
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their theoretical potential if strong LD prevails in the target 
population. Hence, the large contributions of co-segregation 
and pedigree relationships to PA as found by Schopp et al. 
(2017a) in synthetics, together with the generally prevalent 
long-range LD in advanced breeding germplasm (Flint-Garcia 
et al. 2003; Van Inghelandt et al. 2011) underline the small 
benefit that can be expected from variable selection models in 
most plant breeding scenarios. Exceptions might be 
encountered if ancestral LD is weak (as discussed above), for 
example in largely unselected germplasm, such as landraces. 
However, efficient GP in such populations simultaneously 
requires high marker densities and large sample sizes (Schopp 
et al. 2017a). While the former will be increasingly feasible in 
the future (Pérez-Enciso et al. 2015), the latter may lie beyond 
of what is realistic in practical plant breeding. 
Further examples related to our analyses include the 
augmentation of training data with unrelated genotypes as 
investigated by Technow et al. (2013). They found that PA 
could be increased by using augmented training sets spanning 
across heterotic groups, given good persistency of QTL-marker 
LD and linkage phases across these groups. Transferred to our 
framework, this strategy attempts to exploit ancestral LD 
information of an assumed common and distant founder 
population for the two heterotic groups. The approach becomes 
beneficial likely because the mandatory increase in sample size 
to efficiently utilize this more ‘distant’ ancestral LD – which is 
typically lower than the LD within groups (Technow et al. 
2013) – is automatically assured by combining populations.  
The variety of examples in plant breeding to which our findings 
can be applied are manifold and could only partially be 
elaborated in Schopp et al. (2017a) as well as in this discussion. 
Our work show that the relative importance of the three 
information sources is highly context-specific and not 
generalizable from the few specific examples presented in the 
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literature (Wientjes et al. 2013; Habier et al. 2013). In 
conclusion, each prediction scenario must be evaluated 
individually in terms of appropriate modelling, as well as in 
terms of the required resources (sample size, marker density, 
etc.) with respect to the prevailing genetic preconditions. I 
believe that an enhanced understanding about the role of the 
three information sources in plant breeding further motivates 
the development of improved prediction models, mating 
schemes and training set designs for GP.  
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Implementing genomic prediction into multi-stage 
selection in hybrid breeding 
Hybrid breeding aims at developing inbred lines showing 
superior testcross performance (TP) with testers from an 
opposite heterotic group (Sprague 1983). For efficient selection 
of lines with superior general combining ability (GCA) as well 
as specific combining ability, breeders employ the concept of 
multi-stage selection (Cochran 1951; Utz 1969). Here, an 
initially large number of candidate lines is first evaluated for 
their TP with one or few testers in a small sample of test 
environments. In subsequent stages, a reduced number of 
candidates is tested more extensively in evaluations typically 
including multiple testers and test environments. This allows 
also for a potential identification of superior inter-group 
combinations and release them as hybrid cultivars (Hallauer et 
al. 2010). In early stages, however, the estimation of GCA can 
be aggravated by the significance of genotype by environment 
(Van Eeuwijk 2006) and genotype by tester interactions 
(Longin et al. 2007). Therefore, balancing the allocation of 
resources among selection stages has been a main focus of plant 
breeding research for decades (Utz 1969; Schnell 1996; Longin 
et al. 2006; Mi et al. 2014). Despite being previously mentioned 
and experimentally addressed (Windhausen et al. 2012; 
Albrecht et al. 2014), the influence of using different testers and 
test environments in the course of multi-stage selection has not 
been examined theoretically in the context of GP. Hereafter, 
different testers and test environments, as well as TP and per se 
performance of lines will be referred to as different ‘selection 
targets’.  
In Schopp et al. (2015), we provided a theoretical framework to 
deterministically forecast the predictive ability (i.e., the 
correlation between phenotypic values and predicted genetic 
values) when training and prediction set represent different 
selection targets. Compared with GP within the same selection 
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target (cf. Albrecht et al. 2011; Zhao et al. 2012), the predictive 
ability across selection targets is expected to decline in the 
presence of strong ‘genotype by selection target interactions’ 
(Windhausen et al. 2012; Albrecht et al. 2014). For instance, 
calibrating a prediction equation with data on TP of a set of lines 
based only on a single tester might hamper the transferability of 
predicted genetic values to another set of lines, if the goal is to 
predict their TP with a different tester or GCA in general. This 
is particularly the case if genotype by tester interactions explain 
a considerable amount of the phenotypic variance, i.e., if the 
specific combining ability variance is large.  
The derivation of predictive ability across selection targets in 
Schopp et al. (2015) was based on extensions of Dekkers’ 
(2007) application of selection theory to marker-assisted 
selection. We demonstrated that under certain, well-justified 
assumptions, the predictive ability across selection targets is 
approximately equal to the product of the predictive ability 
evaluated within a selection target (e.g., training and predicted 
individuals evaluated with the same tester) and the genetic 
correlation between the selection targets. The derivation for this 
formula rests on the assumption that the phenotypic 
performance of candidates evaluated for different selection 
targets can be considered as correlated traits (Falconer and 
Mackay 1996). While the factors influencing predictive ability 
within selection targets (e.g., sample size, heritability, effective 
number of chromosome segments) are discussed elsewhere 
(e.g., Daetwyler et al. 2010; Habier et al. 2013) as well as in 
other parts of this thesis, Schopp et al. (2015) formally showed 
that the transferability of a prediction equation to different 
testers or test environments can be described adequately by the 
genetic correlation between the original and the new selection 
target.  
To demonstrate this relationship in practically relevant 
prediction scenarios, Schopp et al. (2015) derived genetic 
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correlations between various selection targets (e.g., different 
testers, different years as well as between line per se and 
testcross performance). Subsequently, we validated the 
formulae based on estimated genetic correlations and predictive 
abilities across the exemplarily considered selection targets 
obtained from a fully balanced dataset (all lines evaluated on 
both testers and in both years). Overall, we found good 
agreement between observed and forecasted predictive abilities, 
with deviations ranging only from -0.06 to 0.01. 
 
Genetic correlation between selection targets – a central 
parameter to plant breeders 
From a broader point of view, our formulae for forecasting 
predictive ability are an intuitive extension of what has long 
been used to evaluate the observed phenotypic performance for 
specific selection targets in the course of multi-stage selection. 
A breeder’s goal is to evaluate a population of candidate lines 
under a fixed budget for an ‘ultimate’ selection target, which 
might be the candidates’ ‘true’ general combining ability in a 
predefined target population of environments (Löffler et al. 
2005). Due to limited testing capacity, the entirety of ultimate 
selection targets cannot be observed, and breeders must judge 
the available phenotypic evaluations in terms of their genetic 
correlation with the ultimate selection target. A practical 
example are genetic correlations between testers, which are 
commonly moderate to high (Bernardo 1991; Melchinger et al. 
1998) owing to the minor role of specific combining ability in 
hybrids produced between lines from advanced heterotic groups 
(Reif et al. 2007; Technow et al. 2012). This knowledge has 
been used to justify selection on TP based on only one to few 
testers in early phases of multi-stage selection (Schnell 1996), 
because high genetic correlations among testers assure a certain 
transferability of observed TP to later stages, which potentially 
involve different or additional testers. Alternatively, breeders 
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have been using hybrid testers to increase the effective number 
of included tester lines and improve GCA estimation (Longin et 
al. 2007). Another example are the at most medium genetic 
correlations between TP and line per se performance for 
complex traits such as grain yield (Melchinger et al. 1998; 
Mihaljevic et al. 2005). This strengthened the recognition that 
selection based on line per se performance is not efficient 
regarding the selection gain of the ultimate selection target. 
Integrating this thesis’ findings in that reasoning suggests that 
similar recommendations as for phenotypic selection apply to 
GP across different selection targets. This is because the 
relationship between the observed and the ultimate selection 
target(s) can, in both cases, be sufficiently described by the 
genetic correlations between these targets (Schopp et al. 2015).  
 
The prospects of genomic prediction in biparental families  
Variation in PA imposes uncertainty and therefore a risk on the 
implementation of GP in practice. Previous studies showed that 
variation in PA can be substantial even within specific 
prediction scenarios, e.g., when predicting a certain biparental 
family (BPF) based on training data obtained from the same or 
distinct BPFs (Riedelsheimer et al. 2013; Lehermeier et al. 
2014; Lian et al. 2014). However, these studies were primarily 
concerned with the general influence of various factors (e.g., 
sample size, heritability, pedigree relationship) on the expected 
PA. In Schopp et al. (2017b), we conducted the first extensive 
simulation study that systematically investigated the reasons 
determining the variation in PA in BPFs. Similar to most of the 
above cited studies, we considered for this purpose the 
simplistic case of GP within and across individual BPFs. 
Further, we analyzed two available deterministic formulae for 
forecasting PA and evaluated their usefulness in BPFs. These 
formulae were originally developed in the context of within-
population GP in animal breeding (VanRaden 2008; Daetwyler 
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et al. 2010; Wientjes et al. 2013) and were recently extended to 
across-population scenarios (Wientjes et al. 2015, 2016). 
Previous studies on plant breeding already used these formulae 
within populations (Lorenz 2013; Riedelsheimer et al. 2013; 
Riedelsheimer and Melchinger 2013; Lian et al. 2014, Akdemir 
et al. 2015; He et al. 2016), but ignored the fact that the original 
formulae do not account for inbreeding, despite being a central 
property of BPFs of inbred lines. Moreover, extensions to GP 
across BPFs have so far not been presented. Such extensions 
should account for family-specific polymorphisms, which can 
lead to genetic variance among predicted individuals that is not 
explained by the training set. 
In Schopp et al. (2017b), we show that the variation in PA is 
generally negligible for GP within BPFs, except if sample size 
and/or heritability are small, as expected. By contrast, we found 
remarkable variation in PA for GP across BPFs, even under 
favorable prediction conditions, i.e., large sample size, high 
heritability and connectedness of training and predicted 
individuals through a common parent. A causal analysis of GP 
across half-sib families showed that unexpectedly low PA can 
arise in the prediction of polygenic traits (1,000 QTL in our 
study), if there are many QTL that account for relatively large 
proportions of the genetic variance in the predicted BPF, which 
do not segregate in the BPF used for model training. We further 
show that deterministic formulae cannot account for these 
unobserved characteristics at QTL, because they merely utilize 
information from molecular markers and population parameters 
(VanRaden 2008; Daetwyler et al. 2010). This led to large 
deviations between observed and deterministic PAs for single 
traits. When PAs were averaged across traits, the trait-specific 
deviations due to different segregation QTL in the training and 
prediction set integrated out, which resulted in excellent 
agreement between observed and deterministic accuracies. We 
concluded that the PA expected across many traits can be 
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forecasted precisely in the absence of phenotypic information 
for the predicted BPF.  
 
Towards multifamily training sets 
Our findings have important implications for commercial plant 
breeding programs, where the key role of GP lies in the 
identification of superior lines within BPFs, for which pedigree 
relationships cannot be exploited (Riedelsheimer et al. 2013; 
Schopp et al. 2017a). As discussed previously (Crossa et al. 
2010; Lehermeier et al. 2014), GP within BPFs is a robust 
approach with the potential to provide high PA, but this requires 
phenotypic characterization of a sufficient number of training 
individuals (>50) from the targeted BPFs. Such numbers might 
be achievable in large BPFs of doubled-haploid lines in maize 
breeding, comprising often >100 individuals, but they are 
unrealistic in most other crops, such as small grain cereals (e.g., 
wheat) (Heffner et al. 2011). For this and other reasons, 
alternative training set designs must be considered, and our 
study shows that among these, GP across single BPFs is 
certainly not a promising one. Although average PAs across 
traits were in a reasonable range when model training was based 
on half-sib or even unrelated families (~0.4 – 0.6), the variation 
among traits was in both cases tremendous and would be 
detrimental for practical applications. Hence, breeders should 
rely on multifamily training sets (Heffner et al. 2011; Albrecht 
et al. 2011; Jacobson et al. 2014; Lehermeier et al. 2014), which 
pool together available related and unrelated BPFs derived from 
the same germplasm. In addition to increasing sample sizes, 
these designs benefit particularly from an extensive use of 
germplasm-wide (ancestral) LD information (Habier et al. 
2013; Technow and Totir 2015; Schopp et al. 2017a).  
A further advantage of multifamily training sets is the 
possibility to employ them for predicting BPFs based on 
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material evaluated in previous breeding cycles (cf. Jacobson et 
al. 2014; Auinger et al. 2016), i.e., early prediction. This 
approach is expected to provide good PAs, because in 
multifamily training sets, the available ancestral LD 
information – which is known to persist well across cycles 
(Habier et al. 2013; Müller et al. 2017) – can be efficiently 
captured (Schopp et al. 2017a). Early prediction enables 
breeders to preselect individuals within and among BPFs prior 
to their phenotypic evaluation in time- and cost-consuming field 
trials (Marulanda et al. 2016). In my view, a promising strategy 
would be to combine preselection based on early predictions 
with subsequent updating of the prediction equation as soon as 
phenotypic data of closely related BPFs or even from the same 
BPF become available from the current breeding cycle. This 
would assure that recent IBD information (co-segregation) is 
optimally exploited in the updated predictions, based on which 
the final selection decision could be taken.    
Additionally, multifamily training sets likely allow for a better 
agreement between observed and deterministic PAs than found 
for GP across individual BPFs. This can be expected based on 
the findings of Schopp et al. (2017b), who identified different 
QTL segregating across BPFs as the core problem causing 
variation in the observed PAs. By comparison, it is likely that 
the majority of QTL segregating in a predicted BPFs also 
segregate in at least some related BPFs included in a 
multifamily training set (Lehermeier et al. 2014). This is 
particularly the case if BPFs are derived from recycling a 
genetically narrow set of elite inbred lines as typically practiced 
in commercial breeding programs (Mikel and Dudley 2006).  
Less optimism might be appropriate in scenarios where 
multifamily training sets are used to predict entirely unrelated 
BPFs, e.g., if they are derived from exotic material for 
introgression purposes or from distinct heterotic groups. In a 
comparable scenario, Schopp et al. (2017a) found considerable 
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variation in PA when predicting synthetics derived from two 
parents (corresponding to F2-derived BPFs of inbred lines) with 
training data from unrelated multiparental synthetics. 
Following the arguments of previous studies (de Roos et al. 
2008; Riedelsheimer et al. 2013), Schopp et al. (2017a) 
suspected that this was due to inconsistency of linkage phases 
across populations. However, the findings of Schopp et al. 
(2017b) suggest that QTL exclusively segregating in the 
predicted BPF might have been a driving factor for the variation 
in PA also in the case of unrelated synthetics. Thus, a large 
overlap of QTL as well as markers segregating in both the 
training and prediction set, together with good consistency of 
linkage phases seem to be the prerequisites for robust 
predictions across BPFs, which likely also enables to accurately 
forecast PA by deterministic formulae.  
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Extensions to deterministic formulae: potential and 
limits in more complex scenarios 
 
 
Extensions to different selection targets 
Schopp et al. (2015) pointed out that extensions of the formulae 
to forecast PA across different selection targets, in addition to 
those considered in the study, are straightforward. For instance, 
one could easily derive the decline in predictive ability when 
model training is based on a certain sample of test locations, 
which are different from or a subset of the set of actual target 
locations. In fact, we emphasized that despite the encouraging 
results, further research must confirm the usefulness of the 
formulae in a broader range of scenarios, particularly in such 
characterized by stronger genotype by selection target 
interactions. I believe that for this purpose, an application of the 
formulae to a range of diverse locations could serve as a 
valuable benchmark, because this represents a scenario highly 
relevant to plant breeders that often suffers from low genetic 
correlations between selection targets due to strong genotype by 
environment interactions (Löffler et al. 2005). 
 
Validation under truncation selection 
Since GS is still a relatively novel tool, breeders might see the 
need to validate GP-based selection decisions taken in a certain 
stage with phenotypic data obtained in subsequent stages. 
Schopp et al. (2015) used theoretical results from Cochran 
(1951) to show that in addition to the expected decline in 
predictive ability under changing selection targets, the 
correlation between observed and predicted phenotypic values 
is tremendously reduced by truncation selection. Stringent 
selection (e.g., ߙ = 10%) is typically applied in the first 
selection stage to confine the number of candidates for further 
General Discussion 
  
 
48 
 
testing. Therefore, it should not be surprising that the predictive 
abilities detected in such validations might be very low. In this 
case, one has to keep in mind that selection gain is function of 
selection accuracy, selection intensity and phenotypic variance 
in the population undergoing selection (Falconer and Mackay 
1996). Consequently, the formulae of Cochran (1951) and 
Schopp et al. (2015) can be employed to perform reverse 
calculations, i.e., determine the predictive ability prior to 
selection from that observed in a validation experiment after 
selection. Results from such calculations can provide further 
insights into the prospects of GS in multi-stage selection. 
 
Estimating genetic correlations and the role of epistasis 
In my view, further research on the refinement of the simplistic 
approach of Schopp et al. (2015) to estimate genetic 
correlations could be worthwhile. For instance, allowing for 
heterogeneous (genetic or error) variances among testers and 
environments might improve estimates of genetic correlations. 
Another possibility could be to model the covariance among 
selection targets explicitly, as opposed to implicitly based on 
phenotypic observations for all selection targets, as done by 
Schopp et al. (2015) and other previous studies (Burgueño et al. 
2012; Lopez-Cruz et al. 2015). Explicit modelling could, for 
example, be based on information from marker-derived 
relationships among testers (similar to hybrid prediction, cf. 
Technow et al. 2014) or on environmental covariates (cf. 
Jarquín et al. 2014). In contrast to implicit modelling, explicit 
modelling of covariance structures allows for the prediction of 
different selection targets even if they are not observed 
(Malosetti et al. 2016). This principle has already been 
successfully applied to predict the performance of genotypes in 
entirely unobserved environments (Jarquín et al. 2014). From 
such predictions for specific selection targets (either observed 
or unobserved), one could approximate genetic correlations in 
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a second step. A possible area of application are genetic 
correlations between observed and unobserved (future) years, 
which can never be estimated directly, but always contribute to 
genotype by selection target interaction variance. To overcome 
this problem, at least to some extent, one could derive estimates 
of genetic correlations among years either (i) implicitly from 
phenotypic observations of previous years or (ii) explicitly 
using historical records of weather data (cf. Tuberosa 2012; 
Heslot et al. 2013). Whether or not explicit modelling can be 
useful for estimating genetic correlations warrants further 
research.  
Extensions of the deterministic formulae for forecasting the PA 
within and across BPFs presented by Schopp et al. (2017b) to 
multifamily training sets should be relatively straight forward. 
Our theoretical framework already accounted for population-
specific allele frequencies, but further research should examine 
the influence of population-specific heritabilities and the 
consideration of incomplete QTL-marker LD on forecasted PAs 
(Lorenz and Smith 2015; Wientjes et al. 2016). In addition, it 
remains to be investigated to which degree incomplete genetic 
correlations among BPFs restrict the usefulness of deterministic 
formulae (Wientjes et al. 2015). In Schopp et al. (2015, 2017b), 
we assumed that genetic correlations among training and 
prediction set were equal to 1, which basically implies that QTL 
effects (and thus, estimated marker effects) are constant across 
populations (Lehermeier et al. 2015). This is expected to hold 
in the absence of epistasis in general for TP and also for the per 
se performance of completely homozygous lines (i.e., no 
dominance) (Melchinger 1987). Nevertheless, empirical and 
theoretical evidence for both considerable and negligible 
contributions of epistasis have been reported in the context of 
hybrid breeding in maize for several traits (Lamkey et al. 1995; 
Hinze and Lamkey 2003; Mihaljevic et al. 2005; Melchinger et 
al. 2007). If epistasis would indeed explain a considerable 
amount of the genetic variance for a given trait, genetic 
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correlations between BPFs might be smaller than 1 and, thus, 
forecasted PAs might become inaccurate. In such cases, 
deterministic formulae should account for genetic correlations 
(Wientjes et al. 2015), but these are difficult to obtain for BPFs, 
because either (i) phenotypes of the predicted BPFs are not yet 
observed (early prediction) or (ii) sample sizes are too small for 
an accurate estimation. Therefore, I suggest that prior to any 
practical implementation, the usefulness of deterministic 
formulae should be validated carefully based on experimental 
data.  
 
Using software for optimizing breeding schemes 
Recently, software has been developed for optimizing the 
allocation of resources in multi-stage selection (Mi et al. 2014). 
The underlying algorithms are based on deterministic 
calculation of cumulative selection gain (Cochran 1951; Utz 
1969; Longin et al. 2006). The software has also been used to 
evaluate the merit of integrating GS into existing and newly 
proposed multi-stage selection schemes (Longin et al. 2015; 
Marulanda et al. 2016). However, to the best of my knowledge, 
it does not (yet) consider the simultaneous use of phenotypic 
and genomic selection within a certain selection stage. Instead, 
it treats GS as a tool for preselection of genotypes based on a 
priori available training data, i.e., early prediction. Despite 
early prediction being a promising alternative to implement GS 
into existing breeding schemes (Auinger et al. 2016; Marulanda 
et al. 2016), the complementary use of GS within stages of 
phenotypic multi-stage selection certainly demands further 
attention (Riedelsheimer and Melchinger 2013). Incorporating 
our theoretical results into optimization procedures should 
therefore facilitate advances towards a more efficient 
integration of GS into multi-stage selection. 
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Further potential for optimization of breeding programs using 
GS lies in incorporating computer simulations to complement 
the existing breeding methodology (Daetwyler et al. 2013). An 
example shall be given for employing deterministic formulae to 
evaluate the prospects of early predictions: Both formulae as 
implemented in Schopp et al. (2017b) require genotypic data of 
both the training and the predicted individuals, so they can only 
be used as soon as a new cross is produced and genotyped. 
However, for strategic planning of early predictions, knowing 
the expected PA beforehand would be highly advantageous. For 
example, if the forecasted PA would be high, breeders could 
renounce phenotyping of this cross in the upcoming season and 
advance lines with superior predicted breeding values directly 
to the next selection stage (e.g., the second testcross stage). 
Conversely, if the forecasted PA would be low, one could (i) 
change the strategy towards GP based on newly generated 
training data from the current cycle, which can additionally be 
complemented by partially phenotyping the target cross or (ii) 
rely entirely on phenotypic selection. Computer simulation can 
assist breeders in gaining access to the necessary information, 
e.g., by generating in silico BPFs based on the marker profiles 
of the parents of a planned cross and linkage map information, 
using available software packages like ‘Meiosis’ (Müller and 
Broman 2017). If PA is supposed to be forecasted across 
breeding cycles, which in addition to new genetic material also 
involve different selection targets (e.g., testers), the formulae 
could be further extended using the derivations of Schopp et al. 
(2015). A comparable simulation-driven approach was recently 
used by Mohammadi et al. (2015) to predict the genetic 
segregation variance within BPFs, which has been a major goal 
to plant breeders for decades. Beyond this, the possibilities for 
applying computer simulation are basically limitless 
(Daetwyler et al. 2013) and, in my view, will play an 
increasingly central role in the design, comparison and 
evaluation of entire breeding schemes. 
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Conclusions 
 
 
The results of this thesis demonstrate the potential and limits of 
GP in populations typically encountered in plant breeding and 
give detailed insights into the behavior of prediction accuracy 
in various practically relevant scenarios. The main conclusions 
of this thesis are 
i. The relative contributions of the three information 
sources to prediction accuracy are context-specific and 
differ strongly between genetically narrow and diverse 
breeding populations.  
ii. Knowledge about the prevailing information sources 
affecting prediction accuracy can provide guidelines for 
choosing adequate prediction models, constructing 
suitable training sets and optimizing breeding schemes.  
iii. Prediction accuracy is expected to decline if the training 
and prediction set constitute different selection targets.  
iv. The reduction in prediction accuracy across selection 
targets can be described by the genetic correlation 
between these targets, which can be estimated from 
parameters routinely generated in breeding programs. 
v. GP within biparental families is a promising approach 
that provides high and robust prediction accuracies, 
whereas GP across individual biparental families is 
prone to substantial variation in prediction accuracy 
leading to unexpected selection outcomes.  
vi. Multiparental training set designs should be favored in 
practice for increasing sample sizes, efficiently 
exploiting both co-segregation and ancestral linkage 
disequilibrium information and allowing for 
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transferability of prediction equations to different 
breeding cycles. 
vii. Deterministic formulae for forecasting prediction 
accuracy require modifications when applied to 
biparental families of inbred lines, but can provide 
accurate estimates that together with computer 
simulations open new gateways in optimizing breeding 
schemes integrating genomic selection.   
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6. Summary  
 
 
Genomic prediction (GP) is a novel statistical tool to estimate 
breeding values of selection candidates without the necessity to 
evaluate them phenotypically. The method calibrates a 
prediction model based on data of phenotyped individuals that 
were also genotyped with genome-wide molecular markers. 
The renunciation of an explicit identification of causal 
polymorphisms in the DNA sequence allows GP to explain 
significantly larger amounts of the genetic variance of complex 
traits than previous mapping-based approaches employed for 
marker-assisted selection. For these reasons, GP rapidly 
revolutionized dairy cattle breeding, where the method was 
originally developed and first implemented. By comparison, 
plant breeding is characterized by often intensively structured 
populations and more restricted resources routinely available 
for model calibration. This thesis addresses important issues 
related to these peculiarities to further promote an efficient 
integration of GP into plant breeding.  
The accuracy of GP depends on three sources of quantitative-
genetic information, which are harnessed by the prediction 
model to approximate the targeted characteristics at unknown 
causal polymorphisms by observable molecular markers. These 
information sources include pedigree relationships captured by 
markers, as well as co-segregation and ancestral linkage 
disequilibrium between causal polymorphisms and molecular 
markers. Gaining insights into the predominant information 
sources affecting prediction accuracy is crucial for choosing 
and developing suitable prediction models, as well as for 
optimizing calibration set designs and breeding strategies. 
However, previously reported results are context-specific and 
therefore not easily generalizable to all scenarios relevant in 
plant breeding.  
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A central step in hybrid breeding is to evaluate the selection 
candidates for their testcross performance with tester genotypes 
from an opposite heterotic group. This serves to assess their 
general heterotic performance for subsequent identification of 
superior, marketable hybrid combinations. For this purpose, 
breeders use multi-stage selection to successively narrow down 
an initially large number of selection candidates in several years 
of testing. Simultaneously, they increase the number of test 
environments and tester genotypes to mirror as representative 
as possible the targeted genetic and environmental 
characteristics. GP of testcross performance has been identified 
as an effective tool within selection stages, mainly because it 
allows for increasing the number of manageable individuals 
and, therefore, selection gain. The question remained how 
representative predicted genetic values are of subsequent 
selection stages, where tester genotypes and test environments 
may change in the course of multi-stage selection.  
Identification of superior inbred lines within biparental families 
via GP is of central interest in commercial plant breeding. 
However, inconsistent prediction accuracies have been 
reported, which hampers the confidence in this new selection 
tool for practical application. Insights into the factors 
responsible for this variation and strategies for improvement are 
therefore urgently required. Moreover, deterministic formulae 
to forecast prediction accuracy prior to empirical evaluation 
were developed in animal breeding. Their use could greatly 
enhance the strategic planning of plant breeding programs 
integrating GP. However, the applicability of the formulae in 
biparental families of inbred lines requires further assessment.  
Using computer simulation, we show that in synthetic 
populations generated from intermating a small number of 
parents, there is a shift of the predominant information sources 
harnessed in GP compared with previously examined scenarios 
characterized by larger effective population sizes. These 
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findings have important implications in plant breeding for 
predicting both related and unrelated material, as well as for the 
allocation of resources and the design of more advanced 
breeding strategies.  
Our results show that GP across different selection targets (e.g., 
tester genotypes and years) results in lower prediction 
accuracies than within the same selection target. We 
demonstrate that the reduction in prediction accuracy across 
selection targets can be described by their genetic correlation. 
Validation of a novel deterministic formula to forecast 
prediction accuracy of altered selection targets resulted in good 
agreement with empirically observed values.  
GP within biparental families was found to be a promising 
implementation strategy, whereas GP across individual 
biparental families is not recommended due to unstable 
prediction accuracies. Together with modified deterministic 
formulae to forecast prediction accuracy, the use of multifamily 
training populations for model calibration holds great promise 
to enhance the merit of GP in commercial plant breeding.  
In conclusion, this thesis contributes important insights into the 
factors determining the accuracy of GP in plant breeding. 
Awareness of the idiosyncrasies of typical plant breeding 
populations is crucial for an increasingly efficient integration of 
GP into both existing and newly developed breeding schemes. 
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7. Zusammenfassung  
 
 
Die genomische Leistungsvorhersage (GLV) ist ein neues 
statistisches Werkzeug zur Zuchtwertschätzung von 
Selektionskandidaten ohne die Notwendigkeit diese zuvor zu 
phänotypisieren. Die Methode kalibriert ein Vorhersagemodell 
auf Basis bereits phänotypisierter Individuen, welche zudem 
mit genomweiten molekularen Markern genotypisiert wurden. 
Der Verzicht auf die explizite Identifikation von kausalen 
Polymorphismen in der DNA-Sequenz ermöglicht der GLV 
signifikant größere Anteile der genetischen Varianz komplexer 
Merkmale zu erklären als frühere, kartierungsbasierte Ansätze 
zur markergestützten Selektion. Aus diesen Gründen 
revolutionierte die GLV bereits die Milchrinderzüchtung, in 
welcher die Methode ursprünglich entwickelt und auch 
erstmalig praktisch angewendet wurde. Im Vergleich hierzu 
zeichnet sich die Pflanzenzüchtung durch starke 
Populationsstruktur und stärker limitierte Ressourcen für den 
Zweck der Modellkalibration aus, welche in regelmäßigen 
Abständen zur Verfügung stehen. Die vorliegende Arbeit 
widmet sich wichtigen Fragen, die sich aus diesen 
Eigenschaften ergeben, um eine effizientere Integration der 
GLV in der Pflanzenzüchtung zu fördern.    
Die Vorhersagegenauigkeit der GLV hängt von drei quantitativ-
genetischen Informationsquellen ab, welche durch das 
Vorhersagemodell genutzt werden, um die Zielcharakteristika 
der unbekannten, kausalen Polymorphismen mit Hilfe 
beobachtbarer molekularer Marker anzunähern. Diese 
Informationsquellen umfassen die additiv-genetische 
Verwandtschaft, sowie die Ko-segregation und das den 
Vorfahren entstammende Kopplungsphasenungleichgewicht 
zwischen kausalen Polymorphismen und molekularen Markern. 
Tiefere Einblicke in die vorherrschenden Informationsquellen 
zu gewinnen, welche die Vorhersagegenauigkeit in 
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Pflanzenzüchtungspopulationen bestimmen, ist entscheidend, 
um angemessene Vorhersagemodelle zu ermitteln und zu 
entwickeln, sowie um die Zusammensetzung von 
Referenzpopulationen und Zuchtschemata zu optimieren. Die 
bislang berichteten Erkenntnisse sind jedoch kontext-spezifisch 
und daher nicht ohne Weiteres auf alle pflanzenzüchterisch 
relevanten Szenarien übertragbar.  
Ein zentraler Schritt in der Hybridzüchtung ist die Evaluierung 
der Selektionskandidaten anhand ihrer Testkreuzungsleistung 
mit Testergenotypen einer entgegengesetzten heterotischen 
Gruppe. Dies dient dazu die generelle heterotische 
Leistungsfähigkeit zu bewerten, um im nachfolgenden Schritt 
überlegene, vermarktbare Hybridkombinationen zu 
identifizieren. Zu diesem Zweck verwenden Züchter die 
Mehrstufenselektion, um eine anfänglich große Anzahl 
Selektionskandidaten schrittweise in mehreren Testjahren 
einzuschränken. Hierbei wird gleichzeitig die Zahl der 
Testergenotypen und Testumwelten erhöht wird, um die 
anvisierten genetischen und umweltspezifischen 
Zieleigenschaften möglichst repräsentativ abzubilden. Die 
GLV der Testkreuzungsleistung wurde bereits als ein nützliches 
Werkzeug innerhalb einzelner Selektionsstufen identifiziert, 
besonders weil sie die Anzahl handhabbarer Individuen und 
dadurch den möglichen Selektionsgewinn erhöhen kann. Eine 
offene Frage ist jedoch, wie repräsentativ das innerhalb einer 
Stufe vorhergesagte genetische Leistungspotential für 
nachfolgende Selektionsstufen ist, in welchen sich sowohl 
Testergenotypen als auch Testumwelten im Zuge der 
Mehrstufenselektion ändern können. 
Die Identifikation von überlegenen Inzuchtlinien innerhalb 
biparentaler Familien mittels der GLV ist von zentralem 
Interesse in der kommerziellen Pflanzenzüchtung. Es wurden 
jedoch bereits inkonsistente Vorhersagegenauigkeiten 
festgestellt, die das Vertrauen in dieses neue 
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Selektionswerkzeug hinsichtlich einer praktischen Anwendung 
beeinträchtigen. Weitere Erkenntnisse über die Faktoren, die 
diese Inkonsistenzen bedingen, sowie mögliche 
Verbesserungsstrategien, werden daher dringend benötigt. 
Darüber hinaus wurden im Rahmen der Tierzüchtung Formeln 
entwickelt, welche eine deterministische Prognose der 
Vorhersagegenauigkeit vor der eigentlichen empirischen 
Evaluierung liefern können. Deren Nutzen könnte die 
strategische Planung von Pflanzenzüchtungsprogrammen, 
welche die GLV integrieren, erheblich verbessern. Jedoch 
bedarf die Anwendbarkeit der Formeln in biparentalen Familien 
weiterer Beurteilung.  
Unter Nutzung von Computersimulationen zeigen wir, dass in 
synthetischen Populationen, erzeugt mittels Durchkreuzung 
einer geringen Anzahl von Eltern, eine Verlagerung der in der 
GLV vornehmlich genutzten Informationsquellen hinsichtlich 
früherer untersuchter Szenarien größerer effektiver 
Populationsgrößen stattfindet. Diese Erkenntnisse haben in der 
Pflanzenzüchtung sowohl große Bedeutung für die Nutzung der 
GLV zur Vorhersage von verwandtem und unverwandtem 
Material, als auch für die Allokation von Ressourcen, sowie 
dem Design fortgeschrittener Zuchtstrategien. 
Unsere Resultate zeigen, dass die GLV über Selektionsziele 
hinweg (z.B. über verschiedene Tester Genotypen oder über 
Jahre hinweg), verglichen mit der Anwendung innerhalb 
desselben Selektionsziels, zu einer reduzierten 
Vorhersagegenauigkeit führt. Wir zeigen auf, dass die 
Reduktion in der Vorhersagegenauigkeit über Selektionsziele 
hinweg mit Hilfe der genetischen Korrelation beschrieben 
werden kann. Die Validierung einer neu entwickelten 
deterministischen Formel zur Prognose der 
Vorhersagegenauigkeit geänderter Selektionsziele resultierte in 
guter Übereinstimmung mit den empirisch beobachteten 
Werten.  
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Die GLV innerhalb biparentaler Familien wurde als eine 
vielversprechende Anwendungsstrategie befunden, 
wohingegen die GLV über einzelne Familien hinweg aufgrund 
unsteter Vorhersagegenauigkeiten nicht empfohlen werden 
kann. Zusammen mit modifizierten deterministischen Formeln 
zur Prognose der Vorhersagegenauigkeit, scheint die Nutzung 
von Referenzpopulationen aus mehreren Familien zur 
Modellkalibration ein vielversprechender Ansatz zu sein, um 
den Nutzen der GLV in der kommerziellen Pflanzenzüchtung 
weiter zu erhöhen. 
Zusammenfassend kann gesagt werden, dass diese Arbeit 
wichtige Erkenntnisse zu jenen Faktoren beiträgt, welche die 
Genauigkeit der GLV in für die Pflanzenzüchtung relevanten 
Szenarien beeinflussen. Das Bewusstsein über die Eigenheiten 
typischer Pflanzenzüchtungspopulationen ist hierbei essentiell, 
um eine zunehmend effiziente Integration der GLV sowohl in 
existente, als auch in neu entwickelte Zuchtschemata zu 
ermöglichen.  
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