We estimate agglomeration economies, defined as the effect of density on labour productivity in European regions. The analysis of Ciccone [Ciccone, A., 2002, Agglomeration effects in Europe, European Economic Review, 46 (2), 213-227.] is extended in two main ways. First, we use dynamic panel estimation techniques (system GMM), thus offering an alternative methodological treatment of the inherent endogeneity problem. Second, the sector dimension in the data allows for disaggregated estimation. Our results confirm the presence of significant agglomeration effects at the aggregate level, with an estimated long-run elasticity of 13%. Repeated cross-section regressions suggest that the strength of agglomeration effects has increased over time. At the sector level, the dominant pattern is of cross-sector "urbanisation" economies and own-sector congestion diseconomies. A notable exception is financial services, for which we find strong positive productivity effects from own-sector density.
Introduction
Spatial agglomeration economies have been in intellectual fashion at least since the early 1990s. Taking their cue from Michael Porter, business leaders and policy makers continue to pursue cluster-formation strategies in a quest for performance enhancing localised synergies. Meanwhile, economic researchers have paid considerable attention to Krugman's "new economic geography" models, and developed them into a still flourishing subfield at the intersection of international, regional and urban economics.
Heightened attention to the economic benefits of co-location has stimulated much careful empirical work. The data have been found by most researchers to confirm the received wisdom: agglomeration enhances economic performance. This is true both in terms of localisation economies, i.e. the benefits to be derived from firms of the same sector locating in each others' proximity; and in terms of urbanisation economies, i.e. the benefits to be derived from firms locating in the proximity of a wide array of other, not necessarily related, firms.
instrument is valid in so far as the spatial distribution of regional populations in the 19th century -when most of the modern regional boundaries were drawn, largely in a way as to equalise regional populations -is uncorrelated with current productivity. In turn, any unobserved long-run persistent features that boost both regional populations and regional productivity will induce upward bias in the estimated coefficient on density. Panel estimation techniques allow us to avoid this problem by differencing out time-invariant regional effects. Specifically, this is the first study to apply the system GMM estimator developed by Arellano and Bover (1995) to the analysis of agglomeration effects.
Put simply, this estimator relies on two assumptions that allow past realisations of a variable to provide "internal" instruments. One assumption is that past changes of a variable have an influence on its current level, but not the reverse; and, according to the second assumption, past levels of a variable have an influence on its current change, but not the reverse. For instance, if density has grown strongly in period t − 1 or t − 2, etc., then, other things equal, density is likely to be relatively high in period t. Conversely, unless density follows a perfect random walk, relatively high density in period t − 1 or t − 2, etc., other things equal, is likely to imply relatively low growth in density in period t. The same logic applies to relationships across variables, such as between current density and past changes in productivity. In Section 3, we provide a formal statement of the identifying assumptions as well as a discussion of the appropriate lag structures.
Empirical modelling of agglomeration
Agglomeration is a rather loosely defined term. While theorists generally understand agglomeration as a process that leads to the spatial concentration of economic activity, empirical researchers often equate it with the outcome of such a process, i.e. as synonymous with spatial concentration. We employ the latter use of the term and follow the literature in taking regional employment density as the primary metric for agglomeration. However, the productivity of a region with a given density is likely to depend also on the size of that region. Hence, we follow Ciccone and Hall (1996) and Harris and Ioannides (2005) in controlling also for region size, we consider effects from the density of neighbouring regions, as in Ciccone (2002) , and we control for regional market potential.
Measurement
Many related studies rely on productivity and density measures pertaining exclusively to the manufacturing sector. As discussed by Ciccone and Hall (1996, p. 60) , this is likely to induce estimation bias, as denser areas (in terms of manufacturing presence) are also likely to offer better access to service inputs, such that the direct effect of manufacturing density on manufacturing productivity will be overestimated. This mitigates in favour of broad measures that account for all market-based activities. In addition, Cingano and Schivardi (2004) convincingly argue that estimation of the sources of regional growth should be based on direct measures of productivity rather than drawing on employment growth as a proxy measure for productivity changes. For these reasons, we use a dataset that reports gross value added (GVA) per worker across the full range of economic sectors.
Sectoral disaggregation
One of the most fundamental distinctions in the economics of agglomeration is between own-sector effects (also referred to as localisation economies or Marshall externalities) and cross-sector effects (also referred to as urbanisation economies or Jacobs externalities). Numerous empirical studies have addressed this issue before us. Most of these analyses are based on data for cities. By drawing on sub-national data for EU sectors, we can now explore this issue in European regional data.
Dynamics
Evidence on the dynamics of agglomeration effects remains relatively scarce.
3 Henderson (1997 Henderson ( , 2003 estimates dynamic equations determining firm-level productivity in the United States, finding that agglomeration effects operate with significant lags. His analyses, however, are confined to a subset of manufacturing industries. and Blien et al. (2006) report employment growth regressions using disaggregated regional data for France and Germany respectively. We add to this literature by estimating dynamic models of GVA at the sector-region level across multiple European countries.
3. The empirical model
Dynamic modelling of agglomeration effects
Ciccone (2002) derives a static log-linear model of regional labour productivity, based on a Cobb-Douglas production function in physical capital, labour and human capital and augmented by an exogenous term representing externalities from spatial output density. Assuming perfect capital-market integration within countries, he arrives at the following specification for log output per worker, P, in region d of country c:
where D dc represents log employment density, F sdc is the fraction of workers with education level s, ε c is a country-specific constant term, u dc is a stochastic residual capturing unexplained intra-country differences in labour productivity, and θ and δ sc are coefficients to be estimated. The coefficient θ represents the net agglomeration effect (agglomeration minus congestion).
The main challenge for estimation of this model arises through the potential endogeneity of density. If there exist unmeasured region-specific features that impact positively (negatively) on regional productivity, this will attract (deter) workers and thus impact on density. Potential endogeneity of D dc thus raises the possibility that OLS estimates of θ are upward biased. Ciccone's (2002) solution consists in instrumenting regional density with regional area, arguing that, while area is significantly correlated with density, regional boundaries have been set sufficiently long ago (between 1789 and 1888) as not to be correlated with any unmeasured region-specific productivity idiosyncrasies in the 1980s.
A central aim of our paper is to take advantage of the fact that we now avail of panel data on output and employment in European regions. This allows us to employ alternative strategies to identify the direct effect of density on productivity. Specifically, we employ GMM estimators for dynamic panels, which rest on relatively weak assumptions to validate instruments that can be found in dynamic transformations of the model's variables. Mathys (2007) proposes a simple dynamic version of Ciccone's (2002) static model. Adding a Cobb-Douglas capital accumulation function to the supply side of the model, combined with an infinitely-lived representative consumer with a constant intertemporal elasticity of substitution, leads to a dynamic productivity equation. The intuition of the process is as follows. Labour productivity depends, among other things, on the contemporaneously available stock of capital. The capital stock, in turn, adjusts sluggishly over time, as investment takes time. Hence, capital today is a function of capital yesterday. As we do not observe and control for capital stocks, the evolution of labour productivity (unadjusted for capital stocks) becomes autoregressive.
Specifically, productivity depends on lagged productivity, present and lagged density and other control variables. This implies a first-order autoregressive distributed lag ADL(1,1) panel model, which serves as our starting point:
where X dt is a column vector of k ∈ {1…K} control variables; α, β, and γ are coefficients to be estimated (γ′ being a vector of dimension 1 × K); ε d is a region-specific effect; ϱ t is a period-specific effect; and v dt is a stochastic error term. 4 X dt could contain variables representing the availability of human and physical capital in region d, or variables reflecting the time-varying component of the regional business climate or of the political environment. We shall allow for the possibility that these variables are measured with error. The key component of this specification is ε d which represents time-invariant determinants of regional labour productivity that may or may not be correlated with density. If such effects exist and are important, any cross-section estimate of θ based on timelagged instruments is bound to be biased. Perhaps the principal attraction of panel estimation is that it allows us to "remove" the effect of ε d .
We seek to exploit the time-series dimension in the data, but theory offers little guidance on the dynamics of agglomeration economies. A considerable advantage of specification (2) therefore lies in its generality. The ADL(1,1) model nests the most widely used dynamic processes. For example, it can represent a "common factor" model with contemporaneous measured effects and autocorrelated errors. This would imply that
, restrictions that we will test. According to this model, the impact of changes in density on regional productivity fully materialises within the time period t, but there are persistent shocks to the stochastic component of regional productivity. In addition, Eq. (2) also nests the ADL(1,0) model, implying that β 1 = γ 1 k = 0. The ADL(1,0) specification in turn can derive from a number of theoretical bases, the most relevant of which is the "geometric lag" or "partial adjustment" model. In that model, the dependent variable responds sluggishly to changes in the explanatory variables, with geometrically declining lag weights. In our context this represents delayed responses in productivity to changes in density, for example because technological agglomeration externalities take time to materialise (or to unravel) as they depend on the formation of communication networks.
5
Our dynamic panel specification (2), while formally derived from a model of slow-moving capital accumulation, is not tied strictly to that model. Indeed, a number of processes could give rise to the ADL(1,1) structure. Instead of partially-adjusting physical capital stocks, one could consider partially-adjusting human capital stocks-the resulting dynamics would be identical. Or measured productivity could be influenced by changes in regional tax and subsidy policies, changes in public infrastructure or changes in regional business practices. Such changes are unobserved in our data and therefore part of v dt , and they may not be oneoff events but have lasting effects. Such configurations are captured by the "common factor" component of the ADL(1,1) specification. As another possibility, measured labour productivity may respond to changes in local business conditions with a delay because employment contracts take time to conclude and to dissolve or because inventories may delay changes in output volumes. Such configurations are captured by the "partial adjustment" component of the ADL(1,1) model. By adopting the ADL(1,1) framework, we are therefore not forcing the data to conform with a specific, inevitably arbitrary, dynamic process but allow for many plausible mechanisms.
Our main focus, however, is not on the short-run dynamics themselves. We primarily seek to identify a long-run equilibrium relationship between density and productivity. In Eq. (2), this relationship is given by b LR ¼ b 0 þb 1 1Àa . We compute this coefficient and test its statistical significance using the delta method. β LR is a nonlinear combination of the estimated parameters and therefore risks being a noisy measure, especially if α is close to unity and imprecisely estimated. We therefore also test the linear restriction that β 0 + β 1 = 0 via the standard Wald test. If this restriction is rejected, we conclude that density has a statistically significant longrun effect on regional productivity. Conversely, if the restriction is not rejected but the parameters are individually statistically significantly different from zero, the interpretation is that changes in density have short-run effects on regional productivity without impacting on the long-run productivity level.
Estimation
The most widely used estimator for models such as Eq. (2) is Arellano and Bond's (1991) "DIFF-GMM". This estimator is based on first-differenced variables, thus eliminating the region-specific effects (ε d ), and instrumenting all potentially endogenous variables
) with their own suitably lagged levels. This estimator relies on the (weak) assumption that the initial conditions are predetermined, i.e. that
It is consistent as N → ∞, given T. Hence, this approach offers a solution to the challenge of instrumenting for persistent region-specific effects correlated with density. However, the DIFF-GMM estimator has been found to behave poorly in small samples when α approaches unity and/or when the variance of ε d is large compared to the variance of v dt Bond, 1998, 2000) . Given the slow nature of changes in the spatial structure of the economy, these configurations would seem relevant in our context. In such conditions, lagged levels likely represent weak instruments for the first-differenced variables, and DIFF-GMM estimates are prone to suffer from finite sample bias.
A related GMM dynamic panel estimator, "SYS-GMM", initially proposed by Arellano and Bover (1995) , is shown by Blundell and Bond (1998) to yield potentially considerable improvements over DIFF-GMM in small samples. SYS-GMM is based on a system composed of first-differences instrumented on lagged levels, and of levels instrumented on lagged first-differences. For SYS-GMM to be valid, the following additional assumption needs to hold:
The main aim of our estimation strategy is to isolate the causal effect that runs directly from density to productivity. Hence, it is important that we scrutinise the assumption underlying SYS-GMM carefully in terms of our empirical context.
Note that, as far as the first-differenced elements of the regressor and instrument matrices are concerned, the effect of area cancels out, and density becomes perfectly collinear with employment. However, since levels of the right-hand-side variables enter the estimation in both DIFF-GMM and SYS-GMM, we are able to identify the effect of regional density separately from the effect of regional employment.
A sufficient condition for Eq. (3) to hold is that P dt , D dt and X dt k be mean stationary. This might be considered a strong assumption for our study, in particular as it would rule out, without theoretical or empirical justification, the possibility of secular trends in productivity, density or other relevant variables. However, the inclusion of the time effects ϱ t in the empirical model (2) allows for a common trend in productivity without violating Eq. (3). Furthermore, by transforming all variables into deviations from their respective country-year means, our setup also allows for idiosyncratic secular productivity trends at the country level. The stationarity assumption therefore reduces to positing that there are no secular diverging trends of relative productivity levels among regions of a given country. The assumption of mean stationarity conditional on country-year means is supported by evidence in Combes and Overman (2004, Fig. 2) , which shows that the within-country dispersion of regional per-capita GDPs in the EU has remained remarkably stable between 1982 and 1996 (while between-country dispersion changed substantially). Yet, the weaker stationarity assumption might still appear constraining. We therefore note that assumption (3) does not necessarily require mean stationarity. As shown by Blundell and Bond (1998) , Eq. (3) merely implies that the initial-period-specific disturbance v d1 be uncorrelated with ε d . Either the underlying process has been generating the regional productivity series for long enough prior to the observed period, so that the true initial-period conditions become negligible, or the initial-period disturbances are randomly distributed across regions. In both these cases, conditional mean-stationarity of the explanatory variables is not required to satisfy Eq. (3).
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In addition to providing a rigorous palliative for endogeneity bias, dynamic panel GMM estimation holds two further attractions. First, it is more robust to measurement error than cross-section regressions. Time-invariant additive measurement error is absorbed into region-specific effects, and through suitably long lags delineating the instrument sets for P dt (in firstdifferences and in levels), dynamic panel GMM remains consistent even in the presence of region-year specific (but serially uncorrelated) measurement error. Second, dynamic panel GMM remains consistent even if density (as well as other controls) is endogenous in the sense that E[D dt v ds ] ≠ 0 for s ≤ t, if the instrumental variables are sufficiently lagged. All explanatory variables are treated as potentially endogenous (i.e. instruments are lagged at least two periods), and we allow for temporary measurement error in the dependent variable (i.e. instruments for P d,t − 1 are lagged at least three periods).
In order to maximise efficiency, we employ the two-step estimator, and we correct the standard errors for the small-sample bias of the two-step estimator applying the correction suggested by Windmeijer (2005) . The maximum number of lags of the instrument sets is constrained in some specifications so as to avoid overfitting.
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In view of the importance of our instrumentation strategy, we need to think carefully about instrument validity. We report Sargan tests and Difference Sargan tests for all regressions, to test for overidentifying restrictions (Blundell and Bond, 1998) . Loosely speaking, these tests are to ascertain that the instruments are not "too strong" and thus themselves subject to the endogenous variation of the respective regressors.
No corresponding test exists to check whether the instruments are too weak and thus unreliable predictors of the endogenous regressors. Bun and Windmeijer (2007) show that, due to weak instruments, the SYS-GMM estimator, just like DIFF-GMM, may indeed suffer from small-sample bias, although they confirm that SYS-GMM generally suffers from considerably smaller bias than DIFF-GMM. Their Monte-Carlo experiments suggest that the bias for SYS-GMM coefficient estimates is particularly small when the variance of ε d is equal to the variance of v dt . Inspection of our regression residuals shows that the between-variance is indeed of roughly similar magnitude to the within-variance. This offers a degree of confidence in our results despite the lack of a formal weak-instrument test for SYS-GMM estimation. An additional empirical check for small-sample bias, suggested by Bond et al. (2001), is to compare estimated panel GMM autoregressive parameters θ with the empirical bounds implied by the corresponding estimates from OLS (known to be biased upwards) and from simple fixed-effects panel regression (known to be biased downwards). We comment on this bounds test in the results section. Finally, it would be reassuring to observe that first differences of density are predicted statistically significantly by lagged levels of density, and vice-versa, even though this does not amount to a formal instrument validity test (Bun and Windmeijer, 2007) . Running OLS equivalents of the regressions implied by the SYS-GMM procedure, we indeed find such relations. In a regression of density on three lags of first-differenced density and first-differenced productivity, plus period and country dummies, we find that the lagged first-differenced variables are jointly significant with a p-value below 1%. Conversely, three lags of density and productivity in levels are jointly significant predictors of first-differenced density with a p-value below 0.01%. Levels and first differences of our variable of interest are thus statistically significantly related across time periods, as required by the "internal" instrumentation strategy implied by dynamic panel GMM estimation.
Data
We use a panel of European regional data from Cambridge Econometrics (CE).
8 This data set covers up to 245 NUTS-2 regions of 20 Western and Eastern European countries, spanning the period 1980-2003 (1990-2003 for Eastern European countries).
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Employment and gross value added are reported for ten broad sectors: Agriculture, Construction, Manufacturing and Energy, Wholesale and Retail Services, Hotels and Restaurants, Transport and Communication Services, Financial Services, Other Market Services, and Non-Market Services. Following Ciccone (2002), we do not estimate effects on productivity in Agriculture and NonMarket Services, as the market-based model underlying our research evidently is not applicable to these sectors. In line with previous empirical work, our main focus will be on Manufacturing and on Financial Services, as these appear a priori as the sectors that are least dependent on the location of exogenous endowments and thus most susceptible to the agglomeration forces identified in economic geography models. Summary statistics are provided in Table 1 . Our sample regions on average contain some 500,000 employed residents and cover 16,000 km2. It is not surprising that the dispersion across regions is much higher for employment density than for labour productivity (the coefficients of variation being 3.36 and 0.44 respectively). This reflects, on the one hand, the spatially concentrated nature of human settlement and economic activity, which implies large differences in regional densities, and, on the other hand, market forces that push towards equalisation of labour productivity via factor mobility and technology diffusion.
It is striking, though, that in spite of the relatively high degree of economic integration among European regions, considerable differences in labour productivity persist. Workers in the most productive sample region (Groningen, Netherlands) were more than 12 times as productive as workers in the least productive region (Eastern Slovakia). Cross-country comparisons of labour productivity may be affected by differences in national statistical practices and by the vagaries of currency conversion. Table 1 therefore summarises intra-national productivity differentials in the six largest sample countries. We observe substantial productivity differentials even within countries, the ratio of productivities between the most and the least productive region ranging from 1.3 (Poland) to 1.8 (UK).
Matching panel data on human or physical capital do not exist. Our main results therefore rely on the assumption that periodregion idiosyncratic changes in density are uncorrelated with contemporaneous period-region idiosyncratic changes in human 8 The CE data base is based on Eurostat's Regio data and then completed using national sources of information as well as some interpolations using constraints coming from aggregate nation, region and sector shares. For the variables used in this paper, bilateral correlations between published Regio data and the corresponding CE values are never below 0.96. 9 The 20 sample countries are: Austria, Belgium, Czech Republic, Denmark, Finland, France, Germany, Greece, Hungary, Ireland, Italy, Netherlands, Norway, Poland, Portugal, Slovakia, Spain, Sweden, Switzerland, and United Kingdom. Island regions are excluded from the sample. capital and prices. We can, however, draw on a cross section of human-capital data, based on the 1994 European Community Household Panel. This provides us with measures of the percentage of residents with different maximum levels of completed education (primary, secondary and tertiary). Table 1 shows that, in the average sample region, 45% of the population have completed their secondary education while 17% have attained a tertiary qualification. This variable too exhibits considerable variation across Europe. For example, the share of residents with tertiary education is 39 times higher in Brussels than in the Algarve. All our panel variables are reported annually. In order to purge our estimation from short-run cyclical effects, we run all regressions on three-year averages of our data. This implies that we observe up to eight time periods, starting with 1980-82 and ending in 2001-03. Table 2 reports panel regressions for aggregate labour productivity. We first report pooled OLS and simple fixed-effects panel estimates in columns (a) and (b). As expected, regional productivity is a highly persistent variable, with estimated α lying between 0.73 (fixed effects) and 0.97 (OLS). 10 The two estimators imply diametrically opposite long-run effects of density: while the estimated elasticity is 11% with OLS, it turns strongly negative, to −57%, once fixed effects are included. It is well known, however, that both pooled OLS and fixed-effects estimation of an autoregressive panel model will be subject to serious biases in the estimation of all model parameters. Specifically, the OLS estimate of α will be biased upwards, while the corresponding fixedeffects estimate will be biased downwards. In large samples and given some weak assumptions, GMM estimates are free of such bias.
Results

Dynamic panel estimation: aggregate effects
We first apply the DIFF-GMM estimator (column (c)). The DIFF-GMM results suggest that density has a very large and negative long-run effect on regional labour productivity, the estimated elasticity being −80%. This is a stark result that runs counter to virtually all existing comparable evidence. Should we believe it? An obvious cause for caution is the fact that this estimate is very imprecisely measured and not statistically significantly smaller than zero. One must furthermore consider Blundell and Bond's (1998) result whereby DIFF-GMM can suffer from substantial bias in autoregressive panel data with a high degree of persistence. Notes: Robust standard errors in brackets (for GMM: based on two-step Windmeijer finite sample adjustment). Fixed effects are not reported. GMM estimations based on country-year mean-differenced data. ⁎ significant at 10%; ⁎⁎ significant at 5%; ⁎⁎⁎ significant at 1%.
We indeed find that the estimated α in a DIFF-GMM specification, reported in column (c), is even lower than the (downwards biased) fixed-effects estimate. Our results thus confirm prior small-sample findings based on highly persistent panel data, indicating that the DIFF-GMM estimator is unreliable in such contexts (see e.g. Bond et al., 2001 ). The SYS-GMM results of column (d) can a priori be considered superior to the DIFF-GMM estimates. It is reassuring, then, to find that the estimated α from SYS-GMM, reported in column (d) lies between the fixed-effects (known to be downward biased) and the OLS estimates (known to be upward biased), thus passing the "bounds test" of small-sample bias. Furthermore, the standard diagnostic tests suggest no misspecification problems.
11 The SYS-GMM estimate of the long-run density effect is statistically significantly positive. The DIFF-GMM results are thus overturned. Moreover, with a point estimate of 13%, we find agglomeration effects that are in fact even larger than prior estimates, although the latter lie well within the 95-percent confidence interval.
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In column (e), we control for regions' aggregate employment, as suggested by Harris and Ioannides (2005) , who point out that proximity effects are determined by both the size of a region and its average density.
13 All diagnostics again look satisfactory. Our main result is not affected: regional density retains a statistically significantly positive effect, with an estimated elasticity of 13%. In addition, we find that the effect of region size is significantly positive and of very similar magnitude to the density effect. Our results based on aggregate data thus confirm the qualitative findings of prior studies. Previous estimates of agglomeration effects in European regions may in fact have been rather conservative.
Our specification also offers insight on the dynamics of density effects. In terms of the nature of intertemporal variation, some of our evidence supports a partial-adjustment model (where we cannot reject the restriction that the coefficients on the lagged independent variables are zero), but support is also found for a contemporaneous model with autocorrelated stochastic shocks (where we cannot reject the common factor restrictions). Irrespective of the estimator chosen, however, the contemporaneous impact is always negative while the coefficient on lagged density is positive. In specifications that support the partial-adjustment model (e.g. column (e) of Table 2 ), this suggests, quite plausibly, that positive productivity effects of density take time to materialise, the delay being three years or more. In other words, the results imply that congestion effects appear faster than agglomeration effects, such that net positive productivity effects of increases in density only materialise after some four to six years.
Dynamic panel estimation: sector-level effects
Manufacturing and financial services
Our data allow us to estimate agglomeration effects at the sector level. The available sectoral classification, however, is rather crude. Of the ten sectors that are distinguished in the European regional data, only two look like strong candidates for agglomeration-induced productivity effects: Manufacturing and Financial Services. The remaining sectors are either strongly tied to exogenous endowments (Hotels and Restaurants, Transport and Communication Services), "derived" activities tied to the location of other sectors (Construction, Wholesale and Retail Services, Hotels and Restaurants, Transport and Communication Services), subject to strong government interference (Transport and Communication Services), or difficult to interpret (Other Market Services). Our main focus is therefore on the two sectors Manufacturing and Financial Services. 14 We now concentrate on SYS-GMM estimation, which, in our context, is superior to DIFF-GMM due to likely weak-instrument problems affecting the latter and based on our regression results for aggregate effects. Sector-level estimations allow us to estimate the impact of own-sector density (localisation effect) separately from that of the density of other sectors (urbanisation effect). Table 3 reports the relevant regression results for different possible permutations of right-hand-side variables. For Manufacturing, only the full specification (column (a)) yields satisfactory diagnostic statistics, the parsimonious equations (columns (b)-(d)) all failing the AR(2) test. The results suggest that own-sector density affects manufacturing productivity negatively, with an implied long-run elasticity of up to −20% (although this coefficient is not statistically significant). Congestion effects therefore would seem to dominate over own-sector agglomeration economies. In contrast, the effects of other-sector density and of region size are both estimated to be positive, with elasticities of up to 17 and 11% respectively. When we control for regions' aggregate employment, the positive effect of other-sector density is statistically significant. European manufacturing thus seems to exhibit negative net localisation effects and positive net urbanisation effects.
The right-side half of Table 3 reports corresponding results for Financial Services. Here, the diagnostics indicate specification problems for none of the four regressions. The implied long-run elasticities are exactly the reverse to those found for Manufacturing. Own-sector density has significantly positive effects, with an elasticity of up to 170%-the precisely measured coefficients, however, suggesting a more reasonable range of 23 to 26%. Conversely, other-sector density and region size both 11 The Hansen test for overidentifying restrictions, as well as the Difference Hansen test for the validity of the instruments used in SYS-GMM in addition to those used for DIFF-GMM, fail to reject the null hypothesis that the instruments are valid. The AR2 test fails to reject the null hypothesis of no second-order residual autocorrelation.
12 The 95-percent confidence interval for the estimated long-run density effect in the final specification of Table 2 (column e), for instance, is [0.012, 0.248]. 13 Additive size effects are also considered by Ciccone and Hall (1996) and Henderson (1997) . Note that inclusion of employment in the DIFF-GMM specification would imply perfect multicollinearity of the structural equation, and identification would come solely from the differences in instrument sets. This is why we do not report DIFF-GMM estimates of the specification that includes size effects. 14 We will refer to Manufacturing and Energy as Manufacturing, as Energy only accounts for a small fraction of the sector in employment terms.
reduce productivity, with implied elasticities of up to −155 and −17% respectively. 15 Financial services therefore appear to benefit from substantial localisation economies, but not from urbanisation economies. The story implied by these results is that manufacturing activities, while subject to internal dispersion forces, benefit from proximity to large markets; whereas financial services exhibit strong agglomeration forces while being less reliant on proximity to large markets in general. This simple pattern tallies with casual observation as well as with previous research. Based on Japanese data, Dekle and Eaton (1999) find that agglomeration economies are larger in financial services than in manufacturing, and that the spatial decay of agglomeration effects is considerably steeper in financial services than in manufacturing. Looking at employment growth in West Germany, Blien et al. (2006) conclude that localisation economies relatively stronger in financial services than in manufacturing, while urbanisation economies are stronger in manufacturing than in financial services. Using a very different dataset and estimation methodology, we can corroborate these prior results.
In terms of dynamics, we find that the common factor restrictions are frequently rejected, suggesting that a partial-adjustment model may be more appropriate than a model where intertemporal correlation derives solely from autocorrelated random shocks. Contemporaneous density effects again are consistently negative, while the positive effects only appear in the lagged density variables. We interpret this as evidence that the short-run dominance of congestion effects over agglomeration effects holds also at the sector level.
Other sectors
Although the relevance of agglomeration forces is less evident for the remaining market-oriented service sectors identified in our database, we report SYS-GMM estimates for them too, in Table 4 . For three of the five sectors, second-order residual autocorrelation casts doubt on the reliability of the estimates, with only the Wholesale and Retail and Hotel and Restaurant sectors producing satisfactory diagnostics. For these sectors, however, we find no statistically significant evidence of long-run effects from density or region size. 15 Collinearity of own-sector density with other-sector density likely explains the large magnitude of estimated effects in the specifications that include both those regressors. Notes: 1504 observations. Robust two-step standard errors based on Windmeijer finite sample correction in brackets. Estimations based on country-year meandifferenced data. ⁎ significant at 10%; ⁎⁎ significant at 5%; ⁎⁎⁎ significant at 1%.
Where we do find statistically significant own-sector density effects, they are negative (Construction, Transport and Communication, Other Market Services). Conversely, in the two cases of statistically significant cross-sector density effects (Transport and Communication, Other Market Services), these are positive. While we must treat these results with considerable caution, they do suggest that agglomeration effects tend to be stronger across sectors than within sectors, i.e. that urbanisation economies dominate localisation economies.
Robustness
We complement our baseline GMM estimations with three extensions. First, we consider the possibility that density effects "spill over" into neighbouring regions. Second, we explore the impact of reducing lag lengths. Finally, we run period-specific crosssection regressions to test for consistency with earlier work.
Neighbourhood and market potential effects
In Table 5 , we replicate the aggregate panel regressions reported in Table 2 with the addition of a control for output density in each region's neighbours or each region's market potential. Specifically, we add a variable representing the average output density of all contiguous neighbouring regions in columns (a) to (e). In specifications (f) and (g), we replace neighbour density by market potential, defined as
where GDP is 1998 regional GDP in purchasing-power-parity terms, and DIST d⁎d stands for the economic distance between regions d⁎ and d.
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In a nutshell, consideration of neighbourhood effects or market potential is of no substantive consequence to our results. The effects of neighbour-region density are generally statistically insignificant (except for the fixed-effects specification), 16 Drawing on the data set of Schürmann and Talaat (2000) , economic distances are represented by estimated road-freight travel times between regional capitals. Due to smaller regional coverage (mainly for Eastern European countries), controlling for market potential shrinks our number of observations by some 27%. For details, see Brülhart (2006 Notes: 1504 observations. Robust two-step standard errors based on Windmeijer finite sample correction in brackets. Estimations based on country-year meandifferenced data. ⁎ significant at 10%; ⁎⁎ significant at 5%; ⁎⁎⁎ significant at 1%. and the estimated coefficients on own-region density and size remain qualitatively unchanged, with long-run SYS-GMM elasticities estimated as 16% in the preferred specification (column (e) of Table 5 ). 17 When introducing market potential instead of neigbour-region density, the long-run density effect retains its magnitude, whereas market potential is not statistically significant. These results are not surprising, as the NUTS-2 regions of our dataset are rather large, with a median area of 10,000 km 2 . Ciccone (2002) found no significant effects of neighbour-region density even at the NUTS-3 level, with a median area of 1511 km 2 . Duranton and Overman (2005) , based on UK plant-level data, provide evidence that localisation effects predominantly occur at a small spatial scale, below 50 km. Our regions, therefore, are large enough for cross-region agglomeration economies to be unimportant (and certainly also too large to capture all effects from proximity).
Reducing lag lengths
In order to explore the relevance of considered lag lengths, we restrict our ADL(1,1) baseline model to an ADL(1,0) version, which features no lagged regressors bar the lagged dependent variable. These results are reported in Table 6 . Our results are strikingly similar to those found for the baseline model in Table 2 . SYS-GMM again passes the "bounds test", and the diagnostic statistics are satisfactory. Most importantly, we find a long-run effect of employment density lying in the range between 0.12 and 0.15 (the latter estimate obtaining when we do not control for employment). The 95-confidence intervals of both these estimates again include Ciccone's (2002) baseline estimate of 0.045. Table 1 replicates the sector-level results of Table 3 with inclusion of neighbourhood and market potential effects. Here too, this extension does not affect our results qualitatively. It is interesting to note, however, that the long-run effect of other-sector density (urbanisation economies) in manufacturing, while still positive, becomes statistically insignificant once neighbourhood effects are included. The majority of estimated long-run own-region effects in financial services, however, retain statistical significance, whereas market potential enters negatively. These results are again consistent with the findings of Dekle and Eaton (1999) , whereby the spatial decay of agglomeration economies is steeper in financial services than in manufacturing. 18 We also estimated ADL(1,2) and ADL (2,2) models and found our central findings to be substantively unaffected. These results can be obtained on request. Notes: Robust standard errors in brackets (for GMM: based on two-step Windmeijer finite sample adjustment). Fixed effects are not reported. GMM estimations based on country-year mean-differenced data. ⁎ significant at 10%; ⁎⁎ significant at 5%; ⁎⁎⁎ significant at 1%.
Cross-section estimation
As a check on data reliability and comparability with earlier work, we estimate the relationship between regional density and regional productivity in cross sections of time-averaged data with country fixed effects. This approach also allows us to assess the change over time of agglomeration effects. Following Ciccone (2002), we estimate the model alternatively using OLS and two-stage least squares (2SLS) with regional land area as the instrument for density. Table 7 reports OLS and 2SLS results based on the aggregated data for four of our seven sample periods:
• 1980-82, the first period in our sample,
• 1986-88, the period that coincides with the data used by Ciccone (2002) ,
• 1992-94, the period for which we have human capital data, and • 2001-03, the last period in our sample.
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Data on Eastern European regions are included in all post-1990 periods, but for consistency of the series we also report results based solely on Western European regions for those periods. The first-stage F statistics on the identifying instrumental variables in the 2SLS estimations are all large enough to suggest that we do not have weak instrument problems. The human capital variables have the expected positive effects on labour productivity. Yet, their inclusion has virtually no impact on the estimated coefficients on regional density, which can be taken as an indication that the absence of this control in our baseline estimations may not be critical. 20 We retain four major findings.
1. Agglomeration effects are increasing over time. The coefficient on employment density rises over time, both in the OLS and in the 2SLS regressions. If, for comparability, we consider only the results based on Western European regions, we find the following point estimates. With OLS, the estimated elasticity rises from 3.2% in 1980-82 to 5.7% in 2001-03; and with 2SLS, the elasticity rises from 0.9% to 4.5%. 2. Instrumenting for employment density always lowers the corresponding point estimate. This is consistent with the assumption that OLS estimates are biased upwards due to simultaneity problems. 3. Inclusion of Eastern European regions systematically raises the estimated density coefficient. Agglomeration effects therefore appear to be particularly strong in the EU's new member states. This may in part reflect a concentration of productive activities in those countries' capital regions, as a legacy of central planning (Brülhart and Koenig, 2006) . 4. In spite of the difference in data coverage, our results turn out to be very similar to those obtained by Ciccone (2002) .
In 1986-88, Ciccone's time period for which, however, we have no human-capital data, our estimated density effect is some 4%. In 1992-94, when we control for education attainment, we find estimates ranging from 1.0 to 5.6%. When we Table 6 , which are based on the same region sample, once with and once without inclusion of educational controls.
exactly replicate Ciccone's (2002 , Table 1 ) specification by estimating country-specific coefficients on the human-human capital variables, our estimated agglomeration effects are somewhat lower than those in Ciccone. For example, our 2SLS estimated elasticity of 1.0% compares to an effect of 4.6% estimated by Ciccone. The fact that our GMM results imply even stronger density effects than those found by Ciccone is therefore unlikely to be due to the difference in data sources and coverage.
Conclusions
Ciccone and Hall (1996) and Ciccone (2002) have discovered, for the United States and the European Union respectively, that the elasticity of regional productivity with respect to regional density can be estimated with remarkable robustness as around 5%. These estimates have found widespread acceptance as evidence in favour of positive agglomeration economies.
The major methodological challenge faced by this type of analysis is that causality could run from productivity to density. If the impact of such reverse causality were limited in time, existing instrumentation techniques would be sufficient. One cannot, however, a priori exclude the possibility of permanent locational features that favour productivity and thus density. We therefore re-examine the relationship between density and productivity using a panel of sector data for European regions, employing dynamic panel estimation methods to address the simultaneity problem inherent in this type of exercise. Panel estimation allows for the inclusion of region fixed effects, which capture all unobservable and time-invariant features that may drive both productivity and density. Panel data also allow us to track intertemporal patterns. Furthermore, we extend the analysis to the sector level, which allows us to evaluate the relative importance of own-sector and cross-sector density effects.
Despite the difference in data coverage and estimation techniques, our results confirm previous findings. There are significant productivity-boosting effects of aggregate economic density. Our baseline estimated elasticity is 13%, i.e. considerably higher still than that estimated by Ciccone (2002) . Ciccone's point estimate, however, lies within the 95-percent confidence interval of ours. We also find, based on repeated cross-section regressions, that the strength of these effects has increased over time. At sector level, cross-sector effects (urbanisation economies) are mostly positive, whereas own-sector effects (localisation economies) are mostly negative, suggesting congestion diseconomies. The exception is financial services, for which we find strong positive productivity effects from own-sector density. Positive agglomeration effects take time to materialise: our estimates suggest that subsequent to an increase in density, congestion diseconomies dominate in the short run (meaning at least an initial 3-year interval), but that positive productivity effects appear in the long run. The price to pay for broad coverage across Europe is that our data are rather aggregated in regional terms. There exists strong evidence that agglomeration economies operate at relatively small spatial scale, and we must assume that most small-scale proximity effects are imperfectly captured by our analysis. In that sense, even our results probably constitute rather conservative estimates of the full economic benefits of co-location. Notes: 1096 observations. Robust two-step standard errors based on Windmeijer finite sample correction in brackets. Estimations based on country-year meandifferenced data. ⁎ significant at 10%; ⁎⁎ significant at 5%; ⁎⁎⁎ significant at 1%. 
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