Abstract. The adaptive noise mechanism was introduced in N ovelty+ to automatically adapt noise settings during the search [4] . The local search algorithm G 2 W SAT deterministically exploits promising decreasing variables to reduce randomness and consequently the dependence on noise parameters. In this paper, we first integrate the adaptive noise mechanism in G 2 W SAT to obtain an algorithm adaptG 2 W SAT , whose performance suggests that the deterministic exploitation of promising decreasing variables cooperates well with this mechanism. Then, we propose an approach that uses look-ahead for promising decreasing variables to further reinforce this cooperation. 
Introduction
The performance of a W alksat family algorithm crucially depends on noise p and sometimes wp (random walk probability) or dp (diversification probability). For example, it is reported in [9] that running R-N ovelty [9] with p = 0.4 instead of p = 0.6 degrades its performance by more than 50% for random 3-SAT instances. However, to find the optimal noise settings for each heuristic, extensive experiments on various values of p and sometimes wp or dp are needed because the optimal noise settings vary widely and depend on the types and sizes of the instances.
To avoid manual noise tuning, two approaches were proposed. Auto-W alksat [10] exploits the invariants observed in [9] to estimate the optimal noise settings for an algorithm on a given problem, based on several preliminary unsuccessful runs of the algorithm on this problem. This algorithm then rigorously applies the estimated optimal noise setting to the problem. The adaptive noise mechanism [4] was introduced in N ovelty+ [3] to automatically adapt noise settings during the search, yielding the algorithm adaptN ovelty+. This algorithm does not need any manual noise tuning and is effective for a broad range of problems.
One way to diminish the dependence of problem solving on noise settings is to reduce randomness in local search. The local search algorithm G 2 W SAT deterministically selects the best promising decreasing variable to flip, if such variables exist [5] . Nevertheless, the performance of G 2 W SAT still depends on static noise settings, since when there is no promising decreasing variable, a heuristic, such as N ovelty++, is used to select a variable to flip, depending on two probabilities, p and dp. Furthermore, G 2 W SAT does not favor those flips that will generate promising decreasing variables to minimize its dependence on noise settings.
In this paper, we first incorporate the adaptive noise mechanism of adaptN ovelty+ in G 2 W SAT to obtain an algorithm adaptG 2 W SAT . Experimental results suggest that the deterministic exploitation of promising decreasing variables in adaptG 2 W SAT enhances this mechanism. Then, we integrate a look-ahead approach in adaptG 2 Given a CNF formula F and an assignment A, the objective function that local search for SAT attempts to minimize is usually the total number of unsatisfied clauses in F under A. Let x be a variable. The break of x, break(x), is the number of clauses in F that are currently satisfied but will be unsatisfied if x is flipped. The make of x, make(x), is the number of clauses in F that are currently unsatisfied but will be satisfied if x is flipped. The score of x with respect to A, score A (x), is the improvement of the objective function if x is flipped. The score of x should be the difference between make(x) and break(x). We write score A (x) as score(x) if A is clear from the context.
Heuristics N ovelty [9] and N ovelty++ [5] select a variable to flip from a randomly selected unsatisfied clause c as follows.
N ovelty(p):
Sort the variables in c by their scores, breaking ties in favor of the least recently flipped variable. Consider the best and second best variables from the sorted variables. If the best variable is not the most recently flipped one in c, then pick it. Otherwise, with probability p, pick the second best variable, and with probability 1-p, pick the best variable. N ovelty++(p, dp): With probability dp (diversification probability), pick the least recently flipped variable in c, and with probability 1-dp, do as N ovelty.
Given a CNF formula F and an assignment A, a variable x is said to be decreasing with respect to A if score A (x) > 0. Promising decreasing variables are defined in [5] as follows:
1. Before any flip, i.e., when A is an initial random assignment, all decreasing variables with respect to A are promising. 2. Let x and y be two different variables and x be not decreasing with respect to A. If, after y is flipped, x becomes decreasing with respect to the new assignment, then x is a promising decreasing variable with respect to the new assignment. 3. A promising decreasing variable remains promising with respect to subsequent assignments in local search until it is no longer decreasing. [5] deterministically picks the promising decreasing variable with the highest score to flip, if such variables exist. If there is no promising decreasing variable, G 2 W SAT uses a heuristic, such as N ovelty [9] , N ovelty+ [3] , or N ovelty++ [5] , to pick a variable to flip from a randomly selected unsatisfied clause.
Promising decreasing variables might be considered as the opposite of tabu variables defined in [8, 9] ; the flips of tabu variables are refused in a number of subsequent steps. Promising decreasing variables are chosen to flip since they probably allow local search to explore new promising regions in the search space, while tabu variables are forbidden since they probably make local search repeat or cancel earlier moves.
Algorithm adaptG 2 W SAT
The adaptive noise mechanism [4] in adaptN ovelty+ can be described as follows. At the beginning of a run, noise p is set to 0. Then, if no improvement in the objective function value has been observed over the last θ × m search steps, where m is the number of the clauses of the input formula, and θ is a parameter whose default value in adaptN ovelty+ is 1/6, noise p is increased by p : We evaluate the performance of the adaptive noise mechanism for adaptG 2 W SAT on 9 groups of benchmark SAT problems. 3 Structured problems come from the SATLIB repository 4 and Miroslav Velev's SAT Benchmarks. 5 These structured problems include bw large.c and bw large.d in Blocksworld, 3bit*31, 3bit*32, e0ddr2*1, e0ddr2*4, enddr2*1, enddr2*8, ewddr2*1, and ewddr2*8 in Beijing, the first 5 instances in Flat200-479, logistics.c and logistics.d in logistics, par16-1, par16-2, par16-3, par16-4, and par16-5 in parity, the 10 satisfiable instances in QG, and all satisfiable formulas in Superscalar Suite 1.0a (SSS.1.0a) except for *bug54. 6 Since these 10 QG instances contain unit clauses, we simplify them using my compact 7 before running every algorithm. Random problems consist of unif04-52, unif04-62, unif04-65, unif04-80, unif04-83, unif04-86, unif04-91, and unif04-99, from the random category in the SAT 2004 competition benchmark. Table 1 shows the performances of adaptG 2 W SAT and G 2 W SAT , both using heuristic N ovelty+, compared with those of adaptN ovelty+ and N ovelty+. This table presents the results of these algorithms for only one instance from each group. The random walk probability (wp) is not adjusted and takes the default value 0.01 for the original N ovelty+, in each algorithm for each instance. G 2 W SAT (version 2005) is downloaded from http://www.laria.u-picardie.fr/˜cli. N ovelty+ and adaptN ovelty+ are from U BCSAT [13] . The static noise p of G 2 W SAT is approximately optimal for G 2 W SAT on each instance, and is obtained by comparing p = 0.10, 0.11, ..., 0.89, and 0.90 for each instance. The static noise p of N ovelty+ is different from that of G 2 W SAT because N ovelty+ with its own noise p can perform better than N ovelty+ with the noise p of G 2 W SAT . Each instance is executed 250 times. The 3 All experiments reported in this paper are conducted in Chorus, which consists of 2 dual processor master nodes (Sun V65) with hyperthreading enabled and 80 dual processor compute nodes (Sun V60). Each compute node has two 2.8GHz Intel Xeon processors with 2 to 3 Gigabytes of memory. 4 http://www.satlib.org/ 5 http://www.ece.cmu.edu/∼mvelev/sat benchmarks.html 6 The instance *bug54 is hard for every algorithm discussed in this paper. 7 success rate of an algorithm for an instance is the number of successful runs divided by 250, and the success rate is intended to be the empirical probability with which the algorithm finds a solution for the instance within the cutoff. For each algorithm on each instance, we report the cutoff ("cutoff") and success rate ("suc"). Let sr be the success rate of G 2 W SAT or N ovelty+ with static noise for an instance, and ar the success rate of adaptG 2 W SAT or adaptN ovelty+ for the same instance. For each instance, we also report the degradation ("suc degr") in success rate of adaptG 2 W SAT , ((srar)/sr)*100, compared with that of G 2 W SAT , and the degradation ("suc degr") in success rate of adaptN ovelty+, ((sr-ar)/sr)*100, compared with that of N ovelty+.
According to Table 1 , without manual noise tuning, adaptG 2 W SAT and adaptN ovelty+, with the adaptive noise mechanism, achieve good performances, θ and φ taking the same fixed values for all problems. Nevertheless, with instance specific noise settings, G 2 W SAT and N ovelty+ achieve success rates the same as or higher than adaptG 2 W SAT and adaptN ovelty+, respectively, for all instances. For all instances except for qg5-11, the degradation in success rate of adaptG 2 W SAT compared with that of G 2 W SAT is lower than the degradation in success rate of adaptN ovelty+ compared with that of N ovelty+. Especially, for bw large.d, ewddr2*8, par16-1, and *bug17, the degradation in success rate of adaptG 2 W SAT compared with that of G 2 W SAT is significantly lower than the degradation in success rate of adaptN ovelty+ compared with that of N ovelty+.
In Table 1 2 W SAT compared with that of G 2 W SAT is lower than the degradation in performance of adaptN ovelty+ compared with that of N ovelty+. This observation suggests that the deterministic exploitation of promising decreasing variables enhances the adaptive noise mechanism. We then expect that better exploitation of promising decreasing variables will further enhance this mechanism.
3 Look-Ahead for Promising Decreasing Variables
Promising Score of a Variable
Given a CNF formula F and an assignment A, let x be a variable, let B be obtained from A by flipping x, and let x be the best promising decreasing variable with respect to B. We define the promising score of x with respect to A as
where score A (x) is the score of x with respect to A and score B (x ) is the score of x with respect to B. 
otherwise if pscore(second)>=pscore(best) then y ← second else y ← best; 8:
if best is more recently flipped than second 10:
then if pscore(second)>=pscore(best) then y ← second else y ← best; 11:
else y ← best; 12: return y; 
Integrating Limited Look-Ahead in adaptG 2 W SAT
We improve adaptG 2 W SAT in two ways. The algorithm adaptG 2 W SAT maintains a stack, DecV ar, to store all promising decreasing variables in each step. When there are promising decreasing variables, the improved adaptG 2 W SAT chooses the least recently flipped promising decreasing variable among all promising decreasing variables in |DecV ar| to flip. Otherwise, the improved adaptG 2 W SAT selects a variable to flip from a randomly chosen unsatisfied clause c, using heuristic N ovelty+ P (see Fig. 1 ), which extends N ovelty+ [3] , to exploit limited look-ahead.
Let best and second denote the best and second best variables respectively, measured by the scores of variables in c. N ovelty+ P computes the promising scores for only best and second, only when best is more recently flipped than second (including the case in which best is the most recently flipped variable, where the computation is performed with probability 1 − p), in order to favor the less recently flipped second. In this case, score(second) < score(best). As is suggested by the success of HSAT [2] and N ovelty [9] , a less recently flipped variable is generally better if it can improve the objective function at least as well as a more recently flipped variable does. Accordingly, N ovelty+ P prefers second if second is less recently flipped than best and if pscore(second) ≥ pscore(best).
The improved adaptG 2 W SAT is called adaptG 2 W SAT P and is sketched in Fig.  2 . Note that wp (random walk probability) is also automatically adjusted and wp = p/10. The reason for adjusting wp this way is that, when noise needs to be high, local search should also be well randomized, and when low noise is sufficient, random walks are often not needed. The setting wp = p/10 comes from the fact that p = 0.5 and dp = 0.05 give the best results for random 3-SAT instances in G 2 W SAT .
Algorithm: adaptG 2 W SAT P (SAT-formula F)
1: for try=1 to Maxtries do 2: A← randomly generated truth assignment; p=0; wp=0; 3:
Store all decreasing variables in stack DecVar; 4:
for flip=1 to Maxsteps do 5:
if A satisfies F then return A; 6:
if |DecV ar| > 0 7:
y←the least recently flipped promising decreasing variable among 9:
all promising decreasing variables in |DecV ar|; 10:
c←randomly selected unsatisfied clause under A; 12: y ← N ovelty+ P (p, wp, c);
13:
A ← A with y flipped; 14:
Adapt p and wp; 15:
Delete variables that are no longer decreasing from DecVar; 16:
Push new decreasing variables into DecVar which are different from 17:
y and were not decreasing before y is flipped; 18: return Solution not found; We find that in adaptG 2 W SAT and adaptG 2 W SAT P , which use heuristics N ovelty++ and N ovelty+ P , respectively, θ = 1/5 and φ = 0.1 give slightly better results on the 9 groups of instances presented in Section 2.3 than θ = 1/6 and φ = 0.2, their original default values in adaptN ovelty+. So, in adaptG 2 W SAT P , θ = 1/5 and φ = 0.1.
In this paper, adaptG 2 W SAT P is improved in two ways, based on the preliminary adaptG 2 W SAT P described in the preliminary version of this paper [6, 7] . The first improvement is that, when promising decreasing variables exist, adaptG 2 W SAT P no longer computes the promising scores for the δ promising decreasing variables with higher scores in |DecV ar|, where δ is a parameter, but chooses the least recently flipped promising decreasing variable among all promising decreasing variables in |DecV ar| to flip. As a result, adaptG 2 W SAT P no longer needs parameter δ. The reasons for this first improvement are that, usually the scores of promising decreasing variables are close and so such variables can improve the objective function roughly the same, and that flipping the least recently flipped promising decreasing variable can increase the mobility and coverage [12] of a local search algorithm in the search space. The second improvement is that, when there is no promising decreasing variable, adaptG 2 W SAT P uses N ovelty+ P instead of N ovelty++ P [6, 7] , to select a variable to flip from a randomly chosen unsatisfied clause c. The difference between N ovelty+ P and N ovelty++ P is that, with wp (random walk probability), N ovelty+ P randomly chooses a variable to flip from c, but with dp (diversification probability), N ovelty++ P chooses a variable in c, whose flip will falsify the least recently satisfied clause. Considering that adaptG 2 W SAT P deterministically uses both promising decreasing variables and promising scores, adding a small amount of randomness 11 to the search may help find a solution.
Evaluation
We evaluate adaptG 2 W SAT P on the 9 groups of instances, or the 56 instances, presented in Section 2.3. For an instance and an algorithm, we report the median flip number ("#flips") and the median run time ("time") in seconds, for this algorithm to find a solution for this instance. Each instance is executed 250 times. If an algorithm can successfully find a solution for an instance in at least 126 runs, the median flip number and median run time are calculated based on these 250 runs. If an algorithm cannot achieve a success rate greater than 50% on an instance even if the cutoff is greater than or equal to the maximum value among the cutoffs of all other algorithms, the median flip number and median run time cannot be calculated; we use "> M axsteps" (greater than M axsteps) to denote the median flip number and use "n/a" to denote the median run time, where M axsteps is the cutoff for this algorithm on this instance. If the median flip number and median run time of G 2 W SAT with any noise settings for an instance cannot be calculated, we also use n/a to denote the optimal noise setting. Results in bold indicate the best performance for an instance. Table 2 , where adaptG 2 W SAT P uses 11 In general, wp ranges from 0% to 10%.
Comparison of Performances of adaptG
N ovelty+ P , and G 2 W SAT and adaptG 2 W SAT use N ovelty++, to pick a variable to flip, when there is no promising decreasing variable. On the instances that G 2 W SAT can solve in reasonable time, except for qg7-13, the performance of adaptG 2 W SAT P is comparable to that of G 2 W SAT with approximately optimal noise settings. Moreover, adaptG 2 W SAT P can solve 3bit*31, 3bit*32, *bug5, *bug38, *bug39, and *bug40, which are hard for G 2 W SAT with any static noise settings. More importantly, adaptG 2 W SAT P does not need any manual tuning of p and wp for each instance while G 2 W SAT needs manual tuning of p and dp for each instance. In other words, G 2 W SAT cannot achieve the performance shown in this table by using the same p and dp for the broad range of instances. Table 4 indicates that adaptG 2 W SAT P exhibits good performance on the 6 instances from SSS.1.0a while the preliminary adaptG 2 W SAT P has difficulty on 4 out of these 6.
Conclusion
We have found that the deterministic exploitation of promising decreasing variables can enhance the adaptive noise mechanism in local search for SAT, and thus integrated this adaptive noise mechanism in G 2 W SAT to obtain the algorithm adaptG 2 W SAT . We then have proposed a limited look-ahead approach to favor those flips generating promising decreasing variables to further improve the adaptive noise mechanism. The look-ahead approach is based on the promising scores of variables, meaning that after flipping a variable x, the score of the best promising decreasing variable should be added to the score of x to improve the objective function. The resulting algorithm is called adaptG 2 W SAT P . There are two new parameters in adaptG 2 W SAT P , θ and φ, which are from adaptN ovelty+ and are used to implement the adaptive noise mechanism. However, noise p and random walk probability wp are entirely automatically adapted. Our experimental results confirm that, like θ and φ in adaptN ovelty+, θ and φ in adaptG 2 W SAT P are substantially less sensitive to problem instances and problem types than are p and wp [4] , and our results also show that the same fixed default values of θ and φ allow adaptG 2 W SAT P to achieve good performances for a broad range of SAT problems. Moreover, our experimental results show that, without any manual noise or other parameter tuning, adaptG 2 W SAT P shows generally good performance, compared with G 2 W SAT with approximately optimal static noise settings, or is sometimes even better than G 2 W SAT , and that adaptG 2 W SAT P compares favorably with stateof-the-art algorithms such as R+adaptN ovelty+ and V W .
We plan to optimize the computation of promising scores, which actually is not incremental. In addition, the efficient implementation techniques of U BCSAT , the variable weight smoothing technique proposed in V W , and the preprocessing used in R+adaptN ovelty+ could be integrated into adaptG 2 W SAT P .
