This paper considers methods for audio display in a CAVE-type virtual reality theater, a 3 m cube with displays covering all six rigid faces. Headphones are possible since the user's headgear continuously measures ear positions, but loudspeakers are preferable since they enhance the sense of total immersion.
The technique of MLS measurement has also been proven to be vulnerable to the nonlinearity of measuring equipment, particularly loudspeakers [9] . Nonlinearities produce repeated distortion peaks in the time domain, which prevent the integrated energy of the impulse response from falling below −30 dB [10, 11] . A modification of MLS, the inverse repeated sequence (IRS), reduces the distortion caused by nonlinearities [12, 13, 14] . Other papers discuss the accuracy of the MLS method [15, 16] , its computational complexity [17, 18, 19, 20, 21] , and its application to a variety of system response measurements [22, 23, 24] .
Aoshima proposed the time-stretched pulses technique, based on the time expansion and compression of an impulsive signal [25] . The purpose of the time-stretched pulse signal is to increase the total energy of the excitation signal while keeping the frequency response flat.
Berkhous proposed a sine sweep as an excitation signal [26] . Farina and Ugolotti introduced a logarithmic sine sweep method using a different deconvolution method [27] . Farina's detailed method accurately derives an impulse response from the raw measurement by separating the linear and nonlinear components of the measured impulse response, where the strength of nonlinear distortion is measured by observing the harmonic distortion caused by nonlinearity of the system. Stan et al. compare four different room impulse response measurement techniques: pseudo-random noise (MLS and IRS), time-stretched pulses, and logarithmic sine sweep [11] . Since the randomized phase of psuedo-random sequences makes them immune to background noise, MLS and IRS techniques are preferred in noisy environments. However, parameter optimization is required for high SNR because of nonlinear distortion. Nevertheless, the achieved SNR is only 60.5 dB with an MLS order of 16 and single measurement.
Time-stretched pulses and sine sweep methods produce a higher SNR than the pseudo-random noise techniques, but they require a quiet environment. The SNR of the time-stretched pulses technique is 77 dB after precise calibration. The logarithmic sine sweep method has 80.1 dB SNR. The benefit of the sine sweep is that unlike the previous methods, it produces a high SNR without any calibration [11] .
Simulation of room impulse response
Simulations of room impulse responses fall into two categories: spatial mesh methods and ray acoustic methods.
Spatial mesh methods numerically solve the constituents of the acoustic wave equation, namely the equations of motion and continuity [28, 29] . In this method, sound pressure and velocity are computed at a finite number of points, usually mesh points in a cavity. The differential equations in the continuous domain are computed as difference equations in the discrete domain. This method can simulate diffraction effects, which ray acoustic methods cannot. Unfortunately, to compute an impulse response at a specific location of interest, the values of sound pressure and velocity must be computed over the entire mesh, because the solution at a specific point depends on those of the adjacent points.
Spatial mesh methods are thus far more computationally expensive than ray acoustic methods.
Ray acoustic methods assume that sound rays are emitted from the sound source, usually as a spherical wave. Ray paths are then traced using either image source or ray-tracing methods [4, 30] . The ray-tracing method considers a finite number of rays to be emitted from the sound source. These ray paths are traced and their trajectories summed at points of interest. Although it requires little computation, ray tracing is appropriate only for a rough estimate, e.g., to compute the first few reflections of the room impulse response.
In 1979 Allen and Berkley showed that the impulse response of a small rectangular room can be computed using a geometric "image source" method [4] . Their model creates an "image space" without walls, in which each echo is modeled as the direct sound from an image source outside the actual walls of the room. The first six image sources are reflections of the original source in the six walls of the room.
The next few image sources are created by reflecting the first six, and so on (Fig. 3) . At each reflection, the amplitude of the source is scaled by the wall's reflection coefficient.
The image source method requires more computation than ray tracing because it considers all possible reflected wavefronts. It can be extended from rectangular cavities to arbitrary polyhedra [31] .
In this case, some image sources may not contribute to the total impulse response. Such image sources are called hidden images. An algorithm is therefore needed to decide whether a given image source is hidden or not. Lee and Lee proposed a relatively efficient algorithm for the image source computation of impulse responses of arbitrarily shaped rooms [32] , but this method is still computationally expensive relative to the image source method for rectangular rooms. The image source method is efficient for a rectangular room because every image source contributes to the total impulse response (unless there are obstacles in the room), and also, because the locations of all image sources are analytically pre-computed due to symmetry.
In a rectangular room, the image sources can be indexed by integer coordinates l, m, and n, where (l, m, n) = (0, 0, 0) corresponds to the direct source, (1, 0, 0) corresponds to the first reflection in the positive x direction, and so on.
Given a room of size (L x , L y , L z ) with origin at the center and a source location (S x , S y , S z ), the image source location with indices (l, m, n) is:
Then the distance d lmn from the image source to the receiver at (R x , R y , R z ) is:
The impulse response predicted by the image source method is
where τ lmn = d lmn /c is the wave propagation time from the image source at (l, m, n) to the receiver, c is the speed of sound, and r is the reflection coefficient of the walls. Eq. (1) assumes that all surfaces have the same reflection coefficient, but relaxing this assumption is straightforward and computationally inexpensive.
Three-dimensional audio applications are usually considered in a rectagular cavity, a room; this paper considers only this special but common case, to justify use of the otherwise computationally expensive image source method for simulating the room impulse response.
Inversion of room impulse response
Given the room impulse response, a desired signal can be reproduced at points of interest if a valid inverse filter is first created from the impulse response. The dereverberation problem thus reduces to constructing such an inverse filter.
Since the purpose of inverting the room impulse response is to cancel reverberation at multiple points in a room, human ears for example, the frequency responses and inverse filters are formulated as a matrix of sequences. Let the term transfer function denote this matrix of frequency responses. 
Let X j (z) andX j (z) denote the Z-transforms of the desired and actual control point signals respectively. The inverse transfer function H(z) has as element H ij (z), the impulse response from the
We want to find H ij (z) so thatX j (z) is as similar as possible to X j (z). If the impulse responses are non-minimum phase, the inverse filter has poles outside the unit circle.
In this case, we can make the inverse filter either stable but noncausal (the region of convergence includes the unit circle) or causal but unstable (the region of convergence does not include the unit circle), but not both stable and causal. Therefore, the exact inverse filter of a square transfer function matrix is only realizable for minimum phase transfer functions.
Neely and Allen found that the impulse response of a small room is minimum phase only for reflection coefficients below approximately 0.37 [5] . The impulse response of a small room is rarely minimum phase, and therefore the stable inverse filterĜ(e jω ) −1 of a square matrixĜ(e jω ) is usually noncausal in practice. Recall that a non-minimum phase square transfer function has a stable but noncausal inverse H(e jω ).
A causal, stable semi-inverse may be constructed by applying a time shift D:
and then truncatingh[n] by zeroing the tail at n < 0:
This creates a stable and causal approximationĥ[n] of the exact inverse filter. The time shift D is called modeling delay.
The inverse transfer function H can be computed by sampling the spectrum ofĜ using an FFT, and inverting the matrix at each frequency bin. Sampling the frequency-domain transfer function causes aliasing in the time domain. This "wrap-around effect" is eliminated by time-shifting h[n] by e −jωD , which is the same as the modeling delay described previously.
Merely inverting the sampled FFT matrixĜ yields a poor estimate of H because of singularities related to the non-minimum phase character ofĜ (zeros ofĜ tend to be very close to the unit circle). A better estimate can be computed by using a regularized inversion formula [3] , in which a small constant β is added to each eigenvalue of G before inversion:
whereĜ T is the Hermitian transpose ofĜ.
After computing H(e jω ) using Eq. (4), Eqs. (2) and ( 
Methods
This section describes the design and validation of an open-loop room response inversion algorithm. 
Room response measurement
Because of the deficiencies described in Section 2.1, few papers in recent decades describe impulse response measurement techniques using impulse-like excitation signals. For the application considered in this paper, impulse-like signals have important advantages. Measurement techniques were therefore developed to minimize their disadvantages.
Motivation for the use of starter pistol as an impulse
Using a starter pistol for room response measurement has three advantages over non-impulse signals using loudspeakers. First, measured response need not be deconvolved into an impulse response because it is already qualitatively similar to the room impulse response. Second, the SNR is very high because the starter pistol exceeds 140 dB SPL at 2 m [34] . For a typical background noise level of 50 dB SPL, the SNR is 90 dB. In comparison, the MLS method with order 16 and no repetition has only 60.5 dB SNR after parameter optimization and compensation for nonlinearities [11] . Therefore, inadequate signal energy is not an issue for a starter pistol. Third, a starter pistol blast approximates a point source more closely than any other excitation method considered. This is good for comparing the measured impulse response with the simulation from the image source method because the latter assumes a point source. ISO 3382 specifies a peak SPL at least 45 dB above the background noise in the frequency range of interest [7] . Even for a noisy 70 dB SPL environment, the SNR of a starter pistol shot exceeds 45 dB for the frequency range 280 Hz to 11 kHz, and 30 dB for 110 Hz to 20.5 kHz (Fig. 1) .
According to the excitation signal requirements described in Sec. 2.1, the starter pistol still lacks repeatability and omnidirectionality. To use it for room response measurement, experimental methods must be developed to control these two deficiencies.
Transfer function measurement methods
Our experiment measures the room impulse response of a 2 m plywood-walled cube. The cube contains only a microphone and starter pistol; all other measuring equipment is located outside to avoid any disturbance caused by obstacles inside the cube. The starter pistol is mounted on the end of a sturdy pipe and triggered from outside the cube by pulling a cable.
There are two different starter pistol and microphone positions, resulting in a 2 × 2 matrix transfer Since waveforms of individual pistol shots are not identical (Fig. 2) , we average multiple measurements at the same location. This repetition has two benefits. First, we can assume that the averaged impulse response is due to the averaged excitation. This reduces measurement irregularity, improving repeatability. Second, SNR improves because the background noise can be assumed to be independent of room impulse response.
Like any excitation signal, a starter pistol blast is directional. This variation of signal with respect to angle we label Gun-Related Transfer Fuction (GRTF). Figure 6 shows the first 1.5 ms of each GRTF. Figure 7 shows the directional pattern computed from the energy at each angle.
To measure the response of the room to an omnidirectional source, the position of the starter pistol is fixed and the barrel is rotated to positions 30
• apart, where 0 • is directly toward the microphone, averaging five impulse responses at each angle. The experiment uses 12 rotation angles, so a total of 60 shots determine the room impulse response from one point to another point. • C, 37.5%) [35] .
Room response simulations were evaluated using three metrics: local mean-squared error (described here), global and local dereverberation ratios (described in the next section), and remainder reverberation time (described in the next section). Mean-squared error measures time-domain similarity, i.e., how alike the amplitude-versus-time graphs of the two responses look. For an M sample interval starting at the k th sample, this error is expressed as For an actual room response G orig (z) and an excitation signal spectrum S(z), the measured room response is G(z) = S(z)G orig (z). When the excitation signal is a starter pistol, S(z) may be measured by recording the pistol impulse response s(t) in an anechoic chamber; when the excitation signal is pseudonoise or a sine sweep, S(z) must be computed by multiplying the theoretical pseudo-noise spectrum with the loudspeaker frequency response. Pseudo-noise room response measurement techniques may then compare G(z)S(z) −1 , the source-corrected room response, withĜ(z), the simulated room response.
When S(z) is the spectrum of a starter pistol, however, S(z) −1 has undesirable properties (it is highpass, noncausal, and nearly singular), so the "source-corrected" room response g(t) * s(t) −1 is difficult to evaluate visually. Conversely, because s(t) is impulse-like, visual comparison of the measured response g(t) withĝ(t) * s(t) (the measured excitation filtered by simulated response) is natural and meaningful. Figure 9 compares the first 20 ms of two impulse responses from starter pistol position 2 to microphone position 1 (see Fig. 8 and table 1 ). The upper plot shows g(t), the average of the 60 measured impulse responses. The lower plot isĝ(t) * s(t), whereĝ(t) is computed using the image source method. The very close match between these two impulse responses validates both the image source method and the angle-averaged pistol measurement.
The simulation preserves the peak locations closely even after 100 ms (Fig. 10 ), but the visual similarity of the signals is not as great as during the first 20 ms (Fig. 9 ).
The increasing dissimilarity between g(t) andĝ(t) * s(t) as t increases is quantified by a gradual increase in the local mean-squared error of the simulation, computed using Eq. (5) with intervals of 20 and 100 ms (Fig. 11 ). This time-dependent dissimilarity may be explained by considering the accumulated effect on g(t) of frequency-dependent wall reflections and air propagation filtering.ĝ(t)
is computed using the time-domain image source method, which does not model frequency-dependent wall reflections and air propagation. Figure 12 shows the filtering effect of wall reflections on the spectrum of a single acoustic ray.
After only one reflection, frequencies below 10 Hz are attenuated 20 dB relative to frequencies above 100 Hz [36] . After ten reflections (70 to 100 ms), frequencies below 100 Hz are effectively zeroed. Figure 13 shows the filtering effect of propagation through air at 20
• C and 30% relative humidity [37] .
After 34.3 m (100 ms), spectral components at 10 kHz are attenuated about 8 dB. The attenuation due to wall reflections and air propagation is enormous even after 100 ms.
Room response inversion
Room responses simulated using the image source method are next inverted using the method of regularized inversion with modeling delay [3] . Experiments indicate that effective inversion requires β > 0, but that the exact value of β in the range 10 −4 ≤ β ≤ 1 has little effect on inversion performance. L = 2, M = 2 using the geometry shown in Fig. 8 and table 1.
Evaluation of room impulse response inversion
Room response inversion can eliminate the perceptual "signature" of a room by attenuating early echoes;
it can also reduce long-term reverberant energy.
The early echoes should be well suppressed because they characterize the perceived geometry of the room. The later portion of the room response is related more to wall material and room size than to specific room geometry.
Assuming that the desired signal x(t) at a certain location is an impulse, the outputx(t) at that location needs to be as close to an impulse as possible: it should contain as little energy as possible at time t = 0. The output is expressed asX = GĤX where G is a measured impulse response andĤ is the approximate inverse filter created from the simulationĜ using Eqs. (2), (3), and (4). The time-domain expression of the output isx
or, for matrix inversion experiments,
To claim that the inverse filter dereverberates the room impulse response, for an input x(t) = δ(t), the filtered outputx(t) =ĥ(t) * g(t) should be similar to a delayed impulse,x(t) ≈ δ(t − D). The success of dereverberation may be measured by computing the residual energy in the signalx(t) at times |t − D| > T min , for some small value of T min . The residual energy inx(t) is computed as
"Early echoes" may be defined to be causal or noncausal echoes within a time window |t − D| < T . The residual energy within T seconds is computed as
The efficacy of the dereverberation is described by the "dereverberation ratio" (DR): the ratio of the original room response energy T T min g 2 (t) to the residual energy, thus, DR(∞) = 10 log 10
For the outputx(t) to have less energy than the measured impulse response g(t), both decibel ratios should be positive. They can therefore be used to evaluate and optimize the simulation and inversion of the room impulse responses.
Simulation and inversion can also be evaluated using the remainder reverberation time T L , defined implicitly as
The remainder reverberation times T 10 , T 20 , and T 60 of both measured and dereverberated outputs will be compared. The reference for the remainder reverberation time is the integrated energy of the measured room impulse response g(t). 
Optimization of the window for for impulse response inversion
An inverse filter created using a complete 1.5 second simulation of the room response fails: the energy of the dereverberated output exceeds the energy of the measured impulse response.
The mean-squared error with respect to time (E ms ) indicates that the accuracy of the image source simulation decreases with time (Fig. 11) . This suggests that the dereverberation ratio may improve by applying a tapering window, such as an exponential with time constant τ : g(t) = e −t/τĝ (t) Figure 14 shows the dereverberation ratios DR(∞) and DR(100 ms) for both scalar and matrix inversion, usingg(t) instead ofĝ(t) in order to create the inverse filter, with values of τ = 0.01, 0.02, 0.04, 0.08, 0.16, 0.32, and 0.64 s.
According to the dereverberation ratios depicted above, τ = 0.06 s is close to optimal.
Results
Two measures are used to discuss the inversion results. First, the total and the early dereverberation ratios DR(∞) and DR(T ) are compared. Second, the remainder reverberation times T 10 , T 20 , and T 60 
Optimization of absorption coefficient
When all interior surfaces of the room are covered with the same material and the reverberation time is known, average Sabine absorptivityā is given directly by Sabine's formulā
where V and S are the volume and the surface area of the room respectively [36] .
The measured T 60 of the 2 m plywood cube using Schroeder's integration formula [38] Figure 15 shows that dereverberation ratios are not affected by the modeled absorption coefficient a. This indicates that the phase information of the room impulse response is more important than the magnitude information, i.e., for inversion the exact timing of the reflections is more important than their magnitudes.
Scalar inversion with and without windowing
Scalar inversion was performed both without and with exponential windowing of the simulated response. from starter pistol location 1 to microphone location 2 (impulse response number II). Table 2 shows that the supposedly dereverberated impulse responses have approximately 10 dB more energy than the measured impulse responses; so dereverberation fails when no tapering window is applied to the simulated impulse reponses. 
Conclusion
This paper describes experiments in open-loop room response inversion for the purpose of headphonefree virtual reality audio display. Room responses were simulated using the image source method and inverted using a regularized Fourier transform inversion with a modeling delay of 500 ms. Scalar room response inversion provided an average of 10.1 dB of short-term dereverberation (early echoes within 100 ms of the direct sound), and 10.4 dB of long-term dereverberation. Matrix room response inversion (two inputs, two outputs) provided an average of 10.5 dB short-term and 10.3 dB long-term dereverberation.
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