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ABSTRACT
We investigate the chemical and observational implications of repetitive transient dense
core formation in molecular clouds. We allow a transient density fluctuation to form and
disperse over a period of 1 Myr, tracing its chemical evolution. We then allow the same gas
immediately to undergo further such formation and dispersion cycles. The chemistry of the
dense gas in subsequent cycles is similar to that of the first, and a limit cycle is reached
quickly (2 – 3 cycles). Enhancement of hydrocarbon abundances during a specific period of
evolution is the strongest indicator of previous dynamical history. The molecular content of
the diffuse background gas in the molecular cloud is expected to be strongly enhanced by the
core formation and dispersion process. Such enhancement may remain for as long as 0.5 Myr.
The frequency of repetitive core formation should strongly determine the level of background
molecular enhancement.
We also convolve the emission from a synthesised dark cloud, comprised of ensembles of
transient dense cores. We find that the dynamical history of the gas, and therefore the chemical
state of the diffuse inter-core medium, may be determined if a sufficient sample of cores is
present in an ensemble. Molecular ratios of key hydrocarbons with SO and SO2 are crucial to
this distinction. Only surveys with great enough angular resolution to resolve individual cores,
or very small groupings, are expected to show evidence of repetitive dynamical processing.
The existence of non-equilibrium chemistry in the diffuse background may have implications
for the initial conditions used in chemical models. Observed variations in the chemistries of
diffuse and translucent regions may be explained by lines of sight which intersect a number
of molecular cloud cores in various stages of evolution.
Key words: MHD - stars: formation - ISM: clouds - ISM: molecules.
1 INTRODUCTION
Molecular line observations at high angular resolution of two dark
interstellar cloud regions – L673 and TMC-1, core D – indicate
that their emissions are dominated by small-scale clumpy structure,
previously unresolved (Morata et al. 2003, 2005; Peng et al. 1998).
The structure is required by the observations to be transient. Such
dynamical behaviour in an interstellar cloud will have profound ef-
fects on the chemistry of the molecular tracers by which the dense
gas in the cloud is mapped, and the observed clumpiness may also
have consequences for low mass star formation.
In a previous paper (Garrod et al. 2006, hereafter GWR) we
studied the chemistry of a model cloud assumed to be composed of
a large number of small, transient dense cores randomly distributed
in a low density background; the cores are at random evolution-
ary phases. We showed that such a model cloud exhibits very suc-
cessfully the generally observed characteristics of interstellar cloud
⋆ E-mail:rgarrod@mps.ohio-state.edu
maps, at both high and low resolutions, in terms of sizes of emit-
ting regions for different species, their column densities, the sepa-
ration of their emission peaks, and also ice mantle composition and
growth.
The transience of the dense cores implies that gas in interstel-
lar clouds may be re-cycled between high and low density phases
several times within the lifetime of the cloud. Garrod et al. (2005,
hereafter GWHRV) have shown that, for a particular core, a sin-
gle cycle from low to high and back to low density gives rise to a
chemical hysteresis, in which the final chemical state differs from
the initial state. In principle, if cycle number could be determined
from the chemistry, it would be a useful indicator of evolutionary
status.
The purpose of the present paper is to explore the chemical
consequences of re-cycling gas through several dynamical cycles.
There are two main aims:
(i) We shall examine the consequences of re-cycling on the
chemistry of the low density background gas. Are there signatures
in low density gas of repeated successive cycling to high density?
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Figure 1. Time-evolution of density and visual extinction profiles along a radius on the principal collapse axis.
Is the chemistry of the low density gas significantly altered by such
re-cycling? If so, can the observed chemical variety of different dif-
fuse clouds be accounted for by this process?
(ii) We shall also consider whether the enrichment in the back-
ground gas from one cycle affects the chemistry in a dense core
in succeeding cycles. If tracers of re-cycling do exist in one dense
core, are these effects detectable in ensembles of cores with a range
of evolutionary ages?
In Section 2 we describe the model cloud used in these studies,
and investigate the chemical effects on the dense gas of repetitive
dynamical processing. Section 3 deals with results for the diffuse
background. In section 4 we explore the observational effects of
dynamical processing. We present our conclusions in Section 5.
2 CYCLIC DENSE CORE MODEL – THE DENSE GAS
The model of interstellar molecular clouds that we explore in this
series of papers is as follows:
We consider a molecular cloud to be an ensemble of units that
evolve in time both chemically and physically, in a cyclic manner.
As described in Paper 1 (GWHRV), a unit (transient core) is
assumed to grow from a large weak perturbation in a diffuse back-
ground gas to a small high density structure which then decays back
to low density. The chemistry within this unit responds to these
changing physical conditions in a time-dependent way.
In the ensemble which is to represent the interstellar cloud,
these units are assumed to be positioned spatially at random within
the cloud, and to have random evolutionary phase. As shown in Pa-
per 2 (GWR), column density and line intensity maps may then be
computed for the ensemble, synthesising telescope angular resolu-
tions. A line of sight through the cloud may intersect a number of
units at different stages of evolution.
This model predicts that a localised region observed to have
high intensity in a particular molecular line, commonly called by
observers “a core”, may be a superposition of emission from several
units along the line of sight, at different stages of evolution. The
convolution of the emission from the separate units, at low angular
resolutions, acts to mask the small-scale structure.
The conclusion of Paper 2 is that such a model, for plausible
parameter choices, accounts for the observed structure of molecular
clouds, including core sizes, column densities, chemical differenti-
ation in space, and apparent separation between emission peaks.
In this section we utilise the dynamical/chemical model for
one unit (transient core), following the effects on the gas chemistry
of successive dynamical cycles of formation and dissipation.
In GWHRV, we employed the results of Falle & Hartquist
(2002) to determine the dynamics of a core, the basic unit within a
cloud. Falle & Hartquist offer a plausible magneto-hydrodynamic
mechanism whereby slow-mode MHD waves form large density
inhomogeneities as a consequence of the non-linear steepening
of fast-mode waves. Guided by their 1-D computations, we con-
structed space- and time-dependent density and visual extinction
profiles, throughout the collapse and subsequent dispersal of a core.
The central density of the core varies as a Gaussian function of
time, and the density profile along the axis of collapse varies as
a Gaussian function with respect to distance from the core centre,
normalised to the central density. We use the conservation of mass
to constrain the physical size of the core as collapse takes place.
We assume that the presence of a magnetic field causes collapse to
take place preferentially along one axis, whilst much less vigorous
collapse occurs in the other two dimensions. We therefore choose
the number of dimensions along which collapse takes place to be
k = 1.5. To calculate visual extinction, we evaluate the column
density of hydrogen along the axis of collapse and multiply by a
conversion factor (van Dishoeck 1998). The visual extinction value
varies during the collapse, since k > 1.
In the chemical model, the core is represented by 12 depth
points running from centre to edge along the principal axis of col-
lapse. Each point represents the same parcel of gas at all times, and
assumes its own time-dependent density and visual extinction as
outlined above, and defined below:
ρ(α, t) = ρ(0, tm) exp
[
−α
2
]
exp
[
−
(
t− tm
τ
)2]
(1)
AV (0, t) ∝ [ρ(0, tm)]
1
k [ρ(0, t)](1−
1
k
) (2)
In the density expression, ρ is number density, α is the time-
independent parametrized distance of the depth point from the core
centre, t is time, ρ(0, tm) is peak central density, and tm is the
time at which peak density is reached (1 Myr); in this paper we re-
fer to a time t = tm as “peak time”. τ is chosen according to initial
central density. In the visual extinction expression, k is the num-
ber of dimensions (1.5) along which collapse and expansion are
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Table 1. Selected column densities through the core and fractional abundances computed
from column densities, for three cycles at hydrocarbon “shoulder” (0.72 Myr). Values which
vary from the previous cycle by more than a factor of 2 are shown in bold face.a
Species i Cycle 1 Cycle 2 Cycle 3
N [i] XN [i]
b N [i] XN [i]
b N [i] XN [i]
b
(cm−2) (cm−2) (cm−2)
CO 7.9(17) 7.0(-05) 8.3(17) 7.4(-05) 8.3(17) 7.4(-05)
O2 6.1(14) 5.4(-08) 1.2(15) 1.1(-07) 1.2(15) 1.1(-07)
H2O 2.1(15) 1.9(-07) 1.8(15) 1.6(-07) 1.8(15) 1.6(-07)
OH 1.4(14) 1.2(-08) 1.2(14) 1.1(-08) 1.2(14) 1.1(-08)
CH 1.3(14) 1.2(-08) 1.2(14) 1.1(-08) 1.2(14) 1.1(-08)
HCO+ 6.0(12) 5.3(-10) 3.7(12) 3.3(-10) 3.6(12) 3.3(-10)
H2CO 1.4(14) 1.2(-08) 5.1(13) 4.5(-09) 5.0(13) 4.4(-09)
CH3OH 4.1(12) 3.6(-10) 9.6(11) 8.5(-11) 9.1(11) 8.1(-11)
NH3 7.2(12) 6.4(-10) 5.2(12) 4.6(-10) 5.1(12) 4.5(-10)
N2H+ 1.6(11) 1.4(-11) 1.0(11) 9.0(-12) 9.8(10) 8.7(-12)
CN 3.2(13) 2.8(-09) 1.2(13) 1.1(-09) 1.2(13) 1.1(-09)
NO 2.3(14) 2.1(-08) 3.2(14) 2.8(-08) 3.2(14) 2.8(-08)
CS 4.5(14) 4.0(-08) 3.5(14) 3.1(-08) 3.5(14) 3.1(-08)
SO 9.3(12) 8.2(-10) 1.9(13) 1.7(-09) 2.0(13) 1.8(-09)
SO2 1.9(11) 1.7(-11) 9.7(11) 8.6(-11) 1.1(12) 9.4(-11)
CH4 7.3(14) 6.5(-08) 1.3(14) 1.2(-08) 1.2(14) 1.1(-08)
C3H 1.1(14) 9.9(-09) 1.2(13) 1.1(-09) 1.1(13) 9.7(-09)
C5H 3.0(11) 2.7(-11) 1.8(10) 1.6(-12) 1.7(10) 1.5(-12)
C3H4 1.8(10) 1.6(-12) 4.0(08) 3.6(-14) 3.3(08) 2.9(-14)
HC3N 7.2(11) 6.4(-11) 1.2(11) 1.0(-11) 1.0(11) 9.2(-12)
aA(B) = A× 10B
bXN [i] = N [i]/(2N [H2] +N [H])
assumed to take place. Visual extinctions at points outward from
the centre adopt a time-independent fraction of the central value.
See GWHRV for a full explanation of density and visual extinction
profiles.
Figure 1 shows the time-evolution of the density and visual
extinctions at each depth point. Profiles are shown for every 50,000
years. These profiles also demonstrate the contraction of the core
to reach peak density, and its subsequent re-expansion. Initial den-
sities range from ∼300 cm−3 at the edge of the core to 103 cm−3
at the centre, and grow to ∼104 cm−3 and 5 × 104 cm−3 respec-
tively at peak time (1 Myr). Densities and visual extinctions fall
back to their initial values over a period of 1 Myr after peak den-
sity is achieved. The central visual extinction at peak density time
reaches AV = 5.0.
The initial run is identical to that explored by GWR. Having
run the model through one dynamical cycle, we run the same dy-
namical/chemical model, using the final fractional abundance val-
ues at each depth point as the starting values of the following run.
The physical evolution of the core therefore proceeds in the same
way for each point as it did in the previous cycle; after the dispersal
of the core, the gas immediately undergoes an identical dynamical
process. This process is repeated for several more cycles. A more
complex model of the cycling process (such that subsequent cycles
might process the material in different ways, according to larger
or smaller changes to physical parameters, or might be physically
displaced from the original site) is beyond the scope of this study.
At each depth point we follow the chemistry of 451 species,
using 3631 reactions (including sticking “reactions”) taken from
the UMIST ratefile (Millar et al. 1997). The initial cycle (the same
as that of GWR) is run starting from a chemical steady state for
diffuse background conditions. Freeze-out is turned on if and when
depth points reach a visual extinction greater than 2.5; immediate
re-injection of grain mantles into the gas phase occurs when points
fall below this critical value. Observational evidence exists for such
a threshold – see e.g. Whittet et al. (2001). The freeze-out rate is
maintained for all subsequent cycles at the same level as the first,
which in fact leads to slightly larger values of freeze-out in later
cycles (∼62% of all CO, at peak time, for the second cycle, as
compared to 60% for the first).
2.1 Results
The chemical evolution of the gas has been traced through a num-
ber of dynamical cycles, however after the third cycle the differ-
ences between abundances at corresponding times in each cycle
become negligible or non-existent. This represents the “limit cy-
cle” case (see Charnley et al. 1988). Figure 2 shows column densi-
ties for a range of important and/or commonly observed molecules,
calculated by integrating the depth-dependent chemical abundances
along a diameter through the centre of the core, for the initial cycle
(solid/dashed lines) and the second cycle (dotted lines). Column
density spikes resulting from grain mantle re-injection at the dis-
crete depth points have been smoothed over in the manner of GWR,
assuming the “maximal re-injection” case. Hence, the column den-
sities at these times represent their largest possible values.
The column density values and profile shapes of the first cy-
cle are broadly repeated in the second, but with a few differences.
Some species, most importantly carbon monoxide, clearly show en-
hancement due to the first cycle, at the beginning of the second. The
other main difference is the diminution of hydrocarbon abundances
at the “shoulder” occurring at around 0.72 Myr. The strength of this
feature is dependent on the amount of carbon contained in CO. In
c© 2006 RAS, MNRAS 000, 1–11
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Figure 2. Column densities as functions of time, calculated through the core – first cycle (solid lines and dashed lines) and second cycle (dotted lines).
the first cycle, at early times much carbon is present in the form
of C+, hence hydrocarbon (along with CO) abundances rise. This
rise becomes steeper when depth points pass above the critical vi-
sual extinction. The resultant freeze-out of ionic molecules onto
grain surfaces acts to lower the fractional ionisation and therefore
lessen the effect of electron recombination on C+ abundances. The
main formation mechanisms of many hydrocarbons involve C+ re-
actions, and the abundances of intermediary ions in the chain also
benefit from the lower fractional ionisation, e.g. CH4 below:
C+, CH+ H2−→ CH+2
H2
−→ CH+3
H2
−→ CH+5
CO,C
−→ CH4
At times closer to peak density, freeze-out begins strongly to re-
move CO and hydrocarbons from the gas phase. CO is at this point
the main source of carbon, and most C+ is produced via reaction
of CO with He+; hence hydrocarbon production is diminished. The
hydrocarbon downturn begins when the central depth point begins
to suffer from very low free-carbon levels.
The second cycle of the core does not show such a strong peak
at the “shoulder” position, due to the retention of carbon in CO fol-
lowing the first cycle. Thus the chemical hysteresis resulting from
the first cycle limits the chemistry of the second.
Another difference present at the hydrocarbon “shoulder” pe-
riod is the larger values of SO, and SO2 (not shown, although see
figure 5), in the second cycle. This is also due to the lower abun-
dance of C/C+ at these times and earlier (see figure 2b): SO is
Table 2. Column density ratios between cycles
1 and 2, and cycles 1 and 3 (limit cycle), at t =
0.72 Myr.
Species i N1[i]:N2[i] N1[i]:N3[i] a
C3H 9.2 10
C5H 17 18
C3H4 45 55
HC3N 6.0 7.2
SO 0.49 0.47
SO2 0.20 0.17
largely destroyed by reactions with atomic carbon:
C + SO → CS + O
C + SO → CO + S
These reactions, along with their C+ analogues, account for be-
tween 50% and 95% of SO destruction at this time (dependent on
depth). SO2 is almost completely dependent on radiative associa-
tion of SO with O, and neutral exchange with OH, for its formation.
SO2 is also largely destroyed by reaction with C+.
The hydrocarbon species also exhibit weaker re-injection fea-
tures (the “hump” beginning at approximately 1.2 Myr) in the sec-
ond cycle, particularly at later times. The re-injection features end
when all points in the core have fallen beneath the critical visual
extinction. The latter parts of these features are caused by the re-
c© 2006 RAS, MNRAS 000, 1–11
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Figure 3. Column densities as functions of time, calculated through the core, up to 1 Myr after first cycle run.
injection of grain mantles from the innermost depth points. These
are the points which retain most carbon in the form of CO after
the first cycle, due to their higher visual extinctions. Because of
this retention, there is less C/C+ to freeze-out in the second cycle,
and therefore much less CH4 is formed on the grains. It is the re-
injection of this CH4 which leads to increased gas phase formation
of most other hydrocarbons, and results in the “re-injection fea-
tures” of those molecules. However, as mentioned previously, the
uncertainty in the strength of these features makes them observa-
tionally unreliable.
Table 1 shows column densities, and fractional abundances
calculated from them, at the hydrocarbon “shoulder” (t = 7.2×105
yrs) for the first, second and third cycles. Values which vary from
the previous cycle by a factor of 2 or more are highlighted in bold
face. The column densities of further cycles of the model are in
fact very little different from the second, and almost all molecules
show no difference after this cycle. By the third cycle, a limit cycle
is quite definitely reached and almost all point by point fractional
abundances (not shown) are identical at equal times through the cy-
cle. Differences in column densities at peak time (1 Myr) are gener-
ally negligible, even for the second cycle, and hence are not shown.
There are some significant differences between start and end time
of the first cycle, as found by GWHRV. However, differences be-
tween later cycles are insignificant, hence we omit these results. We
investigate the effects on these low density stages in more detail in
the next section.
2.2 Discussion
We find that the effect of the successive cyclic processing of the gas
has little obvious effect on the abundances in the dense gas of some
of the most commonly observed molecules in dark clouds, i.e. CO,
CS, HCO+, N2H+ and NH3. There are, however, significant effects
on the abundances of some other molecules, at one fairly specific
time in the evolution of a transient dense core.
Figure 2 clearly shows that differences between the cycles are
strongest at the “shoulder” feature, in particular for the hydrocar-
bons and SO/SO2, and variations persist for longer (in terms of
cycles) at this time. The time at which the “shoulder” feature peaks
in various molecules is the same for each cycle, although individ-
ual molecules peak at slightly different times from each other; we
choose t = 7.2 × 105 yrs as a representative time value. Table 2
shows ratios between cycles for some strongly affected molecules.
Hydrocarbons are suppressed by as much as 1 – 2 orders of mag-
nitude in later cycles; SO and SO2 are enhanced by factors of ap-
proximately 2 and 5 respectively.
The differences in the “shoulder” feature may provide infor-
mation on the frequency of the cyclic processing of the gas in ob-
served dark clouds. High resolution observations which are capa-
ble of resolving individual cores (our basic units), or very small
groups, in nearby dark clouds may reveal cores which happen to
be at the hydrocarbon “shoulder” stage of their evolution, given
a large enough sample of cores. We might estimate from figure 2
that an unbiased sample of transient cores would yield some 5 – 10
% which were at that stage. Such cores would be characterised by
high CO, CS and hydrocarbon levels, and would be of moderate vi-
sual extinction (AV ∼ 2.5 or more, from centre to edge) since the
onset of freeze-out is important to the development of the “shoul-
der” feature. The abundances of hydrocarbon molecules, and their
ratios with SO and/or SO2 abundances could then be used to deter-
mine whether the chemistry were best described by a “first cycle”
or “later cycle” model.
We do not expect to be able to make any distinction between
later cycles, within reasonable error margins. The distinction that
could be made between “first cycle” and “later cycle” chemistries
therefore corresponds to the cases of “infrequent” and “frequent”
dynamical cycling of the gas, respectively. If cyclic processing of
the gas occurs infrequently, then the chemistry of the gas has time
to relax to an approximate steady state before any further process-
ing is to take place. If cycling is frequent, then further processing
takes place very soon, before such relaxation of the chemistry can
occur, leading to the increased SO and SO2 levels and lessened hy-
drocarbon abundances. The detection of “first cycle” (infrequent
processing) chemistry could obviously also imply that core forma-
tion had not occurred at all before.
This dynamical history has only a very limited impact on the
chemistry of the dense gas. However, if dense cores can be desig-
nated as “first cycle” or “later cycle” then we may take away in-
formation about the degree of chemical enhancement present in the
diffuse background gas, as outlined above. The state of this gas
would not be uniformly determinable by direct observation due to
the low densities (and column densities) involved, and we should
not expect to be able to detect cores at the very beginning or end of
their cycles except in a few key molecules. (CN and NO both show
large column density ratios between start and end time values in the
c© 2006 RAS, MNRAS 000, 1–11
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Figure 4. Fractional abundances across the core – up to 1 Myr after first cycle run (with no further dynamical evolution).
first cycle – 5.7 and 0.14 respectively – but the absolute levels are
on the margin of detectability.)
3 PROCESSING OF DIFFUSE BACKGROUND GAS
We now turn to the diffuse background gas from which the cores
form, and into which they subsequently disperse. Does the chemi-
cal hysteresis have an effect on the diffuse gas, and how long will
it endure?
We have already stated that a “limit cycle” is reached after 2
– 3 cycles; indeed, comparing the end points of cycles, just one
is required approximately to reach that state. Hence, continual cy-
cling will not enhance the chemistry of the diffuse gas any further.
We may, however, still distinguish between that material which has
been recently processed and that which has not. The solid lines in
figure 2 illustrate the difference between the unprocessed (t = 0)
and the processed diffuse gas (t = 2 Myr). How long can we expect
these enhancements to last, and how spatially extended will they
be? And therefore, in a regime where cycling of the gas is taking
place, how frequently must the gas be processed and re-processed
for it to remain constantly enhanced over equilibrium levels?
GWHRV gave consideration to the effects on the diffuse gas,
however those results went only as far as the end of one cycle, and
did not consider the long-term chemical enhancement of the gas.
In order to answer the above questions, we take the output
values of fractional abundances from all depth points at the end
time of the first cycle as a starting point for a further simulation.
Using these values, we maintain the physical state of the core at the
end of the first cycle run (i.e. diffuse conditions, see GWHRV) and
run the chemical code until a steady state has been achieved. No
freeze-out onto dust grains takes place, as visual extinctions at all
points are below the critical value, AV,crit = 2.5.
c© 2006 RAS, MNRAS 000, 1–11
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Table 3. Typical enhanced fractional abundances with respect to nH,
and their extents.
Species i log[X(i)] Extent (pc)
1st cycle After 1st cycle
(Start) (End) (t = 0.5 Myr)
CO -5 0.13 0.35 0.19
CH4 -12 — 0.23 0.084
H2CO -11 0.16 0.27 0.18
H2O -10 0.089 0.28 0.14
O2 -11 0.046 0.24 0.11
NO -11 0.13 0.28 0.15
3.1 Results
Figure 3 shows column densities through the core gas up to 1 Myr
after the core’s physical evolution has come to a halt.
By a time of approximately 0.2 Myr into this run, those species
which show non-steady state values after the first cycle run are
still more than an order of magnitude different from their pre-cycle
steady-state values. After half a million years, values are close to
steady state.
The longevity of molecular material this long after the end of
the cycle is a result of the multi-point approach of the model, and
the density and visual extinction structure adopted (see equations
1 & 2, and figure 1). Figures 4a – d show point by point frac-
tional abundances at four times in this post-first cycle run. These
plots show that the calculated column densities are strongly depen-
dent on the penetration of the interstellar radiation field into the
post-cycle core. As time passes, the chemistries at individual depth
points are affected at different rates according to the static visual
extinction profile. Whilst the inner depth points have higher visual
extinctions which protect molecular species from photodestruction,
the higher densities at these points expedite ion-molecule reactions
which are fed by photoionisation. Hence the combination of these
two static profiles governs the gradient of molecular degeneration
across the core.
Figure 4a shows the extent of molecular material at the end
time of the first cycle run. Figure 4b shows its extent after another
200,000 years. At this point, although the extent of CO has fallen
by approximately half, from 0.3 pc to 0.15, this extent represents
an unattenuated fractional abundance of about 10−4. Material with
X(CO) > 10−5 still extends out to ∼0.25 pc at this time, and to
∼0.20 pc at 0.5 Myrs, compared to ∼0.35 pc at the end of the first
cycle run. This effect is more pronounced for CO, due to its self-
shielding at visual extinctions greater than about 1, however the
same effect is seen in all of the enhanced species; long-lived abun-
dances significantly higher than the usual diffuse levels, extending
far into the surrounding dark cloud. Table 3 shows the extents of
molecules at various times for typical enhanced fractional abun-
dance values. Besides CO, O2 and H2O are particularly extended
in comparison with the start of the first cycle (i.e. steady state lev-
els).
3.2 Discussion
The longevity of enhancements in column density values (figure
3) is strongly dependent on the levels at individual depth points in
the innermost parts of the cores, which retain significant amounts
of molecular material formed at high density/AV times. The outer
points generally lose most of their molecular material before the
Figure 5. Column densities of selected transitions as functions of time –
first cycle chemistry (solid line) and limit cycle chemistry (dotted line)
end of a cycle is reached, so levels at these points do not affect
the behaviour of any subsequent core cycles. The reduction in the
extent of molecular material is controlled by local radiation field
and density conditions.
The attainment of either first cycle or later cycle chemistry
would be dependent on the period of time between the end of one
cycle and the onset of another. We may attribute a maximum pe-
riod of ∼0.5 Myrs between cycles for the subsequent chemistry to
show appreciable signs of previous enhancement. This is the point
(after end time) at which the innermost depth points begin to re-
turn to their equilibrium values – these points contribute the most
c© 2006 RAS, MNRAS 000, 1–11
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Figure 6. High resolution convolved column density maps for cores with
first cycle chemistries.
to column densities at the hydrocarbon “shoulder”, and so when
their carbon monoxide is broken down they may produce more hy-
drocarbons from the free carbon, in their subsequent cycle.
We find, like GWHRV, that material formed at high densities is
carried out to large distances. However, the longevity of the molec-
ular material indicates that this process could be very important.
This gives core formation and destruction much more than just a
local effect; subsequent core formation (or other processes) may
further move, cycle and/or chemically process the already enhanced
molecular gas.
On this basis, evidence of small-scale structure in clouds could
indicate a non-equilibrium chemistry in the diffuse background gas,
especially if the high-density signatures of multiple-cycle process-
ing can be observed. Detection of later cycle chemistries would in-
herently imply that the intercore background gas should be strongly
chemically enhanced.
Alternatively, widespread detections of molecular enhance-
ment (of the sort shown in table 3) in translucent clouds or in the
translucent envelopes of giant molecular clouds would also indicate
a “frequent” cycling process. Indeed, such cyclic core formation
and chemical processing may help to explain the variability in the
Figure 7. High resolution convolved column density maps for cores with
limit cycle chemistries.
ratio of CO line strengths to molecular hydrogen column densities
in translucent clouds, as evidenced by e.g. Magnani et al. (2003,
and references therein).
4 EFFECTS OF CORE CYCLING ON MOLECULAR
LINE MAPS
The treatment by GWR of a molecular cloud as being composed of
an ensemble of dense cores produced compelling agreement with
observational results. GWR applied column density information
obtained from a single core model to an ensemble of randomly
positioned cores, convolving the resultant column density map to
produce synthetic molecular emission maps at both high and low
angular resolutions. These maps agreed well with general observed
morphologies of dark clouds, and produced plausible column den-
sities for CO, CS, HCO+, N2H+ and NH3.
Using this synthetic mapping technique, we now put to the test
the observational effects which we have predicted in section 2. Are
there observational tracers to distinguish between “first cycle” and
“later cycle” cores?
To do this we apply the randomly generated basic “sky” map
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Table 4. Peak column densities for first cycle maps.
Molecule x y N [i] a Peak b
(pc) (pc) (cm−2)
SO 0.78 0.73 3.5(14) A
1.07 0.72 6.1(13) B
HC3N 0.78 0.73 2.5(10) A
1.07 0.72 9.3(11) B
C3H4 0.78 0.73 5.6(08) A
1.07 0.72 1.6(10) B
C5H 0.78 0.73 1.5(10) A
1.07 0.72 2.9(11) B
aA(B) = A× 10B
bPeaks in bold face correspond to the peak in the
given molecule.
used by GWR, to two limiting cases. In the first, we attribute to each
core in the map a “first cycle” chemistry. Each core has associated
with it a randomly generated age, anywhere between the start and
end time of the chemical model (0 – 2 Myr). We use this age with
the results from section 2 to determine the column densities asso-
ciated with each core. In the second case, we use instead the “limit
cycle” chemistry obtained from the third dynamical cycle of sec-
tion 2; everything else, including the cores’ ages, remains the same.
In each case we convolve the column densities using a high resolu-
tion beam-width, producing molecular “emission” maps. Simulated
FWHM beamwidth is commensurate with that of the high resolu-
tion observations of Morata et al. (2003): ∼20 arcsec at a distance
of ∼300 pc, as adopted in GWR. The mapped region corresponds
to that selected by GWR for the “high resolution” study, chosen
because of strong features in CO, CS, HCO+, N2H+ and NH3.
We map the hydrocarbon species C3H4, C5H, and HC3N,
along with SO, being among the most strongly differentiated
species at the hydrocarbon “shoulder”. It would be desirable to map
H2CO, however the effective critical density provided by Evans
(1999) of 6 × 104 cm−3 is too high for the densities our chem-
ical model employs (5 × 104 cm−3) to produce detectable emis-
sion (deemed to be a 1K line). CH4 is also strongly affected at the
“shoulder” feature, but has no dipole moment and hence is very
difficult to observe. We assume effective critical density values of
neff = 103 cm−3 for the four mapped species as for CO (see GWR),
in the absence of other information. “Detected” column densities
therefore represent “emission” from core gas of nH > neff.
Figure 5 shows the time-dependent column densities of some
observable species which show strong enhancement at the hydro-
carbon “shoulder” feature, as calculated using the models of section
2. Re-injection features are smoothed to take maximal values (see
GWR). SO2 shares broadly similar column density features to SO,
and their resultant maps are very similar, hence SO2 is omitted from
the mapping procedure. SO also exhibits slightly stronger column
density enhancements, as calculated from convolved values. C5H
exhibits a starker contrast between the two cases than the smaller
molecule C3H, since it is dependent on two more C+ reactions for
its formation at the “shoulder” time (see section 2.1). Hence it pro-
vides better morphological distinction between the two cases.
The “shoulder” feature is generally the overall hydrocarbon
column density peak in the first cycle case, so map peaks in these
molecules should correspond to that time. As stated in section 2.2
we should therefore expect ∼5 – 10 % of cores to show emission in
Table 5. Peak column densities for limit cycle
maps.
Molecule x y N [i] a Peak b
(pc) (pc) (cm−2)
SO 0.78 0.73 3.6(14) A
1.07 0.72 8.2(13) B
0.60 0.70 1.2(14) C
0.74 0.46 1.8(14) D
HC3N 0.78 0.73 2.3(10) A
1.07 0.72 1.2(11) B
0.60 0.70 7.0(10) C
0.74 0.46 1.1(11) D
C3H4 0.78 0.73 3.8(08) A
1.07 0.72 8.3(08) B
0.60 0.70 2.5(09) C
0.74 0.46 2.1(09) D
C5H 0.78 0.73 1.2(10) A
1.07 0.72 1.7(10) B
0.60 0.70 1.6(10) C
0.74 0.46 3.0(10) D
aA(B) = A× 10B
bPeaks in bold face correspond to the peak in the
given molecule.
these molecules. For the limit cycle case, the hydrocarbons tend to
peak at other times, so should not necessarily map the same regions.
4.1 Results
Figures 6 and 7 show convolved maps of SO and C5H, for the first
cycle and limit cycle cases, respectively. (HC3N and C3H4 were
also mapped, but show little morphological differentiation between
the first cycle and limit cycle cases.)
Tables 4 & 5 show convolved column densities determined
at the peaks for each molecule (bold face indicates the peak cor-
responding to the molecule), for first cycle and limit cycle maps,
respectively. The hydrocarbon molecules all share the same peak
position (B) for the first cycle case, indicating their “shoulder” fea-
ture origin. The strongest SO peak is at an entirely different position
(A). The SO morphology closely resembles that of NH3 shown in
GWR (their fig. 5e). The sharpness of the column density peaks
shown in figure 5 produces very sharp convolved contours for each
molecule. This is because only a small number from the sample
of cores is at a stage of evolution corresponding to the molecule’s
column density peak, therefore few cores are in close enough prox-
imity at this high angular resolution to be convolved together.
The mapping of limit cycle cores in SO results in few morpho-
logical differences from the first cycle case, and the peak column
density is almost identical (see tables 4 & 5). SO column density
is a little different comparing the two cases at peak B, the HC3N
peak. Morphologically, HC3N and C5H are similar, and in the limit
cycle case, they map some of the same regions as they do in the
first cycle case (associated with CS detection), but also some of
the central “ridge” regions, marked most strongly by N2H+ and
HCO+ in GWR. This behaviour is similar to that of CO, and in-
dicates the stronger weighting towards middle times in the column
density profiles of figure 5.
Peaks B, C, and D for the limit cycle case correspond to
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Table 6. Molecular ratios at various column density peaks, for the standard case (Rstan) and the limit
cycle case (Rlim).
Molecular Ratio Rstan a,b Rlim a,b Rstan/Rlim Expected Rstan/Rlim c Peak d
HC3N:SO 1.53(-2) 1.41(-3) 10.90 15.5 B
7.31(-5) 6.49(-5) 1.13 A
C3H4:SO 2.61(-4) 2.07(-5) 12.62 117.3 B, C
1.62(-6) 1.06(-6) 1.54 A
C5H:SO 4.77(-3) 1.61(-4) 29.58 38.0 B, D
4.19(-5) 3.26(-5) 1.29 A
aA(B) = A× 10B
bR = N [i]/N [j]
c Calculated from hydrocarbon “shoulder” values shown in table 2.
d Peaks in bold face correspond to molecule in bold face. Dual peak listings indicate the peak for the
first cycle (standard) run and the peak for the limit cycle run, respectively.
the peaks in HC3N, C3H4, and C5H, respectively. C5H shows the
greatest fall in convolved peak column density (comparing limit
cycle peak D with first cycle peak B). Meanwhile, SO shows its
greatest increase at peak D. Hence the C5H:SO ratio is very much
greater for the first cycle C5H peak (B) than for the limit cycle C5H
peak (D) – a factor of 30×. Other such molecular ratio information
is shown in table 6. Other hydrocarbon:SO ratios are around an or-
der of magnitude greater at hydrocarbon peaks for the first cycle
case than the limit cycle case.
4.2 Discussion
We find several observational markers for the distinction of the
first cycle case and the limit cycle case. Morphological compari-
son with the results of GWR suggest that C5H peak positions and
map coverage which match closely with CS transitions would indi-
cate a first cycle chemistry, whereas closer agreement with the more
widespread CO coverage would indicate the limit cycle case. The
morphologies of C3H4 and HC3N should behave similarly, how-
ever the sparsity of coverage may make their behaviour difficult to
discern.
C5H should also be the key molecule to compare with SO
abundances. Table 6 shows the molecular ratios derived from col-
umn densities at particular peaks, for the standard case (Rstan) and
for the limit cycle case (Rlim). C5H:SO ratios at C5H peaks should
allow the distinction of first cycle and limit cycle chemistries. Even
if the total C:S ratio is in doubt (as could be the case – hydrocar-
bon abundances in this model are generally somewhat lower than
are observed in TMC-1 core D; see Smith et al. 2004), the C5H:SO
ratios at the SO peaks should provide baselines. These ratios do not
vary substantially between the first cycle and limit cycle cases.
At lower resolutions than those used here, the morphological
comparisons still hold (i.e. comparative coverage of hydrocarbons
as compared to CO, CS, etc.) however, the contrast in molecular ra-
tios (see table 6) becomes progressively more “washed out” in com-
parison with the expected (unconvolved) ratios obtained from the
models. This is because as lower angular resolutions result in the
convolution of more cores, averaging out their contributions. Table
6 shows the ratios (hydrocarbon:SO)stan / (hydrocarbon:SO)lim
expected using the hydrocarbon “shoulder” ratios shown in table 2.
The convolved ratio for C5H is not much lower than the expected
value. However, for C3H4 the ratio is much reduced from that pre-
dicted in table 6. This is because in the limit cycle case the “shoul-
der” is so diminished that it is no longer the dominant contributor
to detected column densities.
For convolutions using the low resolution beam simulated in
GWR (FWHM≃ 2 arcmin, not shown), the ratio is further reduced
to (C5H:SO)stan / (C5H:SO)lim = 12.5 at the C5H peak, whilst
at the SO peak it reaches a substantial 4.2. Hence, the observable
difference between first cycle and limit cycle cases is diminished,
and the baseline by which it is judged is less reliable (assuming C:S
ratios are uncertain).
As stated in section 3, such a determination of limit cycle
chemistry over the first cycle chemistry would imply a state of
chemical enhancement in the diffuse background gas. This in turn
would limit the time period between the beginning of one cycle
and the onset of the next to <0.5 Myr. Such a situation would indi-
cate that the initial chemical conditions commonly adopted in dark
cloud models would be far too simplistic and more open to local
variability.
We have tested two limiting cases, wherein all cores exhibit
either a first cycle or a limit cycle chemistry. However, we cannot
rule out that a single cloud could contain different regions where
either the first cycle or limit cycle case is typical.
In these models we have necessarily had to limit our investi-
gation to one set of transient core parameters. Most crucial to the
effects we have investigated here is the ability to form significant
quantities of CO during the dense stage, and to retain it for sub-
stantial periods in the central parts of the post-dissipation core gas.
Such formation clearly must occur, due to its wide-spread detec-
tion in dense clouds. Its survival in the gas phase after core dis-
sipation requires a visual extinction of around 1 or more. Hence,
whilst the parameter space of this model is potentially large, the
broad behaviour investigated here should be quite ubiquitous. Test
runs have also shown the model to be quite robust to changes in
the dynamical timescale of at least a few times longer or shorter.
We have not yet investigated the (quite probable) situation where
a cloud contains a spectrum of (maximum) core sizes and masses.
Further improvements in our understanding of the dynamical pro-
cesses involved will allow the parameter space to be narrowed.
5 CONCLUSIONS
The conclusions of previous papers on core cycling in dark clouds
are preserved in this work; the chemistry of cores is characteris-
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tically young (and remains so in subsequent cycles), and the re-
injection of grain mantle-bound molecular material strongly affects
abundances.
In addition, we draw the following main conclusions from this
study:
(i) A limit cycle is reached after 2 – 3 cycles of the GWHRV
process, achievable well within dark cloud lifetimes.
(ii) Little chemical difference is found between first cycle and
limit cycle chemistries in the dense gas, save at the pre-peak
time (ie. pre-maximum density) hydrocarbon “shoulder”. Peak time
chemistries of different cycles cannot be distinguished.
(iii) We suggest observational indicators to determine whether
cores are in their first dynamical cycle or a later cycle, using ratios
of hydrocarbons to SO or SO2, with the higher values signifying a
first cycle chemistry. In particular, C5H:SO ratios should be sought.
Observed morphologies should also vary somewhat.
(iv) Only high resolution surveys capable of resolving individ-
ual transient cores should be capable of distinguishing between first
cycle and later cycle chemistries in dark clouds. Only a fraction of
observed transient cores are expected to be at an evolutionary stage
at which their chemistries may indicate their dynamical histories.
Chemical signatures would likely be lost at lower beam resolutions
where small-scale structure was not well resolved.
(v) Enhanced molecular abundances in the diffuse background
gas endure for long periods (∼0.5 Myr) subsequent to core forma-
tion/dissipation, and extend to large distances (∼2× equilibrium
extents, or more).
(vi) In a scenario where the gas is never dynamically dormant
for more than ∼0.5 Myr before cyclic processing ensues, a non-
equilibrium chemistry should be ubiquitous in the diffuse inter-
core regions from which the denser regions form. Column densi-
ties in the inter-core regions may be too low to distinguish such a
scenario, but positive detection of the observational indicators pro-
posed above, in the dense gas, would be compelling. If intercore
regions are detectable as such, then a higher NO:CN ratio could
indicate an enhanced, post-core state for the gas.
(vii) If only first cycle chemistry is detected in transient cores in
dark clouds then we should expect little enhancement to the diffuse
background gas, or only localised enhancement.
(viii) The existence of such non-equilibrium chemistry in the
diffuse background may have consequences for the initial condi-
tions commonly used in chemical models of interstellar clouds.
The observations of L673 by Morata et al. (2003) could indi-
cate such a case of background chemical enhancement in a dark
cloud. The separations between cores in that study are generally
less than 1 arcmin for the CS, and those seen in HCO+ and N2H+
show similar separations, corresponding to inter-core distances po-
tentially as low as 0.09 pc. Line centre measurements in that study
were compatible with the cores being spatially associated. A multi-
transition study (Morata, Girart & Garrod, in prep.) has recently
been carried out for region L673 at points corresponding to both
clump and inter-clump material. Molecules surveyed include SO,
SO2, C2H and C3H2, as well as CN and NO. We hope that this
study may provide observational evidence in support of the ideas
put forward here.
Observations (see Smith et al. 2004 for a collection of previ-
ous observational results) and chemical models (e.g. Hartquist et al.
2001) of TMC-1 core D indicate both a young chemistry and strong
detections of cyanopolyynes, constituting qualitative agreement
with this dense core model. However, the maximum abundances
of HC3N and other cyanopolyynes calculated here fall some way
short of those observed in TMC-1 core D (X[HC3N]≃ 2× 10−8).
This may be remedied to some extent by adopting different ele-
mental abundances, but the most likely case is that, rather than
evolving from the “chemical equilibrium” used here, TMC-1 core
D has evolved directly from a largely atomic state, as modelled by
Hartquist et al. (2001). The presence of even more free C/C+ in
our model at early times would improve agreement with observed
cyanopolyyne levels (see section 2.1), for the first cycle. This could
suggest that TMC-1 core D is a first cycle core at the hydrocarbon
“shoulder” stage of its evolution, or an assembly of such cores.
Price et al. (2003) suggest that diffuse clouds may show signs
of molecular enhancement as a result of dynamical processing. If
diffuse clouds are indeed a transient phase of dynamically active
gas, then our results would also predict significant molecular en-
hancements. The variety of chemistries displayed by diffuse clouds
could be explained by lines of sight intersecting a number of cores
in different stages of formation and dispersal. The large extents
of molecular material in this model, subsequent to core dissipa-
tion into the diffuse background medium, could also explain the
discrepancy in the ratio of CO (1-0) linewidth to H2 column den-
sity, the so-called X-factor – see e.g. Magnani et al. (2003). This
conclusion is in accord with other work on this topic (Taylor et al.
1993; Bell et al. 2006).
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