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Abstract
In this paper, we present an existence theorem of almost periodic solutions of second-order neutral
delay–differential equations with piecewise constant arguments of the form (x(t) + x(t − 1))′′ =
qx([t]) + f (t), where [·] denotes the greatest integer function, q is a nonzero constant, and f (t) is
almost periodic.
 2004 Elsevier Inc. All rights reserved.
1. Introduction and preliminary
In papers [4] and [5], the second-order scalar equation(
x(t) + px(t − 1))′′ = qx([t])+ f (t) (1.1)
was intensively studied for |p| < 1 by using different methods, where [·] denotes the great-
est integer function, p and q are nonzero constants and f is almost periodic on R, and some
theorems for the existence and uniqueness of the almost periodic solutions were obtained.
As mentioned in [4] and [5], this type of functional differential equations is usually referred
to as a hybrid system, and could model certain harmonic oscillators with almost periodic
forcing. For some excellent works in this field we refer to [3–8] and references therein, and
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694 H.-X. Li / J. Math. Anal. Appl. 298 (2004) 693–709for a survey of work on differential equations with piecewise constant arguments we refer
to [1].
In this paper, we consider (1.1) when p = 1, namely the equation(
x(t) + x(t − 1))′′ = qx([t])+ f (t). (1.2)
The different values of p cause a good deal of difference between (1.1) for |p| < 1 and
(1.2). In fact, let
A =
(
a 1 p
q 1 0
1 0 0
)
(1.3)
with a = 1 − p + q/2, and λi , i = 1,2,3, be the three eigenvalues of A. We will prove
later that p = 1 if and only if −1 is an eigenvalue of A (see Lemma 1.1). So we break
the conditions |p| < 1 and |λi | = 1, i = 1,2,3, which guarantee the convergence of the
series in the constructing of the almost periodic solutions of (1.1) in [4] and [5]. The loss
of the convergence of the series brings much more difficulties in constructing the almost
periodic solutions of (1.2). As a result, to get the existence of the almost periodic solutions
of (1.2), we have to restrict the functions f within some special types (including the linear
combination of some trigonometric functions and constant, see Remark 2.1).
In Section 2 of this paper, we present an existence theorem of almost periodic solutions
of (1.2) (see Theorem 2.1) and some examples to illustrate it (see Proposition 2.2 and
Remark 2.1). The proof of Theorem 2.1 is given in Section 3.
Throughout this paper N , Z, R and C denote the sets of natural numbers, integers,
real and complex numbers, respectively. The following definitions can be found (or simply
deduced from the theory) in any book, say [2], on almost periodic functions.
Definition 1.1. (1) A set S ⊂ R is said to be relatively dense if there exists L > 0 such that
[a, a + L] ∩ S = ∅ for all a ∈ R.
(2) A bounded continuous function f :R → R is said to be almost periodic (abbreviated
as a.p.) if the ε-translation set of f ,
T (f, ε) = {τ ∈ R: ∣∣f (t + τ ) − f (t)∣∣< ε for all t ∈ R},
is relatively dense for each ε > 0.
(3) A sequence x :Z → Rk (or Ck), k ∈ N , denoted by {xn}, is called an almost periodic
sequence (abbreviated as a.p. sequence) if the ε-translation set of {xn},
T
({xn}, ε)= {τ ∈ Z: |xn+τ − xn| < ε for all n ∈ Z},
is relatively dense for each ε > 0, here | · | is any convenient norm in Rk (or Ck). We denote
the set of all such sequences {xn} by APS(Rk) (or APS(Ck)).
(4) A set X ⊂ APS(Rk) is called a uniformly almost periodic family (abbrevi-
ated as u.a.p. family) if it is uniformly bounded and if given ε > 0, then T (X, ε) =⋂
{xn}∈X T ({xn}, ε) is relatively dense.
It is clear that {xn} = {(x(1)n , x(2)n , . . . , x(k)n )} ∈ APS(Rk) (or APS(Ck)) if and only if
{x(i)n } ∈ APS(R) (or APS(C)), i = 1,2, . . . , k, and any finite set of a.p. sequences is a u.a.p.
family.
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Lemma 1.1. The following three statements are equivalent.
(1) One of the eigenvalues of A has absolute value 1.
(2) −1 is an eigenvalue of A.
(3) p = 1.
Furthermore, if one of the above three statements holds, we have
(i) If q < −8 or q > 0,
1
4
(
q + 4 +
√
q2 + 8q ) and 1
4
(
q + 4 −
√
q2 + 8q )
are the other two eigenvalues of A, and the absolute values of these two real numbers
are different from 1.
(ii) If −8 < q < 0, the other two eigenvalues of A are eiθ and e−iθ with 0 < θ < π .
(iii) If q = −8, all of the eigenvalues of A are −1.
Proof. It is easy to get the characteristic equation of A,
λ3 − (1 + a)λ2 + (a −p − q)λ+ p = 0. (1.4)
Denote the three eigenvalues of A by λ1, λ2, λ3, then by (1.4) we have{
λ1 + λ2 + λ3 = 1 + a,
λ1λ2 + λ1λ3 + λ2λ3 = a − p − q,
λ1λ2λ3 = −p.
(1.5)
(1) ⇒ (2) If (1) holds, without loss of generality, let λ3 = eiθ (0  θ  π). If θ = π ,
then λ3 = −1, and (2) holds. If θ = 0, then λ3 = 1, and by (1.5) we have{
λ1 + λ2 = a,
λ1λ2 + λ1 + λ2 = a − p − q,
λ1λ2 = −p,
which leads to q = 0. This contradicts the hypothesis. If θ = 0,π , another eigenvalue,
say λ2, of A must be e−iθ . So by (1.5) we have{
λ1 + 2 cosθ = 1 + a = q/2 − p + 2,
2λ1 cosθ + 1 = a − p − q = 1 − 2p − q/2,
λ1 = −p.
Then {
2 cosθ = 2 + q/2,
2p cosθ = 2p + q/2,
which implies p = 1. Thus λ1 = −1, and (2) holds.
(2) ⇒ (3) If (2) holds, say λ3 = −1, then by (1.5) we have{
λ1 + λ2 = 2 + a = q/2 − p + 3,
λ1λ2 − λ1 − λ2 = a − p − q = 1 − 2p − q/2,
λ1λ2 = p.
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(3) ⇒ (1) If p = 1, then a = q/2, and (1.4) becomes
λ3 − (1 + q/2)λ2 − (1 + q/2)λ+ 1 = 0.
That is
(λ + 1)(λ2 − (2 + q/2)λ+ 1)= 0.
Then −1 is an eigenvalue of A, and (1) holds.
The proof of the rest of this lemma is rather elementary; we omit the details. 
2. The main results
Equation (1.2) is equivalent to the system{
(x(t) + x(t − 1))′ = y(t),
y ′(t) = qx([t])+ f (t). (2.1)
As in [5], to study (2.1), we also consider the system of difference equations{
xn+1 = q2 xn + yn + xn−1 + f (1)n ,
yn+1 = qxn + yn + f (2)n ,
(2.2)
where
f (1)n =
n+1∫
n
s∫
n
f (r) dr ds, f (2)n =
n+1∫
n
f (s) ds, (2.3)
and {f (i)n } ∈ APS(R), i = 1,2 (see Lemma 4 in [5]). This system can be also expressed
equivalently as
vn+1 = Avn + hn, n ∈ Z, (2.4)
with vn = (xn, yn, xn−1)T , hn = (f (1)n , f (2)n ,0)T and
A =
(
q/2 1 1
q 1 0
1 0 0
)
. (2.5)
The system (2.2) (or (2.4)) has solutions on Z, these are in fact uniquely determined by x0,
y0 and x−1, i.e., by v0 (see Lemma 2 in [5]).
By a solution x(t) of (1.2) on R we mean a real function continuous on R, satisfying
(1.2) for all t ∈ R, t = n ∈ Z, and such that the one-sided second-order derivatives of
x(t) + x(t − 1) exist at n ∈ Z. The solution (x(t), y(t)) of (2.1) can be defined similarly.
Let E be the set of all real sequences. For 0 < θ < π , define three functions
D : 2APS(R) → 2APS(R), φθ : APS(R) → E and ψθ : APS(R) → E by
D(F) =
⋃
D{cn}, D{cn} =
{{bn} ∈ APS(R): cn = bn+1 + bn, n ∈ Z},{cn}∈F
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

∑n−1
m=0 am cos(n −m − 1)θ, n > 0,
0, n = 0,
−∑nm=−1 am cos(n− m − 1)θ, n < 0,
and
ψθ {an}(n) =


∑n−1
m=0 am sin(n− m − 1)θ, n > 0,
0, n = 0,
−∑nm=−1 am sin(n − m − 1)θ, n < 0,
respectively, for F ∈ 2APS(R) and {an} ∈ APS(R), where 2APS(R) = {F : F ⊂ APS(R)}.
We note that αF + βG = {{cn}: cn = αan + βbn, n ∈ Z, {an} ∈ F, {bn} ∈ G} for
α,β ∈ R, F,G ∈ 2APS(R), and Dk is the kth power of D for k ∈ N .
Proposition 2.1.
(i) If {an}, {bn} ∈ APS(R), and α ∈ R, α = 0, we have
D{αan} = αD{an}, D{an} + D{bn} ⊂ D{an + bn},
µ{αan} = αµ{an}, µ{an} +µ{bn} = µ{an + bn},
where µ = φθ or ψθ for 0 < θ < π .
(ii) D{(−1)n} = ∅.
(iii) If {bn} ∈ Dk{an}, k ∈ N ,
Dk{an} =
{{
bn + (−1)nc
}
: c ∈ R}. (2.6)
Furthermore, there is at most one {b′n} ∈ Dk{an} such that D{b′n} = ∅.
Proof. (i) This conclusion follows immediately from the definitions of the functions D,
φθ and ψθ ; we omit the details.
(ii) Suppose the contrary, that there exists {bn} ∈ D{(−1)n}. Then (−1)n = bn+1 + bn,
n ∈ Z, and it is easy to get that bn = (−1)n−1n+ (−1)nb0, n ∈ Z, which implies that {bn}
is unbounded, and this contradicts the almost periodicity of {bn}. So (ii) holds.
(iii) If {bn} ∈ D{an}. It is easy to see that {bn + (−1)nc} ∈ D{an} for any c ∈ R. On the
other hand, if another {cn} ∈ D{an}, an = bn+1 + bn = cn+1 + cn for n ∈ Z. This implies
that cn = bn + (−1)n(c0 − b0), n ∈ Z, that is {cn} ∈ {{bn + (−1)nc}: c ∈ R}. Hence (2.6)
holds for k = 1.
If {b′n} ∈ D{an} such that D{b′n} = ∅, by (2.6) for k = 1, we have D{an} = {{b′n +
(−1)nc}: c ∈ R}. If D{b′n + (−1)nc} = ∅ for some c = 0, we get from (i) that
∅ = D{b′n + (−1)nc}− D{b′n} ⊂ D{(−1)nc}= cD{(−1)n}.
This contradicts (ii). So c = 0, and {b′n} is the only one in D{an} such that D{b′n} = ∅.
Thus (iii) holds for k = 1.
Suppose that (iii) holds for k = l. Let {dn} ∈ Dl{an} be the only one such that D{dn}
= ∅. If {en} ∈ Dl+1{an}, {en} ∈ D{dn}. By the same argument as in the proof of (iii) for
k = 1, we can prove that D{dn} = {{en + (−1)nc}: c ∈ R} and there exists at most one
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Therefore (iii) holds for all k ∈ N . The proof is complete. 
We list the following assumptions which will be used later.
(A1) D2{f (i)n } = ∅, i = 1,2.
(A2) D2{f (i)n } = ∅, µ{f (i)n } ∈ APS(R) and D{µ{f (i)n }} = ∅ for i = 1,2, and µ = φθ or
ψθ , 0 < θ < π .
(A3) D4{f (i)n } = ∅, i = 1,2.
Theorem 2.1. Suppose that D{f (δ + n)} = ∅, 0 δ < 1.
(i) If q < −8 or q > 0, and (A1) is satisfied, the difference system (2.2) has a unique a.p.
solution {(xn, yn)} such that the following statement is true:
(P) For any continuous ξ(t), t ∈ [0,1], such that ξ(0) = x0 and ξ(1) = x1, (1.2) has
a unique a.p. solution x(t) such that x(t) = ξ(t), t ∈ [0,1], and x(n) = xn, n ∈ Z.
(ii) If −8 < q < 0 and condition (A2) is satisfied for θ the argument of the eigenvalue
eiθ of the matrix A given by (2.5), (2.2) has an a.p. solution {(xn, yn)} such that
statement (P) is true. Furthermore, let vn = (xn, yn, xn−1)T , n ∈ Z, then{{v¯n} = {(x¯n, y¯n, x¯n−1)T }= {vn + AnC}: C = (c1, c2, c3)T ∈ R3,
− 2c1 + c2 + 2c3 = 0
}
is the set of all the a.p. solutions of (2.4) such that statement (P) is true for {x¯n} in
place of {xn}.
(iii) If q = −8 and condition (A3) is satisfied, (2.2) has a unique a.p. solution {(xn, yn)}
such that statement (P) is true.
To illustrate Theorem 2.1, we give the following result.
Proposition 2.2. Suppose that α,β ∈ R, and α = (2k + 1)π , k ∈ Z.
(i) For each l ∈ N ,{
cos(α(n − l/2) + β)
(2 cos(α/2))l
}
∈ Dl{cos(αn + β)} (2.7)
and {
sin(α(n − l/2) + β)
(2 cos(α/2))l
}
∈ Dl{sin(αn + β)}. (2.8)
(ii) If α = 2kπ ± θ for 0 < θ < π , k ∈ Z, then µ{cos(αn + β)} ∈ APS(R), µ{sin(αn +
β)} ∈ APS(R), D{µ{cos(αn+β)}} = ∅ and D{µ{sin(αn+β)}} = ∅ for µ = φθ or ψθ .
Proof. (i) Since α = (2k + 1)π , k ∈ Z, cos(α/2) = 0. Let
b(l)n =
cos(α(n − l/2) + β)
l
, l ∈ N ∪ {0}, n ∈ Z.
(2 cos(α/2))
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b
(l)
n+1 + b(l)n =
cos(α(n + 1 − l/2)+ β) + cos(α(n − l/2) + β)
(2 cos(α/2))l
= 2 cos(α(n − (l − 1)/2)+ β) cos(α/2)
(2 cos(α/2))l
= cos(α(n − (l − 1)/2)+ β)
(2 cos(α/2))l−1
= b(l−1)n
for l ∈ N , n ∈ Z. So (2.7) holds. Similarly we can prove (2.8).
(ii) It is sufficient to prove that φθ {cos(αn+β)} ∈ APS(R) and D{φθ {cos(αn+β)}} = ∅
since the rest of (ii) can be proved similarly.
For n > 0, we have
2
n−1∑
m=0
sin
α − θ
2
cos
(
(α − θ)m + (n− 1)θ + β)
=
n−1∑
m=0
[
sin
(
(α − θ)(m + 1/2)+ (n− 1)θ + β)
− sin((α − θ)(m − 1/2)+ (n− 1)θ + β)]
= sin((α − θ)(n− 1 + 1/2)+ (n − 1)θ + β)
− sin((α − θ)(0 − 1/2)+ (n− 1)θ + β)
= sin(αn − (α + θ)/2 + β)− sin(θn − (α + θ)/2 + β). (2.9)
Similarly we can get that
2
n−1∑
m=0
sin
α + θ
2
cos
(
(α + θ)m − (n− 1)θ + β)
= sin(αn − (α − θ)/2 + β)+ sin(θn+ (α − θ)/2 − β) (2.10)
for n > 0. Since α = 2kπ ± θ , sin((α ± θ)/2) = 0. So it follows from (2.9) and (2.10) that
φθ
{
cos(αn + β)}(n)
=
n−1∑
m=0
cos(αm + β) cos((n − m − 1)θ)
=
n−1∑
m=0
1
2
[
cos
(
(α − θ)m + (n− 1)θ + β)+ cos((α + θ)m − (n− 1)θ + β)]
= 1
4 sin((α − θ)/2)
[
sin
(
αn − (α + θ)/2 + β)− sin(θn− (α + θ)/2 + β)]
+ 1
4 sin((α + θ)/2)
[
sin
(
αn − (α − θ)/2 + β)+ sin(θn+ (α − θ)/2 − β)]
(2.11)
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also valid for n = 0. Then we get that φθ {cos(αn+β)} ∈ APS(R) since φθ {cos(αn+β)}(n)
(n ∈ Z) is a linear combination of functions of the forms sin(αn + β1) and sin(θn + β2)
for some constants β1 and β2. Moreover, noticing that α = (2k + 1)π , k ∈ Z, and 0 <
θ < π , D{φθ {cos(αn + β)}} = ∅ follows from (2.11), (i) of Proposition 2.1 and (i) of this
proposition. This completes the proof. 
Remark 2.1. (a) It is clear that {c/2l} ∈ Dl{c} for l ∈ N and any constant sequence {c}.
Meanwhile, if we set α = β = 0 in Proposition 2.2(ii), and µ = φθ or ψθ , we have that
D{µ{1}} = ∅ and D{µ{0}} = ∅. So it follows from Proposition 2.1(i) that D{µ{c}} = ∅ for
any constant sequence {c}.
(b) If q > 0 or q −8, and
f (t) =
n∑
j=1
[
γj cos(αj t + βj ) + γ ′j sin(α′j t + β ′j )
]
for αj ,α′j , βj , β ′j , γj , γ ′j ∈ R and αj ,α′j = (2k + 1)π , k ∈ Z, j = 1,2, . . . , n, it follows
from Propositions 2.1(i) and 2.2(i) that Dl{f (n)} = ∅, l ∈ N , and D{f (n + δ)} = ∅,
0  δ < 1. Clearly, Dl{f (n)} = ∅ implies that Dl{f (i)n } = ∅ with f (i)n given by (2.3) for
i = 1,2, l ∈ N . So conditions (A1) and (A3) are satisfied, and then the conclusions of The-
orem 2.1(i) and (iii) are true for this f (t).
(c) Assume that −8 < q < 0, f (t) is that shown in (b), θ (0 < θ < π) is the argument of
the eigenvalue eiθ of the matrix A given by (2.5). If in addition, αj ,α′j = 2kπ ± θ , k ∈ Z,
j = 1,2, . . . , n, it follows from Proposition 2.1(i) and Proposition 2.2 that µ{f (n)} ∈
APS(R), D{µ{f (n)}} = ∅ and D{f (n + δ)} = ∅ for 0  δ < 1, µ = φθ or ψθ . Then it
is easy to check that µ{f (i)n } ∈ APS(R) and D{µ{f (i)n }} = ∅ with f (i)n given by (2.3) for
i = 1,2, µ = φθ or ψθ . Furthermore we have D2{f (i)n } = ∅, i = 1,2, by (b). So condition
(A2) is satisfied, and then the conclusion of Theorem 2.1(ii) holds for this f (t).
3. The proof of Theorem 2.1
We first consider (2.4) in three cases.
Case 1. q < −8 or q > 0. It follows from Lemma 1.1(i) that there exists a nonsingular
matrix P = (pij )3×3 such that
PAP−1 = Λ =
(−1 0 0
0 λ2 0
0 0 λ3
)
with
λ2 = 14
(
q + 4 +
√
q2 + 8q ) and λ3 = 14
(
q + 4 −
√
q2 + 8q )
the two real eigenvalues of A. Then system (2.4) becomes
u(n+ 1) = Λu(n) + k(n), (3.1)
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n ∈ Z.
Lemma 3.1. Suppose that q < −8 or q > 0. If (A1) is satisfied, (2.4) has a unique solution
{vn} = {(xn, yn, xn−1)T } such that
D{xn} = ∅ and D{yn} = ∅. (3.2)
Proof. It is easy to see that |λ2| > 1, |λ3| < 1 for q > 0, and |λ2| < 1, |λ3| > 1 for q < −8.
By condition (A1) and Proposition 2.1(iii), we can get a sequence {g(i)n } which is the only
one in D{f (i)n } such that D{g(i)n } = ∅, i = 1,2. We define u(n) = (u1(n),u2(n),u3(n))T
by
u1(n) = p11g(1)n + p12g(2)n , (3.3){
u2(n) = −∑mn λn−m−12 k2(m)
u3(n) =∑mn λn−m3 k3(m − 1) for q > 0 (3.4)
and {
u2(n) =∑mn λn−m2 k2(m − 1)
u3(n) = −∑mn λn−m−13 k3(m) for q < −8 (3.5)
for n ∈ Z. It is clear that {u1(n)} ∈ APS(R). Since {hn} ∈ APS(R3), {k(n)} = {Phn} ∈
APS(R3). If q > 0, given ε > 0, then the λ2(1 − λ−12 )-translation set T ({k2(n)}, λ2(1 −
λ−12 )ε) of {k2(n)} is relatively dense. For any τ ∈ T ({k2(n)}, λ2(1 − λ−12 )ε), by (3.4) we
have ∣∣u2(n+ τ ) − u2(n)∣∣∑
mn
λn−m−12
∣∣k2(m + τ ) − k2(m)∣∣

∑
mn
λn−m−12 λ2
(
1 − λ−12
)
ε = ε
for n ∈ Z. This implies that τ ∈ T ({u2(n)}, ε), i.e.,
T
({
k2(n)
}
, λ2
(
1 − λ−12
)
ε
)⊂ T ({u2(n)}, ε).
So T ({u2(n)}, ε) is relatively dense, and then {u2(n)} ∈ APS(R) for q > 0. Similarly, we
can prove that {u2(n)} ∈ APS(R) for q < −8. Furthermore we can also get similarly that
{u3(n)} ∈ APS(R) for q > 0 and q < −8. Meanwhile, it is easy to verify that {u(n)} is a
solution of (3.1). Thus {(xn, yn, xn−1)T } = {vn} = {P−1u(n)} is an a.p. solution of (2.4).
Let {b(i)n } ∈ D{g(i)n }, i = 1,2, and u∗1(n) = p11b(1)n + p12b(2)n , n ∈ Z. Then by (3.3) we
have {u∗1(n)} ∈ D{u1(n)}. If q > 0, letting{
u∗2(n) = −
∑
mn λ
n−m−1
2 (p21g
(1)
m + p22g(2)m ),
u∗3(n) =
∑
mn λ
n−m
3 (p31g
(1)
m−1 + p32g(2)m−1)
for n ∈ Z, then it follows from (3.4) and ki(n) = pi1f (1)n + pi2f (2)n , n ∈ Z, that
{u∗(n)} ∈ D{ui(n)} for i = 2,3. Let u∗(n) = (u∗(n),u∗(n),u∗(n))T and v∗(n) =i 1 2 3
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{v∗(n)} ∈ APS(R3) and
vn = P−1u(n) = P−1
(
u∗(n+ 1) + u∗(n))= v∗(n + 1)+ v∗(n)
for n ∈ Z. This implies that {v∗1(n)} ∈ D{xn} and {v∗2(n)} ∈ D{yn}, i.e., (3.2) holds. Simi-
larly, we can prove (3.2) for q < −8.
Now we prove that the solution {vn} of (2.4) is the unique one such that (3.2) holds.
Assume that {v¯n} = {(x¯n, y¯n, x¯n−1)T } is any other solution of (2.4) such that D{x¯n}= ∅ and
D{y¯n} = ∅. It is easy to see that {u¯(n)} = {(u¯1(n), u¯2(n), u¯3(n))T } = {P v¯n} is a solution
of (3.1) such that D{u¯i(n)} = ∅, i = 1,2,3. By (3.1) we can get that
u¯1(n) = (−1)n
(
u¯1(0) − p11g(1)0 − p12g(2)0
)+p11g(1)n + p12g(2)n (3.6)
for n ∈ Z, where {g(i)n }, i = 1,2, are those mentioned above. Noticing that D{u¯1(n)} = ∅
and D{g(i)n } = ∅, i = 1,2, if u¯1(0) − p11g(1)0 − p12g(2)0 = 0, it follows from (3.6) and
Proposition 2.1(i) that
∅ = D{u¯1(n)}− D{p11g(1)n − p12g(2)n }⊂ D{(−1)n(u¯1(0) −p11g(1)0 − p12g(2)0 )}
= (u¯1(0)− p11g(1)0 − p12g(2)0 )D{(−1)n},
which contradicts Proposition 2.1(ii). So we have u¯1(0) −p11g(1)0 − p12g(2)0 = 0. Then by
(3.3) and (3.6) we get u¯1(n) = u1(n).
If q > 0, by (3.1) we have
u¯2(n) = λ−l−12 u¯2(n + l + 1)−
n+l∑
m=n
λn−m−12 k2(m)
for l ∈ N , n ∈ Z. Noticing that |λ2| > 1 and {u¯2(n)} is bounded since it is a.p., letting
l → ∞, u¯2(n) = −∑mn λn−m−12 k2(m) for n ∈ Z. So it follows from (3.4) that
u¯2(n) = u2(n), n ∈ Z. (3.7)
Similarly, we can prove that (3.7) is valid for q < −8. Moreover we can also get similarly
that u¯3(n) = u3(n) for n ∈ Z and q ∈ (−∞,−8) ∪ (0,+∞). So we have v¯n = vn, n ∈ Z.
This completes the proof. 
Case 2. −8 < q < 0. It follows from Lemma 1.1(ii) that (3.1) becomes a complex sys-
tem with λ2 = eiθ and λ3 = e−iθ , 0 < θ < π . By PA = ΛP and an elementary calculation,
we can choose the nonsingular matrixes P = (pij )3×3 and P−1 = (qij )3×3 as
P =
( −2 1 2
eiθ − 1 1 1 − e−iθ
e−iθ − 1 1 1 − eiθ
)
(3.8)
and
P−1 =
( −1/(2 cosθ + 2) −σeiθ σ
(cos θ − 1)/(cosθ + 1) 1/(cosθ + 1) 1/(cosθ + 1)
iθ
)
(3.9)1/(2 cosθ + 2) −σ σe
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{u(n)} is in fact uniquely determined by u(0). Furthermore we have the following lemma.
Lemma 3.2. If −8 < q < 0, the real system (2.4) has a real solution {vn} if and only if the
complex system (3.1) has a solution {u(n)} = {Pvn} such that P−1u(0) is real.
Proof. The necessity is obvious. If {u(n)} is a solution of (3.1) such that P−1u(0) is real,
it is clear that {P−1u(n)} is a solution of (2.4). Furthermore, by (3.1) we have
P−1u(n) =


P−1(Λu(n − 1)+ k(n− 1)), n > 0,
P−1u(0), n = 0,
P−1(Λ−1(u(n + 1)− k(n))), n < 0
=


AP−1u(n− 1) + hn−1, n > 0,
P−1u(0), n = 0,
A−1P−1u(n+ 1) + A−1hn, n < 0.
Since A, A−1, {hn} and P−1u(0) are real, we can get that P−1u(n) is real for all n ∈ Z by
a recursive procedure. This completes the proof. 
Lemma 3.3. If −8 < q < 0 and condition (A2) is satisfied for θ the argument of the eigen-
value eiθ of the matrix A given by (2.5), (2.4) has a solution {vn} = {(xn, yn, xn−1)T } ∈
APS(R3) such that (3.2) holds. Furthermore
S = {{v¯n} = {(x¯n, y¯n, x¯n−1)T }= {vn + AnC}: C = (c1, c2, c3)T ∈ R3,
− 2c1 + c2 + 2c3 = 0
}
is the set of all the solutions of (2.4) such that D{x¯n} = ∅ and D{y¯n} = ∅.
Proof. We prove this lemma in two steps.
Step 1. We prove that (2.4) has a solution {vn} = {(xn, yn, xn−1)T } such that (3.2) holds.
By condition (A2) and Proposition 2.1, we can get a sequence {g(j)(n)} which is the
only one in D{f (j)n } such that D{g(j)(n)} = ∅ for j = 1,2. Define u(n) = (u1(n),u2(n),
u3(n))T by

u1(n) = p11g(1)(n) + p12g(2)(n),
u2(n) = p21(φθ {f (1)n }(n) + iψθ {f (1)n }(n)) + p22(φθ {f (2)n }(n) + iψθ {f (2)n }(n)),
u3(n) = p31(φθ {f (1)n }(n) − iψθ {f (1)n }(n)) + p32(φθ {f (2)n }(n) − iψθ {f (2)n }(n))
(3.10)
for n ∈ Z. It is clear that u1(n+ 1) + u1(n) = p11f (1)n + p12f (2)n = k1(n), n ∈ Z, and
φθ
{
f
(j)
n
}
(n) + iψθ
{
f
(j)
n
}
(n) =


∑n−1
m=0 ei(n−m−1)θf
(j)
m , n > 0,
0, n = 0,
−∑n ei(n−m−1)θf (j), n < 0,m=−1 m
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verify that
b(j)(n+ 1) − eiθb(j)(n) = f (j)n
for n ∈ Z, j = 1,2. So we have
u2(n+ 1) − eiθu2(n)
= p21
(
b(1)(n+ 1) − eiθb(1)(n))+p22(b(2)(n + 1) − eiθb(2)(n))
= p21f (1)n + p22f (2)n = k2(n)
for n ∈ Z. Similarly we can get that u3(n + 1) − eiθu3(n) = k3(n), n ∈ Z. Hence u(n)
defined by (3.10) is a solution of (3.1). Furthermore by (3.8), (3.10) and condition (A2) we
have {u(n)} ∈ APS(C3) and u(0) = (η,0,0)T ∈ R3 with η = p11g(1)(0) + p12g(2)(0). Let
vn = (xn, yn, xn−1)T = P−1u(n), n ∈ Z. Then {vn} is a.p., and it follows from Lemma 3.2
that {vn} is a real solution of (2.4) since P−1u(0) = η(q11, q21, q31)T is real by (3.9).
Let {g(j)∗(n)} ∈ D{g(j)(n)}, {φ(j)(n)} ∈ D{φθ {f (j)n }}, {ψ(j)(n)} ∈ D{ψθ {f (j)n }} for
j = 1,2, and α1, α2, α3 be given by

α1 = p11g(1)∗(0) + p12g(2)∗(0),
α2 = p21(φ(1)(0) + iψ(1)(0))+ p22(φ(2)(0) + iψ(2)(0)),
α3 = p31(φ(1)(0) − iψ(1)(0))+ p32(φ(2)(0) − iψ(2)(0)).
Define u∗(n) = (u∗1(n),u∗2(n),u∗3(n))T by

u∗1(n) = p11g(1)∗(n) + p12g(2)∗(n) + (−1)n−1α1,
u∗2(n) = p21(φ(1)(n) + iψ(1)(n)) + p22(φ(2)(n) + iψ(2)(n)) + (−1)n−1α2,
u∗3(n) = p31(φ(1)(n) − iψ(1)(n)) + p32(φ(2)(n) − iψ(2)(n)) + (−1)n−1α3
for n ∈ Z. It is easy to see that {u∗(n)} ∈ APS(C3), u(n) = u∗(n+ 1) + u∗(n), n ∈ Z, and
u∗(0) = (0,0,0)T . Let v∗(n) = (v∗1 (n), v∗2 (n), v∗3 (n))T = P−1u∗(n), n ∈ Z. Then {v∗(n)}
is a.p. and v∗(0) = P−1u∗(0) = (0,0,0)T , and moreover we have
vn = P−1u(n) = P−1
(
u∗(n+ 1) + u∗(n))= v∗(n + 1)+ v∗(n)
for n ∈ Z, and consequently
v∗(n) =


∑n−1
m=0(−1)n−m−1vm, n > 0,
0, n = 0,∑n
m=−1(−1)n−mvm, n < 0,
which shows that {v∗(n)} is a real sequence since {vn} is. Thus we have {v∗1 (n)} ∈ D{xn}
and {v∗2 (n)} ∈ D{yn}, i.e., (3.2) holds, and {vn} is what we want.
Step 2. We prove that S is the set of all the solutions {(x¯n, y¯n, x¯n−1)T } of (2.4) such that
D{x¯n} = ∅ and D{y¯n} = ∅.
Assume that {v¯n} = {x¯n, y¯n, x¯n−1)T } = {vn + AnC} ∈ S. Then −2c1 + c2 + 2c3 = 0.
Let βj = pj1c1 + pj2c2 + pj3c3, j = 2,3. It is easy to see that
PAnC = ΛnPC = (0, β2eiθn, β3e−iθn)T (3.11)
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
u∗1(n) = 0,
u∗2(n) = β22 cos(θ/2) (ei(n−1/2)θ + (−1)n−1e−i(1/2)θ),
u∗3(n) = β32 cos(θ/2) (e−i(n−1/2)θ + (−1)n−1ei(1/2)θ)
for n ∈ Z. Then by (3.11) and Proposition 2.2(i), it is not difficult to check that {u∗(n)} ∈
APS(C3), PAnC = u∗(n + 1) + u∗(n), n ∈ Z, and u∗(0) = (0,0,0)T . Let {x∗n} ∈ D{xn},
{y∗n} ∈ D{yn}. Define
v∗(n) =
(
v∗1(n)
v∗2(n)
v∗3(n)
)
=

 x∗n + (−1)n−1x∗0y∗n + (−1)n−1y∗0
x∗n−1 + (−1)n−1x∗−1

+P−1u∗(n)
for n ∈ Z. Then it is easy to see that v∗(n + 1)+ v∗(n) = vn + AnC = v¯n, n ∈ Z, v∗(0) =
(0,0,0)T and {v∗(n)} is a.p., and consequently we have
v∗(n) =


∑n−1
m=0(−1)n−m−1v¯m, n > 0,
0, n = 0,∑n
m=−1(−1)n−mv¯m, n < 0.
So {v∗(n)} is real since {v¯n} is. Thus {v∗1 (n)} ∈ D{x¯n} and {v∗2 (n)} ∈ D{y¯n}, i.e., D{x¯n} = ∅
and D{y¯n} = ∅.
On the other hand, if {v¯n} = {(x¯n, y¯n, x¯n−1)T } is a solution of (2.4) such that D{x¯n} = ∅
and D{y¯n} = ∅, it follows from (2.4) that v¯n = vn +AnC, n ∈ Z, with C = (c1, c2, c3)T =
v¯0 − v0. Let {x∗n} ∈ D{xn}, {y∗n} ∈ D{yn}, {x¯∗n} ∈ D{x¯n}, {y¯∗n} ∈ D{y¯n}, and a(n) =
(a1(n), a2(n), a3(n))T = P(x¯∗n − x∗n, y¯∗n − y∗n, x¯∗n−1 − x∗n−1)T , n ∈ Z. Then {a(n)} ∈
APS(R3), and it is easy to see that
a(n+ 1)+ a(n) = P(v¯n − vn) = PAnC = ΛnPC
=
(
(−2c1 + c2 + 2c3)(−1)n
(p21c1 + p22c2 + p23c3)eiθn
(p31c1 + p32c2 + p33c3)e−iθn
)
for n ∈ Z. So a1(n + 1) + a1(n) = (−2c1 + c2 + 2c3)(−1)n, n ∈ Z. If (−2c1 + c2 + 2c3)
= 0, then {(−2c1 + c2 + 2c3)−1a1(n)} ∈ D{(−1)n}, which contradicts Proposition 2.1(ii).
So −2c1 + c2 + 2c3 = 0, i.e., {v¯n} = {vn + AnC} ∈ S. This completes the proof. 
Case 3. q = −8. Since q = −8, we have
A =
(−4 1 1
−8 1 0
1 0 0
)
,
and it follows from Lemma 1.1(iii) that all the three eigenvalues of A are −1. By PA = ΛP
and an elementary calculation we can choose the nonsingular matrixes P and P−1 as
P =
(−2 1 2
1 0 1
)
, P−1 =
(0 1 −1
1 2 −4
)
,0 0 1 0 0 1
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.
As in Case 2, it is easy to verify that (3.1) is solvable, and the solutions {u(n)} are in fact
determined by u(0). Furthermore, as Lemma 3.2, we also have the fact that (2.4) has an
a.p. solution {vn} if and only if (3.1) has an a.p. solution {u(n)} = {Pvn}.
Lemma 3.4. If q = −8 and condition (A3) is satisfied, system (2.4) has a unique a.p.
solution {vn} = {(xn, yn, xn−1)T } such that (3.2) holds.
Proof. By Proposition 2.1(iii) and condition (A3), we can get {a(i)j (n)} the only one
in Dj {f (i)n } such that D{a(i)j (n)} = ∅ for i = 1,2 and j = 1,2,3. Then {a(i)j (n)} ∈
Dj {f (i)n } = D{a(i)j−1} for i = 1,2 and j = 2,3. Define u(n) = (u1(n),u2(n),u3(n))T by

u1(n) = −2a(1)1 (n) + a(2)1 (n),
u2(n) = −2a(1)2 (n) + a(2)2 (n) + a(1)1 (n),
u3(n) = −2a(1)3 (n) + a(2)3 (n) + a(1)2 (n)
(3.12)
for n ∈ Z. Noticing that (3.1) becomes

u1(n+ 1) + u1(n) = −2f (1)n + f (2)n ,
u2(n+ 1) + u2(n) = u1(n) + f (1)n ,
u3(n+ 1) + u3(n) = u2(n),
it is clear that {u(n)} defined by (3.12) is an a.p. solution of (3.1). Let {a(i)4 (n)} ∈
D4{f (i)n } = D{a(i)3 (n)}, i = 1,2. Define u∗(n) = (u∗1(n),u∗2(n),u∗3(n))T by

u∗1(n) = −2a(1)2 (n) + a(2)2 (n),
u∗2(n) = −2a(1)3 (n) + a(2)3 (n) + a(1)2 (n),
u∗3(n) = −2a(1)4 (n) + a(2)4 (n) + a(1)3 (n)
for n ∈ Z. Clearly u∗(n + 1) + u∗(n) = u(n), n ∈ Z, and {u∗(n)} ∈ APS(R3). Let vn =
(xn, yn, xn−1)T = P−1u(n), n ∈ Z. Then {vn} is an a.p. solution of (2.4), and
vn = P−1u(n) = P−1u∗(n + 1)+ P−1u∗(n)
for n ∈ Z. This implies that (3.2) holds.
Now we prove that {vn} obtained above is the unique solution of (2.4) such that (3.2)
holds.
If {v¯n} = {(x¯n, y¯n, x¯n−1)T } is another solution of (2.4) such that D{x¯n} = ∅ and
D{y¯n} = ∅, by (2.4), we have
v¯n − vn = An(v¯0 − v0) = P−1ΛnPC
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
 (−1)n 0 0n(−1)n−1 (−1)n 0
n(n−1)
2 (−1)n−2 n(−1)n−1 (−1)n


(−2 1 2
1 0 1
0 0 1
)(
c1
c2
c3
)
= P−1

 (−1)n(−2c1 + c2 + 2c3)(−1)n−1n(−2c1 + c2 + 2c3) + (−1)n(c1 + c3)
(−1)n n(n−1)2 (−2c1 + c2 + 2c3) + (−1)n−1n(c1 + c3) + (−1)nc3


for n ∈ Z, where C = (c1, c2, c3) = v¯0 − v0. So the boundedness of {v¯n − vn} implies that{−2c1 + c2 + 2c3 = 0,
c1 + c3 = 0, (3.13)
and then v¯n − vn = P−1(0,0, (−1)nc3)T = (−1)n(−c3,−4c3, c3)T , n ∈ Z. If c3 = 0, we
have x¯n −xn = −(−1)nc3, n ∈ Z. Then by Proposition 2.1(i) we have D{(−1)n} = ∅ since
D{x¯n} = ∅ and D{xn} = ∅. This contradicts Proposition 2.1(ii). Thus c3 = 0. Combining
this with (3.13), we have ci = 0, i = 1,2,3, which means that v¯n = vn, n ∈ Z. The proof
is complete. 
Proof of Theorem 2.1. Noticing that (2.4) is equivalent to (2.2), it is clear that Theo-
rem 2.1 follows from Lemmas 3.1, 3.3, 3.4 and the following statement:
(Q) If D{f (δ + n)} = ∅, 0  δ < 1, and {(xn, yn)} is a solution of (2.2) such that (3.2)
holds, then the statement (P) in Theorem 2.1 is true.
Now we prove statement (Q). If {xn, yn} is a solution of (2.2), it follows from the proof
of Lemma 3 in paper [5] that, for any continuous ξ(t), t ∈ [0,1], such that ξ(0) = x0 and
ξ(1) = x1, there exists a unique solution (x(t), y(t)), t ∈ R, of (2.1) such that x(n) = xn,
y(n) = yn, n ∈ Z, x(t) = ξ(t), t ∈ [0,1], and
x(t) + x(t − 1) = xn + xn−1 + yn(t − n) + q2 xn(t − n)
2 +
t∫
n
s∫
n
f (r) dr ds (3.14)
for n  t  n + 1. Noticing that (1.2) is equivalent to (2.1), then statement (P) is true if
x(t) is a.p. Hence it is sufficient to prove the almost periodicity of x(t).
Let δ ∈ [0,1). Since (3.2) holds and D{f (δ + n)} = ∅, we set {an} ∈ D{xn}, {bn} ∈
D{yn}, {g(δ + n)} ∈ D{f (δ + n)}, and
x∗(n+ δ) = xn + bn+1δ + q2 an+1δ
2 +
δ∫
0
s∫
0
g(n + 1 + r) dr ds (3.15)
for n ∈ Z. Then {x∗(n+ δ)} ∈ APS(R), and by (3.14) we have
x(n+ δ) + x(n+ δ − 1)
= xn + xn−1 + ynδ + q2 xnδ
2 +
n+δ∫ s∫
f (r) dr dsn n
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2 +
δ∫
0
s∫
0
f (n+ r) dr ds
= xn + xn−1 + (bn+1 + bn)δ + q2 (an+1 + an)δ
2
+
δ∫
0
s∫
0
(
g(n + 1 + r) + g(n + r))dr ds
= x∗(n+ δ) + x∗(n+ δ − 1)
for n ∈ Z. This implies that
x(n+ δ) = x∗(n+ δ) + (−1)n(x(δ) − x∗(δ))
= x∗(n+ δ) + (−1)n(ξ(δ) − x∗(δ)) (3.16)
for n ∈ Z. Thus {x(n+ δ)} ∈ APS(R).
We claim that the family G = {{x(n + δ)}: 0  δ < 1} is u.a.p. In fact, since {an},
{bn} and {g(n + δ)} (0  δ < 1) are all a.p., it is easy to deduce from (3.15) that
|dx∗(n+ δ)/dδ| < M for n ∈ Z, 0  δ < 1, and some constant M > 0 (dx∗(n+ δ)/dδ,
n ∈ Z, mean the one-sided derivatives at δ = 0), and hence it follows from (3.16) and the
continuity of ξ(t) in [0,1] that G is uniformly bounded, and x(n+ δ) is uniformly contin-
uous in δ ∈ [0,1) uniformly in n ∈ Z, namely, given ε > 0, we can choose δ1, δ2, . . . , δk ∈
[0,1) satisfying that, for each δ ∈ [0,1), there exists some i , 1 i  k, such that∣∣x(n+ δ) − x(n+ δi)∣∣< ε/3, n ∈ Z. (3.17)
Let G1 = {{x(n + δi)}: 1 i  k}. G1 is u.a.p. since it is finite. Then T (G1, ε/3) ⊂ Z is
relatively dense. Now for any τ ∈ T (G1, ε/3) and δ ∈ [0,1), there exists some i , 1 i  k,
such that (3.17) holds, and then∣∣x(n+ δ + τ ) − x(n+ δ)∣∣

∣∣x(n+ δ + τ ) − x(n+ δi + τ )∣∣+ ∣∣x(n+ δi + τ ) − x(n+ δi)∣∣
+ ∣∣x(n+ δi) − x(n+ δ)∣∣
< ε/3 + ε/3 + ε/3 = ε
for n ∈ Z, which shows that τ ∈ T (G,ε), i.e., T (G1, ε/3) ⊂ T (G,ε). So T (G,ε) is rela-
tively dense, and G is a u.a.p. family.
Given ε > 0, for any t ∈ R, let n = [t] and δ = t − [t]. Then for any τ ∈ T (G,ε), we
have ∣∣x(t + τ ) − x(t)∣∣= ∣∣x(n+ δ + τ ) − x(n+ δ)∣∣< ε.
This implies that τ ∈ T (x, ε), i.e., T (G,ε) ⊂ T (x, ε). So T (x, ε) is relatively dense, and
x(t) is a.p. This completes the proof. 
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