Roughly speaking, Buckingham's Π-Theorem provides a method to "guess" the structure of physical formulas simply by studying the dimensions (the physical units) of the involved quantities. Here we will prove a quantitative version of Buckingham's Theorem, which is "purely mathematical" in the sense that it does make any explicit reference to physical units.
Introduction: Physical Units
Let us begin with a brief discussion on physical units. Every physical quantity consists of a numerical value and a unit of measure. The most commonly used system of units is the SI (système internationale (d'unités)). It uses the following seven base units. All other units are of the form m α 1 kg α 2 s α 3 A α 4 K α 5 mol α 6 cd α 7 with rational exponents α 1 , . . . , α 7 . A table of some of the most important derived physical quantities and their SI units is included in the Appendix (Table 2) .
A quantity's unit (or more properly the corresponding tuple of exponents) is called its dimension. If all the exponents are zero, the quantity is called dimensionless (i. e. it is just a number without a unit).
When two physical quantities, say p and q with dimensions (α 1 , . . . , α 7 ) and (β 1 , . . . , β 7 ), are multiplied, their units are multiplied accordingly, i. e. the dimension of pq is (α 1 + β 1 , . . . , α 7 + β 7 ).
The sum p + q is only defined if p and q have the same dimension (which is then also the dimension of p + q).
In addition, we may also use scaling factors together with the units. When taking powers of units these factors have to be scaled accordingly, for instance 1 cm = 10 −2 m and 1 cm 3 = (10 −2 ) 3 m 3 = 10 −6 m 3 . Table 3 in the Appendix shows the standard scaling factors and their prefixes used in the SI. Other scaling factors may occur when converting non-SI to SI units. A list of some non-SI units which are still frequently used (at least in some specific areas) can be found in Table 4 in the Appendix.
When confronted with a physical formula, usually the first thing one does is to check whether it is consistent, i. e. whether the physical dimensions on both sides of the equation agree (otherwise it cannot be true).
Of course, consistency of the dimensions is not sufficient to ensure that a given formula holds true. Nonetheless, in many situations a closer look at the dimensions of the involved quantities may give us a hint as to how a sought formula might look like. Let us consider the following classical example: we have a mathematical pendulum, that is, a small mass m attached to a string of length l suspended from the ceiling, so that the mass m can swing freely back and forth under the influence of gravity g.
For small enough elongations, the mass m performs a periodic motion with period T . We wish to express T as a function of the quantities m, l and g. They have the SI units kg, m and m/s 2 , while T has the unit s. It seems reasonable to assume that the unit of T should come out as some combination of the units of m, l and g. Thus we try to find rational numbers y 1 , y 2 , y 3 such that s = kg y 1 m y 2 (m s −2 ) y 3 = kg y 1 m y 2 + y 3 s −2y 3 .
Comparing the exponents on both sides leads to y 1 = 0, y 2 + y 3 = 0 and −2y 3 = 1, hence y 3 = −1/2 and y 2 = 1/2.
Thus we may conjecture that the formula for T is of the form m y 1 l y 2 g y 3 = l/g, possibly times some dimensionless factor C:
Surprisingly, for C = 2π this gives indeed the correct formula. The general principle behind this reasoning is what is known as Buckingham's Π-Theorem. To formulate it, we consider not only the SI with its seven base units but the more general case of m base units U 1 , . . . , U m . The unit of a physical quantity p is then of the form U α 1 1 . . . U αm m , where we may even allow the exponents to be irrational. The tuple (α 1 , . . . , α m ) is again called the dimension of p. Now suppose we have a physical quantity q with dimension β = (β 1 , . . . , β m ). We assume that q depends on the physical quantities p 1 , . . . , p n , i. e. we assume that q = F (p 1 , . . . , p n ) for a suitable function F which we would like determine. We denote the dimension of p j by α j = (α 1j , . . . , α mj ) and consider the m × n-matrix A whose j-th column is α T j . The unit of the output q should be a combination of the units of the inputs p 1 , . . . , p n , so we assume that there are y 1 , . . . , y n ∈ R such that
which is equivalent to Ay T = β T , where y := (y 1 , . . . , y n ).
Moreover, the function F should also have the correct scaling behavior. If we scale the units of p 1 , . . . , p n , then the unit of the output q = F (p 1 , . . . , p n ) should be scaled accordingly, i. e. for all c 1 , . . . , c m > 0 and all v 1 , . . . , v n we have
Now we distinguish two cases. First we assume that the rank of A is equal to n. Then Buckingham's Theorem states that F is of the form F (p 1 , . . . , p n ) = Cp y 1 1 . . . p yn n for a dimensionless constant C. This is what we got in the previous example for the period T (here α 1 = (0, 1, 0), α 2 = (1, 0, 0), α 3 = (1, 0, −2) and β = (0, 0, 1)). The second case, rank(A) < n, is a bit more complicated. Buckingham's Π-Theorem states that there are k = n − rank(A) dimensionless quantities π 1 , . . . , π k and a suitable function G such that F (p 1 , . . . , p n ) = G(π 1 , . . . , π k )p y 1 1 . . . p yn n .
The π s can be determined as follows: choose a basis (x T 1 , . . . , x T k ) of the kernel of A and denote the j-th coordinate of x s by x sj . Then π s = p x s1 1 . . . p xsn n for s = 1, . . . , k (this is not unique, a different choice for the x s may lead to a different set of quantities π 1 , . . . , π k and hence also to a different G).
As an example let us consider a classical Atwood machine consisting of two masses m 1 and m 2 connected by an inextensible, massless string over a massless, frictionless pulley. In the beginning, both masses are assumed to be at rest at the same height h. Then the larger mass drops to the ground while the smaller mass is pulled up to the height 2h. We want to find the velocity v of the larger mass at the moment it hits the ground. This velocity should be a function of m 1 , m 2 , h and the gravity g, so v = F (m 1 , m 2 , h, g).
The matrix A whose columns are given by the dimensions of m 1 , m 2 , h and g is
Obviously rank(A) = 3, the kernel of A is spanned by x T = (1, −1, 0, 0) T and for y = (0, 0, 1/2, 1/2) we have Ay T = β T .
So if we assume that the function F has the correct scaling behavior as described above, then Buckingham's Theorem implies that there is a function G of one variable such that
where the dimensionless quantity π 1 is given by
In summary we have v = G(m 1 /m 2 ) √ gh for an unknown function G. While this formula is of course not a complete solution to our problem, it still gives us some valuable information: we see how v depends on g and h if m 1 and m 2 are fixed. Moreover, v does not directly depend on the masses m 1 and m 2 themselves, only on their ratio m 1 /m 2 .
Using for instance the law of conversation of energy, one can derive the exact formula
Alternatively, one could also consider the forces acting on m 1 and m 2 and employ Newton's second law of motion to get the same result. Now some historical comments are in order. Buckingham's Theorem is named for Edgar Buckingham, who described it in his work [2] in 1914. But essentially the same result appeared already in 1892 in an article by A. Vaschy [8] and also in 1911 in works of A. Federman [5] and D. Riabouchinsky [7] . It was Buckingham who introduced the symbol π for the dimensionless quantities, which let to the name Π-Theorem. For some modern works on the subject, see for instance [1, 3, 6] .
So far our discussion of Buckingham's Theorem has not been quite rigorous from a mathematical point of view, largely due to the fact that the physical units themselves are not properly defined mathematical objects. Now we will define a purely mathematical formalism to model the idea of physical quantities without explicit reference to physical units (of course this is known material, it is included here only for the reader's convenience).
Mathematical Formalism
First we introduce some notation. We set R + := (0, ∞) and for a fixed natural number m, we denote by R m the space of all column vectors of length m with real entries, while R m denotes the corresponding space of row vectors. The symbols R m + resp. R + m denote the set of all elements of R m resp. R m with positive entries.
For
Obviously ∼ is an equivalence relation. We write [x, c, α] for the equivalence class of (x, c, α). The set of all equivalence classes is denoted by
and for each α ∈ R m we set
Then we have P = α∈Rm P α .
Now suppose that p ∈ P α . Then we call α the dimension of p, denoted by p = α (if p = 0, then p is called dimensionless).
The elements of P α can indeed be interpreted as physical quantities of dimension α with respect to some fixed set of m base units. Next we define a multiplication on P which models the multipilcation of physical quantities.
The following assertions are easily proved.
We can also define an operation + on each set P α , mimicking again the summation of physical quantities.
Then the following lemma holds (obviously). 
for all v 1 , . . . , v n ∈ R + and every c ∈ R + m . For S(A, β, 0) we simply write S(A, β).
The elements of S(A, β) (the usual class of functions considered in Buckingham's Theorem) are exactly those for which the scaling of physical units is consistent. Precisely, this means the following: if F : R + n → R is given, define a map F : P + α 1 × · · · × P + αn → P β by
and then it is easy to see that the following assertions are equivalent:
(ii) For all (p 1 , . . . , p n ) ∈ P + α 1 × · · · × P + αn and all c ∈ R + m we have
In the next section we shall need the following lemma (it is of course well-known, but we include a proof here for the reader's convenience).
Proof. Let y = (y 1 , . . . , y n ), β = (β 1 , . . . , β m ) and A = (α ij ) m,n i,j=1 . Put α j := (α 1j , . . . , α mj ) for j = 1, . . . , n.
Thus F ∈ S(A, β).
We will also need generalized inverses. If B = (b ij ) m,n i,j=1 is a real m × nmatrix, then there exists exactly one real n × m matrix B † such that the following conditions are satisfied: . For this and more information on pseudoinverses, see for instance [4, Chapter 11 ]. Furthermore, we denote by · ∞ the maximum-norm on R n resp. R m and by B the corresponding matrix (operator) norm, which-as is wellknown-can be expressed as
Finally, let us introduce a last bit of notation. For v = (v 1 , . . . , v n ) ∈ R + n we define log(v) := (log(v 1 ), . . . , log(v n )) (where log denotes the natural logarithm) and for w = (w 1 , . . . , w n ) T ∈ R n we define exp(w) := (e w 1 , . . . , e wn ). Now we are ready to formulate and prove quantitative versions of Buckingham's Theorem, where we replace the condition F ∈ S(A, β) by the approximate condition F ∈ S(A, β, ε) and the condition Ay T = β T by the approximate condition Ay T − β T ∞ ≤ δ. Note that the formulations and proofs are "purely mathematical", avoiding any explicit reference to physical units (the paper [3] also contains an abstract, but non-quantitative, version of Buckingham's Theorem without reference to physical units; the proofs we give below for Theorems 3.1 and 3.2 were originally inspired by the notes of H. Hanche-Olsen [6] on the classical Buckingham Theorem).
Quantitative Version of Buckingham's Theorem
Again we have to distinguish the cases rank(A) = n and rank(A) < n. We start with the easier case of full column-rank.
Theorem 3.1 (Quantitative version of Buckingham's Theorem, part 1).
Let A be a real m × n-matrix with rank(A) = n and let β ∈ R m , ε ≥ 0 and F ∈ S(A, β, ε). Furthermore, let y ∈ R n and δ ≥ 0 with Ay T − β T ∞ ≤ δ. Put C := F (1, . . . , 1) and D := (A T ) † and fix a number K > 1.
Roughly speaking, the theorem states that for small enough ε and δ the quotient Cv y /F (v) is close to one.
As a particular case, we get that if Ay T = β T and F ∈ S(A, β), then F (v) = Cv y holds for every v ∈ R n , which is the content of the usual Buckingham-Theorem for rank(A) = n.
Proof of Theorem 3.1. Write y = (y 1 , . . . , y n ), β = (β 1 , . . . , β m ) and A = (α ij ) m,n i,j=1 . Put α j := (α 1j , . . . , α mj ) for j = 1, . . . , n and z i := (α i1 , . . . , α in ) for i = 1, . . . , m.
Let
Put c i := e λ i for i = 1, . . . , m and c := (c 1 , . . . , c m ). It follows that
and hence c α j = 1/v j for j = 1, . . . , n.
Since F ∈ S(A, β, ε) this implies 
Our assumption on v implies log(v) T ∞ ≤ log(K) and thus we have
Hence
Now we turn to the second case rank(A) < n. Let M := max{|x sj | : s = 1, . . . , k, j = 1, . . . , n} and let K > 1.
Then the following assertions hold:
Statement (a) expresses the fact that the quantities associated to π 1 , . . . , π k are dimensionless, while statement (b) can roughly be interpreted as "the quotient G(π 1 (v), . . . , π k (v))v y /F (v) is close to one if ε and δ are small."
In particular, if Ay T = β T and F ∈ S(A, β), then we obtain F (v) = G(π 1 (v), . . . , π k (v))v y for all v ∈ R + n , which is the usual Buckingham-Theorem.
Proof of Theorem 3.2. Let y = (y 1 , . . . , y n ), β = (β 1 , . . . , β m ) and A = (α ij ) m,n i,j=1 . Put α j := (α 1j , . . . , α mj ) for j = 1, . . . , n. (a) Since Ax T s = 0 it follows from Lemma 2.8 that π s ∈ S(A, 0) for s = 1, . . . , k.
(b) First we make the following observation: if w = (w 1 , . . . , w k ) ∈ R + k and u = (u 1 , . . . , u n ) ∈ R + n , then we have
This can be seen as follows:
(π 1 (u), . . . , π k (u)) = w ⇔ w s = x sj log(u j ) ∀s = 1, . . . , k ⇔ X log(u) T = log(w) T . Now we fix v = (v 1 , . . . , v n ) ∈ R + n such that K −1 ≤ v i ≤ K for all i = 1, . . . , n and put w = (w 1 , . . . , w k ) := (π 1 (v), . . . , π k (v)) and u = (u 1 , . . . , u n ) := ψ(w).
Then we have X log(u) T = XX † log(w) T = log(w) T (note that rank(X) = k, thus XX † = I k ). Hence by (3.3) we have (π 1 (u), . . . , π k (u)) = w = (π 1 (v), . . . , π k (v)).
Another application of (3.3) gives log(u/v) T = log(u) T − log(v) T ∈ ker(X).
Denote by z i the i-th row of A. Then, since x T s ∈ ker(A), we have (Xz T i ) s = n j=1 x sj α ij = (Ax T s ) i = 0 for all i = 1, . . . , m and s = 1, . . . , k. Thus U := span z T 1 , . . . , z T m ⊆ ker(X). But we have dim(U ) = rank(A) = n − k = dim(ker(X)) and hence U = ker(X). Now let (λ 1 , . . . , λ m ) T := D log(u/v) T .
Since log(u/v) T ∈ ker(X) = U = ran(A T ) and
We put c i := e λ i for i = 1, . . . , m and c := (c 1 , . . . , c m ). Then, similar to the proof of Theorem 3.1, it follows that c α j = u j /v j for j = 1, . . . , n.
Let γ = (γ 1 , . . . , γ m ) := yA T = (Ay T ) T . It follows from Lemma 2.8 that
and so it follows that 
Quantitative Version of Buckingham's Theorem
Together with our assumption on v this implies
Since
. . , m and hence
As in the proof of Theorem 3.1 this implies |c β−γ −1| ≤ K mδ D (nM X † +1) − 1 and together with (3.4) we obtain
Let us end this paper with a few remarks concerning Theorem 3.2. 1) In the special case ε = 0 = δ (the case of the classical Buckingham Theorem) we have the following uniqueness assertion: the function G defined in Theorem 3.2 is the only function on R + k satisfying F (v) = G(π 1 (v), . . . , π k (v))v y for every v ∈ R + n . To see this suppose H : R + k → R is another function such that F (v) = H(π 1 (v), . . . , π k (v))v y holds for every v ∈ R + n . Fix an arbitrary w ∈ R + k and put v := ψ(w). Then X log(v) T = log(w) T and hence (π 1 (v), . . . , π k (v)) = w (see (3.3) ). It follows that H(w) = F (v)/v y = G(w).
2) If Ay T = β T and F is of the form F (v) = H(π 1 (v), . . . , π k (v))v y for every v ∈ R + n , where H : R + k → R is an arbitrary function, then we automatically have F ∈ S(A, β) (this follows immediately from Lemma 2.8, since π 1 , . . . , π k ∈ S(A, 0)).
3) It is worth mentioning that the function G defined in Theorem 3.2 is "as good as F regarding regularity properties", more precisely:
(This follows immediately from the usual rules.) 4) For every real m × n-matrix A = 0, every ε > 0 and every β T in the range of A, we have that S(A, β) is a proper subset of S(A, β, ε).
Proof. Let y ∈ R n such that Ay T = β T and fix τ ∈ (0, 1) such that
Now we first suppose that H : R + n → [1−τ, 1+τ ] is an arbitrary function and we put F (v) := H(v)v y for every v ∈ R + n . Then F ∈ S(A, β, ε). To see this we denote the columns of A by α T 1 , . . . , α T n and let v = (v 1 , . . . , v n ) ∈ R + n and c ∈ R + m . Then we have, according to Lemma 2.8,
where the "≤" holds because of To see this we distinguish two cases. If rank(A) = n, then F ∈ S(A, β) would imply that H is constant (Theorem 3.1), which is not true.
If rank(A) < n and F ∈ S(A, β), then, in the notation of Theorem 3.2, we would have H(v) = G(π 1 (v), . . . , π k (v)) for every v ∈ R + n . Since π 1 , . . . , π k ∈ S(A, 0) this would mean H ∈ S(A, 0). But A = 0, so we can always find c ∈ R + m such (c α 1 , . . . , c αn ) = (1, . . . , 1) and hence H(c α 1 , . . . , c αn ) = H(1, . . . , 1), thus H ∈ S(A, 0). This completes the proof. 
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