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Zusammenfassung
Im Fokus dieser Arbeit steht die Konzeption, Entwicklung und Erprobung eines auto-
nomen Roboters zur Instrumentierung eines untertägigen Bergwerks. Der exemplari-
sche Anwendungsfall umfasst das selbstständige Absetzen intelligenter Sensorstationen
durch einen Roboterarm. Der Roboter ist einer der ersten mobilen Manipulatoren für
den langfristigen Einsatz unter Tage. Ziel ist es, die Sicherheit für den Bergmann zu er-
höhen, indem in gefährlichen Situationen der mobile Manipulator als echte Alternative
zur Verfügung steht. Das fordert von dem Roboter selbstständiges und adaptives Han-
deln in einer Komplexität, die mobile Manipulatoren bisher lediglich in strukturierten
Umgebungen leisten. Exemplarisch dafür ist das Platzieren von Technik im Altberg-
bau - Dunkelheit, Nässe und enge Querschnitte gestalten dies sehr herausfordernd.
Der Roboter nutzt seine anthropomorphe Hand, um verschiedene Objekte abzusetzen.
Das sind im konkreten Fall Sensorboxen, die diese Arbeit für die Instrumentierung des
Bergwerks vorschlägt. Wichtig ist, dass das Absetzen autonom geschieht. Der Roboter
trifft die Entscheidungen, wo er etwas platziert, welche Trajektorie sein Arm wählt und
welchen Planungsalgorithmus er nutzt, vollkommen selbstständig. In dem Zusammen-
hang entwirft diese Dissertation eine variable Absetzroutine. Der mobile Manipulator
baut dafür ein Kollisionsmodell der Umgebung auf, sucht eine geeignete Absetzposi-
tion, greift ein vordefiniertes Objekt und platziert dies im Bergwerk. Sicherheit und
Robustheit stehen dabei an vorderster Stelle. Entsprechend schließt die Absetzrouti-
ne nach dem Absetzen nicht ab, sondern führt eine unabhängige Überprüfung durch.
Dabei vergleicht der mobile Manipulator über Sensoren die wahrgenommene mit der
angestrebten Objektposition. Hier kommen auf Deep Learning basierende Methoden
zum Einsatz, die eine Überprüfung auch in vollkommener Dunkelheit erlauben. In
insgesamt 60 Experimenten gelingt das Absetzen in 97% der Fälle mit einer Genau-
igkeit im Zentimeterbereich. Dabei beschränkt sich diese Evaluierung nicht auf das
untertägige Bergwerk, sondern wertet auch Experimente in strukturierten und offenen
Umgebungen aus. Diese Breite erlaubt eine qualitative Diskussion von Aspekten wie:
Autonomie, Sicherheit und Einfluss der Umgebung auf das Verfahren. Das Ergebnis ist
die Erkenntnis, dass der hier vorgestellte Roboter die Lücke zwischen Untertagerobo-
tern und den mobilen Manipulatoren aus Industrieanwendungen schließt. Er steht in
gefährlichen Situationen als Alternative zur Verfügung.
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1. Einleitung
Abb. 1.1.: Julius ist der erste autonome robotische Manipulator im Forschungs- und Lehr-
bergwerk und einer der ersten unter Tage. Er stattet das Bergwerk mit intelligenten Sensor-
stationen aus. Sein Entwurf und Aufbau, eine autonome Absetzroutine, sowie Experimente
unter Tage sind Gegenstand dieser Dissertation.
Diese Dissertation hat das Ziel die Klasse der Untertageroboter um einen mobilen
Manipulator zu erweitern. Diese kommen bisher primär über Tage in strukturierten
Umgebungen zum Einsatz. Mobile Manipulatoren vereinen die Flexibilität beweglicher
Plattformen mit der Präzession von Roboterarmen. Sie sind daher ein mächtiges Werk-
zeug und decken potenziell ein breites Anwendungsfeld ab, was diese Arbeit um den
Bergbau erweitert. Die Technische Universität Bergakademie Freiberg (TUBAF) bie-
tet mit dem Zugang zum Forschungs- und Lehrbergwerk (FLB) [44] die einzigartige
Chance einen mobilen Manipulator für den Einsatz unter Tage zu entwickeln und zu
erproben. Dieser autonome Roboter steht vor der Aufgabe selbstständig Sensorboxen
im Altbergbau zu verteilen. Dieser Beitrag birgt das Potenzial zukünftig, in gefährli-
chen Situationen, eine technische Alternative zum Bergmann zu bilden. Innerhalb der
Robotikgemeinschaft zählt ein untertägiges Bergwerk zu den herausforderndsten Um-
gebungen überhaupt. Die Integration etablierter Verfahren und die Anwendung unter
Tage gibt Rückschlüsse auf deren Stabilität und Sicherheit.
Der mobile Manipulator ist benannt nach Julius Weisbach1, dem Begründer der neu-
en Markscheidekunst. Ähnlich wie sein Namensgeber bringt der Roboter eine neuartige
Technologie im untertägigen Bergbau zum Einsatz. Der autonome Roboter ist durch
einen Roboterarm in der Lage mit Objekten in seiner Umgebung zu interagieren. Diese
Handhabung ist fortan mit Manipulation gemeint. Julius instrumentiert auf diese Wei-
se den Altbergbau, indem er Sensorstationen unter Tage absetzt. Das Verteilen dieser
Sensorstationen im Bergwerk ermöglicht es stillgelegte und alte Bergwerke im Nach-
gang sicher zu instrumentieren. Sicher deswegen, da diverse Risiken wie gefährliche
Gaskonzentrationen, Einsturzgefahr und defekte Stützstrukturen für den Bergmann
1geboren 10. August 1806 in Mittelschmiedeberg; † 24. Februar 1871 in Freiberg
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Lebensgefahr bedeuten. Da statt dem Menschen ein autonomer Roboter zum Einsatz
kommt, verliert diese Entscheidung die moralische Dimension. Lediglich die Technik
trägt das Risiko, diese ist entsprechend robust und vorbereitet. Die Sensorstationen
sind auf die jeweilige Aufgabe maßgeschneidert. Von der Entnahme einer Wasserprobe
über das Überwachen von Umweltgrößen hin zum Aufbau eines Kommunikationsnet-
zes für Rettungskräfte sind die Möglichkeiten nahezu unbegrenzt. Julius handelt dabei
vollständig autonom. Das bedeutet selbstständig ohne das es einer Steuerung des Men-
schen bedarf. Er ist dank der Integration aktueller Softwarebibliotheken in der Lage
selbstständig zum Einsatzgebiet zu navigieren [38] und dort die Instrumentierungsauf-
gabe zu bewerkstelligen.
1.1. Motivation
Die TUBAF zählt seit Gründung 1765 zu den Innovatoren des Bergbaus. Dabei steht sie
stets vor der Aufgabe disruptive Technologien für die Anwendung in der Montanwirt-
schaft zu adaptieren. Diese Dissertation macht den Schritt von autonomen Robotern
im Bergwerk hin zu mobilen Manipulatoren im Bergwerk.
Bedingungen unter Tage und der Mehrwert moderner Technik
Unter Tage ist es meist dunkel, nass, feucht, zu heiß oder zu kalt, eng und immer ge-
fährlich. Aktuelle Unglücke, wie 2013 in Unterbreizbach (Deutschland), 2014 in Soma
(Türkei), oder 2021 in Hushan (China) zeigen das stetige Risiko beim Arbeiten unter
Tage. Neuartige Technologien, wie Robotik, Internet of Things2 (IoT) und künstliche
Intelligenz bieten eine Möglichkeit die Sicherheit unter Tage zu steigern [42]. In die-
sem Umfeld ist vollkommene Automatisierung, die den Menschen aus dem Risikogebiet
entfernt, eine erstrebenswerte Vision. Das geht einher mit der fortschreitenden Digi-
talisierung und ebnet den Weg für die Robotik. Die Automatisierung, wie im Falle
von Fahrladern3 [45] gehört bereits zum Stand der Technik. Die Einsatzmöglichkeiten
sind dabei jedoch stets auf das jeweilige Gerät limitiert. Das verhindert eine einfache
Adaption in andere Bereiche und steht der Generalisierung im Wege. Daher ist der mo-
bile Manipulator in dieser Arbeit bewusst nicht auf eine Aufgabe spezialisiert, sondern
generell gehalten.
Robotik im untertägigen Bergbau
Mit der Digitalisierung von Prozessen und Maschinen hielten auch Roboter Einzug
im Bergwerk. Diese übernehmen bisher eine überwachende Funktion und inspizieren
die untertägige Umgebung. Den Pionier in Bezug auf den untertägigen Bergbau bildet
der in [6, 103] vorgestellte Roboter Groundhog. Seine Aufgabe lag darin, Daten in
Bergwerksabschnitten aufzunehmen, die für den Menschen nicht zugänglich sind. Ziel
2dt. Internet der Dinge
3engl. Load-Haul-Dump (LHD)
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(a) Groundhog [103] (b) Alexander [39]
Abb. 1.2.: Mobile Roboter unter Tage konzentrieren sich bisher auf die Kartierung der
Umgebung. Eine Aufgabe, die bei Altbergbau besonders herausfordernd ist. Der Groundhog
nähert sich der Florence Mine (USA). Alexander erstellte 3D Modelle des FLB in Freiberg.
war es, im Nachgang volumetrische Modelle dieser Bereiche zu erstellen. Der Roboter
navigiert dabei zunächst teleoperiert und später autonom durch das Bergwerk. Eine
einfache Adaption bekannter Verfahren ist nicht möglich. Vielmehr dient die Umgebung
Bergwerk als Benchmark. Funktioniert ein Verfahren unter Tage, dann funktioniert es
auch in anderen Umgebungen, z. B. Lagerhallen oder Büros.
Trotz des Wunsches der Bergwerksindustrie autonome Roboter einzusetzen und dem
prototypischen Nachweis der Möglichkeit, ist die Anzahl der Robotikprojekte übersicht-
lich. Das liegt zum einen am Zugang zu Testumgebungen, aber auch an den herausfor-
dernden Umweltbedingungen. Die TUBAF besitzt traditionell Zugang zu einem FLB
und damit die seltene Möglichkeit den Einsatz von Robotern in einem untertägigen
Bergwerk zu evaluieren. Im Rahmen des Mining–RoX Projektes erstellte Alexander
3D-Modelle des FLB [39, 43]. Ein im Zuge des UPNS4D+4 Projektes konstruierter
Roboter [13, 63] konzentriert sich auf Kartierungsaufgaben.
All diese Beispiele haben gemein, dass der Roboter in der Rolle des Beobachters
auftritt. Seine Aufgabe liegt in der Datenakquise, Inspektion oder Kartierung. Eine
direkte Interaktion mit dem Bergwerk bleibt aus. Das ist die Aufgabe von Manipulato-
ren. Manipulation bezieht sich hier auf die Handhabung von Objekten. Entsprechend
beschreibt ein Manipulator im Allgemeinen ein Roboterarm, der beispielsweise Pick &
Place Aufgaben ausführt. Wenn sich dieser auf einer mobilen Basis befindet, handelt
es sich um einen mobilen Manipulator.
Möglichkeiten mobiler Manipulatoren
Der Fokus mobiler Manipulatoren liegt auf ihrer Interaktion mit der Umwelt. Die Ro-
boter sind mit einem Roboterarm ausgestattet, an dessen Ende ein Werkzeug befestigt
4Underground 4D+ Positioning, Navigation and Mapping System for Highly Selective, Efficient and
Highly-secure Exploitation of Important Resources [35]
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ist. Dieser Endeffektor (EEF) bestimmt maßgeblich die Einsatzmöglichkeiten des Sy-
stems. In der Fertigungsindustrie ist der EEF meist stark auf die Aufgabe angepasst,
während in der Haushaltsrobotik oft Lösungen mit anthropomorphen Händen zu finden
sind. Diese bieten breitere Einsatzmöglichkeiten. Sie ermöglichen es Türen zu öffnen,
Objekte zu greifen, Werkzeuge zu verwenden oder Ventile zu schließen, um einige Bei-
spiele zu nennen. Die Mobilität erlaubt es zusätzlich den Einsatzort zu wechseln. Somit
kann ein mobiler Manipulator autonom Transportaufgaben übernehmen, als Assistent
auftreten oder gar den Menschen vertreten. Bisher gibt es wenige mobile Manipula-
toren für den Einsatz unter Tage. Noch weniger von ihnen agieren autonom. Diese
Dissertation zielt genau auf diese Leerstelle ab, die Entwicklung eines mobilen Mani-
pulators für den Einsatz in einem untertägigen Bergwerk, der autonom handelt. Ziel
ist es die Präzession der industriellen Roboterarme im Bergwerk zum Einsatz zu brin-
gen. Dafür demonstriert diese Arbeit anhand der Instrumentierung die Verteilung von
Sensorstationen unter Tage.
1.2. Forschungsfrage und Beitrag der Arbeit
Im Mittelpunkt dieser Dissertation steht die Entwicklung und Erprobung eines mobilen
robotischen Manipulators, sowie die autonome Instrumentierung von Altbergbau. Das
umfasst die Vorstellung des Forschungsroboters Julius , dem ersten mobilen Manipu-
lator konfiguriert für den Einsatz im FLB. Dessen Aufbau und Integration von Hard-
und Software zu einem autonomen Roboter liefert den ersten Beitrag. Darauf aufbau-
end formuliert diese Arbeit eine Absetzroutine für die Instrumentierung des FLB durch
den Roboter. Dabei stellt sich die Frage, wo der Roboter die Station platzieren soll. Im
Sinne der Autonomie beantwortet diese Frage ein eigens entwickeltes Verfahren. Alle
Konzepte sind experimentell im Bergwerk erprobt. Die Experimente zur autonomen
Absetzroutine steigern graduell die Anforderungen der Umgebung vom Labor hin zum
Abbaubereich unter Tage. Das lässt eine qualitative Bewertung des Verfahrens in einer
Art und Weise zu, die es erlaubt, generelle Aussagen über die Arbeit mit autonomen
Robotern unter Tage zu formulieren. Im Folgenden sind die Beiträge dieser Dissertation
kurz vorgestellt.
Konzeptioneller Beitrag - Forschungsroboter Julius
Den konzeptionellen Beitrag dieser Arbeit bildet der Entwurf eines mobilen Manipu-
lators für den langfristigen Einsatz in einem untertägigen Bergwerk. Antriebskonzept,
mechanische und elektrische Integration stehen ebenso im Mittelpunkt wie die Auswahl
geeigneter Sensorik und der Aufbau von Kommunikationsnetzen im Inneren und au-
ßerhalb des Roboters. Der Bergbau im Allgemeinen und der untertägige Altbergbau im
Speziellen stellen hier besondere Anforderungen. Dabei gestaltet sich eine umfassende
Auflistung der Einflüsse schwierig, da oft erst im Einsatz Hindernisse und Unwegsam-
keiten klar werden. Dieser Umstand verlangt eine konsequente Erprobung im Feld und
daher ist eine einfache Adaption bekannter Prinzipien riskant und nicht zwangsweise
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gerechtfertigt. Diese Arbeit hat zum Ziel, die Besonderheiten eines untertägigen Robo-
ters zu erfassen, Fallstricke beim Design zu identifizieren und geeignete Sensoren und
Aktoren, sowie deren Integration am Fallbeispiel Julius zu präsentieren.
Methodischer Beitrag - Eine Absetzroutine für das autonome
Instrumentieren
Für die Instrumentierung des Altbergbaus präsentiert diese Arbeit ein autonomes Vor-
gehen von eben jenem mobilen Roboter. Die Kernaufgabe besteht im Absetzen eines
vorher festgelegten Satzes intelligenter Sensorstationen im Bergwerk. Teilaufgaben bil-
den das sichere Greifen der Station, die kollisionsfreie Bewegung des Manipulators und
das Finden einer geeigneten Absetzposition. Dafür benötigt der Roboter eine räumli-
che Vorstellung seiner selbst, der Umgebung und der Sensorstationen. Zusätzlich muss
er erkennen, wann die Stationen durch die Hand gegriffen werden dürfen, wann sie
Bestandteil der kinematischen Kette des Manipulators und wann Umgebungsbestand-
teil und somit Kollisionsgegenstand sind. All das geschieht im Zusammenspiel mit
Planungsalgorithmen für die Manipulatorbewegung, die abhängig vom jeweiligen In-
teraktionsschritt verschiedene Lösungsräume definieren. Im Nachgang validiert Julius
selbstständig die Absetzpose, indem er die Kamera auf den Boden richtet und die Smart
Sensor Box (SSB) sucht. Während des gesamten Vorgehens sind Sicherheit, Robustheit
und Präzision wichtiger als Geschwindigkeit. Lieber langsam und sicher, als schnell und
riskant.
Praktischer Beitrag - Experimentelle Validierung des Konzeptes
und der Methode
Mit dem Zugang zum FLB ist ein repräsentatives Experimentierfeld gegeben. Diese
Dissertation stellt Experimente vor, die sowohl den Einsatz des mobilen Manipulators,
als auch die autonome Absetzroutine umfassen. Um dies zu unterstreichen, finden Ex-
perimente in verschiedenen Bereichen statt und weisen damit die Praxisfähigkeit nach.
Auch beschränken sich die Versuche nicht auf eine Art von Umgebung oder SSB viel-
mehr erproben die Versuche zwei verschiedene Griffelemente, die unterschiedliche Vor-
und Nachteile hinsichtlich der Handhabung durch Julius aufweisen. Damit gewinnt
diese Arbeit an qualitativer Aussage über den Einsatz unter Tage hinaus.
Die Kernbeiträge dieser Arbeit sind in folgender Liste aufgeführt:
• Anforderungen an einen Roboter für den Einsatz im untertägigen Bergbau
• Prototypische Entwicklung eines mobilen Manipulators
• Entwurf einer autonomen Absetzroutine zur Instrumentierung
• Validierung der Ergebnisse und Praxistauglichkeit durch Experimente im FLB
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1.3. Aufbau der Arbeit
Die Erläuterung des Themas der Arbeit und des Beitrages zum Forschungsgebiet er-
öffnet diese Arbeit. Die restlichen Kapitel umfassen folgende Aspekte.
Kapitel 2 fasst verwandte Arbeiten aus der Robotik zusammen. Ziel ist es Forschungs-
standards und -trends aufzuzeigen und den Ansatzpunkt für diese Dissertation zu skiz-
zieren.
Kapitel 3 präsentiert das Konzept des mobilen Manipulators für den Einsatz unter
Tage. Dabei betrachtet es die Bedingungen im Bergwerk und eine Auswahl verschiede-
ner Sensorik. Ferner steht neben der Hardware auch die Softwarekomponente im Fokus.
Kapitel 4 stellt eine Methode für die autonome Instrumentierung durch den mobilen
Manipulator vor. Besonderes Augenmerk liegt auf der Bestimmung einer geeigneten
Absetzpose für die Sensorstation. Dies setzt sich aus dem Ermitteln der Bodenfläche,
einer geeigneten Position darin und der Berechnung der Rotation basierend auf der
EEF-SSB-Transformation zusammen. Abschließend wird ein Verfahren zur selbststän-
digen Überprüfung des Ergebnisses präsentiert.
Kapitel 5 validiert den mobilen Manipulator und die Absetzroutine. Dafür finden
entsprechende Experimente mit verschiedenen Griffelementen im Innen-, Außenbereich
und FLB statt. Letztere decken verschiedene Bereiche des untertägigen Bergwerks ab.
Die anschließende Diskussion der Ergebnisse erörtert Fragen zum generellen Einsatz
des mobilen Manipulators unter Tage.
Kapitel 6 fasst die Erkenntnisse dieser Arbeit zusammen und zeichnet ein Gesamtbild
des Beitrages dieser Dissertation zum Stand der Forschung und Technologieentwick-
lung. Von diesem Standpunkt aus motiviert ein abschließender Ausblick zukünftige
Forschungsfelder.
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2. Forschungstrends bei mobilen
Manipulatoren und
Untertagerobotern
Für den Entwurf eines mobilen Manipulators existiert eine Vielzahl von Designideen.
Um einen Überblick zu geben, reflektiert diese Arbeit verschiedene Forschungstrends
und -standards. Das Augenmerk liegt dabei auf Sicherheit und Robustheit, zwei Merk-
male die im Zusammenhang mit dem Einsatz unter Tage absolut notwendig sind. Zu-
nächst stellt Abschnitt 2.1 mobile Manipulatoren aus verschiedenen Anwendungsdo-
mänen vor und geht auf Gemeinsamkeiten und Anpassungen ein. Davon ausgehend
skizziert sich das Grunddesign für Julius , dem mobilen Manipulator der im Rahmen
dieser Dissertation entsteht. Es schließt sich in Abschnitt 2.2 eine Studie internationaler
Wettbewerbe mit mobilen Manipulatoren an. In verschiedenen kompetitiven Umfeldern
testen Teams die Fähigkeiten ihrer Systeme. Unterschiedliche Ansätze bearbeiten stets
die gleichen Teilaufgaben. Daraus lassen sich Standardverfahren, Softwarebibliotheken
und kritische Komponenten ableiten. Diese Erkenntnisse bilden den Ausgangspunkt zur
Entwicklung von Julius . Sie stellen sicher, dass der mobile Manipulator den aktuellen
Stand der Forschung aufgreift. Abschnitt 2.3 stellt die Teilaufgaben der Manipulation
vor. Davon ausgehend diskutiert er die potentiellen Komponenten für den Aufbau eines
mobilen Manipulators für die Instrumentierung von untertägigen Altbergbau. Neben
der Hardware stellt der Abschnitt auch Software und Verfahren zur Lösung typischer
Aufgaben der Manipulation vor. Im Anschluss fasst Abschnitt 2.4 die Erkenntnisse zu-
sammen und bezieht sie auf die Entwicklung des ersten mobilen Manipulators für die
Instrumentierung von Altbergbau - Julius .
2.1. Mobile Manipulatoren in verschiedenen
Einsatzszenarien
Ein mobiler Manipulator ist ein Roboter, der aus einer mobilen Basis und einem Ro-
boterarm besteht. Die Basis bewegt den Roboter, was für Flexibilität bezüglich des
Arbeitsortes sorgt. Der Roboterarm übernimmt die Manipulation, damit ist die Hand-
habung von Objekten gemeint. Zu den typischen Aufgaben zählen Pick & Place1 Routi-
nen, Verwendung von Handgeräten und Werkzeugen oder auch Hol- und Bringdienste.
Unter diese Beschreibung fallen Roboter aus einer Vielzahl von Anwendungsdomänen.
1Aufgreifen, Transporieren und Absetzen von Objekten
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(a) Haushalt (b) Weltraum (c) Militär (d) Industrie
Abb. 2.1.: Mobile Manipulatoren werden in verschiedenen Anwendungsdomänen eingesetzt.
Entsprechend vielseitig ist das Design. Beim PR2 (a) steht die Mensch-Roboter Interaktion
im Vordergrund, während Curiosity (b) autonom auf dem Mars agiert. Zu den Aufgabenfel-
dern des Packbot EOD (c) zählt die Bombenentschärfung. Der OmniRob (d) findet in der
Fertigungsindustrie Anwendung. Allen ist gemein, dass sie eine mobile Basis mit Roboterarm
besitzen und das Ziel haben ihre Umgebung zu manipulieren.
In allen Gebieten sind mobile Manipulatoren instationär und besitzen einen Roboter-
arm.
Die Historie der Autonomous Industrial Mobile Manipulator2 (AIMM) wird in [59]
vorgestellt. Der Fokus liegt dabei vor allem auf deren physischen Aufbau. Die Einsatz-
gebiete der AIMM reichen von der Service- und Industrierobotik hin zum Einsatz beim
Militär und im Weltall, wie in Abbildung 2.1 zu sehen. Der untertägige Bergbau zählt
bisher noch nicht dazu. Die Aufgaben mobiler Manipulatoren lassen sich oft mit einem
der Adjektive repetitiv, stumpf, gefährlich oder schmutzig beschreiben. Das wird in [59]
deutlich. Dort liegt der Fokus auf dem physischen Aufbau verschiedener mobiler Mani-
pulatoren und deren Eignung für den Einsatz in der Industrie. Dafür definiert [59] 12
Kategorien und begründet, welche Aufgaben ein mobiler Manipulator bewerkstelligen
muss, um erfolgreich zu sein d. h. die Lücke zwischen Forschung und Industrieanwen-
dung zu schließen. Diese Kriterien spielen ebenfalls bei der Entwicklung von Julius
eine Rolle, da der Einsatz in einem realen Bergwerk eine praxisorientierte Entwicklung
fordert. Relevant für das Design eines solchen Roboters sind die in Tabelle 2.1 aufge-
führten Aspekte. Die Tabelle zeigt außerdem die Bedeutung für die Entwicklung von
Julius .
Das industrial in AIMM bezieht sich auf die Anwendungsdomäne. Für diese Arbeit
ist das der untertägige Altbergbau und nicht die klassische Industrieumgebung, wie bei-
spielsweise eine Lagerhalle. Daher ist von einem mobilen Manipulator unter Tage nicht
dieselbe Geschwindigkeit und Genauigkeit wie von einem Roboter in der Fertigung zu
erwarten. Auch weil der Fokus nicht so stark auf Effizienz, sondern eher auf Robust-
heit und Sicherheit liegt. Die Umgebung unter Tage stellt ferner viel herausfordernde
Anforderungen.
Zusammenfassend folgen die AIMM einem prinzipiellen Aufbau. Eine mobile Basis
übernimmt die Bewegung. Auf ihr ist ein Roboterarm befestigt. An dessen Endeffek-
2dt. autonomer industrieller mobiler Manipulator
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Tab. 2.1.: Wichtige Anforderungen an einen mobilen Manipulator laut [59]
Aspekt AIMM Julius
Autonomie
Der Roboter erledigt die an ihn
gestellten Aufgaben sicher und
selbstständig und bezieht dabei
seine Umgebung mit ein.
Im Gegenteil zur Teleoperation
ist die Instrumentierung al-
leinige Aufgabe von Julius . Das
Bergwerk bildet den situativen




präzise, dabei ist die Relation
der Teilsysteme stets bekannt,
d. h. kalibriert.
Julius besitzt ein Körpermodell
für die Kollisionsprüfung. Die
Relation der Teile zueinander,
z. B. zwischen Endeffektor und
Roboterbasis sind bekannt.
Manipulation
Der Roboterarm bildet einen
sinnvollen Kompromiss






Die vorrangige Aufgabe von
Julius ist die Instrumentierung
des Bergwerks. Darüber hinaus
soll sich der Manipulator auch
für weitere Aufgaben eignen,
gemäß dem Paradigma: So
generell wie möglich und
speziell wie nötig.
Zuverlässigkeit
Der Roboter bewältigt die Auf-
gaben verlässlich. Die Sicherheit
erforderte eine aktive Wahr-
nehmung durch 3D Sensoren.




überprüft Julius das Ergebnis.
Es ist klar ob der Roboter die
Aufgabe bewältigt oder nicht.
Beim allem hat die Sicherheit
höchste Priorität.
Anpassung
Der Roboter reagiert auf
Veränderungen in seiner
Umgebung, im Arbeitsablauf




Julius entscheidet, wie er seine
Aufgaben bewältigt. An welcher
Stelle im Arbeitsbereich er das
Bergwerk instrumentiert ist
situationsabhängig. Dafür
elaboriert Julius vor Ort sein
Umgebungsmodell.
Konfiguration
Der Anwender kann den




Nachrüsten von Software und
Aktualisierungen ist möglich.
Auf Softwareseite bietet Julius
Konfigurationsdateien, die dem
Nutzer eine Parametrierung
erlauben, um so flexibel auf
Umstände reagieren zu können.
Auf diese Weise kann Julius auf
den Einsatz vorbereitet werden.
2. Forschungstrends bei mobilen Manipulatoren und Untertagerobotern 10
(a) 2015 RBO (b) 2016 Team Delft (c) 2017 Cartman
Abb. 2.2.: Die Amazon Picking Challenge (APC) zeigt die Manipulationsfähigkeiten au-
tonomer Roboter. Es gilt Haushaltsobjekte aus den verschiedenen Fächern eines Regals zu
greifen. 2015 und 2016 gewannen AIMM mit einem Sauger als Endeffektor. 2017 war kein
mobiler Manipulator vor einem Regal gefordert. Stattdessen gewann ein System mit deutlich
weniger Freiheitsgraden, was an eine Sortiermaschine erinnert. Sieger ist das System, was
sich am besten der neuen Aufgabe anpasst. Damit geht jedoch die Generalisierung verloren.
Gleichzeitig wird deutlich, dass das Hardwaredesign Bestandteil der Lösung ist.
tor befindet sich ein Werkzeug. Verschiedene Sensoren erlauben eine Erfassung der
Umgebung. Als mobiler Manipulator orientiert sich Julius an diesem Grundaufbau.
2.2. Wettbewerbe mobiler Manipulatoren und
Trends im Forschungsgebiet
Innerhalb der Klasse mobiler Manipulatoren unterscheiden sich die Designansätze ver-
schiedener Roboter wesentlich. Das geht vom Endeffektor über den Arm und die Sen-
soren hin zur mobilen Basis. Welche Soft- und Hardware Verwendung findet, hängt
ab von Einsatzumgebung, primärer Aufgabe und Budget. Um einen objektiven Über-
blick zu geben, orientiert sich diese Arbeit an renommierten Wettbewerben innerhalb
der Robotikgemeinschaft. In diesen zeigt sich, wie etablierte Robotikteams weltweit
aktuelle Herausforderungen bearbeiten, wo die Schwierigkeiten liegen und welche Lö-
sungsansätze sich etablieren. Ziel ist es Designvorschläge und Parameter für einen mo-
bilen Manipulator zu erlangen, der in unstrukturierten Umgebungen agiert und diese
autonom instrumentiert.
Manipulatoren in Lagerhäusern - die Amazon Picking Challenge
Die APC [21] gibt einen Einblick in den aktuellen Forschungsstand von Manipulations-
aufgaben im industriellen Umfeld. Klassische Industrierobotik findet in klimatisierten
Hallen in Manier einer Fließbandarbeit statt. Die Umgebungsbedingungen sind für den
Menschen optimiert und die Beleuchtung, Temperatur und andere Umweltbedingungen
sind auch für Roboter ideal.
Erstmalig fand die APC 2015 statt, Trends und Erkenntnisse fasst [21] zusammen.
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Im Allgemeinen gliedert sich die Manipulationsaufgabe in die Teilaufgaben Objekter-
kennung, Bewegungs-, Griff- und Aufgabenplanung. Bei der Wahl des Endeffektors zum
Greifen der Haushaltsobjekte aus dem Warenregal gab es zwei Lösungsansätze. Einige
Teams verwendeten universelle Backengreifer, während andere Saugsysteme verwende-
ten. Innerhalb der APC waren die Saugsysteme erfolgreicher. Das lag vordergründig am
Formfaktor und daran, dass sie einen größeren Arbeitsbereich abdecken konnten. Die
Enge der Fächer des Warenregals schränkte die klassischen Systeme mit Arm und Hand
zu stark ein. Abbildung 2.2a und Abbildung 2.2b zeigen den Sauger am Endeffektor
(EEF) der es dem Roboter erlaubt in das Regal zu greifen. Der Erfolg der Sauggreifer
verdeutlicht, wie stark eine hardwareseitige Spezialisierung des Systems zur Lösung der
Aufgabe beiträgt. Diese Nischenlösungen im Rahmen der APC läuft der gewünschten
Generalisierung mobiler Manipulatoren zuwider.
Der Einsatz einer mobilen Basis, um damit den Arbeitsbereich des Roboters zu er-
weitern, stieß gemeinhin auf Zustimmung. Auch hinsichtlich der Sensorik zur Objekter-
kennung gab es mit der Verwendung von Farb- und Tiefenkameras (RGB-D Kameras)
einen De-Facto Standard. Wo diese am Roboter befestigt sind war hingegen unter-
schiedlich. Der Endeffektor war der prominenteste Platz, aber auch Vorarm, Kopf oder
Körper des Roboters dienten als Kamerahalterung. Für den Endeffektor spricht, dass
die Kamera mit dem Arm in der Umgebung bewegt wird. Das erlaubt es dem Roboter
sich aktiv umzuschauen. Beim Greifen ist dies jedoch von Nachteil, da die Kamera das
Objekt meist nicht mehr wahrnimmt, da sie zu nach ist. Außerdem bildet die Kame-
ra am EEF ein weiteres Kollisionsobjekt, was die Flexibilität des Arms einschränkt.
Eine Kamera am Kopf oder Körper erlaubt einen Blick von außen auf das Arbeitsvolu-
men der Manipulationseinheit. Die Kamera ist fest und schränkt den Arm nicht weiter
ein. Der Nachteil ist, dass der Arm die Szene teilweise verdeckt und die Kamera ein
statischen Sichtfeld hat. Eine geeignete Kombination beider scheint erstrebenswert.
Da die Ausleuchtung stets ausreichend war, verwendeten viele Teams die Objektfarbe
kombiniert mit Histogrammen für die Erkennung. Aber auch Featurediskreptoren und
Punktwolken-Modell-Vergleiche fanden Anwendung. Um all das zu realisieren verwen-
deten die Teilnehmer etablierte Softwarebibliotheken der Computergrafik, z. B. Open
Computer Vision3 [12] (OpenCV), Point Cloud Library4 [90] (PCL), Object Recogniti-
on Kitchen5 [109] (ORK). Zukünftig wollen die Teilnehmer mehr 3D Techniken bei der
Objekterkennung einsetzen. Bei der Anwendung im Bergwerk ist das ebenfalls notwen-
dig, da mit sporadischer Beleuchtung bis hin zu vollkommener Dunkelheit zu rechnen
ist. Julius benötigt 3D Sensoren um Objekte räumlich zu erkennen, d. h. unabhängig
von Farbbildern.
Bei der Bewegungsplanung des Roboterarms standen sich zwei konträre Ansätze ge-
genüber. Die klassische Planung, bei der ein Konfigurationsraum mit Start- und Ziel-
stellung als Problemstellung dient, nutzten der Großteil der Teilnehmer. Die typischen
3dt. Offene Bibliothek für Maschinelles Sehen
4dt. Punktwolkenbibliothek
5dt. Objekterkennungsküche
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Softwarelösungen umfassten MoveIt!, Open Motion Planning Library6 [95] (OMPL)
und Kinematics and Dynamics Library7 [94] (KDL). Das erfolgreichste Team hingegen
beschränkte sich auf eine reaktive Regelung mit Hindernisvermeidung basierend auf
Sensorfeedback und einem hybriden Zustandsautomaten. Hier spielt das Expertenwis-
sen der Entwickler über die Umgebung eine entscheidende Rolle. Die Lösung basiert auf
Annahmen, die nicht explizit innerhalb des Vorgehens formuliert sind, sondern implizit
im Design des Zustandsautomaten verarbeitet. Das geht zu Lasten der Generalisierung.
In einer abschließenden Umfrage ordneten die Teilnehmer die Teilgebiete der Ma-
nipulation entsprechend ihres Schwierigkeitsgrades wie folgt: 1) Wahrnehmung, z. B.
Objekt- und Umgebungserkennung, 2) Greifen, d. h. die Objekte so zu greifen, dass
sie während der Bewegung nicht herabfallen, 3) Bewegungsplanung. Die Gewinner der
APC von 2015 stellen ihren mobilen Manipulator (Abbildung 2.2a) in [31] vor. Darüber
hinaus nennen sie vier Kerncharakteristiken für den Entwurf eines mobilen Manipula-
tors.
• Modularität und Integration : Die Zerlegung eines Problems in Teile und die Lö-
sung in abgegrenzten Modulen ist eine wichtige Lösungsstrategie moderner Soft-
ware. Doch nicht die Fähigkeiten der Einzelteile bestimmt den Erfolg des Systems,
sondern wie gut diese zusammen arbeiten, um das übergeordnete Problem zu lö-
sen. Die Integration bestimmt eben diese Abstimmung der Einzelkomponenten.
Für das Design der Instrumentierung durch Julius fordert dies eine modulare
Softwarebasis, auf der eine integrierte Lösung aufbaut.
• Software und Hardware : Bei einem mobilen Manipulator bilden Hard- und Soft-
ware einen Verbund. Ein Roboter agiert entsprechend seiner Software basierend
auf seiner Hardware. Zur Lösung einer Aufgabe tragen immer beide Aspekte bei.
Die Hardware definiert die Rahmenbedingungen und stellt sicher, dass der Robo-
ter eine Aufgabe prinzipiell lösen kann. Die Software realisiert die Lösung, indem
sie auf Sensoren, Aktoren und Rechenkapazität zugreift. Die Hardware von Julius
ist entsprechend so zu wählen, dass die Instrumentierung unter Tage möglich ist.
Die Software von Julius stellt dann die tatsächliche Lösung dar.
• Planung und Reaktion : Für Planung ist ein Modell der Welt notwendig. Die damit
verbundenen Unsicherheiten können durch Sensorfeedback ausgeglichen werden.
Dabei ist bei einfachen Planungsaufgaben ein reaktives Verhalten im Sinne ei-
ner Regelung eine erstrebenswerte Alternative. Julius muss unter Tage in einer
harschen Umgebung sicher agieren, daher ist die Planung alternativlos.
• Generalisierung und Annahmen : Generelle Lösungen erlauben eine breite An-
wendung in einer Vielzahl von Gebieten. Daher ist dies prinzipiell erstrebenswert.
Ohne Annahmen über die Welt oder das Problem existiert jedoch keine Lösung.
Annahmen sind also notwendig um Lösungen zu erstellen, schränken aber die
6dt. Freie Bewegungsplanungsbibliothek
7dt. Kinematik und Dynamik Bibliothek
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Generalität ein. Julius muss nicht alle Manilpulationsaufgaben lösen, sondern die
Instrumentierung unter Tage.
Entsprechend dieses Leitfadens entwickelten die Autoren einen mobilen Manipulator
für die APC. Als Endeffektor nutzen sie einen Saugnapf am Ende einer Spaltdüse be-
trieben von einer Vakuumpumpe. Dieser eignet sich offensichtlich sehr eingeschränkt
für das Greifen der Gegenstände der APC und generalisiert schlecht auf andere Mani-
pulationsaufgaben. Es ist jedoch eine simple Lösung für ein komplexes Problem und
fokussiert sich auf die gestellte Aufgabe. Die mobile Basis des Roboters unterstützt die
Vereinfachungen bei der Bewegungsplanung des Roboterarms. Eine wesentliche Rolle
spielen dabei die holonomischen Räder. Derartige Synergien beim Entwurf eines mo-
bilen Manipulators zu erkennen und nutzen trägt maßgeblich zum Erfolg des Systems
bei. Die Umgebung und die gestellte Aufgabe beeinflussen maßgeblich das Design des
mobilen Manipulators. Entsprechend muss Julius hinsichtlich der Bergwerksumgebung
und der Instrumentieraufgabe entwickelt werden.
Roboter für Katastrophenfälle - die Rescue Robot League
(a) Team Hector: DRZ Telemax [50] (b) iRAP Sechzig [79]
Abb. 2.3.: Die beiden erfolgreichsten Teams der Rescue Robot League (RRL) sind Team
Hector der TU Darmstadt und das Team iRap aus Thailand. Erstere entwickleten mit dem
Telemax [50] Abbildung 2.3a einen Roboter für das Deutsche Rettungsrobotik Zentrum. Der
iRAP Sechzig [79] Abbildung 2.3b ist mehrfacher Sieger in der Teildisziplin Mobilität. Beide
Plattformen orientieren sich an einem ähnlichen Aufbau.
Die APC beschäftigt sich vorrangig mit der Manipulation im Kontext der Lagerlo-
gistik. Die Umgebung ist strukturiert und die Aufgabe klar formuliert. Im Gegensatz
dazu beschäftigt sich die Rescue Robot League (RRL) mit dem Einsatz von Robotern
in Urban Search and Rescue8 (USAR) Szenarien. Die Umgebung ist unstrukturiert und
unbekannt. Die mobilen Roboter stehen vor der Herausforderung, in einer mit Hinder-
nissen ausgestatteten Arena verschiedene Aufgaben zu lösen. Diese sind diverser, als
bei der APC. Außerdem spielt Mobilität eine größere Rolle, weil der Wettkampf in
8dt. Such- und Rettungswesen in städtischen Umgebungen
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Tab. 2.2.: Die Bewertung in verschiedenen Teilkategorien, z. B.Autonomie, Mobilität, Out-
door, fließt bei der RRL zu einem Gesamtergebnis zusammen. Das führt dazu, dass es in
den Einzelkategorien dominierende Teams gibt, die nicht zwangsweise den Gesamtsieg bean-
spruchen. Das Team der TU Darmstadt und das Team der King Mongkut’s University of
Technology North Bangkok sind in den jeweiligen Disziplinen führend.
Jahr Autonomie Mobilität Outdoor Wettbewerbssieger
2019 Hector Darmstadt iRAP Sechzig n. a. Shinobi
2018 Hector Darmstadt iRAP Hector Darmstadt iRAP ROBOT
2017 YILDIZ iRAP YILDIZ YRA
2016 TEDUSAR iRAP / NuBot n. a. iRAP ROBOT
2015 Hector Darmstadt iRAP_Junior n. a. MRL
2014 Hector Darmstadt MRL n. a. Hector Darmstadt
einer Arena stattfindet. Entsprechend richtet sich der Wettbewerb an eine breiteres
Teilnehmer- und Anwenderfeld. Das Ziel ist es, einen objektiven Benchmark für Robo-
ter aus dem Rettungswesen zu bieten. Dabei existiert stets ein Kompromiss zwischen
Realität und Fähigkeit der Roboter. Das erlaubt es die aktuellen Algorithmen, Softwa-
re und Hardware zu evaluieren, um Trends im Forschungsgebiet zu identifizieren [92].
Tabelle 2.2 fasst die Ergebnisse in den für diese Arbeit relevanten Einzelkategorien
zusammen. Team Hector [50] und Team iRAP [79] sind zwei der erfolgreichsten Teams
der RRL. Ihre mobilen Manipulatoren für den Einsatz in USAR zeigt Abbildung 2.3.
Um einen Roboter für den Einsatz in USAR zu entwickeln, gilt es [92] folgendes zu
implementieren:
• Mobilität : Der Roboter muss sich sicher in der Einsatzumgebung bewegen. Dem-
nach spielt die Bergwerksumgebung bei der Wahl der mobilen Basis von Julius
die entscheidende Rolle. Das fordert vor allem ein robustes Design um Julius
zu schützen. Sicherheitsmechanismen müssen verhindern, dass der Roboter unter
Tage liegen bleibt.
• Erkennung : Mit seinen Sensoren nimmt der Roboter seine Umgebung wahr. Über
Veränderungen und Modelle sind Rückschlüsse auf die Eigenbewegung und Se-
mantik möglich. Auf Julius übertragen bedeutet dies, dass eine konsistente Er-
fassung des dreidimensionalen Bergwerkvolumens eine wichtige Voraussetzung für
das erfolgreiche Agieren in der zunächst unbekannten Umgebung sind. Insbeson-
dere die Dunkelheit und engen Querschnitte stellen im Altbergbau eine Heraus-
forderung dar.
• Kommunikation : Eine Schnittstelle erlaubt den Austausch von Daten und Infor-
mationen des Roboters mit der Umgebung, d. h. dem Operator des Kommando-
standes. Kommunikation unter Tage ist eine offene Forschungsfrage, da drahtlose
Kommunikation lediglich über kurze Entfernungen möglich ist. Julius kann daher
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nicht auf existierende WLAN Netzwerke vertrauen und ist aufgefordert, eigene
Lösungen anzubieten.
• Künstliche Intelligenz : Die Flut von Daten muss in Form von Informationen auf-
bereitet werden, d. h. aus mehreren Scans eine einheitliche Karte erstellen. Julius
orientiert sich an aktuellen Softwarebibliotheken des maschinellen Lernens und
bedient sich dieser Techniken, wenn notwendig bzw. stellt diese dem Entwickler
zur Verfügung.
• Benutzerschnittstellen : Teleoperation erfordert ein Interface zwischen Mensch und
Roboter. Es gilt zu planen, was teil-autonom geschieht und wo der Mensch den
Roboter steuert oder wie detailliert die Zielvorgaben und Beschreibung der Neben-
bedingungen sind. Ziel von Julius ist der autonome Einsatz unter Tage. Demnach
spielt Teleoperation eine untergeordnete Rolle.
• Softwaredesign : Die Integration freier Software, eigener Entwicklungen und Trei-
bern der Erstausrüster9 (OEM) ist essentiell um einen wartbaren und erweiterba-
ren Roboter zu erhalten. Da Julius neben der Instrumentierung weitere Aufgaben
übernimmt, ist ein modularer und objektorientierter Grundaufbau der Softwarear-
chitektur gefordert.
Das Ganze geschieht in einem iterativen Entwicklungsprozess, wobei der erste Zy-
klus zur Erstellung eines Roboters am herausforderndsten ist. Die Roboter aus Abbil-
dung 2.3 entsprechen dem etablierten Grunddesign der Roboter des Wettbewerbs. Sie
bestehen aus einer mobilen Basis, Light Detection and Ranging (LiDAR) für die Navi-
gation, einen Manipulator mit Kamera zur Inspektion der Umgebung. Bei der mobilen
Basis fallen der Kettenantrieb mit den abgewinkelten Komponenten ins Auge. Diese
sogenannten Flipper erlauben es dem Roboter Hindernisse, wie Treppen zu überwin-
den. Entsprechend der Entwicklungsachse Generalisierung vs. Annahmen aus [31] ist zu
beachten, dass der Aufbau auf die Arena der RRL optimiert ist. Diese besteht oft aus
ebenen Flächen auf Messehallenböden mit eigens eingearbeiteten Rampen aus Sperr-
holz, die dann als Hindernisse gelten. Die Realität, beispielsweise der Einsatz eines
Roboters nach einem Erdrutsch im Gebirge, spiegelt dies nur bedingt wider. Die RRL
identifiziert Trends innerhalb der Forschungsgemeinschaft und dokumentiert diese. Ro-
boter, wie der Telemax [50] in Abbildung 2.3a zeigen eine Entwicklung in Richtung
Praxis. Der nachweisliche Nutzen durch den Einsatz in realen USAR Szenarien steht
aus. Die Ergebnisse der RRL sind daher stets im Kontext des eigenen Einsatzgebietes
neu zu bewerten. Manipulation in unstrukturierten Umgebungen, wie sie bei USAR
Szenarien in der Praxis auftreten ist eine ungeklärte Frage. Daher sind die Ergebnisse
dieser Dissertation ebenso für dieses Forschungsgebiet interessant.
Julius setzt sich zum Ziel, Manipulationsaufgaben unter Tage sicher auszuführen.
Durch seinen Manipulator erreicht er eine Präzision, die bisher vorrangig im industri-
ellen Umfeld zu finden ist. Der Altbergbau ist dabei vergleichbar mit den Bedingungen
9engl. Original Equipment Manufacturer
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Tab. 2.3.: Eine Recherche innerhalb der erfolgreichen Lösungen verschiedenster Robotik-
wettbewerbe mit mobilen Manipulatoren zeigt etablierte Lösungen für grundlegende Aufga-
ben als Softwarebibliuotheken. Diese sind hier aufgeführt und referenziert, da sie auch in der
praktischen Realisierung dieser Dissertation Anwendung finden.
Acronym Name [Publikation] Aufgabe
ROS Robot Operating System [81] Kommunikation
OMPL Open Motion Planning Library [95] Bewegungsplanung
OpenCV Open Computer Vision [12] Maschinelles Sehen
FCL Flexible Collision Library [75] Kollisionsprüfung
ORK Object Recognition Kitchen [109] Objekterkennung
PCL Point Cloud Library [90] Punktwolkenverarbeitung
bei USAR Szenarien. Entsprechend robust muss Julius konzipiert sein. Sein Einsatz-
gebiet beschränkt sich damit nicht auf das Bergwerk, sondern ein Einsatz bei USAR-
Szenarien ist ebenfalls denkbar. Als Assistent für die Rettungskräfte des Bergbaus, die
Grubenwehr, zu dienen ist somit kein zu weit entferntes Ziel.
Einsatz unter Tage - die DARPA SubT Challenge
Ein Ergebnis der bisherigen Studien ist, dass die Umgebung wesentlichen Einfluss auf
das Design eines mobilen Manipulators nimmt. Zeitgleich mit der Konzeption von Juli-
us findet seit 2018 die Subterranean Challenge (SubT) [18] statt. Dabei handelt es sich
um einen internationalen Robotikwettbewerb, der auf die untertägige Umgebung aus-
gerichtet ist. Ziel ist es eine breite Forschergemeinschaft zur Entwicklung von Unterta-
gerobotern zu animieren. Der Veranstalter ist die Defense Advanced Research Projects
Agency (DARPA). Auch wenn die Manipulation bei der SubT-Challenge keine Rolle
spielt, ist das Design der Roboter hinsichtlich der mobilen Basis von Julius interessant.
Der Wettbewerb teilt sich in die beiden Kategorien Systems und Virtual auf. Erstere
legt den Fokus auf den physischen Einsatz von Robotern. Zweitere bietet Teilnehmern
die Möglichkeit Roboter in virtuellen Szenarien zu testen und konzentriert sich dabei
auf die Softwareentwicklung. Für das Design von Julius ist ersterer von Interesse.
Darin sollen Roboter in vier Phasen Herausforderungen in verschiedenen Umgebun-
gen bewältigen. Diese benennen die Organisatoren Tunnel, Urban, Cave, Final10. Auch
wenn keine der Kategorien exakt den Bedingungen des Altbergbaus entspricht, so ist ei-
ne hinreichende Ähnlichkeit gegeben. Gerade die Ergebnisse der Tunnelumgebung sind
interessant. Sie ist, wie auch das Forschungs- und Lehrbergwerk (FLB), geprägt von
Schlamm, Trümmern, Pfützen und Gleisen. Die Teilnehmer erwarten weiterhin Nebel,
Rauch und Tropfwasser [86] d. h. Bedingungen, denen sich auch Julius stellen muss.
Tabelle 2.4 zeigt die Teilnehmer des Tunnel-Wettbewerbes und deren Abschneiden.
Die Teams standen vor der Aufgabe 20 Artefakte in einem unterirdischen Bergwerk
auf 5m genau zu lokalisieren. Ein Artefakt ist ein Objekt der Klasse: Person, Rucksack,
10Final umfasst Aspekte der drei vorigen Kategorien (Tunnel, Urban, Cave) und dient als Gesamttest
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Tab. 2.4.: Zehn Teams erzielten beim Tunnel Wettbewerb der DARPA SubT Challenge
Punkte. Mehr Informationen zu den Teilnehmern und Wettbewerben sind in [18, 29] zu finden.
Team Referenzen Förderung Punkte
CERBERUS [23, 58, 62] DARPA 5
University of Nevada (USA), ETH Zu-
rich (Schweiz), Sierra Nevada Corporati-
on (USA), University of California (USA),
Flyability (Schweiz), Oxford Robotics Insti-
tute (England)
Abbildung 2.5a
CoSTAR [4, 28] DARPA 11
Jet Propulsion Laboratory - NASA (USA),
California Institute of Technology (USA),
Massachusetts Institute of Technolo-
gy (USA), KAIST (Südkorea), Lulea Uni-
versity of Technology (Schweden)
Abbildung 2.5b
CRETISE [30, 74] DARPA 1
Endeavor Robotics - FLIR (USA), Neya Sy-
stems (USA)
Abbildung 2.5c
CSIRO Data 61 [56] DARPA 7
CSIROa (Australien), Emesent (Australien),
Georgia Institute of Technology (USA)
Abbildung 2.5d
CTU-CRAS-NORLAB [86, 114] Eigenmittel 10
Czech Technical University in Prague (Tsche-
chien), Université Laval (Kanada)
Abbildung 2.5e
Explorer [91] DARPA 25
Carnegie Mellon University (USA), Ore-
gon State University (USA)
Abbildung 2.5f
MARBLE [1] DARPA 9
University of Colorado - Boulder und Den-
ver (USA) Scientific Systems Compa-
ny Inc. (USA)
Abbildung 2.5g
NCTU [71] Eigenmittel 2
National Chiao Tung University (Taiwan),
National Tsing Hua University (Taiwan), K-
Best Technology Inc. (Taiwan)
Abbildung 2.5h
PLUTO [1] Eigenmittel 1
University of Pennsylvania (USA) Abbildung 2.5i
Robotika [26] Eigenmittel 2
Robotika International (Tschechien & USA),
Robotika.cz (Tschechien), Czech Univer-
sity of Life Science (Tschechien), Cen-
tre for Field Robotics (Tschechien), Cogi-
to Team (Schweiz)
Abbildung 2.5j
aCommonwealth Scientific and Industrial Research Organisation (dt. Staatliche Behörde Australiens
für wissenschaftliche und industrielle Forschung)
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Abb. 2.4.: Figure 2 aus [24] fasst die Bedingungen in einem unterirdischen Bergwerk in
Piktogrammen passend zusammen. Dunkelheit, Nebel, Tropfwasser, Pfützen, Geröll, Ram-
pen, Treppen, Schächte, abrutschendes Gestein und Engstellen (v.l.n.r. und v.o.n.u.) machen
untertägige Bergwerke zu einer herausfordernden Umgebung.
Mobiltelefon, Bohrer oder Feuerlöscher. Die Aufgabenstellung war den Teams bekannt
und die Roboter entsprechend darauf vorbereitet [24]. Das Bergwerk war über einen
ebenerdigen Tunnel zugänglich und durfte lediglich von den Robotern erkundet werden.
Ein menschlicher Operator durfte deren autonome Operation überwachen und auf einer
hohen Abstraktionsebene mit ihnen interagieren. Das setzt eine ausreichend verlässliche
Kommunikation voraus, was eines der Haupthindernisse war.
Der Tunnel Teilwettbewerb fand vom 15. bis 22. August 2019 statt. Veranstaltungs-
ort war das Bruceton Forschungsbergwerk der National Institute for Occupational Sa-
fety and Health11 (NIOSH) in South Park Township (Pennsylvania). Dort wurde früher
bereits im Groundhog Projekt kartiert [6], allerdings nicht autonom. Das beste Ergeb-
nis mit 25 Punkten erzielte das Team Explorer, denen es unter anderen gelang, einen
Rucksack bis auf 20 cm genau zu lokalisieren. Als wichtigste Kernpunkte für ihren
Erfolg nannte das Team die Kommunikation, den robusten Antrieb und das konti-
nuierliche Testen ihrer Systeme in einem Bergwerk. Einen Achtungserfolg erzielte das
CTU-CRAS-NORLAB Team mit 10 Punkten. Damit sind sie das beste Team mit einer
Finanzierung aus Eigenmitteln, bzw. ohne DARPA Förderung. Sie stellten als größte
Herausforderung die kognitive Anstrengung des menschlichen Operators heraus.
However, limitations in bandwidth, data delays and outages, sensor noise,
sensor deficiencies and adverse environmental factors impose a high cogni-
tive load on the robot operator. This, along with the need for fast mission
execution, imposes significant stress, which often results in performance de-
terioration and frequent errors with potentially serious consequences. All
of these factors are multiplied if the operator has to supervise and direct
multiple robots. [86]
Das ist ein klares Argument für Autonomie. Der Stressfaktor beim Menschen führt
zwangsweise zu Fehlern. Daher ist ein autonomer Manipulator sicherer als die fernge-
steuerte Alternative. Grund dafür sind auch die schwierigen Bedingungen unter Tage.
11US-amerikanische Bundesbehörde für arbeitsmedizinische Forschung
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(a) CEBERUS (b) CoSTAR (c) CRETISE (d) CSIRO Data 61(e) CTU-CRAS-
NORLAB
(f) Explorer (g) MARBLE (h) NCTU (i) Pluto (j) Robotika
Abb. 2.5.: Die Teams des DARPA SubT Wettbewerbes nutzen verschiedenste Robotermo-
delle. Diese sind meist Bestandteil eines Teams und von Drohnen unterstützt. Einige Teams
greifen außerdem auf Kommunikationsbeacons zurück. Gemeinsam mit einem Operator au-
ßerhalb des Kurses suchen sie vordefinierte Gegenstände.
Vom 18. bis 27. Februar 2020 fand auf dem Gelände eines unvollendeten Nuklear-
kraftwerks in Elma (Washington) der Urban Teilwettbewerb statt. Leitern, Treppen
und vertikale Schächte waren dabei die Hauptherausforderungen für die Teams. Als
Sieger ging das CoSTAR Team hervor und CTU-CRAS-NORLAB konnte den dritten
Platz bestätigen. Vor der weltweiten Covid19-Pandemie war für August 2020 der Cave
Teilwettbewerb und das finale Event für den August 2021 angekündigt.
Anhand der SubT-Challenge ist zu sehen, wie herausfordernd der Einsatz autonomer
Roboter unter Tage ist. Die Manipulation steht nicht im Fokus, lediglich ein mobiler
Manipulator (NCTU - Abbildung 2.5h) nahm teil. Dieser Wettbewerb zeigt, dass es
neben dem Interesse des Bergbaus an Untertagerobotern auch ein inhärentes Bestreben
der Robotikgemeinschaft gibt, sich den Herausforderungen untertägiger Umgebungen
zu stellen.
2.3. Hard- und Software Komponenten für mobile
Manipulatoren
Im Rahmen der Vorstellung mobiler Manipulatoren zeichnet sich ein Grundentwurf ab.
Ein mobiler Manipulator besteht aus einer mobilen Grundplattform, einem Roboterarm
und einem Werkzeug an dessen Endeffektor (EEF). Sensorik ergänzt den Aufbau. Ne-
ben der Hardware bestimmt die Software die Fähigkeiten des autonomen Systems. Im
Folgendem diskutiert diese Arbeit einzelne Komponenten eines mobilen Manipulators.
Ausgangspunkt ist die Erläuterung der Teilaufgaben der autonomen Manipulation.
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Teilaufgaben und Lösungsansätze
Manipulation im technischen Sinne beschreibt die Handhabung von Objekten. Hier ist
damit die Interaktion zwischen Roboter, Objekt und Umgebung gemeint. Der Roboter
besitzt mit dem Roboterarm und passenden EEF einen Aktuator, der es ihm ermöglicht
ein Objekt zu greifen. Nach dieser Definition ist die Instrumentierung von Altbergbau
durch einen Roboter eine Manipulationsaufgabe. Bei der autonomen Ausführung bettet
sich diese wie folgt ein:
1. Kollisionsmodell der Umgebung erstellen: Basierend auf verschiedenen Sensorwer-
ten erstellt der Roboter ein räumliches Modell seiner Umgebung. Darin plant der
Roboter die kollisionsfreie Bewegungen seines Arms.
2. Finden einer Absetzpose: Die Instrumentierung fordert das Absetzen einer Sen-
sorstation im Bergwerk. Entsprechend ist ein geeigneter Absetzpunkt in der Um-
gebung zu suchen.
3. Manipulation: wie von Teilnehmern der APC[31] beschrieben
a) Bewegungsplanung: Der Roboterarm besitzt Motoren in seinen Gelenken,
die ihn und damit seinen EEF bewegen. Von einer Startstellung zu einer
Zielstellung beschreibt der Arm eine Trajektorie. Bewegungsplannung meint
die Berechnung dieser Trajektorie unter diversen Nebenbendingungen.
b) Griffplanung: Das Werkzeug, was am letzten Glied des Roboterarms befestigt
ist, heißt im Allgemeinen Endeffektor (EEF). Ist der EEF ein Backengreifer,
eine Hand oder ein anderes Werkzeug, das auf einen Griff abzielt, so ist dieser
zu bestimmen. Bei der Griffplanung spielen Haftungskräfte, Kontaktfläche
und Stabilität eine wichtige Rolle.
c) Objekterkennung: Das Objekt ist der Körper, den der EEF greift bzw. mit
dem er interagiert, z. B. eine Werkstück, Schere, oder wie in Fall von Julius
eine Sensorstation. Voraussetzung dafür ist die Bestimmung der Position und
Rotation des Körpers in Relation zum Roboter. Die Pose des Objektes im
Koordinatensystem der Bewegungsplanung zu bestimmen ist die Aufgabe der
Objekterkennung.
d) Aufgabenplanung: Eine komplexe Aufgabe in lösbare Teilaufgaben zu zerlegen
ist ein Grundmechanismus moderner Problemlösungsstrategien. Die Abfolge
der Teilaufgaben, Vorbedingungen und Konsistenz zu prüfen, ist Bestand-
teil der Aufgabenplanung. Abhängig von der vorherrschenden Situation und
den Zustand des Gesamtsystems sind die Teilaufgaben in eine abarbeitbare
Reihenfolge zu bringen.
4. Validierung: Nach dem Absetzen der Station besitzt der Roboter eine interne
Vorstellung davon, wo er die Station platziert hat. Diese ist mit Hilfe seiner Sen-
soren zu überprüfen. Dabei nutzt der Roboter die selben Verfahren, wie bei der
Objekterkennung.
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Da bei der Problemlösung Hard- und Software zusammenwirken, schließt sich eine
Studie potenzieller Roboterhardware für das Design von Julius an. Anschließend dis-
kutiert diese Arbeit Softwarelösungen und Verfahren zur Behandlung der genannten
Teilaufgaben.
Hardwarekomponten eines mobilen Manipulators
Ein mobiler Manipulator besteht grundlegend aus einer mobilen Basis, Sensoren zur
Umgebungswahrnehmung und einem Roboterarm mit einem Werkzeug als EEF. Über
die letzten Jahre haben sich kommerzielle Produkte für all diese Komponenten eta-
bliert. Es ist nicht möglich einen mobilen Manipulator für den Altbergbau zu kaufen,
aber auch nicht notwendig alle Komponenten von Grund auf zu entwickeln. Der fol-
gende Abschnitt stellt eine Auswahl von Hardware vor, die zum Aufbau eines mobilen
Manipulators geeignet ist. Die Verwendung von kommerziellen Produkten besitzt den
Vorteil, dass das Gesamtsystem einfacher nachgebaut werden kann. Zusätzlich verrin-
gert es den Entwicklungsaufwand und die Kosten.
Mobile Basis
Die Roboterbasis umfasst den Antrieb, Energieversorgung und Computer. An ihr sind
die Sensoren und Aktoren des Roboters befestigt. Mit ihrem Formfaktor und Gewicht
bestimmt sie maßgeblich das Grunddesign des Roboters. Da der Roboterarm sich auf
dieser Basis bewegt, dient diese ihm als Trägheitsmasse. Eine Auswahl zeigt Abbil-
dung 2.6. Ziel der mobilen Basis von Julius ist es, ihn im Altbergbau zu bewegen.
Sensoren
Zu den charakteristischen Sensoren eines mobilen Roboters zählen Inertial Measure-
ment Unit12 (IMU), LiDAR und Kameras, insbesondere RGB-D Kameras. Sie erlauben
12dt. Inertiale Messeinheit
(a) Robotnik Summit (b) InnokRoboticsHeros (c) PAL Tiago Base (d) Clearpath Husky
Abb. 2.6.: Die Roboterbasis umfasst den Antrieb, die Energieversorgung und meist die
Steuerungsrechner eines Roboters. Sie bestimmt damit die Mobilität des Systems. Die mei-
sten kommerziell verfügbaren Roboterbasen nutzen Räder mit einem Differentialantrieb zur
Steuerung. Für einen mobilen Manipulator ist auch die Trägheitsmasse der Basis von Bedeu-
tung. Hier sind einige Hersteller aufgeführt.
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(a) Asus Xtion (b) Microsoft Kinect v2 (c) Realsense D435
Abb. 2.7.: Eine RGB-D Kamera am Endeffektor dienen Manipulatoren als primärer Sensor
für die Objekterkennung. Die Infrarottechnik hat sich gerade bei Innenräumen bewährt. Ne-
ben den Vor- und Nachteilen der einzelnen Messverfahren bilden auch die Bauform und das
Gewicht wesentliche Entscheidungskriterien. Zusammen mit dem Gewicht der Hand belastet
die RGB-D Kamera den Endeffektor und mindert die Traglast des Roboterarms.
es dem Roboter seine Relativbewegung zu schätzen, Karten aufzubauen, Hindernisse
zu erkennen und mit entsprechender Software seine Umgebung zu interpretieren. Beim
Einsatz im untertägigen Altbergbau spielt neben den Umweltbedingungen die Dun-
kelheit eine Rolle. In [40] findet eine Evaluierung der verschiedenen Sensoren unter
Tage statt mit dem Ergebnis, dass eine Fusion aller das beste Ergebnis erzielt. Für
sich genommen erzielen LiDAR die besten Ergebnisse im Altbergbau. Eine verlässliche
Objekterkennung benötigt eine hohe Auflösung der Punktwolken, die bisher Speziallö-
sungen vorbehalten sind. Deswegen kommen hier RGB-D Kameras zum Einsatz. Eine
Auswahl derer ist in Abbildung 2.7 dargestellt.
Roboterarme
Die primäre Aufgabe des Roboterarms ist es, den EEF in der Umgebung auszurich-
ten. Dafür hat sich der De-facto-Standard der Knickarmroboter etabliert, zu sehen in
Abbildung 2.8. Zu den bekanntesten Hersteller für industrielle Roboterarme in diesem
Anforderungsbereich zählen KUKA, ABB, Universal RobotsTM (UR), Pilz und Fanuc.
Die Arme besitzen meist sechs Gelenke, die dem Roboter sechs Freiheitsgrade13 (DoF)
geben. Ihr Aufbau ist unabhängig von den spezifischen Abmessungen ähnlich und folgt
der Denavit-Hartenberg-Konvention [52]. Sie unterscheiden sich in der Ansteuerung,
Sicherheitsfeatures und dem Traglast-Gewicht-Verhältnis.
Der wichtigste Aspekt im Zusammenhang mit Roboterarmen ist die Sicherheit. Auf-
grund der Dynamik und den auftretenden Beschleunigungen entwickeln Roboterarme
schnell hohe Kräfte, die für ihre Umgebung ein Risiko darstellen. In Industrieanwen-
dungen finden sich daher oft Käfige um Manipulationseinheiten, das ist bei mobilen
Manipulatoren nicht möglich. Alternativ zu einem Käfig kann eine hardwareseitige Not-
verriegelung den Arm in seiner Abarbeitung stoppen, wenn unvorhergesehenes Verhal-
ten auftritt. Auch sollte der Entwickler die Geschwindigkeiten und Beschleunigungen
seitens der Software begrenzen.
13engl. Degrees of Freedom
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(a) UR [85] (b) Pilz [85] (c) Kuka [85] (d) ABB [85] (e) M20 [85]
Abb. 2.8.: Der De-facto-Standard für Knickarmroboter sind sechs Freiheitsgrade. Das erlaubt es
dem Endeffektor eine beliebige Position und Orientierung im Arbeitsbereich einzunehmen. Für den
Einsatz auf mobilen Robotern ist auf das Traglast-Gewicht-Verhältnis zu achten.
(a) Shadow (b) Kinova (c) Robotiq (d) Robotis (e) RG2-FT
Abb. 2.9.: Anthropomorphe Hände besitzen zwischen 20 (a) und 1 DoF (d). Einige sind un-
teraktuiert, wie beispielsweise das Robotiq 3-Finger Model (c). Andere mit zusätzliche Kraft-
Momenten-Sensoren ausgestattet (e). Alle haben das Ziel viele Anwendungen zu ermöglichen.
Die Wahl ist abhängig vom Roboterarm und der Einsatzumgebung zu treffen.
Der Vorteil industrieller Roboterarmen liegt in ihrer Präzision. Vorgegebene Positio-
nen erreichen sie mit Genauigkeiten im Sub-Millimeterbereich. Im Vergleich mit den
Detektionsverfahren bestimmt eher die Genauigkeit der Sensoren bzw. Objekterken-
nung die Präzision von Manipulationsverfahren, als die Wiederholungsgenauigkeit der
Roboterarme.
Anthropomorphe Hände als Endeffektoren
Am Endeffektor eines Roboterarms befindet sich die Schnittstelle zu dessen Werkzeug.
In klassischen Industrieanwendungen bestimmt die Aufgabe das Werkzeug. Dieses ist
auf einen Objekttyp, d. h. die Form des Objektes, abgestimmt und wenn dieser wechselt,
dann wechselt auch das Werkzeug. Außerhalb von Industrieanlagen formt der Mensch
die Umgebung entsprechend seiner Bedürfnisse. Das betrifft z. B. Türklinken, Griffe an
Werkzeugen, oder Verschlüsse. Dabei wechselt die Rolle. Die Griffelemente orientieren
sich in ihrem Design an der menschlichen Hand. Eine Türklinke soll sich sicher von
einer Hand greifen lassen. Das motiviert anthropomorphe Hände als Endeffektoren.
Eine Zusammenfassung verschiedener anthropomorpher Hände findet sich in [80] und
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Abbildung 2.9. Die Autoren [80] ordnen die verschiedenen Aufgabengebiete in drei we-
sentliche Kategorien ein: Prothesen, Industrie und Mensch-Roboter Interaktion. Der
Einsatz eines Roboters unter Tage fällt hier in die Industriekategorie, wenn auch mit
der Einschränkung, dass eine unstrukturierte Umgebung zu erwarten ist. Vorrangige
Aufgaben sind die autonome Manipulation, wobei sich das System auch für überwachte
Manipulation und Teleoperation eignen sollte. Daraus leiten sich die vorrangigen De-
signkriterien für eine Hand ab. Im Fokus stehen die Interaktion zwischen Roboter und
Umgebung, die harten Umgebungsbedingungen und die unvollständige Informations-
lage. Die Hand muss robust sein, widerstandsfähig, vielseitig einsetzbar und einfach zu
steuern [80].
Software und Algorithmen für autonome Roboter
Software bildet eine Kernkomponente der Roboter, die sie von anderen Maschinen
abgrenzt. Das bezieht sich vor allem auf die Gewichtung gegenüber der Hardware. Die
Flexibilität und Vielfalt eines Roboters hängt von seiner Programmierung ab. Deren
Grundlage bilden die Algorithmen und die darin verwendete Mathematik. Folglich
muss bei der Vorstellung eines Roboters all dies Beachtung finden. Die entsprechenden
Begriffe und Verfahren stellt dieses Unterkapitel vor.
ROS - Standardisierung der inneren Roboterkommunikation
Ein Roboter ist ein verteiltes System von Sensoren, Aktoren und Computern. Diese
kommunizieren im Netzwerk und tauschen entsprechende Daten aus. Für diese Kom-
munikation hat sich in den vergangenen Jahren das Robot Operating System14 [81]
(ROS) als De-Facto-Standard etabliert. Der größte Vorteil ist die Standardisierung der
Nachrichten zwischen verschiedenen Programmen, d. h. Nodes. Das erlaubt es Sen-
soren, Algorithmen und Aktoren nahezu beliebig miteinander zu kombinieren, da die
Interfaces über die Nachrichten standardisiert sind.
Folgendes Beispiel erläutert die Kommunikation in ROS, wie in Abbildung 2.10 dar-
gestellt. Der Treiber eines LiDAR stellt Scans der Umgebung zur Verfügung. Dafür
registriert er ein Topic bei der zentralen ROS-Master Instanz. Jedes Programm, das
die Laserscans nutzen möchte, kann über das Topic beim Master die Verbindungsdaten
erfragen und anschließend eine Verbindung aufbauen. Die sendende Node, der Publis-
her, bestimmt die Senderate und jede Nachricht löst bei der empfangenden Node, dem
Subscriber einen Callback aus.
Das entkoppelt die Implementierung von nachfolgenden Algorithmen von dem Sen-
sor. Neben dem Publisher-Subscriber Pattern bietet ROS noch ein Request-Response
Pattern und Service-Calls für die Interprozesskommunikation. So können beliebige Sen-
soren mit beliebigen Algorithmen kombiniert werden, da die entsprechenden Schnitt-
stellen standardisiert sind.
Algorithmen, Treiber und Verfahren sind in ROS-Paketen organisiert. Ein Paket löst
meist eine Aufgabe, Tabelle 2.5 zeigt eine Auswahl. Die einfache Anwendung etablierter
14dt. Roboterbetriebssystem
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Abb. 2.10.: Die Kernaufgabe von Robot Operating Systema [81] (ROS) ist die Organisation
des Datenaustauschs in einem Netzwerk. Einzelne Nodes bilden Prozesse mit meist dedizierten
Aufgaben ab. Die zentrale Komponente bildet der ROS-Master. Er organisiert die Kommuni-
kation über Topics [84]. Darauf aufbauend erlauben Services und Action Server komplexere
Konzepte.
adt. Roboterbetriebssystem
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Odometrie via Scanmatching scan_tools [15]
Visuelle Odometrie svo_ros [37]
SLAM RTabMap [64]
Lokalisierung (Monte-Carlo) amcl [72]
Navigation (Basis) navigation stack [72]
Hand-Auge Kalibrierung easy_handeye [105]
Pfadplanung (Arm) MoveIt! [19]
Objekterkennung Deep Object Pose Estimation [104]
Echtzeitvisualisierung 3D Visualisierungsumgebung von
ROS (rViz)
[51]
Verfahren auf dem eigenen Roboter ermöglicht es, schnell den Stand der Forschung
abzubilden.
Steuerung eines Roboterarms
Die Steuerung des Roboterarms geschieht über die Elektromotoren in den einzelnen
Gelenken. Letztendlich regeln die Proportional–Integral–Derivative15 (PID) Parame-
ter das Drehmoment der Motoren und damit die Radialbeschleunigung. Über die
Grundgleichungen der Dynamik und Kinematik lässt sich als Steuergröße die Posi-
tion, Geschwindigkeit und Beschleunigung herleiten. Entsprechend kategorisieren sich
die Steuerverfahren für Roboterarme nach Positions-, Geschwindigkeits- oder Impe-
danzkontrolle. Alle drei Verfahren fordern unterschiedliche PID Regelparameter und
lassen sich daher nicht in einer universellen Regelung vereinen. Es gilt abhängig vom
Gesamtsystem und Anwendungsfall eine Entscheidung zu treffen. Positionssteuerung
bietet eine hohe Genauigkeit hinsichtlich der eingenommenen Gelenkwinkel und ei-
ne präzise Steuerung des Endeffektors. Geschwindigkeit und Beschleunigung sind in
Form von Grenzwerten als Nebenbedingung gegeben. Eine Positionssteuerung stoppt
beim Erreichen der vorgegebenen Position oder Überschreitung der Grenzwerte. Die
Geschwindigkeitskontrolle gibt die Gelenkwinkeländerung vor, die Impedanzkontrolle
letztendlich die Winkelbeschleunigung. Die Positionskontrolle besitzt einen wesentli-
chen Vorteil hinsichtlich der Sicherheit. Alle Verfahren setzen ihr letztes Kommando
fort, bis sie ein neues empfangen. Bei einem Ausfall der Kommunikation bedeutet
das bei einer Geschwindigkeits- oder Impendanzkontrolle, dass sich der Roboterarm
weiterhin bewegt. Bei der Positionskontrolle verharrt der Roboter in einer Gelenkwin-
kelkonfiguration, bis er das nächste Kommando erhält. Für Julius steht die Sicherheit
an erster Stelle.
15dt. proportional, integral, abgeleitet
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Planung der Bewegungen eines Roboterarms
Im Sinne der Autonomie ist es die Aufgabe des Roboters, selbstständig eine sichere
Bewegung seines Roboterarms zu planen. Für praktische Anwendungen empfiehlt [66]
stichprobenbasierte Planer für die Bewegungsplanung. Im Gegensatz zu kombinatori-
schen Planern verzichten diese auf eine vollständige Planung, d. h. die Betrachtung
aller möglichen Bewegungen. Das führt dazu, dass es keine Lösungsgarantie gibt, son-
dern die Planer probabilistisch vollständig agieren. Damit ist gemeint, dass sie eine
Lösung in endlicher Zeit finden, sollte sie existieren. Allerdings ist keine Aussage über
die Existenz einer Lösung möglich. Stichprobenbasierte Planer arbeiten, bis sie eine
Lösung finden. Die Vorgabe einer Iterationstiefe oder Planungszeit verhindert, dass die
Planer endlos laufen, indem sie die Suche abbrechen. Für den Planungsalgorithmus
spielen diese Parameter beim Samplingverfahren keine Rolle. In der Evaluierung ist
es hingegen entscheidend, dass ein Planer nach einer vorgegebenen Zeit eine Lösung
vorlegt.
Im Rahmen der Bewegungsplanung ist der Roboterarm als kinematische Kette mo-
delliert. Deren Gelenke nehmen verschiedene Stellungen ein und bilden einen Konfig-
urations- bzw. Gelenkwinkelraum. Punkte darin entsprechen konkreten Winkeln der
Gelenke. Zwei Funktionen sind essenziell für die Bewegungsplanung, die Vorwärtski-
nematik16 (FK) und Inverskinematik (IK). Die FK berechnet die EEF-Position und
Rotation basierend auf der Stellung der Gelenkwinkel. Die IK berechnet den umge-
kehrten Fall, bei dem die Position und Rotation des EEF gegeben ist. Dabei sind nicht
alle Gelenkwinkelkombinationen gültig. Die Gelenke des Arms können sich so ausrich-
ten, dass Teile miteinander kollidieren. Derartige Konfigurationen sind ungültig. Auch
gibt es Konfigurationen, die außerhalb des Arbeitsbereiches des Roboterarms liegen,
diese sind ebenfalls ungültig. Der Konfigurationsraum teilt sich in einen gültigen und
ungültigen Bereich. Die Kollisionsprüfung kontrolliert, ob eine Konfiguration gültig ist.
Dabei ist es möglich weitere Nebenbedingungen zu formulieren, und Umgebungsmo-
delle einzuarbeiten. Es ist nicht praktikabel den gültigen oder ungültigen Bereich des
Konfigurationsraums explizit zu definieren, d. h. alle gültigen Konfigurationen zu er-
mitteln. Daher der Ansatz eine Stichprobe von Konfigurationen aus diesem Raum zu
erheben. Das ist die Aufgabe von Samplingalgorithmen (Sampler). Für die Planung ist
zusätzlich eine Start- und Zielkonfiguration bekannt.
Verschiedenen Bewegungsplaner beantworten die Frage nach dem Weg bzw. Pfad
von Start- zu Zielkonfiguration auf unterschiedliche Weise. Gemeinsam haben sie die
Modellierung des Problems als Baum. Knoten entsprechen den Konfigurationen und
Kanten den Bewegungen zwischen ihnen. Die Wurzel des Baumes ist die Startkonfi-
guration und das Planungsproblem gilt als gelöst, wenn ein Blattknoten existiert, der
sich direkt mit der Zielkonfiguration verbinden lässt. Eine Erweiterung ist es auch einen
Baum von der Zielkonfiguration aus wachsen zu lassen und nach einer Verbindung zwi-
schen Start- und Zielbaum zu suchen. Planer diesen Typus kennzeichnet das Präfix
bi-direktional. Der lokale Planer entscheidet, ob eine Kante zwischen zwei Knoten gül-
16engl. Forward Kinematic
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tig ist. Dafür prüft er den Weg zwischen zwei benachbarten Konfigurationen. In der
Praxis iteriert er mit einer definierten Schrittweite linear zwischen der Ausgangs- und
Endkonfiguration [66] und übergibt die Konfigurationen der Kollisionsprüfung. Wenn
alle Zwischenkonfigurationen gültig sind, ist auch die Bewegung zulässig und der Pla-
nungsgraph fügt eine Kante von Ausgangs- zu Endkonfiguration ein.
Mit der OMPL ist es möglich alle praktisch relevanten Planer zu verwenden. Drei
der prominenteren Planer sind im Folgenden kurz vorgestellt. Ziel ist es einen Eindruck
von der Arbeitsweise dieser Verfahren zu vermitteln.
KPIECE
Zwar zielt dieser Algorithmus auf die Planung komplexer dynamischer Systeme, eignet
sich allerdings auch für kinematische Aufgabenstellungen und bietet auch hier einen
Vorteil [97]. Kinematic Planning by Interior-Exterior Cell Exploration17 [97] (KPIECE)
merkt sich die explorierte Grenze zwischen gültigem und ungültigem Konfigurations-
raum. Dabei projiziert das Verfahren den Konfigurationsraum in einen euklidischen
Raum und diskretisiert diesen in Zellen. Die Bewegungen bzw. Konfigurationen kenn-
zeichnen diese Zellen als besucht. Wenn eine besuchte Zelle von hinreichend vielen
besuchten Zellen benachbart ist, gilt sie als interne Zelle, sonst als externe Zelle. Der
Planungsbaum wächst, so dass externe Zelle schneller expandieren. Das führt zu einer
schnellen Abdeckung des Konfigurationsraums. Wenn eine besuchte Zelle die Zielkon-
figuration beinhaltet, verknüpft ein lokaler Planer den Baum mit dieser und löst so
das Planungsproblem. Neue Konfigurationen generiert der Algorithmus, indem er be-
stehende Bewegungen an zufälligen Konfigurationen um neue Bewegungen zufälliger
Länge erweitert.
RRT
Eine generelle Lösung des Planungsproblems ohne umfangreiche Parametrisierung ab-
hängig von der Problemstellung bietet der Rapidly-exploring Random Tree18 [65] (RRT).
Die Abtastung des Konfigurationsraumes basiert auf einer Gleichverteilung. Die Kon-
figurationen erweitern iterativ den Planungsbaum, der von der Startkonfiguration aus-
geht. In regelmäßigen Abständen, beispielsweise alle 100 Konfigurationen versucht der
Algorithmus die Zielkonfiguration zum Baum hinzuzufügen. Sobald der lokale Planer
dies bewerkstelligt, ist das Planungsproblem gelöst. Eine neue Konfiguration fügt sich
stets an das Blatt des Baumes an, zu dem es den geringsten Abstand besitzt. Zusam-
men mit der gleichverteilten Konfiguration gewährleistet dies, erstens eine schnelle und
konsequente Ausbreitung des Baums in unbekannte Bereiche des Konfigurationsraums
und zweitens probabilistische Vollständigkeit des Planers [65].
17dt. Kinematische Planung durch Zell-Exploration von innen nach außen
18dt. Rapide erkundender Zufallsbaum
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EST
Der Expansive Space Trees19 [55] (EST) ist ein bidirektionaler Planer, der darauf ab-
zielt lediglich die Konfigurationen im Konfigurationsraum zu ermitteln, die zur kon-
kreten Problemstellung passen. Im Gegensatz zum RRT der möglichst den kompletten
Konfigurationsraum schnell erkunden möchte, beschränkt sich dieser Algorithmus auf
Konfigurationen in der Nähe der Start- und Zielkonfiguration. Ziel ist es, stets Konfi-
gurationen zu finden, die sich direkt entweder an den Baum mit der Startkonfiguration
oder den Baum mit der Zielkonfiguration anhängen. Sobald eine direkte Verbindung
zwischen beiden Bäumen existiert, endet der Planer. Dieser Ansatz zwei Bäume zu
erstellen lässt sich unabhängig von diesem Planer generalisieren. Die Art und Weise,
wie neue Konfigurationen zum Erweitern der Bäume gewählt werden unterscheidet den
Ansatz von bereits vorgestellten. Die Autoren [55] sprechen in diesem Zusammenhang
von der Sichtbarkeit einer Konfiguration. Diese lässt sich auch als Reichweite im Kon-
figurationsraum verstehen. Dabei spielt eine Rolle inwieweit die neue Konfiguration
den Suchraum erweitert. Konfigurationen, die neue Bereiche des Suchraums explorie-
ren sind besser als welche, die bereits bekannte Bereiche feiner abtasten. Gewichte und
Metriken steuern diese Auswahl. Das erfordert eine problemabhängige Parametrierung.
Der Algorithmus funktioniert analog mit einem Suchbaum, der entweder von der Start-
oder Zielkonfiguration aus wächst.
Eine Implementierung der vorgestellten und weiterer Planer liefert die OMPL. Die-
se Bibliothek bindet das Softwarepaket MoveIt! in ROS ein. Es stellt mit der Flexible
Collision Library20 [75] (FCL) weiterhin die Anbindung einer etablierten Kollisions-
kontrolle zur Verfügung. Auf diese Weise stehen Robotern diese stichprobenbasierten
Planer zur Verfügung und erlauben es, diese für verschiedene Problemstellungen zu
verwenden. Julius kann diese Lösungen nicht einfach übernehmen. Die Erprobung und
Evaluierung im untertägigen Altbergbau ist notwendig und ein wesentlicher Beitrag
dieser Arbeit.
Maschinelles Sehen
Die wichtigsten Informationen über seine Umgebung bezieht ein Roboter aus seinen
optischen Sensoren, d. h. RGB-D Kamera und LiDAR. Deswegen bilden Teile der
Computer Vision21 ein wichtiges Teilgebiet der Robotik. Die vorrangigen Aufgaben
sind: Simultaneous Localization and Mapping22 (SLAM), Objekterkennung, Erkennung
von Ebenen.
Interpretation von Farbbildern Ein Roboter kann seine Eigenbewegung in zeitlich




22dt. Simultane Lokalisierung und Kartenerstellung
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Abb. 2.11.: In zwei Bilder sind SURF-Features (Kreis) und deren Korrespondenz (Linie) ein-
gezeichnet. Die Verfolgung solcher Features erlaubt das Abschätzen einer visuellen Odometrie
und das wiedererkennen bekannter Strukturen. Letzteres dient als Ausgangspunkt moderner
Objekterkennungsverfahren.
im Bild. Ein Beispiel ist ein Fenster, dass über die Zeit im Bild größer wird. Dadurch ist
erkennbar, dass sich der Roboter auf das Fenster zubewegt. Im Allgemeinen ist dabei
die Umgebung, d. h. das Fenster, statisch und der mobile Roboter bewegt sich. Diese
Schätzung der Eigenbewegung auf Basis von Bildern nennt sich Visuelle Odometrie.
Darauf aufbauend lassen sich entsprechend des SLAM Problems Karten und Fahrbah-
nen ermitteln. So erlangt der Roboter ein erstes Verständnis der Umgebung, wo er sich
darin befindet und wie er sich darin bewegt. Dafür ist es notwendig optische Merkmale
(engl. Features) im Sinne eines Fensters zu identifizieren und über die Bilder hinweg
zu verfolgen. Dabei kommen spezielle Deskriptoren zum Einsatz [8, 14, 33, 70, 87], wie
in Abbildung 2.11 zu sehen. Ein gängiges Framework was diese Aspekte integriert ist
RTAB-Map23 [64].
Klassische Objekterkennung arbeitet auf Farbbildern oder deren Vereinfachung als
Graustufenbild [5]. Dabei kommen ebenfalls optische Merkmale zum Einsatz kombi-
niert mit Verfahren des maschinellen Lernens. Die optischen Merkmale beschreiben so
generell wie möglich und speziell wie nötig die Geometrie der Objektklasse. Anschlie-
ßend stellt sich eine Klassifizierungsaufgabe. Es ist die Kombination von Merkmalen in
einem Bild gesucht, die dem vorher definierten entspricht. Eine Möglichkeit dies zu lö-
sen sind Support-Vektor Maschinen [22] (SVM), die andere und mittlerweile populärere
Lösung sind künstliches neuronales Netzwerk24 (KNN). Ausgehend von der ImageNet -
Challenge [88] fand eine stetige Entwicklung verschiedener Convolutional Neural Net-
work25 [67] (CNN) statt. Über das VGG26-Net [93](2014), Res-Net [49](2016), hin zum
Efficent-Net [99](2019) bleibt dies ein aktives Forschungsgebiet mit stets neuen Ver-
besserungen. Das Grundprinzip bleibt ähnlich während die Verbesserungen Präzision,
Laufzeitverhalten und Speicherbedarf betreffen. Auf Basis einer Vielzahl verschiedener
Objektklassen in verschieden Umgebungen und Szenarien schaffen diese Architektu-
23Real-time appearance-based mapping (dt. Erscheinungsbild-basierte Kartierung in Echtzeit)
24engl. Artificial Neural Network, ANN
25dt. faltendes neuronales Netzwerk
26Visual Geometry Group der Universität Oxford
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(a) Farbbild (b) Tiefenbild (c) Farbige Punktwolke
Abb. 2.12.: Moderne RGB-D Kamera wie die Microsoft Kinect v2 liefern mittels Laufzeit-
messung dichte Punktwolken, die mit den Farbinformationen einer HD Kamera überlagert,
einen immersiven Einblick in die Umgebung des Bergwerks gestatten.
ren eine vorher ungekannte Generalisierung bei der Objekterkennung. Das erlaubt es,
vortrainierte Netze zu verwenden und eigene Objekte zu trainieren, um so einen ent-
sprechenden Detektor zu erstellen. Die optischen Merkmale sind durch die Gewichte
in den Netzen definiert und durch das Nachtrainieren auf den gewünschten Objekttyp
spezialisiert. So kann die Objekterkennung szenarioabhängig trainiert werden.
Eigenschaften von Tiefenbildern Tiefenbilder codieren an ihren Pixelkoordinaten
den Abstand zum nächsten Hindernis. Auch unterscheiden sie sich von Farbbildern in
dem Aspekt, dass es Lücken innerhalb des Bildes gibt. Die Darstellung ist nicht kon-
tinuierlich. Das tritt aufgrund des Messprinzips und der Perspektive meist an Kanten,
bzw. Sprüngen in der Tiefe auf. Gemein mit den RGB-Bildern ist die Nachbarschaft
der Pixel. In diesem Zusammenhang ist der Begriff geordnete Punktwolke definiert.
Dieser meint, dass zwei in Pixelkoordinaten benachbarte Punkte auch in der realen
Welt benachbart sind. Tiefenbilder bilden den Abstand zur Umgebung abhängig von
der aktuellen Perspektive ab. Jeder Pixel codiert das erste Hindernis auf dem Weg.
Etwaige weitere Informationen dahinter werden verdeckt, d. h. ein Tiefenbild ist kei-
ne vollständige dreidimensionale Darstellung, sondern wird im Allgemeinen mit 2.5D
bezeichnet. Ähnlich wie optische Merkmale in Farbbildern lassen sich geometrische
Merkmale in Tiefenbildern bilden. Ein bekannter Vertreter sind die Fast Point Feature
Histogram27 [89] (FPFH).
Von Punktwolken zum Umgebungsmodell Die Kombination aus verschiedenen
Tiefeninformationen aus mehreren Perspektiven erlaubt es dreidimensionale Punkt-
wolken zu erstellen. Hier dienen neben den RGB-D Kamera auch LiDAR als Quelle.
Wichtig ist dabei, die einzelnen Sensoren in ein einheitliches Koordinatensystem zu
überführen. Auch der verwendete Speicher spielt eine wichtige Rolle. Eine praktische
Lösung dieser Aufgabenstellung ist die OctoMap [54].
Diese stellt drei Eigenschaften in den Fokus: wahrscheinlichkeitstheoretische Darstel-
lung der Belegungszustände der Karte, Modellierung von nicht kartierten Bereichen und
27dt. schnelle Punktmerkmalshistogramme
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Abb. 2.13.: Die OctoMap speichert effeizient die Umgebung in Voxeln. Sie klassifiziet diese
als belegt oder frei. Links ist ein Scan auf dem Campus der Technische Universität Bergaka-
demie Freiberg (TUBAF) zwischen URZ und Humboldt-Bau zu sehen. Das rechte Bild zeigt
den Scan eines Innenraums des URZ. Die Diskretisierung der Umgebung in Voxel basiert auf
Punktwolken eines 3D-LiDAR und Tiefenbildern einer RGB-D Kamera. Die Farben kodieren
der z-Koordinate.
Effizienz hinsichtlich Speicherallokierung und Zugriff. Dafür diskretisiert ein dreidimen-
sionales Gitter den Raum in Voxel. Die Auflösung bestimmt die Tiefe des Octree28, in
welchen die Voxel als Blätter organisiert sind. Jedes Voxel besitzt eine Belegungungs-
wahrscheinlichkeit. Diese ergibt sich aus den Updates der Karte durch verschiedene
Punktwolken verschiedener Sensoren, z. B. LiDAR, RGB-D Kamera. Jedes Voxel ist
als belegt, frei oder unbekannt klassifiziert. Gleichzeitig erlaubt die Bayessche Betrach-
tung der Zustände eine robuste Betrachtung statischer und dynamischer Szenen auch
unter dem Einfluss von Sensorrauschen und anderen praktischen Unzulänglichkeiten.
Die Festlegung von oberen und unteren Grenzen für die Klassifizierung der Voxel er-
laubt Pruning, das Zusammenfassen von Belegungsinformationen innerhalb des Octree.
Das erlaubt einen schnellen Zugriff zur Laufzeit, was diese Umgebungsrepräsentation
beispielsweise für Kollisionsabfragen qualifiziert. Eine Implementierung in das ROS
Framework existiert. Den Ansatz wurde in verschiedensten Szenarien getestet, wie:
Lokalisierung, 3D Armnavigation, oder Navigation in überfüllten Umgebungen. Der
PR2 Roboter (Abbildung 2.1a) verwendet OctoMap für die mobile Manipulation. In
diesem Zusammenhang fand die Integration in MoveIt! statt. Die OctoMap bildet das
Umgebungsmodell für die Bewegungsplanung.
2.4. Zusammenfassung
Julius erweitert die Familie der mobilen Manipulatoren und orientiert sich an deren
Grundaufbau von mobiler Basis, Roboterarm und Endeffektor. Tabelle 2.1 formuliert
konkrete Anforderungen an ein solches System, was eine zielgerichtete Entwicklung
ermöglicht. Eine Studie renommierter Robotikwettbewerbe zeigt den aktuellen Stand
28Baum mit acht Kindern je Knoten
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der Forschung, etablierte Lösungsstrategien und gibt einen Einblick in die Herausforde-
rungen mobiler Manipulatoren. Die APC zeigt, dass eine präzise Manipulation bereits
in Lagerhäusern möglich ist. In der RRL spielt die Manipulation hingegen eine unter-
geordnete Rolle, auch weil die Komplexität in unstrukturierten Umgebungen ungleich
größer ist. Der Einsatz mobiler Manipulatoren unter Tage ist daher etwas vollständig
neues, wie die DARPA SubT-Challenge unterstreicht. Die Inspiration für die Hard- und
Software bezieht Julius aus den in diesen Wettbewerben vorgestellten Komponenten.
Die Hauptaufgabe liegt bei der Auswahl, Integration und Konfiguration der Kompo-
nenten, um den ersten mobilen Manipulator für den Einsatz unter Tage zu erstellen.
Anschließend gilt es den Prototypen im untertägigen Altbergbau zu erproben.
Abb. 2.14.: Julius ist ein mobiler Manipulator, bestehend aus einer mobilen Roboterbasis
und Manipulator aus Roboterarm und anthropomorpher Hand. Die hier gezeigte Entwurf ist
der Ausgangspunkt für verschiedene Versionen mit unterschiedlichen Aufbauten. Das folgende
Kapitel 3 diskutiert die verschiedenen Sensoren deren Positionen und die Anpassungen an den
Altbergbau.
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3. Aufbau von Julius - dem
Roboter für den Einsatz im
Altbergbau
Der erste Beitrag dieser Dissertation ist die Konzeption, Entwicklung und Erprobung
des ersten mobilen robotischen Manipulators für den Einsatz im Forschungs- und Lehr-
bergwerk.Die vorausgehende Literaturstudie in Kapitel 2 zeigt, dass die Umgebung we-
sentlich den Entwurf eines Roboters beeinflusst. Dieses Kapitel stellt daher zunächst
die Bedingungen im Forschungs- und Lehrbergwerk (FLB) vor und arbeitet die Beson-
derheiten des Altbergbaus heraus. Anschließend stellt es die Hardwarekomponenten
von Julius vor und begründet dessen Aufbau. Dies ist ein iterativer Prozess, der über
die Jahre zu verschiedenen Designs führte. Dabei stellt sich die hier herausgearbeitete
Grundform ein. Für die Instrumentierungsaufgabe stehen Julius eigens entworfene Sen-
sorstationen zur Verfügung. Deren Aufbau und Mehrwert für den Roboter stellt dieses
Kapitel ebenfalls vor. Die Präsentation der integrierten Software auf dem Roboter zum
Abschluss gibt einen Einblick in die Fähigkeiten des autonomen Systems und zeigt, wie
Julius Grundaufgaben der Robotik mittels Robot Operating System1 [81] (ROS) im
FLB bewältigt.
3.1. Umgebungsbedingungen im untertägigen
Altbergbau
Untertägiger Bergbau bezeichnet den Abbau von Gestein unter der Erdoberfläche. Die-
ser findet in biogenen (Kohle), kerogenen (Kohlenwasserstoffe - Öl, Gas), chemischen
Sedimentgestein (Salz) oder Festgestein (Erze) statt. Je nach Gestein und Abbaume-
thode entstehen die unterschiedlichsten Grubenbaue und Bedingungen. Im Salzberg-
werk herrscht eine staubige trockene Umgebung, das Fließen des Berges verjüngt die
Querschnitte über die Zeit. Im Kohlebergwerk setzt sich der schwarze Ruß an den
Oberflächen fest und Methan2 (CH4) sorgt für ein omnipräsentes Explosionsrisiko. Im
Erzbergwerk sickert das Grundwasser unaufhörlich in den Grubenbau und wäscht saure
Verbindungen in den Berg, hier sind die extreme Luftfeuchte und engen Gänge eine
Herausforderung. Die Bedingungen in den unterschiedlichen Bergwerkskategorien sind
derartig heterogen, dass die Entwicklung des einen Roboters für den generellen Ein-
1dt. Roboterbetriebssystem
2auch: Methylwasserstoff
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(a) Altbergbau mit
Ausbau
(b) Strecke mit Schienen (c) Gesteins-
verwitterungen
(d) ehemaliger Abbau
Abb. 3.1.: Die Bilder zeigen die unter Tage zu erwartenden Bedingungen. Feuchtigkeit und
Pfützen am Boden (a,b) sind auf Grund des durch das Gestein sickernden Grundwassers
allgegenwärtig. Stützstrukturen aus Holz (d) oder Eisen (a) treten unregelmäßig auf. Ihre
Geometrie unterscheidet sich eindeutig vom umgebenden Fels. Verwitterungen am Gestein
(c,d) weisen gelbliche bis braune Färbungen auf. Diese erscheinen in Form und Musterung
willkürlich. Die teilweise im FLB verlegten Gleise (b,d) bilden für nicht schienengebundene
Fahrzeuge eine besondere Herausforderung.
satz im Bergwerk nicht realisierbar ist. Daher konzentriert sich diese Arbeit auf das
Einsatzgebiet von Julius , das FLB in Freiberg ein Erzbergwerk (Silber) im Festgestein.
Dessen Bedingungen sind entscheidend für den Aufbau und die Ausstattung des Ro-
boters. Die technische Ausstattung vor Ort beeinflusst zusätzlich die Ausstattung des
Roboters. Die besonderen Umgebungsbedingungen unter Tage führen dazu, dass die
Kosten für die Installation und Wartung moderner Technologien, wie beispielsweise
drahtlose Kommunikation, wesentlich höher sind als in einer Büroumgebung. Daher
bestimmt die wirtschaftliche Relevanz vordergründig die technischen Gegebenheiten in
einem Bergwerk. Mit dem Ende des Abbaus geht daher typischerweise auch das Ende
der technischen Modernisierung einher. Das gilt insbesondere für stillgelegte Gruben
und Altbergbau.
FLB Freiberg als Umgebung für einen autonomen Roboter
Das FLB gründet sich auf dem ehemaligen Erzbergwerk Himmelfahrt Fundgrube und
weiteren Grubenfeldern des Freiberger Bergbaubezirks. Die erste namentliche Erwäh-
nung der Schächte Vordere/Hintere Reiche Zeche datiert sich ins Jahr 1384. Seitdem
förderten Bergleute Silber-, Blei- und Zinkerze, bis aus wirtschaftlichen Gründen 1913
der planmäßige Abbau eingestellt wurde. Bis 1969 fand aus politischen Interessen ei-
ne staatliche Rohstoffförderung statt. Seit 1905 bis heute nutzt die Bergakademie das
Grubenfeld zur Lehrausbildung und Forschung. Die lange Historie steht für eine Viel-
zahl von Ausbaumaßnahmen und Erweiterungen. Die letzte großflächige Modernisie-
rung geschah in den 1980er Jahren und definiert das Experimentierfeld des Roboters
wesentlich. Dieses befindet sich auf der ersten Sohle3 in einer Teufe4 von 150 m. Ein
Auszug aus dem Risswerk in Abbildung 3.2 zeigt die Einsatzgebiete des Roboters.
Aus technischer Sicht dominiert der letzte Ausbau in den 1980er Jahren die Gege-
3bergm. Höhenlage eines Streckensystems, hier vergleichbar mit einer Etage eines Gebäudes
4bergm. Lotabstand der Bodenebene des Ganges, zur Bodenebene der Erdoberfläche
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Abb. 3.2.: Die Grafik zeigt die erste Sohle des FLB im Grundriss. Der rote Punkt markiert
den Reiche Zeche Schacht, der Lehrpfad ist grün markiert, der Sprengbereich orange und der
Bereich Wilhelm Stehender Süd blau. An diesen Orten hält sich Julius typischerweise unter
Tage auf und sie bieten auch den Ausgangspunkt für die Evaluierung des Roboters in Kapitel 5
benheiten im Experimentierfeld. Eine Stromversorgung ist an wenigen ausgewählten
Punkten gegeben. Die Kommunikation mit den obertägigen Grubenbauten findet über
Analogtechnologie statt. In dedizierten Gebieten existiert ein kabelgebundenes Inter-
face oder ein kabelloser Zugang zum Universitätsnetzwerk (eduroam) und darüber zum
Internet. Letzterer ist über eine über eine eigens verlegte Schlitzantenne5 realisiert. Die
Sicherheitsmechanismen dieses Netzwerks unterbinden jedoch eine direkte Kommunika-
tion zwischen zwei Klienten. Das typische Transportmittel für Personen und Geräte im
FLB ist eine elektrobetriebene Grubenbahn. Dadurch findet sich gerade in der Nähe des
Schachtes, der den Zugangspunkt bildet, Gleiswerk und Weichen. Sind diese unmittel-
bar am Schacht in eine Betondecke eingelassen, stellen sie außerhalb dieser Einbettung
ein Hindernis für jedes nicht schienengebundene Fahrzeug dar. Abbildung 3.1 gibt einen
Einblick in die zu erwartenden Bedingungen [44]:
• 8− 14 ◦C Umgebungstemperatur
• kondensierende Luftfeuchte und damit teils neblige Luft
• wechselhafte Lichtbedingungen hin zu vollkommener Dunkelheit
• enge Querschnitte und schroffer Fels
• lehmig bis schroffer Untergrund mit Pfützen
• ggf. Schienen und andere Gleisanlagen
5auch: Schlitzkabel oder Leckwellenleiter
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(a) Transportkorb (b) Ketscher
Abb. 3.3.: Julius Abmessungen orientieren sich an den Gegebenheiten des FLB. Für den
Transport ins Einsatzgebiet auf die 1. Sohle verwendet er den Transportkorb (a). Dort ange-
kommen steht ihm die Grubenbahn mit Ketscher (b) zur Verfügung, um ihn beispielsweise
zum Wilhelm Stehenden Süd zu befördern.
• saure Wässer
• fehlende Kommunikationsinfrastruktur
• kein Zugang zum Global Navigation Satellite System6 [73] (GNSS)
Konsequenzen für einen mobilen Roboter
Der Zugang zum Bergwerk geschieht über den Schacht Reiche Zeche und dessen För-
deranlage. Der Transportkorb kann maximal ein Volumen von 0.8×1.5×1,8m (Breite
× Länge × Höhe) transportieren und definiert damit die maximalen Ausmaße des Ro-
boters. Das vor allem in Schachtnähe verlegte Gleiswerk fordert eine Bodenfreiheit von
mindestens 13 cm. Alternativ kann die Grubenbahn den Roboter auf einem Ketscher7
zum Experimentierfeld transportieren. Abbildung 3.3 zeigt Julius im Transportkorb
und auf dem Ketscher.
Einfluss der Umgebungstemperatur von 8-14 ◦C
Die Temperatur ist vor allem für den Akku des Roboters eine entscheidende Kenn-
größe. Li-Ionen Akkus besitzen einen optimalen Arbeitsbereich bei Zimmertemperatur
(18− 25 ◦C). Das Abkühlen auf Bergwerkstemperatur führt zu einer Erhöhung des In-
nenwiederstandes, womit die abnehmbare Leistung sinkt. Von Vorteil ist die niedrige
Außentemperatur bei der Kühlung von Rechentechnik. Dort erlaubt sie die passive
6dt. globales Navigationssatellitensystem
7bergm. Flachwagen zum Materialtransport
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Kühlung der Rechner des Roboters. Zusätzlich verhindert der Wärmetransport nach
Außen Kondensation auf dem Roboter. Julius Stromversorgung benötigt eine erhöhte
Kapazität, um dem Leistungsverlust des Akkus Rechnung zu tragen. Gleichzeitig kann
die niedrige Umgebungstemperatur zur Kühlung verwendet werden.
Einfluss der kondensierenden Luftfeuchte und damit teils nebligen Luft
Die kondensierende Luftfeuchte unter Tage stellt ein Kurzschlussrisiko für elektrische
Bauteile dar. Eine Möglichkeit ist die Isolierung dieser Bauteile vor der Bergwerks-
luft. Zusätzlich sollten die Bauteile Wärme abgeben oder sich in einem Wärmestrom
befinden. So erhöht sich lokal das Fassungsvermögen der Luft, was die Kondensation
verhindert. In der Vergangenheit stellte Nebel für Light Detection and Ranging (Li-
DAR) ein Problem dar. Moderne Filterverfahren überwinden diese Limitierung, indem
sie entstehende Artefakte abfangen. Der Schutz externer Schnittstellen, wie beispiels-
weise elektrischer Kontakte, vor dem kondensierenden Wasser schützt diese auch mit
der damit verbunden Korrosionsgefährdung. Die Elektronik von Julius muss vor der
feuchten Umgebungsluft geschützt werden. Da die elektrischen Komponenten im Be-
trieb Wärme entwickeln, bietet sich eine kompakte Integration der Elektronik in Form
einer abgeschotteten Box an. In dieser gilt es die Temperatur über der Umgebungs-
temperatur zu halten, um Kondensation zu verhindern. Kontakte nach Außen sind
gesondert zu schützen.
Einfluss der wechselhaften Lichtbedingungen hin zu vollkommener Dunkelheit
Eine Kamera besitzt einen definierten Dynamikumfang, den eine entsprechende Au-
tomatik möglichst ideal auf den Dynamikbereich des Bildes bzw. Motivs abstimmt.
Gerade in Motiven mit sehr hellen und dunklen Bereichen ist dies relevant. Bewegt
sich die Kamera gar von einer beleuchteten Szene in die Dunkelheit des Bergwerks,
verändert sich der Dynamikbereich des Bildes stark. Das kann gerade bei Algorithmen,
die mit Gradientenverfahren arbeiten, zu ungewünschten Effekten führen. Insbesonde-
re die Featureerkennung in Kamerabildern wird gestört. Das Fehlen externer Beleuch-
tung bzw. von Tageslicht fordert von Julius ein eigenes Lichtsystem, das die Umgebung
möglichst gleichmäßig ausleuchtet, ohne die Überblendungen im Kamerabild zu verur-
sachen. Alternativ sind Sensoren mit eigenem Emitter zu verwenden.
Einfluss der engen Querschnitte und des schroffen Fels
Der umgebende Fels definiert das Einsatzgebiet am markantesten. Es gibt keine ge-
rade Wand und daher ist das Bergwerk als dreidimensionale Umgebung wahrzuneh-
men.Hinzu kommt, dass aus wirtschaftlichen Gründen die Querschnitte möglichst klein
sind. Das verlangt von Julius die Fähigkeit sich mit minimalem Wendekreis zu drehen.
Generell gesprochen fordert die Umgebung eine hohe Manövrierbarkeit, um anderen
Objekten in der Strecke auszuweichen. Auch darf der Roboter nicht durch einen Aus-
fall im Bergwerk stranden, da er so Rettungs- und Fluchtwege versperrt.
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Einfluss des lehmigen bis schroffen Untergrunds mit Pfützen
Der hohe Mineralgehalt des umgebenden Festgesteins zusammen mit dem ständigen
Eindringen von Grundwasser in die Strecke führt zu einem schlammigen Untergrund.
Die Begebenheiten reichen von ebenen Flächen, wo sich das Sediment zwischen den Stei-
nen ablagert, hin zu Schuttfeldern, die den Roboter zu harten Bewegungen zwingen.
Ersteres bringt das Problem mit sich, dass die Räder des Roboters leichter durchdre-
hen. Entsprechend ist darauf zu achten, dass die Reifen des Roboters nicht durchdrehen
und die lose obere Schicht des Untergrundes abtragen. Zweiteres führt zu harten und
ungedämpften vertikalen Bewegungen der Roboterbasis und damit zu schnellen Ände-
rungen im Kamerabild. In dem Fall muss sich der Roboter langsam und kontrolliert
bewegen. Weiterhin macht der Schlamm eine regelmäßige Reinigung notwendig. Daher
muss die Basis gegen Spritzwasser geschützt sein.
Einfluss der sauren Wässer
Das in das Bergwerk eindringende Grundwasser sammelt sich in einer Art Rinne an
der Seite des Ganges an und fließt langsam in Richtung Schacht ab. Die Strömungs-
geschwindigkeit ist dabei sehr gering. Das führt in Totgebieten der Strömung zu einer
Anreicherung des Wassers hin zu stark sauren Wässer. Um übermäßige Korrosion zu
vermeiden, sollte der Roboter nicht dauerhaft in diesen Wässern stehen und regelmä-
ßig gereinigt werden. Der Antrieb muss zudem entsprechend beständig sein. Räder aus
Hartgummi sind hier geeigneter als Ketten, weil sie deutlich einfacher zu warten sind.
Einfluss der Schienen und anderer Gleisanlagen
Eine größere Herausforderung birgt der verbaute Gleiskörper. Dieser fordert vom Ro-
boter beim Überfahren von beispielsweise Weichen eine dreidimensionale Bewegung.
Dabei ist es die Regel, dass ein oder mehrere Räder den Kontakt zum Boden verlieren
und der Roboter kurzen aber schnellen und harten Kippbewegungen ausgesetzt ist.
Dies fordert vor allem die verarbeitenden Algorithmen. Der Antrieb muss in der Lage
sein Julius auch zu bewegen, wenn er sich über die Schienen bewegt.
Einfluss der fehlenden Kommunikationsinfrastruktur
Eine Kommunikation mit dem Roboter dient der Überwachung von Systemkompo-
nenten und einer Übermittlung der Ergebnisse. Da dies nicht gegeben ist, steigen die
Anforderungen an die Autonomie des Roboters. Auch wenn Julius autonom im Einsatz
ist, bietet er Funktionen zur Fernüberwachung an. Eine Möglichkeit diese zu nutzen ist
der Aufbau eines Mesh-Netzwerks. Dazu sind die Smart Sensor Box (SSB) mit entspre-
chender Technik auszustatten und es ist die Aufgabe von Julius diese selbstständig im
Bergwerk zu verteilen. Zusätzlich ist der Roboter mit einem eigenen Wireless Fidelity
(Wi-Fi) Netzwerk ausgestattet, was eine kabellose Verbindung mit dem Gesamtsystem
erlaubt, sollte der Roboter in Reichweite sein.
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Einfluss der fehlenden Satellitennavigation
Die Positionsbestimmung von Robotern profitiert stark von einer externen Referen-
zierung, wie GNSS. Es erlaubt die Eingrenzung von Unsicherheiten, die durch das
Akkumulieren von Messfehlern entstehen. Da unter Tage keine vergleichbare Lösung
existiert, sind Roboter derzeit lediglich in der Lage Navigationskarten aufzubauen. Für
Julius ist dies zunächst ausreichend, um sicher im Einsatzgebiet zu agieren. Die Loka-
lisierung steht nicht im Fokus dieser Arbeit, Lösungsansätze dazu sind in [69] skizziert.
Um in dieser Umgebung autonom agieren zu können, muss der Roboter in der La-
ge sein einige Grundaufgaben selbstständig zu bewältigen. Über einen Antrieb muss
er in der Lage sein sich definiert in seiner Umgebung zu bewegen. Das heißt für den
Antrieb muss ein definiertes Bewegungsmodell vorliegen, das die Relativbewegung des
Roboters abschätzt. Dies erlaubt mittels Koppelnavigation eine grobe Bestimmung des
Aufenthaltsortes. Zusätzlich muss der Roboter seine unmittelbare Umgebung erfassen,
um Hindernissen auszuweichen und sich besser zu orientieren. Gerade im Bergwerk ist
es wichtig, dass dies dreidimensional geschieht. Es ist notwendig die Umgebung genau
dort zu erfassen, wo der Roboter durch seine Bewegung mit der Umgebung in Kollision
geraten kann. Das motiviert die nächste Teilaufgabe. Der Roboter benötigt ein Kör-
permodell, in dem zu jedem Zeitpunkt definiert ist, wo sich welcher Teil des Roboters
befindet. Diese Anforderungen lassen sich auf Teilsysteme übertragen. Der Roboterarm
benötigt ein definiertes Bewegungsmodell mit Vorwärtskinematik8 (FK) und Inverski-
nematik (IK), Wissen über mögliche Hindernisse in dessen Arbeitsraum und Kenntnisse
über die geometrischen Abmaße seiner Teile. Während die Modelle über bekannte Ab-
messungen und physikalische Zusammenhänge definiert werden, ist zur Erfassung der
Umgebung entsprechende Sensorik notwendig. Welche beim Forschungsroboter Julius
zum Einsatz kommt, wird im Folgenden beschrieben.
3.2. Physischer Aufbau des Roboters
(a) Heros 444 FG (b) Julius v2015 (c) Julius v2018 [69] (d) Julius v2019
Abb. 3.4.: Ausgehend von der Grundplattform Heros 444 FG (a) entwickelte sich der mobile
Manipulator Julius mit stetig neuen und umgeordneten Aufbauten. Je nach Anwendungsfall
kann die Sensoranordnung variieren. Die in [69] veröffentlichte Version (c) stellt eine etablierte
Ausgangslösung dafür dar.
8engl. Forward Kinematic
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Ein mobiler Manipulator besteht aus einer mobilen Basis und Roboterarm mit Werk-
zeug an dessen Endeffektor (EEF), ergänzt durch Sensorik. Die Umgebung bestimmt
dabei die wesentlichen Anforderungen an das System. Im Folgenden sind die durch ein
untertägiges Erzbergwerk definierten Anforderungen zusammengefasst:
• Maximale Abmessungen 0.8×1.5×1,8 m (Breite × Länge × Höhe) mit mindestens
13 cm Bodenfreiheit
• Erhöhte Akkukapazität und einfache Möglichkeit den Akku zu wechseln
• Korrosionsschutz externer Schnittstellen und Aufbauten
• Bündelung und Isolation der Elektronik an einem Ort, um Wärme zu bündeln
• Lichtsystem und optische Sensoren mit eigenem Emitter, wie LiDAR und Farb- und
Tiefenkamera (RGB-D Kamera), 3D Sensoren zur vollumfänglichen räumlichen
Wahrnehmung
• Spritzwassergeschützte Roboterbasis
• Wartungsarmer und korrosionsbeständiger Antrieb mit hoher Manövrierbarkeit
und minimalem Wendekreis
• Kabellose Kommunikationsschnittstelle und eigenes Netzwerk
Neben den Forderungen bietet die Bergwerksumgebung die Chance Synergien zu nut-
zen. Das Temperaturdifferential zwischen Rechentechnik und Umgebung erlaubt eine
passive Kühlung mit Heatpipes und Kühlrippen. Weiterhin verhindert die Wärmeent-
wicklung der Elektronik eine Kondensation der feuchten Bergwerksluft auf den Ober-
flächen und senkt das Kurzschlussrisiko. Das Gestein unter Tage verwittert. Auf diese
Weise entstehen farbige Muster, die der Roboter zur Orientierung nutzen kann. Auch
die Geometrie ist derartig zufällig, dass eine zuverlässige Bewegungsschätzung durch
LiDAR möglich ist [82].
Julius baut sich wie in Abbildung 3.5 zu sehen auf. Die Basis bildet eine Roboterplatt-
form mit vier Rädern und Akku. Auf dieser ist zentral eine Kontrollbox angebracht, in
der die Elektronik, z. B. Netzteile, Router, Relais, Schaltungen und ähnliches gebün-
delt untergebracht ist. Auf der Frontseite sind zwei Industrierechner, ein LiDAR zur
Hinderniserkennung und eine RGB-D Kamera zur Navigation befestigt. Die Rückseite
bildet den Arbeitsraum des Roboterarms. Außerdem ist hier ebenfalls ein LiDAR zur
Hinderniserkennung angebracht. Das Lichtsystem von Julius strahlt mit insgesamt vier
Strahlern nach vorn und nach hinten ab. Auf der Roboterbasis ist die Kontrollbox und
daneben der Roboterarm befestigt. Über der Kontrollbox wiederum ist mit einigem
Abstand ein 3D-LiDAR befestigt, der die Szene um Julius herum erfasst. Die Ober-
fläche der Kontrollbox dient als Ablagefläche für die SSB mit denen Julius das FLB
instrumentiert.
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Abb. 3.5.: Der Aufbau von Julius lässt sich in fünf Teile gliedern, gekennzeichnet in den
Rechtecken in der oberen Seitenansicht. Ausgangspunkt bildet die Roboterbasis (grün) auf
der sich die Kontrollbox (gelb) und der Roboterarm (blau) befinden. In Fahrtrichtung (links)
schließen sich zwei Industrierechner (pink) an. Zusätzlich ist der Roboter mit LiDARs und
RGB-D Kameras ausgestattet. Den prominentesten Punkt nimmt der 3D-LiDAR über der
Kontrollbox ein. Die Oberseite der Kontrollbox dient als Ablagefläche (rot) für das Smart
Equipment.
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Mobile Roboterplattform
Julius besitzt als mobile Basis die Roboterplattform Heros 444 FG [60]. Ihre Aufga-
be ist es den Roboter zu bewegen und mit Strom zu versorgen. Mit der Schutzklas-
se Eindringungsschutz9 (IP) 67 [25] eignet sie sich für den langfristigen Einsatz im
FLB und erlaubt eine problemlose Reinigung mit Spritzwasser. Der Akku ist über vier
Schraubverschlüsse mit dem Antrieb und einer Kontrollbox verbunden und versorgt
den gesamten Roboter mit Strom. Diese Verbindungen lassen sich von Außen am Ak-
ku lösen. So lässt sich der Akku einfach, sicher und schnell im FLB tauschen. Die
Akku-Gesamtleistung beträgt 2400W und stellt während der Fahrt abzüglich des An-
triebes maximal 800W für weitere Peripherie zur Verfügung. Damit kann Julius nicht
gleichzeitig fahren und seinen Arm (1005W) bewegen. Ein gleichzeitiges Laden des
Akkus und Betreiben des Roboters ist möglich. Die Plattform besitzt einen Kleincom-
puter, der die Steuerung erlaubt und Radodometrieinformationen zur Verfügung stellt.
Je nach Last erlaubt eine Akkuladung einen Einsatz von 3 h bis 4 h.
Der Antrieb besteht aus vier Rädern die über eine starre Achse mit je einem Elek-
tromotor verbunden sind. Da die Motoren ohne Getriebe mit den Rädern verbunden
sind, gilt es Geschwindigkeit und Drehmoment gegeneinander abzuwiegen. Mit einer
geringeren Drehzahl gelangt mehr Kraft auf die Räder. Das erlaubt es dem Roboter
höhere Lasten zu bewegen. Eine höhere Geschwindigkeit bei gleicher Leistung bedingt
eine geringere Kraftwirkung. Der unebene Boden und kleinere Hindernisse, wie Fels-
brocken oder Schienen sind im Bergwerk zu erwarten. Auf der anderen Seite stehen die
Distanzen im Grubenbau, die oft mehrere Kilometer weit reichen. Den Ausschlag für
die Entscheidung pro Drehmoment und damit kontra Geschwindigkeit gibt das ange-
strebte Einsatzszenario. Dabei erkundet der Roboter das Bergwerk von einem Punkt
aus, an dem es für den Menschen nicht mehr sicher ist. Bis zu dieser Stelle steht alter-
native Transportinfrastruktur zur Verfügung, z. B. Transport via Lok und Catcher. Im
Einsatzgebiet ist der Untergrund eher herausfordernd. Daher ist der Antrieb von Juli-
us auf Drehmoment optimiert. Jeder Motor erreicht bei einer Leistung von 400W ein
Drehmoment von 110Nm, bei einer Maximalgeschwindigkeit des Roboters von 1m s−1.
Die Lenkung geschieht über das Differential der einzelnen Radbewegungen. Das er-
laubt es den Roboter auf der Stelle zu drehen und so in den engen Gängen des Bergwerks
zu manövrieren. Das Bewegungsmodell des Differentialantriebes ist gut verstanden [16]
und erlaubt die Formulierung mathematischer Schätzer, in dem Fall ein Kalman-Filter
[101], die die Eigenbewegung des Roboters auf Basis seiner Raddrehung ermitteln.
Kommunikations- und Elektronikintegration in der Kontrollbox
Auf der Roboterbasis ist eine Kontrollbox befestigt. Ihre Aufgabe ist das Bereitstellen
der Kommunikationsinfrastruktur und die Isolation der Elektronik von der harschen
Umgebung. Mehrere Netzteile stellen alle notwendigen Spannungsniveaus zur Verfü-
gung. Ein Local Area Network10 (LAN) Interface erlaubt es sich kabelgebunden mit
9engl. Ingress Protection
10dt. lokales Netzwerk
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dem Netzwerk zu verbinden. Außerdem ist ein Wireless LAN11 (WLAN) Router inte-
griert, der kabellose Kommunikation ermöglicht. Die Antennen sind extern befestigt,
um ein besseres Abstrahlverhalten zu erhalten. Trotzdem ist die Dämpfung des Wi-
Fi Signals unter Tage hoch. Der zerklüftete Fels, die engen Querschnitte und häufigen
Richtungsänderungen der Strecke stören die kabellose Kommunikation. In der Kontroll-
box befindet sich weiterhin die Kontrollelektronik für den Roboterarm. Der zugehörige
Teach Pendant ist an der Rückseite befestigt. Dieser dient zur Steuerung des Roboter-
arms mit der Erstausrüster12 (OEM) Software. Alternativ kann der Bildschirm auf den
Hauptrechner von Julius umschalten und erlaubt auf diese Weise die direkte Interak-
tion mit dem Roboter. In der Kontrollbox ist die Antenne für die Funkfernbedienung
für die Steuerung der Roboterbasis integriert. Alternativ erlaubt ein handelsüblicher
Gaming-Controller die Teleoperation. Der Aufbau ist grundlegend modular. Über ver-
schiedene Schalter lassen sich unterschiedliche Teile des Roboters zuschalten. LiDAR,
Roboterantrieb, Licht, UR 5 , RGB-D Kamera und Rechentechnik sind unabhängig
zuschaltbar. Das erlaubt es die Last für die Energieversorgung zu steuern.
Roboterarm und Endeffektor
Als Roboterarm besitzt Julius einen UR 5 (Abbildung 2.8a). Dieser ist direkt auf der
Roboterbasis am hinteren Ende der mobilen Basis montiert und besitzt eine anthro-
pomorphe Hand, die Robotiq 3 Finger Hand, welche in Abbildung 2.9c zu sehen ist.
Zusätzlich sind am EEF zwei Kameras befestigt. Eine Realsense D-435i RGB-D Ka-
mera (Abbildung 2.7c) und eine Realsense T265 Tracking Kamera. Erstere dient der
Umgebungswahrnehmung und Objekterkennung. Zweitere bietet Julius die Möglichkeit
seine Eigenbewegung verlässlich auf Basis optischer Merkmale zu schätzen. Um den be-
sonderen Bedingungen des Altbergbaus zu entsprechen sind sowohl der Roboterarm,
als auch die Hand mit einer Schutzhülle überzogen. Diese schützt vor eindringendem
Tropfwasser, Staub und Korrosion. Um die Aufbauten am EEF mit Strom zu versorgen
und eine Kommunikation mit den Rechnern zu ermöglichen, führt ein Kabelstrang von
der Kontrollbox zur Hand.
Die Hand besitzt vier Freiheitsgrade. Jeder der drei Finger lässt sich individuell zur
Handinnenfläche hin schließen und das Gelenk der beiden benachbarten Finger erlaubt
eine Scherbewegung. Die Besonderheit liegt darin, dass passive Gelenke die dreiglied-
rigen Finger stückweise um ein Objekt legen und es so umfassen. Das erlaubt einen
Formschluss zwischen Objekt und Hand, was laut Hersteller 10 kg Traglast erlaubt.
Der Kraftschluss ermöglicht eine Kontaktkraft zwischen 10N bis 30N. Die limitierende
Komponente ist allerdings der UR 5 mit einer EEF-Last von 5 kg. Von dieser ist das
Gewicht der Hand mit 2,3 kg abzuziehen. Das lässt mit einer Toleranz knapp 2,5 kg
Traglast für Objekte, d. h. die SSB mit denen Julius das FLB instrumentiert.
Der Arm besitzt sechs Freiheitsgrade und bietet einen Arbeitsbereich von 0,85m
um sein Wurzelgelenk. Das Gewicht des UR 5 mit Aufbauten und in der Hand ge-
11dt. drahtloses lokales Netzwerk
12engl. Original Equipment Manufacturer
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haltenen Objekten beträgt 23,4 kg. Die mobile Basis (138 kg) sollte mindestens das
fünffache Gewicht des Arms tragen können, hinzu kommt eine notwendige Massenträg-
heit, um die Dynamik des Arms zu handhaben. Daher ist der Arm möglichst nah am
Schwerpunkt des Roboters befestigt. Gleichzeitige Bewegung der Roboterbasis und des
Roboterarms führt dazu, dass die Sicherheitsverriegelung des Arms auslöst, da dieser
in seinen Motoren die Trägheitsmomente als Störungen interpretiert. Ähnlich wie bei
einem mobilen Kran ist ein stabiler Stand auf allen Rädern für das sichere Arbeiten er-
forderlich. Der UR 5 besitzt gegenüber anderen Roboterarmen den Vorteil, dass er eine
spezielle Notabschaltung besitzt, die ihm einen sicheren Umgang mit dem Menschen
ermöglicht. Erkennt der Arm eine Störkraft über einem Schwellwert von 50N geht er in
eine Notverriegelung. Erkennt der Arm ein Sicherheitsrisiko, ist er in der Lage in höch-
stens 0,53 s zu stoppen. Die Gelenke verriegeln mechanisch und sind unabhängig von
der Stromversorgung. Diese Sicherheitsmechanismen klassifizieren ihn als kooperativen
Roboter (Cobot). Das qualifiziert Julius für den sicheren Umgang mit dem Menschen.
Der Roboterarm ist an einer Position auf Julius montiert, die es erlaubt sowohl die
Oberfläche der Kontrollbox, als auch den Boden zu erreichen. Das erlaubt es Julius die
SSB von der Kontrollbox zu greifen, was diese als Transportfläche qualifiziert. Außer-
dem ist es möglich den Arm derartig zu falten, dass er die Grundfläche des mobilen
Manipulators nicht vergrößert, siehe Abbildung 3.3. Der Steuerungsrechner des UR 5
und die notwendigen Netzteile sind in der Kontrollbox integriert. Das Kontrollinterface
in Form des Teach Pendant ist an deren Rückseite befestigt. An ihm ist ebenfalls ein
Not-Aus-Schalter befestigt. Dieser ist mit dem Not-Aus des Gesamtsystems verbun-
den. Der Bildschirm ist ebenfalls vom Hauptrechner (julius_main) verwendbar. Der
Roboterarm und die anthropomorphe Hand schaffen die Voraussetzungen für Manipu-
lationsaufgaben und erlauben es Julius mit seiner Umgebung zu interagieren.
Smart Equipment für die Instrumentierung
Für eine stationäre Überwachung der Bedingungen unter Tage verteilt Julius eigens
entwickelte Messstationen im Bergwerk. Deren Aufbau und Handhabung richtet sich
nach den Bedingungen im FLB, den Fähigkeiten des Roboters und der implementierten
Messsensorik. Die SSB besteht aus einer Transportbox, an der ein Griffelement befestigt
ist, was die Entwicklung beider Komponenten entkoppelt. Entscheidend für eine sichere
Handhabung ist das Griffelement, das Gewicht und der Schwerpunkt. Das Bergwerk
fordert Korrosionsschutz, Schutz vor Feuchtigkeit und eine gewisse Flexibilität der SSB
hinsichtlich ihrer möglichen Greifpunkte. Die Sensorik benötigt Platz und mit einer
Stromversorgung Gewichtskapazität für einen Akku. Eine detaillierte Beschreibung des
Konstruktionsprozesses findet sich in [111].
Entwurf, Design und Konstruktion des Griffelements
Entscheidend für die Handhabung der SSB ist die Art und Weise, wie der Roboter die
Station greift. Das richtet ein besonderes Augenmerk auf die Entwicklung des Griffele-
ments, das Julius greifen soll. Idealerweise erlaubt die SSB ein Greifen aus mehreren
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Abb. 3.6.: Die SSB (links) verteilt Julius im FLB, um ein Wireless Sensor Networka (WSN)
aufzubauen [46]. Der Inhalt der Sensorstation orientiert sich am Einsatzgebiet und -szenario.
Die Verteilung findet mit Hilfe von Julius statt. Mittels Internet of Thingsb (IoT) Technologien
baut sich ein intelligentes Sensornetzwerk auf, das auch der Roboter nutzen kann.
adt. kabelloses Sensornetzwerk
bdt. Internet der Dinge
Richtungen. Je näher damit der Schwerpunkt der SSB am letzten Robotergelenk ist,
desto geringer ist der Hebel am Endeffektor, was die zulässige Last erhöht. Für die
Stabilität des Griffs ist außerdem die Kontaktfläche entscheidend. Für eine optimale
Kraftübertragung zwischen Hand und Station gilt, je größer, desto besser. Ein Umfas-
sungsgriff erreicht dies, indem er einen Formschluss erzielt. Dabei legen sich alle Finger
um das Griffelement und fixieren so das Objekt an der Handfläche. Unter Berücksich-
tigung aktueller Konstruktionsverfahren ergeben sich die in Abbildung 3.7 gezeigten
Entwürfe [111]. Abbildung 3.7 zeigt deutlich sichtbar die Trennung von Greifelement
und dem Transportbehälter für die Sensorik. Das erlaubt eine unabhängige Entwick-
lung beider Komponenten.
Das Material der Griffelemente bestimmt ihr Fertigungsverfahren. Bei geringer Stück-
zahl und komplexer Geometrie bietet sich ein generatives Verfahren, wie das 3D-
Drucken an. Dabei ist ein Werkstoff zu wählen, der den Bedingungen unter Tage ge-
nügt. Als Werkstoff dient Acrylnitril-Styrol-Acrylat-Copolymer (ASA), das eine sehr
gute Beständigkeit gegen Wasser und wässerige Lösungen aufweist [27]. ASA gehört
zur Familie der Thermoplaste, genauer der Styrolpolymere. Der Sensorbehälter besteht
aus einer handelsüblichen Leergehäuse mit den Abmaßen 122 × 202 × 75mm (Breite
× Länge × Höhe). Ein möglicher Anwendungsfall ist die Überwachung von Gaskon-
zentrationen. Für den untertägigen Bergbau relevante Gase sind Kohlenstoff-X-Oxid13
(COX), CH4, Sauerstoff14 (O2) und Sickstoffdioxid15 (NO2). Die entsprechenden Sen-
soren besitzen eine zylindrische Form und in der aktuellen Fassung sind je ein Sensor
für O2, CO2 und CH4 verbaut. Eine abweichende Bestückung abhängig von Einsatz-
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(a) Henkel-Griffelement (b) Kombo-Griffelement (c) Knauf-Griffelement
Abb. 3.7.: Die SSB besteht aus einem Körper (weiß), in dem die Technik verstaut ist und
einem Griffelement (grau), an dem Julius greift. Die Griffelemente lassen verschiedene Griffe
zu. Der Henkel ist beispielsweise von oben und von der Seite greifbar. Dies betreffend evaluiert
Kapitel 5 Henkel- und Knauf-Griffelement in verschiedenen Umgebungen, auch im FLB. Die
Kombination beider birgt lediglich weitere Nachteile und scheidet daher von vornherein aus.
Der Vorteil des Henkel-Griffelements ist, dass es eine formschließenden Griff erlaubt. Das
Knauf-Griffelement orientiert sich mit der angedeuteten Kugel am Griff der Hand von Julius .
Greifalgorithmus ist das Greifelement relevant. Der Sensorbehälter lässt sich unter den
genannten Einschränkungen von Gewicht und Hebelwirkung beliebig variieren.
Mehrwert der Station für den Roboter
Zusätzlich zu den Sensoren finden noch ein Akku und ein Mikrocontroller mit Wi-Fi
Adapter in der Box Platz, namentlich der ESP32 [98]. Dieser verarbeitet die Sensorsi-
gnale und bewerkstelligt die Kommunikation mit dem Roboter. Der Roboter ist daher
in der Lage mit den SSB zu kommunizieren. Ihm stehen deren Sensorwerte zur Verfü-
gung und für den Fall, dass die SSBs ein WSN aufspannen, nutzt Julius dies. Wenn
der Roboter sich während der Instrumentierung lokalisiert, gibt er dies an die SSB
weiter. Ferner kann er eine die Funksignatur der Station speichern und auf diese Weise
Wi-Fi-Fingerprinting [112] zur Verbesserung der Lokalisierung verwenden.
Sensoren
Prinzipiell gesprochen verlangt ein Erzbergwerk die formale Einordnung in die Schutz-
klasse IP 67 [25]. Das entspricht einem voll umfassenden Eindringschutz gegen Staub
und Wasser bis hin zum zeitweiligen Untertauchen. Dies gilt vorrangig für die Grund-
plattform, bei der Sensorik sind Kompromisse möglich. Ein wesentlicher Teil der Lokal-
isierungs- und Kartierungsalgorithmen ist aus dem Bereich der Indoor-Robotik getrie-
ben durch die Verwendung von Consumerhardware16. An dieser Stelle sind Kosten und
16Mit Consumerhardware sind Produkte gemeint, die nicht für den Einsatz in der Robotik konzipiert
wurden. Ein prominentes Beispiel bilden die RGB-D Kameras.
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(a) Seitenansicht (b) Draufsicht
Abb. 3.8.: Für die Umgebungswahrnehmung besitzt Julius verschiedende optische Sensoren.
Deren Sichtfelda (FoV) zeigt diese Grafik. In Rot ist das FoV der LiDAR und in Blau das
FoV der RGB-D Kameras skizziert. Die Kamera am Endeffektor ist durch den Roboterarm
schwenkbar. In sich überlappenden Sichtbereichen ist eine externe Kalibrierung der Sensoren
zueinander möglich. In der Draufsicht ist das 360◦ horizontale FoV des Velodyne lediglich als
Kreis angedeutet.
aengl. Field of View
Nutzen zu betrachten. Die Qualität von derartigen Verfahren rechtfertigt hier auch den
Einsatz von nicht IP 67 klassifizierter Hardware im Einzelfall. Dann muss es jedoch
bei einem Defekt möglich sein den Sensor schnell und einfach zu tauschen. Julius ’s
Navigationskamera ist ein solches Beispiel.
Inertial- und Antriebssensorik
Eine der Standardkomponenten mobiler Roboter bildet die Inertial Measurement Unit17
(IMU), auch als Trägheitsmesssystem bekannt. Eine IMU leitet die Rotationsgeschwin-
digkeiten und Translationsbeschleunigungen in und um alle drei kartesischen Achsen
aus ihrer Relativbewegung ab. Durch Integration der kinematischen Grundgleichun-
gen lassen sich hieraus die Position und Orientierung, kurz die Pose des Roboters
berechnen. Julius nutzt die MTi-30 [107] ein Kurs-Lage-Referenz System18 (AHRS),
eine Erweiterung der IMU mit einem Kalman-Filter. Dieses ist im Mittelpunkt der
Räder auf der Roboterbasisplattform befestigt und liegt damit über dem Drehpunkt
des Roboters. Mit dem Bewegungsmodell des Differenzialantriebes lässt sich die Ei-
genbewegung des Roboters unabhängig von der IMU auf Basis des Antriebssystems
berechnen. Die Unsicherheit in diesem Vorgehen liegt in der Modellannahme, die von
idealen Haftungsbedingungen ausgeht. Die Kombination von Inertial- und Radsensorik
zur Bestimmung der Odometrie eines Roboters [17] geschieht typischerweise mittels
erweiterter Kalman-Filter [101] (EKF). Das ist innerhalb der Robotik die traditionelle
17dt. Inertiale Messeinheit
18engl. Attitude and Heading Reference System
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Abb. 3.9.: Julius erfasst seine Umgebung mit LiDAR und RGB-D Kamera. Sein Lichtsystem
beleuchtet das Bergwerk. Die Kombination aus Kollisonserkennung und visueller Odometrie
erlaubt die Navigation unter Tage. Der gelbe LiDAR Scan im linken Bild leitet sich aus
der 3D Punktwolke des Velodyne ab und entspricht dem mininmalen Querschnitt über alle
Scanebenen. Das erlaubt eine effiziente Navigation. Rechts überlagert die dafür verwendete
Karte das Kamerabild aus der Perspektive der Navigationkamera an der Vorderseite von
Julius . In der Ferne ist der 3. Wegpunkt erkennbar.
Methode zum Schätzen der Relativbewegung des Roboters.
Laserscanner mit einer und mehreren Scanebenen
Mittlerweile weit verbreitet und auch unter Tage im Einsatz sind LiDAR mit Puls-
laufzeitmessung. Wie der Name ausdrückt, verwendet das Verfahren die Laufzeit des
Lichtpulses zwischen Sender, Objekt und Empfänger. In der Praxis kommt es aufgrund
der Divergenz des Lasers möglicherweise zu mehreren verschiedenen Reflexionen, bei-
spielsweise an Glas, Nebel oder Staub vor dem eigentlichen Objekt. Mittels Multi-Echo-
Technologie kann der SICK LMS-111 (LMS) zwei Echos auswerten und so derartige
Störeffekte behandeln. Der SICK TIM-551 (TIM) verwendet mit High Definition Di-
stance Measurement Plus19 (HDDM+) [100] eine speziell entwickeltes Lichtlaufzeitver-
fahren, das mithilfe mehrerer Laserpulse und statistischer Verfahren zuverlässig diffus
reflektierenden Objekten und retroreflektierenden Reflektoren filtert. Beide Sensoren
besitzen eine geeignete IP-Schutzklasse und einen angemessenen Arbeitsbereich für den
Einsatz unter Tage.
Zwei LMS sind an der Vorder- und Rückseite von Julius auf Höhe der Räder befe-
stigt. Von dieser Position aus eignen sie sich zur Hinderniserkennung und lokalen Fahr-
bahnplanung. Der TIM ist an der Oberseite der Kontrollbox angebracht und deckt
mit seiner Scanebene den Bereich über und an den Seiten von Julius ab. Er erfasst
den Bergwerksquerschnitt quer zur Fahrrichtung. Da es sich beim Bergwerk um einen
dreidimensionalen Körper handelt, kann sich eine Umgebungserfassung nicht auf zwei-
dimensionale Messverfahren limitieren. Ein möglicher Ansatz ist das Montieren eines
der oben genannten LiDAR auf einer Drehachse. Julius geht hier einen anderen Weg.
Der 3D-LiDAR Velodyne PUCK VLP-16 ist über der Kontrollbox auf dem Roboter
befestigt und überblickt die unmittelbare Umgebung. Er verwendet 16 Scanebenen und
19dt. Hochaufgelöste Abstandsmessung Plus
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liefert bis zu 600 000 Punkte pro Sekunde in einem horizontalen Sichtfeld von 360◦. Ver-
tikal spannt der LiDAR seine Ebenen in ±15◦ auf. In einem Abstand von einem Meter
zum Fels erreicht der Laserscanner eine ungefähre Auflösung von 1Punkt pro cm2. Das
ermöglicht es ihm den Fels, um den Roboter zu erfassen und etwaige Kollisionen früh-
zeitig zu erkennen. Um die erhebliche Datenmenge des Puck zu handhaben, ist dieser
über ein exklusives Netzwerkinterface an julius_util angeschlossen. Das entlastet den
Router des Hauptnetzwerks und erlaubt es dem Rechner die Daten vorzubearbeiten.
Für eine Kollisionserkennung zwischen Roboter und Umgebung bei der Fahrbahnpla-
nung reicht ein abstrahierter 2D Scan der Umgebung aus. Dafür projiziert Julius einen
Schnitt der Scandaten vom Boden bis zur Höhe des Puck in eine Ebene, wobei er den
Scanpunkt mit dem geringsten Abstand in den Scan übernimmt (Abbildung 3.9). Auf
diese Weise komprimiert sich die 3D Punktwolke auf einen 2D Laserscan, der deutlich
kompakter serialisierbar und damit übertragbar ist.
Kamerasysteme: Farbkameras, Tiefenkameras, Omnikameras
Kamerabilder ermöglichen es Julius seine Umgebung zu sehen. Die Helligkeits- und Far-
binformationen ermöglichen ihm Objekte, Ebenen und Hindernisse zu erkennen. Einen
wesentlichen Einfluss auf die Verarbeitung der Daten nimmt die Art der Kamera. Zur
Auswahl stehen Lochkamera, Fish-Eye Kamera, Tiefenkamera oder Omnidirektionale
Kamera. Erstere ist gut verstanden und besitzt ein einfaches Model [113], das Informa-
tionen von der Bildebene in den Raum projiziert. Bei der Fish-Eye Kamera erschwert
sich aufgrund der Linsenkrümmung die Rektifizierung des Bildes Im Gegenzug bil-
det ein Öffnungswinkel von bis zu 180◦ einen größereren Bereich ab. Omnidirektionale
Kameras verfolgen diesen Ansatz weiter und schaffen es bis zu 360◦ in ein Bild zu pro-
jizieren. In wechselnden Konfigurationen erprobte Julius alle Kameratypen unter Tage
und kann einfach mit ihnen ausgestattet werden. Die größte Herausforderung ist die
Dunkelheit. Das Lichtsystem von Julius leuchtet das Bergwerk in Fahrtrichtung und
nach hinten aus. Damit liegen bei Fish-Eye Kameras und omnidirektionalen Kameras
die hinzugewonnen Bildbereiche meist im Dunkeln. Hinzukommt, dass deren Dynami-
kumfang und Chipgröße meist nicht ausreicht. Für den Einsatz dieser Kameras ist ein
zusätzliches Lichtsystem notwendig, das die Szene möglichst gleichmäßig ausleuchtet.
Diese Erkenntnisse beruhen auch auf Erfahrungen mit dem Forschungsroboter Alexan-
der [39, 43]. Innerhalb dieser Arbeit spielen die RGB-D Kamera eine wichtige Rolle,
daher nutzt Julius vornehmlich das Lochkameramodell.
Bei RGB-D Kameras ist eine Tiefenkamera parallel zur Farbkamera verbaut. Der
Begriff Tiefenkamera beschreibt lediglich einen Teil des Systems. Neben einer Kamera,
die meist im infraroten Spektrum empfängt, besitzen solche Systeme einen Emitter.
Dieser sendet entweder ein Muster und misst dessen Verzerrung oder nutzt die Pha-
senverschiebung zur Laufzeitmessung um die Tiefe zu bestimmen. Das Ergebnis ist ein
Bild mit Tiefen- statt Farbwerten. Diese Tiefenwerte lassen sich in den Raum proji-
zieren und es entsteht eine dreidimensionale Punktwolke. Da die Transformation von
Farb- zu Tiefenkamera statisch bzw. starr ist, lässt sich eine Extrinsik bestimmen, die es
ermöglicht die Farbinformationen auf die Punktwolke abzubilden. Dabei übersteigt die
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Abb. 3.10.: Julius ist ein verteiltes System aus verschiedenen Sensoren, Aktoren und Netz-
werken. Die zentrale Instanz bildet julius_main mit dem ROS-Master Prozess. Ein WLAN-
Router ermöglicht es dem Nutzer sich einfach auf den Roboter aufzuschalten und die autono-
men Prozesse zu überwachen. Alternativ stellt der Teach Pendant am UR 5 ein Interface dar.
Dieser kann entweder die Armsteuerung oder den Bildschirm des julius_main darstellen. Die
Roboterbasis ist hier als Rechner abstrahiert. Damit ist der Steuerungsrechner gemeint, der
die Elektromotoren anspricht und Fahrkommandos in Drehgeschwindigkeiten übersetzt. Der
Roboterarm und -basis sind grau eingefärbt, das sie über OEM-Schnittstellen angesprochen
werden.
Auflösung der Farbkamera typischerweise die der Tiefenkamera, sodass die resultieren-
de farbige Punktwolke lediglich einen Teil der Farbinformationen des Ausgangsbildes
enthält.
Julius verwendet eine Microsoft Kinect v2 [32] als Navigationskamera. Die ist in
Fahrtrichtung angebracht und ihr Anstellwinkel gegenüber dem Boden lässt sich ver-
stellen, sodass sie wahlweise nach oben, gerade aus oder nach unten blickt. Zusätzlich
ist eine Intel Realsense D435 am Handballen des Roboterarms befestigt. Deren vor-
rangige Aufgabe ist die Unterstützung der Bewegungsplanung des Arms, indem sie ein
Umgebungsmodell dessen Arbeitsbereiches aufbaut und Objekte in ihm detektiert.
3.3. Softwaretechnische Grundlagen für ein
autonomes Handeln
Julius ist ein zentralisiertes System mit mehreren Rechnern, Sensoren und Aktoren.
Er besitzt verschiedene Netzwerke, die seine Abläufe steuern. In deren Zentrum steht
sein Hauptrechner julius_main. Dieser bildet die Kernkomponente, von dem aus die
Kommunikation mit dem Roboterarm, -antrieb und -netzwerk organisiert ist. Sensoren
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sind über Ethernet und Universal Serial Bus20 (USB) mit den Rechnern verbunden,
auf denen verschiedene Linux-Distributionen laufen.
Datenfluss und Kommunikationsmodell
Den Kern der Robotersoftware bildet ROS. Es organisiert die Kommunikation und
Parametrierung aller Softwareprozesse in seiner Rolle als Meta-Betriebssystem. Damit
stehen Julius bekannte Standardlösungen für die Navigation, Simultaneous Localizati-
on and Mapping21 (SLAM) und Visualisierung zur Verfügung. Auch die Sensorintegra-
tion und Steuerung der Aktoren geschieht über ROS-Pakete der Hersteller. MoveIt! ist
das Framework für die Planung von Roboterarmen in ROS. Die grundlegenden Auf-
gaben sind die Bewegungsplanung (OMPL), Kollisionsabfrage (FCL) und Umgebungs-
modellierung (OctoMap). Die Kernfunktionalität von MoveIt! ist die Organisation der
genannten Bibliotheken in ROS, sodass sich beispielsweise die Sensordaten der RGB-D
Kamera am EEF an der richtigen Stelle in die Umgebungskarte wiederfinden. Für die
Instrumentierung ist es notwendig Ebenen zu erkennen (ORK) und in den Tiefenbildern
Objekte zu erkennen (Tensorflow, ICP). Auf julius_main und julius_util kann der Nut-
zer zusätzliche Software starten. Dieser Entwurf sieht vor, dass die Grundroutinen auf
julius_main laufen und julius_util für höhere Aufgaben zur Verfügung steht. Da Juli-
us ein WLAN aufspannt, ist es prinzipiell möglich externe Rechner im ROS-Netzwerk
einzubinden, zusätzliche Sensoren Ad hoc auszuwerten oder mit anderen Robotern zu
kommunizieren. Selbiges gilt für die SSB. Der Roboter lässt sich als verteiltes System,
wie in Abbildung 3.10 sehen. Das Herzstück bilden folgende Komponenten:
• julius_main: Hauptrechner mit ROS-Kernprozess
• julius_util: Nebenrechner für intensive Berechnungen, z. B.Objekterkennung
• UR 5: Steuerungsrechner des Roboterarms
• Roboterbasis: Steuerungsrechner des Differentialantriebes der Roboterbasis
Darüber hinaus sind die LiDAR und Roboterhand Bestandteil des Netzwerks. Die
zentrale Komponente ist der ROS-Master Prozess auf julius_main. Dieser verwaltet
die Kommunikation zwischen den Gerätetreibern, Algorithmen und Controllern. Gene-
rell gesprochen handhabt der Hauptrechner notwendige Organisationsprozesse, wie die
Parametrierung des Robotermodells, Treiber der RGB-D Kameras und anderer Senso-
ren, Ansteuerung des Roboterarms inklusive MoveIt! und der anthropomorphen Hand.
Der Nebenrechner verwaltet die LiDAR, Algorithmen zur Objekterkennung und die
generelle Ablaufsteuerung. Das Konzept zielt darauf die Rechenlast auf beide Systeme
zu verteilen.
Ein Beispiel für das Zusammenspiel ist die Parametrierung der Bewegungsplanung.
Julius besitzt, wie andere Roboter auch, eine Vielzahl von Koordinatensystemen. Um
20dt. universelles serielles Bussystem
21dt. Simultane Lokalisierung und Kartenerstellung
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Abb. 3.11.: Julius nutzt ROS als Softwaregrundlage und implementiert davon ausgehend
verschiedene Frameworks um autonom zu handeln. Innerhalb der Frameworks sind die Aufga-
ben durch Rechtecke gekennzeichnet. Abgerundete Ecken sind ein Hinweis auf Softwarebiblio-
theken. Die Objekterkenneung bedient sich Tensorflow und ICP. Diese sind als Erweiterung
in ROS eingebettet und nutzt dessen Kommunikationsmechanismen. Für die Bewegungspla-
nung des Roboterarms ist MoveIt! zuständig, was ein Interface zwischen ROS und der Open
Motion Planning Librarya [95] (OMPL) schafft. Das System ist für neue Anwendungsfälle
beliebig erweiterbar.
adt. Freie Bewegungsplanungsbibliothek
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Sensordaten zwischen verschiedenen Koordinatensystemen zu transformieren, sind de-
ren Relationen durch den Nutzer definiert. Abbildung 3.12 zeigt das auf diese Weise
definierte Kollisionsmodell. Daraus leitet MoveIt! eine Kollisionsmatrix ab, die eine
schnelle Kollisionsprüfung ermöglicht. Wichtige Koordinatensysteme für den Roboter
sind:
• world: Weltkoordinaten - ein statisches Bezugssystem für alle Roboter und Ob-
jekte
• odom: Odometriekoordinaten - Bezugssystem für die Schätzung der Eigenbewe-
gung des Roboters. Die Transformation zwischen Weltkoordinaten und Odome-
triekoordinaten ändert sich wenn Schätzer ein Diskrepanz lokaler Verfahren aus-
gleichen, z. B.Loop-Closure.
• base_footprint: Roboterkoordinatensystem projiziert in eine gleichbleibende Bo-
denebene. Julius macht die verbreitete Annahme, dass er sich in einem zweidi-
mensionalen Koordinatensystem bewegt. Da seine Sensoren eine dreidimensionale
Bewegung schätzen können, ist dieser Zwischenschritt notwendig.
• base_link beschreibt das Basiskoordinatensystem des Roboters, von dem aus alle
Sensor-, Zwischen- und Aktorenkoordinatensysteme definert sind. Üblicherweise
ist der Transformationsgraph als Baum modelliert.
• base_arm entspricht dem Wurzelgelenk des Roboterarms und bildet den Aus-
gangspunkt für die beweglichen joints des Roboterarms. Als Bestandteil des Ro-
boters ist es relativ zu base_link definiert.
• base_hand beschreibt das Koordinatensystem am Endeffektor (EEF) des Robo-
terarms. Es ist typischerweise in Koordinaten von base_arm definiert. Eine Vor-
wärtskinematik22 (FK) berechnet die Transformation auf Basis der Gelenkwinkel
des Roboterarms.
In der Mehrzahl sind die Transformationen zwischen den Koordinatensystemen ab-
gemessen. Die Ausnahmen kommen durch die mobile Basis und den Roboterarm zu-
stande. Die Schätzung der Eigenbewegung des Roboters bewegt diesen im Koordina-
tensystem odom. Die Änderung der Gelenkwinkel führt zur Bewegung des Roboter-
arms auf der mobilen Plattform und findet relativ in base_arm statt. Das ermöglicht
im Sonderfall der Endeffektorkamera eine numerische Kalibrierung der Hand-Auge-
Transformation [68].
Bewegungsplanung
Der Arm besitzt sechs Freiheitsgrade, einen pro Gelenk. Bei einer Bewegung des Arms
ändern sich die Gelenkwinkel von einer Startkonfiguration zu einer Zielkonfiguration.
22engl. Forward Kinematic
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(a) Frontansicht (b) Manipulatoransicht
(c) Visualisierung des Kollisionsmodells (d) Kollisionsmatrix
Abb. 3.12.: Das Kollisionsmodell (c) von Julius ist eine Vereinfachung gegenüber der geo-
metrischen Beschreibung (oben). Typischerweise sind Einzelkomponenten (rot) etwas großzü-
giger dimensioniert. Das schafft eine zusätzliche Sicherheitsebene bei der Bewegung des Arms.
Ein Kollisionsprüfung vergleicht alle Einzelkomponenten paarweise mit der Umgebung. Ausge-
schlossen sind Teile zwischen denen eine Kollision nicht möglich ist, oder die immer kollidieren.
Diese Information lässt sich als Matrix (d) darstellen. Jede Spalte und jede Zeile entspricht
einem Teil des Roboters. Entsprechend ist die Hauptdiagonale immer besetzt. Im Fall von
Julius existieren 66 verschiedene Koordinatensysteme. In vielen davon sind Teile des Robo-
ters als geometrische Modelle definiert. Von den theoretisch 2145 Abfragen sind allerdings
lediglich 580 notwendig, das entspricht 26,6%.
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Jede Konfiguration beschreibt eine Pose des Endeffektors im Raum. Diese Transforma-
tion zwischen Basis und Endeffektor ist dynamisch und abhängig von der Gelenkwin-
kelkonfiguration. Das Ergebnis ist die Pose des EEF in den Koordinaten des Roboterko-
ordinatensystems. Die Berechnung wird gemeinhin als FK bezeichnet. Die Umkehrung
heißt IK. Für ein allgemeines geometrisches System existiert nicht zwangsweise eine ex-
plizite Darstellung der IK. Für den UR 5 stellt der Hersteller eine analytische Lösung
zur Verfügung [47]. Das erlaubt eine effiziente Bestimmung der Gelenkwinkel bei gege-
bener Endeffektor-Pose. Der Zusammenhang zwischen den Gelenkwinkeln und dieser
Pose auf der anderen Seite ist hochgradig nichtlinear. Aufgrund des Arbeitsbereiches
des UR 5 von [−360◦, 360◦] existieren für eine Pose im Arbeitsbereich mehrere Kon-
figurationen. Grundsätzlich ist aus diesen jene zu wählen, die der aktuellen Stellung
des Arms am nächsten ist. Befindet sich das Basisgelenk z. B. bei −25◦ und die IK
schlägt als Ziel 370◦ vor, dann reicht es aus das Basisgelenk auf 10◦ zu ändern. Für
eine Ausgangsstellung von 335◦ wäre das Ziel 370◦.
Eine etablierte Bibliothek für die Lösung des Planungsproblems ist die OMPL. Sie
erlaubt es eine Bewegung ausgehend von einer Startkonfiguration hin zu einer Ziel-
konfiguration zu planen und optional Nebenbedingungen festzulegen. Dafür stellt sie
einen generischen Zugang zu einer Vielzahl von anerkannten stichprobenbasierten Pla-
nungsalgorithmen zur Verfügung, z. B. Rapidly-exploring Random Tree23 [65] (RRT),
Kinematic Planning by Interior-Exterior Cell Exploration24 [97] (KPIECE), Expansive
Space Trees25 [55] (EST). Zur Bearbeitung der Planungsaufgabe verwendet die OMPL
generell folgende Module.
1. Zustandsraum : Der auch Konfigurationsraum oder Gelenkwinkelraum genann-
te Vektorraum ist bei einem sechsachsigen Roboterarm der R6. Die einzelnen
Komponenten eines Vektors sind die Gelenkwinkelstellung des: Basis-, Schulter-,
Ellenbogen-, Handgelenk (HG) I, HG II, HG III. Beim UR 5 kann sich jedes
Gelenk auf dem Intervall [−360◦, 360◦] bewegen.
2. Kontrollraum : Damit sind alle Kontrollparameter gemeint, die notwendig sind,
um den Arm von einer Konfiguration in die nächste zu überführen. Die Definition
dieses Raums ist ausschließlich bei dynamischen Systemen26 notwendig. Der UR 5
ist als geometrisches bzw. kinematisches System modelliert.
3. Sampler : Der Sampler diskretisiert den kontinuierlichen Konfigurationsraum, in-
dem er verschiedene Zustände ermittelt. Diese Zustände entsprechen Gelenkwin-
kelkonfigurationen. Die Art und Weise, wie dieser eine Stichprobe erhebt, ist nicht
trivial und hat einen entscheidenden Einfluss auf die Planung.
4. Validitätsprüfung : Eine konkrete Konfiguration kann gültig oder ungültig sein. Die
Kriterien dafür implementiert die Validitätsprüfung. Kollision und Stellungen der
23dt. Rapide erkundender Zufallsbaum
24dt. Kinematische Planung durch Zell-Exploration von innen nach außen
25dt. Weitläufige Raumbäume
26Hier ist Dynamik im Sinne der Mechanik als System unter Krafteinwirkungen gemeint.
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Gelenke außerhalb ihres Arbeitsbereiches bilden ungültige Konfigurationen. Auch
die Geschwindigkeit und Beschleunigung zwischen zwei Stellungen sind zu prüfen,
da diese in der Praxis limitiert sind.
5. Lokaler Planer : Der lokale Planer ermittelt die Trajektorie zwischen zwei Konfi-
gurationen, die meist nah beieinander liegen. Für geometrische Systeme ist das
eine Interpolation im Zustandsraum, bei dynamischen Systemen sind die Kon-
trollkonfigurationen zu verwenden.
Die Bewegungsplanung berechnet eine Trajektorie im Konfigurationsraum. Damit
ist eine Abfolge von Gelenkwinkelkonfigurationen gemeint, von denen jede mit einem
Zeitstempel versehen ist. Das Zeitinkrement ist nicht unbedingt statisch, sondern passt
sich den Geschwindigkeits- und Beschleunigungsbedingungen entsprechend an. Abbil-
dung 3.13 visualisiert die Gelenkwinkelstellung, -geschwindigkeit und -beschleunigung
mehrerer aneinander gereihter Trajektorien. Währende der Planung einer neuen Tra-
jektorie verharrt der Roboterarm in Ruhe. Auf diese Weise ist sichergestellt, dass der
ermittelte Plan im Anschluss sicher ausgeführt werden kann. Typischerweise abstra-
hiert ein Graph das Planungsproblem. Dabei bilden die Konfigurationen die Knoten
und die Kanten die gültigen Interpolationen zwischen ihnen.
Die Validitätsprüfung ist positiv, wenn ein Zustand kollisionsfrei und im Arbeits-
bereich des Roboterarms ist. Weiterhin ist die Geschwindigkeit und Beschleunigung
limitiert. Die Planung der Bewegung beschränkt sich auf geometrische und kinemati-
sche Fragestellungen. Dies orientiert sich am Interface des UR 5 , der Positionskontrolle
und Geschwindigkeitskontrolle erlaubt.
Der Sampler erhebt eine Stichprobe im Konfigurationsraum und diskretisiert ihn
auf diese Weise. Eine anschließende Validitätsprüfung überprüft deren Gültigkeit. Die
gültigen Konfigurationen fasst ein Planungsgraph zusammen. In dem generiert einer
der verschiedenen Planer einen Pfad von der Start- zur Zielkonfiguration. Die Interpo-
lation zwischen den einzelnen Knoten ist Aufgabe des lokalen Planers. Der überprüft
mit einer definierten Auflösung die Konfigurationen entlang der Kante. Ist eine Konfi-
guration ungültig, darf er die Kante nicht in den Graph übernehmen. Lässt sich kein
Pfad zwischen Start und Ziel finden, muss sich die Anzahl der durch den Sampler
genierten Konfigurationen erhöhen. Das ist endlos möglich. Die stichprobenbasierten
Planer sind nicht in der Lage festzustellen, das gar keine Lösung existiert. Deswegen ist
es notwendig, ihnen ein Abbruchkriterium, wie maximale Rechenzeit oder Iterations-
tiefe, vorzugeben. Das ist für praktische Probleme vollkommen ausreichend. Mehrere
Trajektorien lassen sich zusammenfügen, um komplexere Bewegungen zu vollführen.
Abbildung 3.13 stellt dies dar. Für sich genommen sind diese Grafiken schwer lesbar.
Einen einfacheren Zugang bietet eine 3D-Umgebung wie in Abbildung 3.14 zu sehen.
Eine Evaluierung der verfügbaren Planer mit Julius als Roboter fand in [108] statt.
Für enge Umgebungen empfiehlt die Arbeit den KPIECE. Die modulare Struktur von
MoveIt! lässt es zu, für jede Planungsaufgabe neue Parameter zu definieren. Liefert eine
Anfrage keinen gültigen Plan für eine Bewegung von der Start- zur Zielkonfiguration,
dann lässt sich beispielsweise die Planungszeit erhöhen oder der Planer wechseln.













































































Abb. 3.13.: Die Polarplots zeigen Gelenkwinkelstellungen mehrere nacheinander geplanten
Bewegungen. Die Gelenke reizen ihren Arbeitsbereich dabei nicht aus, sondern steuern stets
den nächstgelegenen Winkel an. Die Diagramme darunter zeigen die Winkelgeschwindigkeit
und -beschleunigung in den selben Farben.
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(a) Bewegung in die Starten-Konfiguration (b) Umschaubewegung
(c) Vorbereitung des Greifens (d) Absetzbewegung
Abb. 3.14.: In der 3D Visualisierungsumgebung von ROS (rViz) sieht der Beobachter die
geplante Trajektorie, die aktuelle Stellung des Roboterarms und das Umgebungsmodell. Die
Bewegungen beschreiben (a) die Rückkehr in die Ausgangsposition, (b) das Umschauen nach
Hindernissen, (c) Vorbereitung des Greifens einer SSB, (d) das Absetzen einer SSB.
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Anwendungsszenarien des Roboters
Durch die Verwendung von ROS steht Julius potentiell ein breites Anwendungsgebiet
zur Verfügung. Mit den in Tabelle 2.5 genannten Paketen deckt er Grundaufgaben der
Robotik ab. Auch an Grundlagenforschung zur Propriozeption bei Robotern [9] oder
Mensch-Roboter-Kollaboration nahm er teil. Diese Arbeit konzentriert sich auf die Ver-
wendung von Julius im untertägigen Bergbau und den Autonomieaspekt. Julius nutzt
den in Abbildung 3.11 vorgestellten Softwarestack. Über ein Skript parametrisiert der
Anwender eigene Prozesse und startet diese. Im Folgenden sind kurz Grundaufgaben
der Robotik vorgestellt und wie Julius diesen begegnet.
Odometrie
Zur Bestimmung seiner Odometrie stehen Julius drei unabhängige Verfahren zur Ver-
fügung. Auf Basis seiner Raddrehung, Steuersignale und der IMU Daten berechnet ein
EKF die Radodometrie. Diese ist prinzipiell unabhängig von seiner Umgebung und
basiert auf Trägheitskräften und seiner Eigenbewegung. Der zweite Ansatz basiert auf
den LiDAR. Während des scan_matching findet ein Vergleich von Features zwischen
aufeinanderfolgenden Scans statt. Die Differenz lässt einen Schluss auf die Relativbe-
wegung des Roboters zu. Für die Qualität des Verfahrens ist die Qualität der Features
in den LiDAR-Scans entscheidend. Je markanter die Umgebung in den Scans erscheint,
desto besser. In einem Erzbergwerk, wie dem FLB, ist das durch die schroffen Fels-
wände gegeben [41, 82]. Die dritte Möglichkeit nutzt optische Merkmale in den Bildern
einer Farbkamera. Die in Fahrtrichtung angebrachte Navigationskamera ist auf den
Boden gerichtet. Auf diese Weise bewegt sich der Boden und die Seiten im Kamerabild
von oben nach unten. Optische Merkmale in den Bildern geben Rückschluss auf die
Eigenbewegung des Roboters. Bei den featurebasierten Methoden nutzt Julius einen
Random Sample Consensus27 [36] (RANSAC), um Outlier zu identifizieren und die
Schätzung zu verbessern.
Lokalisierung
Die Lokalisierung unter Tage ist schwierig, da kein GNSS oder andere externe Lokalisie-
rungsstrukturen existieren. Eine experimentell erprobte Alternative ist die Augmented
Monte Carlo Localization28 [102] (AMCL) im Risswerk (Abbildung 3.2) auf Basis der
LiDAR Scans und Odometrieschätzung des Roboters.
SLAM
Die Kombination von Lokalisierung und Sensoren ermöglicht die Kartierung der Umge-
bung. Beim SLAM orientiert sich der Roboter immer wieder an bekannten Landmarken.
Als Landmarken dienen z. B. optische Merkmale in Bildern. Die übergeordnete Opti-
mierung des Lokalisierungsfehlers gelingt durch einen Graph, der die Bewegung des
27dt. Übereinstimmung mit einer zufälligen Stichprobe
28dt. Erweiterte Monte-Carlo-Lokalisierung
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Roboters modelliert. Julius verwendet das RTabMap [64] Framework in Kombination
mit der Navigationskamera (Kinect v2). Alternativ befindet sich am Endeffektor eine
Trackingkamera die ebenfalls auf optischen Merkmalen arbeitet und eine integrierte
Lösung von Intel bereitstellt. Julius ist in der Lage, Karten seiner Umgebung anzufer-
tigen.
Navigation
Innerhalb der Karten ist Julius in der Lage vordefinierte Wegpunkte anzufahren [38].
Auf diese Weise bewegt sich der Roboter autonom im Bergwerk ohne Fernsteuerung.
Da die autonome Wegpunktnavigation unabhängig von der Kommunikation ist, trägt
sie zur Robustheit des Gesamtsystems bei.
Fernsteuerung
Neben der Autonomie bietet Julius verschiedene Werkzeuge für die Fernsteuerung und -
überwachung. Sowohl die Roboterbasis, als auch der Arm und die Hand lassen sich steu-
ern. Der Antrieb ist über eine handelsübliche Funkfernbedienung oder einen Gaming-
Controllers steuerbar. Darüber hinaus stehen einige Komfortfunktionen, wie Tempo-
mat, programmierbare Buttons und Translations- und Rotationslimits zur Verfügung.
Für die Handhabung des Roboterarms bietet MoveIt! ein reichhaltiges graphischen
Nutzerinterface. Darin lassen sich interaktiv Objekte definierten, Zielstellungen vorge-
ben und Planer parametrieren. Für all dies muss der Nutzer sich in WLAN-Reichweite
zum Roboter befinden. Unabhängig vom Roboter kann er dessen Einsatz virtuell mit-
tels Head-Mounted Display29 (HMD) planen [61].
In Abgrenzung zur Fernsteuerung oder Teleoperation legt diese Arbeit den Fokus auf
die Autonomie. Die verschiedenen Abläufe lösen Skripte aus, nach deren Start der
Nutzer lediglich als Zuschauer auftritt. Diese Skripte erlauben es ihm beispielsweise
automatisiert Wasserproben zu entnehmen und deren Gewicht zu schätzen [10]. Ein
adaptiveres Vorgehen fordert die Instrumentierung des FLB mit SSB. Dafür nutzt Ju-
lius die im folgenden Kapitel vorgestellte Absetzroutine.
3.4. Zusammenfassung
Mit dem Altbergbau erwartet Julius eine herausfordernde Umgebung. Das bedeutet im
Falle des FLB: Dunkelheit, feuchte Luft, 10 ◦C, enge Querschnitte, Schienen, schroffer
Fels und Pfützen. Das alles ohne Zugang zu Kommunikationsinfrastruktur oder Satelli-
tennavigation. Für das Konzept von Julius bedeutet das eine Reihe von Anpassungen,
wie eine mobile Basis mit IP-Schutzklasse 67 und Schutzummantelungen von Roboter-
arm und -hand, um einige zu nennen. Der Akku ist von außen zugänglich und lässt
sich schnell im Bergwerk tauschen. Das unterstreicht die Sicherheit und Robustheit von
29dt. Kopfgesteuertes Display
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Julius . Der mobile Manipulator nutzt einen Differentialantrieb bestehend aus vier Rä-
dern mit eigenem Elektromotor. Eine Kontrollbox integriert die Elektronik und schützt
sie vor der Umgebung. Die beiden Hochleistungsrechner befinden sich außen am Ro-
boter und nutzen die niedrige Umgebungstemperatur. Sie sind kühlen sich passiv über
Kühlrippen. Als Roboterarm nutzt Julius einen sechsgliedrigen UR 5 mit einer anthro-
pomorphen Hand als Endeffektor. Für seine Wahrnehmung nutzt der Roboter LiDAR
und RGB-D Kamera. Die SSB, die Julius im FLB verteilt, besitzen unterschiedliche
Griffelemente und passen sich in ihrer Bestückung der Aufgabe und dem Anwendungs-
fall an. Julius kann über diese Stationen ein Kommunikationsnetz aufbauen und via
Wi-Fi-Fingerprinting diese zur Lokalisierung nutzen. Das spielt in dieser Arbeit jedoch
eine untergeordnete Rolle. Im Fokus steht die selbstständige Instrumentierung. Dafür
bedient sich Julius MoveIt!, einem Framework innerhalb von ROS, das die kollisions-
freie Bewegungsplanung des Roboterarms übernimmt. Das genaue Zusammenspiel hin
zu einer autonomen Absetzroutine stellt das nächste Kapitel vor.
Abb. 3.15.: Der mobile Manipulator Julius ist für den Einsatz im FLB konzipiert. Auf seiner
Basis mit Differentialantrieb ist ein Roboterarm mit einer anthropomorphen Hand befestigt.
Zusätzlich ist Julius mit LiDAR und RGB-D Kameras ausgestattet. Die Kontrollbox in seiner
Mitte dient als Ablagefläche für die SSB.
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4. Entwurf der autonomen
Absetzroutine für Julius
Abb. 4.1.: Die Absetzroutine lässt sich in Vorbereitung und Ausführung unterteilen. Als
erstes bereitet sich Julius vor, indem er sein Umgebungsmodell verfeinert, den Boden erkennt
und eine geeignete Absetzposition berechnet. Anschließend greift er mit seiner Hand eine
Smart Sensor Box (SSB) von seiner Kontrollbox. Hat er die SSB einmal ergriffen, steht er
vor der Aufgabe, sie an der Absetzposition zu platzieren. Es beginnt die zweite Phase, in
der Julius zunächst eine passende Absetzrotation auf Basis der Hand-SSB Transformation
ermittelt, dann die SSB entsprechend absetzt und loslässt. Am Ende überprüft er die Pose der
Station mit der Kamera an seinem Endeffektor. Während des gesamten Verfahrens bewegt
Julius seinen Arm, daher ist die Planung der Armbewegung der zentrale Bestandteil der
Absetzroutine.
Mit seiner Ausstattung ist Julius auf den Einsatz im untertägigen Altbergbau vor-
bereitet. Um die praktische Relevanz zu verdeutlichen, entwickelt dieses Kapitel ei-
ne Methode zur Instrumentierung des Altbergbaus durch Julius , d. h. eine Methode
zum Platzieren der SSB im Bergwerk. Diese kommt zum Einsatz, nachdem der mobile
Manipulator den Zielbereich erreicht hat, beispielsweise mit Hilfe einer Wegpunkt-
Navigation. Seine mobile Basis steht daher im Folgenden still. Julius nutzt seinen
Roboterarm, die daran befestigte Farb- und Tiefenkamera (RGB-D Kamera) und seine
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anthropomorphe Hand, um das in Abbildung 4.1 beschriebene Konzept zu realisieren.
Wichtig ist dabei, dass Julius die aktuellen Gegebenheiten vor Ort berücksichtigt. Es
reicht nicht aus automatisiert ein fest vorgegebenes Skript abzuarbeiten, vielmehr ist
es notwendig die Umgebung in die Planung einzubeziehen. Deswegen elaboriert er zu-
nächst sein Umgebungsmodell. Die Entscheidung, wo und wie er die SSB absetzt, muss
Julius vor Ort treffen. Dafür identifiziert er zunächst die Bodenfläche in der Punkt-
wolke der Endeffektorkamera. Innerhalb dieser Fläche berechnet Julius anschließend
eine Absetzposition. Dieses Kapitel präsentiert dafür drei Verfahren und evaluiert sie
anhand eines Datensatzes mit 1800 Szenen. Im Anschluss zur Berechnung der Absetz-
position gilt es die passende Rotation zu wählen. Dieser letzte Freiheitsgrad beschreibt,
wie die Station um die Normale des Bodens gedreht ist. Genutzt wird er, um eine an-
genehme Gelenkwinkelkonfiguration für den Arm beim Absetzen zu finden. Dafür ist
entscheidend, wie Julius die SSB greift. Denn die affine Transformation zwischen SSB
und Hand zum Zeitpunkt, als Julius die Station auf seiner Kontrollbox greift, definiert
die starre Verbindung zwischen Hand und Station. Ziel ist es beim Absetzen die Hand
zwischen Station und Roboterarmbasis zu platzieren, um den gültigen Konfigurations-
raum implizit zu maximieren. Damit ist Julius für das Absetzen gerüstet. Nachdem
er dies erfolgreich bewältigt hat, überprüft er die SSB-Pose. Dafür richtet der Robo-
ter seine Endeffektorkamera erneut auf den Boden und nutzt sie, um die SSB-Pose zu
schätzen. Der Vergleich zwischen berechneter Absetzpose und wahrgenommener SSB-
Pose beendet die Absetzroutine. Während der gesamten Abarbeitung bewegt Julius
seinen Roboterarm und steht vor der Aufgabe, kollisionsfreie Trajektorien zu planen.
Da das Verfahren für den Ferneinsatz in einem untertägigen Bergwerk konzipiert ist,
gilt grundsätzlich Sicherheit vor Geschwindigkeit.
4.1. Planen von Armbewegungen
Die Absetzroutine besteht aus einer Folge verschiedener Gelenkwinkelkonfigurationen
und Endeffektorposen, die der Roboterarm einnimmt. Dabei steht Julius immer vor
der Aufgabe, seinen Roboterarm von seiner derzeitigen Konfiguration in die gewünsch-
te Konfiguration zu bewegen. Für diese Planung nutzt er das ROS-Paket MoveIt!. Dies
stellt ein Interface zur Open Motion Planning Library1 [95] (OMPL) her und ermög-
licht den Zugriff auf eine Vielzahl von Planern. Im Rahmen einer Evaluierung [108]
zeigt sich, dass der Kinematic Planning by Interior-Exterior Cell Exploration2 [97]
(KPIECE) gut für Julius geeignet ist. Da es sich generell um stichprobenbasierte Pla-
ner handelt, muss der Nutzer eine Planungszeit vorgeben. Diese beginnt bei 1 s und
verdoppelt sich bei Fehlschlag bis zu 32 s. Wenn nach dem sechsten Planungsversuch
kein valider Plan vorliegt, greift Julius auf einen anderen Planer der OMPL zurück,
z. B. Rapidly-exploring Random Tree3 [65] (RRT), Expansive Space Trees4 [55] (EST).
1dt. Freie Bewegungsplanungsbibliothek
2dt. Kinematische Planung durch Zell-Exploration von innen nach außen
3dt. Rapide erkundender Zufallsbaum
4dt. Weitläufige Raumbäume













































































Abb. 4.2.: Die Polarplots (oben) zeigen die Stellung der einzelnen Gelenkwinkel des Robo-
terarms für eine geplante Teilbewegung der Absetzroutine. Mit den selben Farben sind in den
Diagrammen darunter die Winkelgeschwindigkeit und -beschleunigung abhängig von der Zeit
dargestellt. Die Bewegungen im Gelenkwinkelraum sind frei von Sprüngen und stetig. Das ist
wichtig, da der Arms sonst ruckartig einzelne Gelenkwinkel ändern würde. Die Geschwindig-
keiten steigen linear an und die Beschleunigungen bewegen sich zwischen ±12◦/s2.
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Die Planer unterscheiden sich im Wesentlich in ihren Samplingstrategien des Konfi-
gurationsraumes. Das Ergebnis einer Planung zeigt Abbildung 4.2. Die Gelenkwinkel
ändern sich stetig, ohne Sprünge und die einzelnen Stellungen liegen nah beieinander.
Singularitäten innerhalb einer Inverskinematik (IK) und andere Effekte können zu Un-
stetigkeitsstellen führen. Diese gilt es zu vermeiden, weil dann die Positionsänderung zu
groß ist und damit die Beschleunigung in den Armgelenken extrem wird. Auch deshalb
sind für die Planung Nebenbedingungen festgelegt, z. B. Geschwindigkeits- und Be-
schleunigungslimits. Ein Blick auf die entsprechenden Graphen in Abbildung 4.2 zeigt
hier ein stetiges Geschwindigkeitsprofil. Bei der Beschleunigung sind Sprünge zu er-
warten, was keine weiteren Auswirkungen hat, da die Winkelbeschleunigung aufgrund
der niedrigen Winkelgeschwindigkeiten ebenfalls sehr gering ist. Die Teilbewegungen
lassen sich am besten im Geschwindigkeitsprofil der Gesamtbewegung erkennen. In
Abbildung 4.2 entsprechen die Bewegung von 0 s bis 7 s, 7 s bis 11 s und 11 s bis 15 s je-
weils einer Kante des Planungsgraphen. Die Planung der Bewegung beschränkt sich auf
geometrische und kinematische Fragestellungen. Dies orientiert sich am Interface des
UR 5 . Der Hersteller stellt hier Möglichkeiten zur positionsgesteuerten oder geschwin-
digkeitsgesteuerten Kontrolle bereit. Julius nutzt ersteres aus Sicherheitsgründen, um
bei internen Kommunikationsabbrüchen keine ungewollten Bewegungen zo vollführen.
The sampling process itself computes in the simplest case a generally
uniform set of random robot configurations, and connects these samples via
collision free paths that respect the motion constraints of the robot to answer
the query. Most sampling-based methods provide probabilistic completeness.
This means that if a solution exists, the probability of finding a solution
converges to one as the number of samples reasoned over increases to infinity.
Sampling-based approaches cannot recognize a problem with no solution.[96]
Durch die Steuerung der Sampleanzahl garantiert der Stichproben-Ansatz, dass er
eine Lösung findet, sollte sie existieren. Ob eine Lösung existiert lässt sich a-priori
nicht entscheiden und zur Laufzeit erst, wenn der Planer sie findet. Für praktische
Probleme sind derartige Planer jedoch ausreichend. Die Absetzroutine besteht aus ein-
fachen Bewegungen beispielsweise während des Aufbaus des Umgebungsmodells, siehe
Abbildung 4.3. Andere Bewegungen sind schwieriger, beispielsweise wenn Julius eine
SSB in seiner Hand hat. Das erhöhte Volumen am Endeffektor (EEF) verkleinert den
gültigen Konfigurationsraum, weil mit mehr Kollisionen zu rechnen ist. Für einfache
Bewegungen ist meist jeder Planer geeignet, da oft eine direkte Interpolation zwischen
Start- und Zielkonfiguration möglich ist. In diesen Fällen finden die Planer der OMPL
innerhalb einer Sekunde eine Lösung. Bei komplexeren Bewegungen ist dies nicht mehr
der Fall. Diese sind notwendig, wenn Julius beispielsweise in engen Umgebungen agiert.
Die Kollisionsprüfung mittels Flexible Collision Library5 [75] (FCL) klassifiziert eine
Konfiguration als gültig oder ungültig. Dafür benötigt sie ein Umgebungsmodell, was
ihr MoveIt! in Form einer OctoMap bereitstellt.
5dt. Flexible Kollisionsbibliothek
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(a) (b)
Abb. 4.3.: Für die Vervollständigung des Umgebungsmodells bewegt Julius aktiv seine
RGB-D Kamera am Endeffektor aus einer Grundstellung (a) heraus. Das virtuelle 3D-Modell
(b) erlaubt einen Einblick in die Planung. Die geplante Trajektorie des Arms ist leicht trans-
parenten angedeutet. Der Aufbau des Umgebungsmodells (grün) durch den Roboter (grau)
erfolgt über eine Umschaubewegung bei welcher der Arm sich über der Roboterbasis dreht
(b) und mit der RGB-D Kamera den Arbeitsbereich sukzessive betrachtet.
4.2. Umgebungsmodell detaillieren
Für eine kollisionsfreie Bewegungsplanung benötigt Julius ein Umgebungsmodell. Wäh-
rend der Fahrt nutzt er dafür seinem 3D-LiDAR6. Nachdem er den Einsatzort erreicht
hat und mit der Absetzroutine beginnt, ist der erste Schritt das Umgebungsmodell
zu elaborieren. Um eine höhere Abdeckung zu erreichen, verwendet der Roboter seine
RGB-D Kamera am Endeffektor. Deren Sichtkegel kann er über den Arm aktiv in der
Umgebung ausrichten. Der Roboterarm nimmt verschiedene Konfigurationen ein und
erfasst mit der Endeffektorkamera auf diese Weise seinen Arbeitsraum. Dabei aktuali-
siert er seine voxelbasierte OctoMap, die ihm als Umgebungsmodell dient. Zusammen
mit seinem Kollisionsmodell (siehe Abbildung 3.12 auf Seite 55) ist Julius dann in
der Lage seinen Arm sicher, d. h. kollisionsfrei zu bewegen. Abbildung 4.4a zeigt das
Ergebnis.
Für das Umschauen verwendet Julius vordefinierte Konfigurationen. Diese dienen als
Stützstellen, um die Umschaubewegung vor Ort zu planen. Ziel der Bewegung ist es,
das Umgebungsmodell im Arbeitsbereich des Roboterarms zu aktualisieren. Bei allen
Konfigurationen ist der Arm nach oben ausgerichtet und die Handgelenke so abgewin-
kelt, dass die RGB-D Kamera am Endeffektor schräg von oben auf den Boden blickt.
Damit befindet sich der Arm stets vollständig über der Roboterbasis. Da während
6Light Detection and Ranging (LiDAR)
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der Fahrt der 3D-LiDAR diesen Bereich überwachte, sind Kollisionen während dieser
Bewegung praktisch ausgeschlossen. Abbildung 4.3 zeigt dieses aktive Umschauen.
Die Sensordaten muss Julius in ein einheitliches und für ihn interpretierbares Um-
gebungsmodell überführen. Daher modelliert er den Raum als dreidimensionale Bele-
gungskarte. Für eine stärkere begriffliche Abgrenzung zu den zweidimensionalen Na-
vigationskarten verwendet diese Arbeit fortan die Bezeichnung Umgebungsmodell als
Synonym für die dreidimensionale mittels Voxeln diskretisierte Belegungskarte. Jedes
Voxel im Modell ist mit einer gewissen Wahrscheinlichkeit belegt. Diese hängt von den
Beobachtungen des Raumes durch die Sensoren ab. Mit Hilfe eines Schwellwerts klas-
sifiziert sich das Voxel als Freiraum oder Hindernis. Um die Belegung festzustellen,
nutzt das Verfahren die Punktwolken des 3D-LiDAR und die Tiefenbilder der RGB-D
Kamera. Die Sensorwerte sind im Zusammenhang mit der Sensorposition zu betrach-
ten. Denn für die Aktualisierung des Umgebungsmodells sind neben den erkannten
Hindernissen im Raum auch die Punkte zwischen Sensor und Hindernis interessant.
Erkennt ein Light Detection and Ranging (LiDAR) ein Hindernis in 1m Abstand, er-
kennt es auch den Freiraum zwischen dem Sensor und dem Hindernis. Das führt bei
der Aktualisierung des Umgebungsmodells dazu, dass dieses die Voxel zwischen Sensor
und Hindernis als frei klassifiziert und aktualisiert. Für die Aktualisierung der Umge-
bungskarte ist daher stets das gesamte Sichtvolumen des Sensors von Bedeutung. Um
die Perspektiven der verschiedenen Sensoren richtig zueinander abzustimmen, nutzt
das Verfahren die Koordinatensysteme und Transformationen des Robotermodells. Die
Endeffektorkamera von Julius ändert ihre Pose abhängig von der Stellung des Robo-
terarms. Es ist wichtig, die zeitlich passende Pose des Sensors zu den Sensordaten zu
ermitteln, um das Umgebungsmodell korrekt zu aktualisieren. Da die Sensoren mit un-
terschiedlichen Rechnern verbunden sind und in unterschiedlichen Netzwerken agieren,
müssen die Zeitgeber der beteiligten Systeme synchron arbeiten. Wenn die Sensoren
Teile des Roboters erfassen, dann fließen diese nicht in das Umgebungsmodell ein, da
sie bereits als Geometrie im Robotermodell definiert sind. Neben dem Robotermodell
sind auch die SSBs mit geometrischen Primitiven oder Polygonnetze beschrieben. Diese
befinden sich am Anfang auf der Kontrollbox des Roboters. Sie sind Bestandteil des
Roboters und damit im Sinne des Bewegungsmodells starr mit dem Roboterkoordi-
natensystem base_footprint verbunden. Das ändert sich, nachdem die Hand eine von
ihnen greift. Die gegriffene Station ist weiterhin Bestandteil des Roboters, allerdings
ist sie jetzt starr mit dem Endeffektor verbunden und bewegt sich entsprechend mit
diesem. Nach dem Absetzen auf dem Boden öffnet sich die Hand und gibt die Stati-
on frei. Ihr Modell ist jetzt im Weltkoordinatensystem world definiert und starr mit
diesem verbunden. Ob sich die SSB mit dem Roboter, mit dem Arm oder gar nicht
bewegt ist abhängig von der Phase der Absetzroutine. Das virtuelle Modell, welches
der Roboter während der Abarbeitung erstellt, ist in Abbildung 4.4 zu sehen.
4. Entwurf der autonomen Absetzroutine für Julius 69
(a) Ermittlung der Absetzpose (b) Roboter vor dem Absetzen (c) SSB freigegeben
Abb. 4.4.: Zu sehen ist die Planungsszene des Roboters während verschiedener Phasen
der Absetzroutine. Auffällig ist, dass die SSB mit Henkel-Griffelement verschiedene Farben
annimmt. Ist sie Orange, dann bewegt sie der Roboterarm. Die SSB ist in dem Fall Bestandteil
der kinematischen Kette. Ist die SSB blau eingefärbt, dann ist sie entweder starr mit dem
Roboter- (a) oder Weltkoordinatensystem (c) verbunden. In beiden Fällen betrachtet sie der
Planer als Hinderniss, d. h. der Arm darf sie nicht berühren. Dies gilt ebenfalls für die grün
eingefärbten Voxel des Umgebungsmodells.
4.3. Bodenfläche identifizieren
Nachdem Julius sein Umgebungsmodell vervollständigt hat, ist er in der Lage, die
Endeffektorkamera sicher auf den Boden auszurichten, um nach einer geeigneten Ab-
setzposition zu suchen. Dafür nutzt der Roboter die Tiefenkamera der RGB-D Kamera
am Endeffektor. Diese generiert aus ihrem Tiefenbild eine dreidimensionale Punktwol-
ke der Umgebung. Ziel ist es innerhalb dieser Punktwolke den Boden, Hindernisse und
schließlich einen geeigneten Absetzpunkt zu erkennen. Mit Hilfe der Object Recognition
Kitchen7 [109] (ORK) lassen sich verschiedene Flächen und Hindernisse identifizieren.
Abbildung 4.5 zeigt das prinzipielle Vorgehen. Die Flächen sind als Tupel aus ihrem
Schwerpunkt, der Normale und konvexen Hülle gegeben. Der Boden definiert sich re-
lativ zum Roboterkoordinatensystem base_footprint. Dieses befindet sich direkt unter
dem Roboter zwischen den Kontaktpunkten der Räder mit dem Untergrund. Zunächst
überprüft Julius die Flächen auf Parallelität zum Bezugssystem, indem der Norma-
lenvektor mit der z-Achse verglichen wird. Anschließend entscheidet das Niveau der
Fläche darüber, ob sie ein geeigneterer Kandidat für die Bodenfläche ist als die an-
deren. Das Ergebnis ist jene Fläche, deren Orientierung der des Referenzsystems des
Roboters (base_footprint) entspricht und die sich auf etwa derselben Höhe befindet.
Die Bodenfläche liegt näherungsweise in der xy-Ebene von base_footprint. Zusätzlich
zu den Flächen identifiziert der ORK-Algorithmus Hindernisse in der Punktwolke. Das
sind jene Punkte, die außerhalb der gefundenen Flächen liegen. Diese können, wie in
Abbildung 4.5c zu sehen, auch über der Bodenfläche liegen und spielen daher bei der
Ermittlung der Absetzposition eine Rolle. Mit der Projektion der Hindernisse in die
7dt. Objekterkennungsküche
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Notation:
Punkt . . . p = [x, y, z]T ∈ R3
Hülle . . . H = [g(p0, p1), g(p1, p2), . . . , g(pn−1, p0)]
Gerade . . . g(p0, p1)
Normale . . . np






Fläche . . .F = (s, ns, H)
Absetzposition . . . a
Umwandlung der Sensordaten in eine zweidimensionale Darstellung
(a) Punktwolke der Endeffektorkamera (b) Ebenenerkennung (3 Kandidaten)




(d) 2D Darstellung als Draufsicht
Abb. 4.5.: Ausgehend von der Punktwolke der Endeffektorkamera (a) identifiziert der Algo-
rithmus verschiedene Ebenen (b). Zusätzlich detektiert der Algorithmus Hindernisse in Form
von verschieden farbigen Clustern. Die Ebene am ähnlichsten zum Boden bestimmt Julius als
Bodenebene. Sie ist in (c) und (d) schwarz eingezeichnet. Die Hindernisse sind in (d) blau
hervorgehoben. Der rote Bereich ist ein möglicher Bereich zum Absetzen der SSB. Zwischen
den Abbildungen (a, b, c) und (d) wechselt die Perspektive in eine Draufsicht.
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Bodenfläche reduziert sich die Aufgabe ins Zweidimensionale. Das Ergebnis der Er-
kennung ist die Bodenfläche als Tupel aus Schwerpunkt, Normale und konvexer Hülle,
sowie die Menge aller Punkte die in dieser Ebene liegen und Hindernisse sind.
4.4. Absetzposition berechnen
Für die Berechnung der Absetzposition a nutzt Julius die Ergebnisse der Bodenerken-
nung F = (s, ~ns, H) und die Hindernisse O in dieser Fläche. Wenn es keine Hindernisse
gibt, dann verwendet der Roboter den Schwerpunkt s des Hüllpolygons H als Absetz-
position. Oft befinden sich in der Fläche jedoch Hindernisse und deswegen muss Julius
eine Position finden, die in der Fläche aber nicht bei den Hindernissen liegt. Da die
Absetzposition in der Fläche liegt, gilt az = sz. Das vereinfacht die Suche um eine Di-
mension in den R2. Von den vielen freien Punkten in der Bodenfläche sind offensichtlich
nicht alle gleich geeignet. Ein von Hindernissen umringter Punkt erscheint ungeeigneter
als ein Punkt, der weit von den Hindernissen entfernt ist. Die gleiche Argumentation
lässt sich auf das Hüllpolygon anwenden. Einen freien Punkt in einer der Ecken zu
wählen ist auch ungünstig, da die Hülle Wände und ähnliche Geometrien abstrahiert.
Hinzu kommt, dass die Hülle mit dem Rand des Arbeitsbereiches des Roboterarms
korreliert und damit nah an der Grenze zwischen gültigen und ungültigen Konfigura-
tionsraum liegt, was die Planung von Armbewegungen erschwert. Ohne die Vorgabe
weiterer Nebenbedingungen, ist es daher am besten die Absetzposition weit entfernt
zu den Hindernissen und der Hülle zu wählen. Diese Arbeit schlägt drei verschiedene
Algorithmen vor, die nach dieser Maxime arbeiten.
1. Algorithmus 1 PCA: Eine Hauptkomponentenanalyse [77, 110] (PCA) der Hin-
dernisse definiert zwei Hauptachsen. Ergänzt werden die Datenpunkte durch die
entsprechenden Ränder der konvexen Hülle. Die Absetzposition ermittelt sich aus
dem Schnittpunkt der größten Lücken.
2. Algorithmus 2 Delaunay : Nach einer Triangulation [7, 11] aller Hindernisse und
Eckpunkte des Hüllpolygons bestimmt der Inkreismittelpunkt des Dreiecks mit
der größten Fläche die Absetzposition.
3. Algorithmus 3 KDE : Nach der Abbildung der Hindernisse und Punkte der kon-
vexen Hülle durch eine Kern-Dichte-Schätzung [76, 78] (KDE) bildet deren Mini-
mum die Absetzposition. Die KDE verwendet einen Gauß-Kernel.
Referenz : Der Algorithmus tastet die Bodenfläche in einem gleichmäßigen Raster
ab und bestimmt an den Gitterpunkten eine später in Gleichung (4.4) definierte
Metrik. Das Optimum nach dieser Metrik ist die vorgeschlagene Absetzposition.
Das Verfahren ist sehr rechenaufwändig, da für jeden Rasterpunkt der Abstand
zu jedem Hindernis und Hüllpolygon berechnet wird.
Das Referenzverfahren läuft außer Konkurrenz und dient der Evaluierung. Es hat
das Ziel einen objektiven Vergleichspunkt für die drei vorgeschlagenen Verfahren zu
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Berechnung der Absetzposition mittels PCA
Eingabe:
Hindernisse O = [o0, o1, . . . , ok−1] ∈ R2×k,
Hüllpolygon H = [h0, h1, . . . , hn−1] ∈ R2×n
Ergebnis:
Absetzposition aPCA ∈ R2
U, σ = PCA(O) ; // σx = σ0 > σ1 = σy, U ∈ R2×2 . . . Projektionsmatrix
O′ = UTO, H ′ = UTH ; // Projektion in den PCA Raum




x)]; // Werte auf erster PCA-Achse ~σx




y)]; // Werte auf zweiten PCA-Achse ~σy
/* Bestimmung der größten Lücke entlang der Achsen von ~σx und ~σy */
x = sort(x, ’aufsteigend’); // x aufsteigend sortieren
dmax = 0 für jedes 0 ≤ i < k + 2 tue
di = xi+1 − xi
wenn dmax < di dann ist die gefundene Lücke größer
dmax = di; // Größe der Lücke speichern
a′x = xi +
di
2
; // Mittelpunkt der Lücke speichern
Ende
Ende
/* Für y liefert das selbe Vorgehen a′y */
a′ = [a′x, a
′
y]
/* Es ist möglich, dass a nicht in der konvexen Hülle H liegt. Dann wählt der




Algorithmus 1: Mittels PCA ermittelt der Algorithmus eine geeignete Absetz-
position als Punkt. Das Verfahren ermittelt an Hand der Hindernisse zwei Achsen.
Die neuen Hauptachsen entsprechen den Eigenvektoren der Singulärwerte und bil-
den sich entlang der Achsen mit der höchsten Varianz aus. Für jede Achse definiert
sich eine Zahlenfolge aus den Hindernissen und den Extremwerten (Minimum und
Maximum) der projizierten Punkte des Hüllpolygons. Auf beiden Achsen wird unab-
hängig von einander nach der größten Lücke in diesen Folgen gesucht. Der Kandidat
für die Absetzposition entspricht dem Mittelwert dieser Lücken. Erst wenn dieser
innerhalb der konvexen Hülle liegt, entspricht der Kandidat dem Ergebnis.
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Berechnung der Absetzposition mittels Delaunay-Triangulation
Eingabe:
Hindernisse O = [o0, o1, . . . , ok−1] ∈ R2×k,
Hüllpolygon H = [h0, h1, . . . , hn−1] ∈ R2×n
Ergebnis:
Absetzposition aDelaunay ∈ R2
Liste mit Dreiecken D = delaunay([O,H]) ; // Triangulation aller Punkte
Größtes Dreieck Dmax = max∀4∈D(A(4)); // Dreieck mit größter Fläche
aDelaunay = Innkreismittelpunkt(Dmax) ; // Mittelpunkt als Absetzposition
Algorithmus 2: Bei dem Delaunayansatz wird zur Ermittlung der Absetzpo-
sition der freie Raum in der Bodenfläche mit Dreiecken approximiert. Von dem
Dreieck mit dem größten Flächeninhalt wird der Inkreismittelpunkt berechnet und
als Absetzposition vorgeschlagen.
Berechnung der Absetzposition mittels KDE
Eingabe:
Hindernisse O = [o0, o1, . . . , ok−1] ∈ R2×k,
Hüllpolygon H = [h0, h1, . . . , hn−1] ∈ R2×n
Ergebnis:
Absetzposition aKDE ∈ R2
Kernel = gaussian_kde([H,O]) ; // Kernel berechnen
Raster = diskret(H,nbins = 10) ; // Bodenfläche diskretisieren
[i, j] = arg min (Kernel(Raster)) ; // Minimum ermitteln
aKDE = Raster (i, j)
Algorithmus 3: Die Absetzposition des KDE-Verfahrens ist das Optimum im
Bezug zum Abstand zu den Hindernissen und Punkten der Hülle. Statt das Mini-
mum direkt zu berechnen, tastet ein 10× 10 Raster die Bodenfläche ab und wertet
einen Kernel an diesen Stellen aus. Der Kernel basiert auf einer Gaußkernschätzung
aller Punkte der Hülle und Hindernisse. Meist stehen deutlich mehr Hindernisse als
Hüllpunkte zur verfügung, dann sollte eine Teilstichprobe der Hindernisse betrach-
tet werden.
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O Boden aDelaunay aPCA aKDE größtes Dreieck PCA Hauptachsen
Abb. 4.6.: Von oben links nach unten rechts zeigt diese Übersicht zunächst die allgemein
erfasste Szene und anschließend den ermittelten Absetzpunkt nach PCA, Delaunay und KDE.
Dabei kennzeichnet das schwarze Polygon den Boden und die grauen Punkte die Hindernisse.
Zusätzlich sind Hilfslinien für das jeweilige Verfahren eingezeichnet. Bei den PCA Hilfslinien
handelt es sich um die berechneten Hauptachsen. Die Absetzposition ergibt sich aus der
größten Lücke auf diesen Achsen. Im Falle des Delaunay Ansatzes sind dies die Kanten des
Dreiecks mit dem größten Flächeninhalt. Die vorgeschlagene Absetzposition entspricht dem
Inkreismittelpunkt und ist mit einem grünen Punkt markiert. In der Grafik rechts unten
ist das KDE Verfahren visualisiert. Je dichter die Menge aus Punkten, desto intensiver ist
die Blaufärbung. Dabei findet eine logarithmische Skala Verwendung. Das globale Minimum
entspricht der Absetzposition und ist mit einem blauen Punkt gekennzeichnet.
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schaffen. Abbildung 4.8 zeigt plausible Absetzpositionen für alle Verfahren. Da diese
die gegebenen Daten jedoch grundsätzlich unterschiedlich verarbeiten, liegen die ver-
schiedenen Absetzpositionen nicht unbedingt nah beieinander. Es stellt sich daher die
Frage, was die optimale Lösung ist bzw. welchen Ansprüchen ein solches Kriterium
genügen muss.
Idealerweise ist der Absetzpunkt möglichst weit von allen Hindernissen entfernt. Dies
gewährleistet eine hohe Flexibilität beim Absetzen. Ein großer Abstand zum nächsten
Hindernis gewährt eine entsprechende Toleranz beim Erreichen der realen Absetzpositi-
on. Weiterhin kann die Absetzfläche des Objektes entsprechend größer ausfallen, wenn
das nächstgelegene Hindernis weiter entfernt ist. Andererseits soll sich der Punkt nicht
zu nah an der konvexen Hülle befinden. Diese beschreibt möglicherweise eine Kante zu
einer Wand oder ähnliche Struktur. Es definieren sich daher zwei interessante Distan-
zen, der Abstand zum nächstgelegenen Hindernis dO und der Abstand zur konvexen
Hülle dH . Die beiden Distanzmaße dO und dH bilden die Bausteine der Evaluierung.
Um beide Maße gegeneinander zu gewichten, führt die Metrik mw das Gewicht w ein.
Dieses liegt zwischen 0 und 1 und bildet ein Gleichgewicht zwischen dO und dH bei
0,5. Dabei gilt, je kleiner w, desto wichtiger ist der Abstand zur Hülle dH . Je größer
w, desto wichtiger ist der Abstand zu den Hindernissen dO. Die folgenden Gleichungen
fassen dies zusammen.
dO(a,O) = min∀o∈O(|a− o|) (4.1)
dH(a,H) = min∀g∈H (|dg(a, g)|) (4.2)
dg(a, g) = d(a, g(pStart, pEnde))
=
|(a− pStart)× (pEnde − pStart)|
|pEnde − pStart|
(4.3)





,w ∈ [0, 1]
Wie beispielsweise in Abbildung 4.8 zu sehen ist, nehmen dO und dH in der Praxis
oft Werte zwischen 0 und 1 oder knapp darüber an. Indem der Exponent von dO und
dH , siehe Gleichung (4.4), zwischen 1 und 2 und nicht zwischen 0 und 1 liegt, wird
für den Definitionsbereich von w ∈ [0, 1] ein breiterer Wertebereich für mw generiert.
Der ermittelte Absetzpunkt a, die Hindernissen O und der erkannten Bodenfläche H
definieren mit ihren Abständen als gewichtetes Produkt die Metrik. Der Abstand dO
zwischen Absetzpunkt und nächstgelegenen Hindernis ist die euklidische Distanz bei-
der Punkte. Für den Abstand zum Rand dH ist es notwendig den Lotfußpunkt auf
die nächstgelegene Strecke g(pi, pi+1) des Hüllpolygons zu bestimmen. Auf diese Weise
ermittelt sich der geringste Abstand zur Hülle dH als das Minimum aller Lotfußdistan-
zen. Der Wichtungsparameter w entscheidet was wichtiger ist, der Abstand zum Rand
w > 0.5 oder ein größerer Abstand zu den Hindernissen w < 0.5. Für den Grenzfall
sind beide Distanzen gleich gewichtet. In den Grafiken in Abbildung 4.7 ist dies dar-
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gestellt. Dabei ist zum Vergleich stets das Optimum als Referenz eingefügt. Für die
vorgestellte Metrik gilt je größer, desto besser. Daher definiert das Maximum aller im
Referenzverfahren ermittelten Werte als Optimum. Für dessen Berechnung diskretisiert
es die Bodenfläche in ein regelmäßiges Gitter von 32 × 32 Punkten und berechnet an
diesen Stellen die Metrik. Der Punkt im Raster mit der maximalen Metrik definiert die
Referenzposition aReferenz.
Um die drei Verfahren anhand des vorgestellten Referenzverfahrens zu evaluieren,
ist ein Datensatz notwendig. Diesen erstellt Julius in der ähnlichen Konfiguration, wie
er später während der Absetzroutine die Absetzposition sucht. Der Roboterarm richtet
den Endeffektor in Richtung des Bodens aus. Der Nutzer hat mit dieser Konfiguration
die Möglichkeit, den potentiellen Absetzbereich zu beeinflussen. Die Kamera nimmt
in etwa einen Bereich von 1×1m wahr. Für den Datensatz nimmt die Kamera einen
kontinuierlichen Datensatz auf, indem ihre Punktwolke gespeichert wird. Währenddes-
sen werden verschiedene Objekte, z. B. Kiste, Poller, Stiefel, Stühle, an verschiedenen
Stellen im Sichtfeld der Kamera auf dem Boden platziert. Auf diese Weise entstehen
insgesamt 1811 Szenen. Das Experiment findet im Robotiklabor unter idealen Umge-
bungsbedingungen statt. Während anderer Experimente im Forschungs- und Lehrberg-
werk (FLB) konnte Julius die prinzipielle Durchführung unter Tage nachweisen. Diese
Daten sind jedoch nicht im Datensatz enthalten.
Abbildung 4.7 zeigt die ermittelten Absetzpositionen der verschiedenen Verfahren ex-
emplarisch in drei unterschiedlichen Szenen mit verschiedenen Gewichtungen. Es ist zu
sehen, dass alle Verfahren eine geeignete Lösung ermitteln. Weiterhin ist zu sehen, dass
die jeweiligen Absetzpositionen nicht zwangsweise beisammen liegen. Eine eindeutige
Empfehlung für eins der Verfahren ist aus der Betrachtung von 3 Szenen nicht möglich.
Deswegen dient ein Datensatz mit über 1800 Szenen als Evaluierungsgrundlage. Um das
geeignetste Verfahren zu finden, definiert diese Arbeit folgende Kenngrößen: der Ab-
stand zum nächsten Hindernis dO, der minimale Abstand zur Hülle dH und die Metrik
mw=0.7 der verschiedenen Verfahren. Bei allen drei Kenngrößen ist ein größerer Wert
gleichbedeutend mit einem besseren Ergebnis. Jedoch kann nicht der Abstand zu den
Hindernissen und gleichzeitig der Abstand zur Hülle beliebig groß sein, da sich beides
inhärent widerspricht. Zusätzlich ist der relative Unterschied ∆d bzw. ∆m interessant.
Dieser bildet sich für jede Szene als Differenz zwischen dem Wert des jeweiligen Verfah-
rens und dem Maximum aller Verfahren. Es ist die Differenz zur besten Lösung aller
Verfahren. Für die Metrik gilt, je größer, desto besser. Für die Differenz gilt, je näher
an der 0, desto besser. Es ist zunächst nicht klar, warum für die Metrik ein Gewicht von
w = 0.7 gewählt wurde. Der Wert ist empirisch bestimmt, im Anhang (Abbildung C.3,
auf Seite 150) sind weitere Grafiken der Statistik zu finden, die verschiedene Gewichte
in unterschiedlichen Szenen auswertet.
Das gibt einen Einblick in den Datensatz und hilft die Entscheidung nachzuvollzie-
hen. Abbildung 4.8 zeigt die Statistik der dO, dH ,mw=0.7 und ihrer Differenzen in Form
verschiedener Box-Plots. Alle Verfahren liefern verwendbare Ergebnisse, deren Qualität
sich minimal unterscheidet. Der PCA Ansatz liefert im Mittel die besten Ergebnisse,
weist aber auch eine signifikante Streuung auf. Das Delaunayverfahren ist in der Hin-
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Stichprobe des Beispieldatensatzes
w < 0.5 w > 0.5
Abstand zum Abstand zu
Hüllpolygon wichtig Hindernissen wichtig











































































O aDelaunay aReferenz PCA Hauptachsen Minimaler Abstand
aPCA aKDE H größtes Dreieck
Abb. 4.7.: Drei verschiedene Ansätze schlagen innerhalb der durch die schwarz gestrichelte
Linie gekennzeichnete Bodenfläche eine Absetzposition als Punkt vor. Erster basiert auf Algo-
rithmus 1 und sucht die größte Lücken auf den PCA-Hauptachsen. Der Delaunay-Ansatz aus
Algorithmus 2 trianguliert zunächst die Punktemenge und sucht anschließend nach dem Drei-
eck mit größtem Flächeninhalt. Dessen Inkreismittelpunkt ist die Absetzposition. Alternativ
ermittelt ein KDE eine kontinuierliche Verteilung. Deren Minimum ist die Absetzposition.
In orange ist die beste Absetzposition laut Metrik für die Gewichte w = 0.3, 0.5, 0.7 zu ge-
kennzeichnet. Jede Zeile zeigt eine andere Szene und in jeder Spalte ist ein anderes Gewicht
gewählt.
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Abstandsstatistik des Beispieldatensatzes (1800 Szenen)






























∆dO = dO − max∀a (dO)







∆dH = dH − max∀a (dH)





∆m0.7 = m0.7 − max∀a (m0.7)
Abb. 4.8.: Die Box-Plots präsentieren die Statistik des Abstandes zum nächsten Hindernis
dO, zum Hüllpolygon dH und entsprechend mw bei einem Gewicht von w = 0.7. In der oberen
Zeile zeigen die Box-Plots die Absolutwerte für jedes Verfahren. In der unteren Zeile sind
die relativen Differenzen ∆dO,∆dH ,∆m0.7 zum besten Abstandswert aller Verfahren max∀a
dargestellt. In allen Darstellungen gilt je größer, desto besser. Das Verfahren mit den besten
Werten ist jeweils auf der unteren Achse des Diagramms hervorgehoben. Eine Betrachtung
der ersten Zeile zeigt, dass der PCA und KDE Ansatz beide einen ähnlichen Abstand zum
Hindernis einnehmen, wie die Referenz. Die Referenz bezeichnet stets die Absetzposition, die
als Optimum gilt. Sie wiegt dabei stets den Abstand zum nächsten Hindernis und zur Hülle
gegeneinander ab. Allerdings suggeriert ∆dO, dass das Hauptkomponentenverfahren hier im
Allgemeinen einen leichten Vorteil bietet, obwohl die Ausreißer nach unten zeigen, dass der
Einzelfall anders aussehen kann. Bei der Betrachtung des Abstandes zur Hülle liefert klar
der Delaunayansatz die besten Ergebnisse. In beiden Fällen liefert allerdings die Referenz
bessere Werte. In der dritten Spalte sind die Metriken für die Absetzpositionen der einzelnen
Verfahren dargestellt. Auch mit logarithmischer Skala fällt es schwer, eine Entscheidung auf
Basis der Absolutwerte mw zu treffen. Eine Betrachtung der Relativwerte ∆m0.7 lässt aber
einige Aussagen zu. Die Mediane aller Verfahren sind ähnlich, daher liefern alle brauchbare
Ergebnisse. Die Streuung ist bei dem PCA Verfahren am geringsten, allerdings lediglich,
wenn die unteren Ausreißer außer Acht gelassen werden. Der Delaunayansatz weist knapp die
geringste Streuung auf. Da er inhärent einen konservativen Abstand zur Hülle liefert, ist er
den anderen vorzuziehen.












PCA Delaunay KDE Referenz
dO ++ + ++ ++
∆dO + - + ++
dH + ++ - ++
∆dH - + - ++
m0.7 + + + +
∆m0.7 + - - +
O(n) n n log n n log n nm
Rechenzeit ++ ++ ++ --
Gesamt ++ ++ + +
Abb. 4.9.: Die Evaluierung der Rechenzeit zeigt, dass alle Algorithmen in einer Größenord-
nung rangieren. Die Berechnung der Referenz liegt häufig über 100 = 1 s. Eine Parallelisierung
der Berechnung auf acht Kerne (nP = 8) bringt keine Verbesserung. Anzumerken ist, dass
alle Ansätze länger brauchen, je mehr Hindernisse im Boden liegen. Die Streuung liefert ein
Indiz dafür, wie stark jedes einzelne Verfahren davon abhängt.
sicht stabiler und der beste Kompromiss zwischen Abstand zum nächsten Hindernis
und der Bodengrenze. Abschließend zeigt Abbildung 4.9, dass die Referenzlösung ei-
ne signifikant höhere Rechenzeit gegenüber der vorgeschlagenen Verfahren aufweist.
Außerdem fasst Abbildung 4.9 die Eigenschaften der verschiedenen Lösungsansätze
zusammen und stellt sie vergleichend gegenüber. Die Bestimmung der Absetzposition
erfolgt unabhängig von zusätzlichen Nebenbedingungen lediglich auf der Punktwolke
der Endeffektorkamera. Es spielt für die Ermittlung keine Rolle, dass der Roboterarm
die SSB absetzt. Das nimmt später in Abschnitt 4.6 beim Wählen der Absetzrotation
Einfluss.
4.5. SSB greifen
Nachdem Julius sein Umgebungsmodell aktualisiert und die Absetzposition berechnet
hat, ist er bereit, die SSB zu greifen. Während des Umschauens hat Julius seine Hand
zur Faust geschlossen, um seiner Endeffektorkamera eine freie Sicht auf die Umgebung
zu ermöglichen. Das ist nach dem Greifen der SSB nicht mehr gewährleistet, da Elemen-
te der Station und die Finger der Hand die Sicht verdecken. Deswegen ist es wichtig,
dass Julius die Vorbereitungsphase abgeschlossen hat, bevor er die Absetzroutine fort-
führt. Julius greift die SSB mit seiner anthropomorphen Hand an ihrem Griffelement.
Dabei spielen der Roboterarm, die Hand und das Griffelement eine wichtige Rolle.
Das Griffelement ist abhängig von der SSB entweder ein Henkel oder ein Knauf, vgl.
Abbildung 3.7 auf Seite 47. Die Art und Weise, wie Julius greift, soll jedoch unabhän-
gig von Griffelement sein, d. h. keine Griffplanung, sondern eine allgemeine Bewegung
des Arms und der Finger, die für alle Griffelemente einen festen Griff generiert. Da-
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Greifroutine am Beispiel der SSB mit Henkel-Griffelement
(a) Annähern (b) Hand offen (c) Schere geschlossen
(d) Bewegung zur SSB (e) Greifen (f) Anheben
Abb. 4.10.: Für das Greifen der SSB mit Henkel-Griffelement führt die Greifroutine zu
einem formschließenden Griff. Die Finger legen sich vollständig um das Griffelement, was zu
einem kurzen Abstand zwischen EEF und SSB führt. Damit ist auch das Gesamtvolumen aus
Arm, Hand und SSB kompakt, was die Bewegungsplanung des Roboterarms im Folgendem
vereinfacht.
für bewegt Julius die Hand geschlossen nahe an die SSB. Anschließend öffnet er sie,
indem er alle Finger abspreizt. Die Hand von Robotiq erlaubt es die beiden benachbar-
ten Finger in einer Scherbewegung gegeneinander zu schließen. Abbildung 4.10c und
Abbildung 4.11c zeigen dies. Der Zweck ist das Volumen der Hand zu verkleinern und
auf diese Weise der Bewegungsplanung des Roboterarms mehr Möglichkeiten zu geben.
Der Arm bewegt im nächsten Schritt die Handfläche sehr nah an das Griffelement. Da
die SSB im Sinne der Bewegungsplanung ein Hindernis darstellt, hilft es nicht direkt in
die Greifen-Konfiguration zu planen, sondern zunächst die Annähern-Konfiguration zu
nutzen. Nachdem die Hand am Griffelement positioniert ist, öffnet Julius erneut alle
Finger und schließt sie im Anschluss komplett. Mit dieser Vorgabe legen sich die Glie-
der der unteraktuierten Hand um das Griffelement. Sobald die Motoren beim Schließen
der Finger dieses erreichen, fixieren sie das Gelenk in der erreichten Stellung. Das führt
bei gleicher Zielvorgabe zu unterschiedlichen Griffen abhängig vom Griffelement. Die
Finger stoppen automatisch in einer Stellung, bei der die Kontaktkraft 65N erreicht.
Damit hat Julius die SSB gegriffen. Für das weitere Verfahren ist die Transformation
zwischen EEF und SSB wichtig. Die SSB-Pose wurde von Nutzer im Roboterkoordi-
natensystem definiert. Auf diese Weise bewegte sie sich bisher mit dem Roboter durch
das Bergwerk. Nach dem Greifen ist sie starr mit dem Arm verbunden, deswegen muss
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Greifroutine am Beispiel der SSB mit Knauf-Griffelement
(a) Annähern (b) Hand offen (c) Schere geschlossen
(d) Bewegung zur SSB (e) Greifen (f) Anheben
Abb. 4.11.: Beim Greifen der SSB mit Knauf-Griffelement verwendet Julius die gleiche
Greifroutine, erhält jedoch auf Grund der Form des Griffelements einen anderen Griff. Die
Finger legen sich um die Kugel am oberen Ende der SSB und einer der Finger stützt den Griff
leicht an dem Stabelement darunter. Im Vergleich mit Abbildung 4.10 ist das Volumen etwas
größer.
Julius diese Transformation aktualisieren. Die SSB erweitert direkt nach dem Greifen
die kinematische Kette des Arms, ist aber noch in der Pose, die der Nutzer im Ro-
boterkoordinatensystem definiert hat. Dieser Kreis im Transformationsgraphen, siehe
Abbildung 4.12, erlaubt die Berechnung der EEF-SSB-Transformation. Im Anschluss
an das Schließen der Hand hebt Julius die SSB von der Kontrollbox in einer geraden
Aufwärtsbewegung. Auch das Bewegen der Hand zur Greifen-Konfiguration geschieht
entlang einer Geraden. Das ist notwendig um Kollisionen auszuschließen. Daher wird
diese Nebenbedingung auch formal für den Planer vorgegeben.
4.6. Absetzrotation festlegen
Mit der SSB in der Hand steht Julius vor der Aufgabe die Station an der Absetzposi-
tion zu platzieren. Die SSB-Pose besitzt noch einen Freiheitsgrad. Formal ist das der
Rotationswinkel um die Normale der Bodenfläche γ in RA S. Dieser beschreibt, wie die
SSB in Bezug zur Armbasis gedreht ist. Die Absetzposition definiert die xy-Position,
der Boden die z-Koordinate und die Ebene die Rotationen in α und β. Es stellt sich
die Frage, welche Rotation γ am geeignetsten ist, und wie sich ein entsprechendes
Kriterium formulieren lässt. Um dies zu beantworten, ist die SSB als Teil der kinema-
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Abb. 4.12.: Für die Handhabung der SSB sind verschiende Koordinatensysteme notwen-
dig. Diese lassen sich als Graph modellieren. Dabei stellen die Kanten die Transformationen
zwischen den einzelnen Bezugssystemen dar, die als Knoten fungieren. Starre Transformatio-
nen sind in Form von durchgezogenen Pfeilen dargestellt, während die gestrichelten Linien
signalisieren, dass der Roboter diese Transformation aktiv beeinflusst. TW R beschreibt die
Bewegung des Roboters im Bezug auf das Weltkoordinatensystem. Das geschieht durch die
mobile Basis von Julius . Die SSB lässt sich durch die drei farbigen Transformationen beschrei-
ben. Anfangs definiert der Nutzer die SSB-Pose in Roboterkoordinaten TR S . In dem Moment,
in dem Julius die Station greift, verbindet er sie starr mit der Hand und berechnet die EEF-
SSB Transformation TH S . Mit dem Absetzen positioniert er die Sensorbox in der Welt und
lässt sie anschließend los. Ab diesem Zeitpunkt gilt TW S . Die Kreise im Transformations-
graph ermöglichen stets die Berechnung der unbekannten Transformation. Mathematisch sind
diese durch affine Abbildungen in Form von Matrizen modelliert. Diese bestehen aus einer
Rotationsmatrix R und einem Translationsvektor ~t.
tischen Kette des Arms zu betrachten. Nach dem Greifen der SSB durch die Hand des
Roboterarms ist sie starr mit ihm verbunden. Die Zielposition für die SSB steht fest,
doch nicht die Position der Hand beim Absetzen. Diese ist stark abhängig von γ, da
dieser Winkel bestimmt, wo sich die Hand im Bezug zu SSB und Armbasis befindet.
Abbildung 4.13b zeigt wie der Arm seine Handgelenke verdrehen muss, um bei einer
ungünstigen Wahl von γ die SSB an der vordefinierten Absetzposition zu platzieren.
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(a) ‖ tA H‖ < ‖ tA S‖ (b) ‖ tA H‖ > ‖ tA S‖
Abb. 4.13.: Für die Absetzposition gilt es, eine passende Rotation zu bestimmen. Damit
die IK eine geeignete Konfiguration des Arms findet, ist es wichtig, die Hand zwischen Station
und Roboterbasis zu positionieren. Links ist dies zu sehen. In der rechten Abbildung ist die
SSB näher an der Armbasis, als die Hand. Das führt zu einer Verdrehung der Handgelenke und
schränkt auf diese Weise den gültigen Konfigurationsraum für Julius stark ein. Oft lässt sich
mit einer Absetzrotation wie im rechten Bild erst gar keine IK-Lösung generieren. Deswegen
ist es für ein erfolgreiches Absetzen in der Regel unabdingbar die geeignete Absetzrotation zu
berechnen.
Tatsächlich ist die Wahl einer optimalen Absetzposition meist obligatorisch, da sonst
die IK keine Zielkonfiguration für die Absetzpose berechnen kann. Als Heuristik wird
vorgeschlagen, dass Julius seine Hand zwischen SSB und Armbasis positioniert und so






TA H(γ) = T (γ)A STH mitmin ‖ tA H‖
‖ tA H‖ = f(γ) = ‖ R(γ)A StH + tA S‖ (4.6)
Die Rotation der Station (Absetzrotation) bestimmt dabei die Position des EEF
relativ zur Armbasis. Die Transformation TH S zwischen Hand (H) und SSB (S) ist
dafür maßgebend. Sie berechnet sich wie in Gleichung (4.5) und definiert, wie sich der
Abstand ‖ tA H‖ zwischen Hand und Armbasis durch eine Drehung γ ändert. Es wird
deutlich, dass eine Minimierung von f(γ) = ‖ tA H‖ mit γ, die Heuristik sicher erfüllt.
Entsprechend kann mittels Newtonverfahren das γ = γmin numerisch bestimmt werden,
was die Bedingungen f ′(γmin) = 0 und f ′′(γmin) > 0 für Gleichung (4.6) erfüllt. Im
Anhang Kapitel A ab Seite Seite 145 befindet sich eine ausführliche Herleitung. Mit
γ = γmin ist die Rotation RA S und damit die Absetzpose TA S vollständig beschrieben.
Die Absetzkonfiguration berechnet die IK für TA H(γmin) = TA STH .
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(a) (b) (c) (d) (e)
Abb. 4.14.: Nach dem Absetzen der SSB auf dem Boden gilt es, die Hand von der Station
zu entfernen, ohne die SSB umzustoßen. Dafür öffnen sich die Finger (b) und verscheren sich
(c), bevor der Roboterarm die Hand relativ zur SSB bewegt (d). Die Zielpose des Endeffektor
liegt 15 cm entlang der Normale der Handfläche in Richtung der Roboterbasis.
4.7. SSB absetzen
Mit der SSB in der Hand und einer berechneten Absetzkonfiguration ist Julius in der
Lage die Station zu platzieren. Dafür bewegt er die SSB erst über den Boden und setzt
sie im Anschluss mit einer geraden Bewegung ab. Dieser Zwischenschritt vereinfacht
ihm die Planung der Armbewegung, da zwischen der Konfiguration über der Kontroll-
box und der auf dem Boden ein großer Abstand im Konfigurationsraum liegt. Nach
dem Absetzen der SSB auf dem Boden tritt ein ähnlicher Fall wie beim Greifen ein.
Es entsteht ein Kreis im Transformationsgraph, siehe Abbildung 4.12 auf Seite 82.
Die SSB-Pose ist durch die Konfiguration des Roboterarms definiert. Auf diese Weise
bewegt sie sich bis auf den Boden. Nach dem Absetzen soll sie in Weltkoordinaten
definiert werden. Damit ist die Station nicht länger Teil die kinematische Kette des
Roboterarms, sondern ein Teil der Umgebung. Für Julius bedeutet dies, dass er in ihr
ein Hindernis sieht. Er lässt die SSB los, indem er seine Finger öffnet. Anschließend
verschert er seine beiden benachbarten Finger, um das Volumen der Hand zu minimie-
ren, während gleichzeitig der Kontakt zwischen Hand und Station auf die Handfläche
beschränkt wird. Das hat das Ziel, die folgende Planung der Armbewegung zu verein-
fachen. Wie schon bei der Greifroutine gilt erneut die Nebenbedingung eine geradlinige
Bewegung der Hand auszuführen. Diese führt entlang der Normale der Handfläche weg
von der SSB. Die Freigaberoutine kann auch als invertiertes Vorgehen zur Greifroutine
gesehen werden. Abbildung 4.14 veranschaulicht das Vorgehen.
Die relative Anordnung von Hand und Station zueinander nach der Freigaberoutine
ist dieselbe, wie zum Beginn der Greifroutine. Entsprechend definiert sich die Endpo-
se der Freigaberoutine relativ zur Absetzpose. Da der Roboter die Station mit einer
geradlinigen Bewegung greifen konnte, ist es ihm möglich diese mittels geradliniger
Bewegung freizugeben. Zum Abschluss schließt die Hand ihre Finger wieder zur Faust.
Das minimiert das Volumen der Hand und erlaubt es der RGB-D Kamera am End-
effektor erneut die Umgebung zu betrachten. Die Zielstellung ist es, wie bereits bei
der Greifroutine, am Ende der Bewegung eine günstige Ausgangssituation zu schaffen.
Anstatt von der Konfiguration in Abbildung 4.14b oder Abbildung 4.14c zu planen,
bietet Abbildung 4.14e bessere Chancen gültige Konfigurationen in der Umgebung zu
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finden. Die Hand ist bereits außerhalb des Volumens der SSB und geschlossen.
4.8. Absetzpose überprüfen
Mit dem Absetzen der SSB und der Freigaberoutine schließt die Absetzroutine nicht
ab. Damit das Verfahren eine zusätzliche Sicherheitsschicht bekommt, überprüft Julius
autonom das Ergebnis. Dafür vergleicht er mit einem unabhängigen Verfahren die SSB-
Pose mit der in Abschnitt 4.4 und Abschnitt 4.6 berechneten Absetzpose. Dafür nutzt
Julius die RGB-D Kamera an seinem Endeffektor um die SSB am Boden zu lokalisie-
ren, d. h. ihre Pose relativ zur Kamera zu bestimmen. Da die Beleuchtungssituation im
Bergwerk schwierig ist, kann Julius nicht, wie sonst in der Robotik, üblich mit Farb-
bildern arbeiten. Deswegen nutzt der Roboter ausschließlich das Tiefenbild der Endef-
fektorkamera. Ein naiver Vergleich vorgefertigter Punktwolkenmodelle mit den Daten
der Kamera dauert zu lang. Daher nutzt der Roboter ein Mask Recurrent8CNN [48]
(Mask R-CNN) um eine Teilpunktwolke für den Vergleich aus dem Tiefenbild zu extra-
hieren. Dieses künstliches neuronales Netzwerk9 (KNN) arbeitet jedoch normalerweise
mit Farbbildern. Deswegen ist es notwendig, die Tiefenbilder in eine entsprechende
Darstellung umzuwandeln. Wie in [83] gezeigt, sind Normalenbilder als Eingangsgröße
für das KNN geeignet. Die Punkte im Tiefenbild, welche das Netz als Teil der SSB
klassifiziert, bilden eine Teilpunktwolke. Im Anschluss vergleicht ein Iterative Closest
Points10 (ICP) diese mit vorgefertigten Schablonen. Das Ergebnis ist die Pose der SSB
relativ zur Kamera. Weitere Details kann der interessierte Leser in [83] nachlesen. Für
die Überprüfung nimmt der Roboterarm erneut die Erkennen-Konfiguration ein. Damit
ist die Kamera erneut auf den Boden gerichtet und in der selben Ausgangssituation,
wie zum Bestimmen der Bodenfläche in Abschnitt 4.3 in der Vorbereitungsphase.
Umwandlung eines Tiefenbildes in ein Normalenbild
Tiefenbilder stellen den Abstand zwischen der Kamera und Umgebung dar. Daraus las-
sen sich organisierte Punktwolken ableiten. Diese heißen organisiert, weil die Nachbar-
schaft der Punkte über die Bildkoordinaten festgelegt ist. Für eine solche Punktwolke
berechnet der in [53] vorgestellte Algorithmus die Normalen für jeden Bildpunkt. Die
Grundannahme ist, dass für einen Punkt die im Bild benachbarten Pixel mit den im
Raum benachbarten Punkten korrespondieren. Auf diese Weise definieren die Paare
aus horizontalen und vertikalen Nachbarn im Bild zwei Vektoren, deren Kreuzprodukt
die Normale für den Punkt bildet. Die Normale besitzt drei Komponenten (x, y, z).
Nach der Normierung des Vektors liefert die Abbildung von x→ Rot, y→ Grün und
z→ Blau die Grundlage für ein Farbbild. An Punkten, an denen der Algorithmus auf
Grund von Lücken im Tiefenbild keine Normale berechnet, ist der Farbwert schwarz
(0, 0, 0). Die Tiefeninformation geht dabei verloren. Das entstandene Normalenbild ist
8dt. maskiertes und rekurrentes
9engl. Artificial Neural Network, ANN
10dt. Iterativer nächster Nachbar
4. Entwurf der autonomen Absetzroutine für Julius 86
(a) Infrarotbild (b) Tiefenbild
(c) Normalenbild (d) Punktwolkenvergleich
Abb. 4.15.: Die Grundlage für das Erkennen der SSB bilden die Infrarotbilder (a) der RGB-D
Kamera am Endeffektor. Daraus generiert der Roboter ein Tiefenbild (b), indem jeder Punkt
eine Normale auf Basis seiner Nachbarn berechnet. Im Normalenbild (c) treten die Konturen
stärker hervor. Die Darstellung als Farbbild erlaubt außerdem die Verwendung eines Mask
R-CNN, um die Stationen im Bild zu erkennen und zu klassifizieren. Darauf ist es möglich
eine Teilpunktwolke der SSB auf Basis des Tiefenbildes zu generieren. Diese Punktwolke (rot
in d) verglichen mit vordefinierten Schablonen (blau in d) bestimmt die Pose der SSB.
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eine Ergänzung zum Tiefenbild. Die Pixelkoordinaten in beiden stimmen überein. Des-
wegen können Ergebnisse von beispielsweise Erkennungsroutinen direkt übernommen
werden. Ein für das Normalenbild definierter Bildbereich gilt auch im Tiefenbild und
identifiziert so direkt eine Punktmenge der Punktwolke. Das erlaubt es, auf Basis des
Normalenbildes in der Punktwolke zu suchen. Abbildung 4.15 gibt einen Einblick in
das Vorgehen.
Objektdetektion im Normalenbild mittels Maschinellen Lernens
Für die Objekterkennung in Farbbildern verwenden moderne Objekterkennungsalgo-
rithmen KNNs. Eine spezielle Architektur der KNN sind die Convolutional Neural
Network11 [67] (CNN). CNN lösen dabei Klassifizierungs- und Segmentierungsproble-
me. Die Fragestellung lautet, ob ein Objekt einer a-priori trainierten Klasse im Bild
vorhanden ist und in welchem Teil des Bildes das Objekt zu finden ist. Als Weiter-
entwicklung gelten die Mask R-CNN. Ein solches ist das ResNet-101 [49], welches [83]
verwendet. Einmal trainiert, erkennt es in einem Bild alle trainierten Objekte und mar-
kiert den Bereich als Region of Interest12 (RoI). Neben der Klasse und Bildregion, in
welcher das Objekt im Bild vorkommt, erstellt das Mask R-CNN eine Binärmaske, die
das Objekt im Bild maskiert. Abbildung 4.16 zeigt den Aufbau eines Mask R-CNN.
Zusammengefasst arbeitet dieses wie folgt.
Abb. 4.16.: Die Darstellung ist entnommen aus [57] und zeigt den prinzipielle Aufbau eines
Mask R-CNN. Links ist die Eingabe in Form eines Farbbildes angedeutet. Auf der rechten
Seite findet sich die Ausgabe. Das Mask R-CNN generiert für ein Farbbild verschiedene RoI.
Für jede RoI schlägt das Mask R-CNN eine Klasse und Maske vor. So kann das Objekt im
Farbbild klassifiziert und pixelgenau extrahiert werden.
1. Ein CNN wandelt das Farbbild in ein quadratisches Featurebild um.
2. Ein weiteres CNN identifiziert verschiedene RoI, in denen Objekte erkennbar sind.
3. In einem Zwischenschritt bildet das Mask R-CNN alle RoIs auf eine einheitliche
Größe ab.
11dt. faltendes neuronales Netzwerk
12dt. Bereich von Interesse
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4. In den nachfolgenden Ebenen generiert das Netz basierend auf dem Featurebild
jeder RoI:
a) die Klasse genau eines Objektes in der RoI
b) die Abmessungen des Objektes in der RoI
c) eine Bildmaske zur pixelgenauen Identifikation des Objektes im Bild
Dieses Vorgehen erlaubt es alle SSBs im Normalenbild zu finden. Da das Mask R-
CNN ebenfalls eine Bildmaske erstellt, kann jeder Pixel der Station identifiziert werden.
Durch den Zusammenhang von Tiefen- und Normalenbild entsteht so eine Punktwolke,
die einen Teil der SSB darstellt. Für die Anwendung schlägt [83] ein ResNet-101 [49]
vor, was in Experimenten mit der SSB eine Genauigkeit von 88,1% erreicht. Dafür
wurde das Netz mit Bildern der SSB im Innen-, Außenbereich und FLB nachtrainiert.
Der Trainingsdatensatz bestand aus 519 Bildern und der Testdatensatz aus 129 Bildern.
Das Ergebnis des Mask R-CNNs ist eine Maske für das Tiefenbild, welche es ermöglicht,
die SSB darin pixelgenau zu identifizieren. Mit der daraus gewonnenen Punktwolke lässt
sich die SSB-Pose bestimmen.
Bestimmung der SSB-Pose auf Basis einer Teilpunktwolke
Ausgangspunkt für die Berechnung der SSB-Pose ist der Vergleich zwischen einer Teil-
punktwolke und a-priori definierten Schablonen. Die Erstellung der Teilpunktwolke
(Szene) diskutierte der vorangegangene Abschnitt. Dabei klassifiziert das Mask R-CNN
auch den Stationstyp. Mit diesem sind vier Schablonen assoziiert, die sich aus verschie-
denen Perspektiven auf das geometrische Modell der SSB ableiten. Den Ausgangspunkt
bildet die geometrische Beschreibung als Polygonnetz. Dieses wandelt ein Abtastver-
fahren in eine dreidimensionale Punktwolke um. Bei den SSB liegen viele der Punkte in
Ebenen. Weiterhin führt die Symmetrie der Station dazu, dass es wenig geometrische
Merkmale gibt. Daher generiert [83] die Schablonen aus verschiedenen Kameraperspek-
tiven. Den Koordinatenursprung legt das Verfahren dabei für alle in den Mittelpunkt
der Stationsunterseite. Die Punktwolken sind zentimetergenau aufgelöst. A-priori wird
für jeden Punkt dessen Normale basierend auf seinen Nachbarn berechnet, um die Gene-
rierung von Fast Point Feature Histogram13 [89] (FPFH) zu ermöglichen. Diese spielen
eine wichtige Rolle bei der Wahl der passenden Schablone zur Laufzeit. Dabei findet ein
Vergleich der FPFH-Merkmale zwischen der Szene und den verschiedenen Schablonen
statt, welcher die passende Schablone bestimmt. Das liefert eine erste Grobschätzung
für die SSB-Pose.
Im Anschluss verfeinert ein ICP die erste Schätzung. Dieser richtet die Schablone
iterativ an der Szene aus, sodass die entstehende Transformation den punktweisen Ab-
stand zwischen beiden minimiert. Das Abbruchkriterium ist erreicht, wenn sich der
Fehler halbiert hat. Die Laufzeit des ICP skaliert direkt mit der Größe der Punkt-
wolke von Szene und Schablone. Der ICP ist erst durch die starke Beschränkung der
13dt. schnelle Punktmerkmalshistogramme
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Punktwolke über die Maske aus dem Mask R-CNN praktikabel. Die Schablonen haben
denselben Einfluss auf der Seite des Modells. Der Vergleich dieser Teilmengen bestimmt
die Pose der SSB relativ zur RGB-D Kamera.
Das gesamte Verfahren von Erstellung des Normalenbilds, Segmentierung durch das
Mask R-CNN und schließlich der ICP zur Bestimmung der SSB erreicht eine Genauig-
keit im Zenitmeterbereich [83]. Die gewonnene SSB-Pose ermöglicht den Vergleich mit
der berechneten Absetzpose. Auf diese Weise kann Julius feststellen, ob die SSB dort
ist, wo er sie absetzen wollte. Da es sich hierbei nicht um die Kernaufgabe handelt,
ist die Geschwindigkeit des Verfahrens zur Bestimmung der SSB-Pose wichtiger als die
Genauigkeit.
4.9. Zusammenfassung
Die autonome Absetzroutine für die SSB lässt sich in sieben Teilaufgaben untergliedern.
Zusätzlich ist ständig die Planung der Bewegung des Roboterarms notwendig. In einem
ersten Schritt elaboriert Julius sein Umgebungsmodell durch das gezielte Ausrichten
seiner Endeffektorkamera. Anhand der Tiefenbilder bestimmt der Roboter anschließend
die Bodenebene und eine geeignete Absetzposition darin. Dafür schlägt diese Arbeit
drei Verfahren vor, die anhand einer selbstdefinierten Metrik und eines unabhängigen
Referenzverfahrens experimentell evaluiert worden. Der auf der Delauney Triangula-
tion basierende Ansatz bietet knapp die stabilsten Lösungen für die Absetzposition.
Mit welcher Rotation Julius die Station absetzt, definiert ein Minimierungsproblem,
nachdem die Relation zwischen Hand und SSB bekannt ist. Dazu ist es notwendig, die
Station zu greifen, ohne sie umzustoßen. Das gewährleistet eine Greifroutine, die un-
abhängig vom vorliegenden Griffelement einen sicheren Kontakt zwischen Finger und
SSB herstellt. Nach dem Greifen erweitert die SSB die kinematische Kette des UR 5.
Das ermöglicht es Julius die Station zu platzieren. Die Herausforderung dabei ist, dass
die SSB das Volumen am Endeffektor vergrößert und damit den gültigen Konfigura-
tionsraum für die Planer der OMPL verkleinert. Mit einer Freigaberoutine nach dem
Platzieren gibt Julius die Station wieder frei, wodurch sie in Weltkoordinaten definiert
wird und Teil der Umgebung ist. Abschließend verifiziert Julius die Absetzpose durch
die unabhängige Bestimmung der SSB-Pose mit Hilfe seiner Endeffektorkamera. Dafür
nutzt er das Tiefenbild und generiert daraus ein Normalenbild, das als Eingangsgrö-
ße für ein Mask R-CNN dient. Das neuronale Netz bestimmt eine Teilpunktwolke der
SSB und klassifiziert diese. Im Anschluss bestimmt ein Vergleich mit vordefinierten
Schablonen mittels ICP die SSB-Pose. Das ermöglicht es Julius , die Absetzpose zu
verifizieren. Die experimentelle Evaluierung der Absetzroutine im kommenden Kapitel
hat genau dies zu Thema. Es gilt, die vorgestellte Absetzroutine unter verschiedenen
äußeren Bedingungen und mit verschiedenen Griffelementen zu erproben.
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Abb. 4.17.: Die Absetzroutine ermöglicht es Julius SSBs sicher in seiner Umgebung zu plat-
zieren. Zum Abschluss überprüft er die Pose der SSB mit seiner Endeffektorkamera. Dabei
vergleicht er die Pose, an der er die Station absetzen wollte, mit der Pose die ein Erken-
nungsalgorithmus generiert. Dadurch kann Julius selbstständig den Erfolg der Absetzroutine
bewerten.
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5. Experimentelle Validierung von
Julius und der Absetzroutine
Nachdem in Kapitel 3 der mobile Manipulator vorgestellt wurde und Kapitel 4 eine
Methode zur Instrumentierung vorstellte, präsentiert dieses Kapitel die Erprobung des
Forschungsroboters Julius und der autonomen Absetzroutine. Für eine möglichst breite
Evaluierung führt Julius Experimente in drei verschiedenen Umgebungen aus: dem
Innenbereich, Außenbereich und unter Tage. Dabei verwendet er eine Smart Sensor
Box (SSB) mit Henkel- und eine mit Knauf-Griffelement.
Abschnitt 5.1 beschreibt zunächs,t wie der Roboter dabei vorgeht. Anschließend
zeigen die Abschnitte 5.2 bis 5.4 das präsentierte Szenario in den verschiedenen Umge-
bungen. Der Roboter agiert zunächst im Labor, wo er eine für Innenbereiche typische
Umgebung mit Tischen, Stühlen und anderen Hindernissen vorfindet. Anschließend
führt Julius dieselben Experimente im Außenbereich unter freiem Himmel durch, be-
vor er sie im Forschungs- und Lehrbergwerk (FLB) wiederholt. In jedem dieser drei
Abschnitte sind zunächst die vorherrschenden Umgebungsbedingungen und etwaige
Besonderheiten im Versuchsaufbau beschrieben. Dem schließt sich eine Schilderung der
Beobachtung während der Experimente an, bevor eine erste Auswertung stattfindet.
Diese bezieht sich auf die jeweilige Umgebung. Zum Abschluss dieses Kapitels greift
Abschnitt 5.5 die darin gewonnenen Erkenntnisse auf und diskutiert folgende Fragen:
• Bewährt sich der Aufbau von Julius?
• Welchen Einfluss haben unterschiedliche Umgebungen?
• Welche Rolle spielt dabei das Griffelement?
• Findet Julius die SSB dort vor, wo er sie abgesetzt hat?
• Woran kann das Experiment scheitern und welche Sicherheitsmechanismen fordert
dies?
• Wie autonom ist die Absetzroutine?
• Wie verlässlich platziert Julius die SSB?
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(a) Starten (b) Elaborieren (c) Erkennen (d) Annähern (e) Greifen
(f) Anheben (g) Schweben (h) Absetzen (i) Loslassen (j) Überprüfen
Abb. 5.1.: Während der Absetzroutine bearbeitet Julius sieben Teilaufgaben in zwei Pha-
sen. Dafür nutzt er seinen Roboterarm und nimmt mit ihm verschiedene Konfigurationen
an. Diese sind in den Abbildungen (a) bis (j) zu sehen und ihre Abfolge in der oberen Gra-
fik verdeutlicht. Für die Planung sind diese entweder explizit als Gelenkwinkelvektor (blaue
Schrift), oder als Endeffektor-Pose (grüne Schrift) vorgegeben bzw. berechnet. Im Falle einer
EEF-Pose verwendet Julius eine IK für die Berechnung passender Gelenkwinkel. Bei der Be-
wegung in eine Konfiguration mit orangen Hintergrund ist bei den Experimenten der Tester
aufgefordert die Trajektorie zu bestätigen. Dieser zusätzliche Sicherheitsmechanismus steht
exklusiv im Testbetrieb zur Verfügung. Sind die Kreise in der Grafik weiß hinterlegt, dann ist
die Endeffektorkamera inaktiv, da die SSB und die Hand ihr Sichtfeld verdecken.
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5.1. Beschreibung des Experiments und der
generellen Rahmenbedingungen
Das autonome Absetzen der SSB gliedert sich in sieben Teilaufgaben. Deren Ablauf
skizziert Abbildung 5.1, die sich auf Abbildung 4.1 auf Seite 63 bezieht. Am Anfang
benötigt Julius ein Kollisionsmodell von sich und seiner unmittelbaren Umgebung.
Ersteres ist a-priori bekannt und über geometrische Primitiven und 3D-Polygonnetze
definiert, vgl. Abbildung 3.12 aus Seite 55. Die Konfigurationen bzw. Gelenkwinkel,
die der Roboterarm dabei und während des Greifens einnimmt, definiert der Tester
einmalig über eine Konfigurationsdatei. Um sie zu ermitteln, kann er den Teach Pen-
dant verwenden, der ein Teach-In1 des UR 5 anbietet. Die Pose der verschiedenen SSB
auf dem Roboter in Bezug zu dessen Basiskoordinatensystem base_link parametriert
der Tester ebenfalls einmalig. Wie auch beim Roboter beschreibt ein 3D-Polygonnetz
die Geometrie der Station. Zusätzlich besteht die Möglichkeit, Symmetrieeigenschaf-
ten in Form einer affinen Transformation zu definieren. Das ermöglicht eine Änderung
der Pose bei gleichbleibender Szene und erhöht die Robustheit. Ein Beispiel für ei-
ne solche Transformation ist eine beliebige Rotation einer Kugel oder die Spiegelung
eines Würfels in seinem Schwerpunkt. Weiterhin besteht die Möglichkeit, die affine
Endeffektor-SSB Transformation zum Zeitpunkt des Greifens vorzugeben. Diese dient
als erste Abschätzung und ist eventuell aus vorangegangenen Experimenten bekannt.
Das ermöglicht eine Validierung der Absetzposition bereits in der Vorbereitungsphase
der Absetzroutine. Wenn bereits bekannt ist, wie Julius die SSB greifen wird, kann
er mittels Inverskinematik (IK) prüfen, ob eine gültige Schweben-, Absetzen- und Los-
lassen-Konfiguration existiert. Die Absetzroutine bleibt adaptiv, da Julius die Absetz-
position abhängig von der jeweiligen Umgebungssituation berechnet. Nach Ermittlung
der Zielposition gilt es die Station zu greifen und abzusetzen. Nachdem Julius die Hand
geschlossen hat, ist die Transformation zwischen Endeffektor (EEF) und SSB definiert.
Aufgrund von Toleranzen in der Bewegung des Roboterarms weicht die reale Transfor-
mation von einer Vorgabe ein wenig ab. Deswegen ermittelt Julius in diesem Schritt
die Absetzrotation erneut und wiederholt die Generation der Absetzrotation. Für den
Fall, dass die IK keine Lösung findet, nutzt Julius die vom Tester definierten Symme-
trieeigenschaften der SSB, um eine alternative Absetzen-Konfiguration zu bestimmen,
die zum gleichen Ergebnis führt. Es schließt sich das Absetzen der Station an. Am
Ende bewegt Julius seinen EEF über die SSB, um ihre Pose zu überprüfen.
Rolle des Testers während der Experimente
Jeden Aspekt des Verfahrens soll Julius eigenständig, sicher, präzise und verlässlich
ausführen. In den hier vorgestellten Experimenten agiert der Roboter autonom, wo-
bei ihn verschiedene Sicherheitsmechanismen unterstützen. Der Tester hat ständig die
Möglichkeit, durch einen Not-Aus den Arm zu stoppen und stromlos zu schalten. Der
Arm selbst überwacht die Kräfte und Momente in seinen Elektromotoren und geht
1dt. Einlernen
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bei unvorhergesehenen Abweichungen in einen Not- oder Schutzstopp. Ferner ist die
Routine auf eine Art und Weise implementiert, die es dem Beobachter erlaubt, an
zwei Stellen die geplante Bewegung vor der Abarbeitung zu prüfen. Gegebenenfalls
kann hier eine Neuplanung veranlasst werden. Diese Sicherheitsmechanismen behan-
deln Einzelfälle und sind generell nicht notwendig. Lediglich die Vorsicht im Umgang
mit der teuren Technik rechtfertigen sie. Auch der Tester ist lediglich während des
Testbetriebs anwesend. Im späteren Einsatz arbeitet Julius ohne Überwachung.
Vorbereitung - Umgebungsmodell elaborieren, Absetzposition
berechnen
Während sich Julius durch seine Umgebung bewegt, baut er sein Umgebungsmodell
kontinuierlich mit seinem 3D-LiDAR auf. Um sein Modell für das Absetzen der SSB
zu detaillieren, schwenkt er seine Farb- und Tiefenkamera (RGB-D Kamera) am End-
effektor durch seinen Arbeitsraum. Die Absetzroutine beginnt mit dem Fahren des
Roboterarms in die Starten-Konfiguration. Die erste Teilaufgabe elaboriert das Um-
gebungsmodell. Ausgehend von einer Grundkonfiguration des Arms bewegt sich dieser
durch Absenken des Endeffektors und damit der dortigen RGB-D Kamera in Richtung
Boden in eine erste von vier Elaborieren-Konfigurationen. Die Hand ist geschlossen
und erlaubt eine ungehinderte Sicht auf die Umgebung. Die wahrgenommenen Tiefen-
informationen fließen in das Umgebungsmodell ein, das zusammen mit den Modellen
der SSBs und dem Kollisionsmodell des Roboters die Planungsszene bildet. Es folgt
eine schrittweise Drehung des Roboterarms im Basisgelenk. Dabei stoppt der Arm
seine Bewegung immer wieder in Zwischenkonfigurationen. Das stellt sicher, dass die
Tiefenbilder und Stellung des Roboterarms zeitlich aufeinander abgestimmt sind. Die
Gesamtbewegung ist so gewählt, dass die RGB-D Kamera die unmittelbare Umge-
bung des Roboterarms vollständig abdeckt. Auf diese Weise erfasst die Planungsszene
etwaige Hindernisse im Arbeitsbereich des Roboterarms.
Anschließend geht der Arm in die Erkennen-Konfiguration. Diese richtet die Kamera
auf den Boden direkt vor dem Roboterarm. Damit ist im Kamerabild genau der Teil des
Bodens sichtbar, der im Arbeitsbereich liegt. Jetzt kommt einer der in Abschnitt 4.4
vorgestellten Algorithmen zur Anwendung und berechnet eine geeignete Absetzpositi-
on. Wenn die EEF-SSB-Greif Transformation vorkonfiguriert ist, kann Julius bereits
die Absetzrotation bestimmen und überprüfen, ob die notwendigen Zwischenposen zum
Absetzen erreichbar sind. Dazu gilt es mittels IK eine Konfiguration für diese Posen
zu berechnen. Scheitert dies für die Schweben- oder Absetzen-Pose, wählt der Roboter
eine alternative Absetzposition, indem er die Symmetrieeigenschaften nutzt. Ist hin-
gegen lediglich die Loslassen-Pose nicht erreichbar, versucht der Roboter diese später
zu übergehen und direkt in die Erkennen-Konfiguration zu planen. Wenn die IK eine
gültige Gelenkwinkelkonfiguration liefert, ist die erste Teilaufgabe abgeschlossen. Der
Roboter besitzt ein aktuelles Umgebungsmodell und hat eine geeignete Absetzposition
für den nächsten Schritt ermittelt.
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Ausführung - SSB greifen und auf dem Boden absetzen
Um die SSB an der Absetzposition zu platzieren, muss der Roboter sie zunächst grei-
fen. Für diesen Teilschritt sind drei Gelenkwinkelkonfigurationen vorgegeben, um die
Planung der Gesamtbewegung zu vereinfachen und damit zu beschleunigen. Das Pla-
nen einer direkten Bewegung zur Greifen-Konfiguration ist schwierig. Die Hand wäre
während der gesamten Bewegung geöffnet, was den Aktionsradius des Endeffektors
merklich einschränkt. Durch das größere Volumen am EEF verringert sich für den Pla-
ner der gültige Konfigurationsraum, was das Finden einer Lösung erschwert. Weiterhin
befindet sich die Hand vor dem Griff stets kurz vor der Kollision und damit der Planer
am Rand des gültigen Konfigurationsraums. Das ist gewollt, da Julius die Station fest
durch das Schließen der Finger in der Hand fixieren soll. Das bedeutet allerdings auch,
dass es in dieser Stellung für den Planer wenige benachbarte kollisionsfreie Stellungen
gibt. Deswegen plant Julius erst eine Bewegung in die Annähern-Konfiguration. Von
dort aus führt er eine gerade Bewegung zur Greifen-Konfiguration aus. Dann schließt er
seine Hand und verbindet den Endeffektor starr mit der SSB. Anschließend hebt er die
Station in einer geraden Bewegung nach oben in die Anheben-Konfiguration. Die An-
nähern- und Anheben-Konfiguration befinden sich nah an der Greifen-Konfiguration,
besitzen jedoch einen deutlich größeren Spielraum bezüglich ihrer Nachbarschaft im
Konfigurationsraum. Der Arm bewegt sich zunächst mit geschlossener Hand nahe an
die SSB in die Annähern-Konfiguration. Am Zielpunkt gibt es genügend Platz bzw.
kollisionsfreie benachbarte Gelenkwinkelkonfigurationen. Anschließend öffnet sich die
Hand und führt die Greifroutine aus. Da jetzt sowohl die SSB, als auch die Finger der
Hand das Tiefenbild der RGB-D Kamera am Endeffektor ausfüllen, unterbricht Julius
die Aktualisierung seines Umgebungsmodells bis zum Absetzen mit der berechtigen
Annahmen, dass sich die Umgebung in dieser Zeit nicht ändert. Das hat den positiven
Nebeneffekt, dass durch das Abschalten dieser Updates die Prozessorlast wesentlich
sinkt. Die Kamera ist allerdings weiterhin verfügbar und liefert auf Anfrage Bilder.
Für das Greifen winkelt der Roboter die beiden benachbarten Finger in einer Scher-
bewegung an. In dieser Stellung bewegt sich der Endeffektor zum Griffelement in die
Greifen-Konfiguration. Das sind im kartesischen Raum typischerweise mehrere Zen-
timeter und vom Roboter wird hier eine lineare Bewegung des Endeffektors erwartet.
Die Schwierigkeit liegt darin, dass die Station für die Planung zur Umgebung zählt und
damit als Hindernis klassifiziert ist. Die Hand darf nicht mit der Station kollidieren,
d. h. es ist kein Kontakt zwischen der Handfläche und dem Griffelement erlaubt. Hier
nutzt diese Arbeit die Präzision des UR 5 . Beim Henkel-Griffelement fädelt Julius den
alleinstehenden Finger durch den Henkel. Die Handfläche positioniert er möglichst nah
an eine der Aufwärtsstreben. Er greift die Station von der Seite. Nach Erreichen der
Konfiguration schließt sich die Hand um das Griffelement2. Die Fingergelenke legen
sich um das Griffelement und die Station gilt als gegriffen. Damit ist die Station jetzt
Teil der kinematischen Kette des Roboterarms. Zwischen Endeffektor und SSB herrscht
2Zum Greifen kehren die Finger der Hand zunächst in ihre Grundstellung zurück, bevor sie sich mit
maximaler Kraft um das Greifelement schließen.
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eine starre Transformation. Deren Berechnung zeigt Abbildung 4.12 auf Seite 82. Diese
konnte der Tester bereits a-priori konfigurieren. Julius bezieht sich ab dem Zeitpunkt
des Greifens jedoch immer auf die tatsächliche Transformation zwischen EEF und SSB.
Nachdem Julius diese in sein Modell übernommen hat, hebt er die Station in die An-
heben-Konfiguration. Die Motivation für diese Zwischenkonfiguration ist dieselbe, wie
schon zum Beginn des Greifens. Eine Bewegung zum Absetzen der Station muss nach
unten in Richtung Boden führen. Die SSB befindet sich aber auf der Kontrollbox und
kann nicht direkt nach unten bewegt werden. Deswegen fügt das Verfahren die Anhe-
ben-Konfiguration in unmittelbarer Nähe zur Greifen-Stellung. Es ist für den Planer
eine kurze Bewegung, an deren Ende mehr Bewegungsfreiheit steht. Das beendet den
Teilschritt des Greifens.
Zum Absetzen der SSB steuert der Roboter zunächst eine Pose direkt über der ange-
strebten Absetzpose an. Diese Schweben-Pose ist als Translation und Rotation gegeben.
Zur Laufzeit berechnet die IK die zur Planung notwendige Gelenkwinkelkonfigurati-
on. Anschließend plant Julius eine entsprechende Bewegung des Arms. Von Anheben
zu Schweben legt der Endeffektor die größte Distanz zurück. Hinzu kommt, dass die
SSB die kinematische Kette des Arms erweitert. Sie fließt in die Kollisionserkennung
und damit indirekt in die Planung der Trajektorie ein. Somit ist diese Bewegung die
komplexeste im gesamten Verfahren. Julius setzt die Station nicht direkt ab, da sie
dafür den Boden berühren muss. Das klassifiziert der Planer allerdings als Kollision
mit der Umgebung. Deswegen fährt Julius zunächst die Schweben-Pose 0,3m über der
Absetzen-Pose an. Julius weiß durch die Projektion der Hindernisse bei der Ermitt-
lung der Absetzposition, dass sich zwischen Schweben und Absetzen keine Hindernisse
befinden. Daher kann er die SSB durch eine gerade Abwärtsbewegung kollisionsfrei
absetzen, ohne das Umgebungsmodell explizit auf Kollision zu prüfen. Die Kollisions-
prüfung ist exklusiv in diesem Teilschritt deaktiviert. Nach dem Absetzen öffnet sich
die Hand und die SSB wird erneut der Umgebung zugeordnet, d. h. eine Transforma-
tion zwischen Weltkoordinaten und Station ersetzt die Transformation zwischen SSB
und Endeffektor.
Jetzt ist es das unmittelbare Ziel des Roboters seine Hand aus dem Bereich der SSB
zu entfernen. Gerade für das Henkel-Griffelement ist dies relevant, weil sich ein Finger
in dem Rechteck aus Griffelement und Basiselement befindet. Die Loslassen-Pose defi-
niert sich entsprechend relativ zur Pose des Endeffektors. Sie liegt leicht gedreht 0,15m
in Richtung Roboterbasis. Die Argumente für diese Zwischenpose sind dieselben, wie
für die Zwischenkonfigurationen beim Greifen. Sollten die Planer nicht in der Lage
sein eine Bewegung zur Loslassen-Pose zu planen oder die IK keine gültige Gelenk-
winkelkonfiguration liefern, überspringt die Absetzroutine die Loslassen-Pose. Damit
endet die Absetzbewegung. Ab diesen Zeitpunkt gibt die Tiefenkamera ihre Informa-
tionen wieder an die Planungsszene weiter und aktualisiert auf diese Weise erneut die
Umgebungswahrnehmung des Roboters.
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Suchen der Station im Absetzbereich und Verifizierung der Pose
Damit ist die Kernaufgabe der Absetzroutine erfüllt. Zur Verifizierung schätzt Julius
die Pose der Station im Folgenden mittels seiner RGB-D Kamera. Dafür verwendet
er das in Abschnitt 4.8 vorgestellte Verfahren. Zunächst kehrt er in die, bereits in der
Vorbereitung genutzte, Erkennen-Konfiguration zurück. Anschließend bewegt er den
Endeffektor in 0,05m Schritten nach oben, bis er die Station erfolgreich im Tiefenbild
erkennt. Von oben betrachtet ist das Ergebnis der Detektion eventuell fehlerhaft. Bei-
spielsweise das Knauf-Griffelement erscheint von oben als Kugel, was die Abschätzung
der richtigen Rotation der SSB erschwert. Daher bewegt der Arm die Endeffektorka-
mera in einer Halbkreisbewegung um die Station und nimmt verschiedene Überprü-
fen-Posen ein. Diese richten die Kamera zur mutmaßlichen Station aus und versuchen
sie zu erkennen. Da die Absetzpose der SSB bekannt ist, führt der Roboter selbst-
ständig einen Soll-Ist-Vergleich durch. Dieser bildet das Ergebnis der Experimente zur
Absetzroutine. Darin erfasst Julius die Differenz zwischen wahrgenommener SSB-Pose
und der im ersten Teilschritt berechneten Absetzpose. Die Pose umfasst neben den
xy-Koordinaten die Drehung γ.
Tabelle 5.1 fasst die einzelnen Schritte der Absetzroutine zusammen. Für jeden ist
die Aufgabe, das Ergebnis und der Zustand von Hand, sowie Tiefenkamera aufgeführt.
Während des Experiments erfasst Julius folgende Messgrößen für eine Auswertung:
• die berechnete Absetzpose für die SSB aus den Teilschritten (III, V),
• die wahrgenommene SSB-Pose zur Überprüfung im letzten Teilschritt (VII),
• Trajektorien der Einzelbewegungen, d. h. Winkelposition, -geschwindigkeit,
-beschleunigung in Abhängigkeit von der Zeit,
• Planungszeit nach welcher die Planer Lösungen für die Einzelbewegungen bereit-
stellen,
• Farb- und Tiefenbilder zu den Zwischenposen bzw. -konfigurationen,
• Winkelstellungen der Hand nach dem Greifen der SSB (IV e).
5.2. Referenzexperimente im Innenbereich
Die ersten Experimente finden im Robotiklabor statt, einer typischen Innenraumum-
gebung. Ziel ist es, die prinzipielle Machbarkeit der im vorangegangenen Abschnitt
beschriebenen Absetzroutine nachzuweisen. Die Ergebnisse und Erkenntnisse sind als
Ausgangspunkt für folgende Experimente zu sehen. Es gilt daher, kritische Punkte im
Ablauf zu identifizieren, dem Leser eine Einführung in die Auswertung zu geben und
eine Referenz für den Vergleich mit weiteren Umgebungen zu schaffen.
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(a) Absetzposition berechnen (b) Anheben der SSB
(c) Erkennen (d) Überprüfen (RGB) (e) Überprüfen (Tiefe)
Abb. 5.2.: Julius führt die Absetzroutine im Robotiklabor aus. In den ersten Experimenten
ist die Szene frei von Hindernissen (a). Später platzierte der Beobachter verschiedene Hin-
dernisse im Absetzbereich (b-e). Es ist zu sehen, dass sich die Kabel zum Endeffektor und
die Schutzhülle des Arms abhängig von der Stellung des Roboterarms verformen (a,b). Die
SSB ist klar im RGB Bild der Kamera erkennbar. Im Tiefenbild sticht vor allem das Henkel-
Griffelement hervor. Außerdem ist anzumerken, dass das Tiefenbild einen größeren Bereich
abdeckt, allerdings bei geringerer Auflösung.
Beschreibung von Umgebungsbedingungen und Versuchsaufbau
Die Bedingungen im Robotiklabor sind vergleichbar mit denen eines Großraumbüros
und repräsentativ für den Innenbereich. Eine Deckenbeleuchtung aus Leuchtstoffröh-
ren sorgt für eine gleichmäßige Ausleuchtung. Der Boden ist mit einem PVC Belag
ausgekleidet. Große Fenster sind mit Lamellenvorhängen verhangen und dunkeln einen
Großteil des Sonnenlichtes ab. Tische und Stühle bieten Arbeitsplätze an. Julius ist
seitlich an einem dieser Tische positioniert. Bei den ersten Experimenten ist der Boden
im Absetzbereich des Roboters frei von Hindernissen. Später platziert der Beobach-
ter Reifen, Absperrpfosten und Kartons in der Szene. Im Anhang auf Seite 151 in
Abbildung C.4 sind die Aufnahmen der Farbkamera am Endeffektor aus der Überprü-
fen-Konfiguration zu sehen.
Der Roboter ist nicht mit dem Büronetzwerk verbunden. Julius spannt sein eigenes
Wireless Fidelity (Wi-Fi) Netz auf. Über dieses kann der Tester die Experimente in
der 3D Visualisierungsumgebung von ROS (rViz) überwachen. Auch die Stromversor-
gung stellt Julius selbstständig über seine Akkus zur Verfügung. Für die Realisierung
der Absetzroutine nutzt Julius seine drei Rechner: julius_main, julius_util und den
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Steuerungsrechner des UR 5 , siehe Abbildung 3.10 auf Seite 51. Auf Ersterem laufen die
Robot Operating System3 [81] (ROS) Hauptinstanz, das Monitoring des Transformati-
onsmodells, MoveIt!, Objekterkennung und diverse Treiber, z. B. für den Roboterarm
und die RGB-D Kamera am Endeffektor. Auf dem Zweitrechner ist die Steuerroutine
für das Experiment ausgelagert. Außerdem findet die Ebenenerkennung und in dem
Zusammenhang die Erkennung von Hindernissen im Absetzgebiet auf julius_util statt.
Die Ergebnisse des Experiments speichert Julius in Form von serialisierten ROS Nach-
richten in einer Bag-Datei. Zwischen den Einzelexperimenten startet der Beobachter
MoveIt! neu, um stets die ursprüngliche Ausgangssituation für den Roboter zu schaf-
fen. Abbildung 5.2 gibt einen Einblick in die Szenerie. Abbildung 5.2a und 5.2b zeigen
eine Sicht von außen auf den Roboter, während Abbildungen 5.2c bis 5.2e Bilder der
RGB-D Kamera zeigen. Der in Abbildung 5.2a zu sehende Tisch ragt seitlich in den
Arbeitsbereich des Arms und stellt daher ständig ein Hindernis für dessen Trajekto-
rienplanung dar. Der Roboter steht hier beim Absetzen der Station vor der Aufgabe,
dass diese nicht mit dem Tisch bei einer etwaigen Schwenkbewegung kollidiert.
In zehn Experimenten setzt der Roboter die SSB mit Henkel- und Knauf-Griffelement
je fünfmal ab.
Durchführung und Beobachtungen während des Experiments
Als Erstes geht der Roboterarm in die vordefinierte Starten-Konfiguration. Das Um-
gebungsmodell von MoveIt! ist leer und die Hand zunächst geöffnet. Das Experiment
startet mit dem Schließen der Hand und dem Aufbau des Umgebungsmodells. Um in
die Elaborieren-Konfigurationen zu gelangen, bewegt der Roboterarm die Handgelen-
ke und das Basisgelenk. Zwischen den Elaborieren-Stellungen bewegt der Roboterarm
ausschließlich sein Basisgelenk. Dabei verfing sich einmal der Kabelstrang zum Endef-
fektor an der Basis des Roboterarms in Aufbauten des Roboters. Das Legen der Kabel
in Schlaufen konnte das in den folgenden Experimenten verhindern. Die Tiefenkamera
aktualisiert die Umgebung mit 4 fps4. Am Ende der Bewegung kennt die Planungssze-
ne die Umgebung im Arbeitsbereich des Arms. Es folgt die Betrachtung des Bodens
und die Identifikation der Bodenfläche. Unter den verschiedenen Kandidaten, wie z. B.
Tische oder Kartons, wählt Julius stets die richtige Bodenfläche. Auch die Wände und
Schranktüren erkennt der Algorithmus. Bei allen Experimenten findet der Algorithmus
eine Absetzposition in der Bodenfläche. In Einzelfällen verwarf der Algorithmus diese
zunächst, da es dem Roboterarm nicht möglich gewesen wäre, die SSB an dieser Stelle
abzusetzen. Genauer gesagt, fand die IK des Roboterarms zunächst keine gültige Ge-
lenkwinkelkonfiguration für die vorgeschlagene Absetzpose. Mit Hilfe der vorgegebenen
Symmetrieeigenschaft der SSB gelang es jedoch, eine alternative Gelenkwinkelkonfigu-
ration zu finden.
Für das Greifen der Station bewegt sich der Arm anschließend in die Annähern-
3dt. Roboterbetriebssystem
4Bilder pro Sekunde
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Konfiguration. Von dieser in die Greifen- und anschließend in die Anheben-Konfiguration
beschreibt der Endeffektor generell eine Gerade. In einem Fall wählte der Roboter eine
Kurve zum Anheben der Station. Davon abgesehen laufen sämtliche Bewegungen des
Roboterarms von der Starten- zur Anheben-Konfiguration stets nahezu identisch ab.
Der Planer findet die gleichen Trajektorien bei gleichen Anfangs- und Endkonfigura-
tionen. Auch der Griff der SSB gelang stets wie beabsichtigt. Er schafft eine starre
Verbindung zwischen Station und Endeffektor.
Für das Absetzen plant Julius autonom eine Bewegung zur Schweben- und anschlie-
ßend zur Absetzen-Pose. Erstere ist die komplexeste Bewegung im gesamten Verfah-
ren. Entsprechend benötigt der Planungsalgorithmus hier merklich mehr Zeit als für
die anderen Bewegungen. Die Bewegungen führen in fast allen Fällen die SSB über
ein Hindernis in Richtung Boden. Dieses Hindernis ist der Tisch direkt neben dem
Roboter, zu sehen in Abbildung 5.2a. In einem Fall plante Julius die Trajektorie über
die Basis des Roboterarms. Auch wenn die Bewegungen stets kollisionsfrei sind, ist der
Abstand zwischen Station und Tisch teilweise sehr eng. Beim Bewegen der Station mit
Knauf-Griffelement findet eine starke Rotation in den Handgelenken statt. Das führt
dazu, dass die Station nah an den Unter- und Oberarm gerät. Hier besteht das Risiko,
dass die Station die Schutzhülle streift. In dem Fall löst der Schutzstopp aus und nach
dessen Freigabe plant Julius den Rest der Bewegung von der aktuellen Konfiguration
aus erneut. Von der Schweben- zur Absetzen-Pose bewegt der Endeffektor die SSB stets
gerade. Beim Absetzen der Station mit Knauf-Griffelement geriet der Arm vereinzelt in
einen Schutzstopp. Das war der Fall, wenn die Zielpose minimal zu niedrig gewählt war.
Dabei war der Arm bereits innerhalb der Toleranz, sodass er das Experiment, nach der
Freigabe durch den Tester, nahtlos fortsetzen konnte. Der Griff des Henkels gestattet
in selben Fall ein Gleiten der Finger am Griffelement, was einen Schutzstopp zunächst
verhindert. Ein weiterer Unterschied zwischen Henkel- und Knauf-Griffelement ist der
Abstand zwischen Endeffektor und Bodenfläche der Station. Beim Absetzen gerät der
Arm deswegen beim Henkel näher an den Boden. Damit gelangt der Roboterarm eben-
falls näher an den Rand seines Arbeitsbereiches, was die gültigen Gelenkwinkelkon-
figurationen für den Arm verringert. Ist die Station abgesetzt, öffnet sich die Hand
und löst die Verbindung zwischen SSB und Endeffektor. Der Roboterarm befindet sich
am Rand seines Arbeitsbereiches und die Station tritt jetzt als Hindernis auf. Aus
Sicht der Planer ähnelt diese Situation dem Greifen. Das rechtfertigt die Loslassen-
Pose und sie erscheint in der Mehrzahl der Fälle notwendig. Die Hand entfernt sich
dabei vom Greifelement und schließt sich anschließend zur Faust. Dem Planer stehen
im Anschluss mehr gültige Konfigurationen nahe der Startpose zur Verfügung. Liegt
die Loslassen-Pose unerreichbar, beispielsweise in der Roboterbasis, übergeht der Al-
gorithmus diese Zwischenpose und plant direkt zur Erkennen-Konfiguration. In allen
Experimenten platziert Julius die SSB sicher auf dem Boden. In den Fällen mit vorhan-
denen Hindernissen im Absetzbereich setzt der Roboter die Station in freien Bereichen
ab.
Nach der Rückkehr des Arms in die Erkennen-Konfiguration steht das Suchen der
eben abgesetzten SSB im Fokus. Im Mittel erkennt der Algorithmus die Station mit
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Knauf-Griffelement schneller. Die Erkennung der Rotation ist bei der Knauf-SSB feh-
leranfälliger, als bei der Henkel-SSB. Die Positionserkennung ist für beide Typen von
Griffelementen stabiler. Näheres beschreibt der folgende Abschnitt.
Interpretation der Experimente und gewonnene Erkenntnisse
Nachdem Julius die verschiedenen SSB an unterschiedlichen Stellen im Robotiklabor
abgestellt hat, ist das Verfahren an sich zu beurteilen. Die Grundlage dafür bilden die
Beobachtungen während der Experimente und die während der Absetzroutine vom Ro-
boter gesammelten Messdaten. Die folgenden Einschätzungen des Testers geben seinen
subjektiven Eindruck wieder. Das größte Hindernis bei der Abarbeitung geplanter Tra-
jektorien bildet der Kabelstrang von der Kontrollbox zum Endeffektor. Zum einen kön-
nen die Kabel an der Basis des Roboterarms eingeklemmt werden, zum anderen können
sie sich um die Handgelenke wickeln. Kritisch ist, dass die entstehende Zugspannung
im Kabel nicht direkt auf den UR 5 wirkt. Daher löst der Schutzstopp nicht direkt aus.
Eine Lösung bieten im allgemeinen Kabelmanagementsysteme, die hier nicht vereinbar
mit der Schutzhülle des Arms sind. Deswegen ist bei der Vorbereitung der Experimente
der Strang in Schlaufen zu legen. Auch die Schutzhülle des Arms kann zum ungesehe-
nen Hindernis werden. Insbesondere bei Trajektorien mit gegriffener Knauf-SSB tritt
dies sporadisch auf. Wenn der Arm die SSB an seinem Ellenbogengelenk vorbei rotiert,
kann sich die Station in der Schutzhülle verfangen. Diese steht an dieser Stelle weiter
ab, um den Arm die notwendige Bewegungsfreiheit zu geben. Der Kabelstrang und die
Schutzhülle sind weiche Hindernisse, die am Arm befestigt sind und sich entsprechend
mit ihm bewegen. Daher ist es nicht möglich, deren Verformung verlässlich abzuschät-
zen und diese Information bei der Planung zu berücksichtigen. Das ist generell auch
nicht notwendig, da die Absetzroutine die Stationen ungehindert absetzt. Während der
Experimente im Innenbereich löste der Schutzstopp nicht aus und der Not-Aus wurde
lediglich einmal betätigt. Das Greifen der Stationen erfolgt stets auf die gleiche Art
und Weise. Die Finger legen sich um das Griffelement und pressen dies fest gegen die
Handfläche des Greifers. Abhängig vom Typ des Griffelements schließen sich die Finger
unterschiedlich um die Station.
Beim Henkel-Griffelement umschließen die Finger dies vollständig. Der Schwerpunkt
ist nah am Endeffektor und das beanspruchte Volumen von Hand und SSB ist klei-
ner als bei der Station mit dem anderen Griffelement. Der Henkel erlaubt weiterhin
einen Formschluss der Hand um das Griffelement. Diese Verbindung verhindert, dass
die Station bei fehlender Kontaktkraft aus der Hand fällt. Das ist beim Absetzen von
Vorteil. Verschätzt sich Julius hinsichtlich der Absetzposition in der Höhe (z), dann
kann der Henkel minimal im Griff gleiten. Wenn die Station vorzeitig den Boden er-
reicht, gleitet das Griffelement zwischen den Fingern, bis die Handfläche mit der SSB
kollidiert. Während der Experimente war keine Kollision, jedoch geringfügiges Gleiten
zu beobachten.
Da der Griff der Station mit Knauf-Griffelement anders ist, verhält sich diese auch
anders. Beim Greifen schließen sich die Finger um den Knauf und berühren die Ku-
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Abb. 5.3.: Das linke Diagramm zeigt Winkelstellungen des Roboterarms während der Ab-
setzroutine für alle Experimente im Innenbereich. Rechts ist in einem Box-Plot die Statistik
der Planungszeit für das Erreichen der Konfiguration bzw. Pose angegeben. Die Planung der
Elaboration fordert für alle Trajektorien in Summe eine Planungszeit von 22 s. Das Planen
der Trajektorie von der Schweben- in die Absetzen-Pose dauert im Mittel 16,5 s. Zwischen der
ersten gestrichelten grauen Linie und der Greifen-Konfiguration befindet sich Julius in der
Vorbereitungsphase. Die zweite gestrichelte Linie kennzeichnet den Übergang in die Erken-
nen-Konfiguration. Das Gelenkwinkeldiagramm zeigt, dass die Vorbereitungsphase oft sehr
ähnlich abläuft. Die Ausführungsphase zeigt deutliche Diversität sowohl in der Winkelstel-
lung, als auch im zeitlichen Ablauf. Das ist der Einfluss der Umgebung auf das Verfahren.
Dieser verhindert die einfache Automatisierung der Absetzroutine und fordert eine autonome
Lösung der Aufgabe.
gel und das Zylinderelement darunter. Einer fixiert den oberen Teil der Kugel, der
mittlere Finger den unteren Teil der Kugel und der letzte Finger legt sich um die
Kugel und berührt mit der Fingerspitze den Zylinder, der zum Kernelement der SSB
führt. Von außen betrachtet vermittelt der Griff einen etwas instabilen Eindruck, was
sich in den Experimenten nicht bestätigt. Der Roboterarm befördert die Station stets
sicher. Da Julius die Station über einen größeren Hebel greift, vergrößert sich indi-
rekt seine Reichweite. Das ist ein Vorteil, da sich der Endeffektor zum Absetzen der
Knauf-SSB nicht so weit absenken muss. Kollidiert die Station jedoch vorzeitig mit
dem Boden, geht der Roboter direkt in den Schutzstopp. Das ist das gewünschte Ver-
halten für Situationen, in denen unvorhergesehene Kräfte auf den Roboterarm wirken.
Im Experiment überprüfte der Tester die Roboterstellung in diesem Einzelfall. Ziel
war es, den Roboterarm in die Absetzen Konfiguration zu fahren. Diese war innerhalb
der gegebenen Toleranz von 0,01◦ erreicht, sodass die Abarbeitung fortgesetzt werden
konnte. Der ausgelöste Schutzstopp kann als voreilig interpretiert werden. Durch den
Hebel zwischen dem Boden der SSB und dem Untergrund reagiert der Arm sensibler
auf Störungen am Endeffektor. Der Schutzmechanismus des UR 5 basiert auf einem
Soll-Ist-Vergleich des Stromflusses in den Elektromotoren. Zusätzlich ist das dynami-
sche Verhalten des Arms modelliert. Die Erweiterung um die SSB zur Laufzeit ist dem
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UR 5 jedoch nicht klar. Daher interpretiert dieser die geringe Kraft mit großen He-
bel als hohe Kraft mit minimalem Hebel. Der Kraftangriffspunkt ist unbekannt, was
zu dieser Diskrepanz führt. Bei den Experimenten war dieses Verhalten exklusiv bei
der Station mit Knauf-Griffelement zu beobachten. Da es jedoch in seltenen Fällen
auftreten kann, wiegt der Toleranzvorteil des Henkel-Griffelements schwerer als der
Reichweitenvorteil des Knauf-Griffelements.
Wie bereits in den Beobachtungen geschildert, ist die Routine bis zum Anheben der
Station von der Kontrollbox des Roboters stets sehr ähnlich bis gleich. Das schafft
beim Beobachter zum einen Vertrauen, da der Roboterarm bei gleichen Bedingungen
sehr ähnliche Bewegungen ausführt. Abbildung 5.3 zeigt dieses Verhalten anhand der
Gelenkwinkelkonfiguration aller Trajektorien und der Planungszeiten. Die Elaborieren-
Bewegungen und das Anfahren der Erkennen-Konfiguration sind für das menschliche
Auge kaum unterscheidbar. Das führt allerdings auch dazu, dass die Aufmerksamkeit
abnimmt.
Nach dem Absetzen der SSB kehrt der Roboterarm in die Erkennen-Konfiguration
zurück und versucht von dort aus die Pose der Station mittels RGB-D Kamera zu
bestimmen. Für die Stationen mit Henkel-Griffelement zeigt Abbildung 5.4 die Ergeb-
nisse, selbiges zeigt Abbildung 5.5 für die SSB mit Knauf-Griffelement. Die Tabellen
in den jeweiligen Abbildungen beinhalten die zugehörigen Daten. Die unterschiedli-
chen Farben kennzeichnen unterschiedliche Experimente. Kreise markieren die von der
Planung angestrebte Absetzpose während Kreuze die von der Erkennung ermittelte Po-
se kennzeichnen. Idealerweise legen sich die Kreise und Kreuze übereinander. Das ist
für die Position in der Bodenebene für beide Griffelemente annähernd Fall. Ein Blick
auf die Datenpunkte zeigt unabhängig vom Griffelement im Mittel eine Differenz von
knapp 4,7 cm. Die dazugehörige Standardabweichung ist deutlich geringer. Eine denk-
bare Erklärung für diese Differenz ist eine Bewegung der Stationen nach dem Absetzen.
Das war nicht der Fall. Weder ist die Station gekippt, noch hat die Hand die Station
nach dem Absetzen gestoßen. Eine weitere plausible Erklärung ist ein systematischer
Messfehler der Erkennung, den das Sensorrauschen der RGB-D Kamera unterstützt.
Bei der Ermittlung des Drehwinkels der Station5 liegen beide in einem ähnlichen Ge-
nauigkeitsbereich von unter 10◦. Bei der Auswertung spielt die Symmetrie der SSB eine
Rolle. In der Draufsicht ist die Station punktsymmetrisch in ihrem Ursprung, daher
ist die Rotation von 0◦ und ±180◦ nicht unterscheidbar. Für die Vergleichbarkeit der
Ergebnisse sind alle Winkel γ→ γ%90 in das Intervall [0, 90]◦ projiziert.
Unter diesem Hintergrund schätzt der Algorithmus die Rotation in 80% der Experi-
mente im Innenbereich richtig. Das entspricht zwei Fehlschätzungen, bei denen lediglich
einmal auch die Position stärker abweicht. Es gilt, das Verhalten in den kommenden
Experimenten zu beobachten. In Abbildung 5.4 und 5.5 ist die Position relativ zur
Roboterarmbasis zu sehen. Julius bevorzugt es, bei ebenem Boden die Station im vier-
ten Quadranten des Koordinatensystems abzusetzen. Das lässt sich mit der Position
der Endeffektorkamera in der Erkennen-Konfiguration begründen. Diese ist in etwa
5Mit Drehwinkel ist hier der Gierwinkel (engl. Yaw) gegenüber der Roboterbasiskoordinatensystems
(base_footprint) gemeint. Einfacher ausgedrückt, die Drehung der Station auf dem Boden.
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Soll-Ist-Posenvergleich der SSB mit Henkel-Griffelement im Innenbereich



















nach Berücksichtigung der Symmetrie
ID x [m] y [m] γ [◦] γ%90 [◦] |dx| [m] |dy| [m] |dγ| [◦] ‖∆~txy‖ [m]
LH-1899 0.6074 −0.0533 144.7 54.67 −0.0374 −0.0428 0.8 0.0568
LH-2083 0.5760 −0.0557 146.2 56.20 −0.0138 −0.0431 1.6 0.0452
LH-2461 0.5846 −0.0638 144.6 54.63 −0.0255 −0.0415 3.6 0.0487
LH-2635 0.6047 −0.0494 147.8 57.81 −0.0496 −0.0201 2.4 0.0535
LH-2769 0.5467 −0.0562 144.7 54.67 −0.0311 −0.0236 2.3 0.0391
LH-3187 0.2118 −0.5716 82.3 82.27 −0.0492 0.0203 5.0 0.0532
LH-3614 0.2070 −0.6146 81.8 81.78 −0.0315 0.0016 2.6 0.0316
LH-3805 0.5983 −0.0454 145.6 55.65 −0.0581 −0.0208 6.4 0.0618
LH-4312 0.6272 −0.4664 114.0 24.03 −0.0155 −0.0336 55.3 0.0370
LH-4749 0.6034 −0.0558 144.0 54.03 −0.0298 −0.0291 3.7 0.0416
Henkel µ : −0.0351 −0.0239 8.37 0.0469
±σ : 0.0146 0.0300 16.57 0.0096
Abb. 5.4.: Die beiden Grafiken (oben) zeigen den Unterschied zwischen der angestrebten
Absetzpose (o) und der wahrgenommenen Absetzpose (+). Die Datengrundlage bilden die
Messpunkte in der Tabelle (unten). Dabei korrespondieren die IDs mit den Farben, die im
Polarplot von innen nach außen aufgetragen sind, z. B. grün entspricht LH-1899. Die SSB
besitzt in der Draufsicht zwei Symmetrieachsen, weswegen die Rotation auf das Intervall
[0, 90]◦ abgebildet wird. Die Position oder Orientierung des Roboters ist für den Vergleich
unerheblich.
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Soll-Ist-Posenvergleich der SSB mit Knauf-Griffelement im Innenbereich



















nach Berücksichtigung der Symmetrie
ID x [m] y [m] γ [◦] γ%90 [◦] |dx| [m] |dy| [m] |dγ| [◦] ‖∆~txy‖ [m]
LK-0516 0.7773 −0.5103 63.8 63.79 0.0358 −0.0174 1.8 0.0398
LK-0871 0.7680 −0.4964 67.0 67.01 −0.0388 0.0093 2.2 0.0399
LK-1676 0.2341 −0.6621 27.6 27.64 −0.0521 0.0181 2.4 0.0552
LK-1992 0.2385 −0.6797 29.1 29.08 −0.0197 0.0080 0.5 0.0213
LK-7356 0.6669 −0.1602 83.5 83.46 0.0249 0.1166 16.7 0.1193
LK-7708 0.6741 −0.1657 82.6 82.65 −0.0351 −0.0030 6.0 0.0352
LK-7973 0.6752 −0.1749 80.4 80.40 −0.0428 −0.0028 1.2 0.0429
LK-8234 0.6747 −0.1728 83.6 83.62 −0.0296 −0.0142 1.2 0.0329
LK-8475 0.6756 −0.1719 84.0 84.00 −0.0454 −0.0001 2.9 0.0454
LK-9272 0.5822 −0.6615 50.6 50.58 −0.0360 −0.0026 0.1 0.0361
Knauf µ : −0.0239 0.0112 3.50 0.0468
±σ : 0.0300 0.0385 4.91 0.0269
Abb. 5.5.: Die beiden Grafiken (oben) zeigen den Unterschied zwischen der angestrebten
Absetzpose (o) und der wahrgenommenen Absetzpose (+) für die SSB mit Knauf-Griffelement.
Die Tabelle darunter führt die Messpunkte auf. ID’s und Farben korrespondieren erneut, z. B.
grün entspricht LK-0516.
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über der Häufung von Absetzpositionen bei (0.6,-0.05) positioniert und betrachtet von
dort den Boden. Wenn sich keine Hindernisse in der Szene befinden, dann dient der
Schwerpunkt der erkannten Bodenfläche als Absetzposition. Daraus wird deutlich, dass
die Wahl der Erkennen-Konfiguration direkten Einfluss auf die Bestimmung der Ab-
setzposition hat. Hinsichtlich der Rotation zeigt sich ein eher einheitliches Bild. Die
Messdaten sind in Abbildung 5.4 und 5.5 dargestellt. Im relativen Vergleich zwischen
Henkel- und Knauf-Griffelement ist kein Unterschied erkennbar. In den folgenden Ex-
perimenten steht der Umgebungseinfluss auf die Absetzroutine im Fokus. Dafür dienen
die Ergebnisse hinsichtlich der erwartbaren Absetzgenauigkeit und Messfehler als Be-
zugspunkt.
Die Experimente im Innenbereich zeigen, dass Julius in der Lage ist, die SSB sicher
auf dem Boden abzusetzen. Der Erkennungsalgorithmus findet die Stationen nach einer
Suche ausgehend von der Erkennen-Konfiguration wieder. Es besteht allerdings eine
Diskrepanz zwischen der geplanten und wahrgenommenen Absetzpose. SSB mit Henkel-
Griffelement platziert die Absetzroutine tendenziell näher an der Armbasis, was mit
den unterschiedlichen Griffen und den damit verbundenen Abständen erklärbar ist. Das
bedeutet auch, dass der potenzielle Absetzbereich für die SSB mit Knauf-Griffelement
größer ist. Der Vorteil des Henkel-Griffelements liegt darin, dass die Handfläche beim
Absetzen orthogonal zur Bodenebene steht. Das erlaubt ein Gleiten des Griffelements
zwischen den Fingern im Falle eines frühzeitigen Bodenkontaktes. Der Kabelstrang
hin zum Endeffektor und die Schutzhülle des Roboterarms bilden bei der Abarbeitung
ein unkalkulierbares Hindernis für Julius . Das gilt es vom Beobachter zu überwachen.
Die Bewegungen des Arms sind in der Umschauen, Ziel ermitteln und Greifen Phase
erwartbar und hochrepetitiv. Im Folgenden ist zu beurteilen, welche Ergebnisse das
Experiment unter anderen Umweltbedingungen liefert.
5.3. Experimente im Außenbereich
Nach dem erfolgreichen Absetzen der SSB im Innenbereich, gilt es die Experimente in
einer anderen Umgebung zu wiederholen. Dafür verlässt Julius die kontrollierte Umge-
bung eines Bürogebäudes und begibt sich auf den Campus der Technischen Universität
Bergakademie Freiberg (TUBAF). Ziel dieses Wechsels ist es, den Einfluss der Umwelt
auf die Absetzroutine zu ermitteln. Die Experimente sollen den Einfluss des Untergrun-
des auf das Verfahren bestimmen. Auch die veränderte Beleuchtungssituation kann eine
Rolle spielen. Die gelernten Erfahrungen dienen der Vorbereitung für die Experimente
unter Tage. Ohne den Nachweis, die SSB erfolgreich im Außenbereich platzieren zu
können, erübrigt sich ein Wechsel ins Bergwerk.
Beschreibung von Umgebungsbedingungen und Versuchsaufbau
Wie auch bei den Experimenten im Innenbereich zuvor, agiert Julius mit eigener
Stromversorgung, Netzwerk und Rechenleistung. Die Umgebungstemperatur bewegt
sich während der verschiedenen Einzelexperimente zwischen 8 und 16 ◦C. Die Mehrzahl
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(a) Loslassen der SSB (b) Schweben-Konfiguration
(c) Erkennen (d) Überprüfen (RGB) (e) Überprüfen (Tiefe)
Abb. 5.6.: Julius setzt die SSB auf dem Campus der TUBAF ab. Dabei variiert vordergrün-
dig die Beschaffenheit des Untergrundes, vom Platzieren der Station auf Steinplatten (a) hin
zum Absetzen auf einer mit Laub bedeckten Wiese vor einem Baum (b). Die RGB-D Kamera
liefert ähnliche Resultat wie im Innenbereich. Der Infrarotanteil des Sonnenlichtes stört die
Erstellung des Tiefenbildes nicht sichtbar.
der Experimente fand am frühen Nachmittag statt. Direktes Sonnenlicht beleuchtete
entsprechend die Szene. Wenige Experimente fanden spät abends in Dunkelheit statt.
Ein größere Vielfalt existiert hinsichtlich der Orte. Um unterschiedliche Untergrund-
typen abzudecken, setzt Julius die Station auf Steinplatten, Pflastersteinen, Wiesen,
Schotter und Asphalt ab. In der im Anhang befindlichen Abbildung C.5 auf Seite 152
zeigen Bilder die Bodenbeschaffenheiten, Pflanzen und Laub in der Szene. Insgesamt
setzt Julius die Station neunmal an unterschiedlichen Orten ab. Dabei verwendet er
zweimal die SSB mit Knauf-Griffelement und siebenmal jene mit Henkel.
Der prinzipielle Ablauf des Einzelexperiments entspricht dem im Innenbereich. Den
Teach Pendant mit dem Not-Aus des Roboterarms positioniert der Tester mit seinem
Notebook neben dem Roboter. Das erlaubt es ihm, die Szene zu überwachen und
gegebenenfalls einzugreifen.
Durchführung und Beobachtungen während des Experiments
Die Umgebung nimmt Julius über seine Sensoren wahr. Das ist vordergründig die
RGB-D Kamera am Endeffektor. Bei älteren RGB-D Kameras, z. B. Microsoft Kinect,
treten starke Messfehler bei direkter Sonneneinstrahlung auf. Im Falle der hier verwen-
deten Realsense D435 ist das nicht zu beobachten, wie in Abbildung 5.7 zu sehen ist.
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(a) Elaborieren 0 (b) Elaborieren 1 (c) Elaborieren 2 (d) Elaborieren 3 (e) Erkennen
Abb. 5.7.: Die Tiefenbilder dienen als Eingabegröße für die Planungsszene. Aus ihnen leitet
MoveIt! die Umgebung des Roboters ab. Die Helligkeit im Tiefenbild codiert die Tiefe. Je
heller, desto weiter entfernt ist der Messpunkt. Die Skalierung ist abhängig von dem jeweiligen
Bild, daher sind die Bilder relativ zueinander bedingt vergleichbar.
Die Tiefenbilder nahm der Roboter während Experiment OH-7709 auf. Die Erkennung
der Bodenebene nutzt ebenfalls die Informationen der RGB-D Kamera. Abbildung 5.7e
zeigt den Blick des Roboters auf den Boden in der Erkennen-Konfiguration. Der schwar-
ze Streifen am rechten Bildrand ist auf die Konfiguration der Kamera zurückzuführen
und spielt für das Verfahren keine Rolle. Die weiße Fläche zeigt das Kopfsteinpflaster
eines Parkplatzes, der grau schattierte Abschnitt oben rechts ist ein Strauch am Rand
und die grauen Flächen am unteren Bildrand gehören zum Roboter. Lediglich letzteres
ist klar zuzuordnen. Die Feinheiten der Umgebung sind nicht im Tiefenbild erkennbar.
Im Gegensatz zum Innenbereich ist die unmittelbare Umgebung des Roboters frei
von Hindernissen. Einmal platzierte der Beobachter Julius direkt vor einem Baum,
was die einzige Ausnahme bildet. Für die Wahrnehmung und das Greifen spielte dies
jedoch eine untergeordnete Rolle, da alle damit verbundenen Bewegungen stets über der
Roboterbasis stattfinden. Erstmals lässt sich dieser gewonnene Freiraum beim Absetzen
erkennen. Julius führt die Stationen in einem seitlichen Bogen zur Schweben-Pose. Das
darauffolgende Absetzen geschieht in einer linearen Bewegung in Richtung Boden. Hier
kommt die Beschaffenheit des Untergrundes zu tragen. Bei den Stationen mit Henkel-
Griffelement existiert eine Toleranz, dank des bereits erwähnten Gleitens der Station bei
frühzeitigem Kontakt. Das Niveau der Bodenebene konnte durch die Endeffektorkamera
nicht richtig erfasst werden, da die Gräser der Wiese im Tiefenbild nicht sichtbar sind.
Beim Absetzen komprimieren sich diese unter der SSB und erhöhen das Niveau der
Bodenfläche, wodurch es eher zu Kontakt kommt. In dem Fall verhinderte das Gleiten
des Griffelements zwischen den Fingern der Hand den Schutzstopp.
Bei den SSB mit Knauf-Griffelement gerät der Roboterarm bei frühzeitigem Kontakt
mit dem Boden in einen Schutzstopp. Da die erreichte Gelenkwinkelkonfiguration im
Toleranzbereich der Planer liegt, kann Julius die Absetzroutine anschließend fortsetzen.
Während der verschiedenen Experimente variierten Temperatur und Tageszeit. Das
hatte auf Julius und dessen Abarbeitung der Absetzroutine keine feststellbare Aus-
wirkung. Auch die Experimente im Dunklen unterscheiden sich in der Hinsicht nicht
von jenen am Nachmittag. Die Stromversorgung und das Netzwerk arbeiten über den
gesamten Zeitraum von bis zu 3 Stunden ohne Unterbrechung. Insgesamt platzierte der
Roboter neunmal eine SSB auf verschiedenen Untergründen.
5. Experimentelle Validierung von Julius und der Absetzroutine 110
Interpretation der Experimente und gewonnene Erkenntnisse
Die Experimente im Außenbereich zeigen, dass die Umgebung auf die Mehrzahl der
Absetzroutinen einen geringen Einfluss hat. Die Sensorik funktioniert im selben Rah-
men, wie schon bei den Experimenten im Innenbereich. Im Raum um den Roboter gibt
es weniger Hindernisse. Das wirkt sich vorrangig beim Planen der Trajektorien zum
Absetzen aus, was ein Vergleich der Planungszeit aus Abbildung 5.3 und 5.8 zeigt. Die
Planung der Trajektorie zum Absetzen der Station geschieht im Allgemeinen schneller
als im Robotiklabor. Die Genauigkeit sinkt von 4,7 cm auf 11 cm merklich. Diese Zu-
nahme der Ungenauigkeit zeigt sich auch bei der Schätzung der Rotation. Ein Blick
in Abbildung 5.8 zeigt mit OH-7108 einen deutlichen Ausreißer in den Daten. Zur
besseren Einordnung sind im Anhang auf Seite 152 Bilder aus Sicht des Roboters nach
dem Absetzen der SSB. Die Sträucher am Boden sorgen beim Erkennungsalgorithmus
für die Stationen zu falsch positiven Erkennungen. Das führt vereinzelt zu der hohen
Differenz zwischen angestrebter und wahrgenommener Absetzposition. Die Ursachen
dafür sind im neuronalen Netz des Erkennungsalgorithmus zu suchen. Das liefert die
erste Schätzung der Stationspose, da es die SSB im Tiefenbild sucht. Bilder aus dieser
Umgebung waren kein Bestandteil des Trainingsdatensatzes, was eine Erklärung für die
falsch-positiv Erkennungen ist. Der im Anschluss stattfindende Iterative Closest Points6
(ICP) arbeitet auf der Teilpunktwolke des neuronalen Netzes, sodass es zu einer Fehl-
schätzung kommt. Zwar sind im FLB keine Pflanzen zu erwarten, Gesteinsstrukturen
können jedoch zu ähnlichen geometrischen Fehlinterpretationen führen.
Den größten Umgebungseinfluss auf das Verfahren übt der Untergrund aus. Feine
Unebenheiten, wie beispielsweise herausragende Wurzeln oder Laub, sind im Tiefen-
bild kaum erkennbar. Auch die Bodenerkennung sieht diese Hindernisse nicht. Das führt
zu Problemen beim Absetzen, da die Station frühzeitig den Boden erreicht und einen
Schutzstopp im Arm auslöst. Dies geschieht in der Minderheit der Fälle, allerdings
merklich häufiger als im Innenbereich. Die Toleranz des Henkel-Griffelements sticht in
solchen Fällen positiv hervor. Für die Kollisionsprüfung wiederum stellt diese Unge-
nauigkeit in den Sensorwerten kein Problem dar. Da MoveIt! die Messpunkte in einer
OctoMap erfasst, verschwindet der Messfehler in der Diskretisierung. Anders ausge-
drückt ist die Planungsszene so grob aufgebaut, dass der Messfehler nicht ins Gewicht
fällt.
Auch für den Tester sind die Experimente im Außenbereich eine Vorbereitung auf
die Versuche im FLB. Für ihn nimmt die Belastung im Vergleich mit der im Innenbe-
reich zu. Gerade die Dunkelheit führt dazu, dass er das Verfahren nicht mehr direkt
beobachten kann. An dieser Stelle ist es notwendig Julius in seinen Handlungen zu ver-
trauen. Damit ist gemeint, im Zweifel die Abarbeitung der Absetzroutine zu erlauben
und im Notfall die implementierten Sicherheitsverfahren agieren zu lassen. Diese Ge-
wissheit basiert darauf, dass die Absetzroutine zuvor mehrmals erfolgreich ausgeführt
wurde. Es lässt weiterhin den Schluss zu, dass eine autonome Abarbeitung notwendig
ist. Das unterstreicht den Mehrwert der Absetzroutine gegenüber geführten Ansätzen.
6dt. Iterativer nächster Nachbar
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Soll-Ist-Posenvergleich der verschiedenen SSBs im Außenbereich













































ID x [m] y [m] γ [◦] γ%90 [◦] |dx| [m] |dy| [m] |dγ| [◦] ‖∆~txy‖ [m]
OH-6077 0.6743 −0.1673 137.8 47.8 −0.0527 0.0135 69.8 0.0544
OH-6451 0.6711 −0.1712 138.2 48.2 0.0448 −0.0595 84.1 0.0745
OH-6740 0.5829 0.0047 152.3 62.3 −0.0367 −0.0241 7.3 0.0439
OH-7108 0.6527 0.0247 157.0 67.0 −0.5458 −0.0084 46.1 0.5459
OH-7709 0.7822 0.2194 166.9 79.9 −0.0559 −0.0047 2.6 0.0561
OH-8190 0.7448 −0.2021 134.3 44.3 0.1934 −0.0036 9.7 0.1935
OH-8568 0.1170 −0.7520 65.0 65.0 −0.0415 −0.0026 7.4 0.0416
OK-3864 0.6309 0.1872 −61.0 90.0 0.0000 0.0000 0.0 0.0000
OK-8881 0.6130 −0.1949 174.4 84.4 0.0000 0.0000 0.0 0.0000
Gesamt µ : −0.0549 −0.0099 25.22 0.1122
±σ : 0.1997 0.0210 32.71 0.1723
Abb. 5.8.: Julius wählt bei den Experimenten im Außenbereich häufiger Absetzposen im
ersten Quadranten. Auch benötigen die Planungsalgorithmen weniger Zeit in der Absetzen
Phase.
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Zusammenfassend ist festzustellen, dass die Umgebung für die Absetzroutine ein ge-
ringeres Hindernis als erwartet darstellt. Für die Bewegungsplanung spielt der Roboter
selbst eine entscheidendere Rolle. Julius führt die Experimente autonom im Innen-
und Außenbereich durch. Damit sind die Voraussetzungen für eine Erprobung im FLB
geschaffen.
5.4. Experimente im Forschungs- und Lehrbergwerk
Das übergeordnete Ziel dieser Arbeit ist die autonome Instrumentierung von Altberg-
bau. Für eine experimentelle Validierung der Absetzroutine ist daher die Erprobung in
einem untertägigen Bergwerk, wie dem FLB unerlässlich. Die Bedingungen sind je nach
Einsatzort unterschiedlich, wie in Abschnitt 3.1 ab Seite 34 nachzulesen. Daher finden
die Experimente an verschiedenen Stellen statt. Ziel ist es neben dem Nachweis der
Machbarkeit festzustellen, welchen Einfluss die besonderen Umweltbedingungen unter
Tage auf das Verfahren haben.
Beschreibung von Umgebungsbedingungen und Versuchsaufbau
Als Testumgebung für die Erprobung der Absetzroutine dient die erste Sohle7 des FLB.
Der Roboter führt SSBs mit verschiedenen Griffelementen mit, die es gilt, kollisionsfrei
im Bergwerk zu platzieren. Eine SSB besitzt das in Abschnitt 3.2 auf Seite 45 vor-
gestellte Henkel-Griffelement, die andere das Knauf-Griffelement. Die Gestaltung des
Bergwerks ist keinesfalls homogen. Es gibt ein ausgeprägtes Spektrum von gut aus-
gebauter hin zu schroffer, unwegsamer Umgebung. Um dieses zu erfassen, finden die
Experimente an vier verschiedenen Orten auf der ersten Sohle statt.
1. Schulungsraum (R): ähnlich dem Innenbereich, Holzboden, gleichmäßig ausge-
leuchtet mit Tischen, die Wände sind mit Spritzbeton verkleidet und der Raum
ist beheizt
2. Lehrpfad (L): betonierter Untergrund, schroffer Fels an dem sich Feuchtigkeit
bildet, vereinzelte Lichtquellen beleuchten die Szene, Temperatur 10◦
3. Strecke (S): Gang im Bergwerk mit Schienen, keine Beleuchtung, schlammiger Un-
tergrund, vereinzelte Pfützen, schroffe Felswände und kondensierende Luftfeuchte
4. Sprengbereich (A): Roboter an fünf Seiten vom Fels umgeben, keine externe Be-
leuchtung, Tropfwasser, steiniger Untergrund
An allen vier Orten führt Julius je 10 Experimente mit SSBs mit Henkel- und Knauf-
Griffelement durch. Abbildung 5.9 gibt einen Einblick in die Bedingungen. Weitere
Farbbilder sind in Abbildung C.7 auf Seite 153 im Anhang zu finden.
7bergm. Höhenlage eines Streckensystems, hier vergleichbar mit einer Etage eines Gebäudes
8bergm. Gesamtheit aller untertägigen künstlichen Hohlräume (Grubenbaue) eines Bergwerks
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(a) Elaborieren im Abbau (A) (b) Schweben im Lehrpfad (L)
(c) Erkennen in der Strecke (S) (d) Überprüfen (RGB) (e) Überprüfen (Tiefe)
Abb. 5.9.: Julius setzte die verschiedenen SSBs an unterschiedlichen Stellen im FLB ab.
Dabei wechseln Beleuchtungssituation und Umgebung, um ein möglichst breites Spektrum
der Bedingungen unter Tage abzudecken. Während die Umgebung im Schulungsraum des
Lehrpfades ähnlich zu den Bedingungen im Innenbereich erscheint, zeigen spätere Experimente
im Sprengbereich die Diversität der Grube8. Ein Lichtsystem an der Kamera unterstützt die
Ausleuchtung der Szene in (a) und (b) maßgeblich.
Die Experimente unter Tage beginnen im Schulungsraum. In diesem ist das umgeben-
de Gestein mit Spritzbeton verkleidet und der Boden ist eben. Weiterhin ist er beheizt
und beleuchtet. Damit bildet er eine Umgebung, die mit der im Büro vergleichbar ist.
Abbildung 5.9b zeigt den Roboter nahe dem Schulungsraum im Lehrpfad des FLB.
Das ist der zweite Ort, an dem Julius Experimente durchführt. Der Boden bzw. die
Sohle ist betoniert, während der umgebende Fels in Beschaffungsart und Querschnitt
repräsentativ für das Bergwerk ist. Im dritten Schritt setzt der Roboter die Stationen
in der Nähe von Schienen. Dazu platziert er sich beim Sprengbereich. Hier findet sich
eine für das Bergwerk typische Umgebung, ohne externe Beleuchtung mit Pfützen und
unbetonierten Boden. Für die finalen Experimente platziert sich Julius direkt in der
Stelle des Bergwerks, wo regelmäßiger Vortrieb stattfindet. An dieser Engstelle kann
er seinen Arm kaum seitlich von sich positionieren und ist darauf angewiesen, die SSB
über das Basisgelenk zu bewegen. Genauere Ausführungen zu den Bedingungen im un-
tertägigen Bergbau mit dem Fokus auf das FLB sind in Abschnitt 3.1 auf Seite 34 zu
finden.
5. Experimentelle Validierung von Julius und der Absetzroutine 114
Durchführung und Beobachtungen während des Experiments
Die Experimente im FLB finden teils in beleuchteten, teils in unbeleuchteten Bereichen
statt. Wie bereits in der Laborumgebung und unter freiem Himmel ist für die Planung
der Trajektorien bis zur Anheben-Konfiguration kein Unterschied erkennbar. Auch die
Beleuchtungssituation hat keinen merklichen Einfluss auf den Aufbau des Umgebungs-
modells. Das ist der Fall, da die RGB-D Kamera einen Emitter bei der Erstellung der
Tiefenbilder zusätzlich zur Kamera verwendet. Außerhalb des gut bewetterten Lehr-
pfades bildet sich Feuchtigkeit, die beispielsweise am Gestein kondensiert und einen
dünnen Film bildet, der nach unten abfließt. Auf dem Roboter bildet sich während des
mehrstündigen Aufenthaltes kein Kondenswasser. Die Feuchtigkeit kondensiert lediglich
auf der Oberfläche, wenn der Roboter aus einer kälteren Umgebung in die untertägige
Umgebung einfährt. Das ist beispielsweise in den Wintermonaten bei Temperaturen
am Schachtgebäude von unter 10 ◦C der Fall. Das Tiefenbild der RGB-D Kamera zeigt
keine merkbaren Unterschiede in Abhängigkeit der Umgebung. Einzig die teilweise vor-
handenen Pfützen am Boden stören das Tiefenbild. Da der Sensor an diesen Stellen
keinen Wert ermittelt, sind sie klar im Bild erkennbar und werden entsprechend von
den Algorithmen behandelt. Die Temperatur hat außerdem einen Einfluss auf die Ar-
beitszeit des Roboters. Nach circa 4 Stunden signalisierte der Roboter einen Abfall der
Spannung in den Akkus. Das ist ein Indiz für eine baldige Entladung, daher wurde der
Akku getauscht, was problemlos gelang. Zu diesem Zeitpunkt waren die Experimente
bereits abgeschlossen und es stand lediglich der Rücktransport bevor.
Im Fokus der Experimente steht die autonome Bewegung des Roboterarms. In der
Vorbereitungsphase ermitteln die Planungsalgorithmen stets die erwarteten Trajekto-
rien. Damit entsteht beim Tester der Eindruck, die Bewegungen des Roboterarms in
diesen Phasen zu kennen. Beispielsweise führen die Bewegungen während der Elabo-
rieren-Konfigurationen stets lediglich zu einer Änderung des Basisgelenkwinkels. Diese
Routine führt beim Tester zu einer Nachlässigkeit in der Aufmerksamkeit. Während
eines Experiments verfing sich der Kabelstrang, welcher von der Kontrollbox des Ro-
boters zum Endeffektor des Arms führt, in einem Aufbau an der Armbasis. Der Tester
brach das Experiment in diesem Einzelfall durch Betätigung des Not-Aus ab.
In den übrigen Experimenten findet Julius stets die plausibelste Bodenfläche. Wäh-
rend eines Experiments ist der Roboter so zwischen den Schienen positioniert, dass
er leicht nach oben9 neigte. Der Erkennungsalgorithmus fragmentierte den Boden in
diesem Fall in drei benachbarte Ebenen. Die Schienen bildeten die Grenzflächen da-
zwischen. Das ist erwähnenswert, weil auch eine Fläche mit den Schienen als Hindernis
denkbar ist. Der Algorithmus wählte die Ebene inmitten der Schienen aus. In der
Ebene selbst existierte kein weiteres Hindernis. Deswegen ist der Rand der Bodenebe-
ne als Hindernis zu betrachten. Die angestrebte Absetzpose lag folglich inmitten der
Schienen, siehe Abbildung 5.9d. Die leichten Unebenheiten im Boden beeinflussen den
Erkennungsalgorithmus in keinem der Experimente merklich. Tatsächliche Hindernisse,
z. B. eine bereits abgesetzte SSB, erkennt der Algorithmus und bezieht sie mit ein. Die
9d. h. der Pitch bzw. Nicken-Winkel der Roboterbasis liegt im Intervall[π6 , 0]
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Anpassung der Rotation für die Zielpose liefert die erwarteten Ergebnisse.
Beim Greifen der SSB vom Roboter treten keine unerwarteten Ereignisse auf. In
einem der Experimente plante der Roboter das Anheben der Station in einer unvorher-
sehbaren Bewegung. Die SSB mit Henkel-Griffelement soll Julius gerade nach oben10
heben. In einem Fall wählte der Planungsalgorithmus statt der linearen Bewegung im
kartesischen eine Bahnkurve zwischen Start- und Zielkonfiguration.
Das Absetzen verläuft im gut ausgebauten Bereich des Bergwerks stabil. Der Ro-
boter setzt die Station planar auf dem Boden. In einigen Experimenten ermittelte der
Algorithmus eine Absetzpose am Rande des Arbeitsbereiches des Roboterarms. Auch
wenn die Posen unmittelbar über dem Absetzpunkt und am Absetzpunkt im Konfi-
gurationsraum des Arms lagen, konnte der Planer keine Trajektorie zwischen diesen
ermitteln. Dies geschah ebenfalls vereinzelt, wenn der Roboter die Station mit dem
Knauf-Griffelement nah an seinen Rädern abstellte und anschließend versuchte, die
Freigabe-Pose zu erreichen. Bei einem Experiment, in denen Julius diese Zwischenpose
nicht explizit ansteuerte, kam es zu Kollisionen der Finger mit dem Knauf-Griffelement.
Präziser formuliert, stieß der Roboter die Station mit seiner Hand nach dem Absetzen
um. Im Vergleich Umgebung und Roboter bildet die Roboterbasis das größere Hindernis
für die Planung.
Mit dem Wechsel des Ortes in den unausgebauten Bereich des Bergwerks, d. h. in die
Strecke und den Sprengbereich, ändert sich auch die Beschaffenheit des Untergrundes
wesentlich. Hier führte das Absetzen der Station vereinzelt zu einem Schutzstopp. In
diesen Fällen hatte die Station kurz vor Ende der Absetztrajektorie bereits Kontakt
mit dem Boden. Während das bei der Station mit Knauf-Griffelement unmittelbar zum
Auslösen des Stopps führt, zeigt das Absetzen der Station mit Henkel-Griffelement
hier die bereits angesprochene Toleranz, sodass der Stopp nicht auslöste. Dabei ist ein
Gleiten der Station in den Fingern der Hand zu beobachten. Nach einer Freigabe des
Schutzstopps bei der SSB mit Knauf-Griffelement, setzt der Roboter die Abarbeitung
von der Absetzpose aus fort.
Das Überprüfen der SSB-Pose im Anschluss verläuft hinsichtlich der Trajektorienpla-
nung wie geplant. Der Roboterarm positioniert den Endeffektor über der geschätzten
Pose der SSB. Anschließend bewegt sich der Arm quer11 darüber. Dabei passt er die
Rotation an, sodass der Endeffektor in Richtung des Ziels zeigt. Die Schätzung des
Erkennungsalgorithmus stimmt nicht immer mit der tatsächlichen Pose der Station in
der Realität überein. Während der Algorithmus die Position oft verlässlich ermittelt,
schätzt er die Rotation aus verschiedenen Perspektiven abhängig unterschiedlich ein.
Die Erkennung der Pose der Station mit Henkel-Griffelement funktioniert dabei stabi-
ler als der Station mit Knauf. Allerdings findet der Algorithmus die Station mit Knauf
öfter und zeitiger im Tiefenbild.
Tabelle 5.2 führt die Erfolgsquote der Experimente im FLB auf. Der Kabelstrang
zum Endeffektor führte beim ersten Experiment im Schulungsraum zum vorzeitigen
Abbruch, da er sich um die Gelenke des Arms wand und damit durch seine Zugspan-
10positive z-Achse im Basiskoordinatensystems des Roboters
11entlang der y-Achse des Basiskoordinatensystems des Roboters
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Henkel 2/3 3/3 2/2 3/4 10/12
Knauf 1/1 4/5 1/3 4/5 10/14
Σ
3/4 7/8 3/5 7/9 20/26
75% 87.5% 60% 77.7% 76.9%
nung den Schutzstopp verursachte. Julius setzte die SSB im Lehrpfad einmal zu nah
an seiner Basis ab. Zusätzlich war seine Bewegungsfreiheit stark eingeschränkt, da er
orthogonal zur Gangrichtung stand. Der Roboter fand keinen kollisionsfreien Weg aus
dieser Stellung, weil er sich diesen mit der Station versperrt hat. Weiterhin stieß die
Hand einmal die Station um, als die Finger das Knauf-Griffelement nach dem Abset-
zen berühren. Die restlichen vorzeitigen Abbrüche in der Strecke und im Sprengbereich
verursachte der Mensch durch einen Notstopp. In diesen Fällen war es für den Tester
fraglich, ob der Arm mit dem Fels kollidiert oder nicht. Die Dunkelheit erschwerte die-
se Entscheidung maßgeblich. Im Zweifel übernahm der Mensch die Verantwortung und
brach ab. Es bleibt offen, ob die Bewegung zur Kollision geführt hätte oder nicht.
Die Mehrzahl der Experimente führt zu einem erfolgreichen Absetzen der Station im
FLB. Die Station befindet sich um Schluss an der geplanten Pose. Letztendlich kehrt
der Arm in die Such-Stellung zurück und überprüft die Pose der SSB.
Interpretation der Experimente und gewonnene Erkenntnisse
In Tabelle D.4 auf Seite 156 sind die Datenpunkte für die Experimente im FLB auf-
geführt. Es besteht kein offensichtlicher Unterschied zwischen den SSB mit Henkel
und denen mit Knauf-Griffelement. In drei Fällen erkennt der Algorithmus die Station
nach dem Absetzen nicht. Diese Datensätze kennzeichnet das NaN in den Spalten dx
von Tabelle D.4. In der im Anhang befindlichen Abbildung C.7 auf Seite 153 sind die
SSB jedoch zu sehen. Einmalig erkannte der Algorithmus eine Ansammlung von Geröll
fälschlicherweise als SSB. Diese falsch positiv Erkennung ist seltener als die falsch nega-
tiv Klassifizierungen. Anders ausgedrückt erkennt der Roboter die SSB eher nicht, als
sie falsch zu erkennen. Im Mittel besteht eine Diskrepanz zwischen geplanter und wahr-
genommener Absetzposition von 6,35 cm mit einer Standardabweichung von 9,36 cm.
Für eine bessere Einordnung dieser statistischen Kenngrößen lohnt sich ein Blick auf
die Verteilung in Abbildung 5.10 und Abbildung 5.11.
Die Verteilung der Absetzposition in der Bodenebene folgt dem bereits bekannten
Muster. Häufig war im Absetzbereich kein Hindernis erkennbar und Julius platzierte
die Station zentral. Das erklärt die Häufung um (0.65,−0.2). Die Erkennung der Bo-
denebene dominiert im Wesentlichen die Festlegung der Absetzposition und damit auch
die Absetzpose. Die Rotation leitet sich wiederum aus der Relation von Absetzposition
zur Basis des Roboterarms ab. In keinem der Experimente schlug das Erkennen der
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Soll-Ist-Posenvergleich der verschiendenen SSBs im FLB




















nach Berücksichtigung der Symmetrie
Abb. 5.10.: Links sind die angestrebten und wahrgenommenen Absetzpositionen dargestellt.
Auf der rechten Seite selbiges für die Rotationen um die Bodennormale. Die Kreise visualisie-
ren die angestrebten Absetzposen und die Kreuze die von der Erkennung ermittelten Posen.
Wie schon in den vorangegangenen Experimenten zeigt die Absetzroutine einen Vorzug für
den vierten Quadranten. Oft platzierte Julius die SSB mittig im Absetzbereich.
Bodenebene fehl.
Der Tester überwacht die Absetzroutine. In den vorangegangenen Experimenten
führten die repetitiven Bewegungen zu einer kognitiven Ermüdung. Das ist bei den Ex-
perimenten im FLB nicht unbedingt der Fall. Im Schulungsraum oder auch im Lehrpfad
erinnert die Umgebung noch entfernt an das Robotiklabor. Spätestens die Experimente
im Sprengbereich und der Strecke fordern eine höhere Aufmerksamkeit. Das Wieder-
holen bekannter Abläufe gibt ein Gefühl der Sicherheit. Ohne dieses Vertrauen in die
Planer der Open Motion Planning Library12 [95] (OMPL) wäre die Abarbeitung öfter
frühzeitig gestoppt worden. Da die Absetzroutine aber keinen Unterschied zwischen
1 cm und 1m Abstand zum Fels macht, führen viele Trajektorien die SSB während
der Absetzbewegung unweigerlich nahe am umgebenden Berg vorbei. Die Dunkelheit
stellt für Julius kein besonderes Hindernis dar. Der Tester sieht darin schon eher ein
Problem. Er hat es schwer, den Roboter im Blick zu behalten und vorausschauend des-
sen Verhalten abzuschätzen. Die Absetzroutine läuft autonom ab, was an dieser Stelle
entlastet, da der Tester lediglich vermeintlich schwierige Trajektorien prüft.
Mit dem autonomen Absetzen der SSBs im FLB ist ein Kernziel dieser Arbeit er-
reicht. Julius hat seine Untertagetauglichkeit in diversen Experimenten nachgewiesen
und liefert Erkenntnisse über den Einsatz eines mobilen Manipulators im Altbergbau.
12dt. Freie Bewegungsplanungsbibliothek
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Statistik des Soll-Ist-Posenvergleichs im FLB



































































Abb. 5.11.: Ein Blick auf die Differenzen zwischen Absetzpose und wahrgenommener SSB-
Pose zeigt, wie sicher Julius die Station wiederfindet. Neben dem Boxplot zeigen Histogramme
der einzelnen Größen die Verteilung während der Experimente im FLB. Die rote Linie ent-
spricht der unparametrierten Kerndichteschätzung. Die Histogramme verwenden je 8 Klassen
für die insgesamt 20 Datenpunkte. Position und Rotation sind verlässlich bestimmbar.
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Absetzposen der verschiedenen SSBs im allen Umgebungen



















nach Berücksichtigung der Symmetrie
Abb. 5.12.: In der Übersicht aller Absetzpositionen und -rotationen sind Daten aus den
Experimenten mit Henkel-Griffelement als Quadrat und jene mit Knauf-Griffelement als Raute
gekennzeichnet. Die Farben unterteilen die verschiedenen Umgebungen, Blau = Innenbereich,
Magenta = Außenbereich, Grün = Bergwerk. Die Grafik links zeigt, dass die Absetzposition
unabhängig von Griffelement und Umgebung ist und den vierten Quadranten bevorzugt. Auf
die Rotation hat weder das Griffelement, noch die Umgebung einen entscheidenden Einfluss,
was der Polarplot rechts zeigt.
5.5. Diskussion
Konzentrierten sich die Betrachtungen der Ergebnisse bisher auf die jeweilige Um-
gebung, gilt es jetzt den Bezug zwischen ihnen herzustellen und die übergreifenden
Sachverhalte zu diskutieren. Ziel ist es, die am Anfang des Kapitels gestellten Fragen
zu beantworten. Die Grundlage dafür bilden die in den Experimenten gesammelten
Daten und Erfahrungen.
Bewährt sich der Aufbau von Julius?
Julius entstand mit dem Ziel, regelmäßig und langfristig im untertägigen Bergbau zu
arbeiten. Über mehrere Jahre fuhr er mehrmals ins FLB ein und verbrachte teilweise
mehrere Tage im Bergwerk. Das weist nach, dass sein Konzept die Anforderungen
erfüllt. Der Akku liefert trotz niedriger Temperaturen ausreichend Kapazität für das
Experimentieren. Für den Fall der frühzeitigen Entladung lässt er sich einfach vor Ort
tauschen, was an verschiedenen Stellen in Anspruch genommen wurde. Die RGB-D
Kameras und Light Detection and Rangings (LiDARs) liefern auch bei Dunkelheit
verlässliche Umgebungsmodelle. Der Arbeitsbereich des Roboterarms reicht aus, um
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die Stationen zum einen von der Kontrollbox zu greifen, aber auch sie auf dem Boden
abzusetzen. Julius ist in seinen Abmessungen hinreichend kompakt, um Großteile der
ersten Sohle zu erkunden und im Förderkorb ins Bergwerk ein- und auszufahren.
Verbesserungspunkte sind in der Aufhängung zu finden. Diese ist starr. Das führte
z. B. beim Überqueren von Schienen dazu, dass der Roboter mit ein bis zwei Räder
kurzzeitig die Bodenhaftung verlor. Auch ist die Roboterbasis dann nicht mehr par-
allel zum Boden. Eine Federung wäre eine praktische Lösung. Der Kabelstrang von
der Kontrollbox zum Endeffektor stellt vereinzelt für die Bewegung des Arms eine
Einschränkung dar. Ein Kabelmanagementsystem kann hier helfen. In diesem Zusam-
menhang spielt auch die Schutzhülle des Arms eine Rolle. Diese ist notwendig, um den
Bedingungen unter Tage während eines langfristigen Einsatzes zu trotzen. Wenn die
Schutzhülle nicht zwingend notwendig ist, sollte darauf verzichtet werden.
Die Bewegungsfreiheit des Arms mit diesen Schutzmaßnahmen war immer noch aus-
reichend, um die SSB autonom im Bergwerk zu platzieren. Damit ist der Aufbau des
Roboters praktisch erprobt. Julius ist untertagetauglich.
Welchen Einfluss haben unterschiedliche Umgebungen?
Während der Absetzroutine spielt die Umgebung beim Aufbau des Umgebungsmodells,
dem Ableiten der Bodenebene und der Verifizierung der Absetzpose eine Rolle. Bei
jedem dieser Punkte dient die RGB-D Kamera als Eingabegerät. Frühere Modelle wie
beispielsweise die Kinect 360 hatten Probleme mit Sonnenlicht, da dessen Infrarotanteil
die Messverfahren deutlich störte. Das war bei der Realsense D435 nicht zu beobachten.
Ob der Roboter im Innenraum, Außenbereich oder Bergwerk agiert, ist aus der Güte
der Bilder nicht ersichtlich. Es sind eher die Objekte, die abhängig von der Umgebung
auftauchen, die einen gewissen Einfluss ausüben. Gräser, Pfützen und kleine Äste sind
im Tiefenbild nicht direkt erkennbar. Gleiches gilt für kleinere Steine oder Abdrücke im
Schlamm des Bergwerks. Das Umgebungsmodell ist mit einer Höchstauflösung13 von
8 cm so grob, dass diese Feinheiten nicht ins Gewicht fallen.
Die Ermittlung der Absetzposition basiert auf der Punktwolke der Endeffektorka-
mera. Entscheidend für die Absetzposition ist die Wahl der Bodenfläche. Experimente
im FLB zeigen, dass der Algorithmus dazu tendiert zusammenhängende Flächen zu
fragmentieren, wenn es Hindernisse gibt, die diese schneiden. Diese Unterteilung führt
zur Betrachtung einer Teilfläche anstatt des gesamten Bodens. Dies ist ein Vorteil,
da die Verarbeitung geringerer Datenmengen zu einer kürzeren Rechenzeit führt. Für
komplexere Bodenstrukturen kann daraus zukünftig ein Nachteil erwachsen. In dem
Fall ist eine Vereinigung benachbarter Flächen unter Berücksichtigung der Grenzen
als Hindernisse denkbar. Das war in den gezeigten Umgebungen nicht notwendig und
deutete sich lediglich in einem Experiment an.
Für den Einfluss der Umgebung auf den Erkennungsalgorithmus der SSB zeichnet
Abbildung 5.15 ein klares Bild. Im Labor arbeitet die Posenbestimmung am verläs-
slichsten. Hin zum Bergwerk nehmen die Ausreißer zu. Interessant ist, dass der Median
13Dieser Wert ist der empirisch ermittelte Kompromiss zwischen Genauigkeit und Rechenzeit.
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und der Mittelwert der Schätzung immer stärker divergieren. Die Ursache dafür sind
Fehldetektionen. Im Bergwerk tritt dies in einem Fünftel der Fälle auf. Für die Erken-
nung sehen Steinansammlungen am Boden dem gelernten Modell der SSB hinreichend
ähnlich. Diese Fehlklassifikation führt zu einer falschen Teilpunktwolke für den ICP,
der dadurch keine Möglichkeit hat, die korrekte Transformation zu bestimmen. Auch
die folgenden Schritte in der Absetzroutine können das nicht einfangen, da die RGB-D
Kamera stets in Richtung der falsch klassifizierten Stelle blickt. Hier ist die Integration
statistischer Schätzer im Sinne von Bayes-Filtern denkbar. Steigt die Unsicherheit über
einen Schwellwert, verwirft der Algorithmus die ursprüngliche Annahme und detektiert
neu. Erste Versuche mit diesem Ansatz haben gezeigt, dass lediglich in ca. 20% ein bes-
seres Ergebnis entsteht. Dem entgegen steht der deutlich höhere Zeitaufwand. Daher
ist es sinnvoller, die Erkennungsrate des neuronalen Netzes zu verbessern.
Neben den allgemeinen Umgebungseinflüssen, wie beispielsweise dem Verlust von
Akkukapazität durch die sinkende Außentemperatur oder eingeschränkte Kommuni-
kation durch den massiven Fels, spielten in den finalen Experimenten die verengten
Querschnitte eine Rolle. Diese nahmen sichtlichen Einfluss auf die Planung der Absetz-
bewegung, insbesondere dem Übergang von Anheben zu Schweben . Bis dato schwenkte
der Arm die Station seitlich zur Zielpose, da das Kollisionsmodell dies zuließ. Bei engen
Querschnitten, die in den Arbeitsbereich des Arms eindringen, ist das nicht möglich.
Der Roboter erkennt das und plant folglich eine Bewegung über das Basisgelenk des
Roboterarms. Julius setzt die Station auch bei engen Querschnitten erfolgreich ab und
bewegt den Roboterarm sicher.
Der Boden ist lediglich bei den Experimenten im Außenbereich von größerer Bedeu-
tung. Dort löste der Schutzstopp bei dem Absetzen der SSB mit Knauf-Griffelement
wegen vorzeitigem Kontakt zwischen Station und Boden aus. Im Innenbereich ist er
eben und stellt keine Herausforderungen an die Absetzroutine. Unter Tage im FLB ist
es ortsabhängig. In Bereichen mit lehmigem Untergrund erhöht sich die Toleranz, weil
Julius die Station leicht in den Boden pressen kann. An Orten mit Gestein oder verfüll-
tem Abraum14 als Untergrund detektiert die Bodenerkennung konsequent eine Ebene.
Diese entspricht in dem Fall nicht der kompletten Bodenfläche, reicht jedoch aus um
die SSB darin zu platzieren. Wesentlicher für das Absetzen ist das Zusammenspiel von
SSB-Griffelement und Hand.
Welche Rolle spielt beim Absetzen das Griffelement?
Es ist eine prinzipielle Bewertung des Griffs15 möglich. Abbildung 5.13 zeigt, dass die
Hand die SSB abhängig vom Griffelement stets gleich greift. Die aktuierten Fingerge-
lenke stoppen stets in den gleichen Stellungen und schließen die Hand sicher um das
Griffelement. Das versetzt Julius in die Lage zu entscheiden, ob er eine Station sicher
gegriffen hat.
14bergm. Ungewünschtes abgebautes Material das unter Tage zum Ausfüllen und begradigen verwen-
det wird
15hier ist die Stellung der Finger während des Greifens und nicht das Griffelement gemeint



































































Abb. 5.13.: Die Hand besitzt zum Umschließen des Griffelements mit ihren Fingern vier
aktuierte Gelenke. Deren Stellung nach dem Schließen beschreibt den Griff. Die Box-Plots
zeigen, dass die Hand das Griffelement stets gleich greift. Die Standardabweichung in den
Gelenken liegt im Mittel unter einem Grad. Das Scherengelenk steuert das Gelenk zwischen
Finger I und Finger II und ist unabhängig vom Griffelement. Die übrigen Gelenke stoppen
bei Kontakt und greifen so die SSB.
(a) Henkel (b) Knauf
Abb. 5.14.: In der direkten Gegenüberstellung zeigen die beiden Griffelemente verschiedene
Vorteile. Der Griff des Henkels ermöglicht das Gleiten des Griffelements in der Hand. Der
Griff des Knaufs schafft einen größeren Abstand zum Boden der SSB.
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Die Auswertung der Experimente in Tabelle 5.3 zeigt, dass die Wahl des Griffele-
ments wesentlich über den Erfolg der Absetzroutine entscheiden kann. Grund dafür
ist die durch den Griff entstehende starre Verbindung zwischen Hand und Station,
d. h. die affine Transformation zwischen Endeffektor und SSB. Diese fällt beim Henkel-
Griffelement 11 cm kürzer aus als beim Knauf-Griffelement. Das Volumen aus Hand
und Station ist entsprechend kleiner. Diese Kompaktheit birgt den Nachteil, dass der
Roboterarm die Hand näher an den Boden bringen muss. Das Knauf-Griffelement pro-
fitiert von dem größeren Abstand im Zusammenspiel mit der Rotationsbestimmung.
Die Station wird stets so abgestellt, dass der Abstand von Griffangriffspunkt und Basis
des Roboterarms minimal ist. Deswegen ist der kartesische Abstand zwischen Roboter-
basis und Endeffektor im Falle des Knauf-Griffelements immer kürzer als im gleichen
Fall für das Henkel-Griffelement. Der Griff mit Knauf bietet einen Reichweitenvorteil.
Der entscheidende Unterschied zwischen beiden liegt allerdings darin, wie eine Gegen-
kraft an der Bodenfläche der SSB auf den Griff wirkt. Im Falle des Knauf-Griffelements
wirkt die Kraft zum Großteil direkt auf den Arm. Größerer Abstand bedeutet größerer
Hebel und damit eine Verstärkung der Wirkung auf den Roboterarm. Deswegen lösen
die Schutzmechanismen des Arms eher aus. Der Griff mit Knauf führt zu einer erhöh-
ten Empfindlichkeit. Im Gegensatz dazu wirkt die Gegenkraft beim Henkel-Griffelement
parallel zur Kontaktfläche und orthogonal zur Handfläche. Das führt zu einem Gleiten
des Griffelements in der Hand, bis der Handballen auf die Basis der Station trifft. Ab
diesem Punkt wirkt die Gegenkraft auf den Roboterarm, wenn auch über einen deut-
lich kürzeren Hebel. Der Griff am Henkel-Griffelement bietet eine höhere Toleranz beim
Absetzen. Die Sicherheit des Griffs hinsichtlich dem Bewegen der Station während des
Greifens und Absetzen spielt vom genannten abgesehen bei beiden keine wesentliche
Rolle. Daher ist die SSB mit Henkel-Griffelement der mit Knauf-Griffelement generell
vorzuziehen.
Findet Julius die SSB dort vor, wo er sie abgesetzt hat?
Mit der Frage nach der Verlässlichkeit im Absetzen, geht die Erwartung einer gewissen
Genauigkeit einher. Der Roboter soll die Station dort vorfinden, wo er sie absetzen
wollte. Da der Roboter die Station autonom absetzt, entscheidet er selbst, wo das ist.
Es liegt daher nahe, dass Julius selbst prüft, wo sich die Station befindet. Die Dif-
ferenz zwischen Erwartung und Beobachtung dient als Kenngröße für die Sicherheit.
Abbildung 5.15 zeigt den Abstand hinsichtlich der Position in der Bodenebene. Ein
Vergleich zwischen Median (rote Linie in den Box-Plots) und Mittelwert zeigt eine
deutliche Abweichung beider. Das ist ein Hinweis auf Ausreißer. Außerhalb des Innen-
bereichs steigt der Mittelwert und die Standardabweichung merklich an. Wie in den je-
weiligen Kapiteln bereits erwähnt, ist die Ursache dafür falsch-positiv Klassifizierungen
des neuronalen Netzes im Erkennungsalgorithmus. Der Roboter platziert die Stationen
daher nicht falsch, sondern detektiert sie in der Früherkennung an der falschen Stelle.
Eine Verbesserung des Erkennungsalgorithmus wird direkt zu einer Verbesserung der
Differenz von Erwartung und Beobachtung führen.


























Ort |dx| [cm] |dy| [cm] ‖~txy‖ [cm]
Henkel 5.7± 11 2.8± 5.3 7.2± 11
Knauf 3.6± 4.7 3.2± 5.6 5.8± 6.6
Innen 3.5± 1.2 2.3± 2.6 4.7± 2.0
Außen 11± 17 1.3± 1.9 11± 17
Bergwerk 3.0± 5.7 4.7± 8.1 6.3± 9.4
Gesamt 4.5± 5.4 3.0± 4.6 6.5± 7.7
Abb. 5.15.: Julius erkennt die SSB abhängig von der Umgebung auf 5 cm bis 11 cm genau.
Das Griffelement hat auf die Positionserkennung keinen signifikanten Einfluss. Unter Tage
weichen Median und Mittelwert deutlich voneinander ab. Die Erklärung dafür und für die
hohe Standardabweichung sind falsch positiv erkannte SSBs in der Bergwerksumgebung.
Woran kann das Experiment scheitern und welche
Sicherheitsmechanismen fordert dies?
Die Absetzroutine scheitert bei einem vorzeitigen Abbruch, bevor der Roboter die Sta-
tion absetzt. Eine mögliche Ursache ist die ungeplante Kollision des Roboterarms oder
der SSB. Um das zu verhindern sind drei Sicherheitsmechanismen integriert. Zunächst
prüft ein Planer die Bewegung des Arms von der Startkonfiguration in die Zielkonfigu-
ration auf Kollision. Dazu verwendet dieser das Umgebungsmodell der Planungsszene.
Findet der Planer in der verfügbaren Zeit keine Lösung, so findet keine Abarbeitung
statt. Das bedeutet in der Umkehrung, dass die Planung jede ausgeführte Bewegung als
kollisionsfrei erachtet. Die zweite Sicherheitsebene ist im Roboterarm implementiert.
Dieser geht in eine Schutzabschaltung, wenn der Roboterarm in einem seiner Motoren
eine Abweichung feststellt. In dem Fall stoppt der Arm die Bewegung und verharrt in
dieser Stellung. An dieser Stelle prüft der Tester die Stellung und gibt sie frei, oder
bricht das Experiment ab. Dieses Verhalten ist reaktiv und wird erst ausgelöst, wenn
die Kollision stattfindet. Der Tester hat zusätzlich die Möglichkeit, die Abarbeitung
per Not-Aus zu stoppen. In dem Fall schaltet der Roboterarm seine Gelenke stromlos
und die mechanischen Verriegelungen des Arms greifen. Aus Sicht der Absetzroutine
findet in dem Fall folgendes statt: Der Planer schlägt eine Trajektorie vor und übergibt
diese zur Abarbeitung an den Treiber des Roboterarms. Dieser kommuniziert den früh-
zeitigen Abbruch der Bewegung an den Planer. Daraufhin plant dieser die Bewegung
zum Ziel mit der aktuellen Ausgangssituation neu. Nach der Freigabe des Not-Stopps
fährt die Absetzroutine fort.
Die Experimente scheitern ebenfalls, wenn der Planer für eine Teilbewegung keine
Trajektorie findet, die Start- in Zielkonfiguration überführt. Als Ursachen dafür können
eine ungültige Startkonfiguration, Singularitäten zwischen beiden oder eine ungültige
Zielkonfiguration verantwortlich sein. Die Ausgangskonfiguration kann sich in Kollisi-
on befinden, wenn die RGB-D Kamera die Schutzhülle am Roboterarm erkennt. Die-
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se ist nicht Bestandteil des Kollisionsmodells des Roboters und deswegen ordnet die
Planungsszene den Messwert der Umgebung zu. Es besteht hier die Möglichkeit das
komplette Umgebungsmodell zu leeren und die Abarbeitung erneut zu starten. Singu-
laritäten entstehen, wenn für eine kurze Bewegung des Endeffektors große Entfernungen
im Gelenkwinkelraum gefordert werden. Das tritt typischerweise im Randbereich des
Arbeitsraums auf. Daher ist es am besten, diesen Bereich erst gar nicht in Anspruch zu
nehmen. Wenn die Zielkonfiguration durch den Roboterarm prinzipiell nicht erreichbar
ist, ist sie ungültig. Oft liegt die Zielpose dann außerhalb des Arbeitsbereiches. In dem
Fall nutzt das Verfahren die Symmetrie der SSB und rotiert den Griffangriffspunkt
um deren Zentrum. Das verschiebt die Zielpose für den Endeffektor in den Arbeitsbe-
reich. Daraufhin ermittelt die IK eine gültige Gelenkwinkelkonfiguration für dieselbe
Absetzposition. Außerdem ist die RGB-D Kamera in der Erkennen-Konfiguration so
auf den Boden gerichtet, dass ein Großteil im Arbeitsbereich des Arms liegt. Doch auch
wenn eine Lösung existiert ist fraglich, wie schnell der Planer diese findet. Deswegen
nutzt die Absetzroutine während der Planung verschiedene Zeitintervalle von 1 s bis
32 s. Sollte ein Planer auch dann noch keine Lösung generieren, tauscht das Planungs-
verfahren den Planer gegen eine Alternative aus der OMPL. Bei besonders kritischen
Bewegungen findet ergänzend eine Freigabe durch den Tester statt. Die Experimente
zeigten, dass diese meist unnötig ist. Vereinzelt lehnt der Tester die vorgeschlagene
Trajektorie ab und lässt sie neu planen. Das erlaubte dem jeweiligen Planer dieselbe
Aufgabenstellung mit mehr Planungszeit zu bearbeiten. Nicht in jedem Fall generierte
das eine neue oder, nach den Gesichtspunkten des Testers, bessere Lösung. Meist gab
er die Trajektorie meist trotzdem frei. Dabei spielte es bei der Entscheidung auch eine
Rolle, wie oft und damit wie lange Julius bereits das Problem betrachtete. Der Roboter
handelt objektiv und rational. Bei dem Tester spielen auch andere Gesichtspunkte eine
Rolle, z. B. Sicherheit, Geduld, Vertrauen in die eigene Einschätzung und Fähigkeiten
des Roboters.
Wie autonom ist die Absetzroutine?
Beim Absetzen der SSB gibt der Tester den Rahmen vor, in dem Julius agiert. Was der
Roboter absetzen soll und wo er es transportiert, parametriert der Tester einmalig für
die Absetzroutine. Wie und in welcher Bewegung Julius die Station bewegt und wo er
sie absetzt, entscheidet der Roboter eigenständig. Ein Eingreifen des Testers im Rah-
men der Sicherheitsmechanismen war lediglich in 10% der Fälle notwendig. Die bereits
angesprochenen Schutzmechanismen bieten hier eine gewisse Stabilität oder Robust-
heit. In den restlichen 90% der Experimente löste Julius die Aufgabe selbstständig.
Er reagiert dabei dynamisch auf die Umgebung und Hindernisse. Optional überspringt
der Planer Zwischenposen, d. h. die Loslassen-Pose, wenn die entsprechende Konfi-
guration nicht erreichbar ist. Weiterhin wählt der Roboter die Absetzpose so, dass er
die Symmetrie der Station nutzt, um den Arm ergonomisch zu positionieren. Dabei
ist auch eine gewisse Weitsicht vorhanden. Beim Bestimmen der Absetzpose prüft die
Absetzroutine mittels IK, ob eine gültige Gelenkwinkelkonfiguration für Schweben und
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Abb. 5.16.: Der Box-Plot zeigt die Abarbeitungszeiten innerhalb der Absetzroutine für alle
Experimente. Links sind zunächst die Zeitpunkte relativ zum Beginn der Routine für wichtige
Konfigurationen im Verfahren aufgeführt. Rechts daneben ist die Dauer der verschiedenen
Abschnitte aufgefürt, vgl. Tabelle 5.1 auf Seite 97. Am rechten Rand schließt die Gesamtzeit
der Absetzroutine die Grafik ab. Die Statistik beinhaltet alle Experimente für beide Typen
von Griffelement.
Absetzen existiert. Dass das Verhalten nicht statisch und stets gleich abläuft, zeigt
Abbildung 5.16. Die Abarbeitung dauert 2 bis 3,5 min. Am Anfang findet die Bewe-
gungsplanung schnell Lösungen. Ab dem Moment, wo die Hand die Station greift und
so die kinematische Kette erweitert, ist nicht mehr klar vorhersagbar, wie lange die
Planung dauert. Das setzt sich in den folgenden Schritten fort. Dieses Planen ist der
Kernausdruck der Autonomie. Die verschiedenen Planungszeiten zeigen, dass es keine
trivialen Probleme sind, die der Planer bearbeitet.
Die autonome Abarbeitung ist insbesondere im Bergwerk notwendig. Während der
Tester im Innenbereich, wie dem Robotiklabor die Experimente noch uneingeschränkt
überwachen kann, ändert sich das spätestens im FLB. Die Dunkelheit und der enge
Querschnitt erschweren die Beobachtung von außen so weit, dass es keine Alternative
zum autonomen Absetzen der SSB gibt. Der Einfluss des Menschen beschränkt sich
auf die Parametrierung im Vorfeld.
Wie verlässlich platziert Julius die SSB?
In circa 81% der Experimente setzte Julius die SSB sicher und ohne nennenswerte
Probleme ab. Die übrigen Fälle scheitern nicht unbedingt. In 8% der Fälle brach der
Tester die Absetzroutine vorzeitig ab, da er unsicher war, ob die Bewegung des Ro-
boterarms sicher ist. Julius hätte ohne diese Intervention die Abarbeitung autonom
fortgesetzt. In 3% der Fälle ist entweder die Schutzhülle des Roboterarms oder der
Kabelstrang zum Endeffektor die Ursache für den Abbruch. Das Bodenniveau verhin-
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Abb. 5.17.: Während der Experimente zur experimentellen Validierung der Absetzroutine
platzierte Julius die SSB an verschiedenen Orten. Der Innen-, Außenbereich und das Bergwerk
bieten ein breites Feld an unterschiedlichen Einflüssen. Der Roboter setzt die Station autonom
ab und findet sie anschließend mit einer Genauigkeit von 6.5± 7.7cm wieder.
Tab. 5.3.: Erfolgsquote der Experimente zur Absetzroutine
Griffelement Vermeidbare Fehlerquellen Σ
Henkel Knauf Aufbauten Mensch Niveau
Labor 10/10 10/10 20/20 = 100%
Draußen 7/8 2/6 1 2 2 14/14 = 100%
Bergwerk (R) 2/3 1/1 1 - 4/4 = 100%
Bergwerk (S) 3/3 4/5 - 7/8 ≈ 88%
Bergwerk (L) 2/2 1/3 1 - 4/5 ≈ 80%
Bergwerk (A) 3/4 4/5 2 - 9/9 = 100%
Σ 27/30 22/30 2/60 5/60 2/60 58/60
in % 90% 73% ≈ 3% ≈ 8% ≈ 3% 97%
derte die Fortsetzung der Absetzroutine in 3% der Experimente im Außenbereich. Da
im Anschluss ein Konfigurationsparameter dieses Problem direkt löst, tritt der Fehler
im Bergwerk nicht mehr auf. In Tabelle 5.3 sind diese drei Fehlerkategorien aufgeführt,
für die technische Lösungen existieren. Der Tester kann die Fortsetzung erlauben. Das
Design von Schutzhülle und passenden Kabelmanagementsystem liegt außerhalb des
Fokus dieser Arbeit und ist technisch möglich. Die Ungenauigkeit in der Niveauschät-
zung löst ein Konfigurationsparameter. Darüber hinaus kollidierte der Roboter einmal
mit dem Bergwerk und stieß einmal die SSB nach dem Absetzen um. Mit den genannten
Lösungen erreicht die Absetzroutine eine Erfolgsquote von 97%.
Die Experimente zum autonomen Absetzen der SSB in unterschiedlichen Umgebun-
gen beantworten die Fragen vom Anfang des Kapitels. Julius ist untertagetauglich und
durch den mehrfachen Einsatz im FLB über Jahre hinweg erprobt. Eine alternative
Schutzverkleidung des Roboterarms und ein entsprechend angepasstes Kabelmanage-
mentsystem würden den Aufbau weiter verbessern. Die Umgebung hat einen unterge-
ordneten Einfluss auf die Absetzroutine. Einzig bei der Erkennung der SSB entstanden
durch das neuronale Netz vereinzelt Fehlklassifizierungen, die auf mangelnde Testda-
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ten zurückzuführen sind. Im direkten Vergleich von Henkel- und Knauf-Griffelement
fällt beim Absetzen der Toleranzvorteil stärker ins Gewicht als der Reichweitenvorteil.
Deswegen ist das Henkel-Griffelement besser. Bei der Erkennung wiederum ist kein Ein-
fluss des Stationstyps erkennbar. Wenn das Experiment scheiterte, dann meist durch
einen Not-Aus. Dabei von Scheitern zu sprechen ist leicht irreführend. Der Tester un-
terbricht das Verfahren, weil ihm die vorgeschlagene Lösung zu unsicher erscheint. Der
Roboter berechnet in seinen Neuplanungen jedoch dasselbe Ergebnis, da keine Kollisi-
on feststellbar ist. Um diesen Konflikt zwischen dem Sicherheitsgefühl des Beobachters
und der wiederkehrenden Lösung des Roboters zu entspannen, ist ein Aufblähen des
Kollisionsmodells denkbar. Das führt zu einem größeren Abstand, schränkt jedoch die
Bewegungsfreiheit des Arms weiter ein. Eine nähere Betrachtung der Autonomie zeigt,
dass Julius in schwierigeren Situationen mehr Zeit zum Planen aufbringt. Der Roboter
ist auch in der Lage das Geplante stets umzusetzen. Die experimentelle Validierung
zeigt, dass in 97% der Fälle Julius die SSB autonom absetzen kann. Wenn der Roboter
darüber hinaus den Ort für das Absetzen der Station wechseln und die Routine er-
neut auszuführen darf, lässt sich die Erfolgsquote weiter verbessern. Zusammengefasst
wächst die Erkenntnis, dass Julius in der Lage ist das Bergwerk zu instrumentieren.
Die Voraussetzungen dafür sind durch die Aufbauten, Softwarepakete und Algorithmen
gegeben.
5.6. Zusammenfassung
Die experimentelle Validierung von Julius weist nach, dass er in der Lage ist die SSBs
sicher und autonom in verschiedenen Umgebungen abzusetzen. Während der Experi-
mente im Innen-, Außenbereich und Forschungs- und Lehrbergwerk speicherte er die
berechnete Absetzpose, Planungsparameter, Griffkonfigurationen und die wahrgenom-
mene SSB-Pose. Das bildet die Grundlage für einen breiten Vergleich der Robustheit
des Verfahrens gegenüber verschiedener Umweltweinflüsse. Zusätzlich platzierte Julius
SSBs mit verschiedenen Griffelementen. Während der Experimente sind unterschiedli-
che Vorteile festzustellen. Mit dem Knauf-Griffelement besitzt Julius eine leicht größere
Reichweite. Das Henkel-Griffelement erlaubt eine höhere Toleranz beim Absetzen und
macht das Verfahren robuster. Da Robustheit wichtiger als Reichweite ist, bildet das
Henkel-Griffelement die Standardlösung. Im Sonderfall bildet das Knauf-Griffelement
eine gangbare Alternative. Um die Präzision zu bewerten und abzusichern, dass Julius
die SSB wie angedacht platziert, verifiziert er die SSB-Pose am Ende jedes Experiments.
Dieser Vergleich zwischen berechneter Absetzpose und wahrgenommener SSB-Pose er-
höht die Sicherheit des Verfahrens. In der Mehrzahl der Fälle findet Julius die Station
an der abgesetzten Position vor. Die Schätzung der Rotation erreicht im Allgemeinen
nicht dieselbe Genauigkeit. Insgesamt ist eine zentimetergenaue Erkennung zu erwar-
ten. Nach der quantitativen Auswertung des Soll-Ist-Vergleichs zwischen Absetzpose
und wahrgenommener SSB-Pose schließt sich eine qualitative Diskussion an. Julius ist
mit dem vorgeschlagenen Aufbau und Softwaresetup für den langfristigen Einsatz im
untertägigen Altbergbau geeignet. Die Umgebung hat auf die autonome Absetzroutine
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weniger Einfluss, als auf die Wahl der Sensoren, Aktoren und Ausrüstung. Wesentli-
cher ist die Wahl des Griffelements. Einen leichten Vorteil bietet im Allgemeinen das
Henkel-Griffelement. Bei der Detektion der Sensorstationen ist eine zentimetergenaue
Erkennung zu erwarten. In den seltenen Fällen, in denen die Absetzroutine vorzei-
tig abbricht, ist der Mensch der Grund. Er vertraut der vorgeschlagenen Trajektorie
nicht und befürchtet eine Kollision mit der Umgebung. Ob die Trajektorie in dem Fall
tatsächlich zur Kollision geführt hätte, ist unklar. Im Zweifelsfall entschied sich der Be-
obachter für den sicheren Abbruch. In insgesamt 81% der 60 Experimente setzt Julius
die Station autonom ab. 16% der Experimente enden aufgrund minimaler technischer
Hürden vorzeitig oder werden durch den Tester vorzeitig beendet. Lediglich zweimal
scheiterte die autonome Absetzroutine, was einer Erfolgsquote von 97% entspricht.
Julius bewältigt die autonome Instrumentierung von Altbergbau sicher, präzise und
zuverlässig.
Abb. 5.18.: Julius weist mehrfach seine Untertagetauglichkeit durch den Einsatz im FLB
nach. Er setzt dabei die SSBs im Schulungsraum, Lehrpfad, der Strecke und Sprengbereich
ab. Dabei steht stets die Sicherheit und Robustheit im Mittelpunkt.
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6. Zusammenfassung
Durch den Zugang zum Forschungs- und Lehrbergwerk (FLB) bietet sich die selte-
ne Möglichkeit einen mobilen Manipulator für den untertägigen Bergbau zu entwickeln
und bereits während der Entwicklung immer wieder in einer repräsentativen Umgebung
zu erproben. Mobile Manipulatoren werden bisher vorrangig im Innenbereich, wie z. B.
in Lagerhäusern, Haushalt oder Industrieanlagen eingesetzt. Dort kombinieren sie die
Vorteile einer mobilen Basis, die es ihnen erlaubt ihren Arbeitsort zu verändern, mit
der Fähigkeit verschiedene Objekte und Werkzeuge mit ihrem Manipulator präzise zu
handhaben. Ausnahmen wie die Mars-Rover der National Aeronautics and Space Ad-
ministration1 (NASA) zeigen, dass das Konzept mobiler Manipulator auch in extrem
schwierige Umgebungen anwendbar ist. Diese Dissertation geht diesen Schritt für den
untertägigen Altbergbau. Julius ist ein mobiler Manipulator konzipiert für den Ein-
satz unter Tage. Er ist mit Smart Sensor Boxen (SSBs) ausgestattet. Dabei handelt
es sich um generische Transportbehälter, die abhängig von der Zielstellung mit un-
terschiedlicher Sensorik und Kommunikationstechnik bestückt sind. Die Aufgabe von
Julius ist es, die SSBs im FLB zu verteilen. Das gibt einen Einblick in die Fähigkeiten
eines mobilen Manipulators unter Tage, identifiziert Herausforderungen, zeigt welche
Anpassungen bekannter Techniken notwendig sind und stellt Aspekte heraus, bei de-
nen Neuentwicklungen für bekannte Fragestellungen erforderlich sind. Julius soll eine
Alternative zum Bergmann anbieten in Momenten, in denen für dessen Gesundheit ein
zu hohes Risiko besteht. Das setzt den Rahmen für diese Arbeit.
Den Ausgangspunkt bildet die Studie autonomer mobiler Manipulatoren in der Indu-
strie und Robotikwettbewerben. Dabei werden Trends und Standards im Forschungs-
gebiet deutlich, z. B. ist das Robot Operating System2 [81] (ROS) eine wichtige Soft-
warekomponente moderner Roboter. Auf dem Markt existieren ebenfalls verschiedene
Sensoren, Roboterarme und Endeffektoren die prinzipiell geeignet sind. Die Aufgabe ist
es aus diesen Komponenten einen Prototyp zusammenzustellen, der die herausfordern-
den Bedingungen des Altbergbaus bewältigt. Der Anwendungsfall, an dem das Konzept
evaluiert wird, ist das Platzieren der SSBs im FLB. In dem Szenario transportierte Ju-
lius die Station zum Einsatzort und steht vor der Aufgabe sie selbstständig an einer
geeigneten Stelle abzusetzen. Dieses Vorgehen beschreibt die autonome Absetzroutine.
Ein wichtiger Punnkt bei der Entwicklung von Julius und der Absetzroutine ist das
kontinuierliche Testen im FLB.
Mit diesen Voraussetzungen begegnet diese Arbeit den in Kapitel 1 formulierten
Kernbeiträgen: eine Anforderungsanalyse des Altbergbaus, um ein belastbares Konzept
1dt. Nationale Aeronautik- und Raumfahrtbehörde der USA
2dt. Roboterbetriebssystem
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für die Entwicklung von Julius zu erstellen; die Realisierung des Konzeptes als Prototyp
für den Einsatz im FLB; die Entwicklung einer autonomen Absetzroutine mit der Julius
das Bergwerk instrumentiert und die experimentelle Validierung des Verfahrens und
mobilen Manipulators unter Tage.
Für die Absetzroutine ist es notwendig eine geeignete Stelle im Arbeitsbereich des
Arms zu finden. Aus drei grundsätzlich unterschiedlichen Algorithmen kann Julius den
passenden wählen. Für das Absetzen spielt zudem die Rotation der SSB auf dem Boden
eine wesentliche Rolle, da dieser Freiheitsgrad Julius erlaubt seinen Arm ergonomisch
auszurichten, was oft das Absetzen erst ermöglicht. Dabei spielt neben den Symmetrie-
eigenschaften der SSB, auch die affine Transformation zwischen SSB und Hand eine
wichtige Rolle. Die beiden verschiedenen Griffelemente (Henkel, Knauf) erlauben un-
terschiedliche Griffe. All dies fasst eine einheitliche Absetzroutine zusammen, die in
Abgrenzung zu einer vollständig automatisierten Lösung, ihre Umgebung einbezieht
und adaptiv auf die Beschaffenheiten vor Ort reagiert. Das zeigen die Experimente in
Kapitel 5, bei denen Julius die SSBs in drei verschiedenen Umgebungen insgesamt 60
mal platziert mit einer Erfolgsquote von 97%.
6.1. Erkenntnisse dieser Arbeit
Julius ist für den langfristigen Einsatz im untertägigen Altbergbau geeignet. Das zei-
gen neben den hier aufgeführten Experimenten auch zahlreiche Erprobungen während
seiner Entwicklung. Dieser Prozess verdeutlicht ebenfalls, dass die Beschaffenheiten
des Bergwerks an sich und insbesondere der Zugang zum Einsatzgebiet, wesentlichen
Einfluss auf den Aufbau des Roboters nehmen. Julius begibt sich, wie der Bergmann
und andere Technik auch, mittels Transportkorb am Schacht Reiche Zeche unter Tage.
Damit sind seine Abmessungen durch diesen Korb definiert, die Schienen und Gleis-
anlagen im FLB geben die Bodenfreiheit vor. Weitere Einflüsse entstehen durch den
Modernisierungsstand und die Art des Bergwerks. Es ist wesentlich, ob es sich um ein
Salz-, Kohle- oder im Falle des FLB Erzbergwerk handelt. Das ehemalige Silberberg-
werk fordert von Julius u. a. einen allgemeinen Schutz gegen Feuchtigkeit, ein eigenes
Lichtsystem, robustes Design und eigene Kommunikationsinfrastruktur.
Vor dem Absetzen der SSB steht Julius vor der Aufgabe eine geeignete Postion zu
finden. Dabei spielt es nicht nur eine Rolle, wo er die Station in seinem Arbeitsbereich
absetzt, sondern auch mit welcher Rotation. Diese beeinflusst die Position der Hand
während des Absetzens, da diese die SSB fest im Griff hat. Dabei hat Julius das Ziel
seine Hand zwischen Armbasis und Absetzposition zu bewegen. Außerdem liefert die
Symmetrie der SSB beim Absetzen die Möglichkeit unterschiedliche Rotationen für
die gleiche Absetzposition zu generieren. Die in dieser Arbeit vorgeschlagenen SSBs
besitzen zwei Symmetrieachsen. Das hilft Julius beim Berechnen der Gelenkwinkel des
Arms für das Erreichen der Absetzpose.
Einen weiteren Einfluss nimmt die Art der SSB. Hier steht Julius vor der Wahl zwi-
schen Henkel- und Knauf-Griffelement. Das Henkelelement erlaubt einen formschließen-
den Griff, bei dem sich die Finger komplett um den zylindrischen Teil legen. Außerdem
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führt der Griff zu einem kompakten Volumen, der die Hand sehr nah an die SSB führt.
Ein Bonus ist die Flexibilität beim Absetzen der Station. Da die Wirkungslinie der
Kontaktkraft senkrecht zur Bodennormale steht, gleitet das Griffelement zwischen den
Fingern, wenn die Station frühzeitig den Boden berührt. Beim Knaufelement greift
Julius die Station an der Kugel am Ende des Griffelements. Das schafft einen großen
Abstand zur Bodenfläche der Station. Dieser Hebel verstärkt jedoch die Kraftwirkung
am Endeffektor. Außerdem ist das Volumen deutlich größer, als beim Henkelelement.
Der Vorteil ist die Vergrößerung der Reichweite für die Absetzposition. Im direkten
Vergleich überwiegen die Vorteile des Henkel-Griffelements.
Im Hinblick auf die Software sind existierende Verfahren für Umgebungsmodell und
Bewegungsplanung des Roboterarms ausreichend. Die Anpassung an Julius als mobilen
Manipulator erfolgt durch das Parametrieren der Verfahren. Diese Generalität kombi-
niert mit dem modularen Softwareaufbau erlaubt es Julius zur Laufzeit, das heißt vor
Ort in der jeweiligen Situation für die derzeitige Planung, einen beliebigen Planer aus
einer Bibliothek (OMPL) zu wählen. Das gibt dem Verfahren Robustheit, da Julius
nicht auf seinen Standardplaner limitiert ist, sondern in Ausnahmesituationen alterna-
tive Lösungsverfahren wählen kann.
Um das Absetzen der SSB zu verifizieren, überprüft die Absetzroutine die SSB-Pose
abschließend. Dabei detektiert eine Kombination aus neuronalem Netz und ICP die
Station im Tiefenbild der Endeffektorkamera. Der Sensor ist unabhängig von der Be-
leuchtungssituation und liefert im Innen-, Außenbereich und unter Tage Ergebnisse,
die es erlauben die SSB zentimetergenau zu lokalisieren. Damit besitzt Julius die Fä-
higkeit feststellen, ob seine berechnete Absetzpose mit der wahrgenommenen SSB-Pose
übereinstimmt. Das erhöht die Sicherheit, da klar ist, ob die Absetzroutine erfolgreich
war.
Julius bewegt sich seit 2015 regelmäßig im FLB mit verschiedenen Aufbauten und
Aufgaben. Während dieser Zeit erkundete er teleoperiert und autonom verschiedenen
Bereiche und diente als Forschungsplattform zur Datenakquise und Validierung der
Absetzroutine. Die Experimente zeigen, dass der Roboter in der Lage ist selbstständig
komplexe Routinen auszuführen bei denen ein Tester höchstens beobachtend teilnimmt.
Julius ist untertagetauglich. Das bezieht sich insbesondere auch auf die Sensorik. So-
wohl die LiDAR, als auch die RGB-D Kameras liefern stabile Daten und erlauben
Julius seine Umgebung wahrzunehmen. Die Adaption darauf basierender Algorithmen
ist prinzipiell möglich, die Erkennung der SSB durch ein neuronales Netz ist hier ein
Beispiel. Die Überprüfung der SSB-Pose nach dem Absetzen durch Julius liefert eine
zuverlässige Schätzung von Position und Orientierung der Station.
Die Aktorik von Julius arbeitet ebenfalls stabil. Während des Greifens der SSB
durch die anthropomorphe Hand nehmen die Motoren in den Fingergelenken stets eine
ähnliche Stellung ein. Diese ist abhängig vom Griffelement und erlaubt es den Typ der
gegriffenen Station auf Basis dieser Gelenkstellung zu identifizieren. Darüber hinaus
kann Julius auf diese Weise feststellen, ob er eine Station wie vorgesehen gegriffen hat.
Damit ist eine erste Grundlage für die Propriozeption und damit die Evaluierung des
Griffs geschaffen.
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Die Experimente im Innen-, Außenbereich und unter Tage stellen die Erkenntnis-
se dieser Arbeit auf ein breites Fundament. Die Absetzroutine und Julius als mobiler
Manipulator können mit den verschiedensten Umgebungseinflüssen umgehen. Das geht
so weit, dass der Grund für den vorzeitigen Abbruch vereinzelter Experimente (8%)
beim Tester lag. Für diesen sind die Bewegungen des Roboterarms mit gegriffener SSB
in der Umgebung nicht mehr einfach nachzuvollziehen. Die Dunkelheit, enge Quer-
schnitte und Ermüdung bringen den Tester an seine kognitiven Grenzen. An diesem
Aspekt wird deutlich, dass die Autonomie für die Anwendung von mobilen Manipu-
latoren im Altbergbau notwendig ist. Die Aufgaben sind schlichtweg zu komplex und
ermüdend, als dass der Tester sie mittels Teleoperation bewerkstelligen könnte. Für
eine reine Automatisierung wiederum ist die Umgebung zu unterschiedlich, was ein
adaptives autonomes Verfahren fordert, das die lokalen Begebenheiten mit einbezieht.
Daher ist die hier präsentierte autonome Lösung für die Instrumentierung des Altberg-
baus die gangbare Alternative zur manuellen Verteilung der SSBs durch den Bergmann
in Situationen, in denen ein unvertretbares Risiko besteht.
6.2. Fazit
Die Europäische Kommission nutzt Technology Readiness Level3 [20] (TRL) zur Klas-
sifizierung der Entwicklung in Forschungsprojekten. Diese reichen von TRL 1 „basic
principles observed“ bis TRL 9 „actual system proven in operational environment“.
Diese Dissertation entwickelt mit Julius ein Konzept (TRL 2), erprobt dies im FLB
(TRL 3), entwickelt mit der Absetzroutine eine Technologie zur autonomen Instru-
mentierung und verifiziert diese im Innenbereich (TRL 4), Außenbereich (TRL 5) und
demonstriert sie erfolgreich unter Tage (TRL 6). Für den Bergbau schafft dies den Pro-
totypen eines mobilen Manipulators für den langfristigen Einsatz im Altbergbau und
eine Vorlage für die Entwicklung nachfolgender Generationen von Robotern. In der
Robotik schließt Julius die Lücke zwischen Untertagerobotern und den mobilen Mani-
pulatoren aus Industrieanwendungen und zeigt, dass Roboter auch in dieser widrigen
Umgebung sicher, robust und selbstständig handeln können. Julius ist in der Lage bei
vollkommener Dunkelheit autonom eine SSB an einer vorher selbst gewählten Stelle
abzusetzen und sein Ergebnis eigenständig zu verifizieren.
6.3. Ausblick
Natürlich ist das autonome Handeln nicht die einzige Möglichkeit, wie Julius den Berg-
mann unterstützen kann. Als mobiler Manipulator ist die Mensch-Roboter-Interaktion
ein mögliches Anwendungsfeld. Dabei zeigen Forschungen zum Imitationslernen [106]
einen Ansatz, wie Julius direkt vom Bergmann lernen kann. Dazu zählt die Handha-
bung weiterer Geräte, wie beispielsweise Werkzeuge um perspektivisch in den Abbau-
prozess unter Tage eingebunden zu werden.
3dt. Technonolgienieveau
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Auch ist Julius lediglich ein einzelner Roboter. Die Entwicklung einer Flotte von
mobilen Manipulatoren für den Einsatz im untertägigen Bergbau skizziert neue The-
menfelder. Das kollaborative Schaffen eines gemeinsamen Kommunikationsnetzes auf
Grundlage mehrerer SSBs ist eine Möglichkeit. Auch könnten verschiedene andere Ro-
boter die Fähigkeiten von Julius erweitern. Eine Drohne wäre in der Lage Hohlräume
unter Tage zu erkunden, die sich an der Firste4 auftun. Andere mobile Roboter könnten
als Transportmittel für weitere SSBs dienen, nachdem Julius seine Stationen verteilt
hat.
Die Absetzroutine könnte weiter spezialisiert werden. Bei der Ermittlung der Absetz-
rotation zeigte sich, dass die Ergonomie für den Roboterarm eine Rolle spielt. Wenn
bereits während der Ermittlung der Absetzposition der gültige Konfigurationsbereich
Einfluss nimmt, wäre es möglich eine Absetzpose zu planen, die auf das System, in
dem Fall Julius , maßgeschneidert ist. Die Schwierigkeit liegt darin den Konfigurati-
onsraum sinnvoll abzutasten, um nicht zu viel Rechenzeit aufzubringen. Auch in dem
Zusammenspiel von SSB und Roboter liegt immenses Potenzial. Ausgestattet mit ent-
sprechender Sensorik, kann die SSB Julius während des Absetzens Informationen über
den Stand der Abarbeitung geben, beispielsweise ob sie bereits Kontakt zum Boden
hat oder sich in einer Pfütze befindet. Über ihre Kommunikationsschnittstelle wieder-
um könnte sich Julius verlässlicher unter Tage lokalisieren, in dem er ihren digitalen
Fingerabdruck zusammen mit einer Positionsschätzung verwendet.
Abb. 6.1.: Robotik ist und bleibt ein interdisziplinäres Forschungsfeld das Einfluss auf
verschiedene Anwendungsdomänen hat. Dabei ist jeder Wissenschaftler stets auf die Zusam-
menarbeit und den Austausch mit Fachkollegen und Kommilitonen angewiesen. Die Entwick-
lung von Julius stellt da keine Ausnahme dar. Entsprechend war Julius Gegenstand mehrerer
Forschungsprojekte, die das Ergebnis dieser Dissertation ermöglichten.
4bergm. oberer Bereich der Strecke unter Tage, vergleichbar mit der Decke in einem Raum
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A. Berechnung der Absetzrotation
Die Ermittlung einer geeigneten Absetzpose für die Smart Sensor Box (SSB) wirft die Frage
auf, mit welcher Rotation die Station platziert werden soll. Bei einer Betrachtung der Rotation
in Form von Eulerwinkeln α,β,γ, fixieren α und β die SSB in der xy-Ebene. Die Rotation von
γ ist jedoch frei wählbar. Die folgende Herleitung zeigt wie γ genau so gewählt werden kann,
dass der Abstand der Hand zur Armbasis minimal ist. Dafür gelten TS H und TA S , bis auf die
fehlende Rotation um z, als gegeben. Ersteres wird ermittelt, wenn der Roboter die Station
erstmals greift und zweiteres ermittelt einer der in Abschnitt 4.4 beschriebenen Algorith-




RA S ~tA S
~0T 1
)
TA H = TA STH
~tA H = RA S~tH + ~tA S
mit RA S =


cosα cosγ − sinα cosβ sinγ sinα cosγ + cosα cosβ sinγ sinβ sinγ
− cosα sinγ − sinα cosβ cosγ − sinα sinγ + cosα cosβ cosγ sinβ cosγ
sinα sinβ − cosα sinβ cosβ


Für einen minimalen Abstand zwischen Hand und Armbasis muss ‖ ~tA H‖ minimal sein. Die
veränderliche Größe dabei ist der Drehwinkel γ um die z-Achse. Für eine bessere Lesbarkeit
substituiert p := ~tS H , q := ~tA S und RA S := R. Der Abstand ‖ ~tA H‖ lässt sich als Funktion
f mit der Veränderlichen γ schreiben. In diesem Zusammenhang ergibt es Sinn die Struktur
von f mit den Hilfsfunktionen v, x, y, z wie folgt nachzubilden.
‖ ~tA H‖ = ‖Rp+ q‖ = f(γ) =
√
x2 + y2 + z2 =
√
v
v(γ) = x2 + y2 + z2
x(γ) = (cosα cosγ − sinα cosβ sinγ )px + (− cosα sinγ − sinα cosβ cosγ )py . . .
+ sinα sinβ pz + qx
y(γ) = (sinα cosγ + cosα cosβ sinγ )px + (− sinα sinγ + cosα cosβ cosγ )py . . .
− cosα sinβ pz + qy
z(γ) = sinβ sinγ px − sinβ cosγ py + cosβ pz + qz
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Die Funktion f besitzt ein Extremwert in ∂f∂γ = f
′(γmin) = 0, der ein Minimum ist wenn













⇔ v′ = 2f ′f
v′ = 2xx′ + 2yy′ + 2zz′ = 2(xx′ + yy′ + zz′)
x′ = (− cosα sinγ − sinα cosβ cosγ )px + (− cosα cosγ + sinα cosβ sinγ )py
y′ = (− sinα sinγ + cosα cosβ cosγ )px + (− sinα cosγ − cosα cosβ sinγ )py











v′′f − v′f ′
f2
=




2 − (f ′)2
f
v′′ = 2((x′)2 + xx′′ + (y′)2 + yy′′ + (z′)2 + zz′′)
x′′ = (− cosα cosγ + sinα cosβ )px + (cosα sinγ − sinα cosβ cosγ )py
y′′ = (− sinα cosγ − cosα cosβ sinγ )px + (sinα sinγ − cosα cosβ cosγ )py
z′′ = − sinβ sinγ px + sinβ cosγ py
Mit diesen Funktionen und deren Ableitungen ist die Grundlage für die Suche nach einem
lokalen Minima der Funktion f gelegt. Das dazugehörige γmin entspricht dem Winkel, der
den Abstand ‖ ~tA H‖ minimiert.
Eingabe: p, q,α,β, f ′, f ′′,γStart = −π, ε = 1 ∗ 10−7
i = 0;
wiederhole










bis |γ− γmin| ≤ ε;
i := i+ 1;
bis f ′′(γmin) > 0 und f ′(γmin) = 0;
Ergebnis: γmin
Algorithmus 4: Der Algorithmus sucht nach einem lokalen Minima der Funktion
f ausgehend von Startwert γStart. Dabei kommt bei der Nullstellensuche das New-
tonverfahren zum Einsatz. Iterativ ermittelt dies ein γmin und findet auf diese Weise
einen Extremwert von f . Dieser ist ein Minima, wenn f ′′(γmin) > 0, ist dies nicht
der Fall wird ein neuer Startwert für das Verfahren gewählt. Da f eine periodische
Funktion ist, findet sich so in absehbarer Zeit ein γmin. Dieses erfüllt die beiden
Bedingungen f ′(γmin) = 0 und f ′′(γmin) > 0.
Mit Hilfe des ermittelten γmin und den anderen Eulerwinkeln ist die Rotation RA S und
damit dessen Pose vollständig bestimmt.
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B. Übersicht technischer Daten
Im folgenden Anhang sind technische Daten verschiedener Komponenten aufgeführt. Der ent-
sprechende Kontext ergibt sich in dem referenzierten Kapitel. Soweit möglich stammen diese
Daten aus technischen Handbüchern, Bedienungsanleitungen oder Whitepaper der Hersteller.
Tab. B.1.: Spezifikation des Hochleistungsrechners für die Evaluierung der Absetzpositions-
algorithmen
Bauteilart Spezifikation
CPU Intel Xeon E5-1680v3 (Core i7), 3,2 GHz Octa-Core,
20 MB SmartCache
RAM 8x32 GB DDR4-2400MHz, Dual-Channel
Chipsatz Intel C610/X99
Festplatte 2x 256 GB und 1x 2000 GB SSD, SATA 6 Gb/s
Mainboard Supermicro X10SRA
Grafikkarte NVIDIA GeForce GTX TITAN Black (GK110B)
Tab. B.2.: Spezifikation der Rechner von Julius : julius_main, julius_util
Bauteilart Spezifikation
CPU Intel Core i7-4790T, 2,7 GHz Quadcore, 8 MB Cache
RAM 2x8 GB DDR-1600MHz, Dual-Channel
Chipsatz Intel Q87




• 2x USB 3.0
• 4x USB 2.0
• 3x RS232 extern, 2x intern
• 1x HDMI, 1x DVI
• 4x SATA3, 1x mSATA/miniPCIe, 1x miniPCIe






• 3x USB 3.0
• 1x 48 V Spannungseingang
• 1x Power-Taster mit LED (ebenfalls julus_main)
Stromversorgung DC-Eingangsspannung 33, 6− 62,4 V nominal 48 V
Tabelle B.3 beschreibt die Kommunikations- und Spannungsschnittstellen der Komponen-
ten von Julius . Bei der Ethernetverbindung ist auch ein anderer Empfäger in selben Subnetz
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denkbar. Julius besitzt unter den IP-Bereichen 192.168.0.x (intern), 192.168.1.x (extern) zwei
verschiedene Netzwerke. Die Verbindung bildet der Hauptrechner julius_main.













diverse 48 V n. a. Tabelle B.2
PC Heros Steuer-
PC







12 V n. a. kein DH-
CP
Switch D-Link Switch Ethernet
(LAN)
12 V n. a.
LiDAR LMS_front LAN 24 V julius_main
LiDAR LMS_back LAN 24 V julius_main
LiDAR TIM LAN 24 V julius_main
LiDAR Velodyne LAN 12 V julius_util dediziertes
Netzwer-
kinterface
Kamera Theta S USB 2.0 5 V(USB) julius_util Außenschnitt-
stelle


















Licht n. a. LAN 24 V julius_maininternes
Ethernet











(a) LMS111-10100 [2] (b) Multi-Echo Graph (c) TIM551 [3]
Abb. C.1.: Ein typischer Light Detection and Ranging (LiDAR) misst radial in einer Ebene
(a, c) mit einem definierten Öffnungswinkel. Bei den Sick -LiDAR definiert nicht das erste
(b-1), sondern das stärkste (b-2) Reflexionsecho den Abstandswert. Diese Technologie filtert
Widrigkeiten wie Nebel, Staub oder Glas. In dem hier vorgestellten Aufbau von Julius ist je
ein Sick-LMS (a) nach vorn und hinten ausgerichtet. Der Sick-Tim (b) ist senkrecht dazu auf
der Kontrollbox mit Sichtfeld nach oben installiert.
(a) Velodyne Puck VLP-16 c©Velodyne LiDAR,
INC.
(b) Punktwolke mit Farbcodierung entlang der
X Achse
Abb. C.2.: Der Velodyne Puck VLP-16 misst den Abstand auf 16 Scanebenen. Daraus
lässt sich eine Punktwolke in den Raum projizieren. Gerade im Bergwerk ist die ständige
Überwachung des umgebenden Gesteins wichtig, da Kollisionen durch die Unregelmäßigkeiten
im behauenen Fels drohen. Der 3D-LiDAR ist auf der Kontrollbox auf Julius angebracht und
besitzt bei eingefalteten Arm freien Rundumblick.
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Abstandsstatistik von Abstandsmetrik des Beispieldatensatzes




























∆m0.3 = m0.3 − max∀a (m0.3)







∆m0.5 = m0.5 − max∀a (m0.5)







∆m0.7 = m0.7 − max∀a (m0.7)
Abb. C.3.: Diese Grafik bezieht sich auf die Evaluierung der verschiedenen Verfahren zur
Ermittlung einer geeigneten Absetzposition für die SSB in Abschnitt 4.4 auf Seite 78 ff. In
diesem Zusammenhang definiert diese Arbeit eine Abstandsmetrik mw(a,O,H) basierend auf
dem Abstand der Absetzposition zum nächsten Hindernis dO(a,O) und zur Hülle dH(a,H).
In den Spalten variiert das Gewicht dieser Metrik w = (0.3, 0.5, 0.7), was die Priorisierung
gegeneinander abwägt. Ein geringes Gewicht betont den Abstand zum Hindernis, ein hohes
Gewicht stellt den Abstand zum Hüllpolygon in den Vordergrund. Generell gilt, je höher die
Metrik, desto besser.
In der unteren Zeile ist die Statistik der Differenz zwischen ermittelter Absetzposition und
optimaler Absetzposition dargestellt. Die optimale Absetzposition ist definiert durch das Ma-
ximum aller vorgeschlagener Position entsprechend der Metrik.
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(a) LH-1899 (b) LH-2083 (c) LH-2461 (d) LH-2635
(e) LH-2769 (f) LH-3187 (g) LH-3614 (h) LH-3805
(i) LH-4312 (j) LH-4749 (k) LK-0516 (l) LK-0871
(m) LK-1676 (n) LK-1992 (o) LK-7356 (p) LK-7708
(q) LK-7973 (r) LK-8234 (s) LK-8475 (t) LK-9272
Abb. C.4.: Nach dem Absetzen der SSB im Innenbereich sieht Julius obige Bilder mittels der
Farb- und Tiefenkamera (RGB-D Kamera) am Endeffektor. Dafür bewegt er seinen Roboter-
arm erneut in die Erkennen-Konfiguration. Diese verwendete der mobile Manipulator bereits
zum Ermitteln der Bodenfläche und Absetzposition. Da die Farbkamera ein geringeres Sicht-
feld, als die Tiefenkamera besitzt und die Absetzposition auf Grundlage der Tiefeninformation
berechnet wird, ist die SSB in einigen Bildern nur teilweise im Randbereich erkennbar.
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(a) OH-6451 (b) OH-6740 (c) OH-7108 (d) OH-7709
(e) OH-8190 (f) OH-8568 (g) OK-3864 (h) OK-8881
Abb. C.5.: Nach dem Absetzen der SSB im Außenbereich sieht Julius obige Bilder mittels der
RGB-D Kamera am Endeffektor. Die Erkennen-Konfiguration nahm er bereits zum Ermitteln
der Absetzposition ein, hier ist die Station teilweise zu sehen.
(a) OH-6451 (b) OH-6740 (c) OH-7108 (d) OH-7709
(e) OH-8190 (f) OH-8568 (g) OK-3864 (h) OK-8881
Abb. C.6.: Die Tiefenbilder zeigen die Sicht der Endeffektorkamera zur Bestimmung der
Bodenfläche und Absetzposition, mit Julius in der Erkennen-Konfiguration bevor er die SSB
platziert. Die Experimente finden im Außenbereich statt. In den Tiefenbildern ist der Boden
erkennbar. Feine Strukturen, wie Gräser, Laub und Kies sind nicht gut zu erkennen.
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(a) BH-2991/R (b) BH-3534/R (c) BH-6358/L (d) BH-7062/L
(e) BH-7665/L (f) BH-5980/S (g) BH-7212/S (h) BH-0390/A
(i) BH-2478/A (j) BH-9858/A (k) BK-4624/R (l) BK-0897/L
(m) BK-8371/L (n) BK-8915/L (o) BK-5836/L (p) BK-6491/S
(q) BK-0813/A (r) BK-2795/A (s) BK-3782/A (t) BK-4173/A
Abb. C.7.: Die Bedingungen im Forschungs- und Lehrbergwerk (FLB) reichen von gut
ausgeleuchtet Bereichen, wie dem Schulungsraum (R) und Lehrpfad (L), hin zu dunklen Be-
reichen, wie Strecke (S) und Abbau (A). In denen leuchtet Julius das Bergwerk mit seinem
Lichtsystem aus, was zu Überblendungen und Schattenwurf im Bild führt.
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D. Messdaten
An dieser Stelle sind Messtabellen auf geführt. Diese sind das Ergebiss der Experimente und
an entsprechender Stelle referenziert. In Auszügen sind sie ebenfalls bereits im Hauptteil
dieser Arbeit aufgeführt. Es sind alle Experimente aufgeführt, bei denen Julius erfolgreich
eine Absetzposition ermittelt hat.
Tab. D.1.: Übersicht der Ergebnisse der Überprüfung der SSB-Pose
ID x [m] y [m] γ [◦] γ%90 [◦] |dx| [m] |dy| [m] |dγ| [◦] ‖∆~txy‖ [m]
µ(LH) 0.0341 0.0276 8.37 0.0469
σ(LH) ±0.0146 ±0.0131 ±16.57 ±0.0096
µ(LK) 0.0360 0.0192 3.50 0.0468
σ(LK) ±0.0096 ±0.0348 ±4.91 ±0.0269
µ(O) 0.1079 0.0129 10.78 0.1122
σ(O) ±0.1738 ±0.0210 ±13.84 ±0.1723
µ(BH) 0.0167 0.0384 10.70 0.0428
σ(BH) ±0.0339 ±0.0890 ±23.66 ±0.0947
µ(BK) 0.0459 0.0561 21.11 0.0867
σ(BK) ±0.0742 ±0.0756 ±34.56 ±0.0930
Gesamt µ : 0.0476 0.0300 10.44 0.0658
µ(σ) : ±0.0588 ±0.0451 ±18.02 ±0.0763
D. Messdaten 155
Tab. D.2.: Ergebnisse vom Vergleich der Absetzposen im Innenbereich
ID x [m] y [m] γ [◦] γ%90 [◦] |dx| [m] |dy| [m] |dγ| [◦] ‖∆~txy‖ [m]
LH-1899 0.6074 −0.0533 144.7 54.67 0.0374 0.0428 0.8 0.0568
LH-2083 0.5760 −0.0557 146.2 56.20 0.0138 0.0431 1.6 0.0452
LH-2461 0.5846 −0.0638 144.6 54.63 0.0255 0.0415 3.6 0.0487
LH-2635 0.6047 −0.0494 147.8 57.81 0.0496 0.0201 2.4 0.0535
LH-2769 0.5467 −0.0562 144.7 54.67 0.0311 0.0236 2.3 0.0391
LH-3187 0.2118 −0.5716 82.3 82.27 0.0492 0.0203 5.0 0.0532
LH-3614 0.2070 −0.6146 81.8 81.78 0.0315 0.0016 2.6 0.0316
LH-3805 0.5983 −0.0454 145.6 55.65 0.0581 0.0208 6.4 0.0618
LH-4312 0.6272 −0.4664 114.0 24.03 0.0155 0.0336 55.3 0.0370
LH-4749 0.6034 −0.0558 144.0 54.03 0.0298 0.0291 3.7 0.0416
Henkel µ : 0.0341 0.0276 8.37 0.0469
±σ : 0.0146 0.0131 16.57 0.0096
LK-0516 0.7773 −0.5103 63.8 63.79 0.0358 0.0174 1.8 0.0398
LK-0871 0.7680 −0.4964 67.0 67.01 0.0388 0.0093 2.2 0.0399
LK-1676 0.2341 −0.6621 27.6 27.64 0.0521 0.0181 2.4 0.0552
LK-1992 0.2385 −0.6797 29.1 29.08 0.0197 0.0080 0.5 0.0213
LK-7356 0.6669 −0.1602 83.5 83.46 0.0249 0.1166 16.7 0.1193
LK-7708 0.6741 −0.1657 82.6 82.65 0.0351 0.0030 6.0 0.0352
LK-7973 0.6752 −0.1749 80.4 80.40 0.0428 0.0028 1.2 0.0429
LK-8234 0.6747 −0.1728 83.6 83.62 0.0296 0.0142 1.2 0.0329
LK-8475 0.6756 −0.1719 84.0 84.00 0.0454 0.0001 2.9 0.0454
LK-9272 0.5822 −0.6615 50.6 50.58 0.0360 0.0026 0.1 0.0361
Knauf µ : 0.0360 0.0192 3.50 0.0468
±σ : 0.0096 0.0348 4.91 0.0269
Gesamt µ : 0.0351 0.0234 5.9 0.0468
±σ : 0.0121 0.0260 12.2 0.0197
Tab. D.3.: Ergebnisse vom Vergleich der Absetzposen im Außenbereich
ID x [m] y [m] γ [◦] γ%90 [◦] |dx| [m] |dy| [m] |dγ| [◦] ‖∆~txy‖ [m]
OH-6077 0.6743 −0.1673 137.8 47.75 0.0527 0.0135 20.2 0.0544
OH-6451 0.6711 −0.1712 138.2 48.23 0.0448 0.0595 5.9 0.0745
OH-6740 0.5829 0.0047 152.3 62.31 0.0367 0.0241 7.3 0.0439
OH-7108 0.6527 0.0247 157.0 67.05 0.5458 0.0084 43.9 0.5459
OH-7709 0.7822 0.2194 166.9 76.93 0.0559 0.0047 2.6 0.0561
OH-8190 0.7448 −0.2021 134.3 44.34 0.1934 0.0036 9.7 0.1935
OH-8568 0.1170 −0.7520 65.0 65.01 0.0415 0.0026 7.4 0.0416
OK-3864 0.6309 0.1872 −61.0 28.96 0.0000 0.0000 0.0 0.0000
OK-8881 0.6130 −0.1949 174.4 84.42 0.0000 0.0000 0.0 0.0000
Gesamt µ : 0.1079 0.0129 10.78 0.1122
±σ : 0.1738 0.0191 13.84 0.1723
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Tab. D.4.: Ergebnisse vom Vergleich der Absetzposen im FLB
ID x [m] y [m] γ [◦] γ%90 [◦] |dx| [m] |dy| [m] |dγ| [◦] ‖∆~txy‖ [m]
BH-2991/R 0.4147 0.1350 166.5 76.5 NaN NaN NaN NaN
BH-3534/R 0.6983 −0.1098 −83.8 6.2 0.0083 0.0176 0.5 0.0195
BH-6358/L 0.6637 −0.1884 −43.2 46.8 0.0100 0.0003 1.1 0.0100
BH-7062/L 0.6375 −0.1813 −47.1 42.9 0.0003 0.0066 4.4 0.0066
BH-7665/L 0.7237 −0.1783 48.4 48.4 0.0000 0.0000 0.0 0.0000
BH-5980/S 0.6240 −0.1766 176.5 86.5 0.1057 0.2731 73.1 0.2928
BH-7212/S 0.4133 0.0826 −108.2 71.8 0.0130 0.0392 9.7 0.0413
BH-0390/A 0.6190 −0.2923 130.1 40.1 0.0000 0.0000 0.0 0.0000
BH-2478/A 0.5305 −0.0493 143.4 53.4 0.0130 0.0084 7.5 0.0154
BH-9858/A 0.6267 −0.2181 178.0 88.0 0.0000 0.0000 0.0 0.0000
Henkel µ : 0.0167 0.0384 10.70 0.0428
±σ : 0.0339 0.0890 23.66 0.0947
BK-4624/R 0.6853 −0.1954 93.8 3.8 0.0107 0.0726 3.9 0.0734
BK-0897/L 0.2197 −0.6693 47.8 47.8 0.0002 0.0012 1.0 0.0013
BK-8371/L 0.6294 −0.1538 −173.5 6.5 0.0360 0.0108 0.6 0.0376
BK-8915/L 0.6592 −0.1324 −89.9 0.1 0.0249 0.1904 89.0 0.1920
BK-5836/L 0.6174 −0.1841 −178.9 1.1 0.0000 0.0000 0.0 0.0000
BK-6491/S 0.7097 −0.0604 −106.5 73.5 0.0778 0.1519 61.9 0.1707
BK-0813/A 0.6087 −0.7175 −31.8 58.2 0.2176 0.0217 12.5 0.2187
BK-2795/A 0.7555 −0.1048 93.4 3.4 NaN NaN NaN NaN
BK-3782/A 0.5128 −0.0915 88.9 88.9 NaN NaN NaN NaN
BK-4173/A 0.7617 0.1341 15.4 15.4 0.0000 0.0000 0.0 0.0000
Knauf µ : 0.0459 0.0561 21.11 0.0867
±σ : 0.0742 0.0756 34.56 0.0930
Gesamt µ : 0.0304 0.0467 15.60 0.0635
±σ : 0.0567 0.0809 28.83 0.0936
