There is good agreement between the properties of the model and experimental studies performed over a wide range of frequencies and volumes of the mechanical ventilator. There is a correspondence between the model and a periodically forced nonlinear oscillator, similar to the van der Pol equation. Brain stem mechanisms underlying the entrainment are discussed.
correspondence
between the model and a periodically forced nonlinear oscillator, similar to the van der Pol equation. Brain stem mechanisms underlying the entrainment are discussed.
artificial ventilation; Hering-Rreuer reflex; limit cycle oscillation; entrainment A COMMON FEATURE of biological oscillators is their propensity to become entrained or phase locked to a periodically imposed input. In the phase-locked condition, there is an integral ratio between the imposed frequency and the frequency of the biological oscillator (commonly small integers), and the dynamics are periodic in time.
The intrinsic respiratory rhythm of mammals, which is generated in the brain stem, can be phase locked to a mechanical ventilator (l-3, 13, 15, 32, 34, 35, 41) . It is believed that the main stimuli underlying the phase locking originate from stretch and pressure receptors in the lung and bronchial airways (32, 35, 41) . The effect of lung inflation during inspiration is to shorten inspiratory time (Hering-Breuer inspiratory inhibitory reflex), whereas a lung inflation delivered during expiration lengthens expiratory time (Hering-Breuer expiratorypromoting reflex) (5). The Hering-Breuer reflexes are mediated by vagal afferent activity. Entrainment to a mechanical ventilator is lost by sectioning the vagus nerves (32, 35) .
In a recent paper, we described the phase locking of the respiratory rhythm of paralyzed cats to a mechanical ventilator (35) . Extensive data were reported on the entrainment over a large range of frequencies and amplitudes of the mechanical ventilator. In this paper we develop a mathematical model for this experimental system, Mathematical models have been developed for the eff'ects of single lung inflations delivered during the respiratory cycle on the subsequent timing of the respiratory phases (4, 7, 10, 24, 27, 41, 43) . These mathematical models should, in principle, also be capable of predicting the effects of periodic mechanical ventilation. Our goal in the following is to take the main ideas developed by von Euler and co-workers on the HeringBreuer reflexes (4, 7, 27) and adopt them for the modeling of respiratory entrainment by periodic lung inflation. A similar approach is taken by Baconnier et al. (3) . However, in contrast to the work of Baconnier et al. by Baconnier et al. (3) , has more than 10 Two other complementary approaches have also been used previously to develop quantitative model .s for respiratory phase locking.
1) The effects of a single-pulse inflation on respiratory timing at different phases of the respiratory cycle are measured. These measurements are then used to predict the effects of periodic pulse inflations (2, 3, 41) . These techniques have also been used to study periodic forcing of neural and cardiac pacemaker cells (23, 33, 39) . For the techniques to be valid, the stimulus in the pkriodic train must be identical to the stimulus used in the singlepulse phase-resetting experiments. This criterion is generally not easy to satisfy in respiratory entrainment studies, since the length of inflation pulses is often varied to m .aintain con stant CO2
2) Nonlinear differenti (41) .a1 equations, such as the van der Pol oscillator, have been adopted as models for the central respiratory rhythm generator (2, 3, 15) . The effects of mechanical ventilation are then represented by assuming a periodic forcing function as an input to the nonlinear oscillator. As we show in the APPENDIX, nonlinear equati ons of the van der Pol type are closely related to the model developed here fo r the control of respiration.
In section I we present a brief summary of experimental results from a previous paper. In section II we present the mathematical model for respiratory phase locking and determine the parameters in the model. The properties of the model, found fro m numerical simulation, are presented section IV. in section III. results are discussed in produces a variety of different patterns between the mechanical ventilator and the phrenic activity. Figure 1 shows a trace from a typical experiment.
The top line shows the volume delivered by the mechanical ventilator, and the bottom line shows the "integrated" phrenic activity. At first there is 19 phase locking (or entrainment) in which for each ventilator cycle there is one phrenic burst coming at the same phase of the ventilator cycle. After three cycles of I:1 entrainment, the ventilator was turned off. The phrenic bursts continue, even in the The following is a brief summary of experimental results that are reported in detail elsewhere (34, 35) . Experiments were performed on anesthetized, paralyzed adult cats, mechanically ventilated with a modified Harvard ventilator.
End-tidal CO2 and O2 were maintained constant by modifying the breathing gas mixture at different ventilator volumes and frequencies.
Altering the frequency and volume of the ventilator 30 (ml) 0 absence of periodic input. The phrenic bursts with the ventilator turned off were used to determine the intrinsic inspiratory time (Ti), and the intrinsic expiratory time (TE). Figure 2 shows a composite plot of the boundaries of the different phase-locking regions and traces of the patterns in the different regions. the phase of the phrenic onset relative to the ventilator Figure 3B shows the phase of onset of the phrenic burst cycle. The phase of the ventilator cycle is normalized to as f is varied. In Fig. 3 the superposed lines represent the :360", if we take the start of the ventilator cycle as 0". properties of the model (see section III). Figure 4A shows R314 G. A. PETRILLO AND L, GLASS the lung volume at the end of the inspiratory phase (VIE) as a function of Tr obtained as ventilator frequency and volume are varied. For ventilator frequencies higher than the intrinsic frequency, the data were fit to a hyperbola. Figure 4B shows the lung volume 0.2 s before the start of inspiration (VEI) for ventilator frequencies less than the intrinsic frequency. Figure 4 , A and B, taken together with Fig. 1 , is used to set the parameters in the theoretical model (see section II). Once these parameters are set and the ventilator profiles are known, the complete dynamics for all frequencies and amplitudes of the ventilator can be theoretically computed. We now describe the theoretical model and give its main properties.
II. A MODEL FOR THE HERING-BREUER REFLEXES
The model is shown schematically in Fig. 5 , and the main equations of the model are given in Table 1 . We first give a brief overview of the model and then discuss the assumptions underlying the timing of TI and TE.
We assume that TI is determined by the time required for an increasing inspiratory activity, which is analogous to "integrated" phrenic activity, to reach an inspiratory off-switch threshold and that TE is determined by the time required for a decreasing expiratory activity to reach a second lower threshold, the inspiratory on-switch threshold ( Fig. 5) (3, 4, 7, 10, 24, 27, 36) . The modulation of the thresholds leads to the Hering-Breuer reflexes. Starting with inspiratory activity equal to zero at any phase of the mechanical ventilator cycle, the model can be simulated on a digital computer, iteratively determining the subsequent durations of each inspiratory and expiratory phase. In contrast to a spontaneously breathing animal, in which lung inflation is coincident with phrenic (inspiratory) activity, in this model and in the experiments, the phase of inspiratory activity with respect to the ventilator cycle depends on the frequency and volume of the ventilator.
Timing of inspiration. As a dynamical model for the timing of inspiration we shall follow assumptions made by previous workers in which the termination of inspiration occurs by an "off-switch" mechanism (3, 4, 7, 10, 24, 27, 36) . During the course of inspiration we assume that there is a centrally generated inspiratory activity I(t), which increases linearly with time and is abruptly and discontinuously terminated on reaching a threshold 01(t). There are two components of O,(t). The first is a steady-state component kI, associated with the long-term control of inspiratory cutoff by parameters such as CO, partial pressure (Pco~), temperature, and the level of anesthesia. The second is a phasic component, fI(t), associated with the breath-by-breath control of inspiratory cutoff and originating from vagally mediated feedback due to periodic mechanical ventilation
If t = to represents the onset of inspiration and I(tO) represents the level of inspiratory activity at t = to, then
where GUI is a positive constant. Inspiration is terminated when I(t) = h+(t), or
The above formulation is supported by previous work which suggests that an intrinsically generated central inspiratory activity and the pulmonary stretch receptor activity combine to cause the sudden activation of an inspiratory off-switch mechanism, on reaching a certain critical threshold (4).
In the following we assume that fr(t) is given by
where /$ is a constant. With this relation there is a nonlinear decrease of the inspiratory off-switch thresh- _~---.- 
old as volume increases so that the threshold (Eq. I) which lung volume manipulations during the last 30% of never becomes negative. As well, this particular functhe expiratory phase have little effect on the duration of tional form for fr( t) gives a hyperbolic relationship be-expiration (27). Thus the expiratory phase is terminated tween VIE and TI for high ventilation frequencies in the at t = tfL + 6 with E(t2 + 6) = E(t2) and TE = (tz -tJ + 1:l zone. 6. Then, from Eqs. 2 and 7 we obtain To derive the VIE-TI relationship, let t = t1 represent the time at which inspiration is terminated. Then, from W2) = I( to) + aI( tl -to) -a&2 -h)
&s. 2-4 we obtain
If we replace (tl -to) with TI and (t2 -tl) with (TE -6)
and note that in 19 phase locking E(t,) = I(tJ, we obtain 
, From Eqs. 7,
Although it is generally agreed that the end-inspiratory volume-T1 relationship is a monotonically decreasing
curve, there is considerable-controversy concerning the where & is a constant of proportionality, details of its shape (4, 7, 14, 22) . The parametrization in 97 and 123 with t = tz this paper facilitates computations, but other choices are possible. In 1:l phase locking at high frequencies, when
the inspiratory inhibitory reflexes are important, I(tJ 1: If we replace (t2 -h) With (TE -6), Call VEI = v@2), 0 and Eq. 6 is a hyperbola in agreement with Clark and and rearrange terms, Eq. 13 yields CI von Euler (7).
The preceding analysis for the timing of inspiration accounts for the observation that lung inflations that occur during the inspiratory phase tend to shorten the duration of inspiration. In the present model we have assumed that the phasic component associated with the termination of' inspiration is a function of the instantaneous lung volume. The timing of inspiration depends on other parameters such as inflation flow rate and waveform, pressure, and integrative central signal processing of afferent input (11, 12, 14, 27, 28, 31, 42) . The present assumptions are thus approximations.
Timing of expiration. Although it is known that the duration of the expiratory phase is influenced by a variety of cent.ral and peripheral factors, the underlying mechanisms are not well understood (27, 43) . It has been proposed (3, 4, 7, 10, 24, 27, 36 ) that expiration is timed by a central decaying expiratory activity, which we call E(t). Assume that at end inspiration E(t,) = I(tl) and that E(t) decays linearly with time, so that
where tiE is a constant. Activity E(t) ceases its decay on reaching a threshold BE(t). The assumptions we make with respect to A&t) follow closely those described for OI(f). Thus &(t) consists of a steady-state component kE, which is modulated by a phasic component fE(t), so that
Expiratory activity reaches the threshold when E(t) = W,(t), or A
Let t = t2 represent the time when E(t) = 633. we also
To determine tiE we will assume 6 = 0.2 s, which is in the range found by previous workers (27). From Eq. 13 with E(t,) = 1.0, V(t2) = 0, and t2 -tl = TE -6, we obtain assume a delay (6) as part of the expiratory phase. The inclusion of this delay is justified by experiments in
Determination of parameters of the model. The body of experimental data is large, and parameters are comparatively few. Consequently the parameters can be set in different ways by selecting different subsets of the data. In the course of developing the model we have tried different methods of parameter determination. In general, parameters determined using different methods did not vary more than about lo-20%. Although we have not carried out a systematic study of the sensitivity of the model to parameter variation, we have performed several simulations of the model using different sets of parameters, These simulations showed that the main properties of the model, which we will describe below, are not sensitive to comparatively small (on the order of lo-20%) variations in the parameters of the model. For a given set of experimental conditions (constant blood gases, temperature, anesthesia), the threshold parameters h1 and kE are expected to remain constant. We arbitrarily select the values kI = 1.0 and /zE = 0.0.
With the ventilator shut off we measure Tf = 1.0 s and 0 TE = 2.0 s (Fig. 1) . Since inspiration is timed by the linearly increasing inspiratory activity, from Eqs. 2 and 3 we obtain 
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Note that (~1, IYE, and 6 are also related through Eq. 11.
The choice of parameters here does not agree with the values found by fitting Eq. 11 to the data in Fig. 3A . This discrepancy is discussed later.
The parameters in the inspiratory off-switch threshold can be determined by fitting the VIE-TI data to the hiyperbola
A linear regression of VIE vs, ~/(TI -To) was performed for different valuk of T,. The best fit (r = 0.88) was obt.ained for To = 0, V. = -33.1 ml, and C = 37.6 ml s.
As we have noted already, in the I:1 zone when the Hering-Breuer inspiratory inhibitory reflexes are important I( to) = 0, in agreement with the value To = 0 (see Ey. 6'). By equating corresponding terms in Eqs. 6 and 17 we can now obtain two independent estimates for PI We now consider the properties of the model as a function of volume magnitude, V,,,, and frequency, f, of the periodic input V(t). The periodic volume input V(t), is approximated as a piecewise linear function interpolated from digitized measurements at 100 points of the mechanical ventilation cycle for V,,, = 30 ml and f = 30 min? Periodic inputs with different values of V,,, and f were obtained by linear scaling of the digitized volume with V,,, = 30 ml and f = 30 min? The system was numerically simulated for approximately 200 combinations of V,,, and f in the range V,,, = 2 -50 ml and f = 5 -60 min-', using the parameters determined in section II. The usual circumstance was that a stable dynamics was reached after a number of iterations.
The main results of the numerical simulations are contained in Fig. 6 (cf. Fig. 2 ). Although the volume threshold parameters in the 1:l region derived from Fig.  4 give a very good agreement wit,h the dynamics observed outside this region. In particular, the following correspondences are found: 1) the dominant phase-locking patterns are 112, l:l, 3:2, 2:1, and 39; 2) these patterns occur for characteristic values of V,,, and f in the model and experimental system; 3) high-amplitude inspiratory bursts are terminated at maximum threshold levels where the periodic volume input is approximately zero, whereas low-amplitude inspiratory bursts are terminated prematurely by the periodic volume input; and 4) the non-phase-locked dynamics at. low volumes found in the model system are similar to the dynamics found in the experimental system at low volumes. Such rhythms, in which there is a continued shifting of phase between the two rhythms are often called quasiperiodic (17). In addition to these correspondences between theory and experiment, there are also discrepancies.
We briefly describe several of these discrepancies and comment on their possible origin. 1) For inflation volumes above 10 ml, the model generally does not. show irregular dynamics, whereas irregular dynamics are often observed in the experimental system (35). One possible source of irregularities in the experiment is "noise" that may arise as a result of fluctuations of brain stem neural activity or in afferent input to the brain stem (17). One way to account for noise is to add small stochastic terms to the times at which the thresholds are reached and to iterate the system with these perturbed times (17). When this is carried out, irregular rhythms such as those observed in the experimental system are found. The irregular rhythm in Fig. 6 lying between the 2:1 and 39 zones was generated with added noise in the model and is similar to the experimentally observed pattern (Fig. 2) . In general, addition of noise gives zones of irregular dynamics between the major zones shown in Fig. 6 (17, 34) .
2) The theoretical model predicts many other phaselocking zones at volumes above 10 ml. These zones are not shown in Fig. 6 , since they occupy comparatively small regions in the parameter space. Some of the patterns in these zones (4:3 and 5:2) have been observed on occasion in the experiment (34, 35), whereas other zones (e.g., 5:3, 4:2, and 11:9) have not been observed experimentally.
One possible reason for nonobservation of theoretically predicted zones is that they will be destroyed by noise (17, 34) . Some of these patterns may be observed if the appropriate regions of parameter space are explored sufficiently carefully. For example, at comparatively high volumes and frequencies (V,,, = 40, f = 45), one expects to see a 4:2 rhythm, but extensive experimental studies were not. carried out in this region of parameter space. On theoretical grounds we expect that t.he "fine structure" of the phase-locking zones will be quite complex and consequently difficult to observe experimentally (17, 19, 29) . 3) In the 1:l zone, although both the model and experiment show linear relation between TE and TI (Fig.  3A) , there is not good quantitative agreement. A leastsquares fit to the experimental data gives TE = 2.8Tr -0.72 (r = 0.96), whereas, if we use the parameters in Table 1 , Eq. 11 gives TE = 1.8T1 + 0.2. Different choices of parameters could have been made to give better agreement with the data in Fig. 3A , but such manipulations were not systematically explored. The lack of agreement may well reflect deficiencies in the model. If E(t) were exponentially decreasing (in accord with Refs. 3, 4, 7, 10, 24, and 27), we expect that this would lead to a prolongation of TE relative to TI at low ventilation frequencies (high values of TE and TI in Fig. 3A ). As well, flow effects (11, 12, 14) should be important for high ventilation frequencies (low values of TI in Fig. 3A) . Flow effects may also be playing a role in the discrepancies in the phase angle between theory and experiment at ventilation volumes of 40 ml at the higher frequencies (Fig. 3B) .
IV. DISCUSSION
The simple mathematical model in section II gives good agreement with experiments on mechanical ventilation of anesthetized, paralyzed cats. Although the mathematical model was based on previous experimental and theoretical studies, many modifications were made to simplify previous models to facilitate numerical computations and determination of parameters.
The main novel feature of the model is the incorporation of two oscillating thresholds to represent the phasic afferent activity.
Previous workers either used one oscillating threshold or incorporated the effects of lung inflation by a direct change in inspiratory and expiratory activities (3, 4, 7, 10, 24, 27, 36) . Models with two oscillating thresholds can be shown to have a close correspondence with nonlinear equations based on the van der Pol oscillator (see APPENDIX).
Models with two oscillating thresholds are also appropriate in other examples of periodic forcing of nonlinear oscillators (38). Modifications could be made to make the model more realistic. For example, such modifications would necessarily include the effects of flow and pressure on pulmonary afferent activity and the central processing of pulmonary afferent activity by appropriate filtering of vagal activity (11, 12, 14, 27, 28, 31, 42, 43) . In the context of the mathematical model, such changes could be incorporated by changing the threshold functions, fdt) and f&)-There are three main reasons why we have not attempted to incorporate these additional factors. 1) There is not now general agreement about the relative importance of these factors. 2) Inclusion of additional factors would enormously complicate the mathematical formulation. For example, models of central processing of vagal input in idealized situations alone incorporate four to six parameters (43). 3) Even if additional factors were included it is unlikely that they would change the main qualitative features of the model. As we have already noted, the properties of the model are quite insensitive to small parametric changes.
Although there are not large qualitative differences with modifications of the model, some quantitative differences can be observed. For example, if the VIE-TI curve is fit to a straight line for f 2 fph one observes an overly strong inspiratory inhibitory reflex, and as a consequence I:1 entrainment in the model at high ventilator volumes occurs at higher frequencies than is actually observed experimentally.
Also, by taking 6 (the delay time) to be zero, one observes a downward shift in the K318 -lNHl8lTlON -< EXCITATION FIti.
7. Model for interconnections between brain stem respiratory neurons and associated tiring activity patt,erns. Four pools of neurons I. IR, E, and EI correspond to inspiratory, inspiratory-expiratory, espirat ory, and expiratory-inspiratory pools, respectively, described by Cohen (8, 9). Each of these 4 pools is also assumed to receive tonic excitatory inputs (not shown) that will lead to tonic firing in absence of' net work interact ions. Pulmonary afferents (PA) are activated during lung inflat ion, leading to Hering-Breuer reflexes. Format adopted from Kef's, 21 and 26.
phase angles in Fig. SB .
We believe that the above model for the effects of pulmonarv af'f'erents on central respiratory activity does capture, albeit in a highly oversimplified way, salient aspects of the real physiological situation. Consequently it is reasonable to try to understand the connection between this model and more detailed models, based on the neurophysiology of respiratory rhythmogenesis. Since respiratory-related neural activity in the brain stem is not yet well understood, formulation of detailed models is necessarily speculative (19). The following model f'ur the respiratory oscillator is offered to give a qualitative picture of how the model we have presented might be generated by a neural network.
In Fig. 7 we display a network model for respiratory rhythmogenesis.
There are four pools of neurons, corresp~~ncling to the inspiratory (I), expiratory (E), and i)hase-spanning (IE and EI) neurons described by Cohen (8,9). There are inhibitorv synaptic connections between some of't hese pools. Eachpool of neurons is also assumed t0 receive tonic excitat,ory input, for example, from Consensitive neurons, and may have excitatory inputs from other members of the same pool (6). The tonic input is sufficiently strong to result in firing in the absence of inhibitory input from ot.her neurons in the network. However, the presence of the inhibitory interactions lead to a cyclic firing pattern (Fig. 7) . The time during which each neuronal pool fires above some critical firing freyuencv is indicated by a shaded bar. Note that the firing pattern corresponds to t,he schematic diagram in the article t)v Cohen (8, p. 17) . This network was originally proposed as a model for controlling limb movements in brodela [ (26, 40) ; for detailed quantitative studies of this model, see (18, 21) ; for different network models for respiratory rhythmogenesis and reviews of earlier literature, see (Ua, 16)j.
The Hering-Breuer reflexes can be accounted for by assuming that the pulmonary afferents project to the IE 1~01 (this has the same function as the I,, pool described in Kefs. S-10) by excitatory synapses. Consequently G. A. PETRILLO AND L. GLASS excitation of the IE neurons leads to an inhibition of the I neurons leading to the Hering-Breuer inspiratory-inhibitory reflex. Excitation of the IE neurons will also lead to a facilitation of expiration (Hering-Breuer expiratory-promoting reflex), because the resulting inhibition of the I and EI pools will in turn lead to less inhibition of the E pools (i.e., there will be disinhibition of the E pool activity).
Since the effects of lung inflation on expiration have to pass through three synapses and through two separate pathways, it is reasonable to expect that these effects will be more complex and show Yntegration" and time delays, compared with the effects of lung inflation on inspiratory timing (27, 43) . The model depicted in Fig. 7 is an extension of the mechanism proposed by Salmoiraghai and Burns (6, 37) for respiratory rhythmogenesis.
In both models there are mutually inhibitory interconnections between the I and E pools. Because of this common feature, some criticisms of the Salmoiraghai and Burns model are also applicable to the model in Fig. 7 . Thus, as suggested by Merrill (30) , the E and I pools might be further subdivided into functionally distinct classes. In the model in Fig. 7 , phase switching occurs as a consequence of network interactions and does not require additional features such as pacemaker cells, fatigue, or accumulating refractoriness (9, 21). Differential equations that represent the neural model in Fig. 7 have been developed and display stable limit-cycle oscillations (18). Since these mathematical models employ thresholds it should be possible, by judicious choice of parameters, to bring the network model in Fig. 7 into at least rough correspondence with the models described in this paper. However, since analysis of the resulting equations, particularly under periodic forcing, is not easy, and the network model in Fig. 7 
H(x) = 1, osx and the piecewise linear funct,ion @&x)
Now consider the transformed equations
The (u, SC) phase plane for Eq. A6 with y(t) = 0 is shown in Fig. 8A . The heavy lines give the piecewise linear function in Ey. A5. In the limit of small f and with q(t) = 0 there is a slow rise along the lefthand branch, a rapid shift to the right-hand branch initiated when u = 1, a slow decline following the right-hand branch to u = 0, and then a rapid shift to the left-hand branch at u = 0 (Fig. $A) . By taking c sufficiently close to zero, the time spent on the fast parts of the cycle (dashed lines in Fig. 8A ) can be made arbitrarily small. In this case the plot of u as a function of time is given in Fig. 8B for CY = 1. Periodic forcing in Eq. A6 can now be given a simple geometric interpretation.
Assume q(t) = 0.3 sin ht. When du/dt > 0, switching from the left-hand branch to the right-hand branch is initiated when u(t) = 1 + 0.3 sin Zrt, and when du/dt < 0, the switching from the right-hand branch to the left-hand branch is initiated when u(t) = 0.3 sin 2rt. Thus for Eq. A6 there is a linear rising and falling to the oscillating "thresholds" (Fig. SC) . To complete the correspondence with the model in section II it is necessary to incorporate I) different rates of' rise and fall of u(t) and 2) different threshold switching functions. with a slope ti1. Thus u in the left-hand plane corresponds to I(t). There is a rapid switch to the right-hand branch of Eq. A5 which is initiated when E9. 3 is satisfied.
In the right-half plane, u(t) decreases with a slope CYE and corresponds to E(t). A switch to the left-hand branch of Eg. A5 is initiated when Ey. 9 holds. The only parameter not included in the nonlinear model is the delay time 6, which in the limit-cycle model corresponds to the time it takes to cross from the right-hand branch to the left-hand branch of Eq. AS. This time will be a short but finite time for nonzero values of c. 
