Abstract. We introduce an atlas adapted to the Toda flow on the manifold of full flags of any non-compact real semisimple Lie algebra, and on its Hessenberg-type submanifolds. In our local coordinates the Toda flow becomes linear. We use these new coordinates to show that the Toda flow on the manifold of full flags is Morse-Smale, which generalizes the main result of [6] to arbitrary non-compact real semisimple Lie algebras. As a byproduct we describe new features of classical constructions in matrix theory.
Introduction
The non-periodic Toda lattice is a Hamiltonian model for a wave propagation along n particles in a line proposed by Toda [26] . A change of variables introduced by Flaschka [12] transforms the original O.D.E. into the matrix differential equation
where X runs over Jacobi matrices and π k is the first projection associated to the decomposition of a matrix into its antisymmetric and upper triangular summands. From a mathematical viewpoint (1) is a vector field everywhere defined on the Lie algebra of real traceless matrices. Since it is in Lax form it is tangent to every adjoint orbit and, in particular, to the orbit made of traceless matrices of any fixed simple real spectrum (Jacobi matrices have simple real spectrum). Moreover, formula (1) implies that the Toda vector field T is tangent to any vector subspace which is stable upon taking Lie bracket with antisymmetric matrices. For instance, one may pass to a compact setting by intersecting the adjoint orbit with the subspace of symmetric matrices, that is, to the manifold of real full flags O. One can also intersect the adjoint orbit -or the manifold of real full flags-with subspaces, specified by certain zero entries, which generalize the Hessenberg property (Jacobi matrices have the Hessenberg property, i.e., they have trivial entries below the subdiagonal).
From a Lie theoretic viewpoint, there is no reason to stick to sl(n, R). If g is a non-compact real semisimple Lie algebra, a choice of Iwasawa decomposition allows us to define the Toda vector field on g, as in (1) [18] . In this generality the Toda vector field is also tangent to the regular hyperbolic adjoint orbits, to the manifold of real full flags O, and to its Hessenberg-type submanifolds.
In this paper we describe an atlas for O and its Hessenberg-type submanifolds which linearizes the Toda vector field T . Theorem 1. Let g be a non-compact real semisimple Lie algebra. Then there exists an atlas of the manifold of real full flags of g whose charts, indexed by the Weyl group, satisfy the following properties.
(i) The domain of each of the local coordinates defined by the atlas is a dense subset of the manifold of real full flags O of g. The image of the local coordinates is the whole Euclidean space. (ii) On each of the local coordinates, T corresponds to a linear vector field defined on the whole Euclidean space. In particular, T is complete in the domain of each of the local coordinates.
(iii) The atlas is adapted to any Hessenberg-type submanifold: on local coordinates, the intersection with a Hessenberg-type submanifold corresponds to a vector subspace, and, therefore, T also corresponds to a linear vector field defined on the whole linear subspace.
The result extends constructions originating from Moser's [21] inverse variables for Jacobi matrices, which he attributes to Stieltjes. Jacobi matrices are real, symmetric matrices with strictly positive entries in the off-diagonal positions (i, i + 1). The inverse variables associated with a Jacobi matrix J is the list of its ordered eigenvalues (which are necessarily distinct), together with the first coordinates of its normalized eigenvectors (which may always be taken to be strictly positive numbers). Such diffeomorphism essentially linearizes T : eigenvalues stay put, and the evolution of the vector c(t) of first coordinates is the normalization of exp(tΛ)c(0), where Λ is a diagonal matrix with the ordered eigenvalues on its diagonal. The Hamiltonian nature of the equation led to further investigation on the subject, but there is a price to pay: the asymptotic behavior of the system (i.e., the fact that the flow converges to a diagonal matrix) relates to a point outside of the coordinate system. More, the coordinates are very degenerate at their boundary: the closure of the set of Jacobi matrices with a fixed spectrum is homeomorphic to a permutohedron ( [27] , [4] ). However, this closure sits as a compact subset with non-empty interior of a Hessenberg-type submanifold. Leite, Saldanha and Tomei [15] gave a proof of item (iii) in Theorem 1 for this simpler context: they introduced new local coordinates on the Hessenberg-type submanifold which now contain the relevant asymptotic points of T in their domain and where T is linearized. This led to a detailed study of a frequently used algorithm in numerical spectral theory, the QR iteration under Wilkinson shifts ( [16] , [17] ).
Our main application in this text is to genericity properties of T on O.
Theorem 2. Let g be a non-compact real semisimple Lie algebra. Then the unstable and stable manifolds of the T on the manifold of real full flags O coincide with the Bruhat and opposite Bruhat cells associated to the fixed Iwasawa decomposition. As a consequence the Toda vector field T is Morse-Smale.
Theorem 2 extends the result of [6] from sl(n, R) to an arbitrary non-compact real semisimple Lie algebra (the authors of [6] also solved the cases of rank 2 Lie groups in [7] and [8] ).
The structure of this paper is the following. In Section 2 we discuss how the unique LU factorization of special orthogonal matrices with nonzero principal minors extends from SL(n, R) to real semisimple Lie groups with finite center. We must account for the interaction of the factorization with the Weyl group action. This factorization property lies at the core of the definition of our atlas for O, which is introduced in Section 3. We then describe the interaction of the atlas with the Bruhat and opposite Bruhat cells. In Section 4 we show that the atlas for O linearizes T (item (ii) in Theorem 1). The proof is inspired in the well-known LU factorization of solutions of the Toda flow in the manifold of full flags O of sl(n, R) ( [22] , [25] ). In Theorem 2, item (ii) in Theorem 1 is then used to identify unstable and stable manifolds of T with Bruhat and opposite Bruhat cells. Section 5 extends the linearization properties of the atlas to Hessenberg-type manifolds (item (iii) in Theorem 1). Non-compact versions of Hessenberg-type manifolds are obtained by intersecting not just O with the appropriate vector subspace, but the whole adjoint orbit. In Section 6 we describe a surjective submersion with contractible fibers from non-compact to compact Hessenberg type submanifolds. This is accomplished by means of the flow of a vector field with appropriate normal hyperbolicity properties.
The atlas introduced in this paper is different from the Bruhat atlas described in [9, Proposition 3.6] . Both atlases of O are suited to linearization, although for two different families of related manifolds and vector fields:
• The Bruhat atlas generalizes to manifolds of real flags (non-regular orbits), where it linearizes the family of vector fields associated to the adjoint action of elements of the fixed maximal abelian subalgebra of hyperbolic elements [9, Proposition 3.6] . Although it also induces an atlas on Hessenberg-type submanifolds, it fails to have good properties: the proof that the Hessenberg-type subsets are submanifolds is a long and technical computation on the open subsets of the Bruhat cover [18, Proposition 7.1].
• Our atlas of the manifold of real full flag allows for an elementary proof of the smoothness of the Hessenberg-type subsets, Lemma 6). The linearization of T described in Theorem 1 is in complete analogy with the linearization result in [9, Proposition 3.6] .
Due to the scope of this paper its methods cannot come from matrix group theory. They pertain to the theory of real semisimple Lie algebras and Lie groups. When specialized to sl(n, R) they shed new light on how some classical constructions for matrices which are of non-linear nature behave when we place linear constrains given by the vanishing of an appropriate set of entries. Thus, for example, our analysis in Section 2 applied to G = SL(n, R) proves a new feature of the interaction of classical matrix factorization techniques with permutations. To explain this, recall that the projection onto the unit lower triangular factor of the UL factorization defines a birational morphism
The identity component of the subset of matrices with nonzero principal minors, where the map is regular, is the result of mapping L into SO(n, R) using the GramSchmidt factorization. The latter map is the inverse to the projection onto L coming from the LU-factorization. In other words, the composition of projections associated to the Gram-Schmidt and UL-factorizations results in an automorphism Φ : L → L encoding the comparison between LU and UL-factorizations. Because the latter factorizations are not everywhere defined in SO(n, R), it is customary to factorize with (partial) pivoting a permutation matrix. For a permutation matrix σ, comparing LU and UL-factorizations with pivoting amounts to generalize Φ to
defined by first mapping a matrix in L into SO(n, R) using the Gram-Schmidt factorization, next conjugating the orthogonal matrix by σ, and then projecting into the unit lower triangular factor of its UL factorization. Our main result of Section 2 says the following for G = SL(n, R): 
Another instance of how our Lie theoretic methods give new results for matrices appears in Section 6. The theory there applied to g = sl(n, R) produces a spectrum preserving symmetrization flow with the following additional property: for matrices with appropriately chosen zero entries, the flow keeps those entries trivial and in the limit produces a symmetric matrix. To spell this out, recall that an (upper) Hessenberg matrix is a square matrix whose entries below the subdiagonal vanish. Upper triangular matrices are of Hessenberg type, and, it is natural to consider other subspaces of the upper triangular matrices by generalizing the Hessenberg property. This is done by choosing a profile p of disjoint square submatrices along the subdiagonal, and setting V p to be the subspace of square matrices whose lower diagonal coefficients not in the chosen submatrices are zero. For instance, if we choose no submatrices then we recover upper triangular matrices; the choice of all the 1 × 1 submatrices gives back Hessenberg matrices. One can also regard at the intersection of any V p with symmetric matrices, and note the existence of an obvious affine retraction from V p into its intersection with symmetric matrices. However, the natural question is whether a retraction which preserves the spectrum exists. This is yet another instance of the problem of increasing the number of zero coefficients of a matrix while keeping its spectrum. Our results in Section 6 answer this question in the affirmative for Hessenberg-type matrices with simple real spectrum. Inspired by [2] , we introduce the algebraic vector field
where π u is the second projection associated to the decomposition of a matrix into its antisymmetric and upper triangular summands.
Theorem 3. The vector field S on sl(n, R) is complete and its flow preserves the spectrum of a matrix and any of the Hessenberg-type subspaces V p . Its restriction to the open subset of traceless matrices with simple real spectrum has the following properties.
(i) Its flow lines converge to its zero set, which are symmetric traceless matrices with simple real spectrum. There, it is normally hyperbolic. (ii) The collection of flow lines with the same limit point fit into the fiber of a (smooth) submersion from traceless matrices with simple real spectrum onto symmetric traceless matrices with simple real spectrum. (iii) The submersion restricts to a submersion upon fixing any spectrum (fixing a regular adjoint orbit) and upon fixing any Hessenberg-type subspace V p . (iv) If a limit point belongs to a Hessenberg-type subspace V p , then its fiber lies in V p . Equivalently, if a matrix is not in V q , then by flowing it with Sthis including flowing infinite time to its limit-we will never arrange the appropriate coefficients to be zero so it would belong to V q . In particular, the union of all flow lines converging to diagonal traceless matrices with simple spectrum equal the upper triangular traceless matrices with simple spectrum.
The LU factorization and the opposite Iwasawa rulings
The LU factorization asserts that a matrix in the special orthogonal group is the product of a unit lower triangular matrix and an upper triangular matrix if and only if its principal minors are nonzero. Moreover, the factorization is unique and depends smoothly (rather, analytically) on the given matrix. The same statement holds for an UL factorization.
Our purpose in this section is to generalize this factorization to other Lie groups and to describe its interaction with the Weyl group action. For the sake of our application to the Toda vector field T we shall opt for the UL factorization.
Upper case will be used for Lie algebra elements, lower case for Lie group elements. A reference for real semisimple Lie groups is [14, Chapters VI and VII] . Most of the facts we use can be found in the much shorter [9, Section 2].
Fix once and for all the following data.
• A non-compact real semisimple Lie algebra g and a group G with finite center which integrates g; for instance, the adjoint group of g. • A Cartan involution Θ : G → G with fixed point set the maximal compact subgroup K. The induced involution θ on the Lie algebra gives rise to the direct sum decomposition into +1 and −1 eigenspaces
• A maximal abelian subalgebra a contained in p and a root ordering yielding an Iwasawa decomposition at the Lie algebra and Lie group levels:
The group G generalizes the special linear group; there, the Cartan involution is given by taking the inverse of the transpose of a matrix. The groups K, A and N generalize the special orthogonal group, the group of determinant one diagonal matrices with strictly positive entries and the group of unit upper triangular matrices, respectively. The Iwasawa decomposition is the generalization of the Gram-Schmidt algorithm (applied on the columns of a matrix). The generalization of the group of upper triangular matrices with strictly positive diagonal entries is the solvable group U = AN. Unit lower triangular matrices generalize to the nilpotent group N = ΘN. The Cartan involution applied to the Iwasawa decomposition obtains the opposite Iwasawa decomposition G = KAN. We introduce the subset which generalizes matrices with strictly positive 1 minors (which we view equivalently as matrices with strictly positive minors along the antidiagonal, as we favor the UN factorization). Proof. Factor g ∈ N as g = k(g)a(g)n(g) = kan according to the opposite Iwasawa decomposition G = KAN. By construction, k ∈ C and k = g(an) −1 . Since A, N and AN are groups, they are invariant by inversion: AN = NA and an = n 1 a 1 . Using U = AN = NA,
Conversely, if k ∈ K admits a factorization
is an opposite Iwasawa factorization and k is the first projection of n ∈ N. Hence the assignment k → n defined above is a right inverse to (5) . The first conclusion is that C is the subset of elements in K which admit a UN factorization. As for uniqueness, if the projection (5) is a bijection then the first factor in the factorization k = nan is uniquely determined by k, and so is an ∈ AN, and then also the N factor in this product. Therefore the UN factorization is unique. Conversely, if the UN factorization of k ∈ C is unique, then different elements in 1 To obtain a factorization result for the analogs of matrices with nonzero principal minors one should replace A by its centralizer in K.
the fiber of k in (5) would give rise to factorizations k = (na)n = (n 2 a 2 )n 2 with different factor in U, contradicting uniqueness.
To discuss the uniqueness and smoothness of the UN decomposition we need a more detailed description of how C sits in K. Let M ⊂ M ′ ⊂ K be the centralizer and normalizer of a in K, respectively. The statement we require is (i) The restriction of the projection N ⊂ KAN → K is a diffeomorphism onto C and C is a section of the submersion K → K/M ′ .
A weaker version of (i) where M ′ is replaced by M follows from applying the Cartan involution to Lemma 7.1 in [9] with w equal to the identity. We present a different proof of (i) which takes advantage of the affine geometry of the Iwasawa rulings.
The linear analog of (i) is the following. (ii) The restriction of the first projection n ⊂ k ⊕ a ⊕ n is a monomorphism and its image is complementary to the Lie algebra m ⊂ k of M. Statement (ii) is true. Indeed, the restriction to n of the projection parallel to a ⊕ n is the monomorphism X → X + θX, X ∈ n.
with image given by the orthogonal complement of m in k with respect to the restriction of the Killing form (see for example [9, Equation (3.5)]). There is a third statement which "interpolates" between (i) and (ii). Let H ∈ a be a regular element in the positive Weyl chamber and let O G be the adjoint orbit through H. The orbit O G has two preferred rulings. The corresponding affine subspaces which contain H are
where an element of G used as a superscript stands for conjugation by that element. Both affine subspaces are contained in O G and the action of K spreads them into rulings of O G -the Iwasawa ruling and the opposite Iwasawa ruling (see [19] for details on the Iwasawa rulings). The third statement alluded to is (iii) The Iwasawa rulings are everywhere complementary. More specifically, given a fiber in the Iwasawa ruling and a fiber in the opposite Iwasawa ruling, their intersection is either empty or a point.
Proposition 2. The statements (i), (ii) and (iii) above are equivalent.
Proof. Let φ : N → K/M ′ be the composition of (5) with the submersion K → K/M ′ . The manifold of full flags
is a section to both rulings (and thus reduces the structural group from affine to vector bundle). Let O G → O be the bundle projection with respect to the opposite Iwasawa ruling. The composition of the diffeomorphism N → H + n, n → H n , with
, where we are considering the first component of the opposite Iwasawa factorization G = KAN. Therefore its composition with the
is exactly φ. Thus (i) holds if and only if φ is a diffeomorphism over its image The latter assertion holds if and only if H+n is a section to O G → O which misses the fibers in the orbit of H + n under the action of the Weyl group W = M ′ /M. Since H + n and all fibers of O G → O are affine subspaces of g, this is equivalent to H + n meeting every opposite fiber either in a point or in the empty set, where the latter case includes the Weyl group translates of H + n. The adjoint action of K on g is linear, and, thus, affine. Since it preserves the opposite Iwasawa ruling and spreads the fiber H + n into the Iwasawa ruling, both rulings are complementary if and only if H + n is complementary to the fibers of the opposite ruling. Therefore statement (i) implies statement (iii).
To prove that (iii) implies (i) it remains to show that the fiber H + n does not intersect the fiber H w + n w , where w is a nontrivial element in the Weyl group 2 . Both fibers are affine spaces and therefore its intersection must be an affine space with associate vector space the subalgebra n(w) = n w ∩ n. The dimension of n(w) -the number of positive roots that w −1 takes to negative roots-is also the length of w [3, Lemma 2.2]. Since w is nontrivial, its dimension is positive and n(w) is also nontrivial, contradicting (iii).
To check (iii) at H we must show that H + n and H +n intersect just at H. Sincen is the tangent space to the opposite fiber at H, statement (iii) at H is equivalent to the restriction to n of the differential of the projection
, the restriction to n of the composition of the quotient map g → g/(m ⊕ a) with the differential, is the restriction to n of the projection of g onto k parallel to a ⊕ n, followed by the quotient map k → k/m. Therefore (iii) at H is equivalent to (ii).
Conversely, we will show that (iii) at another point H + n is again (ii) but for a different (conjugated) Iwasawa decomposition. Let X ∈ H + n. We can write X = H n for a unique n ∈ N. The point H n ∈ H + n belongs to the opposite fibre
where we use as usual the opposite Iwasawa factorization KAN. We want to show that
Conjugate the fixed Iwasawa decomposition and its opposite one by n to obtain
Observe that now H n ∈ a n . Its adjoint orbit is still O G but the compact one changes to O n . At H n the fibers of the conjugated Iwasawa opposite conjugated Iwasawa rulings are
These are the affine subspaces in (6). Therefore (6) is a consequence of (ii) applied to K n A n N and its opposite decomposition K n A n N n .
Corollary 1. The big Chevalley cell C ⊂ K is a real analytic immersed submanifold with the following properties.
(1) Its projection is a diffeomorphism onto an open subset of K/M ′ . (2) It consists of the elements in K which posses a UN or a NU factorization and thus it is symmetric. The factorization is unique, the factors depends in a real analytic fashion on C, and the assignment
is a real analytic diffeomorphism.
Proof. Item (1) follows from Proposition 2 and the validity of statement (ii). The Cartan involution Θ : G → G takes the Iwasawa decomposition to its opposite one and takes N to N:
Since it is the identity on K the first projection for both factorizations are intertwined by Θ and the identity. Therefore C is also the subset of elements of K 2 We shall abuse notation and write w also for a representative in M ′ of the class w ∈ M ′ /M. This choice will not affect the results because w will be used to conjugate Lie subgroups or subalgebras which are either centralized or normalized by M.
admitting a NU factorization. The inversion interchanges the UN and NU factorizations and thus C ⊂ K is symmetric. The uniqueness and real analyticity of the UN factorization is a consequence of Proposition 2, the validity of statement (ii), and Lemma 1. As in the proof of Lemma 1, the inverse to f in (7) is the restriction to N of the third projection G = ANK (if the latter projection is replaced by the second projection projection followed by the inversion on N, then we obtain the inverse to the composition of the first projection N ⊂ KAN followed by f ).
To relate the UN factorization with the action of the Weyl group, consider the subgroups of N which integrate n(w) and its companion subalgebra n(w) = n ∩ n w :
The following factorization is well known (see for instance [9, Lemma 2.3]):
Apply the Cartan involution to obtain the factorization N = N(w)N(w).
Definition 2. The subsets C w , C w ⊂ C are the image of the restriction of the first Iwasawa projection to N(w), N(w) ⊂ KAN → K, respectively.
By applying the Cartan involution we can also define these subsets using the opposite Iwasawa factorization N(w), N(w) ⊂ KAN → K.
Proposition 3.
We have the equalities of subsets
Proof. Let k ∈ C w −1 . By Definition 2,
Factor k = na By hypotheses the first factor is in N. The last one is in N w . The result of applying the factorization (8) to N w and w −1 is
The first factor is in NAN = U and the second in N w ∩ N, and 9 follows. Conversely, let k ∈ C such that k w = un, n ∈ N w ∩N. We have two factorizations
Therefore n 1 = kn
, we may write n 1 = n 2 n. This implies n = ka 2 (n 2 n −1
2 ), which is the KAN factorization of n ∈ N ω −1 ∩ N. Thus k ∈ C w −1 . The proof of the second equality is analogous (use the opposite Iwasawa factorizations to those used to prove the first equality).
Proposition 3 for g = sl(n, R) is equivalent to the real analytic automorphism of subgroups of unit lower triangular matrices announced in the introduction.
Proof of Proposition 1. It follows from Corollary 1 that the restriction to N of the first Iwasawa projection G = KAN followed by f : C → N in (7) is a real analytic diffeomorphism Φ : N → N. By Proposition 3 for each representative of w ∈ W, the result of applying the first Iwasawa projection to N(w −1 ), conjugating by the representative of w, and composing with f is a real analytic automorphism Φ(w) : N(w −1 ) → N(w).
Here we used invariance of domain to conclude that a bijective real analytic map Φ(w) is a homeomorphism (alternatively, one can exhibit the inverse explicitly via appropriate factorizations); we also abused notation because the automorphism depends on the representative chosen for w. For G = SL(n, R) the nilpotent group N are the unit upper triangular matrices. The unit lower triangular matrices -denoted by L in the introduction-correspond to N in the body of the paper. The map f in (2) in the introduction is the map f : C → N above. For SO(n, R), both the UL and LU-factorization are obtained by Cramer's rule, which makes clear the birational nature of f and the regularity of Φ.
The Weyl group for the special linear group admits canonical representatives given by permutation matrices. For a permutation σ, the subgroup N(w) corresponds to the subgroup L(σ) obtained by intersecting L with its conjugation by σ. Clearly L(σ) amounts to setting to zero certain entries of L, proving item (i).
By Proposition 3, the not everywhere defined map Φ(σ) : L L induces a real analytic diffeomorphism from L(σ −1 ) onto L(σ), as stated in item (ii) in Proposition 1. Example 1. We describe explicitly the real analytic diffeomorphism in Proposition 1 for SL(3, R) and σ = (2, 1, 3) .
The application of the Gram-Schmidt algorithm to the Lie algebra of strictly lower diagonal matrices produces the real analytic embedding
Here n 1 , n 2 ∈ R are the norm of the first column vector and of the cross product of the first and second column vectors of the given matrix in L, respectively. Next, upon composition with the projection onto the strictly lower triangular factor of the UL factorization, we obtain the real analytic diffeomorphism
If we compose (10) with the conjugation by a permutation we will not obtain special orthogonal matrices with strictly positive principal minors. For instance, the permutation (2, 1, 3) interchanges the first and second elements in the diagonal, and the latter need not be different from zero. Applying then the projection onto the L factor of the UL factorization gives a map which is not everywhere defined,
Indeed, at any solution of −1 − y 2 + xyz = 0 -which also corresponds to an special orthogonal matrix in (10) with zero (2, 2)-entry-the map Φ (2, 1, 3) is not defined. The strictly lower triangular matrices which remain lower triangular once conjugated by (2, 1, 3) (its own inverse) are those for which the entry (2, 1) is zero. The restriction of Φ(2, 1, 3) to this subspace is
This is a real analytic diffeomorphism, as asserted in Proposition 1.
An atlas for the manifold of full flags
For a regular element H ∈ a, we introduce an atlas for the manifold of real full flags O = {H k | k ∈ K} and study its behavior with respect to the Bruhat and opposite Bruhat cells.
Definition 3.
For each element of the Weyl group w ∈ W, let U w ⊂ O be
Lemma 2. The subsets U w , w ∈ W, provide an open cover of O. Each subset U w is open, dense and intersects the Weyl group orbit H w in just one element.
Proof. Since H w is a regular element of a the composition Each such open subset acts on H giving rise to a subset of O G ,
The subset (H w + n) C is saturated by affine subspaces of the ruling of O G associated to w ∈ W (or w −1 , depending on the convention). Therefore
As a consequence,
The density of U w ⊂ O follows from the density of Bw 0 Bω 0 w ⊂ G and the interaction shown in (11) between the actions of G on H and of C on H w .
Next, we relate the open cover U w , w ∈ W with the Bruhat and opposite Bruhat cells of O ∼ = K/M. The group G acts on K/M via the diffeomorphism
The Bruhat and opposite Bruhat cells are the orbits of the action of B and B respectively. They are parametrized by the Weyl group elements w ∈ W, and are denoted by B w and B w . 
Proof. By (9), the conjugation by w of C w −1 and C w −1 are contained in C. Therefore the subsets in the right hand sides of (13) Since N(w)
we deduce, from Proposition 3, (wk(N(w)
The second equality is proven in an analogous manner.
Definition 4. For w ∈ W, the local coordinates on U w ⊂ O are
where ϕ w (H kw ) is the unique solution of
and k → n(k) is the diffeomorphism f defined by the UN factorization in C (7).
The map ϕ w is the composition of U w → C, H kw → k, with f : C → N, k → n(k), and with the inverse of the diffeomorphism N → H ω + n, n → H nw . By items (1) and (2) in Corollary 1, the first and second maps are diffeomorphisms, hence ϕ w is a diffeomorphism. We interpret ϕ w as local coordinates by regarding the affine space H w + n as a vector space with origin H ω .
Proposition 4. For w ∈ W, the local coordinates ϕ w : U w → H w + n transform the Bruhat cells B w and B w into affine subspaces,
Proof. By Lemma 3, B w = (C w −1 ) w w. By Definition 2, C w −1 are the elements in C whose conjugates by w −1 have UN factorization with second factor in N(w). Therefore B w = {kw, | k = un, n ∈ N(w)}. Hence
Example 2. We shall compute explicitly (the inverse of) ϕ w : U w → H w + n for g = sl(2, R) and w the identity element of the Weyl group.
The domain of the chart is
where λ > 0 is fixed and x ∈ R. Its image will be U e ⊂ O, where O sits inside the 2-dimensional vector space of 2 × 2 symmetric trace zero matrices. First, we compute the diffeomorphism H + n → N, H + X → g, determined by the equality H g = H + X:
Now, for g ∈ N we compute the unique orthogonal matrix k ∈ K whose N factor in its UN decomposition equals g: we invert g, compute its orthogonal factor in the Gram-Schmidt factorization and transpose this orthogonal factor:
Finally, we conjugate H with k for k = k(g) and g = g(X):
The Toda flow in local coordinates
Formula (1) describing the Toda vector field X → T (X) is valid for any noncompact real semisimple Lie algebra with fixed Iwasawa decomposition: the projection π k is taken with respect to the direct sum decomposition g = k ⊕ a ⊕ n (this coincides with the definition of the projection operator in [18, Section 2] by means of root spaces). The Lax form implies that T is tangent to every adjoint orbit, in particular to the regular hyperbolic orbit O G . Because of the properties of the Cartan decomposition in (4), T is tangent to the subspace p. Therefore T is tangent to the manifold of real full flags O.
We first show that the local coordinates in Definition 4 linearize T on O.
Theorem 4. Let g be a non-compact real semisimple Lie algebra with fixed Iwasawa decomposition and let ϕ w : U w → H ω + n, w ∈ W be the local coordinates in Definition 4. Then the diffeomorphism ϕ w transforms the Toda vector field T into the linear constant coefficient vector field
whose stable and unstable manifolds at the critical point H w are the affine subspaces
Theorem 2, relating Bruhat and opposite Bruhat cells to unstable and stable manifolds of T , follows from Theorem 4 and the results in Section 3.
Proof of Theorem 2. By Proposition 4, ϕ w (B w ) = H w + n(w). By Theorem 4, the right hand side is the unstable manifold at H w of the image of T by ϕ w . Hence the unstable manifold of T at H w ∈ O is the Bruhat cell B w . Likewise, the stable manifold at w is B w . The Morse-Smale property follows from the transverse intersection of Bruhat cells and opposite Bruhat cells into Richardson cells ( [23] ). Theorem 4 will follow from several lemmata which build on well known factorization properties of solutions of the Toda flow (see e.g. [22, Propositions 26, 27] or [25, Section 3] ). Recall that if V is a vector field on the orbit of the action of a Lie group G, then around a point X 0 in the orbit one can always write its integral curves as g(t)X 0 , g(t) ∈ G. At g(t)X 0 , the curve g(s + t)X 0 can be rewritten as p(s)g(t)X 0 , p(s) ∈ G, and thus the vector field V can be expressed using the fundamental vector fields of the action
Lemma 4. For w ∈ W, let X 0 ∈ U w and P : g → k be a map. Then the solution of the initial value problem
for small t ∈ R, is transferred via ϕ w : U w → H ω + n to a solution of
where X(t) = B(t) u(t) and π n is the third projection associated to the direct sum decomposition g = u ⊕ m ⊕ n.
Proof. Since U w is a submanifold, of the adjoint K-orbit O, by (17) we can write the solution of (18) as the evolution
Also, X(t) ⊂ U w , and thus we can write uniquely
In particular X 0 = (X w ) k0 , k 0 ∈ C, and we rewrite
For small t ∈ R, k(t)k 0 ∈ CM ⊂ K. Therefore there is a unique factorization k(t)k 0 = u(t)n(t)m(t). Since m(t) ∈ M stabilizes a,
so may assume without loss of generality that m(t) = e. By Definition 4, ϕ w transforms the integral curve X(t) into the curve B(t):
The evolution B(t) = (X w ) n(t) lies in the adjoint N-orbit H w + n by (17) and thus
At T k(t)k0 G we have the equality
which also implies the equality of vectors at T e G = g:
From (20), the right hand side of (22) is the splitting of P (X(t)) u −1 (t) according to the decomposition g = u ⊕ m ⊕ n. Now use (21) and (22) to obtain
We introduce an additional hypothesis for P .
Lemma 5. In Lemma 4, take P = π k (θ(∇φ)), where the projection is associated to the decomposition g = k ⊕ u, φ : g → R is U -invariant, and its gradient ∇φ is taken with respect to the inner product − ·, θ· . Then the evolution (in U w )
is transferred by ϕ w to the evolution (in H w + n)
where π n is associated to the direct sum decomposition g = u ⊕ m ⊕ n.
Proof. Recall that Θ is the group involution which integrates θ. For g ∈ U , X ∈ g we claim that
Since φ is invariant by U , for arbitrary Y ∈ g,
Combine Lemma 4, the equalities I = π u + π m + π n = π u + π k and (23), to conclude that the diffeomorphism ϕ w transforms the evolution in U ω to an evolution in n:
We now show that local coordinates linearize T .
Proof of Theorem 4. Let φ be one half of the Killing form: φ(X) = 1 2 X, X . This is a Casimir and thus U -invariant, so we are in the hypotheses of Lemma 5. Since ∇φ = θ, the vector field that we obtain in the statement of Lemma 5 is exactly T . Thus T on U w is transferred by ϕ ω to
Critical points and their stable and unstable manifolds are easily described.
Example 3. We illustrate Theorem 4 for the chart ϕ 
In the domain of the chart corresponding to the identity element of the Weyl group ϕ −1 e : H + n → U e the linear vector field coming from Theorem 4 is:
By (16) its pullback by ϕ
This vector field equals the result of replacing Y by ϕ (24), which proves that ϕ e linearizes the Toda vector field for sl(2, R).
Hessenberg-type manifolds
In this section we show how our atlas is adapted to the Hessenberg-type submanifolds of the manifold of real full flags O.
An (upper) Hessenberg matrix M ∈ M(n, R) is a matrix all whose entries below the subdiagonal vanish. All upper triangular matrices are of Hessenberg type. It is natural to consider other subspaces of matrices which contain the upper triangular matrices by generalizing the Hessenberg condition on vanishing entries: we define a profile p to be a subset of indices p ⊂ {1, . . . , n} 2 which has the following properties.
(a) (i, j) ∈ p =⇒ i > j;
Profiles inherit the partial order given by inclusion. The support of a matrix M is the smallest profile p such that i > j and M ij = 0 =⇒ (i, j) / ∈ p. The vector subspace of matrices with profile p is
For p = {(n, 1)} we have V p = M(n, R). Hessenberg matrices equal V p for p = {(2, 1), (3, 2) , . . . , (n, n − 1)}. In general V p are matrices whose lower triangular entries avoiding certain square submatrices aligned along the subdiagonal are trivial.
The definition of a profile is Lie theoretic and can be extended to any noncompact real semisimple Lie algebra g [18, Section 3] . Upon a choice of root (partial) order (Σ, ), the root space Σ is the union of the positive and negative roots, Σ = Σ + ∪ Σ − . A profile p for g is a subset of Σ which has the following properties.
The support of X = α∈Σ X α ∈ g is the smallest profile p such that
The vector subspace of elements with profile p is
Definition 5.
Let g be a non-compact real semisimple Lie algebra and let p be a profile for g. The Hessenberg-type and non-compact Hessenberg-type subsets with profile p are the intersections
where O ⊂ O G are the adjoint K and G orbits of a regular element in the positive Weyl chamber.
It is known that Hessenberg-type subsets are submanifolds (also the non-compact ones) [ 
un , u ∈ U, n ∈ N. Upon conjugating the right hand side of (27) by u −1 and using once more that U leaves V p stable we obtain [g, (
and thus (27) holds.
We are ready to collect the results announced in Theorem 1 in the introduction.
Proof of Theorem 1. Item (i) is the thesis of Lemma 2. Item (ii) is the thesis of Theorem 4. We observe that because T on U w is complete because it corresponds to a linear vector field on a whole Euclidean space. As for item (iii), the intersection
w sends H w + n p into V p . Therefore the atlas {U w , ϕ w }, w ∈ W, is adapted to O p and the image of U w,p is a full affine subspace of n.
Since V p is stable by U, T is tangent to the manifolds O p (and O G ). Hence ϕ w takes T on U w,p to a linear vector field on an affine subspace: our atlas also linearizes the restriction of T to the Hessenberg-type submanifolds O p ⊂ O. Remark 1. Hessenberg-type subspaces for g are u-modules and the two notions match if and only if g has 1-dimensional root spaces. The results in this Section and in Section 6 for Hessenberg-type submanifolds remain valid if we replace Hessenberg-type subspaces by u-modules. In local coordinates, the fundamental vector field associated to the coadjoint action by Y ∈ a is clearly linear. For Y = H, its corresponding linear vector field is
Its unstable and unstable manifolds -the affine subspaces H w +n(w) and H w +n(w) correspond to the Bruhat and opposite Bruhat cells in O. In a similar vein, using the Bruhat atlas to show that Hessenberg-type subsets are manifolds results in a cumbersome proof [18, Proposition 7.1] . However, as Lemma 6 shows the use of our atlas provides a natural proof.
The contracting flow on the open Hessenberg-type manifolds
We describe a natural fibration from the noncompact to the compact Hessenbergtype manifolds:
Normal elements are clearly zeroes of S. Conversely, if X is not normal, by item (2) the norm square decreases along the trajectory through X around X.
Let X be a regular hyperbolic normal element. That X be normal means that θX belongs to the isotropy Lie algebra g X of X. We claim that g X is stable by the Cartan involution. To prove that we use that g X is a Cartan subalgebra: if Y ∈ g X , since θX ∈ g X we must have
Any θ-stable Cartan subalgebra decomposes into direct summands in k and p. Therefore X = X e + X h + 0, X e ∈ k, X h ∈ p, is the decomposition of X into commuting elliptic, hyperbolic and nilpotent summands [24, Section 2] . But because X is hyperbolic X e must be trivial, and X = X h ∈ p (X h is regular and therefore g X must be maximally non-compact: g X ∩ p = a).
By item (1) in Lemma 7 S is tangent to the adjoint orbit O G . By items (3) and (4) 
Proposition 5. Let H be a regular value in the positive Weyl chamber and k ∈ K.
is a as direct sum decomposition in eigenspaces of ∇ H k S for the zero eigenvalue and strictly negative eigenvalues.
Proof. From the equality I = π k + π u we obtain θπ u = θ − π k . For any X ∈ O and Y ∈ T X O G we have Since p is in the kernel of ∇ X S a dimension count implies the direct sum decomposition in (30).
Theorem 5. The flow of S induces a locally trivial fibration structure
with fibre diffeomorphic to a Euclidean space. Moreover, if p is any profile the fibration (31) restricts to a (pullback!) fibration
whose fiber over each intersection point H w ∈ O p ∩ a is H w + n.
Proof. The norm square || · || 2 is a proper function on g. This, together with items (2) in Lemma 7, implies that S is complete on g. Since O G ⊂ g is made of semisimple elements it is a closed submanifold [5, Proposition 10.1] . This, together with items (2) and (3) In Euclidean space coordinates the cubic vector field (29) is S(x, y, z) = (−2zx(y + z), 2zx 2 − 2z 2 y, −2zx 2 − 2zy 2 ).
It is tangent to the level sets of x 2 + y 2 − z 2 − 1 which correspond to the adjoint orbits (or union of them) and its stationary points contain the plane z = 0 which corresponds to traceless symmetric matrices. By Theorem 5, each stable point (x, y, 0) = 0 is the limit point of two trajectories of pairs of flow lines. These three orbits of the vector field (33) fit into a fiber of a locally trivial fibration of the hyperboloid over the circle (the manifold of real full flags) through the point (x, y, 0).
We could not find and explicit expression neither for the trajectories of the vector field (33) nor for the submersion it induces on hyperboloids. The explicit information that Theorem (5) provides is that
• over (x, 0, 0), which corresponds to a diagonal matrix, the fiber is the affine line tangent to (0, −x, x), which corresponds to an upper triangular matrix; • the vector field (33) is tangent to the plane x = 0 which corresponds to upper triangular matrices. Therefore the hyperbolas on that plane are also fibers of the submersion. We can however compare the vertical tangent bundle of the submersion at the circle with that of the Iwasawa fibration. The latter has as frame the vector field (y, −x, x 2 + y 2 ), x 2 + y 2 = λ 2 , λ > 0.
Following Proposition 5, to compute a frame for the former vertical tangent bundle we have to apply the linearization of (33) at points of the circle, and then apply it to the Iwasawa frame. This results into the (suitably rescaled) frame (xy, −x 2 , x 2 + y 2 ), x 2 + y 2 = λ 2 , λ > 0.
