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1. INTRODUCTION 
This paper discusses aspects of the symbolic dynamics of the iteration of 
one-dimensional unimodal functions. It is concerned mainly with the 
following question: let there be given a finite shift-maximal symbol 
sequence P of length k on two letters, a given unimodal function 
F: [0, l] + [0, l] and a one parameter set of transformations x,, + , = 
AF(x,) of [0, l] with AE [0, I]. Let A, be some i for which t is periodic of 
period k under &F(x) and for no smaller k is -j periodic. Further, let the 
symbol sequence of $ be P = P, P, ..’ Pk, where 
R if (&F)’ (i) > 4, 
P,=L if (AJ)’ (f) < 1. 
C if (ipF)’ (&) = f. 
The following four questions are posed. 
(1) For what F can we show that 1, exists? 
(2) For what F can we show that )Lp fails to exist? 
(3) For what F can we show that A, is unique? 
(4) For what F can we show that 1, is multiple? 
These four questions are discussed in this paper. 
There has been considerable interest in the symbolic dynamics of 
functional iteration in recent years, especially in physics. Perhaps the 
reason for this interest is given by Simoyi, Wolf. and Swinney in 1982 
[26]: 
A decade ago Metropolis, Stein, and Stein [presented evidence indicating 
that] unimodal maps, ,r,,+ ,= jf(.x,) exhibit universal (map-independent) 
dynamics as a function of the bifurcation parameter 1. Analysis of higher-dimen- 
sional systems has lead to the conjecture that if such a system were to exhibit a 
period-doubling sequence, then the dynamics of the system would be similar to 
that of 1-D system. 
In the last few years, period doubling has been found in a number of 
physical systems. The following list is representative. 
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System Authors Year 
1. Bistable optical devices 
2. Chemical reactions 
3. Gas counters 
4. Josephson-junction analog 
5. First-sound in helium 
6. Rayleigh-Benard flow 
7. Explosive crystallization 
8. Lasers 
9. Acoustics 
Song, Lee, Shin, and Kwon [28] 
Simoyi, Wolf, and Swinney [26] 
Duong-Van [S] 
Yeh, Kao [31] 
Smith, Teiwoni 1271 
Libchaber [ 131 
van Saarloos, Weeks [25] 
Weiss, Godome, and Olafsson 
c301 
Kitano, Yabuzaki, and Ogawa 
Cl01 
1983 
1982 
1984 
1982 
1983 
1983 
1983 
1983 
1983 
In view of the current physical interest, answers to Questions (l)-(4) 
would be useful. The only results we know of are those by Louck and 
Metropolis [ 151 on the trapezoid functions, and on the function 4x( 1 -x) 
by Douady and Hubbard [7]. 
In Section II we define the notion of a shift-maximal symbolic sequence. 
This is taken from the book of Collet and Eckmann [3]. Section III is 
devoted to a discussion of the relations among the MSS theory, the 
Derrida, Gervois, and Pomeau theory, and the Collet and Eckmann 
theory. In Sections IV and V, we show that a finite sequence is shift 
maximal if and only if it is an MSS sequence. The proof is adapted from a 
similar proof given in Collet-Eckmann and described to us by Oscar Lan- 
ford in a lecture at Los Alamos [ 121. Sections VI and VII give some 
classes of functions F(x) for which F(x) is unique. (For the case of the 
trapezoid, both existence and uniqueness are shown by Louck and 
Metropolis [ 151 for all e E (0, f)). The existence and uniqueness of 
RL”(n 2 0) and RL”R(n > l), are demonstrated in Section VIII for concave 
F(x). Also, for each F(x) there exists n, such that if n > n,, RL”R’ exists, 
and RL”RL exists and is unique. 
In Part C we take up the question of multiplicity of 1, for a variety of 
flat-top or pointed-top functions and give an explanation of this mul- 
tiplicity in terms of the inverse function g,,(n). Nonexistence of 1, for 
P < RLk for certain trapezoid maps is discussed in Section XII. 
In Section XIV, we consider the Bernstein polynomial approximation to 
piecewise linear functions and show, using the variation-diminishing 
property of these polynomials, that to most of our examples of nonuni- 
queness and nonexistence of I, for piecewise linear functions there corres- 
pond polynomial functions exhibiting the same behavior. 
In Section XV we state and prove a different version of the original 
Metropolis, Stein, and Stein conjecture which holds for any unimodal 
function. In Section XVI we give numerical evidence of quadratic con- 
vergence of the period-doubling sequence g,“(,,( 1), where H,(P) is the n th 
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harmonic of P. This is in contrast to Feigenbaum’s observation of 
geometric convergence of AH., p,. 
PART A: EXISTENCE 
Part A addresses the problem of iterating a member of a one-parameter 
family on functions fA: [0, 1) + [0, l] (into). The members of the one- 
parameter family have the form 
f;.(x) = AF(s), 
where F is a continuous map of [0, 1) onto itself. 
We define the following six classes of functions: 
(1.1 
Class 1. F(x) is unimodal’ if F(0) = F( 1) = 0, F(i) = 1 and F(x) is non 
decreasing on [0, $1 and nonincreasing on [f, 11. 
Class 2. F(X) is unimodal concave if F is Class 1 and concave. 
Class 3. F(x) is unimodal round top if F is Class 2 and there exists 
eE (0, i) such that F(x) exists and is continuous in (e, 1 -e) and F(f) = 0. 
Class 4. F(x) is unimodal flat-top if F is of Class 3, F(s) = 1 for 
XE (e, 1 -e), F is strictly increasing on [0, e] and strictly decreasing on 
[l-e, 11. 
Class 5. F(s) is unimodal flat-top differentiable if F is in Class 4 and F 
exists in (O,e)u(l-e, 1). 
Class 6. F(x) is trapezoidal’ if it linearly interpolates for the four points 
(O,O), (e, l), (l-e, l), and (1,O) for some eE(0, i). 
Questions associated with iteration of functions on the real interval are 
often discussed. The books of Collet and Eckmann [3] and Preston [23] 
provide surveys. Our interest is often in case when the maximum occurs in 
an interval instead of at a single point. This interest is partly motivated by 
the observation that this case is often easier than the case where the 
maximum is a strict maximum. Further. the more usual unimodal functions 
’ Some authors use “unimodal” to imply a single maximum. We suggest the term “strictly 
unimodal” to imply a single maximum. 
2 In this paper we adopt the following convention for naming piecewise linear unimodal 
functions f: [0, l] + [0, I]. The name given is that of the geometric figure enclosed by the 
function and the horizontal interval [0, I]. We adopt the American convention of calling a 
quadrilaterial with two parallel sides a “trapezoid.” In British 20th century usage such a figure 
is called a “trapezium.” British usage seems to have better justification. We call a quadrilateral 
with no parallel sides a “trapezium.” In British usage such a figure is called a “trapezoid.” 
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with a strict maximum can be approximated in the C’ topology by flat-top 
functions. Unimodal flat-top functions have appeared in experimental 
work. See Song et al. [28]. 
II. Shif-Maximal Symbolic Sequences 
In this section we define a shift-maximal sequence over the three letters 
R, L, and C. (The letter C is for convenience and occurs only at the end of 
the sequence.) This definition is in Collet-Eckmann [3] and is repeated 
here for completeness. 
Let S be the class of finite or infinite sequences whose entries are R or L, 
except that in the case of a finite sequence the last entry and only the last 
entry is a C. Such sequences are called admissible. Put in other terms, there 
are no initial or embedded c’s and the last entry (and only the last entry) 
is a C. We now define a linear order on S. We call this linear order a 
parity-lexicographic ordering. This term is used since the ordering is 
lexicographic except that the assumed ordering of the symbols involved is 
reversed if a certain parity is odd. First, put L < C < R. Let S’ = {S,! ) and 
S2 = {St > be two sequences in S. Let i be the first index where they differ. If 
i=O then S’<S’ iff Sh<Si. Suppose i>O. In case SAS:...S,!_,= 
szsz... Sf-, have an even number of R’s then S’ < S2 iff S,! < Sf and in case 
th0eri are an odd number of R’s, then S’ < S2 iff Sf < S). 
An admissible sequence S is called shift maximal if it is greater than or 
equal to each of its right shifts. 
III. Relations Among the Myrberg, MSS, DGP, and CE Theories 
In this section we discuss the relations among four preceding con- 
tributions to the theory of functional iteration: (1) Myrberg [21], (2) 
Metropolis, Stein, and Stein (MSS) [ 181, (3) Derrida, Gervois, and 
Pomeau (DGP) [S], and (4) Collet and Eckmann (CE) [3]. Myrberg dis- 
cusses the iteration of the function f(y) = y2 -p. He investigates the values 
of p for which there is an attractive cycle of n points y, with (f”) (y,) = 0. 
He gives an estimate of the number of such p as a function of n and gives a 
hypotheses under which this estimate is exact. He is not able to prove the 
hypothesis. For a given n, he constructs sequences (for n 6 10) for the 
inverse mapping function and these sequences turn out to be what were 
later called MSS sequences. MSS discuss one-parameter multiplicative 
functions fi(x) = AF(x) on [0, l] where F is concave, symmetric about 
x = +, F(0) = F(i) = 0, and F(t) = 1. Many useful ideas are introduced in 
their paper. In particular, suppose 4 is a periodic point under the map fA 
and n is the period. The MSS sequence associated with this value of I is a 
sequence P, . . . P, _ , of R’s and L’s, where Pi = R, if f i(f) > + and Pi = L, if 
f:(f) c $. This is the “functional” definition of MSS sequences. But, also it 
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is noted in MSS that these sequences appear in a certain order and there is 
given an explicit algorithm independent of f(x) for constructing these 
sequences in order. This “algorithmic” definition of MSS sequences and 
their order corresponds precisely to those shift maximal sequences which 
are finite, as discussed by CE. We will show in Section IV that every 
functional MSS sequence is shift maximal and in Section V that every finite 
shift-maximal sequence is a functional MSS sequence, at least for those 
functions which satisfy our hypothesis made in Section I. 
DGP extend the MSS ideas. In particular, they fully develop the 
algebraic theory of these sequences. They assume that assertions made in 
MSS have been proved, which is not always so. Some of the additional 
theory added by DGP is not proved since DGP make a mistake in the 
statement and proof of Lemma 1,i of Appendix B of DGP. This mistake 
has been pointed out by Louck and will be discussed in the forthcoming 
paper of Louck and Metropolis [ 151. The counterexample, in the notation 
of DGP, is obtained with S= 3213. 
Collet and Eckmann discuss one-parameter unimodal functions fA in C’ 
on [ - 1, I] with the property that f)..(O) = 1 for all 2 in an appropriate 
interval. Suppose that F is unimodal on [0, l] with F(0) = F(1) = 0 and 
F(t) = 1. Then the one parameter family AF(x), 4 < A< 1, on [0, A] can be 
transformed into a one parameter family fl( J): [ - 1, I] -+ [ 1, 11 with 
fA(0) = 1 and fi unimodal. The transformation 1’ = T,(s) is 
T,: 
I 
2x - 1 
I’=2i- 1 
$<X<& +<2<1. 
Put 
for 
l<J?<l, O<xbA, ;<A< 1. 
There is then a 1-l correspondence between orbits of x E [0, J.] under 
iteration by IF(x) and y E [ - 1, l] under iteration by fA(v). The 
correspondence is given by putting y, = T,(x,) along the orbit of x,, and 
y,. The theory presented in Sections IV and V is therefore analogous to 
that presented in the book of Collet and Eckmann, with the exception that 
we have weakened the C’ condition assumed by Collet and Eckmann. The 
C’ condition is replaced by C’ in some neighborhood of the critical point. 
We have also given a more compact treatment. If the reader is familiar with 
the book of Collet and Eckmann, he could skip Sections IV and V and 
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accept the authors’ word that functions which are unimodal and C’ in a 
neighbourhood of their maximum suffice. 
IV. Every MSS Sequence Is Shft Maximal 
Suppose f(x) is a map of [0, l] into itself. We follow Collet and 
Eckmann [3] except that we use the interval [0, 11.) The itinerary of a 
point x E [0, l] is a finite or infinite sequence I/(x) = I,I, 12.. ., of R’s L’s 
or C’s defined as follows. For i Z 0, I; = R if f’(x) > $, Ii = L if f i(~) < $, 
Ii = C if f’(x) = $ The sequence I/(x) is terminated after the first C. The 
relationship between an MSS sequence and itinerary is the following. If f is 
of minimal period k under AF, then the MSS sequence associated with this 
2 is IAF(A). 
LEMMA 4.1. Suppose F is unimodal. If IiF < IAF( y) and x, ye [0, 11, 
then x<y. 
Proof: Assume the implication is false. For each u and v in [0, 1 ] such 
that 
I”‘(u) < P(V) 
and 
let d(u, v) be the first integer where I”‘(U) and IAF(v) differ. We now put 
f = 1F and omit superscripts. Choose x and y such that i = d(x, y) is 
smallest. 
Case 1. Suppose i= 0. Then Z,,(x) = L or C and Z,,(y) = R or I,,(x) = L 
and Z,(y) = C or R. In either case x < y. 
Case 2. Suppose i> 0 and 
I,(x) = Z,(y) = L. 
Then 
I(f(x)) < UfbJ)). 
Therefore, since we have dropped the initial L and hence not changed 
parity, 
f(x) <f(Y) 
since otherwise f(x) and f(y) provide a smaller value of d. Since x, y < f 
and f is increasing on [O, $1, 
x < y. 
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Case 3. Suppose i > 0 and 
Z,(s)=Z,(y)= R. 
Then 
Uf(.v)) < I(“0.y)) 
because we have dropped an R so that parity is reversed. Hence, as before 
f( Y) <.fb-1. 
Since x, y > 4 and f is decreasing on [ $, 11, 
s < 1’. 
In all three cases, we have contradicted the assumption that the implication 
is false. This completes the proof of Lemma 4.1. 
THEOREM 4.2. Let F be unimodal. For any d E (0, I ), I”“(%) is shft 
maximal. In particular, an MSS sequence is shif maximal. 
Proof: Since A> 0, for all j > 0 and for all .Y E (0, 1 ), 
f’,(x) < 1. (4.1) 
Now suppose I”‘(i) is not shift maximal. Then there is some j>O such 
that 
IiF(l) < I”‘( j-$(A)). (4.2) 
But then, by Lemma 4.1, 
i < .f’$,( i) (4.3) 
which contradicts (4.1). 
V. Euery Shift-Maximal Sequence Is Realizable as an Iteration Sequence 
In this section we assume that A is a shift-maximal sequence and that F 
is unimodal. For the proof of the intermediate value theorem (Theorem 
5.2) we assume F is round-top. For the proof of the existence theorem 
(Theorem 5.3) we assume in addition that F is concave. For the latter case 
we show that there exists A E (0, 1) so that IA’(A) = A. 
If A is of the form RLT for some n 3 0, existence and uniqueness of Aa 
will be proved in Section VIII for concave F. If A is not of the form RLT, 
then there exists a positive integer n such that either 
RC<A<RL”C (5la) 
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or 
A= L”, C, R”, or RL”. (5.lb) 
Our ti:;t objective is to show that if (5.la) holds and F is unimodal and 
round-topped there is a J.,4 with 
ARC < II.4 < lRL”C. (5.2) 
We need a combinatorial lemma: 
LEMMA 5.1. If A > BC with A shift maximal and BC finite and shift 
maximal, then A 2 (BR)” and A 2 (BL)%. In particular, if A is finite or if .4 
is infinite but A # D”, where D is a finite sequence, then A > (BR)” and 
A > (BL)“. 
Proof: We first prove that A 2 (BR)“. Let i+ 1 be the first index where 
BC and A disagree. Thus 
BC= BOB, ... BiBi+, ... B,,C 
and 
A= BOB,... B;A,+,..., 
with 
We must have i+ 1 E [0, n + 11. If i+ 1 6 n, the result is trivial. The 
remaining case is i = n. We divide the proof into two parts. First, suppose 
there are an odd number of R’s in B. Then A,, + , = L and A > (BR) *. Next, 
suppose there are an even number of R’s in B. Then A,, , = R. If 
A # (BR)“, we can write 
odd parity 
A=F BR-BT BoB,...B,_,A,,,+z,+,~..., 
1 pairs 
(5.3) 
(BR)” =aRBR-. BR, BOB,... B,_,B;., B,R.... 
I pairs 
(5.4) 
We now have five subcases to consider, according to the evenness or 
oddness of 1 and the evenness or oddness of the number t of R’s in 
B,... B,-,. 
Case a Case /3 Casey Case6 Casec 
I even odd even odd>1 1 
I even even odd odd odd 
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We prove in each of the five cases that either A 2 (BR)” or the case fails to 
occur. The five cases turn out as follows: 
a P 76 c 
fails A > (BR)” fails fails A > (BR) )-. 
Case CI. Since A is shift maximal, 
> W, .-*B,-l 4(n+a+s... 
even parity 
Hence 
B,= R. (5.5) 
On the other hand, again by a shift, 
odd parity 
<A= BRB,B,..- B,_, B;.. B,BR.... 
bzGzi+ 
Hence, B, = L, which contradicts (5.5). 
Case 8. Since A is shift maximal, 
even parity 
Hence, Case c1 cannot occur. 
A=‘B,-B,-:B,- BBoB1...B,_1A,(,+2,+,.... 
shift of A 
Hence, B, = R. An examination of the parity in (5.3) and (5.4) shows that 
then 
A > (BR)“. 
Case y. The parity of the R’s preceding B, in the full listing is odd. 
Since A is shift maximal, we have 
Hence, 
odd parity odd parity 
A=b,-B,_; B;.. >fs,-B,-; Ayn+Z,+s.... 
shii of A 
(5.6) B, = L. 
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On the other hand, 
shift of A 
1 
A= BR B,,... B,-, B;.. >!!3RB,,... B,-, Arc,+2,+..... -, I 
odd odd parity even parity 
parity 
even parity 
Hence, B, = R. Since this contradicts (5.6), Case JJ cannot occur. 
Case 6. Again, since A is shift maximal, 
odd parity 
A = B,B, ... B,_, B;.. > Bz A,(,+2,+,.... 
I I I I 
odd parity shift of A 
Hence, 
B, = L. 
On the other hand since I> 1, again by shift maximality, 
(5.7) 
odd odd 
even parity panty panty 
A= BmsBj, B;.. >‘BR”s, A,,,+z)+s”.. 
shift of A 
Hence, B, = R, which contradicts (5.7). Hence Case 1’ cannot occur. 
Case E. It is easy to see that A > (BR)“. The proof that A k (BL)” is 
similar. This completes the proof of Lemma 5.1. 
THEOREM 5.2 (Intermediate value theorem). Let F be a unimodal 
Lipschitz continuous function which has a continuous derivative in a 
neighborhood of x = 4. Suppose 0 6 1, < A2 d 1 and A is a shift-maximal 
sequence other than L”, C, R” or RL’“. Suppose further that 
I”@-(A,) < A < I’2’(l,). (5.8) 
Then there is a value of i E (1,) Al), so that 
IiF = A. (5.9) 
(N. B. The theorem is also true if the inequalities in (5.8) are reversed.) 
Proof: Suppose the conclusion is false. (We give the argument assuming 
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that (5.8) holds, but there is no /I E (I., .A,) satisfying (5.9 1. The argument is 
similar when the inequalities in (5.8) are reversed. ) Put 
We will show that U, is open with respect to [A,, A*]. Since 1, E U,, 
U, # 0. Suppose A0 E U,. 
Case 1. Suppose IAoF(&) is infinite. Let n be the index of the first 
position at which I”°F(&j and A disagree. Since the first n entries of I&‘(&) 
are all R’s and L’s, there is an E > 0 such that if IA- &,I <E, then I”(A) 
agrees with Z”OF(l,,) in the first n entries. Hence, (& -E, A., + E) c 17,. 
Case 2. Suppose IAoF(&) = BC, where B is a finite sequence of length k. 
Choose a >O and b >O such that if II -& <r and Ix- +I < 6, then 
(AF)’ (x) and (AoF)’ (4) are on the same side of $, for i = l,..., k. Let A4 be a 
Lipschitz constant for F. Since F’ is continuous in a neighborhood of 4 and 
F’(t) = 0, there exists q > 0 such that for x~, -Y? E I+‘= (f-v, 4 + q), 
I(AF)k+’ (x,) - (lF)k+l (x,)1 = I(/iF)k (lF(x,))- (AF)” (iF(.Y,))l 
< Mk IAF(.Y,) - AF(x,)l 
<M” sup I(U) (x)1 Is, -.YzI 
IE u 
< f Ix, - .YzI. 
Choose E > 0 such that E <a and if II - &,I <E, then 
l(W k + ’ (+) - 41 < min(q/2, d/2). 
Suppose 3, E (A, - E, A, + E). Put (AF) k+‘(+)=++qj.. Suppose qL>O. We 
claim that (LF)k + ’ maps the interval (t, f+ 2q,) into itself. Suppose 
x E (t, t + 2q,). Since 12q,l < rj, 
I(LF)k+’ t-r) - (W k+‘(t)l<(f)lX-~l<(3)q~. 
Therefore, I(lF)k+’ (x)-(i+qL)( <ql and hence (AF)k+’ (x)E(& ++2q,). 
Certainly Z,(A) = B,, j = 0 ,..., k - 1. Since 
WI Ik+-l-’ (A) = (AF) “““‘(#E(f, 4+2q,) for I = 1, 2,..., 
Z [(k+I)pl(A)=R, for I= 1, 2, 3,.... Since I(AF)lck+‘J(~)-jl -cd, for 
I= 1,2, 3 ,..., (AF) Q~+“+~ (f) and (A,,F)j (4) are on the same side of t, for 
i = l,..., k. Thus, Z@ + ,, ~, +i(J.) = Bi, for i = l,..., k. 
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Thus 
P(A) = (BR)“. 
Likewise, if q1 < 0, 
P’(l) = (BL)“. 
Hence, for J& - 11 < E, 
P(I)E (BC, (BR)“, (BLy >. (5.10) 
We now have three situations to consider: (2.1) A is neither (BR)” nor 
(BL)“, (2.2) A= (BR)“, and (2.3) A = (BL)“. 
Case 2.1. A is neither (BR)” nor (BL)“. Then by Lemma 5.1, if 
BC< A we have (BR)” Q A and (BL)” 6 A. But since A is neither (BR)” 
nor (BL)“, (BR)“<A and (BL)“<A. Hence, (A,-E,&+E)cU,. 
Case 2.2. A = (BR)“. Then if II - &I < E, I”“(n) = BC or (BL)” since 
we assume no 1 yields A=(BR)‘. If BC<(BR)“, then (BL)” <(BR)“. 
Therefore, (& - E, A,, + I) c U,4. 
Case 2.3. A = (BL )“. This case is similar to Case 2.2. 
Hence, if the conclusion of the theorem is false, then U, is open. 
Likewise, 
is open if the conclusion of the theorem is false. A closed interval cannot be 
two disjoint nonempty open sets U,, and V,. So there exists a 1, E [A,, A?] 
not in U, and V, so that IiF $ A and I”‘(i) 4: A. Hence, IiF = A, 
and the conclusion of the theorem is true. 
THFDREM 5.3 (Existence theorem). Let F be a unimodal round-top con- 
cave function. For each shift-maximal sequence A there is a value of 1 such 
that IiF = A. In particular, each MSS sequence occurs. 
ProoJ: L” is obtained by all ,4 < 4. C is obtained by A = f. If 2 E (1, A,), 
R” is obtained. It follows from the results in Section VIII that for each 
n 2 0, there is a value of 1 such that I”“(1) = RLT. If A # L”‘, C, or RL”, 
then either A= R” or there exists na0 such that 
RL”C<A<RL”+‘C. 
In either case the existence of a 13 follows from the intermediate value 
theorem, Theorem 5.2. 
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Remark 5.4. Theorem 5.2 implies that for a wide class of functions F, if 
there exist two values of the scaling parameter, 1, and AZ with 1, < A, and 
yet the corresponding shift-maximal sequences are reversed, f”zF(l,) <
1”“(J,), then the entire family of shift-maximal sequences between these two 
sequences in the parity-lexicographic order must occur at values of i be- 
tween 1, and &. Moreover, these values can be chosen such that the map 
from the sequences P to selected values i, reverses order. We observe this 
reversal in Section 9. Coffman, McCormick, and Swinney recently have 
observed this behavior in experiments (submitted to J. Chem. Phys). 
PART B: UNIQUENESS 
VI. Uniqueness of Ap for Unimodal Differentiable Flat-Top Functions 
We now assume that F(x) is a unimodal differentiable flat top function. 
In the remainder of this paper we suppress the terminal C of a finite 
sequence. In this section we prove 
THEOREM 6.1. Suppose F(x) is a unimodal differentiable flat-top 
function. If e < (3 ,,fi? - 11)/4 = 0.3423... and 
IF(x)/ > S(e) = 
2-e-(2+e)J(l-2e) 
e’ 
for x E (0, e) u (1 -e, l), then for an MSS sequence P, zf Ap exists, it is 
unique. 
COROLLARY. If F(x) is a trapezoid function and 0 < e < (3 ,/‘i7 - 11)/4, 
then for all MSS sequences P, A, exists and is unique. 
Proof of the Corollary. For the trapezoid function, IF’(x)\ = l/e. It can 
be checked in that case where l/e > S(e) for 0 < e < (3 fi - 11)/4. That 
1, exists follows from Theorem 5.3. 
Table 6.1 is a list of values of S(e) for eE (0,0.3423...). Note that 
lim e+O+ S(e) = 2. 
In the proof of Theorem 6.1, we use the concept of the legal inverse path 
of a sequence, introduced by Metropolis, Stein, and Stein [ 181. Unimodal 
flat-top functions introduced above have two inverses which we denote by 
Fi’O,)andF,‘(~)foryE[O, l].DetineF~L(l)=eandF~‘(l)=l-e. We 
extend the domain of definition of FL’ and F,’ from [0, l] to [0,2] as 
follows: First, choose E > 0 so that e + E < $. Then connect the points (e, 1) 
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TABLE 6.1 
Values of S(e) for 0 < e < 0.3423... 
e S(e) 
0.3423 2.9210 
0.3400 2.9091 
0.3000 2.7261 
0.2000 2.3971 
O.lOQo 2.1701 
0.0500 2.0796 
0.0250 2.0386 
0.0100 2.0075 
and (e + E, 2) with a smooth monotone increasing function h,(x) such that 
h;(x)>&(e) and h;(e) agrees with the left derivative of F at x= e. Set 
Fi%) =&‘(Y), l<y<2. 
In a similar fashion, connect the points (1 -e, 1) and (1 -E-e, 2) with 
hR(x) (Figs. 6.1, 6.2) and define 
F~‘(Y) = ki’b9, l<y<2. 
e+c I-e-r 
2 I 
e 
t 
l-e 
FIG. 6.1. The functions hL(x) and /IR(x) 
409’115.‘2-2 
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I-e-6 
t 
e+c 
FIG. 6.2. The functions h,‘(s) and /I;‘(S). 
Note that AF also has two inverses related to the inverses of F as follows. 
(lF);‘(y)= F,‘(i-‘y), )‘E co, Al 
and 
(IF),’ (y)= F,‘(A-‘y), y E co, Al. 
We extend the domain of these inverses to [0,2A] by the preceding 
equations. Let P = P, P, . .. P, be an MSS sequence. Define 
G,(P, .x)= F,,L(Ap’(F,*(Ip’ ... F,‘(i-‘x))... ). (6.2) 
This function is illustrated in Fig. 6.3 for the case P = RL’, e = 0.375, 
A= 0.75, n = 3, and x = 0.5. Thus, 
G,(RL’C, .5) = F,’ (k~p(kF~l(y))). 
It can be verified that the arguments in (6.2) are within the domain, 
[0,2], of definition of F, ’ and FL ‘. 
We introduce the function 
gp(n) = G,(P, l/2). 
We call gp(l?) the inverse sequence function. This function plays a central 
role in the sequel. One of the reasons for the importance of gp(A) is that if A. 
corresponds to the sequence P, then 
gF42) = 2. (6.3) 
We shall determine conditions on F such that (6.3) has at most one 
solution. This is done by showing that ]g’p(A)] < 1. This fact together with 
the existence theorems of Section V yield uniqueness of Ap. 
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FIG. 6.3. The function G,(p, 0.5) for P = RL’, G1(RL2,0.5)=F,L(A~‘F~’ 
(l/W))) = gP(i). 
For P = Pi ,..., P a given sequence, define J,(A) = $ and by recursion, 
J,(J-I= Fp,lk+, (fJkm,(i)), k=l,2 ,..., n. (6.3a) 
Then 
J,(J) = GAP, t, = gp(A). (6.3b) 
LEMMA 6.1. Fix an MSS sequence P = P, . . . P,. For each k, 0 < k 6 n, 
0 6 Jk( 1) < 1 for each 1 E (i, 1). 
Proof. Certainly this is true for k = 0. If we assume it is true for k - 1, 
then 
06A-‘Jk&,(4<2 
for AE [i, 11. So, whether Pnpk+, is R or L, by (6.3a) 0 < Jk(A) 6 1, which 
proves Lemma 6.1. 
We are going to obtain an expression for g’p in terms of the functions Jk, 
(Fi’)‘, and (FL’)’ by repeated use of (6.3a) and the chain rule. We have 
g;(l.)=-$ J,(I)=; F;,’ (+ J,l(4) 
= (F,i’)‘(; Jn- ,U,)(+ JL A+$ J.-,(i)), 
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, I I I I , I 
I 
I 
/ 
I 
I 
FIG. 6.4. Graph of the function g,Ji) for P = R and F(x) =4x(1 -.r). 
FIG. 6.5. Graph of the function gP(i) for P= RL and F(x) =4x( 1 -x). 
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FIG. 6.6. This illustrates one reason for extending the domain of definition of gP(A). Graph 
of the function gP(A) for P = RLR and F(X) = 4s( 1 -x). 
and rearranging, 
We now apply the chain rule to (6.3a) for J, ~ ,(A) and upon substitution 
obtain 
1 
X 
[ ( 
J”A4(G2’) ((l/n) J,-*(n)) -- 
1 1 
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Rearranging, we find 
1 
g’p(J)= --j 
(G,l)’ ((l/i) Jn- ,(A)) J 
1 n 
_ () ) 
1 1 
+(~~,1)‘((1:3r)J,~I(1.))(~~~1)‘((1/~)J~-2(~))J (I) 
/I2 
n-2 
(F,-,‘)’ ((l/n)J,-,(~))(F,-,‘)’ ((l/l)J,-2(A)) J’ _ 
A 
n 2 
(1) 1 . 
Iterating this procedure, we finally get 
1 g’p(n)= -j (4y)’ ((l/A) Jn- ,(A)) 3, J,,-,(d) 
+ . . . 
+(Gl’W4 Jn-AW-(Gk’)’ (Cl/~) J,-,(n)) J
;Ik n-k 
tn) 
+ . . . 
+ V,‘) ((l/A) Jn-~(W-V’~~‘)’ (WI 
21” l- (6.4) 
Put 
a= inf IF’(x)l. (6.4a) 
rt(O,ej”ll pr.1, 
Applying the triangle inequality to the right side of (6.4) and using Lemma 
6.1. we find 
In Section VIII we show that no 1 E [t, A;] can be the root of an MSS 
sequence where A> is the value of I which gives the MSS sequence R for the 
trapezoid function with parameter e. Hence, in (6.5) we can assume that 
i, E [A’,, 1 ] and obtain 
1 
IgidA)l <pJa+ 1)’ 
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The value of 1; is 
In order that 
/I; = ( 1 + JiZj2. 
1 
l’,(aA’, - 1) 
6 1, 
it is necessary and sufficient hat 
Introducing (6.6) for ;1pR, we obtain 
a>C2-e-(2+4Jm51=S(e) / e2 
(6.6) 
(6.6a) 
(6.7) 
For a trapezoid, a = l/e. Equation (6.7) then gives 
e6(3 ,:‘17- 11)/4. 
Thus ]gb(J)l < 1 for 1~ [Ai, 11. Also gp( 1) < 1. So (6.3) can have at most 
one root. This completes the proof of Theorem 6.1. 
It is possible to use the sequence RLR to extend e to the interval 
(0,0.382915...) to obtain a stronger uniqueness theorem for the MSS 
sequences. The theory is similar to the above, but more complicated. 
VII. Uniqueness of A,, for P > RL2 and any e in (0, 4) 
In this section we prove a theorem about the uniqueness of Ap for 
P > RL2 and any eE (0,;). Put L, = A&Z for eE (0, +I, where A;,2 is the 
value 1 corresponding to RL2 for the trapezoid function with parameter e. 
Then & is the root in (i, 1) of 
2J4 - 21’ + e3 = 0. (7.1) 
We assume P is of length n. 
THEOREM 7.1. Suppose F is a unimodal flat-top concave differentiable 
function. For any P > RL2 and any e E (0, $), II, is unique provided 
* > U(e), (*) 
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where U(e) is the largest zero of the quartic polynomial in .Y (see Table 1.1): 
y(e, x)=&2x4 - Le(L2 + e3) x3 + e’(e- &) x2 
+e(e-&)x+e- 1. (7.2) 
For the trapezoid with parameter e, e > .34, 
a= l/e> U(e); (7.3) 
thus the conclusion of the theorem holds for the trapezoid. 
Proof: Fix P > RL’. The first four symbols in P must be RL3. By 
Lemma 6.1. 
O<J/JA)< 1 (7.4) 
for k < n. 
We first want to prove that 2, > &. Suppose the contrary that A,< 2,. 
According to Theorem 8.2.4, AR <A,, where II, is the unique 1 
corresponding to R for F. By the intermediate value theorem (Theorem 
5.2), there exists a 1,,~ for F satisfying 1, < lRL2 ~1,. But this implies 
lRL? < &, thus contradicting Theorem 8.2.8. Hence 1, z L,. 
Making use of (6.4), 
1 1 
+--& J,-JA)+- - . 
e (a&)’ a& - 1  
If ;<I< 1, for any s>O, 
.I,-,(l)=F;’ (i J,-,(i))Ge+E, 
since FL l is increasing on [0,2]. If 6, < A < 1, then 
J,,-2(A)=F~’ (; J,,-,(4). 
(7.5) 
(7.6) 
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TABLE 7.1 
Roots U(e) of Equation (7.2) 
e U(e) 
0.5 1.64679 
0.4 1.51027 
0.3 1.44416 
0.2 1.40896 
0.1 1.39034 
0.05 1.38464 
0 1.38027 
But, (l/d) JnpJ(A) < (e + &)/A, < l/2& < 1. Now, since F is concave on 
[0, e] (see Fig. 7.1), 
FL ‘(x) < ex, 
for 0 <x < 1. So, 
J,-A3L)< F,’ (y)<,(y). (7.7) 
Similarly, for & < A. 6 1, 
JnA)=F;‘(; J.-,(I))cF;~(;~)<$ (e+~) (7.8) 
FIG. 7.1. Construction showing that F;‘(X) <FX. 
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Putting (7.6k(7.8) into (7.5), we obtain 
,g;(,i),<-& =f+J-f-$+g+ l 
. c [ ;is e ; u’;i,‘(& - 1) 1 (7.9) 
Since we can select E > 0 arbitrarily small, the relation 
I‘d( < 1 
will be satisfied if (7.2) is nonnegative and (7.2) will be nonnegative if 
a 3 U(e), 
which yields the first part of Theorem 7.1. 
In order to see that (*) holds for the trapezoid, first notice that for a 
fixed e, 
y’(e, x)=$=4~5,x3-3~(13+e3)x2+2e2(e-A)x+e(e-~)(7.10) 
and 
f’(e,x)=$= 12A5x2-6A(A3+e3)x+2e2(e-l). (7.11) 
(We suppress the subscript e and bar on A.) 
Since Il”(e, x) is quadratic in x, jl”(e, 0) < 0 and 
f’(e,2)=48L5- 121”- 121e3+2e3-21e2, 
we have 
y”(e, 2) > 48(0.8)5 - 12 - y-- 4 > 0, 
because 1 2 12 ARL?(d ) = 0.809... and 0 6 e 6 f . Here, A refers to e = i. 
Thus, y”(e, x) is positive for x 2 2 and y’(e, x) is increasing on [2, + ,cc)). 
Since 
e3y’(e, l/e) = A4(41 - 3e) - 3e4(21 - e) 
> (0.8)4 (4(0.8) - 1.5) - f > 0, 
y’(e, x) > 0 for x 2 l/e and >J(e, x) is increasing on [l/e, + ,x ). 
Finally, in order to show that (*) holds for the trapezoid with 
0.34 <e < +, it suffices to show that y(e, l/e) > 0. Set 
h(e) = e4y(e, l/e) = As - eA4 - 3e41 + 3e5 - e4. (7.12) 
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Then 
dh 
z=(5L4-4e13-3e4)z-(i4+ 12e31- 15e4+4e3). (7.13) 
From (7.1) we have dA/de = -3e’/( 81’ - 612) < 0. Now, using (7.1), we 
have 
5A4 - 4e13 - 3e4 = 5A4 - 4eA3 - 3e(2A3 - 2L4) 
=A3[(5+6e)L lOe]. 
Since I > 0.8 and f < e < f, we have 
514 - 4e13 - 3e4 > A3(7(0.8) - 5) > 0. 
Also, 
(7.14) 
(7.15) 
A4+ 12e3& 15e4+4e3>A4+ 12e4- 15e4+4e4=i4+e4>0. (7.16) 
Therefore, dhjde < 0 and h(e) > h(i). So 
e4y(e, l/e)> (0.809)4 (0.8-0.5)- (&)(0.81)+&&>0. (7.17) 
Thus, a = l/e > U(e) for e > 0.34. 
VIII.l. Existence and Uniqueness of 1 for P = RL” (n > 0), RL”R (n > 1 ), 
and RL”RL (n > 2), and F(x) Unimodal Concave 
The purpose of this section is to introduce and use a technique for prov- 
ing the uniqueness of the scaling parameter 2, corresponding to a P = RL” 
(n > 0), RL”R (n > l), and RL”RL (n > 2) for a unimodal concave function 
F(x). The technique presented is a real-variable method depending only on 
properties of continuity and convexity. This contrasts with a result of 
Douady and Hubbard [6,7] who have apparently shown uniqueness of 1, 
for each MSS sequence P for the parabola function F(x) =4x( 1 - x). We 
have not seen the proof but we understand that it uses complex-variable 
methods. For illustrative purposes, we will also prove a few existence 
results based on our technique. 
Here we list some general theorems from analysis concerning concavity 
which are used in the proofs in the section. 
THEOREM 8.1.1. Let 0 <a < 6. Iff zs concave and decreasing on [a, b], 
then xf(x) is concaue on [a, b]. 
THEOREM 8.1.2. Let g: [a, b] + [c, d] and let f: [c, d] + R. If g is 
decreasing on [a, b] and f is increasing on [c, d], then h = f 0 g is decreas- 
ing on [a, b]. If, in addition, f and g are concave, then h is concave. 
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Our approach to the structure of these A,‘s is via the functions g, and h, 
defined on [0, 11 by recursion as follows: 
h,(l) := 1 (8.2a) 
and for n 2 0, 
gn + I(A) : = %(4 
h,+,(l) := m,+,(J)). 
(8.2b) 
(8.2~) 
Graphs of some functions hi(A) and g,(A) are given in Figs. 8.1-8.5. 
Thus, h,(l)=F(I(F(I...(F(i))...), where Fand A appear on the right- 
hand side n times. It is easy to prove by induction that 
h-,(l)= l/W) if and only if (AF)k (4) = f. (8.3) 
Thus, the A’s corresponding to the k-periods correspond with the I’s where 
h k ~, meets the hyperbola y = I/( 21). 
For each k, we are interested in those value of 1 which correspond to 
k-periods but not to any earlier period. We note that 3, is such a k-period if 
and only if 
h,-,(i) = l/(21) and h,(A)# l/(21) for i<k- 1. (8.4) 
We note that if (8.4) holds then the numbers h,(A) = 1, h,(l),..., h,-,(A) are 
all distinct. Otherwise, there would exist 0 < i <j< k - 1 such that 
hi(l)=hj(A). But, by induction hi+,(A)=hj+I(l), for /=O, 1,2,.... In par- 
ticular, choosing l=k- 1 -i, hi+,p,pi(A)=hk-,(i)= l/(21). This would 
be a contradiction. 
We note that the MSS sequence for a given I can also be determined 
from the h,‘s: We choose R if h,(l) > 1/(2A) and we choose L if 
hi(A) < 1/(2A). To see that this correspondence is exact, note that by induc- 
tion: 
Thus, 
(Wk (4, = g/Al) for k= 1,2, 3 ,...; O<i< 1. (8.5) 
hjp ,(A) < l/(21) if and only if gj(A) < 4 if and only if (IF)’ (f) < + 
and 
h,- ,(A) > l/(22) if and only if gj(L) > + if and only if (AF)j(t) > f 
There is another object which can be attached to a k-period A. Since the 
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FIG. 8.1. Graph of the functions h,(l) and FIG. 8.2. Graph of the functions h>(l) and 
M2J). l/(21). 
t 
y= h3(X) 
y= 1/2x 
A 
0 l/2 R RL I 
A 
0 l/2 R I 
RLR RL 
FIG. 8.3. Graph of the functions &(,I) and 
l/W). 
FIG. 8.4. Graph of the function g,(1). 
t Y’%(A) / / / / 
I,2 
li?Yil& 
--- ’- / / P,(A) / / / A 
0 l/2 R RL I 
FIG. 8.5. Graph of the function g,(i). 
values ho(A), h,(A), &(A),..., h,-,(A) are all distinct, there is a unique per- 
mutation 7~ of (0, 1,2 ,..., k - 1 > such that 
The permutation 7~ associated with 1 is called its orbit structure. (Note that 
in all cases 7r(O) = 0.) 
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VIII.2. Existence, Uniqueness, and Limit of Greatest n-Period, ARLnm: 
In this subsection we show that for each n > 2, there is a unique I, for 
P= RL”-’ with ARLnm2f and lim,, x A,,. 2 = 1. For P = R, there are two 
types of behavior. One is the special case where F is linear on the interval 
($, 1). In this case there is no AR. In a sense the value of iR has collasped to 
4. The other, general, case is when F is not linear on (t, 1). In this case, 
there is a unique AR. 
The proof of uniqueness proceeds by induction and involves a little 
analysis of the convexity of g, and h,. To start the induction we analyze 
the two types of behavior separately in Theorems 8.2.2 and .2.3. 
The main theorem of this subsection is the following 
THEOREM 8.2.1. For each n > 1, there is a greatest value of A, denoted b) 
A,,, such that (A,, F)” (4) = i. The following statements hold: 
(1) $<A,<A,<i,< ..., 
(2) for each n > 2, the orbit structure of A,, is (0, n - 1, n - 2 ,..., 2 1 ), 
(3) for each n > 2, the MSS sequence.for 1, is RL”-‘, 
(4) for each n > 2, A,, is the only n-period with MSS sequence RL” ‘, 
(5) lim, + x 1, = 1, 
and 
(6) if F is linear on [t, 1 ] there is no AR and tf F is not linear there is a 
unique I,, namely A?. 
To prove Theorem 8.2.1, we use Theorems 8.2.2-8.2.5 and Lemma 8.2.6. 
First, we prove some basic facts in Theorems 8.2.2 and 8.2.3 concerning 
unimodal concave functions. 
These two theorems form the final part of Theorem 8.2.1 and also the 
initial stage of our induction argument. 
THEOREM 8.2.2. u F is not linear on [i, I], then there is a unique oafue 
A2~($, 1) such that h,(A,)= F(l,)= l/(21,). The MSS sequence 
corresponding to A2 is, of course, R. Zf 1~ (t, A2), l/(21)< h,(A) and ij 
I E (A,, l), h,(l) < l/(21). The function g2 is concaue on (i, 1). 
Proof Since F is not linear on [f, 11, there is some x,, between f and 1 
such that (x,, F(x,)) lies above the line f(x) = 2( 1 -x). Using the convexity 
of F, since 1 is the tangent line to the hyperbola J = 1/(2x) at x = f, F has 
points above the hyperbola on the interval (+, 1) and such points can be 
arbitrarily close to (f, 1). Since F( 1) = 0, there is some value AZ, 4 < A2 < 1 
such that h,(A,) = F(A,) = 1/(2A,). Finally since F is concave on [f, 11, this 
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value of 1 must be unique. That g, is concave on (4, 1) follows from 
Theorem 8.1.1. 
THEOREM 8.2.3. Zf F is linear on the interval [$, 11, then AZ = $ is the 
only value of A such that h,(A) = l/(21). However, there is a unique A, such 
that AZ < A3 < 1 and h2(A3) = 1/(2L,). Moreover, F(E.) < hz(A) < l/(21) on 
(A,, l), g, is concave on (A3, l), and A3 = A,,. 
Proof. Since F(I) = 2( 1 - jL) on [t, 11, g,(L) = 24 1 - 1) is concave and 
decreasing. According to Theorem 8.1.2, h, is concave and decreasing on 
[t, 11. Thus, there is a unique II between j and 1 such that hz(A,)= 
l/(21,). Of course, the MSS sequence of 1, is RL and the orbit structure is 
(0,2, 1). We have F(A)<h,(ll) for all 1 between 4 and 1. Also F(1)< 
h,(A) < l/(21) on (A,, 1) by use of Theorem 8.1.2. According to Theorem 
8.1.1, g, is concave on (A,, 1). This completes the proof of Theorem 8.2.3. 
THEOREM 8.2.4. For 1 E (& & = A.,), l/(22) < F(;I) < h?(A) and l/(22) < 
h,(A.)<h,(J.)< ... d ... < h,(i) < h,(A). In particular, there are no periods 
between $ and A,, and I”“(A) = R”. 
Prooj: For A E (i, jLz), l/(21) < F(I) and therefore g,(A) = iF(I) > $. 
Since F(A) 6 1, $<gz(A)61. Therefore, hz(i)=F(g2(3,))>F(A)> l/(21). 
Or, for A in (+, 1, ), 
l/(21) <II,(~) ,< h,(l) d h,(A). 
This means 
Thus. 
Continuing in this fashion, one can demonstrate the theorem. 
THEOREM 8.2.5. Suppose n > 1 and AZ,..., 13” have been determined such 
that (A,F)’ (4) = 4 for i= 2,..., n. Moreover, assume that (a) A2 < . ’ . < 1,) (b) 
statements (2) and (3) of Theorem 8.2.1 hold, (c) hi-,(l) < hi- I(A) < l/(21) 
on (Ai, l), i=3 ,..., n and (d) g, is concave on (A,, _, , 1). Then there is a 
unique 1, + , > 2, such that h,(A, + , ) = l/(2& + , ). Moreover, statements 2 
334 BEYER, MAULDIN. AND STEIN 
and 3 of Theorem 8.2.1 ure true .for I.,, + , and each of the ,fol[o\r,ing 
statements is rrue: 
Cc’) h,-l(A)<h,,(l)< l/(21,), for &,+,<A< 1, 
Cd’) g,,, is concaue on (A,, I). 
ProoJ: By assumption g,(i) = Ah,,- ,(i) is concave on (&-, , 1). Also, 
g,(~n-,)=~,_,h,~,(~,~,)=~,~,, g,(~,)=~,h,~~,(1,~)=~ and g,(l)=O. 
Thus, g, is concave and decreasing on (A,, I). 
Now, since h,(&) = 1 and h,( 1) = 0, there is some I,, + , E (A,, 1) such 
;;;; r;n@n + I I= WA + I ). BY Th eorem 8.1.2, h, is concave on (A,, 1 ), so 
n+ 1 is unique. 
We also have for I~E(&,&,+,), h,-,(A)< 1/(2;1)<h,(l) and on 
(A n+l, 11, g,-,(jL)=~h,-*(~)<Ih,~~,(~)=g,(~)<t. So on (in+), I), 
F(g,- ,(A)) = h,,- 1(J) < F(g,(A)) = h,(i) < l/(21). Thus statement c’ holds. 
Since h, is concave on (,I,, l), h,(&,) = 1, h,( 1) = 0 and 0 <h,(i) 6 1 for 
1 E (&, 1 ), it follows that h, is decreasing on (A,, 1). Therefore by Theorem 
8.1.1, g,,, , is concave on (A,, 1). This is statement d’. 
By assumption (c) and statement (c’) we have h,(A) <hh,().) < ... < 
h,(l) < 1/(2J) < h&l ), for R, + , < ,I -=z 1. This means that the MSS sequence 
for A,,+, is RL”- ’ which is statement 3 of Theorem 8.2.1. Similarly, the 
order structure of 1, + , is (0, n, n - 1 ,..., 2 1). This completes the proof of 
Theorem 8.2.5. 
Proof of Theorem 8.2.1. Part ( 1) of Theorem 8.2.1 follows using induc- 
tion with the aid of Theorem 8.2.5. Parts (2) and (3) are proved just above. 
To see ,I,, is the only n-period with MSS sequence RL” 2, note that 1, is 
the only n-period > A, ~ L and if I is an n-period with 1 E (&, 1, + ,), 
i = 2,..., n-2, then h,-+,(A)< l/(21)< h,(l). So, the MSS sequence must 
have an R in position i + 1. 
All that remains to be demonstrated is statement 5 of Theorem 8.2.1. 
This is Lemma 8.2.6. 
LEMMA 8.2.6. We have 
lim A,,. = 1. 
n - XI 
Proof: Let 1, be the limit of the increasing sequence lzl A,, 1, ,.... Of 
course, 1, G 1. Suppose 2, < 1. Consider the line passing through the 
points (LO) and (A,, l/(2&,)). Choose n so that 1, is greater than the first 
coordinate of the point of intersection of this line with the line y = 1. Now, 
h,(k) = 1, U&+ ,) = WL,+ 1 ) and h,(l) = 0. This violates the concavity 
of h,. This completes the proof of Lemma 8.2.6 and hence of Theorem 
8.2.1. 
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Actually, one can make a statement about the rate of convergence of 
JLRL” to 1: these sequences all dominate the sequence l.,.(d ), where A is the 
triangle function (trapezoid function with e = i) on [0, 11. In view of this, 
we next determine the rate of convergence of l,,,(A). 
The following is an adaptation of a statement of the Newton-Kan- 
torovich theorem as given in the book of Wendroff [32]. (It is a weaker 
form, for one variable, of a theorem in functional analysis in the book of 
Ortega and Reinboldt [23].) 
THEOREM (Newton-Kantorovich ). Suppose 
(1) F(.~)EC’[U,hl, *y,E(a,h), 
(2) there exisrs p E (0, 1) and q > 0 such thaf 
(3) for some /I > 0 undfor x E [x0-p, x0 + /I] c [a, b], 
(F(x) -F(.K,)l <$ 
(4) Imdl < P/2v 
Then F(x) = 0 has u unique solution in [x, - /?, x0 + p]. 
We now state a theorem about the rate of convergence of JR.“(A), 
THEOREM 8.2.7. Let 1, = JRLn(A) E (i, 1) be the unique solution on (t, 1) 
of the equation P,(i) = 0 where 
PJJ.) := 2”+Q”+2-lH+‘)+ 1. 
Then 
I1 - L”I 
nF?x 11 - I”, + , I = 2. 
Proof Put 
Then 
u,=&iLLl~ l 
Pi(l) 2”f 
PL(u,) = 2n+2 (l-~~(,n,2)(1-~)-“+l) 
=2~+2(44(1-~). 
409 115’2.3 
336 BEYER. MAULDIN, AND STElN 
Hence, 
IP;,(a,,)l >2”+2+2”+‘, 
for n large enough. So, 
Choose x0 = a,, p = $, and g = (t)“. Then 
If3Qn)l-’ < (1 --PI VT 
so that the second hypothesis of the N-K theorem is satisfied. Consider 
for some k > 2 so that x0 + fl< 1. Then, after some algebra, 
Hence, for x E [x0 - /I. x0 + j?], 
IP&) - P;(x,)l < n2”’ 3 P[2(n+l)+2+~i<n’2~+‘P, 
for n sufficiently arge. So, 
So the third hypothesis of the N-K theorem is satisfied if k > 6. 
We now consider the fourth hypothesis of the N-K theorem. We have 
PJx,)= -(I-&y+‘+I 
n+l 1 n(n + 1) (- 1y+ ’ 
=nt2-- 2 22(” + 21 
-jj--- “. + 2(n+2)b- I) 1 . 
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SO 
n+l n+(3/2) n+2 
I~nMl ++j&=i;;;+&r4= *“+2 <2”‘. 
Choose n large enough so that 
n+2 1 /I 
2 ,I +2 <FL=-. 3 
Now, by the application of the N-K theorem, for a given k > 6 and n suf- 
ficiently large, there is a unique zero of P,,(i) in the interval 
[ l- ~-- - ??I+- 1 2 rr 1 + k 7 l-- 2 ,, 1+ 1 +2”. 1 I 
Thus. 
2S(l/2kP3) 
= 1 -(l/p’) 
Also, 
11~~~~,~>(1-(1-~+~))~(1-(1-~-~)) 
2-(l/2”-‘) 
= 1+(1/p?) 
Thus, for a given k > 6, for n sufficiently arge, 
2+(1/2k-3) 1 -/I, 
I I 
2-(1/2kP3) 
1-(1/2k7’ 1 -&,+I ’ 1 + (1/2”-2)’ 
Since k > 6 is otherwise arbitrary, 
I I 
1-k 2 
Px 1 -/I, ,~, = . 
The following theorem is readily apparent from sketching the geometry 
of the iteration yielding RL”. 
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THEOREM 8.2.8. [f F, d F?. then 
In particular, 
Remark 8.2.9. Obviously, we can obtain existence of scaling parameters 
1 corresponding to the MSS sequences RL”, n =0, 1, 2,..., with less 
assumptions than that the functions are unimodal concave. In fact, if F is 
increasing on [0, i], decreasing on [$, 11 and there is some ?I between $ 
and 1 with 1/(2x) <F(x), then there are values of A corresponding to the 
sequences RL”, n = 0, 1, 2 ,.... 
Remark 8.2.10. Some assumption on a general F is necessary to 
guarantee the existence of A’s corresponding to RL”. The triangle function 
has no value of i corresponding to R. The function F( ?I) = 2x, 0 < s 6 t. 
F(x) = 4( 1 - x)‘, f Q .X < 1 has no value of A corresponding to R or to RL. 
In fact, if one considers the trapezium function, a piecewise linear 
function F determined by the points (O,O), (f, l), (a, c), and (1,O) with 
f < a < 1 and 0 < c < 1. one can ensure that there is no value of i which 
corresponds to an n period for all n ,< n,, where n, is given in advance. The 
dependence of a and c on n, can be given explicitly. 
VIII.3. Existence and Uniqueness qf 2nd Greatest n-Periods RL” ‘R (n > 4) 
In this section we show that >.,,.A,, n > 5, exists and is unique. 
THEOREM 8.3.1. For each n 2 5, there is a second greatest-value qf A such 
that (AF)” (j)=i. This second greatest value of 1. is the unique E.,,+?,. 
Moreover, for n 2 5, i.,,,-~ -c ARLn-jH -c I RL”+~ and the orbit structure qf 
ARLn-3R is (0, n - 1, ~2, n - 2 ,..., 2, 1 ). 
Proof: Suppose n >, 5. It follows from the theorems of Section VIII.2 
that ; < lRL”O” and that g,- ,(ARLnma) = ARLn-d, gn-,(iRL”-!)=f, 
g,-,(l)=O, and g,,-, is concave on (ARL”-l, 1). 
Let z be the greatest number such that g,_ ,(:)=ARLn-d. Note that 
hn- ,(A,,.- 4) = F(g,,- I(~,w* ))= F(ARL”+,). Since i,,<i,,, 4, we have by 
Lemma 8.3.2 that F(A,,++) < i. Thus, h, _ ,(;) = F(A,,.-?) < + < l/(2=). 
Note that since g,- , is concave, g,-, is decreasing on [z, ARL”-j]. 
Therefore, according to Theorem 8.1.2, h, _ , is increasing on [z, ARL”~j]. 
Since h,- ,(A.,,.- 1) = 1, there is a unique value of i between 2 and A,,. I 
such that h,-,(A) = l/(22). By the results of Section VII.2, the orbit struc- 
ture of this n period is (0, n - 1, n, n - 2,..., 2 1 ), and the associated MSS 
sequence is RL”- ‘R. Clearly, no value of 1 outside the interval 
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CARL”-‘, A,,.-,] can have this MSS sequence and there is no other value in 
this interval such that h,,+,(l)= l/(21), since if iRL”-4 <1< z, then 
g,-,(l)‘~,Ln-J and h,_,(~)=F(g,,_,(~))<F(i,,.~z)~F(1,,). But 
according to the next lemma, F(JRL) < t. 
LEMMA 8.3.2. rf A b A,,, then F(i) < & 
Proof Let c be the number between + and 1 such that F(c) = i. Clearly, 
if c < i, F(l) < $. We will show that c < JwRL. 
First, F(iR) = l/(22,) > $. So, 2, cc. Also, h2(c) = F(g,(c)) = F(c/2). 
Now, c/2 <i and F is concave on [0, $1. So, F(c/2) > c. Thus, h2(c) > c. 
Since F is concave, c > $ > l/$. If s > l/\/2, then s > 1/(2-u). Therefore, 
h?(c) = F(c/2) > c > 1/(2c). But /Z?(X)< 1/(2.u), if +y is in CARL, 11. Therefore, 
c < A&f. 
Remark 8.3.3. Again, one can obtain the existence of ;I’s corresponding 
to RL”R for all n an, for some n, provided the same assumptions are 
made on F as were discussed in Remark 8.2.10. Without some additional 
assumptions the values of 1 corresponding to such a sequence will not be in 
general unique. Examples of such multiple behavior are given in Part C. 
VIII.4. E.uistence qf /I corresponding to RLR 
The first MSS sequence which is not treated by the results of Sections 
VIII.2 and VIII.3 is RLR. We will show that there is some value of J. 
corresponding to this sequence for all F other than those F which are linear 
on [+, 11. 
THEOREM 8.4.1. Suppose F is not linear on [i, l] and the left-hand 
derivative at i is zero. Then there is a 1 between AR and iRL such that 
(IF)’ ( f ) = i. The sequence .for any such L is RLR and the orbit structure is 
(0, 2, 3, 1). 
Proof According to Theorem 8.2.2, there is a 1, between f and 1. Since 
F is concave, F has a right-hand and a left-hand derivative on (0, 1). We 
will use this fact to show that the right-hand derivative of h, at AR, 
II: < - l/(212,), the derivative of the hyperbola y = 1/(2x) at 2,. Since 
h3(iR)= l/(22,), this means that for values of 1. just to the right of AR, 
h,(E.) < l/(ZJ). Also, since h3(lRL) = 1, there is a value of II between AR and 
ARL such that h,(1) = l/(22). Of course, for any such value of 1, A= A,,,. 
Now, 
h:(l,z) = F+(i,) g;(JR) 
=(F+(A,))(l +A,d:(A,q)) 
=F+(L,)+E.,F+(A,)hj+(A,). 
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By the concavity of F, F+(A,) is dominated by the slope of the line 
through (f, 1) and (A,, F(l,)= l/(21,)). Also, F+(A,) dominates the slope 
of the line through (A,, 1/(2i,)) and (1.0). Thus, 
1/(2i.)(E,,- l)~F+(i.)6 -1/(2E.Z,). 
NOW, gZ(JR) = 4 and g, is decreasing on [;IR, 11. Therefore, 
K(i.)=F-igAl,)) g:(i.)= F-($1 g+(A,)=O. 
Thus, h:(l,)= F+(;l,)< -l/(21;). 
VIII.5 Existence of 3rd Greatest n-Period, RL’Ip4R’ and 4th Greatest 
n-Period, RLrlp4RL, and Uniqueness qf the 4 th 
In this section we demonstrate that for all F and all n > 5, there is a 
ARL”4@. We also show that for each F there is some n, such that if n > Hi, 
there is a unique lRL”-aRL. 
THEOREM 8.51. Suppose n > 5. Then there exists A,,, 4 R: E 
(ARPR, A.,.-1). 
ProoJ: Note that hnP,(iRLnmaR)= 1 and k,,~,(/I.,.~~)=F(~RL”~~)< 
l/(21,,.-4 ). Therefore, there is some 1.~ (%RLR+~R, JRLnma) such that 
h,-,(l)= l/(21). The sequence is RLHp4RQ, where Q is R if h,-,(i)> 
l/(21) and is L otherwise. But h,,_ *(A RL”m4R) is on the hyperbola and 
L,(~.Q,+ s) = 1. Thus, h n ~ 2 is above the hyperbola at 1, since there is only 
one value of 1 corresponding to the sequence RL”-“R, for n > 5. by 
Theorem 8.3.1. The sequence for i is RLnm4R’. 
THEOREM 8.5.2. Let d he suck that F(d) = f and dE (0. 4). Choose II,, > 6 
such that F(A RLq-5) < d. [f iz b tzo, then there is a unique ARL,, -J RL E 
(ARL”4, lRL”-JR). 
ProoJ First, note that h,,+ ,(lRLn-‘) = h2(iRLn-0. Since n > 6, 
A,, < ARL” -5 and h,(l.,.-5) < l/(2iRL+s). Also, k,, ~. ,(iRLn Jo) = 1. 
Therefore, there is a value of i between IZRL+s and iRL”-dR such that 
11 no ,(A)= l/(26). The sequence for this value of i is RL”-‘Q,Qz. But h,,+j 
is above the hyperbola from lRL”-c to JwRL” 4. So, Q, = R. On the other 
hand h,, ~ z has value F(A RLnm~) at E,,,,-5, and value l/(21,,,+,) at JRLP,+~R 
and is below the hyperbola for values of 1 between these two values. So, 
Qz=L. 
We now prove uniqueness. According to statement d’ of Theorem 8.2.5, 
the function g,- z is concave on [lRL+‘, 11. We also have 
gn-2(~RL~~S)=~RL~~~r g,r+z(iRLn-i)= l/2 and g,,-,(l)=O. Let z0 be the 
greatest number where g, ~ z achieves its maximum value over (A,,,, 5 
ARLnm4). We will show that JRL”-5 < z0 < /IRL”-dR and that for iRL+s d /I d 
20, h nP,(lZ)< l/(2/2) and that A,,+, is increasing on [zO, ARL+ ~~1. These 
facts imply uniqueness. 
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If n an, and iRL”-5 6 1, < zO, then since grip? is increasing on 
C~w5,4, 
Thus 
h,,~,(i)~F(1.,.“~~)<d<t< l/(21.). 
This means that z0 < lRL,,+aR. We also have for J.RL+( 6 i 6 zO, 
h,~,(~)=F(g,~,(~))=F(~h,~~,(i))~F(~d)dF(d)=~< l/(21). 
Finally, g, _ z is decreasing on [zO, A,,, -41 and therefore on 
[z,, A,,.-a,]. Thus, Iz,,-~ = F(g,,+?) is increasing on [zO, ARL”-dR] from a 
value less than 4 to 1/(2JRL~~~R). This means g,,_ ](,I) = ih,j+2(A) is increas- 
ing on [zO, lRrnm~R] f rom a value less than $ to the value i. All this means 
that II,-, =F(gnp,) is increasing on [zO, iRLnm,R]. This completes the 
proof of Theorem 8.52. 
PART C: MULTIPLICITY 
As used in this paper, “multiplicity” in a one-dimensional map means 
that at least one MSS sequence P has associated with it several values Lp. 
“Uniqueness” implies exactly one 1, for each MSS sequence P. Recall that 
2, is the height of the map such that P is the sequence associated with 
x=;. 
Some maps appear to exhibit uniqueness of 1, for each MSS sequence P. 
So far, existence and uniqueness of 1, have been established for the 
trapezoid functions and the family of maps given in Section VI. 
Unpublished results by Milnor and Thurston, and Douady and Hubbard 
have established existence and uniqueness for the parabola 4il.u( 1 -x). We 
conjecture that concave smooth unimodal functions on [0, I] have the uni- 
queness property. 
Maps with multiple 2,‘s (for given P) have, of course, their own intrinsic 
interest, but the principal reason for studying them comes from the hope 
that the underlying cause of multiplicity can be precisely characterized. 
If this could be done, it might lead to a new, useful characterization of 
“unique” maps. Although much progress has been made toward the 
understanding of multiplicity in some simple maps, it is too soon to say 
whether this will contribute to the characterization of maps having the 
uniqueness property. 
To the best of our knowledge, multiplicity was first observed by the 
authors of this paper in 1982. The map then used is illustrated in Fig. 9.1. 
Note that in addition to the “natural” (trapezoidal) parameters 1 and e, we 
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FIG. 9.1. A function F(u) which exhibits multiplicity for certain values of the parameters. 
also introduced parameters a, b, c, and A. In the case first studied, the 
parameters we chose were: a = 0.65, b = 0.8, c = 0.42, d = 0.40, and the 
natural parameter e = 0.495. The calculations were carried out on a desk- 
top machine and later recalculated (to 20 places) on a CDC 7600. At this 
point it is appropriate to thank Professor T.-Y. Lee for suggesting that 
similar multiplicity behavior would be observed in the much simpler map 
discussed below. This map, which we have used ever since, is illustrated in 
Fig. 9.2. For evident reasons, we call this map the “indented trapezoid” 
(although, in fact, it is a hexagon). 
IX. A Unimodal Flat-Top Function tvith Multiple I,‘s 
In this section we present a piecewise linear map containing a parameter 
c for which most MSS sequences P of length 68 possess multiple 1,‘s for a 
range of the parameter c, but the range will depend on P. The function 
iF(x), 0 < 16 1, will be called the “indented trapezoid” and is defined as 
follows, where a E (f, 1) and c E (0, 1) are fixed parameters. 
06xGe 
1, e<x<l-e 
1 -e<x<a (9.1) 
a<.\-6 1. 
The function F(x) is concave for c > ( 1 - a)/e and is not concave otherwise. 
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FIG. 9.2. A hmction F(s) which also exhibits multiplicity. The function was suggested by 
T.-Y. Li. 
We recall that the MSS sequences of IF(x) are finite orbits of s = 4, and 
hence are periodic. By convention we omit the starting point in writing 
them down, so that, for example, P= RL stands for a “period” of length 
three, viz: f + R --f L -+ i. Thus the length of any finite P is one more than 
the number of symbols contained in it. 
For F(s) as given in (9.1), we have studied numerically the sequences of 
length k, 2 6 k 6 8, belonging to I1P’(x). The calculations were done in 
double precision (27 digits); of course, we record many fewer digits in 
Table 9.1. In our range 2 6 k 6 8 there are 37 distinct sequences (see [IS]). 
For this study we fixed two of the parameters; a=0.65, e=0.495. Given 
these values, there are only nine sequences having a unique 1, for all values 
of the parameter c, 0 < c 6 1; these are precisely the sequences P < RL. The 
remaining 28 sequences have exactly three values of i, for some 
appropriate P-dependent open subinterval c E ( cg( P), c r( P)). (A glance at 
Fig. 11.2 will make clear the effect of varying c.) We shall call this interval 
of multiplicities a “window.” Outside of the window, the corresponding P 
has a unique ;1, for all c. These windows are shown in Table 9.1. (What is 
recorded there is, of course, a closed subinterval of the actual window, with 
the boundaries rounded off to nine places.) 
It will be observed that these windows overlap; in fact, a suitable subset 
of them (not unique) will cover a larger interval 
W (0.052444851, 0.558128064). 
344 BEYER, MAULDIN. AND STEIN 
TABLE 9.1 
a = 0.65, Y = 0.495 
Sequence ('8 ('I 
RL 0.584718751 0.585798817 
RL’ 0.406560000 0.446108330 
RL’R 0.484687419 0.511711416 
RL’ 0.259097786 0.339728651 
RL’RL 0.572678931 0.577356686 
RL’R’ 0.454289670 0.481456327 
RL’R 0.301643387 0.379783605 
RL’ 0.156861487 0.258716434 
RL’RLR 0.521078938 0.541690349 
RL’R’ 0.464773657 0.493921058 
RL’R’L 0.437374052 0.462866293 
RL’RL 0.329837880 0.412597255 
RL’R’ 0.290266562 0.365160984 
RL”R 0.180529091 0.285537335 
RL’ 0.0918OOG30 0.197022515 
RL’RLR 0.533970024 0.558128064 
RL’RLRL 0.500686577 0.521194173 
RL’R’L 0.472914281 0.504512693 
RL’R’ 0.460779328 0.488265120 
RL’R’LR 0.443325086 0.470659739 
RLjRL’ 0.400429599 0.440693414 
RL’RLR 0.321669105 0.399402597 
RL”R’ 0.293147556 0.370190739 
RL’R’L 0.283741830 0.355313889 
RL4RL 0.194638451 0.306088240 
RL’R’ 0.175415148 0.277064807 
RL’R 0.105078116 0.215806646 
RLh 0.052444851 0.150040223 
Note that W contains all the listed windows except those corresponding to 
RL and RL’RL. The existence of the interval W implies that for all CE W, 
there is some multiplicity. If we include the k = 12 sequence 
RL2RLR2LR2L, which has the window 0.55337, 0.57291), we can define a 
new interval IV, 
WC W’ = (0.052444851. 0.577356686) 
such that there is multiplicity for all CE W’ (note that the window for this 
k= 12 period overlaps the windows for RL’RLR’ and RL’RL). Finally, 
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using the properties of the sequences RL” as M+ x8, we can define a new 
interval W” such that 
WC W"=(O, 0.577356686) 
such that for all CE w” at least one P will have three values of 1,. 
The interval W” and the window for RL are disjoint. Perhaps there exists 
some period with large k that links the two intervals: to date we have not 
succeeded in finding such a period. For c > cJ RL) it appears that our map 
Z(.u), with the given parameters, has the uniqueness property. This, 
however, remains to be proved. Further numerical study suggests that this 
maps need not be concave to have the uniqueness property (in other 
words, there probably exist values of (1, c, and e such that the map has this 
property with c < (1 -0)/e). 
Because of the existence of these multiple Ap’s, there is, in addition to 
nonuniqueness, loss of linear ordering of 1,‘s corresponding to the ordering 
of P’s For example, three of the 16 eight-period sequences have the struc- 
ture given in Table 9.2. In that table, a sequence type A, B, or C is assigned 
for convenience in identifying like sequences. The ordering of the sequences 
is RL’R’L > RL’R’> RL’RLR or C> B > A in terms of type. The order- 
ing of the nine types will be explored in Section XI in terms of the function 
gP(-u). 
X. Tangent and Corner Bifurcation .for Multiple i.,‘s 
The phenomenon illustrated in Section IX, multiple Ap’s, is clarified by 
the function gp(A) introduced in Section VI. Figure 11.2 is a graph of g,,(A) 
for M(.u) where F(x) is the indented trapezoid, and P = RL’, a = 0.65, 
e=0.495. Five plots of gp(jL) are given, one each for c=O.ll, 0.1568, 0.21, 
0.2587, and 0.31. The lower and upper curves cross the line y = ,I only once 
(uniqueness), but the middle curve crosses three times, and hence is triply 
TABLE 9.2 
Sequence 
P type i, 
RL’RLR 
RL’R3 
RL’R2L 
RL3R’L 
RL’R’ 
RL’RLR 
RL’RLR 
RL’R’ 
RL’R’L 
0.6177 
0.6304 
0.6364 
0.6884 
0.7057 
0.7879 
0.7880 
0.8622 
0.8726 
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nonunique. We show two curves corresponding to the lower and upper 
limits of the window. For obvious reasons. the lower limit cB will be called 
a “tangent bifurcation” and crossing C~ will give rise to a “corner bifur- 
cation.” (The break in these curves is due to the piecewise linear structure 
of the map for .Y > 1 - e. ) We now understand how nonuniqueness arises; 
these curves tell the story. To be sure, our understanding is confined to one 
particular map and, perhaps, others that are “similar” in some sense. 
DEFINITION. In the map (9.1) fix the parameters e and a and choose 
some MSS sequence P. A tangent bifurcation is said to occur when the 
values of the remaining parameters L‘. ;1 are such that the curve gP(;i) is 
tangent to the line I*= 1. 
For the present map, the curve gP(l) has a kink in it corresponding to 
the break on the right-hand side of (9.1) at the point (a. c). The curve is 
accordingly divided into two sections forming a single continuous curve: 
gg4 (gAl)>a) 
g’dv. 1 (g,(l)<a). 
The inverse of (9.1) comes in three parts corresponding to the three non 
flat linear sections: 
F,-‘(x)=ex, O<.Y< I. 
F,,‘(s) = & {(a+e- l).u+c(l -e)-a). c<s< 1. (10.1 
and 
l-a 
F,‘(x)= 1 --s 
c ’ 
o<s<c. 
DEFINITION. Under the conditions assumed in the definitions of tangent 
bifurcation given above, a corner bifurcation is said to occur when the 
parameters c, J are such that 
g),(i) = g:‘(i) = 1, (10.2) 
-$(i)> 1. (10.3) 
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XI. Tangent and Corner Bifurcation for RLk and RLkR 
THEOREM 11.1. For RLk, corner bifurcation occurs if and only if the 
follo\ving conditions hold: 
i = a, 
ek 
c=-pF 
(11.1) 
(11.2) 
k+l 
“<k+2. (11.3) 
Tangent bifurcation occurs if and only* lf the .folloGng conditions hold: 
c=(k+ l)k+‘(l -a)e” 
2kkf’ 
(11.4) 
k 
A=-. 
k+l 
(11.5) 
In fact, if ( 11.3) holds, P = RL” has three i,‘s for only those c sati$Jirzg 
(k+l)k+2(1-a)ek ek 
2kk” --<Iak+ I’ 
Proof Put f ;’ = (IF,)-’ and f L'= (IF,)-‘. For P= RL”, we have 
g#)=.f i,l(f;k(f))=& 
and 
From 
we obtain 
(I-a)e” 
g:(A) =f ,‘(f,k(+)) = ’ - 2cl”+, (11.5b) 
(11.6) 
Relation (11.1) is obvious from Fig. 11.1 and holds for any sequence. Com- 
bining (11.1) and (11.6) gives (11.2). 
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t 
y=A F(x) 
t 
y=gp (A) 
Inverse 
path 
FIG. 11.1. Graphs to illustrate that i = c1 at corner bifurcation. 
To have corner bifurcation it is necessary that 
-&gy(i=u)> 1. 
We have from ( 11.5b) 
$ g!(A)= 
(k+l)(l-a)e” 
lcl” + ? 
On using the value of i from (11.6) in ( 11.7), we get 
(k+ l)(l -a) 
> 
a 
-A 
(11.6) 
(I 1.7) 
which gives ( 11.3). 
The parameters for tangent bifurcation are determined by the 
simultaneous solution of the two equations 
g!(i) = i. ; g!(A) = 1. (11.8) 
The solution yields ( 11.4) and ( 11.5). This completes the proof of the 
theorem. 
We show in Section XV that the curves g,(A) are ordered, for each A, by 
the ordering of the sequences P. Therefore, I, is multiple .for ever] 
c E (c,, CT). 
For any pattern P, the values of 1 and c, for a given a, which yield 
tangent bifurcation are given, again, by the simulteneous solution of Eqs. 
(11.8). The simultaneous solutions of these equations can be reduced to the 
simultaneous solution of two polynomial equations in two variables A 
and c. 
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The numerical problem of solving systems of polynomial equations is 
old. Years ago, elimination was used, and the methods of Bezout and 
Sylvester were prominent. See Boyer [2] for a short history of these 
methods. Muir [20] and van der Waerden [28] should be consulted for 
further discussion. In recent years, Newton’s method and homotopy 
methods have been used. Both methods have diffkulty in insuring that all 
real solutions have been found. The computer system MACSYMA [ 161, 
developed for symbolic computation, has a routine for solving 
simultaneous polynomial equations using the methods of Bezout 
(Bezoutian) or Sylvester (dialytic method). With these methods, one can be 
certain of finding all real solutions. 
We have applied the MACSYMA system to the solution of (11.8). For 
P = RL”R, the minimal polynomial satisfied by E. at tangent bifurcation is 
~k[2(k+2)~?-(3k+5)i.+k+2] 
x[2u(k+2)i’-(ek+3uk-k+3e+5~-3)1 
+(e+a- 1)#+2)] 
+2(a- l)(e- 1)‘ek[(k+2)i-k- 11. (11.9) 
For a given a, values of L are obtained from ( 11.9). 
The minimal polynomial for c is complicated. It is of degree 6 in c with 
coefficients which are exponential and polynomial functions in a, c, and k. 
FIG. 11.2. Graph of gP(A) with P= RL’ and F(r) the indented trapezoid. The curve with 
c =0.2587 illustrates corner bifurcation. The curve c = 0.1568 illustrates tangent bifurcation. 
350 BEYER. MAULDIN, AND STEIN 
For k=2, e=f and a=0.55, we obtain A =0.7404... and c=O.5746... as 
the parameter values for tangent bifurcation. The values 1= a and 
c = 0.7828... give corner bifurcation. 
There are parameter values a and c, say ti and C, for which corner bifur- 
cation and tangent bifurcation occur at the same value of i. For a > a, 
there cannot be multiplicity. For example, with P = RL2R and e = 1, we 
find 5 = 0.72...  Similarly, for P = RLR’ and e = 1, the value is ti = 0.622 . . . . 
There is still another bifurcation we should discuss: the single root bifur- 
cation. For CE (c,, cr). there are at least two values of i.,, say ilp?’ and 12’. 
Usually there are three values of /IP, say A’,“< I.?‘< i’p”. The quantity 12) 
does not exist when c < c, where c, is the smallest real root of the equation 
g\(l)= 1. 
When P= RLkR, this smallest root is given by 
k+3-(k+ l)a+(l-a)(k’+k-3)“’ 
c, = 2 
For a = 0.55, a few of its values are given in Table 1 I. 1. 
XII. Nonexistence for a Trapezium Function of Ap, P 6 RLk 
In this section we consider the trapezium function AF(x), where F(x) is 
defined by (9.1) with e = 4, 
2x, O<.K<i 
F(x) = 
((c-1).X-+c+a)/(a-f), :<x<a 
1 -.K 
(12.1) 
yy’ a<.u< 1 
TABLE 11.1 
Ii cs Comment 
1 0.9000 
2 0.7382 
3 0.6268 
4 0.5208 
5 0.4171 
9 0.0101 
1 RLR, however, does not exist, because 
RLR is the harmonic of R, which itself 
does not exist for e = 1 in this map. 
SHIFT-MAXIMAL SEQUENCES 351 
Here f< a < 1 and 0 CC < 1. (This map is sometimes referred to as the 
“indented triangle.“) Equation (10.1) for the inverse function then becomes 
and 
We define the two quantities 
,r:,(k)=k+2-2(k+ l)a, 
and 
,~ 
r 
(4 -W+2Yf2 
2kf’(k+ ly+’ . 
(12.4) 
Ods< 1, 
(12.2) 
C<.Y< 1, 
(12.3) 
We use these two quantities to discuss nonexistence of ,IRLlr for the 
trapezium function. 
THEOREM 12.1. rfc < min(ti?,(k), r~,(k)), then A,,k does not exist for the 
trapezium function. 
Proof. Suppose 1 RLk exists. Then it must be a root of 
gRL41) = 4 (12.5) 
and hence a root of one of the two equations 
f,‘(f,‘)” (iI= 4 
or 
fR,(f L’Jk (+)=A. 
(12.6) 
(12.7) 
For the notation used here, see (12.2) and just preceding (11.5a). Now, 
109 112,2-4 
352 BEYER, MAULDIN. AND STEIN 
Hence, from (12.2) 
and from (12.2.3) 
.f‘,‘(f,‘)” ; = l- l-O 
0 C(2k)kf” 
Equation (12.6) now can be written 
(12.9) 
Similarly, Eq. (12.7) becomes 
H,(A)r - 
C2k+llk+: C2k+l kfl 
1 
l-u + l-a 
-l=O. 
We shall show that if c < “l,(k), H,(i) has no zero in (4, 1) and if 
c < w.(k), Hz(A) has no zero in (i, 1). For H,, we have H,(f) = 0. Also, 
H’(A)= -(1-C)2k+‘(k+2) 
1 
a- l/2 
=g& [-2(1-c)(k+2)1+(2a-c)(k+l)]. 
Since H,(O) = - 1, to have a zero > i, it is necessary that (2~ - c)(k + 1) > 
(l-c)(k+2)orc>(k+2)-2a(k+l).Hence,ifc<~~~,(k),H,(E,)willhave 
no zero E(f, 1 ). 
For H,(i), we have 
H,(O)= --I, HJ ‘X ) < 0. 
Also, 
C2kfl k 
H;(i,=& [-(k+2)i.+k+ 11, 
so that if 1=(k+ l)/(k+2), H;(A)=O. But, 
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so if c < up,(k), H,((k+ l)/(k+2)) ~0. Therefore, for c < t”.(k), Hz can 
have no positive zeros. This completes the proof of Theorem 12.1. 
Remark. Using (11.2) for e = i, we put 
wJk) = 1/(2~)~+ ‘, 
which defines the value of c for which corner bifurcation occurs. 
We now consider the three A: ~9,, \v~, and M’~. It can be shown that 
there are exactly three possible nondegenerate orders for them: 
Case 1. II’, < 0 < N’T < N’c < 1. 
Case 2. O<~<w’~<rc’,< 1. 
Case 3. O<rrl.<,~,<n-,<I. 
For each of the cases, the multiplicity of ARLk is shown in Fig. 12.1. We 
have not formulated this as a theorem, but Fig. 12.1 has been checked by 
numerical examples. From (11.3) these cases can arise only if 
k+l 
a<k+2’ 
XIII. Closed Set Multiplicit? 
In this section we prove the following theorem. 
THEOREM 13.1. For any preassigned nonempty closed set E lying in the 
open interval (4, 1) with more than one point and for any integer k > 0, there 
exists a unimodal function F(x) such that E is a multiplicity set for the 
sequence RLk. (By a multiplicity set E we mean that any A. in E is a ARLk). 
FIG. 12.1. Multiplicity of I,,k as a function of c for three different orderings of w,, w7, 
and II’,. 
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Remark. By Theorem 8.2.1, F(x) cannot be concave. 
Proof: The set (4, 1) - E is open and therefore consists of a countable 
union of open intervals gi= (d,, ei). For .Y E (d;, e,), define F(x) as the 
piecewise linear function through the three points (Fig. 13.1). 
(d;, 1/W,T + ’ ), 
(e;, We,T+ ‘1, 
and 
((di+e,)/2, (1/(2e,)k+‘+ l/(dj+ei)k+‘)/2), 
unless e, = 1, in which case I;( 1) = 0. Finally, F(s) =2x for .Y E [0, l/2]. 
For .x E E, select 
If I E (di, e,), then 
and hence (see Fig. 13.2), 
1 
4x)= p)k+ I’ 
F(A) < 1/(2A)k + ’ 
(IF)” + ’ (A) < f. 
F(x) 
0 -x 
0 I 
FIG. 13.1. The function F(s). The set E is a set of multiplicity for RL2. 
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XF(x) 
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FIG. 13.2. The function 1F(,x) for 1=0.8. 
If 1 E E, then 
(I.F)‘+’ (A) = (AF)k iF(I) = (AF)k & 
k 
= .” =iF 
It is obvious that (M’)j (A) # f for i< k + 1. This completes the proof of 
the theorem. 
XIV. Polynomials Mith Multiple ARLk’s 
Our examples of multiplicity of A RLk’~ have been piecewise linear 
functions. In this section, we show that such functions can be replaced by 
polynomials. 
First, we note some properties of g,,(A) where P= RL”-’ and n 3 2. 
Recall the functions Jk(A) given in (6.3a). In the next lemma we assume F is 
a unimodal map of [0, l] onto itself. Let e = min{x ( F(x) = 1) and 
I = max{x ( F(x) = 1 }. So, e < + < 1. We assume F is strictly increasing on 
[0, e] and F is strictly decreasing on [I, 11. 
LEMMA 14.1. For each k, 1 <k < n, J,(A) is defined and strictly decreas- 
ing on [$, 1) with Jk(l)=(F;l)k($) and Jk($)=FL’(2FLL(...(2FL1(1))...) 
(FL ’ appears in this formula k times). Finally, gp(A) = J,(A) is defined and 
strictly increasing on [+, 11. 
ProoJ: The lemma is proved by induction on k. It is easy to check that 
if the lemma holds for Jk- i(A) with k <n - 1, then 1(A) = (l/A) Jk _ ,(A) is a 
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decreasing function on [t, l] with 0 < /( 1) <f(i) < 1. Thus, Jk(A)= 
F,‘(f(A)) is defined on [f, l] and has the indicated values at $ and 1. 
Finally, since d>J,(f)aJz($)> ... zJ,_,(~)>J,~,(l)<J,~,(l)< ... < 
J,(l), we have h(A) = (l/11) J,- ,(A) IS a decreasing function on [f, l] and 
maps [i, l] into [0, 11. Thus, gP(i)=J,*(A)= F,‘(h(A)), is defined and 
increasing on [i, 11. 
Now, let (F, I,?=, be a sequence of unimodal maps of [0, 1 ] onto [0, l] 
converging uniformly to F such that each F, satisfies the same hypothesis as 
F does. Let n be a given fixed positive integer. For each i= 1, 2, 3,... and 
k = 1, 2,..., n let J+(A) be the Jk(A) function for Fi and let gi(A) = J,(A) = 
gw,. 
THEOREM 14.2. Let f < z < 1. The sequence { gi( i) } ,?t= , converges 
uniformfy on [z, l] to gP(A). 
Proof: We prove by induction that for each k, k = l,..., n, fJik(A) );^= , 
converges uniformly to Jk(A). For k = 1, we have 
Ji,(/I) = F$( l/(21)). 
Now, for ~626 1, +G l/(21)6 l/(2=)< I. But. {F1;‘j,C, converges 
uniformly to FL’ on [i, l/(2:)]. Thus, (Ji,(A)) ,“= ,converges uniformly to 
J,(l) on [z, 11. 
Now, suppose 1 <k 6 n - 1 and for every z with $<z< l(J,k~ ,(i)j,?, 
converges uniformly on [z 1 ] to Jk _ ,(A). 
Fixzbetweentandlandlet&>O.NowJ,.~,(r)<Jk_,(~)~t.Choosea 
and a positive integer I, such that Jk ~ ,(z) < a < i and if i > Z,, Jik [(z) < a. 
Thus, if i>I, and =<A6 1, then 
Similarly, 
Since 2cr < 1, (F,;’ }I”_, converges uniformly to FL 1 on [0, 2~1. Thus, 
there is a positive number b >O and a positive integer Iz such that if 
.x,~E [0,2a] and Ix-91 ~6, and ial,, then 
IF,:‘(x)- F,;‘(y)1 <E. 
Since {(l/A)} Jlk--L(A)}lr=L converges uniformly to ( l/A) J, ~ ,(A) on 
[z, 11, there is a positive integer I, such that if i>, Z3, then if z d 16 1, 
l(l/~)J,~,(~)-(l/~)J,~,(I)I<6. 
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Set I=max(Z,, I,, I,). If i>Z and ,-<A< 1, then JikP1(3L)/3L and 
Jkp ,(A)/1 are in [0, 2a] and 
Thus, 
Therefore, {J, } ,“= ,converges uniformly to Jk on [z, 11. Finally, let us sup- 
pose that if t < z < 1, then {Jinp, };“= , converges uniformly to J, _, on 
[z, 11. An argument similar to the one just given shows J,(A)= F;R’ 
(J,,,+ ,(1)/A) converges uniformly to J,l(A) = F,‘(J,- ,(1)/A) on [z, 11. 
Remark. One would expect that Lemma 14.1 would still hold for other 
patterns P. However, since we do not know the domain of definition of g,, 
(see Conjecture 2 in Section XV), we cannot prove the genera1 theorem. 
THEOREM 14.3. There is a unimodal polynomial map F of [0, l] onto 
[0, 11 such that F has multiple lRr’s. 
Proof Let F,, be a piecewise linear unimodal map which has three IRL’s 
with each such Iz being a value where g,, crosses the identity. Let {F,};= 1 
be a sequence of unimodal polynomials which converge uniformly to FO. It 
now follows from Theorem 14.2 that for n sufficiently large g2L will cross 
the identity at least 3 times. 
Remarks. This theorem generalizes of course to RLk. We have been 
unable to give at the present time an explicit example of a polynomial 
which exhibits this multiple behavior. We had hoped to give such an exam- 
ple based on the piecewise linear function, F, defined on [0, l] which con- 
nects the following points: (0, 0), (6, f), (a, c), (4, I), (1 -a, c), (1 - 6, f ), 
and (1, 0) where b=0.05, f =0.68, a=0.4 and c=O.6805. This function is 
symmetric about + and there are three values of 2 corresponding to the pat- 
tern RL: A, = 0.506, A2 = 0.636 and & = 0.998. Moreover, giL crosses the 
identity at these values of ,I. Our plan was to let F,, be (l/M,) B,, where B, 
is the nth Bernstein polynomial approximation to F and M, is the 
maximum value of B,. Since F is symmetric about $, we know M, = B,(t). 
Since the Bernstein polynomials have the property of being variation 
diminishing [4], we know that M, < 1 and F,, is strictly increasing on 
[O, f] and strictly decreasing on [f, 11. According to Theorem 14.2, for n 
sufficiently arge, g& will exhibit multiple values of 2 corresponding to the 
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pattern RL. However, in carrying out an analysis of the degree of 
approximation as given in [ 141, the first value of n which we could prove 
exhibited this behavior was much greater than 1,000. 
PART D: OTHER TOPICS 
XV. Generalized Shift-Maximal Finite Sequence Structure 
In previous sections we have examined the problem of the period struc- 
ture of symbolic sequences for x,, , = IF(x,) from the point of view of 
existence, nonexistence, uniqueness, and multiplicity. In this section we 
present these matters from a different point of view. 
Let us again consider the function gp(n) defined in Section VI and I(x) 
defined in Section IV. The following lemma follows from the definitions. 
LEMMA 15.1. rf 
(1) P is a shift-maximal finite sequence, 
(2) F is unimodal, 
(3) nE(+, l), 
and 
(4) gp(A) exists, 
then 
WkP(4) = p. 
THEOREM 15.2. Suppose F is unimodal and I E (i, 11. Suppose gp(A) and 
gp,(jL) exist for P, P’ distinct shift-maximal finite sequences. Then 
P < P’o ,g&) < gp.(12). 
Also, gp( 1) always exists. 
Proof: The direct implication follows from Lemmas 15.1 and 4.1. The 
converse follows from Lemma 4.1. 
Finally we state two conjectures for unimodal F; these could probably be 
verified for flat-top functions with sufficiently steep sides. Here gp(l) is the 
unextended function. 
Conjecture 1. If ,J < 1’ and gp(n) exists, then gp(J’) exists. 
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Conjecture 2. gp(l) exists if and only if 3, E (A,., I], where P’ is a final 
shift-maximal sequence of P and 1, is maximal. 
Conjecture 2 is a statement about the left-hand terminal point. This con- 
jecture is illustrated in Fig. 15.1 for the function F(x) =4x( 1 - .Y) and 
P = RLRR. For this sequence, R is the maximal final shift-maximal proper 
segment of RLRR and AR = .618.... 
XVI. Quadratic Convergence in Period Doubling of gp( 1) 
In this section we discuss the question of the rate of convergence of 
gH,& 1 ), where H,,(P) is the nth harmonic of the pattern P. The concept 
of the harmonic was introduced by MSS [ 181 and is given further dis- 
cussion in Beyer and Stein [ 11. Feigenbaum [9] has conjectured, provided 
numerical evidence, and proposed a proof which suggests that the rate of 
convergence of AH:+ P, is geometric for the case that the function F(x) is 
quadratic near its maximum. The proof is given by Lanford [ 111. Beyer 
and Stein [l] have proved that in the case of the trapezoid functions, for 
e< .495, the convergence of AH2+,, is quadratic. Quadratic convergence 
occurs in Newton’s methods (see Ostrowski [22]). (In [ 11, we expressed 
the convergence in an awkward way, using logarithms. Things would have 
FOG. 15.1. The function g,(l) for P= RLR? and F(x)=4x( 1 -x). The interval of 
definition is ((,,6+ 1)/4, 1). 
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been better stated by use of the adjective “quadratic.“) A sequence [, is said 
to converge quadratically to [ if 
for some finite constant K. The sequence i,, is defined by [,, = gHz”,R)( 1). 
TABLE 16.1 
Quadratic Convergence at 1= 1 of Har- 
monics of R. Hz”(R) for the Trapezoid with 
e = 0.45 
n Ii n+,-il,ili”-c12 
0 1.8082 
1 3.3172 
2 3.8706 
3 3.896708 
4 3.8967520826 
TABLE 16.2 
Quadratic Convergence at i, = 1 of Har- 
monics of R for the Trapezoid with e = 0.4 
n l;“+l-;l.: L-J: 
0 1.4780 
1 2.4553 
2 2.7096 
3 2.716783 
4 2.7167884 
TABLE 16.3 
Quadratic Convergence at I.= 1 of Har- 
monics of R for the Function J’ =4x( 1 - s) 
n I;“+, -il;l;.-;I’ 
0 1.98898 
1 5.13340 
2 6.82374 
3 6.95491 
4 6.955434518 
5 6.955434519 
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TABLE 16.4 
Quadratic Convergence at i = 1 of Har- 
monics of R for the Function y = sin XX on 
co, 11” 
n Ii .+,-ililkiI2 
0 1.84962 
1 4.41594 
2 5.52039 
3 5.18423 
4 5.698 11 
’ We could not extend this table because 
of memory limitations in the MACSYMA 
system. 
The quantity AH2.,P, is defined as the solution to 
gH2”(P,(4 = 4 
so that gHFtP) is the i for which the graph of gH2,CP,(l) crosses the line 
y = A. We present here numerical evidence that gHznfP)( 1) converge 
quadratically and that the convergence seems to be quadratic regardless of 
the function F(x), if it is unimodal. The evidence is set out in Tables 16.1- 
16.4. 
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