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１序論
組合せ最適化問題の多くはNP-困難であり，厳密な最適解を求めることは極めて困難であることが知ら
れている．しかし，現実には，最適性の保証はなくとも，ある程度精度の高い解が求まれば，十分満足のい
く場合が多い．近似解法はこのような目的に用いられる[20]、近似解法の基本戦略の一つである局所探索
法（LocalSearch,ＬＳ）は，与えられた解を簡単な操作によって改善する手続きを反復する方法で，様々な
組合せ最適化問題に対してある程度精度の高い解を比較的短時間に求められることが知られている．また，
各組合せ最適化問題には代表的なＬＳが存在し，これらのＬＳに対してこれまでに多くの改良アルゴリズム
が提案されてきた．
本論文では，バイナリー２次計画問題（BinaryQuadraticProgrammingProblem,ＢＱＰ）に対して知ら
れているＬＳの中でも，最も有効なんopt局所探索法（んopt法）に焦点をあてる．このんopt法は，１９６０
年代後期から７０年代前期において，ＴＳＰ及びＧＰＰに対してＬｉｎとKernighanにより提案された局所探
索法（ＬＫ法，ＫＬ法）のアイデア（可変深度探索,variabledepthsearch）に基づき，近年ＢＱＰに対して
MerzとFMslebenによって提案された[16｝
ＢＱＰに対する舟opt法は，良好な舟opt近傍解の探索を行う内ループと，その近傍解を評価する外ルー
プによって構成され，最終的に良質な近似解を算出する．しかしながら，近傍解探索のプロセスは必ずし
も効率的ではないため，内ループを強制的に終了させ近傍解探索を打切るためのパラメータが準備されて
いる．文献[16]におけるんopt法の内ループの繰返し回数は，最良解が見つかった時点から数えて、回の
内ループの繰返し仁おいても最良解が更新されなければ内ループを打切るというパラメータｍによって決
定されている．さらに，文献[13]では文献[16]の変形版として，外ループの繰返し回数が増すごとにパラ
メータｍの値を変動的に減少させている．しかしながら，より最適なパラメータ設定は対象とする各問題
例の性質を取り入れた方法などが有効であると考えられる．
本論文の目的は，文献[13]で提案した方法を拡張した高速〃opt法の提案である．greedyな初期解に対
して従来法を試行し，最良解が得られたときの各外ループにおける内ループの繰返し回数について分析す
る．この分析から得られた知識をもとに内ループの繰返し回数の設定を行い，大幅な探索時間の効率化を
行う高速舟opt法の設計を試みる．高速〃opt法の性能を確認するために，ＢＱＰの問題例に対してテスト
を行い，従来法との比較を行う．その結果，我々の高速〃opt法は従来法に比べ，解質の低下をできるだけ
抑え，計算時間を短縮可能であることを示す．
２バイナリー２次計画問題
バイナリー２次計画問題（BQP）とは，ｎｘｎの対称行列Ｑ＝(qが)が与えられたとき，次の目的関数
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を最大化する解勿を求める問題である[５１ＢＱＰは，NP-困難であり，数多くの応用例を有している．例と
して，ＣＡＤ問題[14]，マシンスケジューリング問題[1]，capitalbudgetingandfinancialanalysis問題[151
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trafIicmessagemanagement問題[6]，分子構造問題[191などがある．更に，ＢＱＰは様々な組合せ最適化
問題と同等であることが知られている．そのような問題として，最大カット問題，最大クリーク問題，最大
頂点パッキング問題，最小頂点被覆問題，最大独立集合問題などがある[3,5,8,17,18]．また，２次ナップ
ザック問題（QKP）や２次割当問題（QAP）をＢＱＰとして解いた研究[2]もあり，ＢＱＰに対する解法の
重要性を示す一例[101として考えられている．
３ＢＱＰに対する舟opt局所探索法
3.1舟opt局所探索法
最初に，局所探索法で利用される解の表現について記述する．ＢＱＰにおける解勿は，長さ、で構成され
る各ビット鋤(j＝１，…,､)に０もしくは１を持つ，0-1ビット表現である.また，Ｏと１のどのような組
合せであっても実行可能解となるため，ＢＱＰの解空間Ｘのサイズは2”となる．
最も簡単な近傍は，解ｚに対して，ｊ番目のビットを反転することによる１－Opt近傍である.このとき，－
度に生成可能なl-Opt近傍解の数は、に等しく，1-0Pt近傍を有する局所探索法は1-0Pt局所探索法（1-Opt
法）と呼ばれる．l-Opt法は，各繰返しにおいて，現在解の目的関数池)とｎ個からなるl-Opt近傍解の
池')とのゲイン9(＝巾')－ノ(z))が最大となる近傍解を生成しながら探索を進め,その最大となるゲイ
ンがｏもしくは負となるときを終了条件とするものである．
舟opt近傍1Vﾙｰopt(z)＝{z'eXldH(`Ｍ')≦ん｝(｡Ｈは二つの解のハミング距離を指す)は’ん個のビッ
トを一度に反転することにより到達可能な解の集合と定義され，ハの数に応じて指数的（|ZVjc-optl＝ｎ代）
となる．
ＢＱＰに対するんopt近傍は，連続的なl-oPt近傍操作によって到達可能な解集合とされる.具体的には，
各ビットに対して１回のみ行うことを保証したビットの反転を連続的に行う．これは，最大のゲインを持つ
ビットを連続的に反転することによりｎ個の解集合を生成し，そのｎ個の解集合の中の最良解を舟Opt近傍
解とするものである．よって，ＢＱＰに対するんopt近傍は，各繰返しにおいて1～k個の可変的なビットの
反転によって構成され，一般的にACの数を常に固定した完全〃opt近傍よりも効率的な探索を可能にする.
現在解ｚにおけるｊ番目のビット(ZjE{0,1})を反転し得られる近傍解評価のためのゲイン値gjは，次
式で求められ，Ｏ(､)時間を要する．なお，巧＝１－＄jである．
冗
９，＝Q(，，(巧一錘j)＋２工帆(巧一鰯j）（２）
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式(2)を用いてｎ個のl-opt近傍解のゲイン値を計算するには，Ｏ(､2)時間を要する．Merzらは，ｎ個の
1-opt近傍解のすべてのゲイン値を線形時間で可能とするゲイン更新法を採用しており[16]，我々のんopt
法でもこの更新法を取り入れた．
ここで，図１に示すＢＱＰに対するんopt法の擬似コードをもとにアルゴリズムを説明する．各変数は，
探索中に算出された最良解恥Stを保持するためのZP7eu，最良解Z6eStのゲイン値ＧｍＱｍ，現在解Ｚのゲイ
ン値Ｃ，近傍解へ移動するために現在解に対して反転操作を実施し得るビット番号を保持するＣである．
内ループ中の処理は，Ｃのすべてのビットを反転させることにより，生成されたｎ個の解の中から最大の
ゲインＧｍＱ錘を有する雌stを舟opt近傍解とする．次に，外ループでは，このような探索操作を良好な近
傍解が生成できなくなるまで繰返す．
3.2舟opt局所探索法のパラメータ、について
ＢＱＰに対するんopt局所探索法の基本アルゴリズムは，内ループにおいてｎ個の解の生成を巧妙に行い，
その解集合の中から最良の解を選ぶ．しかしながら，探索時間の効率化を考えると，常にｎ個の解を調べる
必要はなく，実際的にはそれよりも比較的少ない個数の解を調べることで,（保証は無いが）最良解を選び出
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図１〃opt局所探索法
すことが可能になる．Merz[16]らは，内ループの終了条件（Ｃ＝０になるまで）を内ループで保持される
雌３tが見つかった時点から数えて、回の内ループの繰返しにおいても最良解が更新されなければ，内ルー
プを強制的に終了する方法に修正し，探索時間の短縮を試みた．これにより，パラメータｍを、＜、のよ
うに設定する場合は，基本アルゴリズムよりも探索時間の効率化が可能であることを述べている．Ｍｅｒｚら
は，このｍを100とすることを推奨した．一方，舟opt法にランダム性を与えた，片山らのランダムルopt
法[9,11]でも同様のパラメータが存在し，ｍ＝50を推奨している．舟opt法は，ｍの設定値によって，最
終的に得られる解や探索に要する探索時間に影響を及し，無駄な探索時間を省くことができると考えられる．
3.3作opt法における探索傾向の分析
本論文では，greedyに生成された初期解からスタートするんopt法に関して探索傾向を分析する．以下
に，greedyな初期解を用いる理由を述べ，分析結果を示す．
近年，最適化問題に対する効率的な解法として，メタ戦略の研究が盛んである．遺伝的アルゴリズム
(GeneticAlgorithm,ＧＡ)，アニーリング法，タブー探索法やそれらの変形版などのアルゴリズムはメタ戦
略と呼ばれ[20]，基本解法であるＬＳなどと自然界に存在するアイデアを結合させることによって，比較的
短時間に高品質な近似解を算出可能である．
この一例として，ＧＡにＬＳを組み込んだ遺伝的局所探索法(GeneticLocalSearch,GLS)が挙げられる．
GLSでは，突然変異や交叉操作によって生成された解は，ランダム解よりも比較的良好な解となり，greedy
な初期解と類似する[12]ものと考えることができる．ＬＳはこの良好な解に対して探索を行うこととなる．
よって，greedyな初期解の利用は，将来的にメタ戦略へ舟opt法を導入する場合においてより実際的な効
果を観測できるものと期待できる．なお，greedy解法'16]は，ランダム性を有しており，計算機上で与え
るランダムの種などに応じて異なる近似解を生成可能である．greedy解法により平均的に得られる解質は，
以下に記述する問題例に対して，多くの場合に既知の最良解から約1％～5％程度と比較的良い．
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表１各外ループにおいてＧｍｑ麺を得たときのItelnLoopの平均
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表１は，greedyな初期解に対する基本アルゴリズムの各外ループにおいてＧｍａｚを得たときの内ルー
プの繰返し回数を示す．ここで，内ループの繰返し回数をIteInLoopと表記する．この結果は，１００回の実
行による平均である．本実験では，ＢＱＰの良く知られたテスト問題[4]から500～2500変数までの大規
模な15個の問題例を扱う．これらの問題例は，Gloverらによる500変数の３個の問題例(91｡v500）[7]，
Kochenbergerらによる1000変数の３個の問題例(kb-g)[2IBeasleyによる500,1000,2500変数の問題
例(beas500,beaslOOO,beas2500)[5]で，それぞれは３個の問題例を含む．全問題例は，ORLIB[4]より
取得可能であり，これらは，問題サイズ，各問題例の行列Ｑのdensity（dens(Q):行列ＱにおいてＯ以外
の数値が含まれる割合）などの違いがある．
Ｍｅｒｚらのパラメータｍを１００とした方法での各外ループにおけるltelnLoopは，Ｇｍａｍが更新されてか
ら最大１００回を必要とする．しかしながら，表１によると，各外ループにおいてＧｍａｍが更新されてから
100回も内ループを行う必要はないと考えられる．例えば，glov5OO-1の問題例における１回目の外ループ
のItelnLoopは２６，２回目では１２となっており，３回目以降でも外ループの回数が増すごとにＧｍｏ錘を得る
ときのItelnLoopは，徐々に減少している．よって，Ｇｍａｍが更新されてから１００回も内ループを追加する
必要がないことが確認できる．また，問題例の特徴の違いに関係なく，他の問題例においても同様の傾向が
みられる．但し，beas2500の問題例においては１回目の外ループが122,118,110となっており，ＧｍＱｍ
を得るときのIteInLoopにもよるが，GmQgcが更新されてから１００回の内ループの繰返しを行う必要がある
かもしれない．
表１を更に分析すると，glov50Oの各問題例に対する１回目の外ループにおいてＧｍａｍを得たときの
lteInLoopの平均値は，26,30,28となっており，いずれも，問題サイズ、の約1/20である．また，２回目
以降の各外ループにおいてＧｍＱ錘を得たときのltelnLoopの平均値は，前回の外ループにおけるIteInLoop
の約1/2であることが観測できる．また，他の各問題例群においても同様の探索傾向がみられた．このよ
うに，外ループの回数が増すにしたがって，ＧｍＱ錘が得られたときのlteInLoopは問題例の特徴の違いに関
係なく，平均的に減少する傾向が確認された．
これらの近傍探索の傾向をもとに，各外ループにおいてＧｍＱ錘が得られたときのlteInLoop付近で内ルー
プを打切れば，解質をできるだけ落とさずに探索時間を大幅に短縮できると考えられる．
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４近傍探索における知識を導入した高速〃opt局所探索法
文献[13]の方法は，〃opt近傍探索処理で生成される連続的な近傍解の候補をできるだけ有望なものだけ
に絞るための探索打切り判定によって，簡潔で効率的な処理を行っている．具体的には，内ループの繰返し
回数をパラメータの設定値と外ループの繰返し回数によって変動させることでんopt法自体の探索時間を短
縮可能としている．しかしながら，近傍解の候補をできるだけ絞るという意味では効率的とは言えない．パ
ラメータの設定値と外ループの繰返し回数以外の有益な情報によって内ループの繰返し回数を制御できれ
ば，より効率的なんopt法になると考えられる．本論文では，最も有効な情報として考えられるんopt法の
近傍解探索のプロセスにおいて暫定的な解の変動傾向を考慮に入れた高速ん｡pt法を提案する．我々の提案
法では，３．３の近傍解探索の分析結果から得られた知識を利用した「内ループの基本繰返し回数（各外ルー
プにおける最小限の内ループの繰返し回数)」を使用する．アルゴリズムの特徴としては，まず「内ループ
の基本繰返し回数」によって最小限の近傍解探索を行うその後，過去のある時点から現時点までの探索状
況から将来の探索状況を予測し，更に内ループを追加するか否かを判定する．この内ループの追加は，最小
限の内ループの繰返し回数による近傍解探索の不足を防ぐ役割を担っている．これによって近傍解の生成の
打切りを行い，解質をできるだけ落とさずに探索時間を大幅に短縮可能とする．
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図２近傍探索における知識を導入した高速〃opt法
ここで，図２に示す擬似コードをもとに，近傍探索における知識を導入した高速舟opt法のアルゴリズム
を説明する．各変数は，内ループの基本繰返し回数L6Qsjc,現在の内ループの繰返し回数Lp7eS,ＧｍＱ麺が得
られたときの内ループの回数Ｌｇｍ…前回の内ループでのゲイン値Ｇ…U，ある区間におけるＧの増減を調
べるための変数Ｐである．Ｌ６．…の値は，次のように決定する１回目の外ループでのＬｂＱｓｆｃは問題サイズ
、の１/２０，２回目以降の外ループでは前回の外ループで用いたltelnLoopの1/２とした
このアルゴリズムでは，まず内ループの基本繰返し回数としてＬbasic回の内ループを繰返す。その後，１２
行目の処理で現在のＧと前回の内ループで得られたＧｐ…の比較を行い，Ｇの増大があれば増大がみられ
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図３Ｇmcumが更新される可能性
なくなるまで内ループを繰返す．この処理によって，無駄な内ループの繰返しを大きく省くことができる．
しかしながら，この時点から何回かの内ループを繰返すことによってGmcL錘が更新される場合がある．そ
こで，ＧｍＱ麺が更新される可能性を予測するために，現時点までの内ループにおけるＧの増減を着目する．
１５行目では，区間[Lpres-p,L…]におけるｐ個のＧの増減を調べる．その区間内でＧ…が更新され
ていれば，今後，Ｇｍａｚが更新される可能性があると考え，現時点Lpresから更にｐ回の内ループを繰返す．
ここでは，区間を決定するための変数ｐの値を３０とした．
次に，図３を用いて高速昨opt法の近傍解探索の様子を説明する図３は，提案法をbeas2500-8の問題
例に対して試行したときのゲインの増減を示す．ここでの試行回数は１回で，横軸は５回目の外ループに
おける内ループの繰返し回数の一部（O～90）を示し，縦軸は現在解のゲイン値Ｇを表す．
この例では，４回目の外ループ終了時でのＬｐ７ｅＳは６０であった．よって，図３に示した５回目の外ルー
プにおける内ループの基本繰返し回数Ｌｂ…は，その1/2の３０となっている．矢印は，Ｌ６…30，その現
時点LpreS30からＰ回追加した６０を示す．
図３を例に挙げると，Lbasjcが３０の時点までのＧの値は，ltelnLoop＝１３のＧの値が２５であるピーク時
から徐々に減少していることがわかる．したがって，内ループは３０回の時点で打切っても良いと考えられ
るが，更に内ループを９回繰返したltelnLoop＝３９のとき，Ｇｍａ錘が４９に更新されることが観測できる．こ
れらの様子から，Ｇが減少傾向にあってもＧｍａ麺が更新される可能性を最大限に生かすために，現時点と
現時点からｐ回前の区間[Lp…－ｐ,Lp…]の内ループにおいてＧ…が得られていれば，現時点から更に
ｐ回の内ループを繰返す処理を追加している．
５数値実験
上で提案した近傍探索における知識を導入した高速〃opt法の効果を検討するために，ベンチマーク問
題を用いて，ｍを１００に固定したＭｅｒｚらの舟opt法との比較を行う．高速庁opt法のｐの値は10,20,30,
40,50,60,70について検討した．実験は，表１で扱った問題例を含め全４５問題例を使用するすべての実
験は，NECPC98-NXMate(PentiumⅢ,650ＭHz)上で実行され，プログラム言語はＣ言語である．
表２は，greedyな初期解に対する従来法と提案法の実験結果である．各欄は，既知の最良解値(best-
known)，ｍの値を従来通り１００に固定，提案法に対して，1000回の試行で得られた最良解(best)と既知
の最良解からのその解質(％)，平均値(avg)とその解質(％)，全計算時間ｔ（秒）を示す．更に，高速〃opt
法の有効性を検討するために，従来法に対する腿の解質差(loss)，全計算時間の短縮率(r-t)を示す．
例えば，beas500-6の問題例における従来法によるａｖｇの解質は0.489％，計算時間は１５秒であるのに対
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し，提案法では，ａＮｒｇの解質が0.510％，計算時間は２秒となっており，0021％の解質の低下で計算時間を
86.667％短縮できている．また，４５個の全問題例のうち３８個は従来法と同等の最良解が得られた．さらに，
kb-gO3の問題例のbestにおいては従来法で得ることのできなかった既知の最良解を得たことが分かる．
表３は，４５個の全問題例とｋｂ－ｇの１０個の問題例に対する各手法の実験結果の比較である．各欄は，基
本アルゴリズム（Ｃ＝0)，従来法（fixed、＝100)，文献[13]の外ループの繰返し回数が増すごとにパラ
メータｍの値を変動的に減少させる方法（ｍ減少率は40％)，提案法（高速舟opt法ｐ＝３０）における平
均の解質avg(%)，全計算時間time(s)，基本アルゴリズムと従来法に対する各手法のavgの解質差loss(%)，
全計算時間の短縮率r-t(％)を示す．・
結果から，全問題例における高速舟opt法の解質は,ｐの値が１０のとき0.571％,ｐの値が20のとき0.531％，
以後，0.514％,0.504％,0.498％,0.496％,0.495％となっており，ｐの値が増す毎に解の質が向上しているこ
とが分かる．そして，計算時間においては21.622秒,26.089秒,31.822秒,40.733秒,44.800秒,54.756秒，
61.556秒となっており，ｐの値が大きくなるに従って，計算時間がかかることが分かる．
また，全問題例における基本アルゴリズムによるaygの平均の解質は0.491％，計算時間は615.489秒であ
るのに対し，ｍ減少率40％の場合，解質が0.520％，計算時間は34.067秒となっており，0.029％の質の低下
で計算時間を94465％短縮できている．これに対して，高速舟opt法(p＝30)の場合では，解質が0.514％，
計算時間は31.822秒となっており，0.023％の質の低下で計算時間を94.830％短縮できている．よって，高
速舟opt法は、減少率40％の手法に比べ,/短時間で高品質な解を得たことが分かる．さらに，高速舟opt法
は従来法に比べ，0.023％の解の質の低下で計算時間を50.570％短縮可能であることが分かる．また，ｋｂ－ｇ
の問題例における基本アルゴリズムと従来法に対するａｖｇの解質差，全計算時間では，高速舟opt法は解
質計算時間ともに、減少率40％よりも優れており，解質は約2/3の改善を行うことができた
６結論
本論文では，バイナリー２次計画問題（BQP）に対するＬＳの中でも最も有効なんopt局所探索法（んopt
法）に焦点をあて，舟opt法の近傍解探索の分析を行った．greedyな初期解に対するんopt法の近傍解探索
の分析を行った結果，最良解が得られたときの外ループにおける内ループの繰返し回数は問題サイズに依
存し，外ループの繰返し回数が増すにしたがって一定の割合で減少することが分った．この分析から得られ
た知識を導入することで内ループの繰返し回数を決定すれば，より効率的なんopt法となると考えられる．
そこで，各外ループにおける内ループの繰返し回数は，問題サイズと近傍解の生成状況に応じて決定する
方法とした．このような内ループの繰返し回数によって近傍解生成の打切りを行うことで，〃opt法の近傍
解探索のプロセスにおける暫定的な解の変動傾向を考慮した大幅な探索時間の効率化手法である高速舟opt
法を提案した．
その探索性能を確認するために，よく知られているＢＱＰの問題例に対してgreedyな初期解を用いた提
案法を試行した結果，既存の効率化手法に比べ，平均的に解質をできるだけ維持しながら，探索時間を大幅
に短縮できることを示した．よって，実用的な観点からメタ戦略に導入する場合にも，高速舟opt法は非常
に有効であると考えられる．
今後は，高速〃opt法をＧＬＳなどの実際のメタ戦略に適用した場合の性能評価を検討予定である．
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表３全問題例とｋｂ－ｇの問題例に対する各手法の実験結果の比較
問題例（4５ kb-gの問題例（１０個)~￣
雨三三F{T三71爾三TiWNＯ＝Oloss(％)r-t(％） ｈｘｅｄｍ＝１００１OSS(％)r-t(％） Ｏ＝loss(％)r-t(％）avg(％)time(s）methods avg(％)time(s）
ｊ
ｊ
ｊ
ｊ
ｊ
ｊ
１
１
２
３
４
５
６
７
０
０
０
０
０
０
０
’’’’’’’’’’’’一｜
ⅢⅢ剛剛剛剛町跡剛
一一劉皿叩血叩叩叩⑩
０
ｍ
少
か
ト
ル
ル
ル
ル
ル
｜｜皿減速速速速速速速
Ｃ
ｈ
ｍ
高
高
高
高
高
高
高
0.491615.489
0.49164.378
0.52034.067
0.57121.622
0.53126.089
0.51431.822
0.50440.733
0.49844.800
0.49654.756
0.49561.556
1.037908.800
1.037117.900
1.10962.400
1.19336.500
1.12145.700
1.08558.400
1.06677.200
1.05486.700
1.050104.500
1.046122.800
0.00087027
0.07293.133
0.15695.984
0.08494.971
0.04893.574
0.02991.505
0.01790.460
0.01388.501
0.00986.488
0.02947.083
0.08066.414
0.04059.475
0.02350.570
0.01336.728
0.00730.411
0.00514.946
0.0044.383
007247.074
0.15669.042
0.08461.238
0.04850.466
0.02934.521
0.01726.463
0.01311.366
0.009-4.156
［4］JEBeasley,“ORLibrary:distributingtestproblemsbyelectronicmai１，，，ＪournaloftheOperationalResearchSociety，voL41，ｎｏ､１１，ｐｐ､1069-1072,1990．
[５１JEBeasley>“Heuristicalgorithmsfbrtheunconstrainedbinaryquadraticprogrammingproblem'，,nchnicalReport，ManagementSchoo１，ImperialCollege，ＵＫ，1998．
[6］Ｇ・Call。,ＰＬＨａｍｍｅｒ,BSimeone,``Quadraticknapsackprograms'，,MathematicalProgrammingvoL12,ppl32-149,1980．
(7］FClover,GAKochenberger,andBAlidaee，“Adaptivememorytabusearchfbrbinaryquadraticprograms，，，ManagementScience，voL44，ｎｏ､３，ｐｐ３３6-345,1998．
[8］PLMnescu,`ISomenetworkHowproblemssolvedwithpseudo-Booleanprogramming''’０perationsResearch,voL13，ｐｐ､388-399,1965．
[9］片山謙吾,成久洋之,“バイナリー２次計画問題に対する変形ls-Opt局所探索法，，,電子情報通信学会論文誌(A),voLJ84-A,ｎｏ､３，pp430-435，Mar、2001．
[10］片山謙吾,谷昌史,成久洋之，“バイナリー２次計画問題の地形解析と遺伝的局所探索の性能，，,電子情報通信学会論文誌(Ａ)，voLJ84-A，ｎｏ､10,ｐｐ､1258-1271,0ct，2001.
[11］KKatayama,Ｍ・Tani,andHNarihisa,“SolvinglargebinaryquadraticprogrammingproblemsbyefYectivegeneticlocalsearchalgorithm，，，Proc・ofthe2000GeneticandEvolutionaryComputationConference，JuL8-12，LasVegas，ＵＳＡ，pp643-650,2000．
[12］KKohmoto,KKatayama,andHNarihisa,“EmpiricalKnowledgeofaParameterSettingin〃optLocalSearchfbrtheBinaryQuadraticProggrammingProblem，，，Procofthe2001SeventeenthlnternationalJointConferenceonArtificallntelligence(IJCAI-01),Aug4-10,Seattle,USA,ｐｐ２１-26,2001．
[13］河本敬子，片山謙吾，成久洋之，“バイナリー２次計画問題に対するん｡pt局所探索法の効率化，，，電子情報通信学会論文誌，voLJ85-D-1，ｎｏ３，ｐｐ､322-328,Mar、2002．
[14］Ｊ・Krarup,Ｐ・MPruzan,``Computeraidedlayoutdesign'',MathematicalProgrammingStudy,voL9,ｐｐ７５-94,1978
[15］RDMcBride,JSYOrmark,``Animplicitenumerationalgorithmfbrquadraticintegerprogramming,，,ManagementScience，vol､26,ｎｏ､３，ｐｐ282-296,1980．
[16］PMerzandBHeisleben，“Greedyandlocalsearchheuristicsfbrunconstrainedbinaryquadraticprogramming'，，JournalofHeuristics，ｖｏＬ８，ｎｏ２，ｐｐｌ９７-213,2002．
{17］ＰＭ・Pardalos,ＧＰ・Rodgers,“Abranchandboundalgorithmfbrthemaximumcliqueproblem'',ComputersandOperationsResearch，vol､19,ｎｏ､５，ｐＰ363-375,1992．
[18］Ｐ・MPardalos,ＪＸｕｅ,“Themaximumcliqueproblem，，,JournalofG1obalOptimization,vol4,ｐp801-328,1994
[19］ＡＴ・Phillips,Ｊ・BRosen，“Ａｑｕａdraticassignmentfbrmulationofthemolecularconfbrmationproblem，，，JournalofG1obalOptimizatiｏｎ，ｖｏＬ４，ｐｐ２２９-２４１，１９９４
[20］柳浦睦憲，茨木俊秀，“組合せ最適化一メタ戦略を中心として－，，,朝倉書店，２００１
河本敬子・片山謙吾・成久洋之132
ＥＨｂｃｔｏｆ舟ｏｐｔＬｏｃａｌＳｅａｒｃｈｂａｓｅｄｏｎＫｎｏｗｌｅｄｇｅ
fbrtheBinaryQuadraticProgrammingProblem
ＫｅｉｋｏＫＯＨＭＯＴＯ,ＫｅｎｇｏＫＡＴＡＹＡＭＡ＊＆HiroyukiNARIHISA＊
ＣｍｄｕｑｔｅＳｃｈｏｏＪｑ/En9j〃eemn9
⑩ePQrtmentO/、/brmqtion8COmPuterEn9meerm9
FhcuJtZ/ｑ/En9meermg
OkqW7zMﾉｸ、）ems”qfScjence
Ridqjchol-1，OAcqZﾉamq7DO-0005，Ｊａｐａｎ
（ReceivedNovemberl,2002）
SincemanyofcombinatorialoptimizationprobleｍｓａｒｅＮＰ－ｈａｒｄ，ｉｔｉｓｋｎｏｗｎｔｈａｔｉｔｉｓｖｅｒｙｄｉｆＨｃｕｌｔ
ｔocalculateanoptimalsolution・However，actually,ifasolutionwithaccuracyhightosomeextentcan
becalculatedevenifthereisnoguaranteeofoptimalnature,itissufIicientlysatisfactoryinmanycases、
Anapproximatealgorithmisusedfbrsuchapurpose・Itisknownthatlocalsearch(LS),whichisoneof
thebasicstrategiesofanapproximatealgorithmcancalculateasolutionwiththeaccuracyhigh,which
iscomparativelyshorttimetovariouscombinatorialoptimizationproblems
lnthispaper,wefbcusonthemostpowerfUlthe〃optlocalsearchheuristicinLSknownfbrthebinary
quadraticprogrammingproblem(BQP).The舟optlocalsearchheuristicfbrBQPsearchesfbrthe作opt
neighborhoodsolutioninaninner-loop，andevaluatesitsneighborhoodsolutioninanouter-loop・And
finallytheresultingsolutionbecomesalocaloptimumWeanalyzeaboutaniterationnumberofthe
inner-loopwhenthebestsolutionisobtainedineachouter-loopBasedontheknowledgebythisanalysis，
ｗｅｓｅｔｕｐａｎｉｔｅｒａｔｉｏｎｎｕｍｂｅｒｏｆｔｈｅｉnner-loop，andproposefast舟optlocalsearchtoreducethemore
searchtimelncomparisonwiththeexistenttheefIiciencyenhancementtechnique,ourproposalmethod
showsthatsearcｈｔｉｍｅｃａｎｂｅｍorereduced，maintaininganequivalentsearchperfbrmance．
