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Abstract
Face perception depends on two main sources of information--shape and surface
cues. Behavioral studies suggest that both of them contribute roughly equally
to discrimination of individual faces, with only a small advantage provided by
their combination. However, it is difficult to quantify the respective contribution of
each source of information to the visual representation of individual faces with
explicit behavioral measures. To address this issue, facial morphs were created
that varied in shape only, surface only, or both. Electrocephalogram (EEG) were
recorded from 10 participants during visual stimulation at a fast periodic rate,
in which the same face was presented four times consecutively and the fifth
face (the oddball) varied along one of the morphed dimensions. Individual face
discrimination was indexed by the periodic EEG response at the oddball rate (e.g.,
5.88 Hz/5 = 1.18 Hz). While shape information was discriminated mainly at right
occipitotemporal electrode sites, su...
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Face perception depends on two main sources of
information—shape and surface cues. Behavioral studies
suggest that both of them contribute roughly equally to
discrimination of individual faces, with only a small
advantage provided by their combination. However, it is
difficult to quantify the respective contribution of each
source of information to the visual representation of
individual faces with explicit behavioral measures. To
address this issue, facial morphs were created that varied
in shape only, surface only, or both. Electrocephalogram
(EEG) were recorded from 10 participants during visual
stimulation at a fast periodic rate, in which the same face
was presented four times consecutively and the fifth face
(the oddball) varied along one of the morphed
dimensions. Individual face discrimination was indexed by
the periodic EEG response at the oddball rate (e.g., 5.88
Hz/5¼ 1.18 Hz). While shape information was
discriminated mainly at right occipitotemporal electrode
sites, surface information was coded more bilaterally and
provided a larger response overall. Most importantly,
shape and surface changes alone were associated with
much weaker responses than when both sources of
information were combined in the stimulus, revealing a
supra-additive effect. These observations suggest that the
two kinds of information combine nonlinearly to provide
a full individual face representation, face identity being
more than the sum of the contribution of shape and
surface cues.
Introduction
Human faces are characterized by two main prop-
erties: shape and surface information. Face shape is
deﬁned essentially by the bone structure and the soft
tissue of the face, while surface information captures
the color (light reﬂectance from the facial surface) and
texture information (such as stubble and wrinkles).
Over the past few years, behavioral studies have shown
that both shape and surface information contribute to
person discrimination for personally familiar (Russell
& Sinha, 2007), famous (Burton, Jenkins, Hancock, &
White, 2005; Lee & Perrett, 1997), and unfamiliar
(Jiang, Blanz, & Rossion, 2011; Michel, Rossion,
Bu¨lthoff, Hayward, & Vuong, 2013; O’Toole, Vetter, &
Blanz, 1999; Russell, Biederman, Nederhouser, &
Sinha, 2007; Russell, Sinha, Biederman, & Neder-
houser, 2006) faces. Yet neither surface nor shape
information alone can completely account for the
improved discrimination of faces varying in both their
shape and surface combined (Russell et al., 2006; see
also Caharel, Jiang, Blanz, & Rossion, 2009; Jiang et
al., 2011; O’Toole et al., 1999; Russell et al., 2007).
Surprisingly, few studies have shown differences
between the respective contributions of these two
characteristics to face identity discrimination. A recent
adaptation study suggested that shape plays a more
dominant role for identity discrimination than does
surface information (Lai, Oruc¸, & Barton, 2013). Jiang,
Blanz, and Rossion (2011) used the composite and
inversion face effects to show that the integration of the
face parts into a uniﬁed representation, a so-called
holistic representation of the face (Rossion, 2013;
Tanaka & Farah, 1993; Young, Hellawell, & Hay,
1987), depends relatively more on shape than on
surface information. Conversely, studies using contrast
negation have highlighted the importance of surface
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information for face identity discrimination (Russell et
al., 2006; Vuong, Peissig, Harrison, & Tarr, 2005).
Improved recognition of faces based on surface
information is also supported by a principal compo-
nents analysis of face images (Calder, Burton, Miller,
Young, & Akamatsu, 2001; Hancock, Burton, & Bruce,
1996) and by successful recognition of shape-free
averages of familiar faces (Burton et al., 2005).
However, these studies measured behavioral outputs
that reﬂect a mixture of perceptual and decisional
processes in explicit face identity discrimination tasks.
Hence, it is difﬁcult to assess the relative contributions of
shape and surface information to the visual representa-
tion of face identity independent of decisional factors.
Moreover, in behavioral individual face discrimination
paradigms, the variables measured—accuracy rates and
response times (RTs)—do not allow for quantiﬁcation of
the respective contributions of shape and surface
information to face identity. This is particularly the case
because accuracy rates are usually relatively high for
recognition based on each of these sources (i.e., between
70% and 80%) and performance is spread over two
variables (accuracy and RTs). For these reasons, these
studies cannot determine whether shape and surface
information provide independent contributions to face
identity discrimination (i.e., face identity¼ shapeþ
surface) or whether one of these cues provides enough
information to discriminate face identity at a high level
already. In the latter case, there is redundancy of
information: If one were able to quantify the contribu-
tion of each of these sources of information, a change of
both sources of information combined would lead to a
smaller effect than the sum of the two presented
separately (Identity change , SurfaceþShape change,
i.e., a subadditive effect, for instance if there is
saturation of the response when combining the two
sources of information). Alternatively, the two sources
of information may also contribute supra-additively if
their combination is necessary to reach a threshold for
efﬁcient face identity discrimination (Identity change .
SurfaceþShape change).
Here we addressed this issue of the relative and
combined contributions of shape and surface informa-
tion to the visual representation of face identity by
using an approach that allows the capture of an implicit
visual discrimination response between individual
faces, for shape and surface information separately as
well as for their combination. This approach consists in
presenting an image at a constant periodic rate
(frequency F) throughout a long sequence. This
periodic visual stimulation elicits periodic responses—
steady state visual evoked potentials (SSVEPs; Regan,
1966, 1989)—detectable in the human electroencepha-
logram (EEG). The main strength of this fast periodic
visual stimulation (FPVS) approach is in providing a
robust visual discrimination response that can be
identiﬁed objectively (i.e., exactly at an experimentally
deﬁned frequency) and directly quantiﬁed. Moreover,
this response can be obtained without contamination
from decisional/motor processes, since the observers do
not have to process the faces explicitly (Rossion &
Boremanse, 2011; see Rossion, 2014, for a review).
In a recent study, Liu-Shuang, Norcia, and Rossion
(2014) used this approach in an oddball paradigm (for
low-level visual stimulation, see Braddick, Wattam-
Bell, & Atkinson, 1986; Heinrich, Mell, & Bach, 2009).
Facial images were presented at a constant rate of 5.88
Hz (base frequency) for about 60 s. The same face was
repeated for the entire stimulation sequence, but at a
regular interval—every ﬁve faces—a different face, the
oddball, was embedded in the sequence, thus resulting
in an AAAABAAAACAAAAD. . . sequence. Since
faces changed identity at a rate of 5.88/5 ¼ 1.18 Hz
(oddball frequency), the 1.18 Hz and its harmonics (i.e.,
exact integers of the stimulation frequency) could be
used as a measure of the system’s response to the
changing identity (i.e., individual face discrimination).
In the present study, the fast periodic oddball
paradigm was used to compare the electrophysiological
response to a change of identity carried out by surface




Ten participants (one male, mean age¼ 22.17, SD¼
1.87, range ¼ 20–25) provided signed and informed
consent and were paid for their participation in the
experiment. They were all right-handed and reported
normal or corrected-to-normal vision. None of the
participants reported any history of psychiatric or
neurological disorder, or any problems with face
recognition. All of them demonstrated normal-range
face matching performance (. 40/54 for all; average¼
43.90) in the Benton Facial Recognition Test (Benton,
Hamsher, Varney, & Spreen, 1983). None reported to
have noticed the periodic change of facial identity (one
out of ﬁve faces) during the EEG experiment.
Stimuli
Using an established method of face manipulation
(Tiddeman, Burt, & Perrett, 2001), we morphed the
photographs of each of eight original individual faces
(four male) with 10 other same-sex face photographs.
For each facial image, 189 delineation points placed on
salient features of the face (e.g., face contour, mouth,
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eyes, eyebrows, nose) were used. All images were
standardized for size on interpupillary distance prior to
morphing. External features such as ears and hair were
not visible. Faces were morphed (Figure 1) along the
shape dimension only (keeping surface constant), the
surface dimension only (keeping shape constant), or
both (identity), resulting in 248 stimuli used in the
experiment (240 morphed stimuli—10 corresponding
morphs for each of the eight individual faces for each of
the three conditions—plus the eight individual faces).
The extracted morphed images constituted 70% of the
other photographs. This level of transformation is
sufﬁcient for faces to be discriminated as new identities,
since morphs above 50% are consistently perceived as
different individuals (see, e.g., Beale & Keil, 1995). The
mean (6 SD) height · width of the facial image was
277 6 11 · 210 6 9 pixels, corresponding roughly to
5.498 · 7.268. All faces were placed against a gray
background (204/255, 204/255, 204/255), resulting in
images of 250 · 320 pixels. Mean luminance of the
faces was equalized online during presentation.
Behavioral pilot experiment
To examine the effects of the image manipulation, 13
female participants not tested in the EEG experiment
(mean age¼22.62,SD¼2.36, range¼19–24) participated
in a delayed match-to-sample, two-alternative forced-
choice behavioral task. Forty morph pairs (20 male) were
created by randomly assigning twomorphs from the same
condition (varying along surface only, shape only, or both
dimensions) to a pair. Participants performed 240 trials (2
[both faces in amorph pair were presented as target faces]
· 40 pairs · 3 conditions [varying along surface only,
shape only, or both]) separated in six blocks. In each
block, there were trials from the different conditions.
Each trial startedwith a ﬁxation cross for 250ms followed
by the target face presented for 170 ms, corresponding to
the presentation duration of a face stimulus displayed at
5.88 Hz (;170 ms) in the EEG study, and then a noise
mask shown for 200 ms. After that, a blank screen
appeared on the screen for 1000ms, followed by a display
showing the target face and a distractor face. The
distractor face differed from the target face in surface
only, shape only, or both dimensions. The two images
were shown side by side until the participants responded.
For half of the trials, the target face was on the right side.
Trial order was randomized. Participants had to indicate
which of the two faces was previously presented by
clickingwith themouse over it.Data analysis showed that
the manipulation of the facial dimensions affected
accuracy rates, F(2, 24)¼ 27.64, p , 0.0001, gp2¼ 0.70,
and correct response times, F(2, 24)¼ 12.96, p , 0.0001,
gp
2¼ 0.52. For both variables, individual discrimination
Figure 1. Stimuli and experimental design. (A) Image variations along both surface and shape combined (identity), surface only, and
shape only. At every stimulation cycle, image size varied between 90% and 110% in a random order. (B) An illustration of the fast
periodic oddball stimulation during EEG recording: A base face (A) is presented four times followed by an oddball face (B) during each
trial. Thus, there are two embedded frequencies: Facial images are presented at a rate of 5.88 Hz (base frequency), and a face with a
different identity is shown at a rate of 1.18 Hz (oddball frequency).
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was improved when both surface and shape combined
varied (accuracy:M¼ 0.87, SEM¼ 0.02; RT:M¼ 1337
ms, SEM¼ 63) as compared to when surface only
(accuracy:M¼ 0.72, SEM¼ 0.02 , p , 0.0001; RT:M¼
1573ms,SEM¼77, p¼0.007) or shape only (accuracy:M
¼0.73,SEM¼0.01, p, 0.0001;RT:M¼1512ms,SEM¼
83, p¼ 0.003) varied. There was no difference in the
performance of the task based only on cues of shape or
surface (accuracy: p¼ 0.99; RT: p¼ 0.44). Thus, even
though the stimulus duration was relatively brief here,
these behavioral results are almost identical to the
ﬁndings obtained in previous studies (e.g., Jiang et al.,
2011; Russell et al., 2006), with an increase of about 15%
for accuracy and a decrease of 15% correct RTs when
both sources of information are combined, relative to the
performance when only one source of information is
available.
Procedure
During the EEG recording, participants were seated
in a dimly lit room with a 1-m viewing distance to the
screen. The stimuli were presented on a CRT 17-in.
(43-cm) monitor controlled by a computer. In every
trial, one of the original individual faces was presented
as the ‘‘base face’’ (A) and repeated at a fast rate (5.88
Hz, stimulus onset asynchrony of 170 ms) throughout
the 72-s long trials. This rate was used because it
provides a large signal-to-noise ratio (SNR) for face
stimulation over the right occipitotemporal cortex
(Alonso-Prieto, Van Belle, Liu-Shuang, Norcia, &
Rossion, 2013). At ﬁxed intervals of every four faces,
the oddball face, randomly selected from the 10
corresponding morphed faces in one of the conditions,
was presented (B, C, D, . . .), resulting in a trial
sequence AAAABAAAACAAAA. . . (Figure 1B).
Thus, individual faces varying along the shape,
surface, or both dimensions combined appeared at a
frequency of 5.88 Hz/5¼ 1.18 Hz (i.e., every 850 ms).
As a result, EEG amplitude at precisely this frequency
(1.18 Hz—the oddball frequency) and its harmonics
(i.e., 2.36 Hz, 3.53 Hz, . . .) were used as an index of the
visual system’s discrimination of individual faces
along these dimensions. A custom software package
running in Matlab was used to display the images at a
rate of 5.88 Hz (base stimulation frequency) through
sinusoidal contrast modulation (see, e.g., Rossion,
Alonso-Prieto, Boremanse, Kuefner, & Van Belle,
2012; Rossion & Boremanse, 2011). To minimize low-
level adaptation effects, the size of the images was
randomly varied between 90% (4.948 · 6.538) and
110% (6.048 · 7.988) at every cycle (Figure 1), as in
previous studies (e.g., Liu-Shuang et al., 2014; see
Dzhelyova & Rossion, 2014, for a systematic evalu-
ation of the effect of size variation on these EEG
periodic responses). Each trial started with a ﬁxation
cross presented on the screen for a variable duration
of 2 to 5 s, followed by 2 s of gradual fading in of the
face, an 8-s baseline during which only the original
face was presented, and then a 60-s stimulation
sequence and 2 s of gradual fading out of the face. The
whole experiment consisted of 24 trials—four trials
with female and four trials with male images for each
of the three conditions: change of both surface and
shape information, change of surface information
only, and change of shape information only (Figure
1A). The order of conditions was randomized across
participants, who were instructed to pay attention to
the faces and respond when they noticed a color
change of the ﬁxation cross. The ﬁxation cross was
presented in the center of the face stimuli, just below
the eyes (Hsiao & Cottrell, 2008; Peterson & Eckstein,
2012), and brieﬂy (200 ms) changed its color at
random times from red to blue eight times within
every trial. This orthogonal task was used to ensure
that the participants were attentive. Behavioral data
from one participant who did not press the response
key for most of the trials were excluded. However,
including this participant’s EEG data did not change
the results. Other than that speciﬁc participant,
participants were accurate (M¼0.96, SD¼ 0.04, range
¼ 0.90–1) and quick (M ¼ 479 ms, SD ¼ 72.19) at
performing this orthogonal task, without differences
across conditions in accuracy, F(2, 16) ¼ 0.04, p ¼
0.96, or correct response times, F(2, 16) ¼ 0.001, p ¼
0.99.
EEG acquisition
EEG activity was recorded using a BioSemi Active-
Two ampliﬁer system with 128 silver/silver chloride
electrodes. Two additional electrodes (a common mode
sense active electrode and a driven right leg passive
electrode) were used as reference and ground electrodes,
respectively. Vertical eye movements were recorded with
two electrodes positioned above and below the right eye.
Horizontal eye movements were recorded with elec-
trodes placed at the corner of each eye. EEG and
electrooculogram recordings were sampled at 512 Hz.
EEG analysis
All EEG processing steps were carried out using
Letswave 5 (http://nocions.webnode.com/letswave;
Mouraux & Iannetti, 2008) and Matlab 2012 (Math-
Works, Natick,MA). EEGdata were high-pass ﬁltered at
0.1 Hz (Butterworth ﬁlter, fourth order). The continu-
ously recorded EEG ﬁle was ﬁrst cropped in 24 76-s
segments (2 s before and 2 s after each stimulation
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sequence). Since the approach provides a high SNR and a
response of interest conﬁned to a small frequency bin,
there was no need to reject EEG trials. Nevertheless, we
performed two further operations to improve SNR.
Blinks were selectively removed by means of an inde-
pendent component analysis (Jung et al., 2000) using the
runica algorithm (Bell & Sejnowski, 1995; Makeig, Bell,
Jung, & Sejnowski, 1996) as implemented in EEGLAB.
This algorithm outputs a square mixing matrix in which
the number of components corresponds to the number of
channels (in this case, 128 components). For each
participant, only one component representing vertical eye
movements was removed (for 7/10 participants this
component was the ﬁrst one accounting for most of the
variance). Next, noisy or artifact-ridden channels were
reestimated using linear interpolation of the three nearest
spatially neighboring electrodes (no more than 5% of the
electrodes, i.e., 3.4 electrodes on average across partici-
pants were interpolated). All data segments were rerefer-
enced to a common average reference.
Frequency-domain analysis
Preprocessed data segments were cropped down to an
integer number of 1.18-Hz cycles beginning immediately
after the baseline (i.e., 10 s after the initial stimulus onset)
until approximately 67.83 s (57.83 s, 68 cycles, 29,610
points at 512 Hz in total). The eight trials or epochs of
each condition were averaged in the time domain,
separately for each condition (both surface and shape
combined, surface only, or shape only) and each
participant. This procedure maintains the complex phase
of the response while canceling out EEG activity that is
not phase locked with the stimulus. The obtained average
waveforms were transformed in the frequency domain
using a discrete Fourier transform (DFT; Frigo &
Johnson, 1998) implemented in Matlab 2012, yielding a
frequency spectrum of amplitude (lV) ranging from 0 to
512 Hz with a frequency resolution of 0.0172 Hz. The
frequency spectrum was normalized by dividing by the
number of data points, and amplitude values were
extracted for all channels. Due to the nature of the
presentation and the response characteristics (i.e., the
exact frequency of the stimuli), no windowing of theDFT
was used (Bach & Meigen, 1999). To ensure that
differences between the three conditions were not due to
differences in latency/phase jitter between conditions, an
additional analysis was performed in which the DFTwas
applied to each epoch prior to averaging of the eight
spectra by condition. This analysis provided the exact
same statistical differences and conclusions (see
supplemental analysis and Figure S1).
To correct for noise level, the spectrum was baseline-
corrected by subtracting the average voltage amplitude of
the 20 surrounding bins (10 on each side, excluding the
immediately adjacent and the two extreme bins) from the
amplitude at each frequency bin (see, e.g., Nozaradan,
Peretz, Missal, & Mouraux, 2011). This procedure
slightly differs from our previous studies (e.g., Rossion et
al., 2012), in which baseline correction was performed by
estimating the SNR, i.e., dividing the signal by the
amplitude at the neighboring frequency bins. While the
SNR approach is useful in revealing low-amplitude
responses (at high frequency rates, for instance), a sum of
ratios may not be recommended for quantiﬁcation of
responses by combining a response spread over multiple
harmonics. A baseline subtraction can be justiﬁed, since
in the absence of a response at the periodic rate, the
amplitude at a given frequency bin should be similar to
the amplitude at the surrounding frequency bins. Hence,
in the absence of a response, the noise-subtracted
amplitude should tend towards zero. This procedure also
has the advantage that the amplitude is expressed in
microvolts (see Hu, Xiao, Zhang, Mouraux, & Iannetti,
2014). Nevertheless, for information and for comparison
with our previous studies of individual face discrimina-
tion with FPVS, SNR values are also reported. SNR
values were calculated as the ratio of the amplitude at
each frequency and the averageof the 20 surroundingbins
(10 on each side, excluding the immediately adjacent bin
and the most extreme one; Liu-Shuang et al., 2014;
Rossion et al., 2012). Grand averages of the baseline-
corrected amplitudes and SNRs for each condition were
calculated.
Based on the grand-averaged amplitude spectrum for
each condition, z-scores for each electrode were estimated
in order to assess the signiﬁcance of the response. The z-
scores were calculated in a similar way as the baseline
correction, using the mean and standard deviation of the
20 frequency bins surrounding the frequency of interest.
Given that the oddball response was distributed on
several harmonics, a threshold ofZ¼3.90, corresponding
to a p value of 0.0001, was used to deﬁne the presence of a
signiﬁcant response at the frequencies of interest (i.e., base
and oddball frequencies and their harmonics). To
estimate the response for the oddball frequency, the ﬁfth
harmonic corresponding to the base stimulation fre-
quency was excluded, and signiﬁcant harmonics up to the
second harmonic of the base frequency (11.76 Hz) were
considered. There were no signiﬁcant responses beyond
the sixth harmonic (7.05 Hz). Topographical maps
showed that for all conditions, the largest oddball
response was over the right and left lateral occipital sites
(Figure 2), in line with previous observations (Liu-
Shuang et al., 2014). Thus, for further analysis of the
oddball response, a region of interest (ROI) was deﬁned
by considering the ﬁve neighboring channels on the right
(PO8, PO10, PO12, P8, P10) and the left (PO7, PO9,
PO11, P7, P9) hemisphere.
For individual data analysis, fast Fourier transformed
data for the channels included in the ROIs were pooled
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and the baseline-corrected amplitude values were ex-
tracted. The sum of baseline-corrected amplitudes at the
oddball frequency and its harmonics (1.18, 2.36, 3.53,
4.70, and 7.05 Hz) was taken as the system’s discrimina-
tion response of individual faces based on change of
surface information only, shape only, or both (i.e.,
identity).
Time-domain analysis
A complementary time-domain analysis was per-
formed to visualize the shape of the periodic changes
time-locked to the oddball stimuli. Prior to deﬁning
stimulus-locked epochs, a low-pass fast Fourier trans-
form (FFT) ﬁlter of 30Hz (width 5Hz) was applied to the
preprocessed and rereferenced time-domain segments of
58 s (see ‘‘EEG analysis’’ earlier). To remove the
dominating contribution of the 5.88-Hz oscillation, an
FFT notch ﬁlter with a 0.5-Hz bandwidth, selectively
removing the base frequency (5.88 Hz) and its four
harmonics, was applied. Stimulus-locked epochs started
1000ms prior to the oddball stimulus onset and lasted for
a total duration of 2000 ms. For each trial, 70 oddballs
images were presented (70 · 850 ms¼ 59500 ms),
resulting in 68 overlapping epochs for each trial (the ﬁrst
and last epochs were excluded, as a 1-s interval before or
after the oddball was not available). Overall, 544 epochs
per condition per participant were available, which were




Grand-averaged baseline-corrected spectra averaged
across all electrodes and conditions showed a clear
response at the 5.88-Hz stimulation frequency (baseline-
corrected amplitude 6 SEM¼ 0.60 6 0.03 lV; SNR 6
SEM¼ 10.30 6 0.34), indicating a successful synchroni-
zation to the visual stimulation. Overall, the response at
5.88 Hz had a medial occipital topography, peaking on
either electrode Oz or POOz, depending on condition.
The baseline-corrected amplitude values for the channel
showing the maximal response for each condition were
1.96 lV (SNR¼26.50) for the change of both dimensions
combined, 1.95 lV (SNR¼ 25.36) for the change of
surface only, and 1.96 lV (SNR¼24.32) for the change of
shape only. The same scalp topography was also
previously reported at the base-rate response (Liu-
Shuang et al., 2014). An ROI of ﬁve channels was deﬁned
around channel Oz. Amplitude values for the base rate
over the medial occipital ROI can be found in Table 1.
Scalp distributions of the base rate are shown in the top
row of Figure 2A. An ANOVA with Condition (change
of surface only, shape only, or both combined) as a
within-subject factor over the medial occipital region
revealed no signiﬁcant differences in the baseline-
corrected amplitudes among the three conditions,F(2, 18)
¼0.04, p¼0.96,gp2¼0.004.Thus, the response at the base
frequency rate does not differ between the three
conditions, which is expected in the absence of differences
in terms of low-level visual input or attentional resources
allocated to the different conditions.
Oddball frequency
The baseline-corrected amplitude spectrum can be
seen in Figure 2B, and the individual values of the
summed oddball frequency (1.18 Hz) and its four
Figure 2. (A) Topographical maps displaying the regions with
maximal activation for the base rate (top row) and oddball
frequencies (bottom row). Individual scales (up to their own
maximum value) are used. The face discrimination response is
estimated as the summed baseline-corrected amplitudes for the
oddball frequency (1.18 Hz) and its harmonics (2.36, 3.53, 4.70,
and 7.05 Hz). The response to the base rate is estimated as the
baseline-corrected amplitudes at 5.88 Hz. (B) Baseline-corrected
amplitude (lV) spectrum for the different conditions (changes
in surface only, shape only, or both) over right occipitotemporal
ROI. The channel layout map on the right displays the
electrodes in the right occipitotemporal region of interest.
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harmonics for all participants can be found in Figure 3.
The response for the condition when both surface and
shape combined changed is much larger than for the
conditions when the surface only or shape only
changed. The response to changes in surface only was
dominant on the right but bilateral, while the response
to changes of shape only and changes in both
characteristics combined was more strongly right
lateralized (Figure 2). Examining the individual data
(Figure 3) conﬁrmed these observations and suggested
that despite interindividual differences, these observa-
tions were present at an individual level too.
A repeated-measures ANOVA with the factors
Condition (change of surface only, shape only, or both
combined) and Hemisphere (left, right) on the baseline-
corrected amplitudes conﬁrmed these observations.
There was a main effect of Condition, F(2, 18)¼ 30.86,
p , 0.0001, gp
2¼ 0.77, since the response when both
dimensions combined changed (M ¼ 1.0, SEM¼ 0.18)
was larger than the response for changes of surface only
(M ¼ 0.45, SEM¼ 0.08, p¼ 0.003) and of shape only
(M¼ 0.28, SEM¼ 0.09, p , 0.0001). Additionally, the
surface-only condition resulted in a signiﬁcantly larger
response than the shape-only condition (p ¼ 0.047). A
main effect of Hemisphere, F(1, 9)¼8.53, p¼0.017, gp2
¼ 0.49, indicated that the response over the right
hemisphere (M ¼ 0.72, SEM ¼ 0.14) was larger than
that over the left (M ¼ 0.43, SEM ¼ 0.09). The
interaction between Condition and Hemisphere also
reached signiﬁcance, F(2, 18) ¼ 3.45, p ¼ 0.054, gp2 ¼
0.28. Post hoc tests indicated a signiﬁcantly larger
response over the right hemisphere for the condition
when both surface and shape combined changed, t(9)¼
2.63, p ¼ 0.027, and when shape only changed, t(9)¼
3.43, p ¼ 0.008, but a bilateral activation when the
surface only changed (p¼0.20, no signiﬁcant difference
between right and left hemispheres). The exact same
analysis was performed on EEG data which were
Fourier transformed before averaging, in order to
ensure that these differences were not due to phase/
latency jitter differences between conditions (e.g., more
variability in the phase of the response across trials for
shape than surface conditions). Although, as expected,
the SNR was lower with this procedure, the results of
this analysis were virtually identical to the analysis just
described (see supplemental analysis and Figure S1),
indicating that the differences observed were not due to
phase/latency jitter differences between conditions.
Time domain
An advantage in amplitude for the condition of
changes in both facial characteristics combined can be
observed also in the grand-averaged time-domain data
(Figure 4). Following the presentation of the oddball face,
Figure 3. Individual and mean baseline-corrected amplitude values—sum of harmonics for the oddball frequency (1.18 Hz) and its first
four harmonics (2.36, 3.53, 4.70, and 7.05 Hz)—per condition for the left and right occipitotemporal regions.
Frequency (channels)
Base frequency Oddball frequency
MO sites Left OT sites Right OT sites
Condition/signal lV SNR lV SNR lV SNR
Change of both 1.45 (0.29) 19.94 (2.75) 0.78 (0.15) 2.60 (0.27) 1.23 (0.23) 3.14 (0.37)
Surface only 1.45 (0.31) 20.06 (3.35) 0.43 (0.08) 1.89 (0.18) 0.53 (0.09) 1.92 (0.15)
Shape only 1.46 (0.31) 19.90 (3.23) 0.19 (0.06) 1.30 (0.13) 0.46 (0.13) 1.82 (0.25)
Table 1. Mean (6 SEM) baseline-corrected amplitude values (lV) and SNR scores for the base and oddball frequency over the ROIs.
Amplitude values for the oddball frequency are calculated as the sum of baseline-corrected amplitudes up to 7.05 Hz. SNR scores are
provided as a reference. Notes: MO ¼medial occipital; OT ¼occipitotemporal.
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a negative increase in the amplitude of the periodic
response is observed for channel PO8 in the right
occipitotemporal ROI, reaching its maximum (1.67 lV)
at about 264 ms. Complementing frequency data, there
was also a negative amplitude increase for the surface-
only condition (maximum peak amplitude¼0.91 lV),
and the smallest negative increase in amplitude was
evident for the shape-only condition (maximum peak
amplitude¼0.6 lV). Furthermore, the peak for the
surface-only condition (274 ms) appeared to be delayed
with respect to both the shape-only condition (255 ms)
and the combined condition (264 ms).
Additive effects of shape and surface
information
The change of both facial characteristics combined
led to a signiﬁcantly larger response than the change of
surface only or shape only. To further explore this
effect and understand the respective contributions of
surface and shape information to face identity dis-
crimination, we arithmetically summed the response
obtained in the frequency domain to each dimension
and compared this sum to the response obtained when
both of them combined varied. Amplitude spectra of
the sum of the two conditions over the right
occipitotemporal region can be seen in Figure 5. It is
clear that the response for the oddball frequency and its
harmonics (2.36, 3.53, 4.70, and 7.05 Hz) is larger for
the condition when both sources of information are
combined than for the sum of the surface-only and
shape-only conditions. Speciﬁcally, the arithmetical
sum of the two conditions is smaller than the response
obtained when both sources of information were
combined over the right (arithmetical sum: p ¼ 0.007,
M ¼ 0.94, SEM ¼ 0.20; combined: M ¼ 1.22, SEM ¼
0.23) and left (arithmetical sum: p ¼ 0.021, M ¼ 0.52,
SEM¼ 0.14; combined: M ¼ 0.77, SEM ¼ 0.15)
hemispheres (see also supplementary material).
Importantly, this effect cannot be attributed to an
increase of attention of general processing in the
condition when both characteristics combined varied, as
compared to the other two conditions, since behavioral
responses in the orthogonal detection task did not differ
across conditions. Most importantly, the response at the
base frequency (5.88 Hz), which reﬂects general pro-
cesses due to the alternation between a face and the gray
background that are counted twice in the sum, is about
two times larger when adding the response to each of the
Figure 4. Grand-averaged EEG waveform for channel PO8 during an oddball sequence. The time segment starts 1 s before and lasts 1 s
after the appearance of an oddball stimulus (indicated with black dashed line, oddball cycle¼ 850 ms), without selectively filtering
out the 5.88-Hz base rate (A) and with the base rate selectively filtered out (B) for the three conditions: change of both surface and
shape combined (first row, in black), change of surface only (second row, in red), and change of shape only (third row, in blue). Gray
dashed line indicates the time point at which the negative decrease in the amplitude reaches its peak for the surface-only condition.
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two facial dimensions as compared to the condition
when both varied—i.e., no signiﬁcant difference was
found in comparing the arithmetical sum of the base-
rate response when images varying along shape only and
surface only were presented and the doubled response
obtained when images varying along the two dimensions
(shape and surface, i.e., identity) were presented, t(9)¼
0.24, p¼ 0.82.
Discussion
The aim of this study was to assess the respective and
combined contributions of shape and surface informa-
tion to face identity discrimination independent of
decisional processes. To do so, we used a recently
developed approach in which a robust and objective
electrophysiological discrimination response is mea-
sured implicitly by means of FPVS in an oddball
paradigm (Liu-Shuang et al., 2014; Rossion, 2014). We
make three observations. First, we provide supporting
evidence to behavioral studies that both shape and
surface information contribute to face identity dis-
crimination, although our EEG results suggest a
relatively more important role of surface information.
Second, our results suggest that shape and surface
information diagnostic for identity dissociate partly in
space and time. Speciﬁcally, shape perception is
characterized by a right lateralized activation, while
Figure 5. (A) Baseline-corrected amplitude spectrum (0.5 to 12 Hz) for change of both dimensions combined and the sum of surface-
and shape-only conditions for the right occipitotemporal region of interest. (B) Topographical map demonstrating supra-additive
effects: On the left, the sum of the shape shape-only and surface-only conditions; on the right, the difference between the two
dimensions combined and the sum of shape and surface only (sum of harmonics for the first four oddball harmonics).
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surface information is processed more bilaterally and
slightly more slowly. Third and most important, shape
and surface changes alone are associated with much
weaker responses than when both sources of informa-
tion are combined, suggesting a supra-additive contri-
bution of the two sources of information to the
representation of individual faces.
Both shape and surface information contribute
to individual face discrimination
The observation that both surface and shape
dimensions are important for individual face discrim-
ination is in line with previous behavioral ﬁndings
(Caharel et al., 2009; Calder et al., 2001; Jiang et al.,
2011; O’Toole et al., 1999; Russell et al., 2007; Russell
et al., 2006). In the behavioral data collected here, there
was no advantage in the contribution to individual
discrimination for either shape or surface information,
in line with the vast majority of studies using individual
discrimination tasks with different face stimuli (e.g.,
Jiang et al., 2011; O’Toole et al., 1999; Russell et al.,
2007; Russell et al., 2006; Troje & Bu¨lthoff, 1996). Yet
surface information provided a larger discrimination
response in the FPVS EEG study. This discrepancy
between behavioral and electrophysiological results
suggests that surface information may be more relevant
than shape information for individual face discrimina-
tion, but this effect could be masked by decisional
factors during explicit behavioral tasks.
The increased electrophysiological response to sur-
face relative to shape information is interesting because
previous studies have reported such an advantage only
for familiar (Burton et al., 2005; Russell & Sinha, 2007)
or learned (Itz, Schweinberger, Schulz, & Kaufmann,
2014) faces, while in the present study the faces
presented were unfamiliar for the participants. The
difference between familiar and unfamiliar faces is
generally attributed to unfamiliar faces being processed
by means of image-based cues (Bruce & Young, 1998).
Here, our paradigm largely prevents the discrimination
of faces based on image cues: Stimulus presentation is
very short and rapidly masked by the subsequent face
that is presented in the sequence, leaving no time for a
detailed analysis of image-based cues. Moreover, the
substantial change of size in each face presented is
sufﬁcient to remove an early temporal component
which is observed when there is no change of size
between faces (Dzhelyova & Rossion, 2014). As a
matter of fact, the discrimination response was
observed essentially over high-level visual regions of the
occipitotemporal cortex rather than over low-level
visual areas. Yet the use of familiar faces in the present
paradigm may further increase the dominance of
surface versus shape information.
Nevertheless, the advantage of surface information
found in the present experiment could also be due to
several factors, and should be qualiﬁed. First, this effect
could be speciﬁc to our image set or any of its
properties (e.g., different level of difﬁculty to discrim-
inate identity based on shape-only or surface-only
cues), though this interpretation is less likely, as our
behavioral results replicated those of previous studies.
Second, as 3-D shape can be extracted from a very
coarse representation deﬁned by the global contour of
the face and relative size of the head, it is possible that
due to the image size variation introduced here between
stimuli, the diagnosticity of shape information was
slightly reduced in our study, which investigated the
perception of size-invariant changes of shape. Indeed,
when image size varies from cycle to cycle, the size of
the head is also changing and thus cannot be
consistently used as an informative cue. Third, the use
of color rather than grayscale stimuli certainly adds to
the diagnosticity of the individual faces in the surface
reﬂectance condition (Russell et al., 2007). Fourth,
when face identity changed at every ﬁfth stimulation
cycle in our oddball paradigm, there was no difference
in head orientation (i.e., viewpoint), a factor that
should increase the salience of shape information as
opposed to surface information (e.g., Bruce & Young,
1998; Michel et al., 2013; Troje & Bu¨lthoff, 1996).
Future studies should address how these factors
inﬂuence face discrimination of unfamiliar people
based on surface and shape cues.
Shape and surface information dissociate in
space and time
Overall, the individual face discrimination response
for face stimuli having both shape and surface
information combined was prominent over the right
occipitotemporal cortex, in line with previous obser-
vations made with another set of face stimuli (Liu-
Shuang et al., 2014). This scalp topography is also in
agreement with previous FPVS studies measuring
individual face discrimination (Alonso-Prieto et al.,
2013; Rossion et al., 2012; Rossion & Boremanse,
2011), and with the typical response to faces as
observed in standard event-related potential (ERP)
experiments following transient face stimulation (i.e.,
the N170; Bentin, Allison, Puce, Perez, & McCarthy,
1996; see Rossion & Jacques, 2011, for a review). Here,
when faces were discriminated based on shape infor-
mation alone, the relative dominance of the right
hemisphere over the left hemisphere increased even
further. This observation is consistent with neuroim-
aging observations indicating a larger release from
fMRI adaptation in functionally deﬁned face-sensitive
areas in the right hemisphere for face shape changes
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(Jiang, Dricot, Blanz, Goebel, & Rossion, 2009) and
with an increased amplitude of N170 component over
the right hemisphere (Schulz, Kaufmann, Walther, &
Schweinberger, 2012). On the other hand, the response
to the facial surface information was more bilateral
here, which complements previous electrophysiological
and neuroimaging results reporting involvement not
only of the right but also of the left hemisphere
(Caharel et al., 2009; Jiang et al., 2009) in processing of
surface information.
Our time-domain analysis suggests a delay for
detecting changes of surface versus shape or both
sources of information combined. This observation
should be interpreted cautiously, because it may be
difﬁcult to provide an unambiguous estimate of time
delay between the stimulus onset and the response due
to the fast stimulation rate, and the latency of the
deﬂections was measured on grand-averaged data only.
Here, the appearance of a different face every 850 ms
(1.18 Hz) was followed by a large negative deﬂection
starting at about 200 ms and peaking at about 260 ms.
Considering that with a sinusoidal contrast stimulation,
a face is fully revealed (i.e., 100% contrast) only at the
half stimulation cycle (i.e., 85 ms for a full cycle
duration of 170 ms at 5.88 Hz) and thus will be hardly
visible for the ﬁrst 25–30 ms, the timing of this response
suggests that the oddball face is discriminated from the
base face at about 170 ms. This timing is compatible
with ﬁndings obtained in standard ERP studies of
individual face repetition, showing repetition effects on
the peak of the N170 component (see, e.g., Caharel et
al., 2009; Jacques, d’Arripe, & Rossion, 2007). More-
over, the time delay observed for processing surface
information is entirely in line with previous observa-
tions of delayed diagnosticity of surface-based infor-
mation to individual face discrimination as observed
with transient ERP stimulation (Caharel et al., 2009;
Itz et al., 2014). Taken together, the results suggest that
the neural mechanisms contributing to shape and
surface processing for face discrimination are tempo-
rally and spatially overlapping but are also partially
dissociated.
The supra-additive contribution of shape and
surface information
Changing both surface and shape information
combined produced a stronger response than any of
these facial characteristics alone. At ﬁrst glance, this
ﬁnding complements behavioral observations that
individual performance on face identity discrimination
is improved when both aspects vary (e.g., Jiang et al.,
2011; O’Toole et al., 1999; Russell et al., 2007; Russell
et al., 2006). However, critically—and contrary to
behavioral studies showing relatively little improve-
ment of face recognition when shape and surface
information are combined—we were able here with
FPVS to quantify the EEG discrimination response.
Thanks to this advantage, we observed that the sum of
the response to each of these dimensions is weaker than
the response obtained when both dimensions were
combined. Although attention allocation to face-
related characteristics can affect the response elicited by
periodic stimulation in EEG (see, e.g., Hajcak,
MacNamara, Foti, Ferri, & Keil, 2013; Keil, Moratti,
Sabatinelli, Bradley, & Lang, 2005), this supra-additive
effect of changes in both facial features cannot be
explained by differences in attention, as performance in
the orthogonal task and base-rate response measured
over the medial occipital sites did not differ across
conditions. Rather, these novel observations suggest
that although face identity perception depends on both
dimensions—facial shape and surface information—
their contribution in identifying people involves mech-
anisms that cannot be explained by the summed brain
response to the same surface and shape stimuli when
presented individually.
One possibility is that shape and surface cues are
processed by completely independent populations of
neurons (i.e., brain regions), and when they are
presented simultaneously, their independent contribu-
tion is facilitated and reaches a threshold for individ-
ualization of faces in other brain regions. However, in
this case, the timing and the spatial distribution of the
neural response would have been very different for
shape and surface characteristics, a claim not supported
by our observations of the predominant response over
the right occipital temporal site and the small temporal
differences in the discrimination response based on cues
derived from variations in shape only, surface only, or
both combined. Admittedly, due to the limited spatial
resolution of scalp-recorded EEG, we cannot provide a
deﬁnite answer about the localization of the sources of
face discrimination in the different conditions. Never-
theless, measuring release from adaptation to individ-
ual face repetition in fMRI has not revealed large
differences in localization between shape- and surface-
based diagnostic cues (Jiang et al., 2009). Interestingly,
in that study, face-selective regions slightly decreased
their release from adaptation when stimuli varying
along both dimensions were presented, as compared to
shape changes only (Jiang et al., 2009). However, these
observations were made during an explicit face
discrimination task, which was easier when both cues
were combined than when shape-only cues were
present. Since fMRI accumulates brain activity over
many seconds, these effects could also be due to
attentional or decisional factors, and are difﬁcult to
attribute to implicit changes in the visual representation
of individual faces.
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Another intriguing possibility is that an overlapping
population of neurons, responding to each of the
dimensions, increases its ﬁring rates when presented with
stimuli varying along both dimensions. In other words,
cells tuned to respond to identity changes ﬁre with
reduced magnitude and/or delayed latency (subthreshold
level) when only one of the dimensions is changing. Such
coding properties of the neurons would be comparable
with inferotemporal cells in primates which ﬁre with
systematically graded response to facial stimuli and
decrease (Edwards, Xiao, Keysers, Foldiak, & Perrett,
2003; Leopold, Bondar, & Giese, 2006; M. Young &
Yamane, 1992) or delay their activity for suboptimal
exemplars (Perrett, Oram, & Ashbridge, 1998). Fur-
thermore, the neuronal subthreshold activity to stimuli
varying only in surface or shape information will be
more difﬁcult to detect and will thus be less able to guide
perceptual decision responses. This can partly account
for the delayed and less accurate discrimination based
solely on one of the two facial characteristics.
Conclusion
In conclusion, our observations suggest that although
facial shape and surface information have complemen-
tary effects on individual face discrimination, the neural
response to changes of both of these diagnostic sources
of information combined is much stronger and cannot
be explained by any of the individual sources of
information or by their linear addition. These supra-
additive effects of facial shape and surface information
for individual face discrimination suggest that the two
kinds of diagnostic cues need to be combined to provide
a full representation of face identity.
Keywords: fast periodic visual stimulation, shape,
surface information, SSVEP, individual face discrimi-
nation, EEG, face perception, oddball
Acknowledgments
This work was supported by a grant from the
European Research Council (facessvep 284025) to BR
and a postdoctoral UCL/Marie-Curie fellowship to
MD. The authors would like to thank Benvenuto Jacob
for the stimulation software Sinstim.
Commercial relationships: none.
Corresponding author: Milena Dzhelyova.
Email: milena.dzhelyova@uclouvain.be.
Address: University of Louvain, Psychological Sciences
Research Institute (IPSY), Louvain-la-Neuve, Belgium.
References
Alonso-Prieto, E., Van Belle, G., Liu-Shuang, J.,
Norcia, A. M., & Rossion, B. (2013). The 6 Hz
fundamental stimulation frequency rate for indi-
vidual face discrimination in the right occipito-
temporal cortex. Neuropsychologia, 51(13), 2863–
2875, doi:10.1016/j.neuropsychologia.2013.08.018.
Bach, M., & Meigen, T. (1999). Do’s and don’ts in
Fourier analysis of steady-state potentials. Docu-
menta Ophthalmologica, 99(1), 69–82, doi:10.1023/
A:1002648202420.
Beale, J. M., & Keil, F. C. (1995). Categorical effects in
the perception of faces. Cognition, 57(3), 217–239,
doi:10.1016/0010-0277(95)00669-X.
Bell, A. J., & Sejnowski, T. J. (1995). An information-
maximization approach to blind separation and
blind deconvolution. Neural Computation, 7(6),
1129–1159, doi:10.1162/neco.1995.7.6.1129.
Bentin, S., Allison, T., Puce, A., Perez, E., & Mc-
Carthy, G. (1996). Electrophysiological studies of
face perception in humans. Journal of Cognitive
Neuroscience, 8, 551–565, doi:10.1162/jocn.1996.8.
6.551.
Benton, A., Hamsher, K. D., Varney, N., & Spreen, O.
(1983). Contributions to neuropsychological as-
sessment. New York, NY: Oxford University
Press.
Braddick, O. J., Wattam-Bell, J., & Atkinson, J. (1986).
Orientation-specific cortical responses develop in
early infancy. Nature, 320(6063), 617–619.
Bruce, V., & Young, A. (1998). In the eye of the
beholder: The science of face perception. Oxford,
UK: Oxford University Press.
Burton, A. M., Jenkins, R., Hancock, P. J. B., & White,
D. (2005). Robust representations for face recog-
nition: The power of averages. Cognitive Psychol-
ogy, 51(3), 256–284, doi:10.1016/j.cogpsych.2005.
06.003.
Caharel, S., Jiang, F., Blanz, V., & Rossion, B. (2009).
Recognizing an individual face: 3D shape contrib-
utes earlier than 2D surface reflectance informa-
tion. NeuroImage, 47(4), 1809–1818, doi:10.1016/j.
neuroimage.2009.05.065.
Calder, A. J., Burton, A. M., Miller, P., Young, A. W.,
& Akamatsu, S. (2001). A principal component
analysis of facial expressions. Vision Research, 41(9),
1179–1208, doi:10.1016/S0042-6989(01)00002-5.
Dzhelyova, M., & Rossion, B. (2014). The effect of
parametric stimulus size variation on individual
Journal of Vision (2014) 14(14):15, 1–14 Dzhelyova & Rossion 12
face discrimination indexed by fast periodic visual
stimulation. BMC Neuroscience, 15, 87.
Edwards, R., Xiao, D., Keysers, C., Foldiak, P., &
Perrett, D. (2003). Color sensitivity of cells
responsive to complex stimuli in the temporal
cortex. Journal of Neurophysiology, 90(2), 1245–
1256, doi:10.1152/jn.00524.2002.
Frigo, M., & Johnson, S. G. (1998). FFTW: An
adaptive software architecture for the FFT. In A.
Acero and H. W. Hoes (Eds.), Proceedings of the
1998 IEEE International Conference on Acoustics,
Speech and Signal Processing (Vol. 3, pp. 1381–
1384). Seattle, WA: IEEE.
Hajcak, G., MacNamara, A., Foti, D., Ferri, J., & Keil,
A. (2013). The dynamic allocation of attention to
emotion: Simultaneous and independent evidence
from the late positive potential and steady state
visual evoked potentials. Biological Psychology,
92(3), 447–455, doi:10.1016/j.biopsycho.2011.11.012.
Hancock, P. J., Burton, A. M., & Bruce, V. (1996).
Face processing: Human perception and principal
components analysis. Memory & Cognition, 24(1),
21–40.
Heinrich, S. P., Mell, D., & Bach, M. (2009).
Frequency-domain analysis of fast oddball re-
sponses to visual stimuli: A feasibility study.
International Journal of Psychophysiology, 73(3),
287–293, doi:10.1016/j.ijpsycho.2009.04.011.
Hsiao, J. H.-W., & Cottrell, G. (2008). Two fixations
suffice in face recognition. Psychological Science,
19(10), 998–1006, doi:10.1111/j.1467-9280.2008.
02191.x.
Hu, L., Xiao, P., Zhang, Z. G., Mouraux, A., &
Iannetti, G. D. (2014). Single-trial time–frequency
analysis of electrocortical signals: Baseline correc-
tion and beyond. NeuroImage, 84, 876–887, doi:10.
1016/j.neuroimage.2013.09.055.
Itz, M. L., Schweinberger, S. R., Schulz, C., &
Kaufmann, J. M. (2014). Neural correlates of
facilitations in face learning by selective caricatur-
ing of facial shape or reflectance. NeuroImage, 102,
736–747, doi:10.1016/j.neuroimage.2014.08.042.
Jacques, C., d’Arripe, O., & Rossion, B. (2007). The
time course of the face inversion effect during
individual face discrimination. Journal of Vision,
7(8):3, 1–9, http://www.journalofvision.org/
content/7/8/3, doi:10.1167/7.8.3. [PubMed] [Article]
Jiang, F., Blanz, V., & Rossion, B. (2011). Holistic
processing of shape cues in face identification:
Evidence from face inversion, composite faces, and
acquired prosopagnosia. Visual Cognition, 19(8),
1003–1034, doi:10.1080/13506285.2011.604360.
Jiang, F., Dricot, L., Blanz, V., Goebel, R., & Rossion,
B. (2009). Neural correlates of shape and surface
reflectance information in individual faces. Neuro-
science, 163(4), 1078–1091, doi:10.1016/j.
neuroscience.2009.07.062.
Jung, T. P., Makeig, S., Westerfield, M., Townsend, J.,
Courchesne, E., & Sejnowski, T. J. (2000). Removal
of eye activity artifacts from visual event-related
potentials in normal and clinical subjects. Clinical
Neurophysiology, 111(10), 1745–1758, doi:10.1016/
S1388-2457(00)00386-2.
Keil, A., Moratti, S., Sabatinelli, D., Bradley, M. M., &
Lang, P. J. (2005). Additive effects of emotional
content and spatial selective attention on electro-
cortical facilitation. Cerebral Cortex, 15(8), 1187–
1197, doi:10.1093/cercor/bhi001.
Lai, M., Oruc¸, I., & Barton, J. J. S. (2013). The role of
skin texture and facial shape in representations of
age and identity. Cortex, 49(1), 252–265, doi:
10.1016/j.cortex.2011.09.010.
Lee, K. J., & Perrett, D. (1997). Presentation-time
measures of the effects of manipulations in colour
space on discrimination of famous faces. Percep-
tion, 26(6), 733–752.
Leopold, D. A., Bondar, I. V., & Giese, M. A. (2006).
Norm-based face encoding by single neurons in the
monkey inferotemporal cortex. Nature, 442(7102),
572–575, doi:10.1038/nature04951.
Liu-Shuang, J., Norcia, A. M., & Rossion, B. (2014).
An objective index of individual face discrimination
in the right occipito-temporal cortex by means of
fast periodic oddball stimulation. Neuropsycholo-
gia, 52, 57–72, doi:10.1016/j.neuropsychologia.
2013.10.022.
Makeig, S., Bell, A. J., Jung, T. P., & Sejnowski, T. J.
(1996). Independent component analysis of elec-
troencephalographic data. In D. Touretzky, M.
Mozer, & M. Hasselmo (Eds.), Advances in neural
information processing systems, Vol. 8 (pp. 145–
151). Cambridge, MA: MIT Press.
Michel, C., Rossion, B., Bu¨lthoff, I., Hayward, W., &
Vuong, Q. (2013). The contribution of shape and
surface information in the other-race face effect.
Visual Cognition, 21, 1202–1223.
Mouraux, A., & Iannetti, G. D. (2008). Across-trial
averaging of event-related EEG responses and
beyond. Magnetic Resonance Imaging, 26(7), 1041–
1054.
Nozaradan, S., Peretz, I., Missal, M., & Mouraux, A.
(2011). Tagging the neuronal entrainment to beat
and meter. Journal of Neuroscience, 31(28), 10234–
10240.
Journal of Vision (2014) 14(14):15, 1–14 Dzhelyova & Rossion 13
O’Toole, A. J., Vetter, T., & Blanz, V. (1999). Three-
dimensional shape and two-dimensional surface
reflectance contributions to face recognition: An
application of three-dimensional morphing. Vision
Research, 39(18), 3145–3155.
Perrett, D. I., Oram, M. W., & Ashbridge, E. (1998).
Evidence accumulation in cell populations respon-
sive to faces: An account of generalisation of
recognition without mental transformations. Cog-
nition, 67(1–2), 111–145.
Peterson, M. F., & Eckstein, M. P. (2012). Looking just
below the eyes is optimal across face recognition
tasks. Proceedings of the National Academy of
Sciences, USA, 109(48), E3314–E3323, doi:10.1073/
pnas.1214269109.
Regan, D. (1966). Some characteristics of average
steady-state and transient responses evoked by
modulated light. Electroencephalography and Clin-
ical Neurophysiology, 20(3), 238–248, doi:10.1016/
0013-4694(66)90088-5.
Regan, D. (1989). Human brain electrophysiology:
Evoked potentials and evoked magnetic fields in
science and medicine. New York: Elsevier.
Rossion, B. (2013). The composite face illusion: A
whole window into our understanding of holistic
face perception. Visual Cognition, 21, 139–253, doi:
10.1080/13506285.2013.772929.
Rossion, B. (2014). Understanding individual face
discrimination by means of fast periodic visual
stimulation. Experimental Brain Research, 232,
1599–1621.
Rossion, B., Alonso-Prieto, E., Boremanse, A., Kuef-
ner, D., & Van Belle, G. (2012). A steady-state
visual evoked potential approach to individual face
perception: Effect of inversion, contrast-reversal
and temporal dynamics. NeuroImage, 63(3), 1585–
1600, doi:10.1016/j.neuroimage.2012.08.033.
Rossion, B., & Boremanse, A. (2011). Robust sensi-
tivity to facial identity in the right human occipito-
temporal cortex as revealed by steady-state visual-
evoked potentials. Journal of Vision, 11(2):16, 1–21,
http://www.journalofvision.org/content/11/2/16,
doi:10.1167/11.2.16. [PubMed] [Article]
Rossion, B., & Jacques, C. (2011). The N170:
Understanding the time-course of face perception
in the human brain. In S. Luck & E. Kappenman
(Eds.), The Oxford handbook of ERP components
(pp. 115–142). Oxford, UK: Oxford University
Press.
Russell, R., Biederman, I., Nederhouser, M., & Sinha,
P. (2007). The utility of surface reflectance for the
recognition of upright and inverted faces. Vision
Research, 47(2), 157–165, doi:10.1016/j.visres.2006.
11.002.
Russell, R., & Sinha, P. (2007). Real-world face
recognition: The importance of surface reflectance
properties. Perception, 36(9), 1368–1374.
Russell, R., Sinha, P., Biederman, I., & Nederhouser,
M. (2006). Is pigmentation important for face
recognition? Evidence from contrast negation.
Perception, 35(6), 749–759.
Schulz, C., Kaufmann, J. M., Walther, L., &
Schweinberger, S. R. (2012). Effects of anticarica-
turing vs. caricaturing and their neural correlates
elucidate a role of shape for face learning. Neuro-
psychologia, 50(10), 2426–2434.
Tanaka, J. W., & Farah, M. J. (1993). Parts and wholes
in face recognition. Quarterly Journal of Experi-
mental Psychology A, Human Experimental Psy-
chology, 46(2), 225–245.
Tiddeman, B., Burt, M. D., & Perrett, D. (2001).
Prototyping and transforming facial textures for
perception research. IEEE Computer Graphics and
Applications, 21(5), 42–49.
Troje, N. F., & Bu¨lthoff, H. H. (1996). Face
recognition under varying poses: The role of texture
and shape. Vision Research, 36(12), 1761–1771, doi:
10.1016/0042-6989(95)00230-8.
Vuong, Q. C., Peissig, J. J., Harrison, M. C., & Tarr,
M. J. (2005). The role of surface pigmentation for
recognition revealed by contrast reversal in faces
and greebles. Vision Research, 45(10), 1213–1223,
doi:10.1016/j.visres.2004.11.015.
Young, A. W., Hellawell, D., & Hay, D. C. (1987).
Configurational information in face perception.
Perception, 16(6), 747–759, doi:10.1068/p160747.
Young, M., & Yamane, S. (1992, May 29). Sparse
population coding of faces in the inferotemporal
cortex. Science, 256(5061), 1327–1331, doi:10.1126/
science.1598577.
Journal of Vision (2014) 14(14):15, 1–14 Dzhelyova & Rossion 14
