The downlink transmission in multi-user multiple antenna wireless communication systems is generally studied assuming channel state knowledge and the topic of determining this channel knowledge is considered as an unrelated topic. However, in practical interference-limited systems with mobile users, the two problems are tightly coupled, with a tradeoff existing between the two. In this paper, this coupling is explicitly characterized as follows: channel training overhead and estimation error are rigorously accounted for while determining the net system throughput. First, a transmission method with training on reverse link only is considered. Scheduling and precoding based transmission schemes are developed that effectively utilize the channel estimation process on the reverse link in improving net throughput. The schemes are applicable in the general setting of heterogeneous users with arbitrary weights assigned to these users, where the objective is to maximize net weighted-sum throughput. Next, a transmission method with forward link training in addition to reverse link channel training is considered. In this setting, a different precoding scheme is developed where the users utilize the forward pilots to estimate the effective channel gains.
I. INTRODUCTION
The downlink and uplink transmission between a base station and a group of independent users in a multiple antenna setting as shown in Figure 1 is a complex problem with very many parameters that has received significant attention in recent years. The use of multiple antennas at the transmitter and receiver in a point-to-point communication system with the same power and bandwidth constraints has been shown to greatly improve the overall throughput of the system [1] , [2] . This gain is due to the spatial diversity obtained from the deployment of multiple antennas over a wireless medium. We are interested in the downlink transmission from the base station to the users.
This multi-user multiple antenna downlink transmission scenario is analyzed as the multi-antenna broadcast channel to be achieved by dirty paper coding (DPC) in [3] , [4] , [5] , [6] . The order growth in the sum capacity gain with the number of antennas and the signal to noise ratio (SNR) have been characterized in [7] , [8] . An overview of the capacity results in multi-user multiple-input multiple-output (MIMO) channels can be found in [9] . Recently, it was shown in [10] that DPC characterizes the full capacity region of the multi-antenna Gaussian BC. In the multi-user setting, the existing results show that significant throughput gains can be obtained with multiple antennas at the base station and single antenna at the users. The use of single antenna transceivers at the users is motivated by the need for low cost mobiles and the difficulty in fabricating sufficiently-spaced multiple antennas into tiny mobile units. The DPC technique [11] pre-cancels a known interference. The DPC technique is fairly involved and in its current form, is computationally challenging to implement in practice. Therefore, a natural problem to be studied is to maximize throughput on the downlink, while constraining the complexity at the terminals to be minimal.
Motivated by this, various precoding and scheduling schemes with low complexity have been studied. Prior works on precoding [12] , [13] , [14] , [15] , [16] demonstrate that sum rates close to sum capacity can be achieved with lower computational complexity compared to DPC. There are also opportunistic scheduling schemes [17] with lower complexity compared to DPC which can achieve sum rate that asymptotically scales identically as the sum capacity with the number of users. The existing literature on scheduling [18] , [19] demonstrates the significance of opportunistic scheduling towards maximizing the sum rate in the downlink.
In the work detailed above and many other related works, the channel is assumed to be known a priori at the base station and the users. The techniques developed might require full CSI at the base station and the users and can be sensitive to CSI accuracy. Motivated by this, different techniques have been developed when limited channel knowledge is available at the base station and prefect CSI is available at the users [20] , [21] , [22] , [23] , [24] .
Limited feedback considered in these papers is motivated by the scenario where partial CSI is acquired by the base station through feedback. In [22] , the authors show that at high SNR the feedback rate required per user must grow linearly with the SNR (in dB) in order to obtain the full MIMO BC multiplexing gain. The main result in [23] is that the number of CSI feedback can be reduced by exploiting multi-user diversity. In [24] , the authors design a joint CSI quantization, beamforming and scheduling algorithm to attain optimal throughput scaling.
The assumption of perfect channel knowledge at the users is reasonable when channels are slowly varying and SINRs are high. The overhead associated with channel training and error due to channel estimation can be prohibitive especially when the number of base station antennas and/or number of users are large. Therefore, it is essential to account for these factors in the net throughput, and there is little existing literature on this topic [25] , [26] .
The effect of training in multi-user MIMO systems using TDD operation is studied in [25] . In TDD systems, the transmit channel can be obtained from the reverse link channel as both are very closely related [27] . In [25] , the authors derive a lower bound on sum capacity (which is an extension of prior work on this topic [28] , [29] , [30] ) and demonstrate that it is always beneficial to increase the number of antennas at the base station. In this paper, we consider a generalization of this system model to heterogeneous users. The distinguishing feature of our paper is that we study the downlink problem with no assumptions on CSI both at the base station and users. Specifically, the scenario we study is the following: an M -element antenna array at the base station, and single antennas at the K(≤ M ) autonomous terminals. The channel is assumed to undergo block fading with a coherence interval of T symbols. We assume that the reverse channel and forward channel share a reciprocity relationship. The model incorporates the major challenges in communicating over wireless media: namely interference, frequency selective fading and high mobility of users. In Section II, we provide the mathematical formulation of the system model and describe the assumptions.
First, we consider a transmission method with training on reverse link only. We primarily focus on the realistic and difficult communication regime with low forward signal to interference-plus-noise ratios (SINRs) (≈ 0 dB) and reverse SINRs (≈ −10 dB) and short coherence intervals. The low SINR is due to the interference from neighboring base stations and/or other wireless devices operating in same frequency band that are usually huge and unavoidable. The need to consider short coherence intervals arises from the high mobility of users. In this setting, it is crucial to account for the channel training overhead and the estimation error. We account for these factors in the net throughput and develop schemes to achieve high net throughput.
We are interested in the general setting of heterogeneous users and the problem of maximizing net achievable weighted-sum rate. The motivation behind looking at weighted-sum rate is that many algorithms implemented in the network layer and above assign weights to each user depending on various factors such as queue lengths and fairness. We assume that these weights are pre-determined and known. The difficulty in finding the capacity region for this system can be seen by the fact that capacity is not known even for the single user case. In Section III, we propose a precoding method and derive a lower bound on weighted-sum capacity valid for any scheduling strategy at the base station which selects a fixed number of users. We derive the optimal precoding matrix in Section IV which maximizes the obtained lower bound under an assumption of large number of base station antennas.
In Section V, we propose scheduling strategies at the base station based on the channel estimate. First, we consider the homogeneous users setting where the forward SINRs from the base station to all the users are equal and reverse SINRs from all the users to the base station are equal. In this case, the scheduling strategy considered is the following simple strategy: select users with largest estimated channel gains. We demonstrate that significant throughput improvement can be obtained with this scheme. In particular, we demonstrate that the proposed scheme gives significant improvement over the scheme in [25] in terms of net achievable sum rate. In addition, this scheme reduces the computational complexity of the precoding algorithm. Next, we consider the heterogeneous users setting and propose a simple scheduling strategy which takes advantage of channel variations to obtain an improved lower bound on the weighted-sum capacity of the system. We study the problem of optimizing the training sequence length to maximize net throughput of the system in Section VI. Some of the results mentioned above have been published in the conference paper [31] .
We consider a transmission method which sends forward pilots in addition to reverse pilots in Section VII. In this setting, we focus on the scenario where forward SINRs are moderate or high. Recently, there has been similar work in [32] . The authors consider two-way training [33] and study two variants of linear MMSE precoders as alternatives to linear zero-forcing precoder used in [25] . We use a modified version of the precoder proposed in [16] when reverse SINRs are moderate or high. In their approach, the precoding matrix is obtained using an iterative algorithm which tries (there is no proof of convergence) to find one of the local maxima of the sum rate maximization problem when CSI is available at both base station and users. Since the base station obtains CSI through training, we modify this algorithm to account for error in the estimation process. We compare the performance of the various schemes considered through numerical results in Section IX. Finally, we provide our concluding remarks in Section X.
A. Notations
We use bold font variables to denote vectors and matrices. All vectors are column vectors. We use (·)
T to denote the transpose, (·) * to denote the conjugate and (·) † to denote the Hermitian of vectors and matrices. Tr(A) denotes the trace of matrix A and A −1 denotes the inverse of matrix A. diag{a} denotes a diagonal matrix with diagonal entries equal to the components of a. denotes element-wise greater than or equal to. E[·] and var{·} stand for expectation and variance operations, respectively.
II. SYSTEM MODEL
The system consists of a base station with M antennas and K single antenna users. The base station communicates with the users on both forward and reverse links as shown in Figure 2 . The forward channel is characterized by the K × M propagation matrix H. We assume independent Rayleigh fading channels over blocks of T symbols called the coherence interval during which the channel remains constant. The entries of the channel matrix H are independent and identically distributed (i.i.d.) zero-mean, circularly-symmetric complex Gaussian CN (0, 1) random variables. The system model incorporates frequency selectivity of fading by using orthogonal frequency-division multiplexing (OFDM). The duration of the coherence interval in symbols is chosen for the OFDM sub-band. Due to reciprocity, we assume that the reverse channel at any instant is the transpose of the forward channel. Let the forward and reverse SINRs associated with k th user be ρ k f and ρ k r , respectively. These forward and reverse SINRs remain fixed. On the forward link, the signal received by the k th user is
where h On the reverse link, the vector received at the base station is
where s r is the signal-vector transmitted by the users and 
III. LOWER BOUND ON WEIGHTED-SUM CAPACITY
We operate the system in three phases as shown in Figure 3 -training, computation and data transmission. In the training phase, the users transmit a training sequence to the base station on the reverse link. The base station performs the required computations including user selection and precoding in the computation phase. We assume that this takes one symbol. In the data transmission phase, the base station transmits data to the selected users.
A. Channel Estimation
Channel reciprocity is one of the key advantages of time-division duplex (TDD) systems over frequency-division duplex (FDD) systems. We exploit this property to perform channel estimation by transmitting training sequences on the reverse link. Every user transmits a sequence of training signals of τ rp symbols duration in every coherence interval. We assume that these training sequences are known a priori to the base station. The k th user transmits the training sequence vector √ τ rp ψ † k . We use orthonormal sequences which implies ψ † i ψ j = δ ij where δ ij is the Kronecker delta. The use of orthogonal sequences restricts the maximum number of users to τ rp , i.e., K ≤ τ rp .
The corrupted training signals received at the base station is 
The estimateĤ is the conditional mean of H given Y r . Therefore,Ĥ is the MMSE estimate as well. By the properties of conditional mean and joint Gaussian distribution, the estimateĤ is independent of the estimation errorH = H −Ĥ. The components ofĤ are independent and the elements of its k th row are CN 0,
In addition, the components ofH are independent and the elements of its k th row are CN 0,
B. Modified Zero-Forcing Precoding
The base station can use the channel estimateĤ to select a "good" set of users. We consider scheduling schemes that select N users where N does not depend on the channel estimate. The details of the scheduling strategies used to select the users are given in Section V. Let the probability of selecting the k th user be γ k (N ) and the set of users selected be S = {S 1 , S 2 , · · · , S N } with N elements. Note that S is a deterministic function of the estimated channelĤ. The base station obtains the transmission signal-vector s f by pre-multiplying the information symbols
T with a precoding matrix. The precoding matrix is a function ofĤ and S.
In order to deal with heterogeneous users, we propose the following modified version of the zero-forcing (ZF) precoding matrix. Let p 1 , · · · , p K be some positive constants. We define
LetĤ S be the matrix formed by the rows in set S of matrixĤ. Similarly, we define H S andH S . LetĤ DS = D SĤS .
We consider the precoding matrix given by
The precoding matrix is normalized so that
The transmission signal-vector is given by
Hence, the base station transmit power constraint can be satisfied irrespective of the values of
The choice of these p i values is explained in Section IV.
C. Achievable Weighted-Sum Rate
In this section, we obtain a lower bound on the weighted-sum capacity of the system under consideration. The approach is similar to that in [30] , [25] . The lower bound derived holds for any scheduling strategy used at the base station which selects a fixed number of users. This lower bound depends on the scheduling strategy through the random variable χ and the probabilities of selecting the users. The base station performs MMSE channel estimation as described in Section III-A. Recall that M is the number of antennas at the base station, K is the number of users, ρ k f is the forward SINR of the k th user and ρ k r is the reverse SINR of the k th user. Let the weight associated with the k th user be w k . We assume a fixed training period of τ rp ≥ K symbols on the reverse link in each coherence interval.
Theorem 1: For the system under consideration, a lower bound on the downlink weighted-sum capacity during transmission is given by
where χ is the scalar random variable given by
Proof: From (1), we obtain the signal-vector received at the selected users
where
The effective forward channel in (8) is
Suppose that the k th user is among the selected users. The signal received by the k th user is
where g T is the row corresponding to k th user in matrix G. From (9), we obtain
whereh T k is the k th row ofH and e k is the N × 1 column-vector with k th element equal to one and all other elements equal to zero. Substituting (11) in (10) and adding and subtracting mean from χ, we obtain
Note that the expected value of any term on the right-hand side of (12) is zero. The noise term w f k is independent of all other terms and
Hence, any two terms on the right-hand side of (12) are uncorrelated. The effective noiseŵ f k is thus uncorrelated with the signal q k with zero mean and variance
In order to obtain a lower bound, we consider (T −τ rp −1) parallel channels where noise is independent over time as fading is independent over blocks. Using the fact that worst-case uncorrelated noise distribution is independent Gaussian noise with same variance, we obtain the lower bound on weighted-sum rate given in (6) . This completes the proof.
IV. OPTIMIZATION OF PRECODING MATRIX
We wish to choose non-negative values for p 1 , · · · , p K such that C wsum−lb in (6) is maximized. However, this is a hard problem to analyze. We consider the case with with no scheduling, i.e., N = K and the asymptotic regime
Apart from making the problem mathematically tractable, this asymptotic regime is interesting due to the following reasons: i) the system constraints K ≤ τ rp , τ rp ≤ T place an upper bound on K, independent of the number of antennas, and ii) the lower bound on the sum rate grows aggressively with M.
From the weak law of large numbers, it is known that lim M/K→∞ the random variable χ in (7) can be approximated as
. Substituting (13) in (6), we get
Under this approximation, we can find the optimal values for p 1 , · · · , p K as described below.
Theorem 2:
The optimal solutions p * s of the objective function max p J(p) are of the form cp * where c is any positive real number and p
T is given by
The positive real number ν * is unique and given by
We consider the optimization problem maximize J(p)
subject to p 0.
Since J(p) = J(cp) for any c > 0 and p * = 0, p * such that a T p * = c is an optimal solution to (15) if and only if p * = (1/c)p * is an optimal solution to the convex optimization problem
subject to p 0, a T p = 1.
In order to solve (16), we introduce Lagrange multipliers λ ∈ R K for the inequality constraints p 0 and ν ∈ R for the equality constraint a T p = 1. The necessary and sufficient conditions for optimality are given by Karush-Kuhn-Tucker (KKT) conditions [34] . These conditions are
Since the left-hand of (17) is an increasing function in 1 ν * , this equation has a unique solution which can be easily computed.
The optimized p * given by (14) is substituted in (4) to obtain the optimized precoding matrix. We use this optimized precoding matrix even when number of users K is comparable to number of base station antennas M .
We denote the scheme where we use optimized p i values for precoding by Scheme-1 and the scheme where we use p i = 1 for precoding by Scheme-0. In both the schemes, we do not consider scheduling.
V. SCHEDULING STRATEGIES

A. Homogeneous Users
In this section, we consider the special case where the users are statistically identical. In this homogeneous setting, the forward SINRs from the base station to all the users are equal (given by ρ f ) and reverse SINRs from all the users to the base station are equal (given by ρ r ). Furthermore, the weights assigned to all the users are assumed to be unity, i.e., w k = 1. The need for explicit scheduling arises from the use of pseudo-inverse based precoding. With perfect channel knowledge at the base station (Ĥ = H) and no scheduling (N = K), the pseudo-inverse based precoding diagonalizes the effective forward channel and every user sees statistically identical effective channel irrespective of its actual channel. The inability to vary the effective gains to the users depending on their channel states is due to lack of any channel knowledge at the users. This possibly causes a reduction in achievable sum rate. Motivated by this, we propose a scheduling strategy which selects N users before precoding based on the estimated channel.
We use the following simple scheduling rule at the base station. In every coherence interval, the base station selects those N users with largest estimated channel gains. This rule is motivated by the expectation term E [χ]
appearing in the achievable weighted-sum rate in (6). Letĥ
be the norm-ordered rows of the estimated channel matrixĤ. Then, the matrixĤ S is given byĤ
T and the lower bound in (6) becomes
Here, the random variable
where U is the N × M matrix formed by the N rows with largest norms of a K × M random matrix Z whose elements are i.i.d. CN (0, 1). We provide numerical results showing the improvement obtained by using this strategy in Section IX.
1) Net Achievable Sum Rate:
Net achievable sum rate accounts for the reduction in achievable sum rate due to training. In every coherence interval of T symbols, first τ rp symbols are used for training on reverse link, one symbol is used for computation and the remaining (T − τ rp − 1) symbols are used for transmitting information symbols as shown in Figure 3 . The number of users K and the training length τ rp can be chosen such that net throughput of the system is maximized. Thus, the net achievable sum rate is defined as
subject to τ rp ≤ T − 1 and K ≤ min(M, τ rp ).
B. Heterogeneous Users
The optimized values of p 1 , · · · , p K does not depend on the instantaneous channel. Hence, we need explicit selection of users to take advantage of the instantaneous channel variations. In this section, we propose the following scheduling strategy for heterogeneous users.
K be the rows of the matrix
whereĤ is the estimated channel given by (3) . Note that Z is normalized such that the entries are independent and identically distributed. In every coherence interval, the users are ordered such that p *
2 and the first N users under this ordering are selected. The value of N is chosen in order to maximize achievable weighted-sum rate defined below. The intuition behind this strategy is that p * (k) is nearly proportional to the average power assigned to the k th user and z
2 captures the instantaneous variation in power.
Similar to the homogeneous case, we define the net achievable weighted-sum rate as
subject to the constraints τ rp ≥ K and τ rp ≤ T − 1. The difference from the net rate defined by (19) for the homogeneous case is the lack of maximization over the different subset of users. We denote the scheme where we use the proposed scheduling strategy along with optimized p i values for precoding by Scheme-2.
VI. OPTIMAL TRAINING LENGTH
We consider the problem of finding the optimal training length in the homogeneous setting when the scheduling strategy proposed in Section V-A is used. The objective is to maximize the net achievable sum rate given by (20) .
For given values of M, K, T, ρ f and ρ r , it seems intractable to obtain a closed-form expression for the optimal training length. Therefore, we look at the limiting cases ρ r → 0 and ρ r → ∞ to understand the behavior of the optimal training length with reverse SINR. In the limit ρ r → 0, we can approximate the net rate as
We use the fact that log(1 + x) ≈ x as x → 0 to obtain the approximation
where d 1 is a positive constant. It is clear that (21) is maximized when τ rp = (T −1) 2 if we assume T > 2K and T is odd. In the limit ρ r → ∞, we can approximate the net rate as
where d 2 is a positive constant. This expression is maximized by the minimum possible training length which is
The approximations suggests that nearly half the coherence time should be spent for training when the reverse SINR is very low and the minimum possible number of symbols (which is K) should be spent for training when reverse SINR is very high. We demonstrate this behavior of optimal training length through numerical examples in Section IX.
VII. TRAINING ON REVERSE AND FORWARD LINKS
In the transmission scheme considered before, the users do not receive any knowledge about effective channel gains. Therefore, we used the expected value of the effective gains seen by the users to obtain a lower bound on weighted-sum capacity. The base station can send forward pilots to the users so that the users can estimate their effective gains in every coherence interval. This gives a transmission scheme consisting of four phases -reverse pilots, computation phase, forward pilots and data transmission -as shown in Figure 4 . In this scheme, the users can obtain effective channel gain estimates at the expense of increased training overhead. Note that the achievable rate derived in this section does not assume the knowledge of which users were selected. 13 
A. Channel Estimation and Precoding
As explained in Section III-A, the users transmit orthogonal training sequences on the reverse link. From the corrupted training sequences, the base station obtains the MMSE estimate of the channel. The base station uses this channel estimateĤ to form a precoding matrix to perform linear precoding. Let A denote any precoding matrix which is a function of the channel estimate, i.e., A = f (Ĥ). The precoding function f (·) usually depends on the system parameters such as forward SINRs, reverse SINRs and weights assigned to the users. We assume that the precoding matrix is normalized so that Tr A † A = 1. The transmission signal-vector is given by s f = Aq where
T is the vector of information symbols for the users. The net achievable rate derived in Section VII-C is valid for any precoding function. In the remaining part of this section, we describe a particular precoding method.
In [16] , the following approach was suggested for finding a good precoding matrix A. Let h i be the i-th row of the channel matrix H and let a j be the j-th column of precoding matrix A. The sum rate of the broadcast channel can be written in the form
Let further ∆ and D be diagonal matrices with diagonals
and
In [16] it is shown that the equations
This equation allows one to use the following iterative algorithm for determining an efficient A: This approach can be extended for the scenario when only an estimateĤ of the channel matrix H and the statistics of the estimation errorH are available. In this case we would like to maximize the value of the average sum rate defined by
Since the statistics ofH is assumed to be known, we can generate L samplesH (i) , i = 1, . . . , L, according to the statistics. Define H (i) =Ĥ +H (i) . Then the average rate can be approximated as
We define ∆ (i) and D (i) as in (22) and (23) using the matrix H(i) instead of H. Using arguments similar to ones used in [16] we obtain that the equations
From (25), we have that
This allows us to use the following iterative algorithm for determining a A that maximizes the average rate.
1) Assigning some initial values to matrices
2) Repeat steps 3 and 4 several times 
B. Forward Training
The base station transmits τ f p forward pilots so that the users can obtain estimates of their channel gains. Since we are interested in short coherence intervals, we consider the case with very few forward pilots. Note that τ f p can be less than the number of users K. For this reason, we do not restrict to orthogonal pilots in forward training.
The forward pilots are obtained by pre-multiplying the vectors q
with the precoding matrix. In the case of one forward pilot (τ f p = 1), we consider the forward pilots obtained from the vector q
(1)
In the case of τ f p = 2, we consider the forward pilots obtained from the vectors q
It is straightforward to extend this to any number of forward pilots. We denote the vector of corrupted forward pilots received by the k th user by x pk .
C. Net Achievable Weighted-Sum Rate
We use same lower bounding techniques as before to obtain net achievable weighted-sum rate for the transmission scheme with reverse and forward pilots. From (1), we obtain the signal-vector received at the users
We denote the effective forward channel in (27) by G = E f HA with (i, j) th entry g ij .
Theorem 3:
For the transmission scheme considered, a lower bound on the downlink weighted-sum capacity during transmission is given by
Proof: In every coherence interval, k th user receives the vector x pk and signals
Note that the joint distribution of x pk and G is known to all users. In (29), the noise termŵ f k is uncorrelated with the signal q k . Using the lower bounding techniques used in Theorem 1, we obtain the lower bound in (28).
We define net achievable weighted-sum rate as
which is consistent with the earlier definition.
VIII. UPPER BOUND ON SUM RATE
As in the previous sections, we assume that an estimateĤ, the statistics ofĤ,H, and H, and forward SINRs ρ k f are available at the base station. Using this information, the base station computes a precoding matrix A. The signal received by users is
As before, we denote the forward pilots received by the k th user using x pk . Let
where p(q j ) is the pdf of q j . The sum capacity is defined by
In Sections III,VII, lower bounds for different communication scenarios were derived on C. The following simple theorem defines an upper bound on C.
Theorem 4:
Proof: Let G = HA. Then,
Here, we used the facts that G and q j are independent and therefore I(G; q j |x pk ) = 0, and that x pk is a noisy version of G and therefore I(x j ; q j |G, x pk ) = I(x j ; q j |G).
It is easy to see that the same bound is valid if no forward pilots are available to users. In general this upper bound is valid for any particular method of generating precoding matrix A. Hence, the bound can be used in all communications scenarios considered in the previous sections. In this way, we can obtain an upper bound on the sum rate of any specific communication scenario and any specific precoding method. The numerical results presented in the next section show that the gap between our lower bounds, derived in the previous sections, and the corresponding upper bound are quite narrow.
Instead of using a specific precoding method in Theorem 4, we can try to use a precoding matrix A that maximizes (30) , under assumption that onlyĤ, the statistics ofĤ,H, and H, and forward SINRs ρ k f are available at the base station. This would give us an upper bound that is not dependent on a specific precoding method. In the case that such an upper bound is close to a lower bound of some specific precoding method, we could claim that we have not only closely identified the sum rate of that specific precoding method, but also that the method itself is close to optimal linear precoding.
The problem of finding a precoding matrix A that provably maximizes (30) , especially in the case when the true channel matrix H is not available, looks to be very hard. We suggest the following approximate approach. The algorithm described in Section VII-A allows us to find, approximately, A that provides a local maximum for
Running the algorithm several times, with distinct random matrices for ∆ and D in step 1, we can find several, say a hundred, local maxima of EH[R(Ĥ +H, A)]. Let C-UB-Opt be the maximum of these local maxima. Though, strictly speaking, C-UB-Opt is not the global maximum of EH[R(Ĥ +H, A)], it is likely that there is no linear precoding method that would significantly outperform C-UB-Opt. In the next section, we will use C-UB-Opt as a method independent upper bound for some communication scenarios.
IX. NUMERICAL RESULTS
In this section, Scheme-UB refers to the upper-bound obtained by assuming perfect knowledge of the effective channel matrix at the users. Note that this is scheme dependent. 
A. Homogeneous Users
We are interested in the communication regime when forward and reverse SINRs are low. We consider this regime since interference from neighboring base stations force systems to operate in this regime. Moreover, we are interested in users with high mobility, i.e., short coherence intervals. Recall that we denote results obtained with no scheduling by Scheme-0, and with the scheduling strategy of selecting N users with largest estimated channel gains (see (18) ) by Scheme-2.
First, we keep the training sequence length to the minimum possible, i.e., τ rp = K. This accounts for imperfect channel knowledge at the base station. In Figure 5 , we plot sum capacity lower bound versus the number of users We observe that the proposed scheduling strategy Scheme-2 gives significant improvement over Scheme-0. In both the schemes, we note that the achievable sum rate increases with the number of base station antennas. In Figure 7 , we plot the optimum number of users selected by Scheme-2 N opt versus the number of users present K for the SINRs considered above and M = 16.
Next, in Figure 8 , we plot net achievable sum rate given by (19) versus the number of antennas at the base We again observe that the net achievable sum rate increases with M for both the schemes. As expected from the numerical results above, the proposed scheduling scheme (Scheme-2) outperforms Scheme-0. We notice that the net achievable sum rate varies significantly with the coherence interval. This demonstrates the need to take the coherence interval into account while designing wireless systems.
B. Heterogeneous Users
First, we consider a multi-user system consisting of K = 8 users with forward SINRs {−4, −3, −2, −1, 0, 1, 2, 3} dB and coherence interval T = 20 symbols. The reverse SINR associated with every user is taken to be 10 dB lower than its forward SINR. We assign a weight of 2 to the first four users (w 1 = · · · = w 4 = 2) and 1 to the remaining users (w 5 = · · · = w 8 = 1). The achievable sum rate is optimized with respect to τ according to (20) .
We plot the net achievable weighted-sum rate versus M in Figure 9 . Next, we consider a system of 12 users with forward SINRs {0, 0, 0, 5, 5, 5, 5, 5, 5, 10, 10, 10} dB and coherence interval T = 30 symbols. Again, the reverse SINR associated with every user is taken to be 10 dB lower than its forward SINR. All users are assigned equal weights of 1 (w 1 = · · · = w 12 = 1). We plot the net achievable weighted-sum rate versus M for this system in Figure 10 . These plots clearly demonstrate that using more antennas at the base station is beneficial. Scheme-0 denotes zero-forcing precoding method and Scheme-1 denotes the precoding method with optimized p i values.
Scheme-2 denotes the method where scheduling is used in addition to optimized p i values for precoding. We observe that Scheme-2 gives significant improvement over other schemes. We remark that the performance gain due to scheduling is very significant when the number of users are comparable to the number of base station 
C. Optimal Training Length
We consider a homogeneous system with M = 32 antennas at the base station, K = 8 users and coherence interval of T = 30 symbols. For Scheme-2, we obtain the optimal training length and the net sum rate for different values of forward SINR through brute-force optimization. For every forward SINR considered, we take the reverse SINR to be 10 dB lower than the corresponding forward SINR. We plot the optimal training lengths in Figure   11 and net sum rates in Figure 12 . The behavior of optimal training length with reverse SINR is as predicted in Section VI. The plot indicates that there is no need for forward training when M is large (compared to K).
D. Training on Reverse and Forward Links
We use FP(n) to denote a precoding method using n number of forward pilots. Note that FP(0) denotes training on reverse link only. We denote results obtained with zero-forcing by ZF, zero-forcing with scheduling by ZF-Sch, the approach in [16] by SVH and the modified algorithm given in Section VII-A by Mod-SVH. We compare the performance of different methods using numerical examples. For the algorithm Mod-SVH, we use the value L = 50 in the simulations. We consider a system with K = 8 users, M = 8 antennas at the base station, reverse training length of τ rp = 8 and coherence interval of T = 30 symbols. We consider the following example. We keep the value of reverse SINR 10 dB lower than the forward SINR. For the different methods considered, we obtain the achievable sum rate for forward SINRs ranging from 5 dB to 30 dB. These sum rates are given in Table IX-D. We Figure 13 . We observe significant improvement in net rate by utilizing forward pilots at high forward SINRs. In addition, it is interesting to note that we perform reasonably close to the upper-bound by using one or two forward pilots.
X. CONCLUSION
Our results show that, even in highly interference-limited communication systems consisting of users with high mobility, the effective utilization of multiple antennas at the base station can greatly improve net throughput on the downlink. The net throughput studied in this paper accounts for channel training overhead and estimation error.
We conclude that it is advantageous to increase the number of base station antennas even when channel knowledge is not known both at the base station and users. The channel training on reverse link, which is key to this result, is made feasible by time-division duplex (TDD) operation of the system. With increasing number of base station antennas, the effective forward channel can be improved without affecting the training sequence length required.
We observe that the training sequence length used has significant impact on the net throughput. Therefore, it is important to take the training length in account while designing practical communication systems.
Training is very important to obtain CSI at the terminals. When coherence interval is short, the overhead associated with training can significantly affect the net throughput. Therefore, it is important to choose the number of reverse pilots, the number of forward pilots and the precoding method based on the coherence interval length and SINR range. We observed that it is advantageous to introduce forward pilots when forward SINRs are high.
The results suggest that there exist low complexity scheduling and precoding based schemes that can achieve high net throughput in multi-user multiple antenna systems. The proposed scheduling schemes in both homogeneous users and heterogeneous users scenarios significantly improve net achievable rate. The precoding methods proposed
