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ON THESES WITHOUT ITERATED MODALITIES
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Abstract
This is the first, out of two papers, in which we identify all logics between C1
and S5 having the same theses without iterated modalities. All these logics can
be divided into certain groups. Each such group depends only on which of the
following formulas are theses of all logics from this group: (N), (T), (D), p(T)∨qq,
and for any n > 0 a formula p(T) ∨ (altn)q, where (T) has not the atom ‘q’, and
(T) and (altn) have no common atom. We generalize Pollack’s result from [12],
where he proved that all modal logics between S1 and S5 have the same theses
which does not involve iterated modalities (i.e., the same first-degree theses).
Keywords: first-degree theses of modal logics; theses without iterated modal-
ities; Pollack’s theory of Basic Modal Logic; basic theories for modal logics
between C1 and S5.
1. Introduction
A modal formula involves iterated modalities1 iff some instance of ‘’ or ‘♦’
(necessity and possibility signs, respectively) in it occurs within the scope
of some other instance of ‘’ or ‘♦’. The iteration of modal operators leads
to philosophical controversies. In [12, p. 355] we read:
As anyone who is familiar with the literature knows, there is a
great deal of controversy concerning which, if any, of the extant
theories of propositional modal logic correctly formalizes the
logic of certain logical concepts such as analyticity and logical
1In Section 2 we recall some chosen facts concerning modal classical logics.
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necessity. Most of the controversy concerns certain principles
that involve iterated modalities (where one modal operator oc-
curs within the scope of another). For example, there is consid-
erable disagreement about whether the principle (p ⊃ p)
[or: ♦♦p ⊃ ♦p] should be considered valid. However, when
philosophers and logicians apply modal logic to concrete prob-
lems, they rarely need principles which involve iterated modali-
ties. For most practical purposes, principles involving only one
layer of modalities are all that are needed. This suggests that if
we try to construct a theory of modal logic in which there are no
iterated modalities, we can avoid most of the controversy and
still have a theory that is strong enough for all of the normal
uses to which modal logic is put.
For example, suppose that the railway line does not come to a certain
village V (we write: ¬q). Then, naturally, it is not possible to reach V by
rail (we write: ¬♦p).2 However let us assume that it is possible to build a
railway line to V (we write: ♦q). Then it seems right to accept the following
strict implication: ‘If there exists a railway line to V then it is possible to
reach to V by rail’ (we write: (q ⊃ ♦p)). Thus, if we accept the schemas
p(ϕ ⊃ ψ) ⊃ (♦ϕ ⊃ ♦ψ)q and p♦♦ϕ ⊃ ♦ϕq as logically valid, then –
using only these schemas, and modus ponens – by the premises ‘♦q’ and
‘(q ⊃ ♦p)’ we obtain ‘♦p’. This will imply that now we can reach V by rail,
which contradicts the original claim (i.e., ¬♦p). So should we say second
premiss is false? What kind of reasons can we find for that? Or should
we rather question whether ‘♦♦p ⊃ ♦p’ is logically valid? The following
questions can make us think so: Should both instances of the operator ‘♦’
in the formula ‘♦♦p’ be read in the same way? If not, then should the
formula ‘♦♦p’ be understood as: It is possible that it will be possible that
p? If so, then the way of reading a given instance of the operator ‘♦’ in
a given formula depends on its position in the formula. Then (4) will not
be logically valid. Thus – as Pollack wrote – if we reject formulas which
involve iterated modalities, we can avoid such problems.
Even if we take no interest in the philosophical issues, then it is still
intriguing to identify all groups of logics between C1 and S5 having the
same theses without iterated modalities and to examine which theses of a
given logic determine its belonging to a given group.
2In the example above modalities are understood as metaphysical (not logical).
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In [12] Pollack showed that all logics between S1 and S5 have exactly
one “theory of modal logic in which there are no iterated modalities”, i.e.,
all such modal logics have the same theses in which there are no iterated
modalities. This theory Pollack called the theory B of “Basic Modal Logic”.
In Section 3 we will show that also all logics between Lemmon’s logic S0.5
and S5 have the same “Basic Modal Logic”.
Moreover, in this paper we will identify all groups of logics between
C1 and S5 having the same theses without iterated modalities. We prove
that each such group depends only on which of the following formulas are
theses of all logics from this group:
(p ⊃ p) (N)
p ⊃ p (T)
p ⊃ ♦p (D)
(p ⊃ p) ∨q (Talt0)
(p ⊃ p) ∨q1 ∨(q1 ⊃ q2) ∨ · · · ∨((q1 ∧ · · · ∧ qn) ⊃ qn+1) for n > 0
(Taltn)
In the above formulas (Talt0) and (Taltn) we used as disjuncts the follow-
ing formulas:
q (Q)
q1 ∨
∨n
i=1 
(∧i
j=1 qj ⊃ qi+1
)
for n > 0 (altn)
We will use (alt0) := (Q). So (Talt0) = p(T) ∨ (alt0)q and, for example,
we have:
(p ⊃ p) ∨q1 ∨(q1 ⊃ q2) (Talt1)
(p ⊃ p) ∨q1 ∨(q1 ⊃ q2) ∨((q1 ∧ q2) ⊃ q3) (Talt2)
The formulas (T) and (Q) are adequate, respectively, for all reflexive
Kripke frames and for all Kripke frames in which each point has no alter-
native. So (Talt0) is adequate for all quasi-reflexive Kripke frames (i.e.,
for frames of the form 〈W,R〉 in which for each point x ∈ W either xRx
or Card{w ∈W : xRw} = 0). Note that for any n > 0, the formula (altn)
is adequate for Kripke frames in which each point has þ n alternatives
(see, e.g., [15, p. 52]). So, for any n ÿ 0, the formula (Taltn) is adequate
for Kripke frames 〈W,R〉 in which for each point x ∈ X either xRx or
Card{w ∈W : xRw} þ n.
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There are two reasons to limit our investigations only to the logics
included in the logic S5. First, in S5 there is a «complete reduction»
of iterated modalities, i.e., for any modal operator O ∈ {,♦} and for
any finite sequence M of modal operators, the formula pOϕ ≡ MOϕq is
a thesis of S5. Of course, this reduction does not solve the problem of
interpretation of iterations of modal operators.
Remark 1.1. The above note corresponds with the following observation.
Sufficient for the semantic study of S5 are the models of the form 〈W,V 〉,
where W is a non-empty set of worlds and V is a function which to any pair
built out of a formula and a world assigns a truth-value which preserves
classical conditions for truth-value operators and for any ϕ ∈ For and
x ∈W we have:
(V W ) V (ϕ, x) = 1 iff ∀y∈W V (ϕ, y) = 1,
(V ♦W ) V (♦ϕ, x) = 1 iff ∃y∈W V (ϕ, y) = 1.
So, for example, for any x ∈ W : V (♦p, x) = 1 iff ∃y∈W V (p, y) = 1 iff
∃y∈W∀z∈W V (p, z) = 1. It would not be possible to express this condition
if one were to use a version of predicate logic where «empty binding» of
quantifiers is forbidden. This version has two kinds of variables – free and
bound (see, e.g., [16]). Only by changing a free variable to a bound one
we can add the quantifier that binds the latter. Does this not call into
question the coherence/possibility of iterations of modal operators in the
logic S5? 
Second, all formulas that are not theses of S5 (for example, (Q)) are
not associated with the problems raised by Pollack in [12].
2. Preliminaries on modal logic
2.1. Basic notions and facts
Classical and modal formulas. Let At be the set of all atoms (i.e.,
propositional letters): ‘p1’, ‘q1’, ‘p2’, ‘q2’, ‘p3’, ‘q3’, . . . (for ‘p1’ and ‘q1’
we use ‘p’ and ‘q’, respectively). The set Forcl of all classical proposi-
tional formulas is formed in the standard way from atoms, brackets, and
truth-value operators: ‘¬’, ‘∨’, ‘∧’, ‘⊃’, and ‘≡’ (connectives of negation,
disjunction, conjunction, material implication, and material equivalence,
respectively). The set For of all formulas for (propositional) modal logics
is formed standardly from atoms, brackets, truth-value operators, and the
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modal operator ‘’ (the necessity sign; the possibility sign ‘♦’ is the ab-
breviation of ‘¬¬’). A formula from For is called first-degree iff either it
is classical or it is modal, but does not involve iterated ‘’. Let 1For be
the set of all first-degree formulas. That is, 1For is the smallest set F such
that: Forcl ⊆ F; for any ϕ ∈ Forcl we have pϕq ∈ F ; and for all ϕ,ψ ∈ F
we have p¬ϕq ∈ F and p(ϕ ◦ ψ)q ∈ F , for ◦ ∈ {∧,∨,⊃,≡}. Of course,
Forcl (
1For ( For. For any subset Φ of For we put 1Φ := Φ ∩ 1For.
We also put Φ := {ϕ : ϕ ∈ Φ}, for any set Φ ⊆ For. Moreover, for
any k > 0 and any formula of the form pα1 ∧ · · · ∧ αkq (resp. pα1 ∨ · · · ∨
αkq) we write
∧
{α1, . . . , αk} or
∧k
i=1 αi (resp.
∨
{α1, . . . , αk} or
∨k
i=1 αi).
Finally, we put ⊤ := ‘p2 ⊃ p2’ and ⊥ := ‘p2 ∧ ¬p2’.
A formula from 1For is said to be in Modal Conjunctive Normal Form
iff it is a conjunction (possibly degenerated), each conjunct of which is a
disjunction (possibly degenerated) of formulas that belong either to Forcl
or to the set of all formulas of the form pαq or p♦βq, where α, β ∈ Forcl
(see, e.g., [4, pp. 96–97]). Let MCNF be the set of all such formulas.
Taut and PL. PL-valuations (resp. cl-valuations) are assignments from
For (resp. Forcl) into {0, 1} fulfilling classical conditions for truth-value
operators. Note that all formulas of the form pϕq have arbitrary values
for all PL-valuations.
For any PL-valuation (resp. cl-valuation) V , if V (α) = 1 then we say
that α is true in V . Let Taut be the set of classical tautologies, i.e.,
formulas from Forcl which are true in all cl-valuations. Moreover, let PL
be the set of all formulas which are true in all PL-valuations, i.e., the set of
formulas which are instances of classical tautologies. Of course, we have:
Taut = Forcl ∩PL and Taut (
1PL ( PL.
Modal logics. A subset Λ of For is a modal logic iff Taut ⊆ Λ and Λ
is closed under two rules: detachment for material implication (modus po-
nens) and uniform substitution. Thus, by uniform substitution, all modal
logics include the set PL. Moreover, this set is the smallest modal logic.
For any modal logic Λ and any set Φ of formulas we write Λ+Φ to
denote the smallest modal logic including the set Λ ∪ Φ. Thus, the logic
Λ+Φ is the closure of Λ∪sub(Φ) under modus ponens, where sub(Φ) is the
set of all substitution instances of formulas from Φ, i.e., sub(Φ) := {ψ ∈
For : ∃ϕ∈Φ ψ = sub(ϕ)}. Notice that Λ+Φ may not be closed under other
rules under which Λ is closed. To simplify the naming of logics, for a set
Φ = {ϕ1, . . . , ϕk} of formulas we write Λ[ϕ1, . . . , ϕk] to denote Λ+Φ.
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For any logics Λ1 and Λ2, the set Λ1 ∩ Λ2 is also a logic. Note that
we have the following (stronger) version of Theorem 2 from [5]:
Theorem 2.1. Let Λ be a logic and let ϕ,ψ ∈ For be such that ϕ and ψ
have no atoms in common and pϕ ∨ ψq ∈ Λ. Then Λ = Λ[ϕ] ∩Λ[ψ].
2.2. Normal and regular modal logics
Formalization. A modal logic Λ is normal iff Λ contains the following
formula:
(p ⊃ q) ⊃ (p ⊃ q) (K)
and is also closed under the necessity rule:
if ϕ ∈ Λ then pϕq ∈ Λ. (RN)
So Λ is normal iff Λ contains (K) and (N), and is closed under the mono-
tonicity rule:
if pϕ ⊃ ψq ∈ Λ then pϕ ⊃ ψq ∈ Λ. (RM)
Moreover, Λ is normal iff Λ contains (N) and is closed under the regularity
rule:
if p(ϕ1 ∧ ϕ2) ⊃ ψq ∈ Λ then p(ϕ1 ∧ϕ2) ⊃ ψq ∈ Λ. (RR)
We remind that K is the smallest normal modal logic. For any normal
logic Λ and any set Φ of formulas we write Λ⊕Φ to denote the smallest
normal logic including the set Λ ∪ Φ. To simplify the naming of normal
logics, for any formulas (X1), . . . , (Xk), the smallest normal logic including
all of these formulas we denote by KX1 . . . Xk.
For defining other logics we will also make use of the following formulas:
p ⊃ ♦p (B)
p ⊃ p (4)
♦p ⊃ ♦p (5)
We put T := KT, S4 := KT4, and S5 := KT5. We have KT = KD ⊕
(Talt0) and KB4 = KB5 = KB45 = K5 ⊕ (Talt0) = K45 ⊕ (Talt0).
So S5 := KT5 = KD5 ⊕ (Talt0) = KTB4 = KDB5 = KDB4 =
KD45 ⊕ (Talt0). These facts we can get syntactically or semantically
(see, e.g., p. 120).
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The following lemma will be used in the proofs of Fact 2.19 and facts
5.1 and 5.2 in Part 2. It is taken from [12, Theorem 2] and it can be proved
following [4, pp. 105–107].
Lemma 2.2. For any k ÿ 0 and α, β, γ1, . . . , γk ∈ Forcl:
1. pα ∨ ♦β ∨
∨k
i=1 γjq ∈ S5 iff either pα ∨ βq ∈ Taut or pβ ∨ γjq ∈
Taut, for some j ∈ {1, . . . , k}.
2. pα ∨
∨k
i=1 γjq ∈ S5 iff either α ∈ Taut or γj ∈ Taut, for some
j ∈ {1, . . . , k}.
3. p♦β ∨
∨k
j=1 γjq ∈ S5 iff either β ∈ Taut or pβ ∨ γjq ∈ Taut, for
some j ∈ {1, . . . , k}.
4. p
∨k
j=1 γjq ∈ S5 iff γj ∈ Taut, for some j ∈ {1, . . . , k}.
A modal logic is regular iff it closed under the rule (RR). So a logic is
regular iff it contains (K) and is closed under (RM). Moreover, a logic is
normal iff it is regular and contains (N). By (K) and (RR), for any regular
logic Λ and any k ÿ 1 we obtain that:
if p(ϕ1 ∧ · · · ∧ ϕk) ⊃ ψq ∈ Λ then p(ϕ1 ∧ · · · ∧ϕk) ⊃ ψq ∈ Λ
We remind that C2 is the smallest regular modal logic. Moreover, E2
and D2 are the smallest regular logics which contain (T) and (D), respec-
tively (see, e.g., [6, 7, 14, 15]). Lemmon’s logic E3 is the smallest logic
which is closed under (RM) and contains (T) and the following stronger
version of (K):
(p ⊃ q) ⊃ (p ⊃ q) (sK)
Of course, the logic E3 is regular, since it contains (K).
We say that a regular logic is properly regular iff it is not normal. Of
course, a regular logic Λ is properly regular iff Λ ∩For = ∅ iff (N) /∈ Λ.
The logics C2, D2, E2, and E3 are properly regular.
As for normal logics, also for any regular logic Λ and any set Φ of
formulas we write Λ⊕Φ to denote the smallest regular logic including the
set Λ ∪ Φ. (Of course, if Λ is normal, i.e., if (N) ∈ Λ, then Λ⊕Φ is
normal.) Also to simplify naming of regular logics, for any formulas (X1),
. . . , (Xk), the smallest regular logic including all of these formulas we denote
by CX1 . . . Xk. We put D2 := CD, E2 := CT = D2 ⊕ (Talt0), and
E3 := CT⊕(sK).
Note that all regular logics having a thesis (N) are closed under the
rule (RN). Hence all regular logics which have theses (5) and either p♦⊤q,
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or (D), or (T) are closed under (RN). So, e.g., we have CT5 = KT5 = S5,
CD5 = KD5, and CD45 = KD45. Thus, to avoid «normalization» of
regular logics one has to use some special formulas. We adopt a convention
from [15, p. 206] and for any formula χ we put χ(1) := pN ⊃ χq. Note that
in all regular logics, any formula of the form pϕ ⊃ ψq is equivalent to
pN ⊃ (ϕ ⊃ ψ)q. Thus, the formulas (T), (D), (sK), and (4) are equivalent
to (T(1)), (D(1)), (sK(1)), and (4(1)), respectively.
We put N1 := pN ⊃ Nq and F := p♦⊥q. The properly regular logic
CF is called Falsum; for any ϕ ∈ For we have p♦ϕq ∈ CF. We have (see
[15, vol. II, Corollary 2.4]):
CN1X
(1)
1 . . . X
(1)
k = CF ∩KX1 . . . Xk .
Thus, e.g., CF ∩ KD45 = CN1D(1)4(1)5(1) = CN1D45(1) = CD45(1),
since N1 is an instance of (4). Similarly, CF∩S4 = CF∩KT4 = CN1T4 =
CT4 and CF∩S5 = CF∩KT5 = CT5(1) =: E5 in Kripke sense [5, p. 209–
210]. Indeed, because pp ⊃ Nq ∈ C2, we have (4) ∈ CT5(1); and so
CF∩S5 = CF∩KT5 = CF∩KT45 = CN1T45(1) = CT45(1) = CT5(1).
Kripke semantics. For the semantical analysis of normal logics we may
use standard normal Kripke frames of the form 〈W,R〉, where W is a non-
empty set of worlds and R is a binary accessibility relation in W . For any
Kripke frame 〈W,R〉 a model is any triple 〈W,R, V 〉, where V is a function
which to any pair built out of a formula and a world assigns a truth-value
with respect to R. More precisely, V : For×W → {0,1} preserves classical
conditions for truth-value operators and for any ϕ ∈ For and x ∈ W we
have:
(nV R ) V (ϕ, x) = 1 iff ∀y∈R[x] V (ϕ, y) = 1,
where for any x ∈W we put R[x] := {y ∈W : xRy}.
For the semantical analysis of properly regular logics we may use regular
Kripke frames of the form 〈W,R,N〉, where W and R are the same as for
normal frames and N is a set of normal worlds. For any Kripke frame
〈W,R,N〉 a model is any quadruple 〈W,R,N, V 〉, where V is a function
from For × W into {0, 1} which preserves classical conditions for truth-
value operators and for any ϕ ∈ For and x ∈W we have:
(rV R ) ]V (ϕ, x) = 1 iff x ∈ N and ∀y∈R[x] V (ϕ, y) = 1.
Of course, regular frames and regular models of the form 〈W,R,W 〉 and
〈W,R,W, V 〉, respectively, i.e. with N = W , are suitable for normal logics
and can be identified with 〈W,R〉 and 〈W,R, V 〉, respectively.
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We say that a model 〈W,R, V 〉 (resp. 〈W,R,N, V 〉) is based on the
frame 〈W,R〉 (resp. 〈W,R,N〉). As usual, we say that a formula is ϕ is
true in a world x of a model 〈W,R, V 〉 (resp. 〈W,R,N, V 〉) iff V (ϕ, x) = 1.
We say that a formula is true in a model iff it is true in all worlds of this
model. Next we say that a formula is true in a frame iff it is true in every
model which is based on this frame. Moreover, for any modal logic Λ and
any class C of frames (resp. models) we say that:
• a given formula is valid in C iff it is true in all members of C ;
• Λ is sound with respect to C iff all members of Λ are valid in C ;
• Λ is complete with respect to C iff all valid formulas in C are members
of Λ;
• Λ is determined by C iff Λ is sound and complete with respect to C .
Let us recall that a binary relation R in W×W (resp. a frame 〈W,R〉, a
model 〈W,R, V 〉) is called, respectively: (i) empty iff R = ∅; (ii) universal
iff R = W ×W ; (iii) reflexive iff ∀x∈W xRx; (iv) serial iff ∀x∈W∃y∈W xRy;
(v) symmetric iff ∀x,y∈W (xRy ⇒ yRx); (vi) transitive iff ∀x,y,z∈W (xRy &
yRz ⇒ xRz); (vii) Euclidean iff ∀x,y,z∈W (xRy & xRz ⇒ yRz); (viii) quasi-
reflexive iff ∀x,y∈W (xRy ⇒ xRx) iff ∀x∈W (xRx or R[x] = ∅). Additionally
we will consider two classes of relation (frames, models): for any n ÿ 0,
(ix)n ∀x∈W CardR[x] þ n; (x)n ∀x∈W (xRx or CardR[x] þ n). Of course,
the condition (ix)0 says that R = ∅ and (x)0 says that R is quasi-reflexive.
Moreover, note that for any binary relation R we have:
(⋆) R is reflexive iff R is serial and quasi-reflexive.
(⋆⋆) R is symmetric and transitive iff R is symmetric and Euclidean iff R
is Euclidean and quasi-reflexive.
For the individual formulas we can assign the respective kinds of frames.
We have the following pairs: (Q) to emptiness; (T) to reflexivity; (B) to
symmetry; (4) to transitivity; (5) to Euclideanness; (D) to seriality; (Talt0)
to quasi-reflexivity; (altn) to (ix)n; and (Taltn) to (x)n, for any n > 0.
The following theorem is standard (cf., e.g., [1, 15, 17]).
Theorem 2.3. 1. The logics K and S5 are determined, respectively, by
the class of all normal Kripke frames and by the class of all universal
normal Kripke frames.
2. Let (X1), . . . , (Xk) be any formulas from among the following ones:
(T), (D), (B), (4), (5), (Q), (Talt0), and for any n > 0, (altn) and
(Taltn). Then the normal logic KX1 . . . Xk is determined by the class
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of all normal Kripke frames which satisfy all conditions for formulas
(X1), . . . , (Xk).
From the Theorem 2.3 and (⋆⋆) we have: KT = KD ⊕ (Talt0), and
KB4 = KB5 = KB45 = K5 ⊕ (Talt0) = K45 ⊕ (Talt0). So S5 :=
KT5 = KD5⊕(Talt0) = KTB4 = KDB5 = KDB4 = KD45⊕(Talt0).
The following theorem also is standard (see, e.g., [5, pp. 214–217] and
[15, pp. 204–206]).
Theorem 2.4. 1. C2 is determined by the class of all regular Kripke
frames.
2. The logic E2 (resp. D2; E3) is determined by the class of all reflexive
(resp. serial; both reflexive and transitive) regular Kripke frames.
3. The logic CF is determined by the single regular Kripke frame 〈{w},
∅,∅〉, where R = ∅ = N .
4. If a normal logic KX1 . . . Xk is determined by a class F of normal
Kripke frames then the properly regular logic CN1X
(1)
1 . . . X
(1)
k (= CF∩
KX1 . . . Xk) is determined by the class of frames obtained by adding to
F the single regular frame 〈{w},∅,∅〉.
2.3. The logics S1, S2, and S3
For a formulation of the logic S1 we use the following abbreviations for
so-called strict implication ‘≺’ and strict equivalence ‘≻≺’, respectively.
Namely, for all formulas ϕ and ψ we put: pϕ ≺ ψq := p(ϕ ⊃ ψ)q and
pϕ ≻≺ ψq := p(ϕ ≺ ψ) ∧ (ψ ≺ ϕ)q. Moreover, we use also the following
formula: (
(p ≺ q) ∧ (q ≺ r)
)
⊃ (p ≺ r) (X)
Following Lemmon [6, pp. 177–178] we say that a modal logic Λ is closed
under substitutability of strict equivalents iff for all ϕ,ψ, χ ∈ For we have:
if pϕ ≻≺ ψq ∈ Λ and χ ∈ Λ, then χ[ϕ/ψ] ∈ Λ (SSE)
where χ[ϕ/ψ] is any formula that results from χ by replacing one or more
occurrences of ϕ, in χ, by ψ. Moreover, we say that a modal logic Λ is
closed under Becker’s rule iff for all ϕ,ψ ∈ For we have:
if pϕ ≺ ψq ∈ Λ then pϕ ≺ ψq ∈ Λ. (RB)
Following Lemmon [6, pp. 177–178] the logics S1, S2, and S3 are the
smallest modal logics that includes the set Taut and, respectively:
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1. S1 is closed under (SSE), and contains the formulas (T), (T), and
(X),
2. S2 is closed under (RB), contains (T), (T), and (K),
3. S3 contains the formulas (T), (T), and (sK).
The logic S1 contains (X), (K), and (K).3 The logic S2 contains (K),
(X), and (X). The logic S3 is closed under (RB) and contains (K), (sK),
and (K). It is known that S1 ( S2 ( S3. For example, the formulas
‘(p ∧ q) ≺ (p ∧q)’, ‘(p ∧q) ≺ (p ∧ q)’ and ‘♦(p ∧ q) ≺ ♦p’ belong
to S2, but they are not members of S1. Moreover, (sK),(sK) /∈ S2.
As Kripke [5] and Lemmon [8] noted, S2 = E2[N] and S3 = E3[N].
Hence, in the light of Theorem 2.1, E2 = S2 ∩ CF and E3 = S3 ∩ CF,
because ‘¬q ∨ N’ belongs to C2 and CF = C2[♦⊥] = E2[♦⊥] = E3[♦⊥]
(see [5, p. 210]). Moreover, for every ϕ ∈ For: ϕ ∈ E2 iff pϕq ∈ S2;
ϕ ∈ E3 iff pϕq ∈ S3 (cf. [5, p. 217]).
In [6] the logic S4 is described as the smallest modal logic which con-
tains (T) and (sK), and is closed under (RN). Of course, S4 contains (K),
(K), and (sK). We have that S3 ( S4. For example (4) /∈ S3.
For logics S2 and S3 we have similar determination theorems as for
E2 and E3, respectively, but in this case truth in regular Kripke models is
decided only in normal worlds (see, e.g., [5, pp. 210–211 and 214–217], and
[13, p. 65]). Semantic investigations of S1 was presented by Chellas and
Segerberg [2].
2.4. Very weak t-normal and t-regular logics
We say that a modal logic is t-regular4 iff it includes the following set:
RTaut := {(ϕ1 ∧ϕ2) ⊃ ψ : p(ϕ1 ∧ ϕ2) ⊃ ψq ∈ Taut}.
So a logic is t-regular iff it contains (K) and includes the following set:
MTaut := {ϕ ⊃ ψ : pϕ ⊃ ψq ∈ Taut}.
By substitution all t-regular logics include the sets RPL := {(ϕ1∧ϕ2) ⊃
ψ : p(ϕ1 ∧ ϕ2) ⊃ ψq ∈ PL} and MPL := {ϕ ⊃ ψ : pϕ ⊃ ψq ∈ PL}.
3For the logic S1 see, e.g., [2, pp. 12–15], [3], and [9, pp. 290–292].
4For details concerning t-regular and t-normal logics (see, e.g., [9, 10, 11]).
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Moreover, by RPL and (K), respectively, all t-regular logics contain (X) and
for any k ÿ 1 we obtain:
if p(ϕ1 ∧ · · · ∧ ϕk) ⊃ ψq ∈ PL, then p(ϕ1 ∧ · · · ∧ϕk) ⊃ ψq ∈ Λ.
We say that a modal logic is t-normal iff it is t-regular and contains
(N). So a logic is t-normal iff it contains (K) and includes the set Taut.
By substitution all t-normal logics include the set PL.
A t-regular logic is properly t-regular iff it is not t-normal. So a t-
regular logic Λ is properly t-regular iff (N) /∈ Λ iff Λ ∩For = ∅. We say
that a t-regular (resp. t-normal) logic Λ is very weak iff every thesis of Λ
is a substitution of some thesis of Λ without iterated modalities. For these
logics all «relevant theses» belong to the set 1For.
The smallest t-regular logic is denoted by C1. Moreover, E1 and D1
are the smallest t-regular logics which contain (T) and (D), respectively, i.e.,
E1 = C1[T] and D1 = C1[D] (see, e.g., [6, 14]). These logics are properly
t-regular.
The smallest t-normal logic is denoted by S0.5◦ (see [14]). Of course,
S0.5◦ = C1[N] and S0.5◦[D] = C1[N, D]. The Lemmon’s [6] logic S0.5 is
the smallest t-normal logic containing (T). Clearly, S0.5 = S0.5◦[T] =
C1[N, T]. In [11] it has been proved that for any ϕ ∈ For: pϕq ∈ S0.5◦ iff
ϕ ∈ PL iff pϕq ∈ S0.5. We have S0.5 ( S1. For example, (T),(X) /∈
S0.5.
Every regular (resp. normal) logic is t-regular (resp. t-normal) and ev-
ery modal logic which includes some t-regular (resp. t-normal) logic is also
t-regular (resp. t-normal). Hence for any formulas (X1), . . . , (Xk), the logic
C1[X1 . . . Xk] (resp. S0.5
◦[X1 . . . Xk]) is t-regular (resp. t-normal). Moreover,
for any logic Λ: Λ is t-regular (resp. t-normal) and is included in S5 iff
C1 ⊆ Λ ⊆ S5 (resp. S0.5◦ ⊆ Λ ⊆ S5). Also note that for any t-regular
(resp. t-normal) logics Λ1 and Λ2, the logic Λ1 ∩ Λ2 is t-regular (resp.
t-normal).
From our definitions we obtain:
Fact 2.5. For any modal logic Λ and any set Φ ⊆ 1For:
1. C1+Φ ⊆ Λ iff 1(C1+Φ) ⊆ 1Λ. So if 1(C1+Φ) ( 1Λ then C1+Φ (
Λ.
2. S0.5◦+Φ ⊆ Λ iff 1(S0.5◦+Φ) ⊆ 1Λ. So if 1(S0.5◦+Φ) ( 1Λ then
S0.5◦+Φ ( Λ.
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Proof: Ad 1. “⇒” Obvious. “⇐” If 1(C1+Φ) ⊆ 1Λ then RTaut ∪ Φ ⊆
1
Λ ⊆ Λ. Hence Λ is t-regular and includes Φ. So C1+Φ ⊆ Λ.
Ad 2. “⇒” Obvious. “⇐” If 1(S0.5◦+Φ) ⊆ 1Λ thenTaut∪{(K), (N)}∪
Φ ⊆ 1Λ ⊆ Λ. Hence Λ is t-normal and includes Φ. So S0.5◦+Φ ⊆ Λ.
Notice that C1 contains the following formulas:
p ≡ ¬♦¬p (df)
(p ⊃ q) ⊃ (♦p ⊃ ♦q) (K⋄)
(p ∧ q) ≡ (p ∧q) (R)
♦(p ∨ q) ≡ (♦p ∨ ♦q) (R⋄)
♦(p ⊃ q) ≡ (p ⊃ ♦q) (R⋄)
(p ∨q) ⊃ (p ∨ q) (M)
Since (R⋄) belongs to C1, so in all t-regular logics the formula (D) may
be replaced by p♦⊤q. Hence D1 = C1[D] = C1[♦⊤] and S0.5◦[D] =
S0.5◦[♦⊤] = C1[N,♦⊤].
By using uniform substitution, (R), and the set RPL, we can prove:
Lemma 2.6 ([9, 10, 11]). In any t-regular logic (Talt0) may be replaced by
any of the following formulas:5
p ⊃ (p ∨q) ♦q ⊃ (p ⊃ p)
(p ⊃ p) ∨⊥ ♦⊤ ⊃ (p ⊃ p) (Tq)
p ⊃ (p ∨⊥) p ⊃ (p ∨¬p) p ⊃ (p ∨¬p ∨⊥)
So E1 = C1[♦⊤, Tq] = C1[D, Tq] = C1[♦⊤, Talt0] = C1[D, Talt0]
and S0.5 = S0.5◦[D, Tq] = S0.5
◦[D, Talt0]. Moreover, by definitions and
Theorem 2.1, we obtain:
Fact 2.7. For any n ÿ 0:
1. C1[Taltn] = E1 ∩C1[altn] = S0.5 ∩C1[altn] and
S0.5◦[Taltn] = S0.5 ∩ S0.5
◦[altn].
2. C1 = D1 ∩C1[altn] = D1 ∩C1[Taltn] and
S0.5◦ = S0.5◦[D] ∩ S0.5◦[altn] = S0.5
◦[D] ∩ S0.5◦[Taltn].
Proof: Ad 1. Since E1 = C1[T] and S0.5 = S0.5◦[T] = C1[N, T], so we
use Theorem 2.1.
5The name ‘Tq’ is an abbreviation for ‘quasi-T’, because (T) and (Tq) are valid,
respectively, in all reflexive and quasi-reflexive Kripke frames.
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Ad 2. By PL and RPL, the formulas ‘¬r ⊃ (r ⊃ q)’ and ‘q ∨
(r ⊃ ♦r)’ belong to C1. Hence, for any n ÿ 0, also p(altn) ∨ (D[p/r])q
and p(Taltn) ∨ (D[p/r])q belong to C1. So we use Theorem 2.1.
Finally, note that since (R⋄) belongs to C1, so we obtain:
Lemma 2.8. For any ϕ ∈ 1For there is ϕN ∈ MCNF such that pϕ ≡
ϕNq ∈ C1 and every conjunct in ϕN has one of the following forms:
1. pα ∨
∨k
i=1 γiq, where k ÿ 0,
2. p♦β ∨
∨k
i=1 γiq, where k ÿ 0,
3. pα ∨ ♦β ∨
∨k
i=1 γiq, where k ÿ 0,
4. p
∨k
i=1 γiq, where k > 0.
2.5. Kripke style semantics for very weak t-normal and t-regular
logics
In [9, 11] for very weak t-normal and t-regular modal logics we used sim-
plified Kripke style semantics, i.e., so-called t-normal models and t-regular
models, respectively. The first ones models we can build on t-normal frames
which are pairs of the form 〈w,A〉, where:
1. w is a «distinguished» world,
2. A is a set of worlds which are alternatives to the world w.
For any t-normal frame 〈w,A〉 we create a t-normal model of the form
〈w,A, V 〉, where:
1. V is a function from For× ({w} ∪A) to {0, 1} such that:
(i) for any world x ∈ A∪{w}, the function V (·, x) is a PL-valuation;
(ii) for the world w and any ϕ ∈ For
(nV w ) V (ϕ,w) = 1 iff ∀x∈A V (ϕ, x) = 1.
For any world from A\{w} and any ϕ ∈ For, the formula pϕq may
have an arbitrary value.
Thus, worlds from A \ {w} are «queer», but the «distinguished» world w
is «normal».
A formula ϕ is true in a t-normal model 〈w,A, V 〉 iff V (ϕ,w) = 1.
Next we say that a formula is true in a t-normal frame iff it is true in every
t-normal model which is based on this frame. Moreover, for any very weak
t-normal logic Λ and any class C of t-normal frames (resp. models) we say
that a given formula is valid in C iff it is true in all members of C .
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We say that a t-normal frame 〈w,A〉 is self-associate (resp. empty, non-
empty) iff w ∈ A (resp. A = ∅, A Ó= ∅). For the individual formulas we
can assign the respective kinds of frames. We have the following pairs:
(Q) to emptiness; (T) to self-associativity; (D) to non-emptiness; (Talt0) to
self-associativity or emptiness; (altn) to CardA þ n; and (Taltn) to the
condition that either w ∈ A or CardA þ n, for any n > 0.
Let F (resp. M) be the class of all t-normal frames (resp. models).
Moreover, let Fsa (resp. Fø, F+) be the class of t-normal frames which are
self-associate (resp. empty, non-empty). Clearly, Fsa ( F+, Fø ∪ F+ = F,
and Fø ∩ F+ = ∅. Furthermore, for any n ÿ 0, let Fþn be the class of all
t-normal frames in which CardA þ n. Of course, Fþ0 = Fø and for any
n ÿ 0 we have Fþn∩F+ = Fþn\Fø and F+∩(Fsa∪Fþn) = Fsa∪(Fþn∩F+).
Finally, let Msa (resp. Mø, M+, Mþn) be the class of t-normal models which
are built on frames from Fsa (resp. Fø, F+, Fþn).
In [9] we proved the following determination theorem:6
Theorem 2.9. The logics S0.5◦, S0.5◦[D], S0.5◦[Talt0], and S0.5 are
determined by the classes F, F+, Fsa ∪ Fø, and Fsa, respectively.
By theorems 2.3 and 2.9 we obtain:
Corollary 2.10. S0.5◦ ∩ Forcl = Taut. So if S0.5
◦ ⊆ Λ ⊆ S5 then
Λ ∩ Forcl = Taut.
Moreover, by methods used in [9, 11], we can get the following gener-
alization of Theorem 2.9:
Theorem 2.11. Let (X1), . . . , (Xk) be any formulas from among the follow-
ing ones: (T), (D), (Q), (Talt0), and for any n > 0, (altn) and (Taltn).
Then the t-normal logic S0.5◦[X1 . . . Xk] is determined by the class of all
t-normal frames which satisfy all conditions for formulas (X1), . . . , (Xk).
Corollary 2.12. For any n ÿ 0: the logics S0.5◦[altn], S0.5
◦[Taltn],
and S0.5◦[D, Taltn] are determined by the classes F
þn, Fsa ∪ Fþn, and
Fsa ∪ (Fþn ∩ F+), respectively.
So we also obtain S0.5 = S0.5◦[D, Talt0], because F
sa = Fsa ∪ (Fþ0 ∩
F+).
Corollary 2.13. For all n > 0 and i ∈ {1, . . . , n}:
S0.5◦[Taltn] = S0.5
◦[Taltn−i] ∩ S0.5
◦[D, Taltn].
6For the logic S0.5 see also [4, Exercise 11.8].
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Proof: For all n > 0 and i ∈ {1, . . . , n}: ϕ ∈ S0.5◦[Taltn−i] ∩ S0.5
◦[D,
Taltn] iff ϕ is true in all t-normal models 〈w,A, V 〉 in which either w ∈ A,
or CardA þ n − i, or 0 < CardA þ n iff ϕ is true in all t-normal models
〈w,A, V 〉 in which w ∈ A or CardA þ n iff ϕ ∈ S0.5◦[Taltn].
In the case of very weak t-regular logics we broaden the class of t-
normal models by the class of queer models of the form 〈w, V 〉 with only
one non-normal world w and a valuation V : For × {w} → {0,1} which
satisfies classical conditions for truth-value operators and such that
(ii′) for the world w and any ϕ ∈ For
(rV w ) V (ϕ,w) = 0.
As for t-models, a formula ϕ is true in a queer model 〈w, V 〉 iff V (ϕ,w) = 1.
Let qM be the class of all queer models. In [9] we proved the following
determination theorem:
Theorem 2.14. The logics C1, D1, C1[Talt0], and E1 are determined by
the classes M∪qM, M+∪qM, Msa∪Mø∪qM, and Msa∪qM, respectively.
By theorems 2.3 and 2.14 we obtain:
Corollary 2.15. C1 ∩ Forcl = Taut, so if C1 ⊆ Λ ⊆ S5, then Λ ∩
Forcl = Taut.
By methods used in [9, 11], we can get the following generalization of
Theorem 2.14:
Theorem 2.16. Let (X1), . . . , (Xk) be any formulas from among the fol-
lowing ones: (T), (D), (Q), (Talt0), and for any n > 0, (altn) and (Taltn).
Then the t-regular logic C1[X1 . . . Xk] is determined by the class of models
obtained by adding the class qM to the class of all t-normal models which
determined the logic S0.5◦[X1 . . . Xk].
Corollary 2.17. For any n ÿ 0: the logics C1[altn], C1[Taltn], and
C1[D, Taltn] are determined by the classes M
þn ∪ qM, Msa ∪Mþn ∪ qM,
and Msa ∪ (Mþn ∩M+) ∪ qM, respectively.
So we also obtain E1 = C1[D, Talt0], because M
sa = Msa∪(Mþ0∩M+).
Similarly as Corollary 2.13 we obtain:
Corollary 2.18. For all n > 0 and i ∈ {1, . . . , n− 1}:
C1[Taltn] = C1[Taltn−i] ∩C1[D, Taltn].
Regarding t-regular logics, the following facts are interesting (see also
Fact 2.5):
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Fact 2.19. For any t-regular logic Λ:
1. (N) ∈ Λ iff S0.5◦ ⊆ Λ iff 1S0.5◦ ⊆ 1Λ.
2. If (N) ∈ Λ then 1Λ * E1.
Moreover, if Λ is included in S5, then:
3. If 1Λ * E1 then (N) ∈ Λ.
4. Either S0.5◦ ⊆ Λ or 1Λ ⊆ E1, but not both.
Proof: Ad 1. First, we have: (N) ∈ Λ iff S0.5◦ ⊆ Λ. Second, we use
Fact 2.5.
Ad 2. Because (N) /∈ E1.
Ad 3. Suppose that 1Λ * E1 and Λ ⊆ S5. Then there is ϕ ∈ 1Λ
such that ϕ /∈ E1. Hence, by Theorem 2.14, ϕ is false in some model
from Msa ∪ qM. But, by Theorem 2.9, ϕ is true in all models from Msa,
since ϕ ∈ 1Λ, 1Λ ⊆ 1S5 = 1S0.5. Therefore ϕ is false in some queer
model from qM of the form Mϕ = 〈wϕ, V ϕ〉 with only one (non-normal)
world wϕ and a valuation V ϕ : For× {wϕ} → {0,1} satisfying conditions
for truth-value operators and such that V ϕ(♦ϕ,wϕ) = 1, for any ϕ ∈ For.
In MCNF (see p. 115) there is a formula ϕN := p
∧c
i=1 κ
ϕ
i q such that
pϕN ≡ ϕq ∈ C1 and every conjunct of ϕN belongs to 1Λ and has one of
the forms (1)–(4) given in Lemma 2.8. Since ϕN ∈ 1Λ and Mϕ 2 ϕN,
so there is κ∗ ∈ {κ
ϕ
1 , . . . , κ
ϕ
c } such that κ∗ ∈
1
Λ and Mϕ 2 κ∗. So we
obtain that κ∗ has the form pα ∨
∨k
i=1 γiq with k ÿ 0, or p
∨k
i=1 γiq
with k > 0. So, by Lemma 2.2(1,4), either α ∈ Taut or there is an
i ∈ {1, . . . , k} such that γi ∈ Taut. But α /∈ Taut, since M
ϕ
2 κ∗.
Therefore for some j ∈ {1, . . . , k} we have γj ∈ Taut. Moreover, α /∈ Λ.
So κ∗ has the form pα ∨
∨k
i=1 γiq or p
∨k
i=1 γiq with k > 0 in both
cases. In the first case there is a uniform substitution s such that ps(α) ≡
¬αq ∈ Taut. Since p¬α ∨
∨k
i=1 s(γi)q ∈ Λ, so in the first case also
κ′∗ := p
∨k
i=1 γi ∨
∨k
i=1 s(γi)q ∈ Λ. Note that pχ ⊃ Nq ∈ Λ, for any
χ ∈ For. So in the first (resp. second) case we have pκ′∗ ⊃ Nq ∈ Λ (resp.
pκ∗ ⊃ Nq ∈ Λ). Hence in the both cases, (N) ∈ Λ.
Ad 4. First, by items 1 and 3. Second, since 1S0.5◦ * E1.
By definitions and the above facts we obtain the following corollaries:
Corollary 2.20. 1. (T) /∈ C1[D, Talt1] ( S0.5
◦[D, Talt1].
2. (D), (T) /∈ C1[Talt0] ( S0.5
◦[Talt0].
3. For any n ÿ 0: (Taltn) /∈ C1[D, Taltn+1] ( S0.5
◦[D, Taltn+1].
4. For any n ÿ 0: (Taltn) /∈ C1 ( S0.5
◦.
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Corollary 2.21. For any n ÿ 0:
1. C1 ( C1[Taltn+1] ( C1[Taltn] ( E1.
2. S0.5◦ ( S0.5◦[Taltn+1] ( S0.5
◦[Taltn] ( S0.5.
Moreover, by the above corollaries and Fact 2.7, we have (see Figure 1):
Corollary 2.22. For any n ÿ 0:
1. C1[Taltn] ( C1[D, Taltn] and
1C1[Taltn] (
1C1[D, Taltn].
2. S0.5◦[Taltn] ( S0.5
◦[D, Taltn] and
1S0.5◦[Taltn] (
1S0.5◦[D, Taltn].
3. 1C1 ( 1C1[Taltn+1] (
1C1[Taltn] (
1E1.
4. 1S0.5◦ ( 1S0.5◦[Taltn+1] (
1S0.5◦[Taltn] (
1S0.5.
5. C1 ( D1 ( C1[D, Taltn+1] ( C1[D, Taltn] and
1C1 ( 1S0.5◦[D] ( 1C1[D, Taltn+1] (
1C1[D, Taltn].
6. S0.5◦ ( S0.5◦[D] ( S0.5◦[D, Taltn+1] ( S0.5
◦[D, Taltn] and
1S0.5◦ ( 1S0.5◦[D] ( 1S0.5◦[D, Taltn+1] (
1S0.5◦[D, Taltn].
7. 1D1 * C1[Talt0] and
1C1[Talt0] * C1[D,Talt1].
8. 1S0.5◦[D] * S0.5◦[Talt0] and
1S0.5◦[Talt0] * S0.5
◦[D,Talt1].
9. 1C1[Taltn] * C1[D, Taltn+1] and
1S0.5◦[Taltn] * S0.5
◦[D, Taltn+1].
10. 1C1 = 1D1 ∩ 1C1[Taltn] and
1S0.5◦ = 1S0.5◦[D] ∩ 1S0.5◦[Taltn].
3. Pollack’s results and their extension
In [12] Pollack analyzed a certain set B which he called the theory of “Basic
Modal Logic”. Pollack defined B as the set of all formulas from 1For which
are S5-valid, i.e., B := 1S5. Pollack proved:
Theorem 3.1 ([12, Th. 3]). B is the smallest subset of 1For such that:
1. it includes the set 1PL,
2. it includes the set Taut,
3. it is closed under the rule of detachment for material implication,
4. it contains all formulas from 1For which are instances of the formulas
(K) and (T).
Theorem 3.2 ([12, Th. 4]). B = 1S1 = 1S2 = 1S3 = 1S4 = 1T.
Theorem 3.3 ([12, Th. 6]). For any logic Λ: if S5 ( Λ, then B ( 1Λ.
But Pollack did not notice that also:
Theorem 3.4. 1. B = 1S0.5.
2. For any modal logic Λ included in S5: B=1Λ iff B⊆1Λ iff S0.5⊆Λ.
Thus, the theory B is assigned to all modal logics between S0.5 and S5.
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C1
C1[Taltn]
C1[Talt2]
C1[Talt1]
C1[Talt0]
C1[D]
C1[D, Taltn]
C1[D, Talt2]
C1[D, Talt1]
E1
S0.5◦
S0.5◦[Taltn]
S0.5◦[Talt2]
S0.5◦[Talt1]
S0.5◦[Talt0]
S0.5
S0.5◦[D, Talt1]
S0.5◦[D, Talt2]
S0.5◦[D, Taltn]
S0.5◦[D]
Fig. 1. The lattice of selected very weak t-regular and very weak t-normal
logics
Proof: Ad 1. By definition of S0.5 and Theorem 3.1, we have B ⊆ S0.5 ⊆
S5. So B ⊆ 1S0.5 ⊆ 1S5 = B.
Ad 2. Suppose that Λ ⊆ S5. Then 1Λ ⊆ 1S5 = B. So: B ⊆ 1Λ iff
1
Λ = B. Moreover, if B ⊆ 1Λ, then Taut ∪ {K, T} ⊆ Λ, by Theorem 3.1.
So S0.5 ⊆ Λ. Finally, if S0.5 ⊆ Λ, then B = 1S0.5 ⊆ 1Λ ⊆ 1S5 = B.
Note that, by Theorem 3.4, we can apply Lemma 2.2 also for the
logic S0.5.
In the present paper we generalize Pollack’s result in a few ways. First,
we show that there are countably many basic theories («Pollack style the-
ories of basic modal logics») which we can assign to modal logics between
C1 and S5. Moreover, we show that these theories are linked with cer-
tain t-regular and t-normal modal logics (see Theorem 4.1 and figures 1
and 2). Second, we will describe relations that hold between basic theories
(see Theorem 4.2). Third, for every logic between C1 and S5 we assign a
basic theory which corresponds to it (see theorems 6.1 and 6.2 in Part 2).
Fourth, we will indicate a relationship between some normal logics and
basic theories (see Figure 3 in Part 2).
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rB
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rB
2
rB
1
rB
0
rB
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D
rB
n
D
rB
2
D
rB
1
D
rB
0
D
nB
∞
nB
n
nB
2
nB
1
nB
0
nB
∞
D
nB
n
D
nB
2
D
nB
1
D
nB
0
D
Fig. 2. The lattice of all “basic theories” (corresponding to logics from
Figure 1)
4. “Basic theories” for modal logics between C1 and S5
For all modal logics between C1 and S5 we will describe certain basic
theories. Each of them will be the smallest subset of the set 1For that
fulfil some specific conditions. Thus, we will build two groups of «basic
theories». The first one will be connected with t-normal logics and normal
logics. The second one will be connected with properly t-regular logics and
properly regular logics.
The first group consists of the following “normal basic theories” sat-
isfying conditions (1)–(3), and some modification of condition (4) from
Theorem 3.1. First, for any n ÿ 0 we can build the following two kinds of
such theories:
1. for nBnD : in (4) instead of (T) we will use both (D) and (Taltn)
2. for nBn: in (4) instead of (T) we will use (Taltn).
Note that we have nB1D = B, since S0.5 = S0.5
◦[D, Talt0]. Second we build
the following two “normal basic theories”:
1. for nB∞D : in (4) instead of (T) we will use (D);
2. for nB∞: in (4) we reject the formula (T).
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Remark 4.1. In [12] Pollack used the identity ‘B := 1S5’ as the definition
of the set B and received Theorem 3.1. In the present paper, we use ap-
propriate versions of the formulation given in Theorem 3.1 as definitions of
theories nB∞, nB∞D , nB
n, and nBnD (for n ÿ 0). However, we will show that
in essence there is no difference between both ways of defining of these
sets, because the following equalities hold: nB∞ = 1S0.5◦ = 1K45 =
1KB, nB∞D =
1S0.5◦[D] = 1KD45 = 1KDB, and for any n ÿ 0 both
nB
n = 1S0.5◦[Taltn] =
1K45 ⊕ (Taltn) and nB
n
D =
1S0.5◦[D, Taltn] =
1KD45⊕ (Taltn) (see Theorem 4.1). Moreover, nB
1
D =
1S0.5◦[D, Talt0] =
1S0.5 = 1KD45⊕ (Talt0) =
1S5 =: B.
The second group consists of the following “regular basic theories” sat-
isfying conditions (1) and (3), and some modification of the conditions (2)
and (4). Generally, in (2) instead of the set Taut we use the set MTaut.
Moreover, first, for any n ÿ 0, we can build the following two kinds of such
theories:
1. for rBnD : in (4) instead of (T) we will use both (D) and (Taltn);
2. for rBn: in (4) instead of (T) we will use (Taltn).
Second we build the following two “regular basic theories”:
1. for rB∞D : in (4) instead of (T) we will use (D);
2. for rB∞: in (4) we reject the formula (T).
In the light of the definitions of “basic theories”, the definitions of
appropriate logics, and Theorem 3.4 we obtain:
Theorem 4.1. For any n ÿ 0:
1. nBn = 1S0.5◦[Taltn] and nB
n
D =
1S0.5◦[D, Taltn]. So nB
1
D = B =
1S0.5.
2. rBn = 1C1[Taltn] and rB
n
D =
1C1[D, Taltn].
3. nB∞ = 1S0.5◦ and nB∞D =
1S0.5◦[D].
4. rB∞ = 1C1 and rB∞D =
1C1[D] = 1D1.
In the light of the above theorem and Corollary 2.22 we obtain the
following theorem, which expresses dependencies between basic theories
(see figures 1 and 2).
Theorem 4.2. For both cases x = n and x = r for any n ÿ 0 we have:
1. xB∞ ( xB∞D and xB
n
( xB
n
D .
2. xB∞D ( xB
n+1
D ( xB
n
D ⊆ B.
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3. xB∞ ( xBn+1 ( xBn ( B.
4. xB∞D * xB
0 and xBn * xBn+1D .
5. xB∞ = xB∞D ∩ xB
n.
6. For any k ∈ {0, . . . , n}: xBn = xBnD ∩ xB
n−k.
Moreover, rB∞ ( nB∞, rB∞D ( nB
∞
D , rB
n
( nB
n, and rBnD ( nB
n
D .
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