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PRE-CALABI-YAU STRUCTURES AND MODULI OF REPRESENTATIONS
WAI-KIT YEUNG
Abstract. We give a new characterization of pre-Calabi-Yau structures in the sense of [35] and establish
some relations with other concepts. We start by developing some noncommutative calculus for DG
categories. In particular we give a new construction of periodic and negative cyclic homology, and we
construct a natural extension of the necklace Lie algebra [8]. This latter extension still has the structure
of a DG Lie algebra, which allows one to define a pre-Calabi-Yau structure as a Maurer-Cartan element
on a certain filtration piece in its completion. This is equivalent and in a sense Koszul dual to the
original definition of [35], which we also show to be derived Morita invariant. We show that a double
Poisson structure [55] is equivalent to a pre-Calabi-Yau structure concentrated in certain components.
We also adapt the arguments in [42] to show that a (left) n-Calabi-Yau structure [23, 35, 6] is equivalent
to a non-degenerate n-pre-Calabi-Yau structure. Finally, using the Van den Bergh functor [56], we give a
constructive proof which shows that for homotopically finitely presented DG categories concentrated in
non-negative (homological) degrees, any (left) n-Calabi-Yau structure induces a (2−n)-shifted symplectic
structure [41] on its derived moduli stack of representations; while any n-pre-Calabi-Yau structure
induces a (2− n)-shifted Poisson structure [15, 42] on this derived moduli stack.
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1. Introduction
In an attempt to understand some algebraic structures arising in the study of knot contact homology
[19, 9, 10], the author set out in [58] to study a relative version of deformed Calabi-Yau completions
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[33], and to prove that these deformed (relative) Calabi-Yau completions always have canonical (relative)
Calabi-Yau structures. While the construction of this Calabi-Yau structure as presented in the first version
of [58] was somewhat ad hoc, a closer inspection led the author to believe that it is a noncommutative
analogue of the canonical symplectic form on the cotangent bundle of a smooth variety. This viewpoint,
to which we will turn in a moment, is the starting point of the present paper.
To describe this analogy, we start by recalling some basic concepts from noncommutative algebra.
Thus, take a differential graded (DG) algebra A and consider DG bimodules over it. For any such
bimodule M , there is an obvious notion of (graded) derivation D : A → M . Like in the commutative
case, there is a universal such derivation, which we denote as D : A → Ω1(A). Suppose that A is semi-
free, meaning that as a graded algebra, it is isomorphic to a free associative algebra k〈a1, . . . , an〉, then
one can use the Leibniz rule to rewrite any element Df , where f ∈ A, as sums of elements of the form
g1 ·Dai · g2, where gi ∈ A. In fact, this rewriting is unique, so that we have
(1.1) Ω1(A) =
n⊕
i=1
A ·Dai ·A
Another feature of this bimodule Ω1(A) of noncommutative Kahler differential is that it fits into a short
exact sequence of bimodules
0 → Ω1(A) α−→ A⊗A µ−→ A → 0
where the second map m is the multiplication map, and the first map α is given by α(Df) = f⊗1−1⊗f .
This allows us to define a DG bimodule Res(A), called the Cuntz-Quillen bimodule resolution of A, as
the cone
(1.2) Res(A) := cone [ Ω1(A)
α−→ A⊗A ]
so that Res(A) is always quasi-isomorphic to A as a bimodule. Moreover, if A is semi-free, then (1.1)
shows that Res(A) is a semi-free resolution of A as a bimodule.
This last fact turns out to be very useful. Thus, we will always assume that A is semi-free1 so that the
Cuntz-Quillen resolution Res(A) is always a semi-free resolution of A as a bimodule. In general, if A is
not semi-free, then one can find a DG algebra Q that is semi-free and is quasi-isomorphic to A. A good
example to keep in mind is the algebra A = k[x, y], which is resolved by the DG algebra Q = k〈x, y, t〉,
where d(t) = xy− yx. One can then perform various constructions on Q instead of A, and show that the
result is independent of the choice of such resolution Q. We will skip such formal arguments and simply
assume that A is semi-free in this introduction.
Recall that modules over commutative rings can be regarded as quasi-coherent sheaves on the corre-
sponding affine schemes, so that the commutative algebra of such modules reflect the geometry of such
schemes. It is then natural to replace modules over commutative rings by bimodules over associative
algebras (or more generally DG algebras), and study the algebra of such bimodules in light of certain
analogies with the commutative case.
A first instance of this analogy is provided by the bimodule Ω1(A) of noncommutative Ka¨hler differen-
tials. In the literature (see, e.g., [24, 17, 55, 56]), this bimodule is widely regarded as the noncommutative
analogue of the sheaf of Kahler differentials on schemes. From this analogy, noncommutative analogues
of p-forms, de Rham differentials, symplectic varieties, etc., were developed.
The spirit of the present paper is very close to these works, except that we take the following viewpoint:
(1.3)
The bimodule Res(A)[−1], instead of Ω1(A), should be taken as the noncommutative ana-
logue of the sheaf of differentials Ω1com(X) on a scheme X.
The reasons for this viewpoint will be explained later. For now, let us explore what this assertion implies.
One can first consider a noncommutative analogue of differential p-forms. In the commutative case,
one can regard this as the weight p part of the sheaf of graded algebra SymOX ( Ω
1(X)[1] ), where the
symmetric algebra here is to be understood in terms of the Koszul sign rule. In the noncommutative
1In fact, we need to assume that A is cellular in the sense of Definition 2.8 below. But for the purpose of the introduction,
we may assume that A is concentrated in non-negative homological degree, so that the two notions coincide.
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case, according to the principle (1.3) it is then very natural to consider the tensor algebra TA(Res(A)),
and regard its weight p part as the noncommutative analogue of the sheaf of p-forms.
Now consider the de Rham complex. In the commutative case, we recall that the de Rham differentials
are not maps of quasi-coherent sheaves: they are not OX -linear. Thus, from a module-theoretic point
of view, one may think of them to exist only at the level of global sections Γ(X,Ωpcom(X)). In the
noncommutative case, one therefore needs an analogue of the operation of taking global sections. For
reasons to be explained later, we declare that the role of global sections is played by the naturalization
M\ = M ⊗Ae A of a DG bimodule M , defined as the quotient of M by the chain subcomplex spanned by
elements of the form ax− (−1)|a||x|xa for a ∈ A and x ∈M . Thus we declare
(1.4)
The naturalization procedureM 7→M\ of a DG bimoduleM is the noncommutative analogue
of the procedure F 7→ Γ(X;F) of taking global sections.
Now, in the commutative case, a differential form can be viewed as a global function on the (shifted)
tangent bundle, defined as the relative Spec of the sheaf of (super) commutative algebra SymOX ( Ω
1(X)[1] ).
In the noncommutative case, according to principle (1.4) one can therefore consider the naturalization of
the tensor algebra TA(Res(A)), and define Υ
(n)(A) to be the weight n piece of this naturalization. i.e.,
we take
(1.5) (TA(Res(A)) )cyc =
⊕
n≥0
Υ(n)(A)
where we have denoted by (−)cyc the naturalization with respect to the DG algebra TA(Res(A)), to
distinguish from the naturalization (−)\ with respect to A.
It turns out that there is a de Rham differential between these “noncommutative n-forms” Υ(n)(A).
However, unlike the usual case for smooth varieties, the “n-forms” Υ(n)(A) in the present case is not just
a vector space: it forms a chain complex by itself. Thus, in this noncommutative case, the “de Rham
complex” is not just a chain complex, but what we call an N-graded mixed complex, meaning that there
is a sequence (Υ(n)(A), d) of chain complexes, for n = 0, 1, 2, . . ., together with maps
(1.6) Υ(0)(A)
B(0)−−−→ Υ(1)(A) B
(1)
−−−→ Υ(2)(A) B
(2)
−−−→ . . .
of degree +1 satisfying Bd+ dB = 0 and B2 = 0. In fact, the formula for the “de Rham differential” B
in this noncommutative case is very similar to the one in the commutative case: one simply sticks in the
symbol D according to the Leibniz rule, and take D(Df) = 0. The N-graded mixed complex (1.6) also
appeared in [25], albeit from a somewhat different viewpoint.
N-graded mixed complexes arise in other contexts as well, perhaps the most well-known of which comes
from the theory of (negative) cyclic homology [38], where there is a (N-graded) mixed complex constructed
out of the Hochschild complex C(A) and the Connes differential B. Another important source of example
comes from the theory of derived stacks. We will not assume any prior knowledge of derived algebraic
geometry from readers. Instead, we will only mention that, on a derived stack X, the “correct” notion
of the sheaf of differential 1-forms is the cotangent complex LX . Its (derived) global sections, as well as
those of the p-forms SympOX (LX [1]), will not be vector spaces, but will be chain complexes. Thus, the
algebraic de Rham complex of a derived stacks (see [41]) is naturally an N-graded mixed complex
(1.7) A 0(X)
D−→ A 1(X)[1] D−→ A 2(X)[2] D−→ . . .
consisting of the chain complexes A p(X) of global p-forms2 on X, together with a de Rham differential
D between them.
Out of the data of an N-graded mixed complex, one can associate a total complex, together with
its associated “Hodge filtrations” (see Definition 2.48 below). These notions turn out to have special
geometric significance in the case of the mixed complex (1.7). For example, the p-th Hodge filtration
2In [41], the chain complex of global p-forms are denoted as DR(X/k)(p), while the notation Ap(X,n) refers to the
topological space associated to an (n− p)-shift of the chain complex DR(X/k)(p). i.e., Ap(X,n) = |DR(X/k)(p)[n− p]|.
We have chosen to follow the notation of [52] instead in order to reserve the notation DR for the noncommutative de Rham
complex.
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piece F pA 0,cl(X) of the total complex associated to (1.7) was interpreted as de Rham-closed3 p-forms
on derived stacks. More precisely, one may view any cycle of the chain complex F pA 0,cl(X) as a de
Rham-closed form. However, unlike in the case of smooth varieties, the chain complex F pA 0,cl(X) is not
concentrated in cohomological degree p, so that such a cycle may have degree different from p. This gives
rise to various shifted structures in derived algebraic geometry, which are structures involving cycles that
live in (co)homological degrees different from their classical counterparts.
If we apply these same construction to the mixed complex (1.6) instead, then the total complex, which
we denote as Υ0,cl(A), in fact computes the (reduced) periodic cyclic homology of A, while each of its
Hodge filtration piece F pΥ0,cl(A) computes the negative cyclic homology of A:
Theorem 1.8 (= Theorem 2.53 and 2.59). Suppose A is cofibrant. Then for each p ≥ 1, there is a
zig-zag of quasi-isomorphism relating F pΥ0,cl(A) and the shifted negative cyclic complex CC−(A)[−2p].
Moreover, if we take the reduced version Υ0,cl(A) := cone[Υ0,cl(k)→ Υ0,cl(A)], then there is a zig-zag
of quasi-isomorphisms relating Υ0,cl(A) and the reduced periodic cyclic complex CCper(A).
The N-graded mixed complex (1.6) was also used in [26] to give alternative constructions of cyclic
homology and variations. Our construction is rather different from that in loc.cit.. Indeed, by assuming
that A is cofibrant, one does not need to make any modification to the complex (1.6) (besides a completion
with respect to the Hodge filtration) in order to obtain negative and periodic cyclic homology.
In view of the analogy between (1.6) and (1.7) discussed above, the chain complex F pΥ0,cl(A) may be
viewed as a noncommutative analogue of the complex F pA 0,cl(X) of de Rham-closed forms. Therefore,
by Theorem 1.8, it is natural to view the negative cyclic homology classes [ω] ∈ H•(F pΥ0,cl(A) ) ∼=
HC−•+2p(A) as a noncommutative analogue of de Rham-closed p-forms. That is to say, the same class
[ω] ∈ HC−• (A) could be thought to represent a noncommutative closed p-form, for each p ≥ 1.
By pushing these analogies, we in fact have all the ingredients to consider the noncommutative analogue
of a symplectic variety. Recall that a symplectic structure on a smooth variety is a de Rham-closed 2-form
ω that induces an isomorphism ω# : Ω1com(X)
∨ ∼→ Ω1com(X) of sheaves. Our above analogy suggests us to
consider negative cyclic homology classes as the noncommutative analogue of a de Rham-closed 2-form.
One can show that any such class [ω] ∈ HC−n (A) determines a map ω# : Res(A)∨[n] → Res(A) of
bimodules, where the dual M∨ of a (DG) bimodule M is defined to be the complex
M∨ := HomAe(M,A⊗A)
of A-bilinear map to A⊗ A with respect to the inner bimodule structure, which then inherits the outer
bimodule structure.
In view of the principle (1.3) again, the noncommutative analogue of the non-degeneracy condition
of a symplectic form then translates to this map ω# being a quasi-isomorphism. As the experts will
have noticed, this structure is precisely the definition of an n-Calabi-Yau structure [23, 35, 6] on a DG
algebra (see Definition 2.60 below), so that a DG algebra model A of the bounded derived category of
coherent sheaves on a smooth variety X has an n-Calabi-Yau structure if and only if the variety X is an
n-dimensional Calabi-Yau variety.
This basic concept of symplectic structure shows that our naive approach of proceeding by formal anal-
ogy seems rather promising. This point is even more cogent if we consider the noncommutative analogue
of the most basic class of symplectic varieties in the classical case: the cotangent bundles of smooth vari-
eties. By definition, these are the relative Spec of the sheaf SymOX (Ω
1
com(X)
∨) of commutative algebras.
By our principle (1.3) again, its noncommutative analogue should be the tensor algebra
Πn(A) := TA(Res(A)
∨[n− 1])
where we have included a rather harmless shift. This is what Keller called the n-Calabi-Yau completion
of A in [33]. For example, for A = k[x], one can directly check that Π2(A) = k〈x, y, t〉 with d(t) = xy−yx,
3We remark that for derived stacks de Rham-closedness is not a property on a differential form, but an extra structure.
Thus, for each de Rham-closed p-form, there is an underlying p-form, which in general do not determine the de Rham-closed
p-form that one starts with.
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which is quasi-isomorphic to the algebra k[x, y]. In fact, such Calabi-Yau completions come with natural
deformations, so that the deformed 2-Calabi-Yau completion of the path algebra of a quiver is a DG
algebra whose 0-th homology is the deformed preprojective algebra [14] of the quiver; while the deformed
3-Calabi-Yau completion of a quiver algebra (with potential) is the Ginzburg DG algebra [23], whose 0-th
homology is the Jacobian (or superpotential) algebra. Both of these examples have interesting relations
with representation theory and symplectic geometry (see, e.g., [23, 11, 27, 2, 45]).
As its name implies, n-Calabi-Yau completions come with natural n-Calabi-Yau structures. As we
alluded in the beginning of this introduction, the construction of this structure in fact exhibits a high
degree of parallelism with the construction of the canonical symplectic structure on the cotangent bundle
of a smooth variety. Thus if A is semi-free of the form A = k〈x1, . . . , xn〉, then Π := Πn(A) is also semi-
free, of the form Π = k〈x1, . . . , xn, y1, . . . , yn, c〉. It has a canonical “noncommutative Liouville 1-form”
λ ∈ Υ(1)(Π). Neglecting shifts, one may write it as λ = (∑ni=1 yi ·Dxi) + c · E, which is rather similar
in form to the classical Liouville 1-form. Then one may apply the map B(1) in (1.6) to this element λ
to obtain a “noncommutative 2-form” ω ∈ Υ(2)(Π). As we mentioned earlier, this is obtained simply by
sticking the symbol D in front of the letters, so that we have ω = (
∑n
i=1Dyi ⊗Dxi) + Dc ⊗ E, which
directly implies its non-degeneracy. In fact, ω induces an isomorphism
(1.9) ω# : Res(Π)∨[n]
∼=−→ Res(Π)
so that ω does indeed define an n-Calabi-Yau structure.
We refer the reader to Section 2.3 for the precise meaning of the terms arising in the above construc-
tion, whose essential simplicity should already be apparent from our na¨ıve computation. Let us remark
that, while it follows easily from our present development that ω is closed with respect to the intrinsic
differential, this last fact was discovered by long-winded calculations in the work leading up to [58], and
involves some miraculous cancellation of terms. It is the attempt to understand this phenomenon that
led the author to construct the maps (1.6), which, in turn, was the starting point of the present paper.
At this point, the reader may reasonably question the principles (1.3) and (1.4) from which we build
our theory. We shall explain the reasons for both principles by considering the moduli spaces of repre-
sentations of the (DG) algebra A. However, before proceeding, let us mention that all our constructions
so far, as well as those that will follow, make sense when we replace associative algebras by k-categories
(also called k-linear categories), and DG algebras by DG categories. The necessary modifications are
spelled out in Section 2.1. To readers more interested in concrete examples than abstract theories, let us
assure that the examples we have in mind are rather classical and simple. Thus, for instance, a typical
example of a k-category that we will consider is of the form
(1.10) A = k
〈
x y
f
h
g
〉/(
gf = h2
)
where objects of A are the vertices {x, y} in the displayed quiver, and morphisms of A are sums of
monomials of composable arrows, modulo the ideal generated – in the obvious sense – by the displayed
relation gf − h2. In a similar vein, a typical example of a DG category that we will consider is of the
form
(1.11) A = k
〈
x y
f
h
t
g
〉
, d(t) = gf − h2
where we have endowed the arrow t with homological degree 1, whose differential is given by d(t) = gf−h2.
Thus, in particular, we have H0(A) = A. Working in this generality of DG categories allows one to
describe common structures arising in quiver examples such as (1.10) and (1.11) on the one hand, and
examples from algebraic and symplectic geometry on the other hand.
Let’s say we want to study the space of representations of the k-linear category (1.10). The standard
way to proceed is to choose a dimension vector ~n : O → N, where O is the object set of A and consider
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representations of A, i.e., k-linear functors T : A → Vect(k), such that T (x) = k~n(x) for each object
x ∈ O. This amounts to assigning a linear map T (f) : k~n(x) → k~n(y) for each arrow f ∈ Q from x to y,
so that the relation gf = h2 is satisfied in this assignment. Now, giving the linear maps T (f) amounts
to giving a matrix
(
fij
) ∈ M~n(y)×~n(x)(k). The relations gf = h2 is then imposed on the matrices (fij)
by interpreting each monomial in the expression as a matrix multiplication.
In other words, specifying a representation of A is equivalent to giving
(
fij
) ∈ M~n(y)×~n(x)(k), (gij) ∈
M~n(x)×~n(y)(k),
(
hij
) ∈M~n(x)×~n(x)(k), so that the equation∑1≤j≤~n(y) gijfjk = ∑1≤j′≤~n(x) hij′hj′k holds.
Therefore, the space of all such representations is the affine scheme
(1.12) Rep(A,~n) = Spec
 k[ fij , gi′j′ , hi′′j′′ ]/( ∑
1≤j≤~n(y)
gijfjk −
∑
1≤j′≤~n(x)
hij′hj′k
)
The same procedure generalizes to any presentation A = k〈Q〉/I by a quiver Q with relations I, so that
the space of representation Rep(A,~n) is an affine scheme whose ring of functions is naturally identified
with the commutative algebra A~n obtained by formally inserting the subscript (−)ij on every generator
and relation of A.
The representation scheme (1.12) allows us to construct the moduli space of finite dimensional rep-
resentations of A. One simply consider the group GL(~n) :=
∏
x∈O GL(~n(x)), acting on the repre-
sentation scheme Rep(A,~n) by simultaneously conjugating each matrix generator of A~n. For exam-
ple, consider the case (1.12), the group GL(~n) is simply GL(~n(x)) × GL(~n(y)), so that an element
(gx, gy) ∈ GL(~n(x))×GL(~n(y)) acts on Rep(A,~n) by
(1.13)
( (
fij
)
,
(
gij
)
,
(
hij
) ) 7→ ( gy(fij)g−1x , gx(gij)g−1y , gx(hij)g−1x )
It is clear that two representations of A are isomorphic if and only if they are conjugate under this
action. It is therefore natural to consider the quotient of Rep(A,~n) by this action. We will take the
stack quotient in this paper. To us, this simply means that instead of considering sheaves on Rep(A,~n),
one considers GL(~n)-equivariant ones. Thus, we define the moduli stack of representations of A with
dimension vector ~n to be the quotient stack
Rep(A;~n) := [ Rep(A,~n) /GL(~n) ]
This procedure of sticking subscript (−)ij to each generator and relation of a k-linear category works
equally well when applied to a DG category. The result is then a commutative DG algebra, which would
play the role of the ring of functions on the representation scheme. Thus, for the (semi-free) DG category
(1.11), we simply take the (semi-free) commutative DG algebra
(1.14) A~n = k
[
fij , gi′j′ , hi′′j′′ , ti′′′,j′′′
]
, d(tik) =
∑
1≤j≤~n(y)
gijfjk −
∑
1≤j′≤~n(x)
hij′hj′k
By the analogy (1.12), one then simply takes the derived representation scheme DRep(A;~n) := Spec(A~n),
which is now a derived scheme, and its quotient
(1.15) X = DRep(A;~n) := [ DRep(A, ~n) /GL(~n) ]
which is a derived stack, called the derived moduli stack of representations of A. This construction is
formalized in Section 4.1 and 4.2, where we perform the construction in a more coordinate-free way,
and interpret the association A 7→ A~n as a left adjoint functor, following [3]. We also establish in that
section the relation between our derived moduli stack DRep(A;~n) and the derived moduli stack MA of
pseudo-perfect modules constructed in [48]. Namely, we show in Corollary 4.17 that the open substack
M[0,0]A ⊂MA parametrizing modules of Tor-amplitude concentrated in [0, 0] is equivalent to the disjoint
union
(1.16) M[0,0]A '
∐
~n
DRep(A;~n)
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Towards the end of this introduction, we will discuss the relation with the part of the literature where
the entire derived stack MA is considered. For now, let us continue with the description of the derived
moduli stack of representations.
The first thing to notice is that, for quotient stacks of the form (1.15), the algebraic de Rham complex
has a simple description: it is given by the Cartan model for equivariant cohomology. In fact, the
construction of the Cartan model itself admits a neat interpretation under the framework of (derived)
stacks. Indeed, one first notice that the cotangent complex of (1.15) is given by the DG module of Cartan
1-form, which is a GL(~n)-equivariant DG module on A~n defined by
(1.17) Ω1Car(X)[1] := cone [ Ω
1
com(A~n) α~n−−→ A~n ⊗ gl(~n)∗ ]
where α~n is the A~n-linear map dual to the infinitesimal action map gl(~n)→ Der(A~n).
Here, we have implicitly identified the category of quasi-coherent complexes on X with the category
of GL(~n)-equivariant DG modules on A~n, so that the equivariant module (1.17) can be regarded as a
sheaf on X. Under this identification, taking global sections on sheaves corresponds to taking the GL(~n)-
invariant part of equivariant DG modules. In particular, the global 1-forms on X are represented by the
chain complex Ω1Car(X)
GL(~n). More generally, one defines the DG module of Cartan p-forms to be the
symmetric product ΩpCar(X)[p] := Sym
p
A~n(Ω
1
Car(X)[1]) so that the global p-forms on X are given by the
invariant part ΩpCar(X)
GL(~n). As we indicated in (1.7), these chain complexes of global differential forms
fit together into an N-graded mixed complex
(1.18) AGL(~n)~n
D−→ Ω1Car(X)GL(~n)[1] D−→ Ω2Car(X)GL(~n)[2] D−→ . . .
whose total complex is precisely the Cartan model for equivariant cohomology.
The formal resemblance between (1.6) and (1.18) in fact allows one to give a direct relation between
the two. This is accomplished by the Van den Bergh functor, to which we now turn.
As we have seen above, to each DG category A and to each chosen dimension vector ~n, one can
associate a commutative DG algebra A~n generated by the elements fij for morphisms f in A, modulo
the relations (fg)ki =
∑
j fkjgji. The same procedure carries over to (DG) bimodules over A, so that
to each such bimodule M , one can associate a module Mab~n over A~n, which is generated by elements ξij
for elements ξ ∈ M(x, y) for some x, y ∈ Ob(A), modulo relations of the form (ξ · f)ki =
∑
j ξkj · fji,
and (g · ξ)ki =
∑
j gkj · ξji. The resulting DG module Mab~n is naturally a GL(~n)-equivariant DG module,
and can therefore be regarded as a sheaf on the derived stack X = DRep(A;~n). Following [3], we call the
functor M 7→Mab~n the Van den Bergh functor, since it first appeared in [56].
The Van den Bergh functor has some useful formal properties. We summarize several of these that
are of particular importance to us:
(1) It is op-lax monoidal, meaning that there are maps ψM,N : (M ⊗A N )ab~n → Mab~n ⊗A~n Nab~n for
any bimodules M,N , satisfying associativity and (weak) unitality (see (4.29)).
(2) There is a canonical trace map Ψ : M\ → (Mab~n )GL(~n) (see (4.27)).
(3) It respects duals, meaning that there are canonical maps ψ† : (M∨ )ab~n → (Mab~n )∨, which is an
isomorphism if M is projective of finite rank as a graded bimodule. (see (4.42))
(4) It sends the noncommutative Kahler differential to the commutative one. i.e., there is a canonical
isomorphism ( Ω1(A) )ab~n ∼= Ω1com(A~n). (see (4.25))
With the Van den Bergh functor at our disposal, we are ready to explain the reasons for stipulating
the principles (1.3) and (1.4). Consider item (4) above. This result is often viewed as an evidence that
the bimodule Ω1(A) is the correct noncommutative analogue of the ordinary sheaf of Kahler differentials
on a scheme: under the Van den Bergh functor, it recovers the sheaf of Kahler differentials on the
representation scheme Rep(A;~n). However, we take the viewpoint that it is more natural to consider
the stack Rep(A;~n), so that, as we explained above, the role of the Kahler differentials is replaced by the
equivariant DG module of Cartan 1-forms. Viewed in this light, the following result then explains our
principle (1.3):
(1.19) There is a canonical isomorphism (Res(A))ab~n ∼= Ω1Car(X)[1] of equivariant DG modules.
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Indeed, this can be proved by applying the Van den Bergh functor to the cone (1.2) defining Res(A), and
using item (4) above to show that the resulting cone coincide precisely with the cone (1.17) defining the
DG module of Cartan 1-forms (see Proposition 4.62).
The principle (1.4) can also be justified by the Van den Bergh functor. Namely, item (2) above says
that any “noncommutative global section” ξ ∈ M\ induces a global section Ψ(ξ) ∈ (Mab~n )GL(~n) of the
induced sheaf Mab~n on the derived stack X. Thus, both the principles (1.3) and (1.4) are particular
instances of the Kontsevich-Rosenberg principle, which asserts that a structure on associative algebras
– and by extension DG algebras and DG categories – has a geometric meaning if it induces geometric
structures on the space of its representations.
This point is particularly pertinent for differential forms: one can combine items (1) and (2) to
construct a map from the chain complex Υ(n)(A) of “noncommutative (global) differential n-forms” to
the chain complex of (global) Cartan n-forms ΩnCar(X)
GL(~n)[n], mapping each chain complex of (1.6) to
the corresponding one in (1.18). One can then check by direct calculation (see Proposition 4.64) that this
gives a map of N-graded mixed complexes, and hence in particular gives a map4 from “noncommutative
closed p-forms” on A to closed p-forms on X. This allows one to give an explicit and constructive proof
of the following
Theorem 1.20 (= Theorem 4.68). Any n-Calabi-Yau structure on A induces a (2−n)-shifted symplectic
structure on the derived moduli stack DRep(A;~n) of representations of A.
Readers primarily interested in this result may follow a shorter route through this paper by reading
only Sections 2.1, 2.2, 4.1, 4.2, 4.3, 4.4. A stronger version of this theorem, concerning a shifted symplectic
structure on the entire derived moduli stack MA of pseudo-perfect modules, was already announced in
[6], and appeared recently in [7]. We will have some more discussion about this towards the end of this
introduction.
Our developments so far have established a close analogy and indeed direct relations between the
noncommutative and commutative worlds in the case of differential forms and symplectic structures. It
is then natural to consider the dual picture of polyvector fields and Poisson structures. Indeed, formally
dualizing (1.5) suggests one to define
(1.21) (TA(Res(A)∨[−m]) )cyc =:
⊕
n≥0
X
(n)
♦ (A;m)
so that the chain complex X
(n)
♦ (A;m) can be viewed as the noncommutative (global) m-shifted n-
polyvector fields on A. In fact, this definition is well-behaved only when A is finitely semi-free (more
precisely finitely cellular, see Definition 2.12 below). The correct version, which involves some subtle
modifications, will be laid out in Sections 2.5 and 2.6. For now, we will be content with a summary of
the main features of (1.21).
In the commutative case, the polyvector fields form a Gerstenhaber algebra, meaning that there is a
commutative product, together with a shifted Lie bracket, which is a derivation on both variables. In
the present noncommutative case, there is no product structure on X•♦(A;m) defined in the usual way.
However, as we will see in a moment, there is indeed an (m+ 1)-shifted DG Lie algebra structure on it.
We take the commutative case as a clue to construct this Lie bracket. Indeed, one can view a polyvec-
tor field on a smooth variety as a function on its (shifted) cotangent bundle. Under this interpreta-
tion, the Schouten–Nijenhuis bracket is simply the (shifted) Poisson bracket induced from the (shifted)
symplectic structure on the (shifted) cotangent bundle. Our above developments then provide the non-
commutative analogues of all these ingredients involved: the role of the symplectic structure on the
cotangent bundle is played by the canonical Calabi-Yau structure on the (1−m)-Calabi-Yau completion
Π = TA(Res(A)∨[−m]) of A. Thus, following the commutative case, one can use the isomorphism (1.9)
4This map already appeared in [25, Theorem 6.2.5], and was the main motivation in loc.cit. for the introduction of the
N-graded mixed complex (1.6).
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induced by ω to transfer the “noncommutative 2-form” ω to a bivector P on Π, and let this bivector act
on global functions Πcyc = X
•
♦(A;m) of Π.
The actual workings of this procedure turns out to boil down to the following question: given bimodules
M1 and M2, how does the bimodule M
∨
2 ⊗AM∨1 act on the bimodules M1 and M2, and in what sense?
Unlike the commutative case, the answer is somewhat more subtle, and we devote Section 2.4 to the
description of this and related “multiduals”. We remark that, in this description of “multiduals”, it is in
fact more convenient to consider bimodules over DG categories even if one is primarily interested only in
DG algebras: the extra data of object placements will make the structures clearer.
Once these questions are sorted out, our above recipe then produces a DG Lie algebra structure on the
weight graded chain complex X•♦(A;m)[m+1]. Like in the commutative case, the Lie bracket {−,−} has
weight grading −1. It turns out that a certain m-shifted version of the necklace Lie algebra [8] of A sits
naturally as a DG Lie subalgebra of X•♦(A;m)[m + 1]. For this reason, we call the latter the m-shifted
extended necklace DG Lie algebra.
Once we have this DG Lie algebra of “noncommutative (m-shifted) polyvector fields” in place, it is
then straightforward to define a noncommutative analogue of a (shifted) Poisson structure as a certain
Maurer-Cartan elements in its completion. Instead of providing details here, let us discuss a further
development, whereby we replace the Cuntz-Quillen resolution Res(A) by the bar resolution Bar(A). It
turns out that this will give rise to the notion of pre-Calabi-Yau structures in [35], which is logically
independent of the developments described above. We turn to this notion now.
Let A be a graded k-quiver. This means that A consists of a set Ob(A) of objects, and for each
x, y ∈ Ob(A) a (homologically) graded k-vector space A(x, y). Now, consider disks with punctures on its
boundary, such that each such puncture is given a choice of polarization (i.e., “+” or “−”). We say that
such a disk is Ob(A)-colored if each connected component of its boundary is colored with an element in
Ob(A) (see Definition 2.103 for the precise terminology). Then for each puncture ζ, there are two objects
x, y ∈ Ob(A) adjacent to it, so that we can associate the graded vector space A(x, y) to it, where x, y are
ordered in counterclockwise or clockwise direction according to whether the puncture is outgoing (“+”)
or incoming (“−”). We will denote this graded vector space as A(ζ).
We regard diffeomorphic disks as the same, and we think of them as combinatorial devices to record
certain collections of maps. More precisely, we consider collections F, that associate a k-linear map
(1.22) F(D) :
⊗
ζ+∈Σ+
(A(ζ+)[1] ) →
⊗
ζ−∈Σ−
(A(ζ−)[−m] )
to each Ob(A)-colored (polarized) disk D.
Notice that the set Σ+ of outgoing (“+”) punctures is used in (1.22) to parametrize the inputs of these
maps, and the incoming (“−”) ones are used for outputs. This is in accordance with the convention one
finds in, e.g., [43].
Now we define the following (homologically) graded vector space:
(1.23) X
(p)
bar(A;m) :=
{
Collections F that associate a k-linear map (1.22) to each Ob(A)-
colored disk D with p incoming (= output) punctures
}
A crucial observation is that there is a (shifted) graded Lie algebra structure on X•bar(A;m). Indeed,
for any collections F,G ∈ X•bar(A;m), define {F,G} to be the collection specified by the diagram
(1.24)
with the appropriate (Koszul) sign. One can then show the following
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Theorem 1.25 ([35]). On the shift X•bar(A;m)[m+1], the bracket {−,−} has homological grading 0 and
weight grading −1, and endows it with the structure of a bigraded Lie algebra.
This allows us to make the following
Definition 1.26 ([35]). Let m = 2−n, then a pre-Calabi-Yau category5 of degree n is a graded k-quiver
A together with a collection pi = pi1 + pi2 + pi3 + . . . of elements, where pip ∈ X(p)bar(A;m)[m + 1], each of
homological degree −1, such that they satisfy {pi, pi} = 0, or more precisely∑
p+q= l+1
{pip, piq} = 0 for any l ≥ 1
We now give several classes of examples of pre-Calabi-Yau categories.
Example 1.27. Suppose that the collection pi is nonzero only on the disk with two outgoing (= input)
punctures and one incoming (= output) puncture. Thus pi contains the data of the maps µ : A(y, z) ⊗
A(x, y) → A(x, z). The condition {pi, pi} = 0 then becomes the equation µ(f, µ(g, h)) = µ(µ(f, g), h), as
expressed in the following diagram:
(1.28)
In other words, (A, pi) gives the structure of a (not necessarily unital) graded k-category.
Example 1.29. Suppose that the collection pi is nonzero only on the disks with n ≥ 1 outgoing (=
input) punctures and one incoming (= output) puncture. Thus pi contains the data of the maps µn :
A(xn−1, xn) ⊗ . . . ⊗ A(x0, x1) → A(x0, xn) of homological degree n − 2. The condition {pi, pi} = 0 then
becomes the A∞-relations, so that (A, pi) gives the structure of a (not necessarily unital) A∞-category
over k.
Example 1.30. For notational simplicity, assume that Ob(A) is a singleton {∗}, and write A = A(∗, ∗).
Suppose that the collection pi is nonzero only on two disks: the one with two inputs and one output, and
the one with one input and two outputs. Thus pi contains the data of the map µ : A⊗A→ A of degree
0, and the map ∆ : A → A ⊗ A of (homological) degree m − 1 = 1 − n. Assume n = 1 for simplicity.
Notice that the collection {pi, pi} could possibly be nonzero only for the following four disks:
(1.31)
On the first disk, the equation {pi, pi} = 0 becomes the associativity of µ (see (1.28) above). On the
second one, it becomes the coassociativity of ∆. For the third one, notice that there are three ways to
split the disk, resulting in the equation
(1.32) ∆(fg) − ∆(f) · g − f ·∆(g) = 0
5We often require the collection pi1 to be zero on the “teardrop”, i.e., the disk with no outgoing (= input) puncture but
with one incoming (= output) puncture.
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which asserts that ∆ is a derivation to A ⊗ A with respect to the outer bimodule structure. Likewise,
there are four ways to split the forth disk in (1.31), resulting in the equation
(1.33) − ∆(f)(1) ⊗ g∆(f)(2) + ∆(g)(1) ⊗ f∆(g)(2) + ∆(f)(1)g ⊗∆(f)(2) − ∆(g)(1)f ⊗∆(g)(2) = 0
where we have written in the Sweedler notation ∆(f) = ∆(f)(1) ⊗ ∆(f)(2), and we have ignored the
Koszul sign. Assuming (1.32), then one can rewrite (1.33) as
(1.34) ∆([f, g]) = [f,∆(g)] + [∆(f), g]
where the terms on the right hand side are defined by considering A, and hence A⊗A, as a Lie module
over (A, [−,−]). A vector space A together with an associative algebra structure µ and a coassocaitive
coalgebra structure ∆ satisfying (1.32) is said to be an infinitesimal bialgebra in [1]. Thus, any infin-
itesimal bialgebra satisfying the Lie derivation relation (1.34) gives an example of a 1-pre-Calabi-Yau
structure.
Example 1.35. For notational simplicity, assume that Ob(A) is a singleton {∗}, and write A = A(∗, ∗).
Suppose that the collection pi is nonzero only on two disks:
For simplicity, assume n = 2 so that the map P : A⊗A→ A⊗A has degree 0.
The first thing to notice is that, the disk for the map P has an internal C2-symmetry. Thus, there are
two ways to read a map P : A ⊗ A → A ⊗ A from such a disk. Since we only assign one map to each
disk, we implicitly require that these two ways of reading give rise to the same map. In other words, P
is required to satisfy
(1.36) P = −τ ◦ P ◦ τ−1
where τ : A⊗A ∼=−→ A⊗A is the (Koszul) switching map.
Notice that the collection {pi, pi} could possibly be nonzero only for the following three disks:
On the first disk, the equation {pi, pi} = 0 becomes the associativity of µ (see (1.28)). On the second
disk, it becomes a derivation property
(1.37) P (f, gh) = P (f, g) · h+ (−1)|g||f |g · P (f, h)
where we have written µ(g, h) simply as gh, and have used the outer bimodule structure on A⊗ A over
the associative algebra (A,µ) to define the right hand side.
On the third disk, it becomes the property
(1.38) (P ⊗ id) ◦ (id⊗ P ) + τ ◦ (P ⊗ id) ◦ (id⊗ P ) ◦ τ−1 + τ2 ◦ (P ⊗ id) ◦ (id⊗ P ) ◦ τ−2 = 0
as a map A⊗A⊗A→ A⊗A⊗A, where τ is the (Koszul) cyclic rotation.
An associative algebra (A,µ) together with a map P : A ⊗ A → A ⊗ A satisfying (1.36), (1.37)
and (1.38) is said to be a double Poisson algebra in [55] (the map P is denoted in loc.cit. as {{−,−}}
instead). The reader may see more details in Section 3.2, where the derivation property (1.37) will also
be interpreted in a different way.
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Of these four examples, the first two (Example 1.27, 1.29) can be considered as variations on the
theme of associative algebras. The last two (Example 1.30, 1.35) concerns associative algebras with extra
structures. In fact, a pre-Calabi-Yau category can always be regarded as an A∞-category with extra
structures. Indeed, write pi = pi1 + pi≥2. Since the bracket {−,−} on X•bar(A;m)[m + 1] has weight
grading −1, the equation {pi, pi} = 0 splits into two equations
{pi1, pi1} = 0
{pi1, pi≥2}+ 1
2
{pi≥2, pi≥2} = 0
(1.39)
As Example 1.29 shows, the first equation says precisely that (A, pi1) is a (possibly curved) A∞-
category. Given this pi1, one can define a differential d = {pi1,−} on the graded vector spaces X(p)bar(A;m)[m+
1]. The fact that {pi1, pi1} = 0 then implies that (X•bar(A;m)[m + 1], d, {−,−}) is a DG Lie alge-
bra. One can show that the weight grading 1 part, which is a DG Lie subalgebra, is isomorphic to
the (cohomological) Hochschild complex of A with the Gerstenhaber bracket. For this reason, we call
(X•bar(A;m)[m+ 1], d, {−,−}) the poly-Hochschild DG Lie algebra.
The second equation of (1.39) then becomes the Maurer-Cartan equation for the series pi≥2 = pi2 +
pi3 + . . . in the poly-Hochschild DG Lie algebra. This Maurer-Cartan element pi≥2 is then called a pre-
Calabi-Yau structure of degree n on the A∞-category (A, pi1). This should be compared with the notion
of (shifted) Poisson structures on a smooth variety (or more generally a derived stack) X, which is a series
picom≥2 = pi
com
2 + pi
com
3 + . . . of global polyvector fields on X, satisfying the Maurer-Cartan equation. In
other words, we would like to think of the pre-Calabi-Yau structure pi≥2 as a noncommutative analogue
of a (shifted) Poisson structure. This brings us back to our earlier developments of noncommutative
geometry based on bimodules.
To see the relation, let us rewrite the graded vector space (1.23) in purely algebraic terms. To this end,
pick any incoming (= output) puncture of any given disk D, and read off the polarization (+ or −) of
the punctures in a clockwise direction, starting with the chosen one. The disk is then determined by the
numbers (n1, . . . , np) of outgoing (= input) punctures between consecutive incoming punctures, where
ni ≥ 0. Thus if we assume Ob(A) is a singleton {∗} for notational simplicity, and write A = A(∗, ∗),
then the graded vector space (1.23) can be written as
(1.40) X
(p)
bar(A;m) =
[ ∏
(n1,...,np)∈Np
Homk(A
⊗np ⊗ . . .⊗A⊗n1 , A⊗ (p). . . ⊗A ) ]Cp
where we have taken the Cp-invariance because the collection of maps F ∈ X(p)bar(A;m) are (implicitly)
required to be independent of the way we choose the distinguished incoming puncture that we use to
read the map from the diagram (see, e.g., (1.36) above).
Now we fix an A∞-structure pi1 on A, and use it to define a differential d = {pi1,−} on X(p)bar(A;m). As
we have noted above, when p = 1, this is isomorphic to a shift of the (cohomological) Hochschild complex
HomAe(Bar(A), A). In fact, for p ≥ 2, the complex (1.40) can also be written in a similar form involving
the bar resolution. Namely, we have
(1.41) X
(p)
bar(A;m) =
(
Hom(A⊗p)e(Bar(A)
⊗p, τ(A⊗p)id)
)Cp
where we have twisted the left A⊗p-module structure on A⊗p by a cyclic rotation τ . The precise way
in which this cyclic rotation enters into the present consideration will be explained in Section 2.4 (see
in particular (2.79)). In the terminology of that section, (1.41) then identifies X
(p)
bar(A;m) with the
Cp-invariant (naturalized) multidual of the bar resolution. Hence the subscript “bar” in the notation.
The description (1.41) of X
(p)
bar(A;m) in terms of the bar resolution allows us to relate the notion of
pre-Calabi-Yau structure with the noncommutative geometry of bimodules that we have discussed earlier.
Namely, if instead of the bar resolution Bar(A), we insert the Cuntz-Quillen bimodule resolution Res(A)
of A into (1.41), then the surjection Bar(A) ∼ Res(A) induces subcomplexes X•res(A;m) ↪→ X•bar(A;m),
which turns out to be a DG Lie subalgebra (see Proposition 2.128). If A is semi-free (more precisely
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cofibrant), then the inclusion map from this DG Lie subalgebra is in fact a quasi-isomorphism (see
Proposition 2.137). Moreover, this DG Lie subalgebra is in fact isomorphic to X•♦(A;m), as defined in
(1.21), provided that the latter is modified in a suitable way when A is not finitely celluar (see Theorem
2.133). Thus, if A is cofibrant, we have the following maps of DG Lie algebra
(1.42) X•♦(A;m)[m+ 1] ∼= X•res(A;m)[m+ 1]
∼
↪→ X•bar(A;m)[m+ 1]
As we have explained earlier in (1.21), the first of these should be thought of as a noncommutative
analogue of the DG Lie algebra of polyvector fields. Since all three are quasi-isomorphic, the same is true
for, in particular, the last DG Lie algebra, which explains why the notion of pre-Calabi-Yau structures
should be thought of as a noncommutative analogue of (shifted) Poisson structures.
This analogy immediately suggests a relation between Calabi-Yau structures and pre-Calabi-Yau struc-
tures, which we recall are respectively noncommutative analogues of symplectic and Poisson structures.
For smooth varieties, a symplectic structure is equivalent to a non-degenerate Poisson structure. This
result was later generalized to derived Artin stacks in [15, 42]. The direct parallelism between our non-
commutative calculus and its commutative counterpart then allows us to adapt the arguments in [42] to
our present case to show that an n-Calabi-Yau structure is equivalent to a n-pre-Calabi-Yau structure
that is non-degenerate in a suitable sense. More precisely, we define in Section 3.3 a space CY(A, n)
of n-Calabi-Yau structures on A as well as a space P(A, n)nondeg of non-degenerate n-pre-Calabi-Yau
structure on A, and show the following
Theorem 1.43 (= Theorem 3.31). The spaces CY(A, n) and P(A, n)nondeg are related by a zig-zag of
homotopy equivalences. In particular, there is a natural bijection between the sets pi0(CY(A, n)) and
pi0(P(A, n)nondeg) of equivalence classes of the respective structures.
This result can be used both ways. One can either use it to give pre-Calabi-Yau structures on DG
categories (or DG algebras) with natural Calabi-Yau structures. For example, in algebraic geometry,
one can consider the bounded derived category of coherent sheaves (or perfect complexes) on Calabi-Yau
varieties; in topology, one can consider the DG algebra of chains on the based loop space of compact ori-
ented manifolds; in representation theory, one can consider the (derived) deformed preprojective algebra,
or the Ginzburg DG algebra.
Conversely, one can consider DG categories (or A∞-categories) that are naturally endowed with non-
degenerate pre-Calabi-Yau structures and use Theorem 1.43 to endow it with Calabi-Yau structures.
Natural examples of these come from symplectic topology. In Remark 3.7 below, we suggest a way to
apply Theorem 1.43 to strengthen the result of [22] to give a Calabi-Yau structure on the wrapped Fukaya
category of a Liouville domain.
There is a rich interplay between these classes of examples from algebraic geometry, topology, repre-
sentation theory and symplectic topology. In fact, since pre-Calabi-Yau structures are invariant under
derived Morita equivalences (see Theorem 3.6), one can compare pre-Calabi-Yau structures arising from
these different contexts.
In our above discussion, the notion of pre-Calabi-Yau structures was presented as a formal noncom-
mutative analogue of (shifted) Poisson structures. But in fact, our development is also guided by the
Kontsevich-Rosenberg principle. Recall from Theorem 1.20 above that an n-Calabi-Yau structure on A
induces a (2− n)-shifted symplectic structure on the derived moduli stack DRep(A;~n) of representations
of A. The Poisson analogue of this statement then becomes the following
Theorem 1.44 (= Corollary 4.78). Any n-pre-Calabi-Yau structure on A induces a (2 − n)-shifted
Poisson structure on the derived moduli stack DRep(A;~n) of representations of A.
Let us now mention a feature in our proofs of Theorem 1.43 and 1.44. One can define pre-Calabi-
Yau structures by using any one of the quasi-isomorphic DG Lie algebras (1.42). The first two of
these correspond to developing “noncommutative polyvector fields” using the Cuntz-Quillen resolution
Res(A), while the last corresponds to developing it using the bar resolution Bar(A). Similarly, one
can develop “(extended) noncommutative differential forms” using either the Cuntz-Quillen resolution
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or the bar resolution. The former gives rise to the N-graded mixed complex (1.6), while the latter gives
rise to the usual Hochschild mixed complex (C(A), b, B) (see also (2.33) below for a relation between
the two). In Theorem 1.43, where we compare noncommutative polyvector fields with noncommutative
differential forms, we use the Cuntz-Quillen resolution on both sides. This allows a strong parallelism
with the commutative case, and hence allows us to adapt the proof of [42] to our present noncommutative
case in order to prove Theorem 1.43. Similarly, in the proof of Theorem 1.44, we also use the model
X•♦(A;m)[m+1] based on the Cuntz-Quillen resolution. This allows us to use the Van den Bergh functor
to give an explicit map from X•♦(A;m)[m+ 1] to polyvector fields on the derived moduli stack (1.15) of
representations of A. Thus, our proof of Theorem 1.44 is completely parallel to our proof of Theorem
1.20.
Finally, let us mention some relations with other work in the literature. The notion of pre-Calabi-Yau
structures was due to [35]. See also [30, 31] where an equivalent formulation is given for finite dimensional
A∞-algebras. In this formulation, the notion also appeared earlier in [54, 44]. In fact, a lot of the results
in the present paper seems to be already known to the authors of [35]. While our Theorem 1.44 is
new, it is also likely to be expected by the authors of loc.cit.. Thus, part of the present paper may be
viewed as an exposition of loc.cit.. However, the majority of this work was conceived and carried out
independently of loc.cit.. It was after this work has been carried out that the author recognized the same
material in the online notes of loc.cit.. The two exceptions are Section 2.7 and 3.3, whose work was
carried out after the author discovered the work in loc.cit., and is therefore under its partial influence.
As we see it, when compared to loc.cit., the major innovation of the present paper is the systematic
development of noncommutative calculus based on the Cuntz-Quillen resolution Res(A). This allows
explicit and constructive proofs of Theorem 1.20 and 1.44, as well as a proof of Theorem 1.43 parallel to
its commutative counterpart.
Variations and generalizations of our Theorem 1.20 has also been obtained by different methods in the
literature. For example, in [41], several classes of examples of shifted symplectic structures on mapping
stacks are constructed using the AKSZ construction. In [7], it is shown that on a homologically smooth DG
category, any (left) n-Calabi-Yau structure induces a (2− n)-shifted symplectic structure on the derived
moduli stackMA of pseudo-perfect modules. Thus, this result strengthens and generalizes our Theorem
1.20 in two ways: it asserts the result on the entire moduli stackMA instead of the open substackM[0,0]A ,
and it does not require the condition that A be concentrated in non-negative homological degrees. In
[53], it is shown that any (right) n-Calabi-Yau structure induces a (2 − n)-shifted symplectic structure
on the derived moduli stack MA of objects (instead of pseudo-perfect modules). Thus the results of [7]
and [53] can be viewed as being Koszul dual to each other.
While our Theorem 1.20 is weaker than these results, its proof is much more elementary and explicit.
In particular, our formulaic construction of the trace map via the Van den Bergh functor replaces the
∞-categorical construction of the Chern character [50], which ultimately relies on the 1-dimensional
cobordism hypothesis [39]. It is then a non-trivial question whether the various structures (such as
negative cyclic homology) constructed via the cobordism hypothesis coincides with the classically defined
ones. Moreover, since our construction involves classical objects such as the Cartan model for equivariant
cohomology, our approach makes it much easier to establish relations with other classical objects in
representation theory and algebraic geometry, as well as to produce interesting formulas. We also sketch
an argument in Remark 4.49 to relate our constructions with the more abstract ones in the literature of
derived algebraic geometry. We hope that the different perspectives brought to bear on the subject will
be useful in elucidating further questions.
Acknowledgement. The author is grateful to Yuri Berest, Christopher Brav, David Ferna´ndez, Ezra
Getzler, Bernhard Keller, Yin Li, Valery Lunts, Valerio Melani, Florian Naef, Tony Pantev, James
Pascaleff, Ajay Ramadoss, Nick Rozenblyum, Bertrand Toe¨n, Boris Tsygan, and Vladimir Turaev for
helpful conversation and for their interest in this work. He also thanks Victor Ginzburg and Boris
Tsygan for pointing out and explaining the relation with the work [25, 26].
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2. Noncommutative calculus
In this section, we perform some constructions on any given small DG category A, based mostly on
the Cuntz-Quillen bimodule Res(A) (see Definition 2.19). These construction are well-defined in general,
but have good homological behavior usually only when A is cofibrant, or more generally when Res(A) is
cofibrant. Since this last condition corresponds in the case of associative algebras to the condition of being
(formally) smooth in the sense of [13], we call our constructions “smooth noncommutative calculus”. We
also compare our constructions with their counterparts based on the bar resolution Bar(A).
2.1. Bimodules and duals. Throughout this paper, we fix a commutative ring k with unit, which
will be assumed to be a field of characteristic zero starting from Section 3. Unless otherwise stated, all
complexes have homological grading. Unadorned tensor product will be understood to be over k. By a
differential graded (DG) category over k, we mean a category A enriched over chain complexes C(k) of k.
We denote the category of all small DG categories over k by dgCatk. Basic notions about DG categories,
DG functors, modules, etc. are defined, for example, in [32]. We recall some of these notions in order to
set up conventions.
The category C(k) of chain complexes over k can be enriched to a DG category Cdg(k) where the
Hom sets between chain complexes M and N are replaced by Hom complexes Homk(M,N), so that
C(k) = Z0(Cdg(k)).
A right (DG) module over a DG category A is a DG functor M : Aop → Cdg(k). Explicitly, a
right module M associates each object x ∈ Ob(A) a chain complex M(x), together with product maps
M(y)⊗A(x, y)→M(x) which are associative and unital in the obvious sense. Unless otherwise stated,
a module will always mean a right module. If A is small, we denote the category of all right modules
over A as dgMod(A), which has an obvious DG enrichment dgModdg(A) where the Hom sets between DG
modules M,N are replaced by Hom complexes HomA(M,N).
For any small DG categories A and B, we define their tensor product A ⊗ B to be the DG category
with object set Ob(A)×Ob(B) and Hom complexes
HomA⊗B((a, b), (a
′, b′)) := HomA(a, a
′)⊗HomB(b, b′)
In particular, for any DG category, we define its enveloping DG category to be the tensor product
Ae := A⊗Aop. We define a bimodule over A to be a (right) module over Ae. This is equivalent to the
following more explicit definition:
Definition 2.1. A (DG) bimodule M over a DG category A associates to each pair (x, y) ∈ Ob(A) ×
Ob(A) of objects in A a chain complex M(x, y) ∈ C(k), together with maps
(2.2) A(y1, y2)⊗M(x2, y1)⊗A(x1, x2)→M(x1, y2)
of chain complexes, which are associative and unital in the obvious sense.
This explicit definition makes it clear that every DG category A is a bimodule over itself under the
composition product. In particular, Ae is an Ae–bimodule, where the bimodule action maps (2.2) in this
case takes the form
[A(x3, x4)⊗Aop(y2, y1)]⊗ [A(x2, x3)⊗Aop(y3, y2)]⊗ [A(x1, x2)⊗Aop(y4, y3)]→ [A(x1, x4)⊗Aop(y4, y1)]
and is given by
(f ′ ⊗ g′)⊗ (f ⊗ g)⊗ (f ′′ ⊗ g′′) 7→ f ′ff ′′ ⊗ g′′gg′
where the composition in the right hand side is defined to be the ordinary composition in A.
Thus, fixing any pair (x, y) ∈ Ob(A)×Ob(A), the right Ae-module Ae((−,−), (x, y)) corresponds to
the inner A-bimodule structure of A(−, x) ⊗ A(y,−). Similarly, the left Ae–module Ae((x, y), (−,−))
corresponds to the outer A-bimodule structure of A(x,−)⊗A(−, y).
For any A-bimodule M , define
M∨(x, y) := HomAe(M(−′,−′′),Ae((−′,−′′), (x, y))) = HomAe(M(−′,−′′),A(−′, x)⊗A(y,−′′)))
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When the pair (x, y) varies over the pairs of objects of A, this defines a left Ae module structure on M∨.
By the above discussion, one can regard M∨ as the module of A-bilinear maps from M to Ae with respect
to the inner bimodule structure on Ae. Moreover, M∨ inherits the outer bimodule structure from Ae.
It will be convenient to regard M∨ as a right Ae-module instead of a left module. To this end, we
consider the conjugation map τ : Ae ∼→ (Ae)op, defined to be the map (x, y) 7→ (y, x) on objects, and
(f, g) 7→ (−1)|f ||g|(g, f) on morphisms. This map is an isomorphism of DG categories, and hence induce
an isomorphism N 7→ N between the categories of left and right modules over Ae. In particular, we can
define
Definition 2.3. For any bimodule M ∈ dgMod(Ae), we define its dual bimodule M∨ to be the right
Ae-module (i.e., A-bimodule) given by M∨ := M∨. Explicitly, the bimodule M∨ is given by
M∨(x, y) = HomAe(M(−′,−′′),A(−′, y)⊗A(x,−′′))
The appearances of conjugations between left and right modules over Ae can be confusing when one
tries to perform explicit calculations. For this reason, we give a more explicit description of the dual
bimodule M∨ when the bimodule M is semi-free.
A bimodule M ∈ dgMod(Ae) is said to be semi-free if there is a set of homogeneous elements {ξi ∈
M(xi, yi)}i∈S , called a basis of M , such that, for any pair (x, y) ∈ Ob(A) × Ob(A), every element
η ∈M(x, y) can be written uniquely as a finite sum
η =
∑
i∈S
fi · ξi · gi
where gi ∈ A(x, xi) and fi ∈ A(yi, y). When the basis set is finite, its cardinality is called the rank of
the semi-free module M .
Let ξ∨j : M → Ae((−′,−′′), (xj , yj)) be the (non-closed) graded map defined by
(2.4)
M(−′,−′′) A(−′, xj)⊗A(yj ,−′′)∑
fi · ξi · gi (−1)|fj |(|gj |+|ξj |)gj ⊗ fj
ξ∨j
Then ξ∨j is a homogeneous element in M
∨(yj , xj) of degree −|ξj |. The following lemma is straightforward
to check.
Lemma 2.5. Suppose that the bimodule M is semi-free over a finite basis {ξ1, . . . , ξm}, then M∨ is
semi-free over the basis {ξ∨1 , . . . , ξ∨m}.
This description in terms of a basis also allows one to specify the differentials of the dual bimodule
M∨. Suppose we have
d(ξi) =
m∑
j=1
fij · ξj · gij
then the differentials on the dual basis elements are given by
(2.6) d(ξ∨j ) = −
m∑
i=1
(−1)|fij |(|ξi|+|ξj |+|gij |)gij · ξ∨i · fij
Similarly, one can determine the map α∨ : N∨ →M∨ induced by a map α : M → N in terms of basis
elements. Thus, suppose M has a basis {ξ1, . . . , ξm} and N has a basis {η1, . . . , ηn}, and suppose that
the map α is given by
α(ξi) =
n∑
j=1
fij · ηj · gij
then the induced map α∨ : N∨ →M∨ is given by
(2.7) α∨(η∨j ) =
m∑
i=1
(−1)|fij |(|ξi|+|ξj |+|gij |)gij · ξ∨i · fij
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Definition 2.8. A semi-free bimodule M is said to be cellular if there is a basis set {ξi}i∈S that admits
a filtration S1 ⊂ S2 ⊂ . . . such that S =
⋃
Si and that, for each j ∈ Si, i = 1, 2, . . ., the differential
d(ξj) lies in the submodule generated by the basis elements in Si−1. Thus, in particular, d(ξj) = 0 for all
j ∈ S1.
Notice that if the DG category A is concentrated in non-negative degree, then every semi-free bimodule
is cellular.
Definition 2.9. A bimodule M ∈ dgMod(Ae) is said to be perfect if there exists a cellular bimodule N
of finite rank such that M is a retract of N in the derived category D(Ae).
Definition 2.10. A DG category A is said to be homologically smooth if it is perfect as a bimodule over
itself.
Suppose M is a cellular module of finite rank, then its dual M∨ is still cellular of finite rank. Moreover,
we have (M∨)∨ ∼= M . Therefore, if we denote the derived functor of the duality functor (−)∨ : C(Ae)op →
C(Ae) as
(−)! : D(Ae)op → D(Ae) ,
then this functor restricts to an involutive anti-equivalence
(−)! : Dperf(Ae)op '−→ Dperf(Ae) ,
in the full subcategory Dperf(Ae) ⊂ D(Ae) of the derived category consisting of perfect objects.
In the above, we have defined the notions of semi-free, cellular, as well as perfectness of bimodules over
DG categories. Each of these notions have analogues for DG categories themselves. First, we consider
the following
Definition 2.11. Let (O, Q) be a graded quiver. i.e., O is a set of vertices, and Q is a set of arrows
endowed with a grading. A DG category A over k is said to be semi-free over (O, Q) if its underlying
graded k-linear category is freely generated by the arrows in Q over the object set O. We write this as
A = TO(Q).
Definition 2.12. A DG category A is said to be cellular if it is semi-free over some graded quiver (O, Q)
that admits a filtration Q1 ⊂ Q2 ⊂ . . . such that every generating arrow f ∈ Qi has differential d(f)
lying in the graded category TO(Qi−1) generated by the subquiver (O, Qi−1).
We say that A is finitely cellular if the graded quiver (O, Q) is finite (i.e., both O and Q are finite).
More generally, we say that A is of finite cell type if it is quasi-equivalent to a finitely cellular DG category.
We say that A is homotopically finitely presented if there exists a finitely cellular DG category B such
that A is a retract of B in the homotopy category Hoqe(dgCatk) of small DG categories with respect to
the Dwyer-Kan model structure [46].
We will occasionally make use of the notion of cofibrant (small) DG categories, as well as that of
cofibrant bimodules over (small) DG categories. These will always refer to cofibrancy in the Dwyer-Kan
model category [46] on small DG categories, and the projective model structure on (bi)modules, as in
[51]. They are characterized by the following proposition, which could also serve as a working definition
for readers less familiar with model categories.
Proposition 2.13. A small DG category A is cofibrant if and only if it is a (strict) retract of a cellular
DG category. Similarly, a DG bimodule M over a small DG category A is cofibrant if and only if it is a
(strict) retract of a cellular DG bimodule.
It will be important later to have resolutions of A as a bimodule over itself. A standard resolution is
given by the bar resolution Bar(A), which we recall now.
For any small DG category A, let Bar∆(A) be the simplicial bimodule (i.e., simplicial object in the
abelian category of DG bimodules over A) whose object at simplicial degree p is given by the bimodule
17
Bar∆(A)p := A⊗O (p+2). . . ⊗O A, or more concretely,
Bar∆(A)p(x, x′) :=
⊕
(x0,...,xp)∈Ob(A)p+1
A(xp, x′)⊗A(xp−1, xp)⊗ . . .⊗A(x0, x1)⊗A(x, x0)
with simplicial maps di and si given respectively by composition and insertions of identity elements
(see [38] for details). From this simplicial bimodule, one can construct a chain complex in the abelian
category of DG bimodules, whose p-th term is the same as Bar∆(A)p, and with differentials being the
alternating sum of the simplicial maps di. Since cones and filtered colimits exist in the (DG) category
of DG bimodules, one can construct the total complex associated to this chain complex. The result is a
DG bimodule Bar(A), which can be described as
Bar(A)(x, x′) =
⊕
p≥0
Bar∆(A)p(x, x′)[p]
=
⊕
p≥0
⊕
(x0,...,xp)∈Ob(A)p+1
A(xp, x′)⊗A(xp−1, xp)[1]⊗ . . .⊗A(x0, x1)[1]⊗A(x, x0)
(2.14)
It is well-known that this DG bimodule is quasi-isomorphic to the bimodule A. In fact, this follows from
the following slightly more refined result, whose proof is completely parallel to the case when A is an
associative algebra (see, e.g., [38]).
Proposition 2.15. The following chain complex in the abelian category of DG bimodules over A is exact:
. . .→ Bar∆(A)2 → Bar∆(A)1 → Bar∆(A)0 → A→ 0
This bimodule resolution Bar(A) ∼→ A is useful because Bar(A) is often cofibrant. More precisely, it
is cofibrant whenever A is cofibrant as a DG quiver, in the sense of the following
Definition 2.16. We say that a small DG category A is cofibrant as a DG quiver if every Hom-complex
A(x, y) is cofibrant as a chain complex over k. This condition is automatic if k is a field.
We say that a DG functor F : A → B between small DG categories is a cofibration as a DG quiver map
if the map of sets F : Ob(A) → Ob(B) is injective, the maps A(x, y) → B(F (x), F (y)) are cofibrations
of chain complexes over k, and B(x′, y′) is cofibrant as a chain complex whenever at least one of x′, y′ is
not in F (Ob(A)).
Besides the bar resolution, there is a different bimodule resolution Res(A) of A, which we call the
Cuntz-Quillen bimodule resolution. We now turn to a discussion of this bimodule, starting with a closely
related one, known as the bimodule of (noncommutative) differentials Ω1(A) of A.
Given a bimodule M over a small DG category A, a derivation of degree p on M is a map D : A(x, y)→
M(x, y) of degree p for all x, y ∈ Ob(A) such that D(fg) = D(f)g + (−1)p|f |fD(g) for all composable
morphisms f, g in A. These form a chain complex Der(A,M) by the formula d(D) = d◦D−(−1)|D|D◦d.
There is a universal such derivation, given by a bimodule Ω1(A), called the bimodule of differentials,
together with a degree 0 closed derivation D : A → Ω1(A) such that, for all bimodule M ∈ dgMod(Ae),
we have an isomorphism of chain complexes Der(A,M) ∼= HomAe(Ω1(A),M). Indeed, this last condition
uniquely determines Ω1(A) as the bimodule
(2.17) Ω1(A)(x, y) =
[ ⊕
f∈A(x′,y′)
A(y′, y) ·Df · A(x, x′)
]/
(D(fg)−Df · g − f ·Dg)
This formula specifies Ω1(A) as the cokernel of the differential d : Bar∆(A)2 → Bar∆(A)1 in Proposi-
tion 2.15. As a result, the bimodule Ω1(A) sits in a short exact sequence
0→ Ω1(A) α−→ A⊗O A µ−→ A → 0
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The bimodule A ⊗O A is clearly free over the set {1x ⊗ 1x ∈ A(x, x) ⊗ A(x, x)}x∈O indexed by the
object set O. For notational convenience, we will denote by Ex the basis elements
(2.18) Ex := 1x ⊗ 1x ∈ A(x, x)⊗A(x, x).
Then the map α : Ω1(A)→ A⊗OA in the above short exact sequence is given by D(f) 7→ f⊗1x−1y⊗f =
f · Ex − Ey · f for all f ∈ A(x, y). This gives the following resolution of A in dgMod(Ae):
Definition 2.19. The Cuntz-Quillen bimodule of A is defined to be the cone
Res(A) := cone[ Ω1(A) α−→ A⊗O A ] ∈ dgMod(Ae)
Thus, the differential d of the Cuntz-Quillen resolution Res(A) has two components d = d0 +d1, where
d0 is the differential of the (na¨ıve) direct sum Ω
1(A)[1] ⊕ A⊗O A of bimodules, and d1 is the map
(2.20) d1 = αs
−1 : Ω1(A)[1]→ A⊗O A, d1(f1 · sDf2 · f3) = (−1)|f1| (f1f2 ·Ex · f3− f1 ·Ey · f2f3)
Moreover, there is always a canonical quasi-isomorphism Res(A) ∼→ A of bimodules. As we have
already noted, A ⊗O A is always free as a bimodule. Moreover, by the following well-known result, the
bimodule resolution Res(A) often gives cofibrant resolutions of A as a bimodule.
Lemma 2.21. Suppose that A is a semi-free DG category, say A = TO(Q) for a graded quiver (O, Q),
then the bimodule Ω1(A) is semi-free over the set {Df}f∈Q. The same is true if A is the DG category
obtained by localizing or completing TO(Q) at a set of degree zero arrows in Q.
Proof. The first statement follows from the bijections
HomAe(Ω1(A),M) ∼= Der(A,M) ∼= HomdgCatk/A(A,A⊕M) ∼= Homgraded quiver/O(Q,M)
The second statement is proved in a similar way. 
Therefore, if A = TO(Q) is semi-free, then the bimodule Res(A) is a semi-free resolution of the
bimodule A. Explicitly,
(2.22) Res(A) = Ω1(A)[1] ⊕ A⊗O A
is semi-free over the basis set
(2.23) {sDf}f∈Q ∪ {Ex}x∈O
where Ex are the basis elements in A⊗O A defined in (2.18). Clearly, if A = TO(Q) is cellular, then the
semi-free basis (2.23) is also cellular.
Notice that the assignment A 7→ (A,Res(A)) is functorial, meaning that any DG functor F : A → B
induces a map of bimodules
(2.24) γF : Res(A)⊗Ae Be → Res(B)
As a result, our present discussion immediately yields the following
Corollary 2.25. If A is a cofibrant DG category, then Res(A) is a cofibrant bimodule. If A is homo-
topically finitely presented, then Res(A) is perfect (i.e., A is homologically smooth).
While A being cofibrant is a sufficient condition for Res(A) to be cofibrant, it is by no means a
necessary one. There are other interesting examples (e.g., those coming from topology) where Res(A) is
cofibrant but A is not (see the second part of Lemma 2.21). For what follows, the cofibrancy of Res(A)
is often the only condition that we need. For this reason we make the following
Definition 2.26. A small DG category A is said to be almost cofibrant if each of its Hom-complex
A(x, y) is cofibrant as a chain complex over k, and its bimodule of noncommutative Ka¨hler differential
Ω1(A) (and hence the Cuntz-Quillen bimodule Res(A)) is cofibrant.
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We end this subsection by considering the tensor product between bimodules, as well as the definition
of Hochschild homology. For any bimodules M,N ∈ C(Ae) over a DG category A, one can form the
tensor product M⊗AeN ∈ C(k), where N is the bimodule N regarded as a left Ae-module by conjuation.
This tensor product has a more convenient description as follows.
First, one can form the tensor product M ⊗A N , which is an A-bimodule defined by
(M ⊗A N)(x, z) =
(⊕
y∈O
M(y, z)⊗N(x, y)
)
/ (ξf ⊗ η = ξ ⊗ fη)
where the elements in the relation runs over ξ ∈M(y′, z), f ∈ A(y, y′) and η ∈ N(x, y).
Next, for any bimodule P , one can form its naturalization, which is by definition the chain complex
P\ =
(⊕
z∈O
M(z, z)
)
/
(
fξ = (−1)|f ||ξ|ξf )
where the elements in the relation runs over f ∈ A(x, y) and ξ ∈M(y, x).
Then the chain complex M ⊗Ae N is simply given by
M ⊗Ae N = (M ⊗A N )\
With this understanding of the notation in mind, we will often write the tensor product M ⊗Ae N
simply as M ⊗Ae N . A particularly important case of this tensor product, more precisely its derived
version, is the following
Definition 2.27. The Hochschild homology of a small DG category A is the homology of the Hochschild
complex
C•(A) := A⊗LAe A
Thus, if M is a cofibrant resolution of the bimodule A in dgMod(Ae), and N is any other bimodule quasi-
isomorphic to A, then the Hochschild complex is given explicitly by C•(A) = M ⊗Ae N = (M ⊗A N )\.
The most common model for the Hochschild complex is given by Cbar(A) := Bar(A)\, where Bar(A)
is the bar resolution of A (see [38], or (2.14) above). This indeed computes the Hochschild complex
whenever A is cofibrant as a DG quiver, in the sense of Definition 2.16. Since k is often assumed to be a
field, this condition is often automatic.
If A is almost cofibrant (see Definition 2.26), then the Cuntz-Quillen bimodule resolution Res(A) gives
another cofibrant bimodule resolution of A. Therefore, in this case, one can take Y (A) := Res(A)\ as
a model for the Hochschild complex. Alternatively, one may resolve both sides of the derived tensor
product A⊗LAeA, and take the complex Y (2)(A) := Res(A)⊗Ae Res(A). As the notation suggests, these
are the first two of an infinite sequence of other chain complexes that compute the Hochschild homology.
The structure of this infinite sequence will our object of study in the next subsection.
2.2. The extended noncommutative de Rham complex. For any bimodule M over a small DG
category A, denote by M (n) the bimodule defined as the n-fold tensor product
M (n) := M⊗A n. . . ⊗AM
This allows us to make the following
Definition 2.28. The n-th Y-complex of A is the chain complex
Y (n)(A) := ( Res(A)(n) )\
As we have alluded to at the end of the previous subsection, if A is almost cofibrant (see Definition
2.26), then each of Y-complexes Y (n)(A) compute the Hochschild homology of A. The case n = 1 was
already observed and utilized in the literature (see, e.g., [57]). Recall that, when we defined the Cuntz-
Quillen resolution Res(A), we identified it with a truncation of the bar resolution Bar(A). Thus, there is
a canonical surjection Bar(A)  Res(A), which then induces a (surjective) map of chain complexes
(2.29) pi : Cbar(A) = Bar(A)\  Res(A)\ = Y (A)
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which is clearly a quasi-isomorphism if A is almost cofibrant.
Moreover, if we denote by pi : Res(A)→ A the resolution map, then the map of bimodules
id⊗ pi⊗ (n−1). . . ⊗pi : Res(A)⊗A Res(A)(n−1)  Res(A)⊗A A(n−1) = Res(A)
induces a (surjective) map of chain complexes
(2.30) pi\ := ( id⊗ pi(n−1) )\ : Y (n)(A)  Y (A)
which is also easily seen to be a quasi-isomorphism if A is almost cofibrant.
We summarize our discussion in the following
Proposition 2.31. If A is almost cofibrant (see Definition 2.26), then each of the Y-complexes Y (n)(A) is
a model of the Hochcshild complex. More specifically, the maps (2.29) and (2.30) are quasi-isomorphisms.
Notice that there is an action of the cyclic group Cn := Z/nZ on the complex Y (n)(A) defined by
rotating the n copies of Res(A) in Y (n)(A). Denote by Υ(n)(A) its complex of coinvariants
(2.32) Υ(n)(A) := (Y (n)(A) )Cn = ( Res(A)(n) )\,Cn
and by pi the natural projection map pi : Y (n)(A)  Υ(n)(A).
So far, we have constructed each of the entries (which are chain complexes) of the following diagram,
as well as the vertical maps (which are chain maps):
(2.33)
Cbar(A) Cbar(A) Cbar(A) Cbar(A) . . .
Y (A) Y (A) Y (A) Y (A) . . .
Y (1)(A) Y (2)(A) Y (3)(A) Y (4)(A) . . .
Υ(1)(A) Υ(2)(A) Υ(3)(A) Υ(4)(A) . . .
B
pi
B
pi
B
pi
B
pi
B B B B
B˜ B˜
pi\
pi
B˜
pi\
pi
B˜
pi\
pi
2B(1) 3B(2) 4B(3) 5B(4)
The main goal of this subsection is to construct the horizontal maps, and to show that this diagram
of chain complexes commute. As we have already seen in Proposition 2.31 above, the vertical maps from
the first and third rows to the second row are quasi-isomorphisms. In fact, as we will see in Corollary
2.45 below, the vertical map from the third to the forth row are also quasi-isomorphisms if every integer
is invertible in the base commutative ring k (i.e., if k ⊃ Q). These facts can then be combined to give
chain complexes that compute the negative and periodic cyclic homology of A.
We start by describing the first row of (2.33). Here, each entry is the standard Hochschild chain
complex Cbar(A) := Bar(A)\ computed by the bar resolution Bar(A) of A, while the maps B between
them is the Connes differential. We will not recall the definition of the Connes differential, but will instead
refer the reader to [38], wherein explicit formulas are given. We will only mention that by the definition
(2.14) of Bar(A), its naturalization has a natural weight decomposition Bar(A)\ = ⊕p≥0 (Bar∆(A)p)\,
under which the intrinsic differential d decomposes as d = d0 + d1 where d0 preserves the weight and
d1 decreases the weight by 1; while the Connes differential B increases the weight by 1. Moreover, they
satisfy
(2.34) d2 = 0 , dB +Bd = 0 , B2 = 0
This last equation shows that, if we forget about the weight grading, then the triple (Bar(A)\, d, B) is a
typical example of a mixed complex, in the sense of the following
Definition 2.35. A (homologically) graded k-module C, together with maps d : Cn → Cn−1 and
B : Cn → Cn+1 satisfying (2.34), is said to be a mixed complex.
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Notice that the Connes differential B on the standard Hochschild chain complex descends to a map
on Y (A) under the canonical surjection (2.29). Indeed, since Res(A) is a (weight) truncation of the
bar resolution Bar(A), the same holds after naturalization (−)\. The fact that the map B descends to
Y (A) then simply follows from the fact that B increases the weight by 1, as we observed in the last
paragraph. Clearly, this descended map still satisfies (2.34), and is therefore still a mixed complex, called
the X-complex in [57]. We have chosen to rename it as the Y -complex to reserve the letters X and X for
later use.
This descended map B : Y (A) → Y (A) has a simple description. Recall that, forgetting differential,
the bimodule Res(A) has a direct sum decomposition (2.22). As a result, Y (A) = Res(A)\ also has a
direct sum decomposition Y (A) = Ω1(A)\[1] ⊕ (A⊗O A)\, where the second component is simply given
by (A⊗O A)\ =
⊕
x∈O A(x, x). The descended map B is then described in the following
Lemma 2.36. The map B : Y (A)→ Y (A) vanishes on the component Ω1(A)\[1]. On the other compo-
nent, it is given by the map B :
⊕
x∈O A(x, x)→ Ω1(A)\ induced by the maps
A(x, x) → Ω1(A)(x, x)[1] , f 7→ sDf
We now turn to a description of the horizontal maps in the third and forth rows of (2.33). To this
end, consider the direct sum
Υ•(A) :=
⊕
n≥0
Υ(n)(A)
where Υ(0)(A) is simply the chain complex A\. This direct sum has an alternative description as a
naturalization. Namely, consider the DG category B = TA(Res(A)). Then Υ•(A) is isomorphic to the
naturalization of B as a bimodule over itself. To avoid confusion we will denote by Bcyc the naturalization
of B as a bimodule over B, to notationally distinguish it from B\, which denotes the naturalization of B
as a bimodule over A. Thus, we have
(2.37) Y •(A) = TA(Res(A))\ Υ•(A) = TA(Res(A))cyc
On the DG category TA(Res(A)), one can define a graded derivation
(2.38) s˜D : TA(Res(A))→ TA(Res(A))
of degree +1, which is specified by the following conditions:
(1) The restriction of s˜D to the DG subcategory A is given by the map A sD−−→ Ω1(A)[1] ⊂ Res(A).
(2) s˜D maps the elements Ex and sDf of Res(A) to zero. i.e., s˜D(sDf) = s˜D(Ex) = 0.
These conditions clearly uniquely specifies s˜D. Moreover, it is a straightforward checking that they are
consistent. i.e., such a graded derivation exists. It is also clear that s˜D is a differential, i.e., we have
s˜D
2
= 0. However, the map s˜D does not commute with the intrinsic differential d of the DG category
TA(Res(A)). Instead, one has the following
Lemma 2.39. For any element ξ ∈ TA(Res(A))(x, y), we have
[s˜D, d](ξ) := (s˜D ◦ d+ d ◦ s˜D)(ξ) = ξ ⊗ Ex − Ey ⊗ ξ
We will often write this as [s˜D, d] = [−, E].
Proof. Since both the maps [s˜D, d] and [−, E] are graded derivation of degree 0 on TA(Res(A)), it suffices
to check the statement on the subcategory A ⊂ TA(Res(A)) as well as on the generators sDf and Ex
over it. To check these, decompose the differential d on the bimodule (Res(A)) into d = d0 + d1, as in
the paragraph of (2.20). Then it is straightforward to check on generators that d0 (anti)commutes with
s˜D, while the (anti)commutator of d1 with s˜D is precisely [−, E]. 
As a graded differential, s˜D descends to a map on its naturalization Υ•(A) = TA(Res(A))cyc. More-
over, since s˜D increases the weight grading by 1, it gives a map
(2.40) B(n) : Υ(n)(A) → Υ(n+1)(A)
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for each n ≥ 0. We will often denote this map simply by B.
While the graded derivation s˜D does not (anti)commute with the differential d, this (anti)commutator
is simply given by [−, E], which descends to the zero map in the naturalization. This is because any
element in Υ(n)(A) is by definition represented by some element ξ ∈ TA(Res(A))(x, x) of weight n, so
that the commutator [−, E] in Lemma 2.39 becomes a commutator with a fixed element Ex (i.e., we have
x = y). Therefore, we have the following
Proposition 2.41. The map B(n) : Υ(n)(A) → Υ(n+1)(A) satisfy
B(n)d+ dB(n) = 0 and B(n+1)B(n) = 0
This defines the horizontal maps in the last row of (2.33). To complete the description of (2.33), we
simply define the maps B˜ : Y (n)(A)→ Y (n+1)(A) to be the composition
B˜ : Y (n)(A) pi−→ Υ(n)(A) B
(n)
−−−→ Υ(n+1)(A) ρ−→ Y (n+1)(A)
where ρ : Υ(m)(A)→ Y (m)(A) is the map
(2.42) ρ : Υ(n)(A)→ Y (n)(A) , ξ 7→ (1 + τ + . . .+ τn−1)(ξ)
It is then straightforward to verify that B˜2 = 0, B˜d+ dB˜ = 0. Finally, we show the following
Theorem 2.43. The diagram (2.33) commutes.
Proof. The squares between the first and second rows commute by definition. The squares between the
third and forth rows are also easily seen to commute. Thus, it remains to verify the commutativity of
the squares between the second and third rows.
Recall from Lemma 2.36 that the map B : Y (A) → Y (A) vanishes on the component Ω1(A)\. When
compared with the definitions of the maps pi\ and B˜, this fact immediately shows that both of the maps B◦
pi\ and B˜◦pi\ from Y (n)(A) to Y (A) vanish except on elements of the form ξ = fnExnfn−1Exn−1 . . . f1Ex1 .
For this element, one then directly compute (using Lemma 2.36 again) that B(pi\(ξ)) = sD(fn . . . f1),
while pi\(B˜(ξ)) =
∑n
i=1(−1)|fn|+...|fi+1|fn . . . sDfi . . . f1, which shows the equality of the two terms. 
We now prove the earlier mentioned fact that the maps pi : Y (n)(A) → Υ(n)(A) in (2.33) are quasi-
isomorphisms if k ⊃ Q. This follows from the following proposition, which does not require the condition
k ⊃ Q:
Proposition 2.44. The cyclic rotation map τ : Y (n)(A)→ Y (n)(A) is homotopic to the identity.
Proof. Decompose Y (n)(A) = (Res(A)(n))\ into the direct sum
(Res(A)(n))\ =
(
Res(A)(n−1) ⊗A (A⊗O A)
)
\
⊕ (Res(A)(n−1) ⊗A (Ω1(A)[1]) )\
An element in the component
(
Res(A)(n−1) ⊗A (A⊗O A)
)
\
can be unqiuely written in the form ξ ⊗Ex
for some x ∈ Ob(A) and some ξ ∈ Res(A)(n−1)(x, x). Define the map h : (Res(A)(n))\ → (Res(A)(n))\
to be zero on the component
(
Res(A)(n−1) ⊗A (Ω1(A)[1])
)
\
and given by
h(ξ ⊗ Ex) = s˜D(ξ)
on the component
(
Res(A)(n−1)⊗A(A⊗RA)
)
\
. Then a direct calculation shows that hd+dh = id−τ . 
This implies the following corollary, the special case n = 2 of which has already appeared in [57,
Proposition 14.1].
Corollary 2.45. If n is invertible in the base commutative ring k, then the map pi : Y (n)(A)→ Υ(n)(A)
is a quasi-isomorphism.
Having constructed the commutative diagram (2.33), let us now investigate what this construction
gives us. We start by introducing the following terminology:
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Definition 2.46. An N-graded mixed complex is a sequence C(0), C(1), C(2), . . . of chain complexes,
together with maps B(n) : C(n) → C(n+1) of degree 1 satisfying B(n+1)B(n) = 0 and B(n)d+ dB(n) = 0.
For example, an ordinary mixed complex (C, d,B) (see Definition 2.35) gives rise to an N-graded mixed
complex (in fact a Z-graded one) by taking (C(0), d) = (C(1), d) = . . . = (C, d), and B(n) = B. Notice
that the first two rows of (2.33) are precisely the N-graded mixed complex associated in this way to the
mixed complexes (Cbar(A), d, B) and (Y (A), d, B) respectively.
This is to be contrasted with the two other N-graded mixed complexes we have constructed:
Y (0)(A) B˜−→ Y (1)(A) B˜−→ Y (2)(A) B˜−→ . . .
Υ(0)(A) B
(0)
−−−→ Υ(1)(A) B
(1)
−−−→ Υ(2)(A) B
(2)
−−−→ . . .
(2.47)
where the complexes C(n) are distinct for different values of n.
Any N-graded mixed complex can be regarded as a double complex by performing suitable homological
shifts. This then allows one to take the corresponding total complex. The standard convention for the
homological shifts is given in the following
Definition 2.48. The (direct product) total complex of an N-graded mixed complex C(0) B−→ C(1) B−→ . . .
is the chain complex
C0,cl :=
∏
n≥0
C(n) · un
where u is a variable with homological degree −2. The differential of the total complex is given by
dcyc := d+ uB. Here, the direct product is taken in each homological degree.
This chain complex has a Hodge filtration C0,cl ⊃ C1,cl[−1] ⊃ C2,cl[−2] ⊃ . . ., where
Cp,cl[−p] = F pC0,cl :=
∏
n≥p
C(n) · un
Readers familiar with negative cyclic homology will immediately recognize the appearance of this total
complex. Namely, if we take the mixed complex (Cbar(A), d, B), then the total complex of the associated
N-graded mixed complex is, by definition, the negative cyclic complex of A. Each of the Hodge filtration
pieces is then simply a shift of it:
(2.49) F pCcl,0bar (A) = CC−(A) · u−p = CC−(A)[−2p]
It is suggestive to compare with another example coming from algebraic geometry. For a smooth
affine variety X, one can consider the N-graded mixed complex where C(n) := Ωncom(X)[n], the module of
(commutative) Ka¨hler differentials, with the map B(n) : C(n) → C(n+1) given by the de Rham differential.
The total complex of this is precisely the algebraic de Rham complex6. More generally, one can replace X
by a derived stack, and replace the sheaf Ω1com(X) of Ka¨hler differentials by a homotopical version, given
by the cotangent complex LX . In this case, the global n-forms A n(X)[n] := RΓ(X,SymnOX (LX [1]) ) are
chain complexes, with a de Rham differential between them, forming an N-graded mixed complex. The
details for the construction of this N-graded mixed complex has been worked out in [41]. The associated
chain complexes A p,cl(X) are interpreted in loc.cit. as the complexes of de Rham-closed p-forms. This
explains our notations and degree conventions: they are made to coincide with the ones in loc.cit. in this
specific case7.
We are primarily interested in the total complexes of the N-graded mixed complexes appearing in
the last row of (2.33). As we explained in the introduction, we think of this total complex as the
6Since C(n) · un is concentrated in homological degree −n in this case, the direct product appearing in Definition 2.48,
which we recall is taken degreewise, consists of a product of one term in each homological degree. Hence it coincides with
the usual algebraic de Rham complex.
7As in the footnote following (1.7), we have modified the notation of [41], choosing to denote by A p(X) the chain
complex of global p-forms, instead of the associated topological space.
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noncommutative analogue of the de Rham complex. Thus, we define
Υcl,p(A)[−p] := F pΥcl,0(A) :=
∏
n≥p
Υ(n)(A) · un dcyc = d+ uB
We will see at the end of this subsection that there is a canonical surjection from this complex to the
usual noncommutative de Rham complex (see, e.g., [38]). For this reason, we introduce the following
terminology:
Definition 2.50. The chain complex Υp(A) is called the extended noncommutative p-forms.
The chain complex Υcl,0(A) is called the extended noncommutative de Rham complex.
Remark 2.51. When A is an associative algebra, the chain complex Υ(n)(A) · un is concentrated in
homological degree [−2n,−n], so that the direct product total complex coincides with the direct sum
total complex. In this form, the extended noncommutative de Rham complex appeared in [25], and is
called the noncommutative equivariant de Rham complex. This complex was also used in [26] to give a
new construction of cyclic homology, as well as its negative and periodic variants.
A map of N-graded mixed complexes consists of a sequence of chain maps f (n) : (C(n), d)→ ((C ′)(n), d)
commuting with the maps B(n). Such a map is said to be a quasi-isomorphism if each f (n) is. By con-
sidering the spectral sequence associated to the Hodge filtration, one can show that a quasi-isomorphism
of N-graded mixed complexes induces a quasi-isomorphism on the (direct product) total complexes, as
well as on each of its Hodge filtrations. This allows us to use the commutative diagram (2.33) to relate
the negative cyclic complex with other chain complexes.
Indeed, notice that each of the rows in (2.33) is part of a graded mixed complex: the first two rows
are the Z≥1-part of the Z-graded mixed complexes associated to the mixed complexes (Cbar(A), d, B)
and (Y (A), d, B) respectively; while the last two rows are the Z≥1-part of the N-graded mixed complexes
(2.47). Thus, the diagram (2.33) gives maps between the Z≥1-graded parts of these graded mixed com-
plexes, which therefore induces maps on the total complexes, so that for each p ≥ 1, we have a zig-zag of
maps
(2.52) CC−(A)[−2p] (2.49)= F pCcl,0bar (A) → F pY cl,0(1) (A) ← F pY cl,0(A)
where we have denoted by Y cl,0(1) (A) the total complex of the N-graded mixed complex associated to the
mixed complex (Y (A), d, B).
Since quasi-isomorphisms of Z≥p-graded complexes induces quasi-isomorphism of total complexes,
Proposition 2.31 shows that if A is almost cofibrant, then both maps in (2.52) are quasi-isomorphisms.
Moreover, if k ⊃ Q, then the commutativity of (2.33) shows that the maps
n!pi : Y (n)(A) → Υ(n)(A)
form a map of N-graded mixed complexes, which is moreover a quasi-isomorphism by Corollary 2.45.
We summarize our discussion in the following
Theorem 2.53. Let A be an almost cofibrant DG category, then for any integer p ≥ 1, there is a zig-zag of
quasi-isomorphisms (2.52). If k ⊃ Q, then we also have a quasi-isomorphism F pY cl,0(A) ∼→ F pΥcl,0(A)
for each p ≥ 0.
Notice that the first statement in this theorem is stated only for p ≥ 1. This is because the commutative
diagram (2.33) was set up only to compare the Z≥1-graded part of the underlying Z-graded and N-graded
complexes. While we will not need this in the sequel, there is in fact a natural extension of (2.33) to
compare the entire graded complexes. This will then give an analogue of the first statement of Theorem
2.53 for p = 0, which turns out to give a description of the total complex Y cl,0(A) in terms of the periodic
(instead of negative) cyclic complex (see Theorem 2.59 below).
Indeed, notice that the first two rows of (2.33) are each part of a Z-graded mixed complex, while the
last two rows are each part of an N-graded mixed complex. The comparison maps between the first and
second, as well as between the third and forth, also extend respectively to the Z-graded and N-graded
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mixed complexes. However, to extend the comparison map between the second and third rows, one should
insert one more row in (2.33). Namely, consider the N-graded complex
Y (0)(A) B˜−→ Y (A) B˜−→ Y (A) B˜−→ Y (A) B˜−→ . . .
where the first term Y (0)(A) = A\ is put in weight grading 0. Then there is a zig-zag of maps
(2.54)
. . . Y (A) Y (A) Y (A) Y (A) Y (A) . . .
. . . 0 Y (0)(A) Y (1)(A) Y (1)(A) Y (1)(A) . . .
. . . 0 Y (0)(A) Y (1)(A) Y (2)(A) Y (3)(A) . . .
B B
pi
B B B
B˜ B B B
B˜ B˜ B˜
pi
B˜
pi
where the first row is the Z-graded mixed complex associated to the mixed complex (Y (A), d, B), while
the second and third rows are N-graded mixed complexes extended by zero to Z-graded complexes.
Given a map of Z-graded complex, one obtain maps between various versions of total complexes. The
version that is relevant for us is the one known as “Tate realization” in [15]:
Definition 2.55. Given a Z-graded mixed complex . . .→ C(n) B−→ C(n+1) → . . ., its Tate total complex
is the chain complex defined as the filtered colimit
Ct := colim
p→−∞
∏
n≥p
C(n) · un
Notice that the total complex F 1Ccl,0 (see Definition 2.48) sits naturally as a subcomplex of Ct, so
that we have a short exact sequence
(2.56) 0 → F 1Ccl,0 → Ct → Cc → 0
where Cc is the realization of the Z≤0-part of C, defined as
Cc :=
⊕
n≤0
C(n) · un
One way to remember the Tate realization is to note that, while the (direct product) total complex
(see Definition 2.48) of an N-graded mixed complex is naturally a module over k[[u]], the Tate realization
of a Z-graded mixed complex is naturally a module over k((u)) = k[u−1, u]]. Thus, for example, the
Tate realization of the Z-graded mixed complex associated to the mixed complex (Cbar(A), d, B) is, by
definition, the periodic cyclic complex CCper(A) := Cbar(A)t of A, while the realization of its Z≤0-part
is, by definition, the cyclic complex CC(A) := Cbar(A)c. The short exact sequence (2.56) in this case is
the one that gives rise to Connes’ periodicity sequence (or “SBI sequence”) upon taking homology (see,
e.g., [38, Theorem 2.2.1]).
As our above discussion shows, the commutative diagram (2.33) can be extended to a zig-zag of maps of
Z-graded mixed complexes (see (2.54)). This then gives a zig-zag of maps between their Tate realizations,
respecting the short exact sequences (2.56):
(2.57)
0 0 0 0 0
CC−(A)[2] F 1Cbar(A)0,cl F 1Y cl,0(1) (A) F 1Y cl,0(1) (A) F 1Y cl,0(A)
CCper(A) Cbar(A)t Y(1)(A)t (Y(1)(A)modified)0,cl Y 0,cl(A)
CC(A) Cbar(A)c Y(1)(A)c Y (0)(A) Y (0)(A)
0 0 0 0 0
(2.54) (2.54)
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We have seen that, if A is almost cofibrant, then the horizontal maps in the first row are quasi-
isomorphisms (see Theorem 2.53). One would be able to show that the horizontal maps in the second
row are quasi-isomorphisms if one can show this for the third rows. This statement turns out to be false
in this form. Instead, a result of Feigin and Tsygan [21] shows that the corresponding statement is true
if we consider the reduced versions.
More precisely, for each of the terms Ξ(A) appearing in (2.57) (i.e., Ξ may be the symbol CCper, Y 0,cl,
etc), if we denote by Ξ(A) its reduced version
Ξ(A) := cone[⊕x∈Ob(A)Ξ(k) → Ξ(A) ]
then by functoriality, one obtains a different version of the diagram (2.57) by replacing every term by its
reduced version.
As we have just mentioned, if A is almost cofibrant, then the horizontal maps in the first row are
quasi-isomorphisms. The same is also clearly true for the map Cbar(A)c → Y(1)(A)c. Now, notice that
both of these statements is still true after passing to the reduced versions, since they are true for both
A and for the DG category qx∈Ob(A) k. Passing to the reduced version allows us to arrive at the same
conclusion for the map Y(1)(A)c → A\ as well, in view of the following
Theorem 2.58 ([21], see also [3]). If A is cofibrant, then the natural map CC(A) → Y (0)(A) is a
quasi-isomorphism.
Proof. In [3, Proposition 3.1], it was proved that, if A is a cofibrant DG algebra, then the natural map
cone[CC(k)→ CC(A)]→ cone[k → A/[A,A]] is a quasi-isomorphism. The proof relies on the description
in [3, Proposition B.2] of homotopy between maps of DG algebras. This description generalizes directly
to DG categories over a fixed object set. Therefore the same proof shows that if A is cofibrant in the
model category of DG categories with fixed object set O (the model structure is constructed exactly as
in [47, Remark 4.6]), then the natural map CC(A) → Y (0)(A) is a quasi-isomorphism. Thus, to prove
the theorem, one simply notices that if A is cofibrant in the model category of all small DG categories,
then it is also cofibrant in the model category of DG categories with fixed object set O = Ob(A). 
Thus, combining these results, we have the following
Theorem 2.59. If A is cofibrant, then there is a zig-zag of quasi-isomorphisms connecting CCper(A)
and Y cl,0(A). If k ⊃ Q, then there is also a quasi-isomorphism Y cl,0(A) ∼→ Υcl,0(A).
We end this subsection with a discussion of the relation with the noncommutative de Rham complex,
Consider the DG category Ω(A) := TA(Ω1(A)[1]). There is a canonical DG functor TA(Res(A)) 
TA(Ω1(A)[1]) induced by the surjection Res(A)  Ω1(A)[1] of DG bimodules. It is straightforward to
check that the graded derivation s˜D on TA(Res(A)) descends to one on TA(Ω1(A)[1]), which we still
denote as s˜D. Indeed, this descended derivation is nothing but the usual (noncommutative) de Rham
differential on Ω(A).
This graded derivation then descends to an N-graded mixed structure on
Ω(A)cyc =
⊕
n≥0
(
Ωn(A)[n] )
\,Cn
Therefore, we have a map
Υ(n)(A)  (Ωn(A)[n] )
\,Cn
that respect the N-graded mixed complex structures on both sides. Hence it induces a surjection
Υcl,0(A) → DRcl,0(A)
on the total complexes (as well as their Hodge filtrations) associated to these N-graded mixed complexes.
By definition, the noncommutative de Rham complex is the chain complex DRcl,0(A). It is in this sense
that the extended noncommutative de Rham complex Υcl,0(A) is an extension of it.
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2.3. Calabi-Yau completions as noncommutative cotangent bundles. In the previous subsection,
we have constructed two chain complexes Y (n)(A) and Υ(n)(A), either of which can be viewed as a non-
commutative analogue of differential n-forms. Moreover, there is an operator B˜ : Y (n)(A)→ Y (n+1)(A),
and likewise for Υ•(A), that are noncommutative analogue of the de Rham differential.
In the commutative case, i.e., for varieties, or more generally derived stacks, the basic calculus on
differential forms allows one to define the notion of (shifted) symplectic structures. Namely, an n-shifted
symplectic structure is a closed element ω˜ of (homological) degree −n in the chain complex A 2,cl(X)
of “closed 2-forms”, whose underlying 2-form ω ∈ A 2(X) induces a quasi-isomorphism ωˆ : L∨X ∼→ LX
between the tangent and cotangent complexes.
The notion of extended noncommutative differential forms that we have developed in the previous
subsection then allows us to develop a noncommutative analogue of a (2−n)-shifted symplectic structure.
In fact, we will see that this recovers precisely the notion [23, 35, 6] of a (left) n-Calabi-Yau structure
on a DG category. Thus, let A be an almost cofibrant DG category, we consider a closed element ω˜ of
degree n in the chain complex Y cl,2(A)[2]. This gives an underlying noncommutative 2-form ω ∈ Y (2)(A),
defined as the image of ω˜ under the natural map Y cl,2(A)[2]→ Y (2)(A). Now the chain complex Y (2)(A)
is defined by Res(A)⊗Ae Res(A). Therefore, the closed element ω ∈ Y (2)(A) of degree n induces a map
ω# : Res(A)∨[n]→ Res(A), which we require to be a quasi-isomorphism.
Notice that all these conditions can be rephrased at the level of homology. First, by Theorem 2.53,
the chain complex Y cl,2(A)[2] is quasi-isomorphic to the negative cyclic complex. Thus, the element
ω˜ represents a negative cyclic homology class [ω˜] ∈ HC−n (A). Also, the chain complex Y (2)(A) =
Res(A)⊗AeRes(A) is quasi-isomorphic to the Hochschild complex. Thus, the underlying noncommutative
2-form ω ∈ Y (2)(A) represents a Hochschild class [ω] ∈ HHn(A). Finally, notice that Res(A)∨ represents
the derived bimodule dual of A, i.e., we have
Res(A)∨ := HomAe(Res(A),Ae) ' RHomAe(A,Ae) =: A!
Thus, the non-degeneracy condition can be rephrased as the requirement that the class [ω] ∈ HHn(A)
induces an isomorphism ω# : A![n] → A in the derived category D(Ae) of bimodules. It is therefore
natural to consider the following notion as the noncommutative analogue of (2 − n)-shifted symplectic
structure:
Definition 2.60. A (left) n-Calabi-Yau structure8 on a small DG category A is a negative cyclic class
[ω˜] ∈ HC−n (A) whose underlying Hochschild class [ω] ∈ HHn(A) induces an isomorphism ω# : A![n]→ A
in the derived category D(Ae) of bimodules.
Remark 2.61. In the literature, one often requires the DG category A to be homologically smooth. We
formulate this notion without smoothness assumption because there are some interesting non-smooth
examples. For instance, the algebra A = k[]/(2), when thought of as a DG category with one object, is
non-smooth but has a 0-Calabi-Yau structure. Following [28], one can say that a small DG category is
Gorenstein if the functor − ⊗L A! : D(A) → D(A) is an equivalence. If a small DG category has a left
Calabi-Yau structure, then it is automatically Gorenstein. Thus this is the natural class of DG categories
on which to study Calabi-Yau structures.
Recall that a basic class of examples of symplectic varieties are given by the total spaces of the
cotangent bundle on a (smooth) variety. For simplicity, we consider the affine case X = Spec(B). Then
the total space of the cotangent bundle is given by T ∗X = Spec( SymA(Ω
1
com(B)
∨) ), where we have
used Ω1com to denote the module of Kahler differential for commutative algebras, to distinguish from the
noncommutative Kahler differential that we mostly consider. The canonical symplectic structure on T ∗X
is the differential of the Liouville 1-form, given in local coordinates by λ =
∑
pi dqi. This local expression
has a more intrinsic definition. To this end, let us denote by P the algebra
(2.62) P := SymB(Ω
1
com(B)
∨)
8One can form a space CY(A, n) of (left) n-Calabi-Yau structures on A (see (3.26) below), whose homotopy type depends
only on the derived Morita equivalence type of A. The set of n-Calabi-Yau structures in the present sense is then naturally
identified with pi0(CY(A, n)).
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and consider the natural map
(2.63) γ : Ω1com(B)⊗B P → Ω1com(P )
Notice that by definition of P , we have Ω1com(B)
∨ ⊂ P . Therefore the domain of γ contains the B module
Ω1com(B) ⊗B Ω1com(B)∨. Applying γ to the “trace element” θB ∈ Ω1com(B) ⊗B Ω1com(B)∨ gives precisely
the Liouville 1-form λ ∈ Ω1com(B). To prove that the resulting 2-form ω = dλ is non-degenerate, one
simply take local coordinates and compute ω, which is easily seen to be given by ω =
∑
dpi ∧ dqi.
We now develop the noncommutative analogue of cotangent bundles. Thus let A be a finitely cellular
DG category. Then in a formal parallel of (2.62), we consider the DG category
Π = Π1−m(A) := TA(Res(A)∨[−m])
known as the (1 −m)-Calabi-Yau completion of A. As suggested by its name, the DG category Π has
a canonical (1−m)-Calabi-Yau structure. The construction of this Calabi-Yau structure closely parallel
to the construction of the symplectic form on the cotangent bundle, as summarized in the previous
paragraph. To this end, we consider the following noncommutative analogue of (2.63):
γ : Res(A)⊗Ae Πe → Res(Π)
which is now a map of bimodules over Π. Thus, one can pass to the naturalization (−)cyc with respect
to Π, and obtain a map of chain complexes
γcyc : Res(A)⊗Ae Π = ( Res(A)⊗Ae Πe )cyc → Res(Π)cyc = Y (1)(Π)
Consider the canonical “trace element” θA ∈ Res(A) ⊗Ae Res(A)∨. Since Π contains Res(A)∨[−m] by
definition, one can regard θA as a degree −m closed element in Res(A) ⊗Ae Π. Applying γcyc to this
element gives a “noncommutative (extended) Liouville 1-form” λ ∈ Y (1)(Π). To this 1-form, one can
apply the noncommutative de Rham differential B˜ : Y (1)(Π) → Y (2)(Π) constructed in the previous
subsection. We claim that the resulting (extended) noncommutative 2-form ω := B˜(λ) ∈ Y (2)(Π) gives a
(1−m)-Calabi-Yau structure on Π.
In fact, since ω is the Connes differential of a closed element λ in the Hochschild complex Y (1)(Π),
it has a canonical negative cyclic lift. Thus, it suffices to show that ω determines a quasi-isomorphism
Res(Π)∨ ∼→ Res(Π). Like in the commutative case, we can also prove this by a calculation in terms of
presentation. Thus, suppose that A has a finitely cellular presentation A = TO(f1, . . . , fN ). Then the
bimodule resolution Res(A) is semi-free over a basis
{ sDf1, . . . , sDfN } ∪ {Ex }x∈O
Thus, the dual bimodule Res(A)∨[−m] is semi-free over the basis
{ s−m(sDf1)∨, . . . , s−m(sDfN )∨ } ∪ { s−mE∨x }x∈O
with degrees |s−m(sDfi)∨| = 1−m− |fi| and |s−mE∨x | = −m. For simplicity of notation, rename these
elements as
(2.64) Xi := s
−m(sDfi)∨ cx := s−mE∨x
then the Calabi-Yau completion Π has the cellular presentation
Π = TO ( {f1, . . . , fN , X1, . . . , XN} ∪ {cx}x∈O )
Moreover, a direct calculation shows that the (extended) noncommutative 2-form ω is simply given by
(2.65) ω =
N∑
i=1
(−1)|fi|+1[sDXi⊗sDfi+(−1)(|fi|+1)(|Xi|+1)sDfi⊗sDXi]+∑
x∈O
[
sDcx⊗Ex+Ex⊗sDcx
]
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The induced map ω# : Res(Π)∨ → Res(Π) of bimodule is therefore given by
(2.66) ω# :

(sDfi)
∨ 7→ sDXi
(sDXi)
∨ 7→ (−1)m|fi|+1sDfi
(Ex)
∨ 7→ sDcx
(sDcx)
∨ 7→ (−1)m+1Ex
Since this map permutes the basis elements up to signs, it is in fact an isomorphism of bimodules
ω# : Res(Π)∨
∼=−→ Res(Π). This completes the proof of the following
Theorem 2.67. The (1 − m)-Calabi-Yau completion Π has a canonical (1 − m)-Calabi-Yau structure
given by the image of [λ] ∈ HH−m(Π) under the Connes map B : HH−m(Π)→ HC−1−m(Π).
Remark 2.68. A relative version of Calabi-Yau completion was also constructed in [58], and is shown to
have a canonical relative Calabi-Yau structure [6]. In our present viewpoint, a relative Calabi-Yau struc-
ture is a noncommutative analogue of a Lagrangian subvariety; while the relative Calabi-Yau completion
of a DG functor F : A → B is the noncommutative analogue of the conormal bundle of a subvariety
Z ↪→ X. In [33, 58], natural deformations of (relative) Calabi-Yau completions are also constructed.
The direct formal analogy between the extended noncommutative de Rham complex of a DG category
and the ordinary de Rham complex of a smooth variety suggests one to consider the dual picture of
polyvector fields. In fact, formally dualizing the definition of Υ•(A) leads one to consider
X
(n)
♦ (A) := ((Res(A)∨)(n))\,Cn
so that we have
X•♦(A) :=
⊕
n≥0
X
(n)
♦ (A) =
(
TA(Res(A)∨)
)
cyc
We would like to think of this as noncommutative polyvector fields. For a smooth variety X, the
polyvector fields on it has the structure of a Gerstenhaber algebra, which means it is a graded commutative
algebra, together with a shifted Lie algebra structure, such that the Lie bracket is a graded derivation on
each variable. In the noncommutative case (i.e., for DG categories A), we no longer have an (obvious)
algebra structure on X•♦(A). However, as we will show in Sections 2.5 and 2.6, the chain complex X•♦(A)
does have a shifted DG Lie algebra structure. We will use this shifted DG Lie algebra structure to define
the notion of weak Calabi-Yau structures in the next section. In fact, in order to develop shifted versions
of these notions, we will consider an m-shifted version of X•♦(A), defined by
(2.69) X
(n)
♦ (A;m) :=
( (
Res(A)∨[−m] )(n) )
\,Cn
so that we have
(2.70) X•♦(A,m) :=
⊕
n≥0
X
(n)
♦ (A,m) =
(
TA( Res(A)∨[−m] )
)
cyc
Let us again use the commutative case as a guide to help us construct the shifted DG Lie algebra
structure on X•♦(A,m). The polyvector fields on a smooth affine variety X = Spec(B) is given by
the graded commutative algebra Xcom(B) = SymB(Der(A)[−1]), which can be viewed as the ring of
functions on the shifted cotangent bundle of X. The Gerstenhaber algebra structure on Xcom(B) has a
simple interpretation via this viewpoint. Namely, the shifted cotangent bundle has a shifted symplectic
structure, hence a shifted Poisson structure. The shifted Lie bracket on Xcom(B) is simply given by this
shifted Poisson structure.
In the noncommutative case, the “noncommutative shifted polyvector fields” X•♦(A,m) is again the
“global functions” Πcyc on the “noncommutative shifted cotangent bundle” Π = TA
(
Res(A)∨[−m] ).
We have seen above that Π has a canonical (1−m)-Calabi-Yau structure, whose underlying (extended)
noncommutative 2-form ω ∈ Y (2)(Π) is given by (2.65). This (extended) noncommutative 2-forms induces
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an isomorphism ω# : Res(Π)∨
∼=−→ Res(Π). As in the commutative case, this isomorphism allows one to
transfer the 2-forms ω into a “bivector” P by the formula
P = ((ω#)−1 ⊗ (ω#)−1)(ω) ∈ (Res(Π)∨ ⊗Πe Res(Π)∨)C2
Explicitly, a calculation using (2.65) and (2.66) gives the formula
P =
N∑
i=1
[
(sDfi)
∨ ⊗ (sDXi)∨ + (−1)m|fi|−1(sDXi)∨ ⊗ (sDfi)∨
]
+
∑
x∈O
[
E∨x ⊗ (sDcx)∨ + (−1)m−1(sDcx)∨ ⊗ E∨x
](2.71)
One can view this as the noncommutative analogue of the bivector pi =
∑N
i=1
∂
∂qi
∧ ∂∂pi on the (shifted)
cotangent bundle T ∗[1](X). Indeed, these formulas resemble each other if we rewrite the vector field ∂∂qi
dual to the 1-form Dqi as
∂
∂qi
= (Dqi)
∨. As we alluded above, this bivector pi acts on functions on the
shifted cotangent bundle T ∗[1](X), which are the same as polyvector fields on X. The action is given by
the formula {ξ, η} = pi(Dξ,Dη).
The same holds in the noncommutative case: one can use the “bivector” (2.71) to act on “global
functions” ξ, η ∈ Πcyc on Π. We will see below that this defines a bracket on Πcyc, given by a formula
{ξ, η} = (−1)|ξ| µ (P (sDξ ⊗ sDη) )
In order to make sense of this formula, we need a convenient description of the bimodule (Res(Π)∨)(2),
and how the element P ∈ ( (Res(Π)∨)(2))
cyc
acts on elements sDξ and sDη in the above formula. This
is an example of a multilinear map for bimodules over a DG category (or an associative algebra). Unlike
the multilinear algebra for modules over commutative ring, the analogue for bimodules turns out to be
more subtle, and so we devote the next subsection to discuss it.
2.4. Multiduals and n-brackets. LetA be a small DG category. Suppose we have bimodulesM1, . . . ,Mn,
our first task is to give a description of the bimodule M∨n ⊗A . . .⊗AM∨1 .
For notational convenience, we will write y(M)x := M(x, y). An element in M
∨
i (zi−1, zi) is given by a
collection of maps yi(Mi)xi → zi(A)xi ⊗ yi(A)zi−1 , one for each xi, yi ∈ Ob(A), such that the collection
is A-bilinear. For example, the following diagram represents the bimodules M∨2 and M∨1 :
Notice that the object placement in the diagram suggests the suitable bilinearity property that these
maps should satisfy: namely, the maps should be bilinear with respect to the inner bimodule structure
on A⊗A. Similarly, the free dots in the diagram suggests that M∨i inherits the outer bimodule structure
from A⊗A.
Now if we want to tensor together elements in M∨2 and M
∨
1 to form an element in M
∨
2 ⊗A M∨1 , the
diagram suggests that one should tensor together the two free dots in the middle, which is the same as
applying the multiplication map µ : y2(A)•⊗A •(A)x1
∼=−→ y2(A)x1 . Thus, an element in M∨2 ⊗AM∨1 gives
rise to a map represented by the following diagram:
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More generally, one has a “grafting” procedure, described by the diagram below, that produces maps
out of an element in M∨n ⊗A . . .⊗AM∨1 .
More precisely, this “grafting” procedure describes a map of A-bimodules
(2.72)
M∨n ⊗A . . .⊗AM∨1 (Mn, . . . ,M1)∨
Xn ⊗ . . .⊗X1 Xn# . . .#X1
where (Mn, . . . ,M1)
∨ is, by definition, the bimodule such that (Mn, . . . ,M1)∨(z, z′) consists of a collection
of maps
(2.73) yn(Mn)xn ⊗ . . .⊗ y1(M1)x1 → z′(A)xn ⊗ yn(A)xn−1 ⊗ . . .⊗ y2(A)x1 ⊗ y1(A)z ,
one for each object x1, . . . , xn, y1, . . . , yn ∈ Ob(A), that are (2n)-fold A-linear, i.e., the collection of maps
are required to be A-linear at each object placement xi and yi.
One can also consider a grafting procedure for elements in (M∨n ⊗A . . . ⊗A M∨1 )\. In this case, the
grafting proceudre can be expressed in the diagram
(2.74)
which describes a map of chain complexes
(2.75)
(M∨n ⊗A . . .⊗AM∨1 )\ (Mn, . . . ,M1)∨\
Xn ⊗ . . .⊗X1 (Xn# . . .#X1# )
where (Mn, . . . ,M1)
∨
\ is the chain complex consisting of collections of maps
(2.76) yn(Mn)xn ⊗ . . .⊗ y1(M1)x1 → y1(A)xn ⊗ yn(A)xn−1 ⊗ . . .⊗ y2(A)x1 ,
that are 2n-fold A-linear, again as indicated by the object placement.
The reader is cautioned that, despite the notation, the naturalized multidual (Mn, . . . ,M1)
∨
\ is in
general different from the naturalization ( (Mn, . . . ,M1)
∨ )\ of the bimodule of multidual. However, there
is a natural map from the latter to the former, which is in fact an isomorphism in many cases, for example
in the situation of the following easy
Lemma 2.77. If each of the bimodule M1, . . . ,Mn are projective of finite rank as a graded bimodule,
then the maps (2.72) and (2.75) are isomorphisms.
Before moving on, let us comment on the case when the conditions of this Lemma is not satisfied, so
that the maps (2.72) and (2.75) are not necessarily isomorphisms. In these cases, we view the codomains
of these maps – i.e., the multiduals (Mn, . . . ,M1)
∨ and (Mn, . . . ,M1)∨\ – as the “correct” notions to use,
for several reasons. First, they have good homotopical properties. Indeed, both the quasi-isomorphism
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types of the multiduals (Mn, . . . ,M1)
∨ and (Mn, . . . ,M1)∨\ are invariant under quasi-isomorphisms of
the bimodules M1, . . . ,Mn whenever they are chosen to be cofibrant. This can be seen by rewriting the
definitions of multiduals as
(Mn, . . . ,M1)
∨ = HomAe⊗k(n)...⊗kAe(Mn ⊗k . . .⊗kM1 , A⊗k
(n+1). . . ⊗kA )
(Mn, . . . ,M1)
∨
\ = HomAe⊗k(n)...⊗kAe(Mn ⊗k . . .⊗kM1 , A⊗k
(n). . . ⊗kA )
(2.78)
where the 2n-fold A-module structure of the right-hand-side terms of these Hom-spaces are cyclically
shifted, as specified in (2.73) and (2.76). In particular, for the naturalized multidual, we will often write
(2.79) (Mn, . . . ,M1)
∨
\ = Hom(A⊗n)e(Mn ⊗k . . .⊗kM1 , τ (A⊗n)id )
Second, one has canonical adjunctions
(2.80) (Mn, . . . ,M1)
∨
\
∼= HomAe(M1 , (Mn, . . . ,M2)∨ )
which can be seen by writing both the multiduals appearing here in the form (2.78), and applying a
standard Hom-⊗ adjunction.
Both of these properties will prove to be handy. In fact, in our later development, we will replace the
DG category TA(M∨) by its “multidual version” T∨A(M), defined by
(2.81) T∨A(M) :=
⊕
n≥0
(M, (n). . .,M)∨
This has the structure of a DG category where composition is defined by a similar “grafting” procedure,
which produces a map
(M, (p). . .,M)∨ ⊗A (M, (q). . .,M)∨ #−−−−−→ (M, (p+q). . . ,M)∨
Clearly, there is a DG functor TA(M∨) → T∨A(M), which is an isomorphism if M is projective of finite
rank as a graded bimodule.
Remark 2.82. When the bimodules M1, . . . ,Mn are semi-free, but not necessarily of finite rank, the maps
(2.72) and (2.75) may not be isomorphisms. However, in this case, there is still a simple description
of the multiduals. To keep the notation simple, we will focus on the only case that we need, where
M1 = . . . = Mn = M , which is semi-free with a basis {ξα}α∈I , say ξα ∈ M(xi, yi). Even if the basis set
I is infinite, the elements ξ∨α ∈ M∨(yi, xi) are still well-defined by (2.4). In this case, elements in the
multudals (M, (p). . .,M)∨(z, z′) can be uniquely written as infinite sums of the form∑
(αp,...,α1)∈Ip
fp · ξ∨αp · fp−1 . . . f1 · ξ∨α1 · f0 ∈ (M, (p). . .,M)∨(z, z′)
where we have written the grafting operation # simply as a dot, alluding to its being the multiplication
in T∨A(M). Similarly, an element in (M,
(p). . .,M)∨\ can be uniquely written as infinite sums of the form
(2.83)
∑
(αp,...,α1)∈Ip
fp · ξ∨αp · fp−1 . . . f1 · ξ∨α1 ∈ (M, (p). . .,M)∨\
One can use this to obtain a similar description for other variants, most useful of which is its Cp-invariant
part (M, (p). . .,M)
∨,Cp
\ . This description allows us to define structures on such chain complexes of multiduals
by specifying their effects on each term of the above sums. For example, in the next subsection, we will
consider a bracket {−,−} on such multiduals by specifying its values on such terms. To show that this
is well-defined, one suffices to check that, even if the inputs to the bracket are infinite sums, when the
result is written in the form (2.83), each term that appears will only consist of a finite sum. Likewise, to
show that certain maps preserve these structures, one suffices to show the corresponding statements for
each term in the infinite sum (2.83).
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As suggested above, we will eventually be interested in the case when M1 = . . . = Mn = Res(A).
However, we first consider a closely related case, where M1 = . . . = Mn = Ω
1(A). In this case, the dual
bimodule is the bimodule Der(A) of double derivation, so that the following proposition describes the
multidual version of the chain complex (Der(A)⊗A . . .⊗A Der(A) )\.
Proposition 2.84. A degree p element in the chain complex ( Ω1(A) , (n). . . , Ω1(A) )∨\ is given by a collec-
tion of k-linear maps
(2.85) Ψ = {{−, . . . ,−}} : yn(A)xn ⊗ . . .⊗ y1(A)x1 → y1(A)xn ⊗ yn(A)xn−1 ⊗ . . .⊗ y2(A)x1 ,
of degree p, one for each choice of objects x1, . . . , xn, y1, . . . , yn ∈ Ob(A), which is a derivation in each
variable.
As in the previous cases, the object placement here also suggest what it means for the map to be a
derivation in each variable. Slightly modifying the notation in [55], we make the following
Definition 2.86. An n-bracket of degree p is an element of homogeneous degree p in the chain complex
( Ω1(A) , (n). . . , Ω1(A) )∨\ . One can describe an n-bracket as a multiderivation by Proposition 2.84 above.
Now, we will consider a cyclicity condition on n-brackets. Namely, we let the cyclic group Cn acts on
the chain complex ( Ω1(A) , (n). . . , Ω1(A) )∨\ by permuting the copies of Ω1(A), with the precise sign that
involves an extra “shifting index” m, given by
(2.87) τ∗{{−, . . . ,−}} = (−1)m(n−1) τ ◦ {{−, . . . ,−}} ◦ τ−1
where the map τ∗ appearing on the left hand side is the action by the generator of Cn, while the maps
τ appearing on the right hand side are the simple rotation map (with Koszul sign rules) in the domain
and codomain of (2.85). We will explain this choice of sign when we apply these notions in the next
subsection. For now, we make the following
Definition 2.88. An n-bracket {{−, . . . ,−}} ∈ ( Ω1(A) , (n). . . , Ω1(A) )∨\ is said to be m-cyclical if it is
invariant under the Cn-action (2.87).
Clearly, there is a corresponding Cn-action on the chain complex (Der(A)(n) )\, such that the grafting
map (2.75) is Cn-equivariant. The precise sign of this action is given by
(2.89) τ∗(
∑
Ψ(1)⊗. . .⊗Ψ(n) ) = (−1)m(n−1)
∑
(−1)(|Ψ(n)|)(|Ψ(1)|+...+|Ψ(n−1)|) Ψ(n)⊗Ψ(1)⊗. . .⊗Ψ(n−1)
Denote by (Der(A)(n) )Cn\ the Cn-invariant part under this action. Then Lemma 2.77 and Proposition
2.84, shows the following
Proposition 2.90. Suppose A is a finitely semi-free DG category, then an m-cyclical n-bracket on A is
the same as an element in the chain complex (Der(A)(n) )Cn\ .
We will mostly be interested in m-cyclical 2-brackets Ψ of degree m+ 1. We will show that any such
2-bracket induces an anti-symmetric bracket on A\[m+ 1].
The first thing to notice is that any such 2-bracket {{−,−}} on A induces a map
(2.91) ad : A\ → Der(A) , adg(f) = µ{{g˜, f}}
of degree m + 1. Here, we represent an element g ∈ A\ by an element g˜ ∈ A(z, z) for some object
z ∈ Ob(A). Then for each element f ∈ A(x, y) we apply the 2-bracket {{−,−}} to obtain an element
{{g˜, f}} ∈ y(A)z⊗ z(A)x, which is then multiplied together by the composition map µ to obtain adg(f) =
µ{{g˜, f}} ∈ A(x, y). We claim that (2.91) is well-defined. Namely, we have
Lemma 2.92. The map adg is independent of the choice of representative g˜. Moreover, it is always a
graded derivation of A of degree |g|+m+ 1.
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Proof. Let g1 ∈ A(z, w) and g2 ∈ A(w, z), then (−1)|g1||g2|g2g1 ∈ A(z, z) and g1g2 ∈ A(w,w) represents
the same element in A\. In Sweedler notation, the bi-derivation property of {{−, f}} reads
{{g1g2, f}} =
∑
±{{g1, f}}(1)g2 ⊗ {{g1, f}}(2) ± {{g2, f}}(1) ⊗ g1{{g2, f}}(2)
{{g2g1, f}} =
∑
±{{g2, f}}(1)g1 ⊗ {{g2, f}}(2) ± {{g1, f}}(1) ⊗ g2{{g1, f}}(2)
When these elements are multiplied together, they are equal up to a sign of (−1)|g1||g2|. 
Any derivation δ on A descends to a map δ : A\ → A\. Thus, in particular, the map (2.91) descends
to a map ad : A\ → End(A\) , which is equivalent to giving a bracket
(2.93) {−,−} : A\ ⊗A\ → A\ , {g, f} = µ{{g˜, f˜}}
of degree m+ 1.
Lemma 2.94. If the 2-bracket {{−,−}} is m-cyclical of degree m + 1, then the induced bracket (2.93)
satisfies {f, g} = (−1)m+|f ||g|{g, f}. Therefore, the bracket {−,−} on A\[m+ 1] defined by
{−,−}(sm+1f ⊗ sm+1g) := (−1)(m+1)|f | sm+1{f, g}
is antisymmetric.
Proof. Since {{−,−}} is m-cyclical, we have
{{−,−}} = (−1)m τ ◦ {{−,−}} ◦ τ−1
When applied to f˜ ⊗ g˜, this says
{{f˜ , g˜}} = (−1)m+|f ||g| τ{{g˜, f˜}}
Apply the composition map µ to both sides. For the left hand side, we simply gets {f, g}. For the right
hand side, we notice that equalities of the form µ(−,−) = µ(τ(−,−)) holds in A\. In particular, when
we apply µ to the right hand side of the above equation, we simply get and (−1)m+|f ||g|µ({{g˜, f˜}}) =
(−1)m+|f ||g|{g, f}. This completes the proof. 
A substantial part of our construction in this subsection can be summarized in the following diagram:
(2.95)
An element
Ψ ∈ (Der(A)⊗A Der(A) )\ A 2-bracket{{−,−}} on A A bracket{−,−} on A\(2.75) (2.93)
Moreover, if Ψ is of degree m + 1, and is invariant under the C2-action (2.89), then the same holds
for the corresponding 2-bracket. Lemma 2.94 then implies that the induced bracket {−,−} satisfies a
(m+ 1)-shifted anti-symmmetricity.
Thus far in this subsection, we have only used the structure of A as a graded category. We have
not required our various structures to be compatible with the differentials. Clearly, if the element Ψ is
closed, i.e., d(Ψ) = 0, then the induced 2-bracket on A, as well as the induced bracket on A\ respect
the differential. This sufficient condition is however not necessary. To see this, consider an element
P ∈ (Res(A)∨⊗ARes(A)∨ )\. Since the bimodule Res(A)∨ has a direct summand Der(A)[−1], the chain
complex
(
Res(A)∨ ⊗A Res(A)∨
)
\
has a subcomplex
(
Der(A)[−1] ⊗A Der(A)[−1]
)
\
which is a direct
summand if we neglect differentials. Thus, one can take its projection P of P to this direct summand,
and then take a shift to obtain
Ψ = (s⊗ s)(P ) ∈ (Der(A)⊗A Der(A) )\
This way of obtaining Ψ is useful because of the following
Lemma 2.96. If the element P ∈ (Res(A)∨ ⊗A Res(A)∨ )\ is closed, then the induced bracket {−,−}
on A\ is closed. i.e., {−,−} : A\ ⊗A\ → A\ is a map of chain complexes.
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Proof. Write P =
∑
P2 ⊗ P1, where P2 ∈ Res(A)∨(x, y) and P1 ∈ Res(A)∨(y, x). Then, by definition,
the 2-bracket {{−,−}}P induced by Ψ = (s⊗ s)(P ) is given by
{{f, g}}P =
∑
(−1)|f |(P2#P1# )(sDf ⊗ sDg)
Since P is closed, so is the map (P2#P1# ). However, the maps f 7→ sDf and g 7→ sDg are considered
as maps A → Res(A) here, and are therefore non-closed. Instead, for f ∈ A(x, y), we have
d(sDf) + sD(df) = fEx − Eyf
This allows one to determine the commutator of the differential with the 2-bracket {{−,−}}P . Namely,
if f ∈ A(x2, y2) and g ∈ A(x1, y1), then we have
d({{f, g}}P ) =
∑
d((−1)|f |(P2#P1# )(sDf ⊗ sDg))
=
∑
(−1)|f |(P2#P1# )((d⊗ id + id⊗ d)(sDf ⊗ sDg))
=
∑
(−1)|f |(P2#P1# )
(− sD(df)⊗ sDg − (−1)|f |+1sDf ⊗ sD(dg)
+ (fEx2 − Ey2f)⊗ g + (−1)|f |+1f ⊗ (gEx1 − Ey1g)
)
= {{df, g}}P + (−1)|f |{{f, dg}}P
+
∑
(−1)|f |(P2#P1# )((fEx2 − Ey2f)⊗ g)− (P2#P1# )(f ⊗ (gEx1 − Ey1g))
The terms in the last row of this equation correspond to the failure of the 2-bracket {{−,−}}P to be
closed. We claim that these term vanish when passed to A\. In this case, we can take x1 = y1 and
x2 = y2, so that the terms
(−1)|f |(P2#P1# )((fEx2 − Ex2f)⊗ g)− (P2#P1# )(f ⊗ (gEx1 − Ex1g))
lie in A(x2, x1) ⊗ A(x1, x2). Moreover, by the A-multilinearity property of the maps (P2#P1# ), these
terms are of the form
±( ξf ⊗ η − ξ ⊗ fη ) ± ( g(ξ′ ⊗ η′)− (−1)|g|(|ξ′|+|η′|)(ξ′ ⊗ η′)g )
Clearly, both of these terms vanish under the map
A(x2, x1)⊗A(x1, x2) µ−→ A(x1, x1)  A\
Since {f, g}P is obtained by collapsing {{f, g}}P under this map, the proof is complete. 
2.5. The extended necklace DG Lie algebra. Let A be a finitely cellular DG category, and con-
sider the “noncommutative shifted cotangent bundle” Π = Π1−m(A) introduced in Section 2.3. It has a
canonical Calabi-Yau structure whose underlying (extended) noncommutative 2-form ω induces an iso-
morphism ω# : Res(Π)∨
∼=−→ Res(Π) of degree 1−m. We have also seen that this isomorphism allows one
to transfer the “2-forms” ω into a “bivector” P by the formula
(2.97) P = ((ω#)−1 ⊗ (ω#)−1)(ω) ∈ (Res(Π)∨ ⊗Πe Res(Π)∨)C2
Here, we have to determine what it means for P to be C2-invariant, because there is a subtlety in
the sign involved. Indeed, the element ω ∈ (Res(Π) ⊗Πe Res(Π))C2 is C2-cyclic in the obvious sense.
However, since ω# is an isomorphism of degree 1−m, the result P of applying (ω#)−1 to both sides is
(m− 1)-cyclical, as one can check by direct calculation.
We wish to apply the procedure (2.95) to our present situation. The paragraph preceding Lemma 2.96
indicates how to proceed: restricting P to a direct summand, and performing a homological shift allows
us to define
Ψ = (s⊗ s)(P ) ∈ (Der(Π)⊗Π Der(Π) )C2cyc
As above, the homological shift s⊗ s changes the cyclicity condition, so that Ψ is an m-cyclical element
of degree m+ 1.
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One can then apply the procedure (2.95) to the DG category Π, on the element Ψ. By Lemma 2.94 (see
also the paragraph that follows (2.95)), this induces an anti-symmetric bracket on Πcyc[m+1]. Moreover,
by Lemma 2.96, this bracket is closed. Tracing through the constructions in the procedure (2.95), one
sees that this bracket is given by
(2.98) {ξ¯, η¯} = (−1)|ξ| µ (P (sDξ ⊗ sDη) )
for any ξ ∈ Π(x, x) and η ∈ Π(y, y), representing elements ξ¯, η¯ ∈ Πcyc. Here, we apply the grafting
map (2.75) to P and denote its image as P , which therefore gives a map P : xRes(Π)x ⊗ yRes(Π)y →
yΠx ⊗ xΠy. Thus, in the formula (2.98), the element P (sDξ ⊗ sDη) lies in yAx ⊗ xAy, to which we
apply the composition map µ : yAx ⊗ xAy → yAy. The result therefore represents an element in Πcyc.
This explains the meaning of the formula (2.98), which already appeared at the end of Section 2.3.
Our discussion can be summarized in the following
Proposition 2.99. The element (2.97) induces a closed anti-symmetric bracket on the chain complex
Πcyc[m+ 1] via the formula (2.98).
We will now give a more explicit description of this bracket, and show that it actually gives a DG Lie
algebra structure on Πcyc[m+ 1], also denoted as X
•
♦(A,m)[m+ 1] in (2.70).
First, consider the decomposition
Π = TA(Res(A)∨[−m]) =
⊕
r≥0
(
Res(A)∨[−m] )(r)
A typical element ξ ∈ yΠx in the weight r component is a composable monomial of the form
(2.100) ξ = fi(r,nr) . . . fi(r,1)Zr . . . Z1fi(1,n1) . . . fi(1,1)Z1fi(0,n0) . . . fi(0,1)
where Zp is one of the basis element of Res(A)∨[−m]. i.e., Zp = Xj(p) for some j(p) ∈ {1, . . . , N}, or
Zp = cx(p) for some x(p) ∈ O (see (2.64) for the notation).
Similarly, a typical weight r′ element η ∈ y′Πx′ has the form
(2.101) η = fi′(r′,n′
r′ )
. . . fi′(r′,1)Z
′
r′ . . . Z
′
1fi′(1,n′1) . . . fi′(1,1)Z
′
1fi′(0,n′0) . . . fi′(0,1)
The derivation sDξ consists of a sum of different choice of letters to stick the symbol sD. The same
holds for sDη. Most of these terms will be zero when P acts on them via (2.98). Indeed, in view of the
formula (2.71) for P , the only terms that give a nontrivial contribution to (2.98) are one of the two cases:
(1) For some 1 ≤ q ≤ N , The symbol sD stick to a letter fq at ξ, and a letter Xq at η;
(2) For some 1 ≤ q ≤ N , The symbol sD stick to a letter Xq at ξ, and a letter fq at η.
We investigate the first case. The second case is completely symmetric. Wrte ξ = ξ(2) fq ξ
(1) and
η = η(2)Xq η
(1) to single out the letter to which we will stick the symbol sD. Thus, we have
sD(ξ) = (−1)|ξ(2)| ξ(2) sDfq ξ(1) + . . . sD(η) = (−1)|η(2)| η(2) sDXq η(1) + . . .
We now compute the contribution of these terms to P (sDξ, sDη). The result, which involves (2.4) as
well as the grafting rule (2.72), can be summarized by the following diagram:
Thus, in the computation of P (sDξ, sDη), for ξ ∈ yΠx and η ∈ y′Πx′ , the term corresponding to case
(1) above contribute to ± η(2)ξ(1) ⊗ ξ(2)η(1) ∈ y′Πx ⊗ yΠx′ . Now if x = y and x′ = y′, so that ξ and η
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represent elements in Πcyc, then one can apply the composition product to the element ± η(2)ξ(1)⊗ξ(2)η(1)
to obtain ± η(2)ξ(1)ξ(2)η(1) ∈ x′Πx′ , which again represents an element in Πcyc. According to (2.98), this
is precisely the contribution to the bracket {ξ¯, η¯}. In other words, we have
(2.102) {ξ(2) fq ξ(1), η(2)Xq η(1)} = ± η(2)ξ(1)ξ(2)η(1) + . . .
where we have only written out the term where the bivector P “annihilate” the dual terms fq and Xq.
The actual value of {ξ, η} is the sum over all such pairs of “annihilations”. This formula is therefore
similar to the Schouten bracket in the commutative case.
There is a convenient graphical representation of this bracket in terms of coloring of disks. For
uniformity of language, we introduce the following terminology:
Definition 2.103. Let D be the surface obtained by removing a finite set of points on the boundary of
the closed unit disk D = {z ∈ C | |z| ≤ 1}. The intersection of D with small -balls in D around these
removed points are called strip-like ends, or simply strips, of D. A disk is, by definition, any surface
diffeomorphic9 to D, together with a choice of polarization, i.e., “+” or “−” for each strip. We call a
strip with “+” an outgoing strip, and a strip with “−” an incoming strip.
For any set O, an O-colored disk is a disk whose boundary components are colored with elements in O.
Such a disk is said to be starred if there is a chosen distinguished incoming strip, which is often marked
with a “∗”.
One can represent an element ξ¯ ∈ Πcyc by a disk colored with additional data from A. Namely, find a
representative ξ ∈ xΠx of ξ¯, written in the form (2.100). Say
(2.104) ξ = fi4Xj3Xj2cx4cx4fi3Xj1fi2cx1fi1
Then this element can be naturally regarded as extra coloring data on an Ob(A)-colored disk, as in the
following diagram:
Here, each connected component of the boundary is colored with an object x ∈ Ob(A); each incoming
strip corresponds to a letter fi in (2.104); each outgoing strip corresponds to a letter Xj in (2.100); while
each marked point corresponds to a letter cx in (2.104). Reading ξ from right to left then corresponds to
the clockwise direction on the boundary of the disk.
We have added a dotted line to indicate where ξ starts and end. However, in Πcyc, we have the relation
αβ = ±βα. Therefore, up to a Koszul sign difference, the colored disk represents the same element no
matter where we put the dotted line. Hence, we will often omit the dotted line.
In this graphical representation, the term appearing in (2.102) has a simple interpretation: it is simply
the result of gluing the colored disks corresponding to ξ and η along the outgoing end of ξ colored with
fq and the incoming end of η colored with the dual letter Xq. In general, the bracket {ξ, η} is the sum
of all such gluings of opposite ends. Graphically, the formula (2.102) then reads
(2.105)
9Our terminology is close to that in [43]. However, our disks are only combinatorial devices, and do not come with
complex structures. In the same vein, the “strip-like ends” are only introduced as a linguistic device here.
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This explicit description of the bracket on Πcyc = X
•
♦(A;m) allows us to show the following
Theorem 2.106. The bracket {−,−} : X•♦(A;m) ⊗ X•♦(A;m) → X•♦(A;m) defined by (2.98) is of
homological degree m+ 1, graded antisymmetric and closed, i.e., we have
{ξ, η} = (−1)m+1(−1)|ξ||η| {η, ξ}
d{ξ, η} = (−1)m+1( {dξ, η}+ (−1)|ξ|{ξ, dη} )
Moreover, it satisfies the graded Jacobi identity
(−1)(m+1)|ξ|{ξ, {η, ζ}}+ (−1)(m+1)|η|+|ξ|(|η|+|ξ|){η, {ζ, ξ}}+ (−1)(m+1)|ζ|+|ζ|(|ξ|+|η|){ζ, {ξ, η}} = 0
Therefore it induces a DG Lie algebra structure on the shift X•♦(A;m)[m+ 1].
The bracket {−,−} has weight degree −1, i.e., we have {X(p)♦ (A;m),X(q)♦ (A;m)} ⊂ X(p+q−1)♦ (A;m).
Thus, the weight degree 1 part X
(1)
♦ (A;m)[m + 1] is a DG Lie subalgebra, which is quasi-isomorphic to
the (1-shifted) Hochschild cochain complex endowed with the Gerstenhaber bracket.
Proof. The fact that {−,−} is closed and graded antisymmetric is the content of Proposition 2.99. For
the graded Jacobi identity, consider the following term that appears in a bracket {−, {−,−}}:
This term appears in both (−1)(m+1)|ξ|{ξ, {η, ζ}} and (−1)(m+1)|ζ|+|ζ|(|ξ|+|η|){ζ, {ξ, η}}, with a different
sign. Therefore these two contributions cancels. Since the same cancellation occurs for every term,
the graded Jacobi identity follows. The induced bracket on the shift X•♦(A;m)[m + 1] has the sign as
prescirbed in Lemma 2.94.
For the statement in the second paragraph, recall that one has a quasi-isomorphism Bar(A) ∼ Res(A)
of bimodules, which induces the quasi-isomorphism
HomAe(Res(A),A) ∼↪→ HomAe(Bar(A),A)
The domain of this quasi-isomorphism is precisely HomAe(Res(A),A) = (Res(A)∨)\ = X(1)♦ (A), while
the range is precisely the standard Hochschild cochain complex. It is straightforward to check that this
is an inclusion of a (1-shifted) DG Lie subalgebra. 
Readers familiar with the work of [8] will have noticed that our DG Lie algebra X•♦(A;m)[m + 1]
resembles the necklace Lie algebra in loc.cit.. The precise relation is as follows. Consider the inclusion
Der(A)[−1] ↪→ Res(A)∨ of bimodules. This induces a map
X•♦,fr(A;m) :=
⊕
r≥0
( (
Der(A)[−m− 1] )(r) )
\,Cn
↪→
⊕
r≥0
( (
Res(A)∨[−m] )(r) )
\,Cn
= X•♦(A;m)
of chain complexes. In terms of the above graphical representation, X•♦,fr(A;m) consists of sums of
colored disks with no marked points. Since the bracket on X•♦(A;m) does not involve any operation on
marked points, it is clear that X•♦,fr(A;m) is a DG Lie subalgebra. In other words, we have
Proposition 2.107. The subcomplex X•♦,fr(A;m) is closed under bracket, and is therefore a DG Lie
subalgebra of X•♦(A;m).
In our description of the DG Lie subalgebra X•♦,fr(A;m) as sums of colored disks (without marked
points), it is clear that the m = −1 version is naturally isomorphic to the necklace Lie algebra of [8].
However, we will slightly deviate from the terminology of [8] by declaring the m = 0 case to be the
unshifted case. Thus, we introduce the following terminology:
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Definition 2.108. For a finitely cellular DG category A, the DG Lie algebra X•♦,fr(A;m) is called the
m-shifted necklace DG Lie algebra; while the DG Lie algebra X•♦(A;m) is called the m-shifted extended
necklace DG Lie algebra.
Now, we will explain an extension of these constructions to the case when A is cellular, but not
necessarily finitely cellular. Thus, suppose that A has a cellular presentation A = TO(Q) for a graded
quiver (O, Q).
As was explained in the discussion following Lemma 2.77, we will use the multidual version of (2.69),
and define
(2.109) X
(n)
♦ (A;m) := ( Res(A)[m] , (n). . . , Res(A) )∨\,Cn
As we mentioned in Remark 2.82, one can still define elements dual to basis elements in the standard
basis {sm+1Df}f∈Q ∪ {smEx}x∈O of Res(A)[m]. In this way, the elements in X(n)♦ (A;m) are infinite
sums as in (2.83), indexed by tuples ~α ∈ In/Cn, where I = Q ∪ O. One can then use the same formula
(2.102), or equivalently the diagram (2.105), to define the bracket between such terms. One then simply
check, as indicated in Remark 2.82, that such a bracket is still well-defined over infinite sums, so that it
gives a DG Lie algebra structure on X
(n)
♦ (A;m).
As in the finitely cellular case, this bracket is descended from a 2-bracket. More precisely, let
T∨A(Res(A)[m]) be the DG category defined in (2.81). We claim that there is a natural 2-bracket (see
Definition 2.86) on T∨A(Res(A)[m]). Indeed, if we think of the bracket (2.105) as a description of inter-
actions between “closed strings”, then one can define a 2-bracket by using the same interactions, but
between “open strings”. Since we will not need this, we will skip the details.
Instead, we will describe a bracket at “ 12 -level down”. Namely, by Lemma 2.92, there is an induced
bracket between T∨A(Res(A)[m]) and its naturalization. While the naturalization T∨A(Res(A)[m])cyc may
not be equal to X•♦(A;m) in general (see the paragraph preceding Lemma 2.77), there is nonetheless a
canonical surjection
(2.110) T∨A(Res(A)[m])cyc  X•♦(A;m)
Then one can immediately see that, under this map, the 2-bracket descends to a bracket
(2.111) {−,−} : X•♦(A;m) ⊗ T∨A(Res(A)[m]) → T∨A(Res(A)[m])
which is in fact given by the same procedure of “annihilation of pairs”, so that its formula can also be
written as (2.102). Therefore, the bracket can be described diagrammatically by
(2.112)
For each pi ∈ X•♦(A;m), the bracket {pi,−} is a derivation, and hence descends to a map on its
naturalization, which further descends to a bracket
(2.113) {−,−} : X•♦(A;m)⊗ X•♦(A;m) → X•♦(A;m)
This bracket of course coincides with our above described one. In other words, given any pi1 ∈
X•♦(A;m), the map {pi1,−} on X•♦(A;m) in fact descends from a derivation on the DG category T∨A(Res(A)[m]).
This lifting of the bracket (2.113) at “level 1” to the bracket (2.111) at “level 1 12” is useful even if one
is only interested in results at “level 1”, because it often allows one to perform computation on such
brackets. This point is particularly pertinent in the computation in Section 3.3 (see, e.g., Lemma 3.17).
In particular, for the use there, we mention the following “Jacobi identity at level 1 12”:
(2.114) {{pi1, pi2}, p˜i} = (−1)(m+1)(|g|+m+1){pi1{pi2, p˜i}} − (−1)|f |(|g|+m+1){pi2{pi1, p˜i}}
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for any pi1, pi2 ∈ X•♦(A;m) and p˜i ∈ T∨A(Res(A)[m])(x, y). Again, this Jacobi identity immediately follows
from the diagrammatic description (2.112) of the bracket, as in the proof of Theorem 2.106.
Remark 2.115. In [12], the fact that a bracket {−,−} on the naturalization A\ of an algebra A lifts to the
“level 1 12” is considered to be the essential feature of a Poisson structure in the noncommutative context.
This was later extended to the derived context in [4] (see also the discussion at [5, Section 3.1]).
2.6. The poly-Hochschild DG Lie algebra. We have defined the extended necklace DG Lie algebra
of a cellular DG category A by using the Cuntz-Quillen resolution Res(A) of the bimodule A. For a
general DG category A, the Cuntz-Quillen resolution Res(A) may not be as useful because it may not be
cofibrant. However, the bar resolution Bar(A) is always a cofibrant bimodule resolution of A, provided
that the Hom-complexes of A are cofibrant over k (a condition automatically satisfied if k is a field). It is
therefore natural to ask whether an analogue of the extended necklace DG Lie algebra can be constructed
using the bar resolution. The answer is affirmative, as we now explain.
The first obvious step in this direction is to form the analogue of (2.109), replacing Res(A) by Bar(A).
However, we will make a slight modification by considering Cn-invariants instead of coinvariants. Thus,
we define
(2.116) X
(n)
bar(A;m) := ( Bar(A)[m], (n). . . ,Bar(A)[m] )∨,Cn\
Elements of this chain complex can be described as collection of maps associated to disks (see Definition
2.103 for the terminology). Indeed, by definition, an element in the multidual (2.116) consists of maps
(2.76) that are 2n-fold A-linear, where M1 = . . . = Mn = Bar(A)[m]. From the form (2.14), it is clear
that Bar(A) is semi-free as a bimodule over the chain complexes
A˜(x0, . . . , xp) := A(xp−1, xp)[1]⊗ . . .⊗A(x0, x1)[1]
From this, one can conclude that giving the collection (2.76) of 2n-fold A-linear maps for M1 = . . . =
Mn = Bar(A)[m] is equivalent to giving a collection of k-linear maps
(2.117)
F~xn,...,~x1 : A˜(xn,0, . . . , xn,pn)⊗ . . .⊗ A˜(x1,0, . . . , x1,p1) → x1,p1(A)xn,0 [−m]⊗ . . .⊗ x2,p2(A)x1,0 [−m]
one for each collection (xi,0, . . . , xi,pi) of objects, for some pi ≥ 0, for i = 1, . . . , n.
Now, each of these maps F~xn,...,~x1 can be regarded as some data associated to a starred Ob(A)-colored
disk (see Definition 2.103). For example, take n = 3, and (p1, p2, p3) = (3, 0, 1). Then we can regard the
map F~xn,...,~x1 to be data associated to the Ob(A)-colored disk
(2.118)
This graphical representation is useful because it is suggestive: it indicates that to each starred Ob(A)-
colored disk, one associates a map from the tensor product of the chain complexes A(−,−) of the outgoing
(“+”) strips to the tensor product of the chain complexes A(−,−) of the incoming (“−”) strips. The
star “∗” is put in one of the incoming strip in the diagram in order to indicate where to start reading the
diagram from.
More precisely, let D∗ be a starred Ob(A)-colored disk with outgoing strips Σ+ and incoming strips
Σ−. For each strip ζ ∈ Σ := Σ+ ∪ Σ−, denote by x′, x′′ ∈ Ob(A) the objects that color the boundaries
of D adjacent to ζ, so that x′ is to the immediate clockwise direction of ζ, while x′′ is to the immediate
counterclockwise direction of ζ. Then we define A(ζ) to be the chain complexes
(2.119) A(ζ) := A(x′, x′′) if ζ ∈ Σ+ , A(ζ) := A(x′′, x′) if ζ ∈ Σ−
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With this notation, the map (2.117) can then be written as
(2.120) F~xn,...,~x1 :
⊗
ζ+∈Σ+
(A(ζ+)[1] ) →
⊗
ζ−∈Σ−
(A(ζ−)[−m] )
where the order of tensoring is determined by the cyclic order of the strips as well as by the position of
the star “∗”.
Our conventions can be summarized as:
input = outgoing (“+”) = counterclockwise; output = incoming (“−”) = clockwise
which is made to be consistent with [43] as much as possible.
It is convenient to denote by F the collection of all the maps F~xn,...,~x1 , then we may write
to indicate that the collection F assigns the map F~x3,~x2,~x1 to the starred disk (2.118).
Thus, to summarize, we have seen that an element in
(
Bar(A)[m], (n). . .,Bar(A)[m] )∨
\
corresponds to a
collection F that associates such k-linear maps F~xn,...,~x1 to each starred Ob(A)-colored disk. To describe
elements in X
(n)
bar(A;m) instead, we have to pass to Cn-invariants. Graphically, the effect of this is to
forget the distinguished incoming strip “∗” in (2.118), so that the collection F associates a map (2.120)
to any Ob(A)-colored disk D without10 the marked star “∗”. This discussion can be summarized as
Proposition 2.121. Giving an element in the chain complex X
(n)
bar(A;m) is equivalent to giving a collec-
tion F that associates a map (2.120) to each Ob(A)-colored disk D.
This way of expressing an element in X
(n)
bar(A;m) as the collection F allows us to develop a picture
analogous to the extended necklace DG Lie algebra X•♦(A;m)[m + 1] that we developed in the last
subsection. We recall that the Lie bracket on the extended necklace DG Lie algebra is defined by gluing
together an incoming and an outgoing end. We take this as a clue to define an analogous Lie bracket on
X
(n)
bar(A;m)[m+ 1].
Indeed, consider elements F,G ∈ X(n)bar(A;m), expressed as collections of maps on Ob(A)-colored disks,
as in Proposition 2.121. Then to define the value of {F,G} on an Ob(A)-colored disk D, we consider
all the possible (finitely many) ways of writing D as a connecting sum D = (D1)ζ1#ζ2(D2) of two disks
along an end ζ1 of D1 and an end ζ2 of D2 of opposite polarity. To each such way of breaking D into
two, we apply F to the first one and G to the second one, giving two maps F(D1) and G(D2). Moreover,
the chain complex A(ζ1) = A(ζ2) simultaneously appears both as a tensor component of the domain of
one of these two maps, as well as a tensor component of the codomain of the other map. This allows us
to compose them. The value {F,G}(D) is then defined to be the sum of all such compositions. This
description can be written as
(2.122) {F,G}(D) =
∑
D=(D1) ζ1#ζ2 (D2)
± (F(D1) ζ+1 ◦ζ−2 G(D2) − G(D2) ζ+2 ◦ζ−1 F(D1) )
Alternatively, one can write this graphically as in (1.24).
Notice that the composition (ζ′)+◦(ζ′′)− appearing in the bracket (2.122) implicitly involves a homolog-
ical shift. Namely, in the composition of the two maps, the range of the first map has a tensor component
A(ζ)[−m], while the domain of the second map has a tensor component A(ζ)[1]. To compose them, one
10This may be a source of confusion, especially in cases where the Ob(A)-colored disk D has some internal symmetry.
Whenever such confusion arises, the reader is advised to revert back to the description in terms of starred disks. Namely,
the collection F really does associate maps to starred disks. Then given an (unstarred) disk D, simply choose any choice of
starring D∗, then the value F(D∗) is independent of such choice, so that we may define F(D) := F(D∗). As a consequence,
if the Ob(A)-colored disk D has some internal symmetry, say a Cr-symmetry, then the map F(D∗) is required to be
Cr-invariant.
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has to first apply the homological twist sm+1 in between. Therefore, the bracket (2.122) has homological
degree m+ 1.
At this point, the following result, which is a direct analogue of Theorem 2.106 should come at no
surprise.
Theorem 2.123 ([35]). The bracket {−,−} : X•bar(A;m)⊗X•bar(A;m)→ X•bar(A;m) defined by (2.122)
is of homological degree m + 1, graded antisymmetric, closed, and satisfies the graded Jacobi identity.
Therefore it induces a DG Lie algebra structure on the shifted complex X•bar(A;m)[m+ 1].
The bracket {−,−} has weight degree −1, so that {Xpbar(A;m),Xqbar(A;m)} ⊂ Xp+q−1bar (A;m). Thus,
the weight degree 1 part X1bar(A;m)[m+ 1] is a DG Lie subalgebra, which is isomorphic to the (1-shifted)
Hochschild cochain complex endowed with the Gerstenhaber bracket.
Proof. We first prove that the graded vector space X•bar(A;m)[m + 1] together with the bracket {−,−}
forms a graded Lie algebra. The anti-symmetry is a tedious checking of signs, which we will skip. For the
Jacobi identity, notice that a typical term in the identity consists of applying F, G and H to three disks
whose connected sum is a disk D. For example, consider the term F(D1) ζ1 ◦ζ2 G(D2) (ζ2)′ ◦ζ3 H(D3),
which appear both in the sum {{F,G},H}(D) as well as the sum {{G,H},F}(D). One can check that
this term appear with different signs in these two sums, and hence cancel each other.
To check that the bracket is closed under the intrinsic differential d of X•bar(A;m)[m+ 1], we interpret
this differential in a different way. First, notice that, as a graded Lie algebra, X•bar(A;m)[m+ 1] depends
only on the collection A(x, y) of graded vector spaces, for x, y ∈ Ob(A), but is independent of the compo-
sition rule µ as well as the differential d involved in the structure of the DG category A. The structures
µ and d instead defines a degree −1 element µ in the graded Lie subalgebra X(1)bar(A;m)[m+ 1] satisfying
{µ,µ} = 0. Indeed, such an element µ is equivalent to a structure of a (possibly curved) non-unital
A∞ category on A, which therefore includes the case of a (unital) DG category. With this interpretation
of the DG category structure, one can then check directly that the differential of X•bar(A;m)[m + 1] is
simply given by {µ,−} where we view µ now as an element in the graded Lie algebra X•bar(A;m)[m+ 1].
The fact that the bracket is closed with respect to this differential then follows from the Mauer-Cartan
equation {µ,µ} = 0 that holds in X(1)bar(A;m)[m+ 1], and hence in X•bar(A;m)[m+ 1]. 
Definition 2.124. We call the DG Lie algebra X•bar(A;m)[m+ 1] the m-shifted poly-Hochschild DG Lie
algebra.
Recall that, in the last subsection, we have only defined the necklace DG Lie algebra and its extended
version for cellular DG categories. We now extend this definition to an arbitrary small DG category, and
compare it with the poly-Hochschild DG Lie algebra. Indeed, we consider
X(n)res (A;m) := ( Res(A)[m], (n). . . ,Res(A)[m] )∨,Cn\
X
(n)
res,fr(A;m) := ( Ω1(A)[m+ 1], (n). . . ,Ω1(A)[m+ 1] )∨,Cn\
(2.125)
Notice that there are canonical surjections
Bar(A)  Res(A)  Ω1(A)[1]
of DG bimodules. Here, the first map is a “good truncation map”, sending the p ≥ 2 direct summands
in (2.14) to zero, while sending the p = 1 summand by f · sg · h 7→ f · sDg · h, and the p = 0 summand
by identity; the second map is a “bad truncation map”, projecting to the summand Ω1(A)[1] in the cone
defining Res(A) (see (2.22)).
These surjections of DG bimodules induce injections of chain complexes
(2.126) X
(n)
res,fr(A;m)[m+ 1] ↪→ X(n)res (A;m)[m+ 1] ↪→ X(n)bar(A;m)[m+ 1]
We will prove in Proposition 2.128 below that these subcomplexes are closed under the Lie brackets.
For now, we will describe the elements of X
(n)
res (A;m) and X(n)res,fr(A;m) in diagrammatic terms similar to
Proposition 2.121.
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From its definition, it is clear that under the description of the chain complex X
(n)
bar(A;m) in Proposition
2.121, the subcomplex X
(n)
res (A;m) consists of collections F that satisfy two conditions. First, the value of
F on all disks with two consecutive outgoing strips is zero. Second, all the input for the outgoing strips
must satisfy a derivation property, which can be expressed graphically as
(2.127)
The description of the subcomplex X
(n)
res,fr(A;m) is similar: it consists of the collections F that satisfies
the same derivation property, and take non-zero values only on disks with alternating incoming and
outgoing strips. These descriptions allow us to prove the following
Proposition 2.128. The subcomplexes (2.126) are closed under the Lie bracket on X•bar(A;m)[m + 1],
and hence give DG Lie subalgebras.
Proof. As in the description preceding this proposition, the subcomplexes in (2.126) consist of collections
F that satisfy two conditions: firstly they give non-zero maps only on disks with prescribed combinatorial
arrangements; secondly they satisfy the derivation property (2.127). It is clear that the first property is
preserved under brackets in either cases. Thus it suffices to show that for any F,G ∈ X•res(A;m)[m+ 1],
their bracket {F,G} satisfies the derivation property (2.127).
Thus, consider the map {F,G}(D), which is defined in (2.122) and (1.24). Put as an input fg to
one of the outgoing strips of D, and compute each of the terms appearing in the sum (1.24), using the
derivation properties of F and G. For example, suppose that the north-west end of the left-hand-side of
(1.24) is an outgoing strip, and suppose we put fg there, then the corresponding term displayed on the
right-hand-side of (1.24) will give
(2.129)
where we have used the derivation properties of both F and G. Notice that, in order for F and G to
have non-zero values on the disks D1 and D2, they must have no consecutive outgoing (“+”) strips, so
that the polarizations as indicated are already specified by the fact that fg is put into an outgoing strip.
In (2.129), if we neglect the last term, and sum up all these equations, one for each splitting of D as
a connected sum, then the result is precisely the derivation property (2.127) of the collection {F,G}.
Thus, it suffices to show that the last term vanishes upon this summation. As an example, consider the
two splittings
The equation (2.129) above has computed the term corresponding to the splitting on the left. If we
perform the same calculation to the splitting on the right, we see that there are again three terms, the
third of which is exactly the third term of (2.129), with an opposite sign. In other words, they cancel
upon the summation over all splittings.
The same phenomenon holds in general: this third “redundant term” appears when the dotted line
that splits the disk has an end that terminates at a boundary next to the strip where we input fg. When
we rotate any given splitting line, there always arises two such terms that cancel each other. 
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Definition 2.130. The DG Lie algebras X
(n)
res,fr(A;m)[m+ 1] and X(n)res (A;m)[m+ 1] obtained in Propo-
sition 2.128 are called the m-shifted necklace DG Lie algebra and the m-shifted extended necklace DG Lie
algebra respectively.
Notice that the same names were assigned to some DG Lie algebras constructed in the last subsection:
first in Definition 2.108 for finitely cellular DG categories, then in the discussion that follows for cellular
DG categories in general. This will not be a source of confusion: for these DG categories, the correspond-
ing DG Lie algebras sharing the same names are in fact canonically isomorphic if k ⊃ Q. Indeed, there
are canonical maps
Φ : X
(n)
♦,fr(A;m) → X(n)res,fr(A;m)
Φ : X
(n)
♦ (A;m) → X(n)res (A;m)
(2.131)
defined in the same way, as the cyclic sum
(2.132) ρ : (M, . . . ,M)∨\,Cn → (M, . . . ,M)∨,Cn\ , σ 7→
∑
τ∈Cn
τ(σ)
where M is either Res(A)[m] or Ω1(A)[m+ 1].
These maps are isomorphisms of chain complexes if k ⊃ Q. Now we claim that under these isomor-
phisms the Lie brackets on the domains and codomains coincide:
Theorem 2.133. The maps (2.131) are homomorphisms of DG Lie algebras. They are isomorphisms if
k ⊃ Q.
Proof. We will show the compatibility of Lie brackets on the domains and codomains of (2.131) by giving
a diagrammatic description of this map. Since the unextended necklace DG Lie algebra is a Lie subalgebra
of the extended one, it suffices to prove the statement for the extended case.
In general, an element in X
(n)
♦ (A;m) is an infinite sum of the form (2.83). As was discussed in Remark
2.82, one suffices to check that the map (2.131) preserve brackets on the individual terms appearing in
the infinite sum. Thus, we may focus our attention on monomials of the form (2.100). For example, we
may take the monomial ξ defined in (2.104).
In fact, we will think of the monomial ξ as an element in the chain complex ( Res(A)[m], (p). . .,Res(A)[m] )∨\ ,
before passing to Cp coinvariants. Following the discussion in the paragraph at (2.127), one can express
ξ as collection of maps, one on each Ob(A)-colored disk with distinguished incoming strip. To avoid
confusion, we will write this collection of maps as Φ◦(ξ); in contrast to the element ξ ∈ X(n)♦ (A;m) that
ξ represents. Therefore, by definition, we have
Φ(ξ) =
∑
τ∈Cp
τ(Φ◦(ξ))
We will rewrite ξ as
ξ = Xj3 · 1 ·Xj2 · 1 · cx4 · 1 · cx4 · fi3 ·Xj1 · fi2 · cx1 · fi1fi4
so as to emphasize that the weight 1 letters Xj or cx alternate between the monomials in fi, which have
weight degree 0. In this form, the collection Φ◦(ξ) can be written as
(2.134)
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Here, the diagram on the right indicates that the collection Φ◦(ξ) is zero on all the starred disks except
the ones with the displayed configuration, where the objects xi that are not crossed out are specified,
and yi are arbitrary. On this disk D
∗, we have the map
Φ◦(ξ)(D∗) : y6Ay5 [1]⊗ y4Ay3 [1]⊗ y2Ay1 [1]
→ x1Ay5 [−m]⊗ y6Ay3 [−m]⊗ y4Ax4 [−m]⊗ x4Ax4 [−m]⊗ x4Ay1 [−m]⊗ y2Ax1 [−m]
as described in the diagram. Namely, for any element g65 ⊗ g43 ⊗ g21 in the domain of Φ◦(ξ)(D∗), we
put each element in the respective outgoing strip and let the corresponding derivation Xj act on them,
giving an element in A(−,−)⊗k A(−,−), which are then multiplied with the corresponding elements in
the two adjacent outgoing strips. For example, in this diagram, Xj1 ∈ Der(A)(x2, x3)[−m−1] acts on g21
to give an element h(2)⊗ h(1)⊗ x3Ay1 ⊗ y2Ax2 . The element h(1) is then multiplied with the element fi2
to give h(1)fi2 ∈ y2Ax1 as the output there; while the element h(2) is multiplied with the element fi3 to
give fi3h
(2) ∈ x4Ay1 as the output there. Also, each letter cx in ξ, which exists between each consecutive
incoming strip in the diagram, gives rise to a homological shift s−m, so that the total shifts agree.
The collection Φ(ξ¯) is then a cyclic sum of Φ◦(ξ), so that the map Φ(ξ)(D) is a sum
(2.135) Φ(ξ)(D) :=
∑
τ∈Cp
Φ◦(ξ)(τ(D∗))
over all choices of distinguished incoming strips of D. We claim that, for monomials ξ, η of the form
(2.100) and (2.101), we have
(2.136) {Φ(ξ),Φ(η)} = Φ({ξ, η})
To prove this, we first notice that both sides satisfies the derivation property (2.127). Indeed, for the
right hand side it holds by definition, while for the left hand side it holds by Proposition 2.128. As a
result, in order to verify (2.136), it suffices to show that both sides coincide whenever every input is a
generating morphism fi.
Let us now compute the value of the collection {Φ(ξ),Φ(η)} on a given Ob(A)-colored disk D, together
with fixed input data at the outgoing strips that we take to be the generating morphisms fj . This map
is given in terms of a sum of terms corresponding to splittings of D into connected sums, as in (1.24).
Let us fix a splitting, say D = D1 ζ+#ζ−D2, and consider the term Φ(ξ)(D1) ζ+ ◦ζ− Φ(η)(D2). Since
both Φ(ξ) and Φ(η) are defined as a cyclic sum, the value of this composition is obtained by cyclically
rotating the diagram (2.134) until its Ob(A)-coloring fits with the the Ob(A)-colored disk D1; and the
same for Φ◦(η) and D2. Each such “match” then consists of a choice of an incoming strip in Φ◦(η), which
corresponds to one of the monomials11 in fi’s between consecutive weight 1 letters of η; and a choice of
an outgoing strip in Φ◦(ξ), which corresponds to a letter Xj in the word representing ξ. To define the
composition, we let the chosen letter Xj from ξ to act on the chosen monomial from η. Since Xj is a
derivation, the result is to annihilate the letter fj in that monomial one at a time, and stitch the rest of
the diagram together. Taken altogether, this means that the terms appearing in {Φ(ξ),Φ(η)}(D) are the
same as the terms appearing in Φ({ξ, η})(D). It suffices therefore to show that each such terms appear
with the same multiplicity on both sides.
Indeed, in the above description, we have already seen that, given a fixed splitting D = D1 ζ+#ζ−D2,
then the cyclic sums defining Φ(ξ) and Φ(η) have the same effect of screening out an annihilating pair
(Xj , fj) from ξ and η. Now, notice that the underlying non-colored disks in (2.134) is already determined
by the monomial ξ. The same holds for η. This therefore determines the shape of any splitting (1.24)
that would give non-zero contributions to {Φ(ξ),Φ(η)}(D). Thus, the splittings is determined only up
to a cyclic rotation. This choice then has the same effect as the cyclic sum defining Φ({ξ¯, η¯}). Namely,
if the Ob(A)-colored disks has an internal Cr-symmetry, then both of these gives rise to a multiplicity r
in each term. 
11This is because we have assumed that the fixed input data consists of generating morphisms fj , so that when Xi act
on them, one has either 0 or ±1, and therefore no extra terms are created when we let Φ◦(η) act on the part of the input
in D1.
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To summarize, we have constructed three DG Lie algebras, each of which serve as a noncommutative
analogue of polyvector fields:
X•♦(A;m)[m+ 1] ∼= X•res(A;m)[m+ 1] ↪→ X•bar(A;m)[m+ 1]
The latter two are well-defined for any small DG categories, while the first one is defined for cellular DG
categories. Whenever the first one is well-defined, i.e., whenever A is cellular, it is isomorphism to the
second one. Moreover, if A is almost cofibrant, then the second one is also quasi-isomorphic to the third
when one restricts to the weight ≥ 1 components:
Proposition 2.137. If k ⊃ Q and if A is an almost cofibrant DG category, then for each n ≥ 1, the
inclusion X
(n)
res (A;m) ↪→ X(n)bar(A;m) is a quasi-isomorphism of chain complexes.
Proof. In this case, both Bar(A) and Res(A) are cofibrant bimodule resolutions of A. By the discussion
following Lemma 2.77, their multiduals are therefore quasi-isomorphic. Since k ⊃ Q, taking Cn-invariants
is exact. 
Remark 2.138. We have seen in Proposition 2.137 that the extended necklace DG Lie algebra and the
poly-Hochschild DG Lie algebra of the same almost cofibrant DG category are quasi-isomorphic. In
certain contexts, they are in fact isomorphic when taken on Koszul dual pairs of DG categories. To
this end, let C be a coaugmented (conilpotent) A∞ co-category with finitely many objects and with
finite dimensional Hom complexes between them. One can associate to C two DG categories: its linear
dual C∗ and the completed cobar DG category Ωˆ(C) := TˆO(C[−1]). To the latter we will assign its
extended necklace DG Lie algebra X•(Ωˆ(C);m)[m + 1]; while to the former we will assign a reduced
version X•bar(C∗;m)[m + 1] of its poly-Hochschild DG Lie algebra. To define this reduced version, one
considers the reduced version Bar(C∗) of the bar resolution, which is defined as
Bar(A)(x, x′) :=
⊕
p≥0
⊕
(x0,...,xp)∈Ob(A)p+1
A(xp, x′)⊗A(xp−1, xp)[1]⊗ . . .⊗A(x0, x1)[1]⊗A(x, x0)
and is quasi-isomorphic to Bar(C∗) itself. Repeat the construction of the poly-Hochschild DG Lie algebra
while replacing Bar(C∗) by this reduced version everywhere, one obtains the reduced poly-Hochschild DG
Lie algebra X
•
bar(C∗;m)[m+ 1]. One can then check that we have an isomorphism of DG Lie algebras
X•res(Ωˆ(C);m)[m+ 1] ∼= X
•
bar(C∗;m)[m+ 1]
X•res,fr(Ωˆ(C);m)[m+ 1] ∼= X•bar(C
∗
;m)[m+ 1]
where the right-hand-side term in the second line is the poly-Hochschild DG Lie algebra of the non-
unital DG category C∗. Together with Proposition 2.137, this establishes in some contexts (see, e.g.,
[18, Proposition 18]) a relationship between the poly-Hochschild DG Lie algebras of Koszul dual DG
categories.
2.7. Restrictions and localizations. In this subsection, we compare poly-Hochschild DG Lie algebras
of small DG categories related by a DG functor. In particular, we will show that the poly-Hochschild DG
Lie algebras of derived Morita equivalent DG categories are related by a zig-zag of quasi-isomorphisms.
Let F : A → B be a DG functor between small DG categories A and B. Then this induces a map
(2.139) γF : Bar(A)⊗Ae Be → Bar(B)
of B-bimodules. If A is cofibrant as a DG quiver (see Definition 2.16), then γF is an explicit model for the
canonical map B ⊗LA B → B in the derived category D(Be) of bimodules. Moreover, if F is a cofibration
as a DG quiver map (see Definition 2.16), then γF is a cofibration of B-bimodules.
On the other hand, the DG functor F also induces a three-way adjunction
D(A) D(B)
LF!
RF∗
F∗
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We will focus on the adjoint pair LF! a F ∗, where the functor LF! is given by LF!(M) := M⊗LA F (B)id;
while the value F ∗(N) of F ∗ on a B-module N is specified by F ∗(N)(a) := N(F (a)) for all a ∈ Ob(A),
with the obvious A-module structure induced by F . Alternatively, one can write F ∗(N) = N ⊗LB id(B)F ,
where we think of id(B)F as a (B,A)-bimodule, whose right module structure is induced by F .
As a general fact about adjoint pairs, the functor LF! is fully faithful if and only if the adjunction
unit id→ F ∗ ◦LF! is an isomorphism of functors; while the functor F ∗ is fully faithful if and only if the
adjunction counit LF! ◦ F ∗ → id is an isomorphism of functors. By the discussion in the last paragraph,
we see that
F ∗(LF!(M)) = M ⊗LA F (B)id ⊗LB id(B)F ' M ⊗LA F (B)F
LF!(F
∗(N)) = N ⊗LB id(B)F ⊗LA F (B)id ' N ⊗LB id(B ⊗LA B)id
Moreover, under this identification, the adjunction unit is induced by tensoring with the canonical map
A → F (B)F in D(Ae); while the adjunction counit is induced by tensoring with the canonical map
B ⊗LA B → B in D(Be), which we have seen is represented by (2.139). As a consequence, this shows the
following
Proposition 2.140. The functor LF! : D(A) → D(B) is fully faithful if and only if F is quasi-fully
faithful. If A is cofibrant as a DG quiver, then the functor F ∗ : D(B)→ D(A) is fully faithful if and only
if the map (2.139) is a quasi-isomorphism of B-bimodules.
Following [20], we introduce the following terminology:
Definition 2.141. The DG functor F : A → B is said to be a homological epimorphism if the functor
F ∗ : D(B)→ D(A) is fully faithful.
Remark 2.142. The functor F ∗ : D(B)→ D(A) is fully faithful if and only if its left adjoint LF! : D(A)→
D(B) is a localization. See also [20] for other related conditions.
Given a DG functor F : A → B between small DG categories, we now wish to compare the poly-
Hochschild DG Lie algebras of A and B. There is no natural map in either direction, because the poly-
Hochschild DG Lie algebras Xbar(−) involves both covariant and contravariant arguments, as (multi)duals
of bimodules are involved. However, there is a zig-zag of maps of DG Lie algebras related the two.
Indeed, consider the Cn-invariant multidual, written in the form (2.79):
X
(n)
bar(A,B;m) := ( Bar(A)⊗Ae Be[m], (n). . . ,Bar(A)⊗Ae Be[m] )∨,Cn\
= Hom(B⊗n)e( (Bar(A)⊗Ae Be[m])⊗n , τ (B⊗n)id )Cn
= Hom(A⊗n)e( Bar(A)⊗n , F⊗n◦τ (B⊗n)F⊗n )Cn
(2.143)
Using the forms in the third and second lines, one immediately gets natural maps
(2.144) X
(n)
bar(A;m)
F∗−−→ X(n)bar(A,B;m)
F∗←−− X(n)bar(B;m)
induced respectively by the natural map F⊗n : τ (A⊗n)id → F⊗n◦τ (B⊗n)F⊗n of A⊗n-bimodules, and the
natural map (2.139)⊗n of B⊗n-bimodules.
We have seen in Proposition 2.140 some necessary and sufficient conditions for either of these maps to
be quasi-isomorphism of bimodules. As an immediate corollary, we have the following
Proposition 2.145. Suppose that k ⊃ Q, and that A and B are cofibrant as DG quivers. If F : A → B
is quasi-fully faithful, then the induced map F∗ : X
(n)
bar(A;m)→ X(n)bar(A,B;m) is a quasi-isomorphism. If
F : A → B is a homological epimorphism, then the induced map F ∗ : X(n)bar(B;m) → X(n)bar(A,B;m) is a
quasi-isomorphism.
In particular, if F : A → B is a derived Morita equivalence, then this gives a zig-zag of quasi-
isomorphisms between the chain complexes X
(n)
bar(A;m) and X(n)bar(B;m). In order to relate the DG Lie
algebra structures, we consider the fiber product of (2.144). i.e., we take
(2.146) X
(n)
bar(F ;m) := ker[X
(n)
bar(A;m)⊕ X(n)bar(B;m)
(F∗,F∗)−−−−−→ X(n)bar(A,B;m) ]
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It turns out that X•bar(F ;m)[m+ 1] has a DG Lie algebra structure, because of the following
Proposition 2.147. The subcomplex X•bar(F ;m) ⊂ X•bar(A;m)⊕X•bar(B;m) is closed under the bracket.
Proof. As in Proposition 2.121, one can identify elements in the chain complex X
(n)
bar(A,B;m) as collections
K of maps associated to Ob(A)-colored disks D, this time of the form
K(D) :
⊕
ζ+∈Σ+
(A(ζ+)[1] ) →
⊕
ζ−∈Σ−
(B(ζ−)[−m] )
where B(ζ−) is defined to be B(ζ−) := B(F (x′′), F (x′)) in the notation of (2.119). Similarly, we define
B(ζ+) := B(F (x′), F (x′′)).
Under this description, the maps (2.144) also has a simple description. Namely, given GA ∈ X(n)bar(A;m),
thought of as a collection of maps associated to Ob(A)-colored disks, then the collection F∗(GA) is given
by
F∗(GA)(D) = ~F ◦GA(D) :
⊕
ζ+∈Σ+
(A(ζ+)[1] ) GA(D)−−−−−→
⊕
ζ−∈Σ−
(A(ζ−)[−m] ) ~F−→
⊕
ζ−∈Σ−
(B(ζ−)[−m] )
Similarly, given GB ∈ X(n)bar(A;m), and given an Ob(A)-colored disk D, if we denote by DF the Ob(B)-
colored disk obtained by mapping every boundary coloring by F : Ob(A) → Ob(B), then the collection
F ∗(GB) is given by
F ∗(GB)(D) = GB(DF ) ◦ ~F :
⊕
ζ+∈Σ+
(A(ζ+)[1] ) ~F−→
⊕
ζ+∈Σ+
(B(ζ−)[1] ) GB(DF )−−−−−→
⊕
ζ−∈Σ−
(B(ζ−)[−m] )
It is convenient to write this as
F∗(GA) = ~F ◦GA , F ∗(GB) = GB ◦ ~F
Thus the proposition amounts to the statement that if ~F ◦GA = GB ◦ ~F and ~F ◦G′A = G′B ◦ ~F , then
~F ◦ {GA,G′A} = {GB,G′B} ◦ ~F . One can verify this directly on an Ob(A)-colored disk D. Choosing a
splitting, say D = (D1)ζ+1
#ζ−2
(D2), then one can verify that
~F ◦ (GA(D1) ζ+1 ◦ζ−2 G
′
A(D2)) = (GB((D1)F ) ζ+1 ◦ζ−2 G
′
B((D1)F )) ◦ ~F
for example by considering the diagram

By Proposition 2.147, we have a zig-zag of maps of weight graded DG Lie algebras
X•bar(A;m)[m+ 1] piA←−− X•bar(F ;m)[m+ 1] piB−−→ X•bar(B;m)[m+ 1]
Now, suppose that F : A → B is cofibrant as a DG quiver map (see Definition 2.16).Then the map
(2.139) is a cofibration, so that the map F ∗ in (2.144) is surjective, and hence so is the map (F∗, F ∗) in
(2.146). As a consequence, X
(n)
bar(F ;m), which is defined as the kernel of the surjective map (F∗, F
∗), is
quasi-isomorphic to the cone of (F∗, F ∗). Thus, if either of F∗ or F ∗ is a quasi-isomorphism, then the
projection of X
(n)
bar(F ;m) to the other component is a quasi-isomorphism. Thus, we have the following
Theorem 2.148. Suppose that k ⊃ Q, A is cofibrant as a DG quiver, and F : A → B is a DG functor
that is a cofibration as a DG quiver map, then we have:
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(1) If F is quasi-fully faithful, then the map piB : X•bar(F ;m)[m + 1] → X•bar(B;m)[m + 1] is a
quasi-isomorphism of weight graded DG Lie algebras.
(2) If F is a homological epimorphism, then the map piA : X•bar(F ;m)[m+ 1]→ X•bar(A;m)[m+ 1] is
a quasi-isomorphism of weight graded DG Lie algebras.
Recall that F : A → B is said to be a derived Morita equivalence if LF! : D(A) → D(B) is an
equivalence. This is equivalent to F being both quasi-fully faithful and homologically epimorphic. We
therefore immediately have the following
Corollary 2.149. Suppose that k ⊃ Q. If F : A → B is a derived Morita equivalence between small DG
categories that are cofibrant as DG quivers, then their poly-Hochschild DG Lie algebras are related by a
zig-zag of quasi-isomorphisms of weight graded DG Lie algebras.
Proof. If F is a cofibration as a DG quiver map, then this follows from Theorem 2.148. In general, factor
the map (F, id) : AqB → B as a composition AqB (ιA,ιB)↪−−−−→ C ∼ B where the first map is a cofibration,
and the second map is a quasi-equivalence. Then both maps A ιA−→ C ιA←−∼ B are cofibrations as DG quiver
maps. 
Remark 2.150. Restricting to the weight 1 piece of this zig-zag of quasi-isomorphisms, one shows that the
quasi-isomorphism type of Hochschild cochains with Gerstenhaber DG Lie algebra structure is invariant
under derived Morita equivalences. The same argument also establishes derived invariance of other
natural structures (such as the B∞ algebra structure) on the Hochschild cochains. See also [34], where
a zig-zag of maps between the Hochschild cochains C•(A) and C•(B) is constructed out of a bimodule
M ∈ dgMod(B ⊗Aop), instead of a DG functor F : A → B.
3. Pre-Calabi-Yau structures
In this section, we define pre-Calabi-Yau structures based on the noncommutative calculus in the last
section, and establish relations with the notion of double Poisson structures [55] and (left) Calabi-Yau
structures [23, 35, 6]. We assume that k is a field of characteristic zero from now on.
3.1. Pre-Calabi-Yau structures. In Section 2.6, we constructed a weight graded DG Lie algebra
X•bar(A;m)[m + 1], which we called the poly-Hochschild DG Lie algebra (see (2.116), Theorem 2.123
and Definition 2.124).
As we noticed in the proof of Theorem 2.123, the underlying (bi)graded Lie algebra structure on
X•bar(A;m)[m+ 1] depends only on the collection A(x, y) of graded vector spaces, for x, y ∈ Ob(A), but
is independent of the composition rule µ as well as the differential d involved in the structure of the DG
category A. Thus, we have a graded Lie algebra X•bar(A;m)[m + 1] associated to any such collection
A(x, y). Moreover, giving a (non-unital) A∞-structure (possibly curved) on the collection A(x, y) of
graded vector spaces is equivalent to giving a degree −1 element µ in the Lie subalgebra X(1)bar(A;m)[m+1]
satisfying the Maurer-Cartan equation 12{µ,µ} = 0. This allows us to make the following
Definition 3.1. Given a (non-unital) A∞-category (A,µ), its poly-Hochschild DG Lie algebra is the
DG Lie algebra whose underlying graded Lie algebra is X•bar(A;m)[m + 1] and whose differential is
d = dµ = {µ,−}.
As observed in the proof of Theorem 2.123, this reduces to the previous definition if (A,µ) is a unital
DG category. Moreover, since the bracket {−,−} has weight degree −1, the differential d preserves the
weight grading. Therefore, one can form its completion
(3.2) Xˆbar(A;m)[m+ 1] :=
∏
n≥0
X
(n)
bar(A;m)[m+ 1]
which comes with an associated filtration F 0 ⊃ F 1 ⊃ F 2 ⊃ . . ., where F p is defined to be the same direct
product (3.2), except that we take the product for n ≥ p. Since the Lie bracket in X•bar(A;m)[m + 1]
is of weight degree −1, the induced bracket on its completion satisfies [F i, F j ] ⊂ F i+j−1. Thus, every
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filtration F p is a DG Lie subalgebra. Of these the second filtration piece F 2Xˆbar(A;m)[m+ 1] will play
a particularly important role:
Definition 3.3. A pre-Calabi-Yau structure of degree n (or an n-pre-Calabi-Yau structure) on a (non-
unital) A∞-category (A,µ) is a Maurer-Cartan element in the DG Lie algebra F 2Xˆbar(A;m)[m + 1],
where m = 2− n.
An A∞-category together with a pre-Calabi-Yau structure of degree n is called a pre-Calabi-Yau
category of degree n.
Thus, to specify a pre-Calabi-Yau category of degree n, it suffices to specify a set of objects, a collection
of morphism complexes A(x, y) between them, and an element pi of homological degree −1 in the graded
Lie algebra F 1Xˆbar(A;m)[m + 1], for m = 2 − n, satisfying {pi, pi} = 0. Indeed, if we decompose such
an element as pi = pi1 + pi≥2, then pi1 will be a (possibly curved) non-unital A∞-structure, and pi≥2 will
satisfy the Maurer-Cartan equation dpi1(pi≥2) +
1
2{pi≥2, pi≥2} = 0.
Now we focus on the case of almost cofibrant DG category. In this case, it is often more convenient to
use the extended necklace DG Lie algebra X•res(A;m)[m+1] in order to define pre-Calabi-Yau structures.
Thus, we perform the completion Xˆres(A;m)[m + 1] as in (3.2), which again come with a filtration
F 0 ⊃ F 1 ⊃ . . .. This allows us to make the following alternative
Definition 3.4. A pre-Calabi-Yau structure of degree n on an almost cofibrant DG category A is a
Maurer-Cartan element in the DG Lie algebra F 2Xˆres(A;m)[m+ 1], where m = 2− n.
Following [15, 41, 42], one can consider a more refined notion, namely the space P(A, n) of pre-Calabi-
Yau structures of degree n on A. Indeed, for any complete filtered DG Lie algebra L such that each
L/F p is nilpotent, one can define a Maurer-Cartan space MC(L) (see, e.g., [42, Definition 1.4]), which
is a simplicial set whose 0-simplices correspond to Maurer-Cartan elements of L, and whose homotopy
type is invariant under filtered quasi-isomorphisms of L. Thus, again putting m = 2− n, we define
(3.5) P(A, n) := MC(F 2Xˆ(A;m)[m+ 1] )
where Xˆ is either Xˆbar or Xˆres. One can then speak of two equivalent pre-Calabi-Yau structure: they are
points in the space P(A, n) that are in the same connected components.
This allows one to make precise the statement that Definitions 3.3 and 3.4 are equivalent in their
common domain of definition. Namely, by Proposition 2.137, the DG Lie algebra F 2Xˆres(A;m)[m + 1]
and F 2Xˆbar(A;m)[m+ 1] are quasi-isomorphic when A is almost cofibrant, so that their Maurer-Cartan
spaces are homotopy equivalent. In particular, the set of equivalence classes of pre-Calabi-Yau structures
of degree n in both sense are in a natural bijection.
Moreover, by Corollary 2.149, we have the following
Theorem 3.6. If A and B are derived Morita equivalent, then the spaces P(A, n) and P(B, n) of pre-
Calabi-Yau structures of degree n on them are related by a zig-zag of quasi-isomorphisms.
Remark 3.7. We expect that Fukaya categories provide natural examples of pre-Calabi-Yau categories.
Indeed, on suitable classes of symplectic manifolds (such as Liouville domains or monotone symplectic
manifolds), let O be the set of Lagrangian submanifolds (compact or conical at infinity), then we expect
that counting pseudoholomorphic disks gives collections of maps associated to O-colored disks. Our
algebraic framework then has potential applications to wrapped Fukaya categories. Indeed, let W be the
wrapped Fukaya category of a Liouville domain (M,ω) of dimension 2n. In [22], Ganatra constructed a
closed element pi2 ∈ X(2)bar(W; 2 − n) that induces a quasi-isomorphism pi#2 : Bar(A)
∼→ Bar(A)∨[n]. We
expect that the element pi2 is part of a pre-Calabi-Yau structure pi2 +pi3 + . . . of degree n onW. Since pi#2
is a quasi-isomorphism, this pre-Calabi-Yau structure is non-degenerate in the sense of Definition 3.24
below. By Theorem 3.31 below, this structure is therefore equivalent to an n-Calabi-Yau structure.
Remark 3.8. Pre-Calabi-Yau structures are also closely related to topological field theories [16, 37, 39]
(see [35]).
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3.2. Relation with double Poisson structures. The notion of a (generalized) double Poisson struc-
ture is similar to the notion of pre-Calabi-Yau structure, except that we consider the unextended necklace
DG Lie algebra. Thus we make the following
Definition 3.9. Let A be a DG category. An m-shifted generalized double Poisson structure A is a
Maurer-Cartan element in the DG Lie algebra F 2Xˆres,fr(A;m)[m + 1]. In other words, it consists of a
sequence pi2, pi3, . . . of elements, where pip is an element of degree−m−2 in the chain complex X(p)res,fr(A;m),
satisfying
d(pil) =
1
2
∑
i+j= l+1
{pii, pij}
If, moreover, the m-shifted generalized double Poisson structure pi is concentrated in weight 2, meaning
that pi3 = pi4 = . . . = 0, then we call pi an m-shifted double Poisson structure.
In the remainder of this subsection, we will unravel the definition of a (0-shifted) double Poisson
structure, and show that it is equivalent to the notion of the same name in [55].
Thus, let pi = pi2 be a double Poisson structure. Then pi2 is an element of degree −2 in the chain
complex ( Ω1(A)[1] , Ω1(A)[1] )∨,C2\ . If we let P = (s ⊗ s)(pi2), then under this shift, the C2-invariance
condition on pi2 translates to P being 1-cyclical (see Definition 2.88). In terms of the double bracket
determined by P , this means that we have
{{f, g}} = −(−1)|f ||g|τ( {{g, f}} )
A 2-bracket in our sense that satisfies this 1-cyclical condition is simply called a 2-bracket in [55].
Since the bracket {−,−} on X•nu(A;m)[1] has weight degree −1, the Maruer-Cartan equation on pi2
becomes two conditions. The first says that the double bracket is closed, i.e., the maps
{{−,−}} : y2(A)x2 ⊗ y1(A)x1 → y1(A)x2 ⊗ y2(A)x1
preserve differentials. The second condition requires that {pi, pi} = 0. This turns out to coincide with the
“double Jacobi identity” considered in [55].
Indeed, think of the double bracket {{−,−}} as the collection of maps as specified in the discussion at
(2.127). Since the collection pi take nonzero value only on the disks with two incoming and two outgoing
ends, in alternating configurations (we call these “2 + 2 alternating disks”), {pi, pi} can take nontrivial
values only on “3 + 3 alternating disks”. For such disks, there are three ways to split it into a connected
sum of two such “2 + 2 alternating disks”, so that we have
which simply says
1
2{pi, pi}(f, g, h) = {{f, {{g, h}} }}L + τ−1{{h, {{f, g}} }}L + τ−2{{g, {{h, f}} }}L
in the notation of [55, Section 2.3]. In other words, the 3-bracket 12{pi, pi} is simply the one denoted as
{{−,−,−}} in loc.cit., so that the condition 12{pi, pi} = 0 is the double Jacobi identity in loc.cit.. We also
remark that Proposition 2.3.1 in loc.cit., which asserts that {{−,−,−}} is indeed a 3-bracket, is a special
case of our Proposition 2.128.
Since we have inclusions
X
(n)
res,fr(A;m)[m+ 1] ↪→ X(n)res (A;m)[m+ 1] ↪→ X(n)bar(A;m)[m+ 1]
of DG Lie algebras, any generalized m-shifted double Poisson structure may be viewed as a pre-Calabi-
Yau structure of degree 2 − m in two ways: if A is any small DG category, then any Maurer-Cartan
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element in X
(n)
res,fr(A;m)[m+ 1] may be considered as a Maurer-Cartan element in X(n)bar(A;m)[m+ 1], so
that it gives a pre-Calabi-Yau structure; if A is almost cofibrant, it also gives the (equivalent) pre-Calabi-
Yau structure when regarded as a Maurer-Cartan element in X
(n)
res (A;m)[m+ 1]. Examples in the latter
case are constructed, for example, in [40].
3.3. Relation with Calabi-Yau structures. On smooth varieties, or more generally derived Artin
stacks (see [15, 42]), an (m-shifted) symplectic structure is equivalent to a non-degenerate (m-shifted)
Poisson structure. In [42], this is proved by considering the notion of compatible pairs, which consists of a
symplectic structure and a Poisson structure, together with a compatibility condition (or more precisely
a compatibility structure). By projecting to the respective components, one then has maps from the
space of non-degenerate compatible pairs to both the space of symplectic structures and the space of
non-degenerate Poisson structures. It is then proved in [42] that both maps are homotopy equivalences,
which therefore shows that the space of non-degenerate m-shifted Poisson structure is equivalent to the
space of m-shifted symplectic structure.
This picture turns out to have a direct parallel in the noncommutative case. Indeed, we will show in
this subsection that, for any small DG category A, the space of (left) n-Calabi-Yau structures is homotopy
equivalent to the space of non-degenerate pre-Calabi-Yau structures of degree n.
We will assume throughout this subsection that A is cellular. We fix m = 2 − n throughout this
subsection, and we will work with the model X•res(A;m)[m + 1]. For notational simplicity, we will omit
the subscript “res”, and simply write X for Xres. We start by considering the notion of noncommutative
Poisson cohomology.
Definition 3.10. Given an n-pre-Calabi-Yau structure pi ∈ F 2Xˆ(A;m), denote by Xˆpi(A;m) the chain
complex whose underlying graded vector space is Xˆ(A;m), and whose differential is the twisted differential
dpi = d + {pi,−}. We call the homology of this twisted chain complex the noncommutative Poisson
cohomology of the pair (A, pi).
Notice that, since pi ∈ F 2, this twisted differential preserves the filtration F 1 ⊃ F 2 ⊃ . . .. One can
therefore consider the chain complex F 2Xˆpi(A;m), which can be viewed as representing infinitesimal
deformations of the weak Calabi-Yau structure pi. Indeed, extend the base ring k to k := k[]/(
2) and
repeat the construction of the (completed) extended necklace DG Lie algebra. One obtains a filtered DG
Lie algebra Xˆ(A;m)[m+1]⊗kk. When we write an element in this k-extension in the form sm+1(pi+pi′),
then the Maurer-Cartan equation on this k-extension reduces to the condition that s
m+1pi be Maurer-
Cartan, and pi′ be closed under the twisted differential dpi. In other words, closed elements of degree
−m−2 in the chain complex F 2Xˆpi(A;m) correspond to infinitesimal deformations of the pre-Calabi-Yau
structure pi.
One can formulate a more refined statement by considering the “tangent bundle” TP(A, n) of the
space of n-pre-Calabi-Yau structures. Indeed, define TP(A;n) to be the Maurer-Cartan space
TP(A, n) := MC(F 2Xˆ(A;m)[m+ 1]⊗k k ) (m = 2− n)
then the proof of [42, Lemma 1.10] carries over verbatim in our case, and show that the (homotopy)
fiber TpiP(A, n) of the space TP(A, n) over a point pi ∈ P(A, n) is homotopy equivalent to the Dold-Kan
denormalization of the (good) truncation τ≥0(F 2Xˆpi(A;m)[m+ 2]).
As in [42], there are two ingredients involved in the definition of a compatible pair. The first is a
canonical section of the “tangent bundle” TP(A, n) → P(A, n), which is defined in the same way as in
[42]. Namely, consider the map
σ : F 2Xˆ(A;m)[m+ 1] → F 2Xˆ(A;m)⊗k k[m+ 1]∑
i≥2
αi 7→
∑
i≥2
(αi + (i− 1)αi)(3.11)
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A direct calculation shows that this is a map of DG Lie algebra. Passing to Maurer-Cartan spaces, this
induce a section
(3.12) |σ| : P(A, n) → TP(A, n)
of the “tangent bundle”. In particular, if we write the map σ in the form σ = id + σ, where σ is
now considered a map from Xˆ(A;m) to itself, then for every n-pre-Calabi-Yau structure pi, the element
σ(pi) is closed under dpi, and hence represents a class in the second filtered noncommutative Poisson
cohomology.
In [42], the second ingredient in the definition of a compatible pair is a map from (algebraic) de Rham
cohomology to Poisson cohomology. Indeed, given any (shifted) Poisson structure pi, one has a canonical
map µpi := µ(−, pi) from differential forms to polyvector fields given by contraction with pi. It was proved
in [42, Lemma 1.17] that this map interpolate between the de Rham differential and the differential dpi
that computes Poisson cohomology.
A parallel picture exists in the noncommutative case, except that the noncommutative analogue of
the maps µ and ν in [42, Definition 1.16] are to be defined in a two step process, so that the arguments
involving them are slightly more complicated, albeit relying on essentially the same calculations. Thus,
let pi be any element of degree −m− 2 in F 2Xˆ(A;m), so that pi consists of a sequence pi2, pi3, . . ., where
pip ∈ X(p)(A;m), each of degree −m− 2. By definition (2.125), the element pip consists of a Cp-invariant
(naturalized) multidual on Res(A). By the adjunction (2.80), it therefore gives a map
(3.13) pi#p : Res(A)[−2] → ( Res(A)[m] , (p−1). . . , Res(A)[m] )∨
of degree 0. The (infinite) sum over this sequence of maps then determine a map
µ˜pi : TˆA(Res(A)[−2]) → Tˆ∨A(Res(A)[m])
on the completed tensor DG categories by specifying its restriction on the dense generator Res(A)[−2].
More precisely, µ˜pi is the inverse limit of a sequence of maps
µ˜pi : TA(Res(A)[−2])/F p → T∨A(Res(A)[m])/F p
whose restriction to Res(A)[−2] is given by pi#2 + . . . + pi#p . Since the sequence start with pi#2 , all these
maps preserve the filtrations, and hence descend to the quotient by F p.
Now we investigate the change of the map µ˜pi under infinitesimal change of pi. Thus, take an element
pi + b ∈ F 2Xˆ(A;m)⊗k k of degree −m− 2. Then the same construction gives a k-linear DG functor
µ˜pi+b : TˆA(Res(A)[−2])⊗k k → Tˆ∨A(Res(A)[m])⊗k k
again as an inverse limit over the quotients by F p on both sides. Such a map is determined by its
restriction to TˆA(Res(A)[−2]), on which it is given by
µ˜pi+b = µ˜pi +  ν˜pi,b
for some map ν˜pi,b : TˆA(Res(A)[−2]) → Tˆ∨A(Res(A)[m]). Since 2 = 0, the fact that µ˜pi+ b is a DG
functor then reads
ν˜pi,b(ω2ω1) = ν˜pi,b(ω2)µ˜pi(ω1) + µ˜pi(ω2)ν˜pi,b(ω1)
so that ν˜pi,b is an A-linear derivation with respect to the DG functor µ˜pi. In fact, ν˜pi,b is the unique
derivation whose value on the dense generators Res(A)[−2] is given by the infinite sum b#2 + b#3 + . . ..
This alternative description in terms of derivation allows us to define ν˜pi,b even when b is not necessarily
of degree −m− 2.
We will now establish some identities involving µ˜pi and ν˜pi,b. To state these identities, we recall that
the Lie bracket on X•♦(A;m) lifts to a bracket (2.111) at “level 1 12”. The same is true after completion,
so that we have a bracket
(3.14) {−,−} : F 2Xˆ♦(A;m) ⊗ Tˆ∨A(Res(A)[m]) → Tˆ∨A(Res(A)[m])
One may use the cyclic sum map (2.131) (see also (2.132)) to make the identification
(3.15) ρ : Xˆ♦(A;m)
∼=−→ Xˆ(A;m)
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Then the maps µ˜ρ(pi) and ν˜ρ(pi),ρ(b) have simple expressions on elements of the form u ·sDf ∈ Res(A)[−2]:
µ˜ρ(pi)(u · sDf) = {pi, f}
ν˜ρ(pi),ρ(b)(u · sDf) = {b, f}
(3.16)
In the Lemma below, we will implicitly make the identification (3.15), so that the bracket (3.14) takes
elements in F 2Xˆ(A;m) as its first entry.
Lemma 3.17. For any ω ∈ TˆA(Res(A)[−2])(x, y), and any element pi ∈ F 2Xˆ(A;m) of degree −m − 2,
we have
{pi, µ˜pi(ω)} = µ˜pi(u · s˜D(ω)) + 12 ν˜pi,{pi,pi}(ω)
d(µ˜pi(ω)) = µ˜pi(dω) + ν˜pi,d(pi)(ω)
Proof. For the first equation, notice that {pi,−} is a derivation on Tˆ∨A(Res(A)[m]), so that both sides are
derivations with respect to ω. Therefore, it suffices to check both sides on A and on elements u ·Ex and
u · sDf of Res(A), which together forms a dense generators of Tˆ∨A(Res(A)[m]). The same goes for the
second equation.
For elements of the form ω = f , the first equation reduces precisely to (3.16) under the identification
(3.15); while the second equation is trivial because µ˜pi(f) = f and ν˜pi,b(f) = 0.
For elements of the form ω = u · sDf , one can again apply (3.16) to reduce the first equation to
{pi, {pi, f}} = 12{{pi, pi}, f}
which follows from the the Jacobi identity (2.114) at “level 1 12”. Likewise, the second equation reduces
to
d({pi, f}) = {pi, df}+ {dpi, df}
which follows from the closedness of the bracket {−,−}.
Finally, for elements of the form ω = u · Ex, both equations follow from direct inspection of the
corresponding definitions. 
The two maps µ˜pi and ν˜pi,b descend to maps on naturalizations
12, so that they give rise to maps
(µ˜pi)cyc :
∏
p≥0
(
Res(A)[−2](p) )
\,Cp
→
∏
p≥0
(
Res(A)[m], . . . ,Res(A)[m] )∨
\,Cp
(ν˜pi)cyc :
∏
p≥0
(
Res(A)[−2](p) )
\,Cp
→
∏
p≥0
(
Res(A)[m], . . . ,Res(A)[m] )∨
\,Cp
As graded vector spaces, the domain here is simply the extended noncommutative de Rham complex
Υcl,0(A), while the codomain here is – modulo the identification of Cn-coinvariants with Cn-invariants –
simply the chain complex Xˆpi(A;m). Thus, if we post-compose the above two maps with the cyclic sum
map (3.15), then we get two maps
µpi : Υ
cl,0(A) → Xˆpi(A;m)
νpi,b : Υ
cl,0(A) → Xˆpi(A;m)
(3.18)
both preserving the filtrations F p on the domains and codomains. The identities in Lemma 3.17 then
implies the following
Corollary 3.19. For any ω ∈ Υcl,0(A) and any pi ∈ F 2Xˆ•pi(A;m) of degree −m− 2, we have
{pi, µpi(ω)} = µpi(u ·B(ω)) + 12νpi,{pi,pi}(ω)
d(µpi(ω)) = µpi(dω) + νpi,d(pi)(ω)
Therefore, if pi satisfies the Maurer-Cartan equation dpi + 12{pi, pi} = 0, then the map µpi in (3.18) is a
map of chain complexes.
12Strictly speaking, one should post-compose this naturalization with the map (2.110).
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Proof. Under the identification (3.15), the bracket (3.14) descends to the ordinary bracket on Xˆ•pi(A;m),
in the same way as in the discussion at (2.113). The identities in this Corollary are therefore direct
consequences of the corresponding ones in Lemma 3.17. For the second statement, simply sum up the
two equations, which reads
dpi ◦ µpi = µpi ◦ (d+ uB) + νpi,κ(pi)
where κ(pi) := dpi + 12{pi, pi}. 
We have described the two ingredients in the definition of a compatible pair: the map (3.11) and the
map µpi in (3.18). Now if pi ∈ F 2Xˆ(A;m) give an n-pre-Calabi-Yau structure, i.e., if sm+1pi is a Maurer-
Cartan element, then σ(pi) = (pi2, 2pi3, 3pi4, . . .) is dpi-closed, and hence represents a class [σ(pi)] in the
second filtered noncommutative Poisson cohomology H−m−2(F 2Xˆ•pi(A;m)). Also, if ω ∈ F 2Υcl,0(A) =
Υcl,2(A)[−2] is a closed element of degree −m − 2, then by Corollary 3.19, the element µpi(ω) is also
dpi-closed, and therefore also represents a class [µpi(ω)] in the second filtered noncommutative Poisson
cohomology. This allows us to make the following
Definition 3.20. The n-pre-Calabi-Yau structure sm+1pi and the cycle ω ∈ F 2Υcl,0(A) of degree −m−2
are said to be compatible if they determine the same class
[σ(pi)] = [µpi(ω)] ∈ H−m−2(F 2Xˆ•pi(A;m))
in the second filtered noncommutative Poisson cohomology.
The lowest order terms of a compatible pairs satisfy a relation similar to Legendre transform. Thus,
let (pi, ω) be a compatible pair, and let their lowest order terms be pi2 ∈ X(2)(A;m) and ω2 ∈ Υ(2)(A)
respectively. More precisely, this means ω can be written as ω = u2ω2 +u
3ω3 + . . ., so that ω2 is of degree
−m + 2. We have seen in (3.13) that the element pi2 induces a map pi#2 : Res(A)[−2] → Res(A)∨[−m]
of bimodules, which is closed of degree 0, since d(pi2) = 0 by the Maurer-Cartan equation. On the other
hand, the element ω2 induces a map in the opposite direction. Indeed, we first apply the cyclic sum
map (2.42) to ω2 to obtain ρ(ω2) ∈ Y (2)(A)C2 ⊂ Y (2)(A). One can then contract it with any element in
Res(A)∨ to define a map
ω#2 := ρ(ω2)
# : Res(A)∨[−m]→ Res(A)[−2]
which is also closed of degree 0. More concretely, if we write the elements pi2 and ω2 in the Sweedler
notation13 as
(3.21) pi2 =
∑
I
(pi
(1)
2 #pi
(2)
2 # ) ω2 =
∑
J
ω
(1)
2 ⊗ ω(2)2
then the maps pi#2 and ω
#
2 are given by
pi#2 (η) =
∑
I
±〈pi(2)2 , η〉(2) · pi(1)2 · 〈pi(2)2 , η〉(1)
ω#2 (Z) =
∑
J
(±〈Z, ω(2)2 〉(1) ω(1)2 〈Z, ω(2)2 〉(2) ± 〈Z, ω(1)2 〉(1) ω(2)2 〈Z, ω(1)2 〉(2) )(3.22)
for any η ∈ Res(A)[−2](x, y) and any Z ∈ Res(A)[m]∨(x′, y′). Here, we have used the Sweedler notation
Θ = Θ(1) ⊗Θ(2) for both 〈pi(2)2 , η〉 ∈ A(x,−)⊗A(−, y) and 〈Z, ω(i)2 〉 ∈ A(−, y′)⊗A(x′,−).
The compatibility condition then has the following useful consequence at the lowest order:
Lemma 3.23. Given a compatible pair (pi, ω) whose lowest order terms are pi2 ∈ X(2)(A;m) and ω2 ∈
Υ(2)(A) respectively, then we have
pi#2 ◦ ω#2 ◦ pi#2 ' pi#2
which means that the two written maps of bimodules Res(A)[−2]→ Res(A)∨[−m] are homotopic.
13Whenever we write pi in this form, we are implicitly invoking the argument in Remark 2.82 where we only prove the
statement for elements pi2 obtained as graftings.
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Proof. We will show by a direct calculation that the lowest order term of µpi(ω) is quadratic, and that
the map µpi(ω)
#
2 : Res(A)[−2] → Res(A)∨[−m] determined by this quadratic term is precisely the
composition pi#2 ◦ ω#2 ◦ pi#2 . The lemma will then follows.
Indeed, if we write the elements pi2 and ω2 in the form (3.21), then for any element η ∈ Res(A)[−2](x, y),
the element µ˜pi2(η) ∈ Res(A)∨[−m](x, y) is simply pi#2 (η), which is calculated in (3.22).
Using this, one sees that the lowest order term for µpi(ω) is given by
µpi(ω)2 = pi
#
2 (ω
(1)
2 ) · pi#2 (ω(2)2 ) + (−1)|ω
(1)
2 ||ω(2)2 |pi#2 (ω
(2)
2 ) · pi#2 (ω(1)2 )
which gives a sum of 2× I× I×J terms when expanded in terms of (3.22). Apply (3.22) again, replacing
pi2 by this expansion µpi(ω)2, one sees that µpi(ω)
#
2 (η) likewise consists of a sum of 2× I × I × J terms.
Similarly, one can repeatedly apply (3.22) to compute the composition pi#2 (ω
#
2 (pi
#
2 (η))), the result also
consists of a sum of 2× I × I × J terms. One simply write these terms down and check that both sides
are equal, using the C2-invariance of pi2. 
Definition 3.24. We say that an n-pre-Calabi-Yau structure pi ∈ F 2Xˆ(A;m) is non-degenerate if the
map pi#2 is a quasi-isomorphism.
Corollary 3.25. Given a compatible pair (pi, ω). If pi is non-degenerate, then ω gives an n-Calabi-Yau
structure on A.
There is a more refined notion of a compatibility structure, which is intuitively a choice of homotopy
between the cycles σ(pi) and µpi(ω). To give the precise definition, we set up some notations and
terminologies, parallel to those in [42].
Given any chain complex L, one can be regard it as a DG Lie algebra with trivial bracket. Therefore one
can associate to it the Maurer-Cartan space MC(L), which is in fact just the Dold-Kan denormalization
of its (good) truncation τ≥0(L[1]). This allows us to define the space of negatie cyclic n-cycles on A as
the Maurer-Cartan space
NC(A, n) := MC(F 2Υcl,0(A)[3− n] )
so that 0-simplices of NC(A, n) corresponds to closed elements of F 2Υcl,0(A) of degree n−4. By Theorem
2.53, connected components in NC(A, n) are in natural bijection to negative cyclic classes of degree n.
We define the space CY(A, n) of n-Calabi-Yau structures on A as the union of the connected compo-
nents of NC(A, n) whose underlying negative cyclic class gives a Calabi-Yau structure. One can write
this as
(3.26) CY(A, n) := NC(A, n)nondeg
We may regard the second statement of Corollary 3.19 as saying that the map
F 2Xˆ•pi(A;m) × Υcl,2(A)[m− 1] → F 2Xˆ•pi(A;m)⊗k k , (pi, ω) 7→ pi +  µpi(ω)
preserves Maurer-Cartan elements. Therefore, it induces a map
(3.27) |µ| : P(A, n)×NC(A, n) → TP(A, n)
on the Maurer-Cartan spaces.
Notice that the map (3.12) also has a similar form. Indeed, one can pre-compose (3.12) with the
projection pr1 : P(A, n)×NC(A, n)→ P(A, n) to obtain a map with the same domain and codomain as
(3.27). In this way, both are maps in the over category sSet ↓ P(A, n). Therefore, we can define the space
of compatible n-pairs, denoted Comp(A, n), to be their homotopy equalizer, taken in this overcategory.
Equivalently, this means
(3.28) Comp(A, n) := holimsSet
[ P(A, n)×NC(A, n) TP(A, n) P(A, n)σ ◦ pr1
µ
pr ]
Intuitively, elements in Comp(A, n) can be thought to consist of pairs (ω, pi), where ω ∈ P(A, n) and
pi ∈ NC(A, n), together with a homotopy coherent structure that realizes the compatibility between them
in the sense of Definition 3.20.
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The space Comp(A, n) admit obvious projections
(3.29) P(A, n) pr1←−− Comp(A, n) pr2−−→ NC(A, n)
to both the spaces P(A, n) and NC(A, n). We say that an element of Comp(A, n) is non-degenerate if its
projection to P(A, n) is non-degenerate. Since non-degeneracy on P(A, n) depends only on the connected
component a point lies, the same is true on Comp(A, n). Thus, we may define the space of non-degenerate
compatible pairs to be the union Comp(A, n)nondeg of such connected components. By Corollary 3.25,
the projection pr2 in (3.29) lands in the space CY(A, n) of Calabi-Yau structures. In other words, we
have projections
(3.30) P(A, n)nondeg pr1←−− Comp(A, n)nondeg pr2−−→ CY(A, n)
This allows us to state the following main result of this section, whose proof is completely parallel to the
one in [42, Section 1], except that the maps µ and ν in the present noncommutative case are defined in
a two-step process, so its calculation is more involved.
Theorem 3.31. Both the projections in (3.30) are homotopy equivalences.
Proof. As in [42, Proposition 1.26], the map pr1 : Comp(A, n)nondeg → P(A, n)nondeg is easily seen to be
a homotopy equivalence. Indeed, the homotopy fiber over any point pi ∈ P(A, n)nondeg is simply given by
the Maurer-Cartan space of the chain complex
cone [F 2Υcl,0(A) µpi−−→ F 2Xˆpi(A;m) ]
The non-degeneracy of pi then implies that this chain complex has zero homology, so that its Maurer-
Cartan space is contractible.
For the other projection map pr2 in (3.30), we again follow the strategy of [42]. Namely, repeat the
definitions of the spaces NC(A, n), P(A, n) and Comp(A, n), replacing all the appearances the DG Lie
algebra F 2Xˆ•(A;m) as well as the chain complexes F 2Υcl,0(A) and F 2Xˆ•pi(A;m) by the corresponding
quotients by their natural filtration F p. As in [42], we denote the spaces thus obtained by NC(A, n)/F p,
P(A, n)/F p and Comp(A, n)/F p respectively. In particular, we have a sequence of maps
(3.32)
. . . Comp(A, n)/F p+1 Comp(A, n)/F p . . . Comp(A, n)/F 3
. . . NC(A, n)/F p+1 NC(A, n)/F p . . . NC(A, n)/F 3
pr2 pr2 pr2
which gives the map pr2 in (3.29) upon taking homotopy inverse limit of both rows. This allows one to
prove the theorem inductively by showing that the maps pr2 are homotopy equivalences at the level of
(−)/F p when restricted to the connected components of non-degenerate structures.
As in [42], one can prove this by showing that both rows of (3.32) form an obstruction tower, which
means that the maps in each row, tentatively denoted as Zp+1 → Zp, is in fact homotopy equivalent to
the inclusion of a homotopy fiber of some map Zp →Mp to an “obstruction space” Mp. This statement
is easy for the second row: the short exact sequence
0 → Υ(p)(A)[−2p] → F 2Υcl,0(A)/F p+1 → F 2Υcl,0(A)/F p → 0
realizes F 2Υcl,0(A)[m+1]/F p+1 as a homotopy fiber in the derived category of chain complexes of a map
F 2Υcl,0(A)[m+1]/F p → Υ(p)(A)[m−2p+1]. The same then still holds after we pass to Maurer-Cartan
spaces.
For the first row, consider the homotopy limit (3.28) again. Notice that each of the spaces appearing
there is again an inverse limit of a tower of the form MC(Lp+1) → MC(Lp), induced by extensions
prp : Lp+1 → Lp of DG Lie algebras. Moreover, if we denote by Ip the kernels Ip := ker(prp) of these
extensions, then they satisfy the condition {Ip, Lp+1} = 0. These extensions are called small in [42,
Definition 1.27]. In these cases, one can realize MC(Lp+1) as a homotopy fiber of an obstruction map
MC(Lp) → MC(Ip[1]) (see [42, Proposition 1.29]). In other words, each of the spaces appearing in the
homotopy limit (3.28) is an inverse limit over an obstruction tower. Arguing as in the proof of [42,
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Proposition 1.35], the same is therefore also true for the space Comp(A, n). More precisely, the map
Comp(A, n)/F p+1 → Comp(A, n)/F p is the inclusion of homotopy fiber for a map
Comp(A, n)/F p → MC(M(ω, pi, p) )
to an obstruction space MC(M(ω, pi, p) ) defined as the Maurer-Cartan space of the chain complex
M(ω, pi, p) := cocone
[
Υ(p)(A)[m− 2p+ 1] ⊕ X(p)(A,m)[m+ 1] ϕ−→ X(p)(A,m)[m+ 1] ]
where the map ϕ is given by µpi2 [m+ 1] on the component Υ
(p)(A)[m− 2p+ 1], and is given by
ϕ(sm+1b) = sm+1(νpi2,b(ω2)− (p− 1)b)
on the component X(p)(A,m)[m+ 1].
Thus, we have seen that both rows of (3.32) are obstruction towers, with obstruction spaces obtained as
Maurer-Cartan spaces of the chain complexes M(ω, pi, p) and Υ(p)(A)[m−2p+1] respectively. Moreover,
one can show that the induced map on the obstruction spaces is simply the projection
M(ω, pi, p) → Υ(p)(A)[m− 2p+ 1]
into the first component defining the cocone. Thus, to show that this projection is a quasi-isomorphism,
it suffices to show that the restriction of ϕ to the component X(p)(A,m)[m+1] gives a quasi-isomorphism.
Equivalently, if we denote by ν′pi2,ω2 the map
(3.33) ν′pi2,ω2 : X
(p)(A,m) → X(p)(A,m) , b 7→ νpi2,b(ω2)
then it suffices to show that ν′pi2,ω2−(p−1) is a quasi-isomorphism whenever pi2 is non-degenerate. This is
proved in Lemma 3.34 below. Assuming this, we have then established the inductive part of the argument
that projection map pr2 : Comp(A, n)/F p+1 → NC(A, n)/F p+1 is a homotopy equivalence. As in [42,
Proposition 1.37], the base case, i.e., the case p = 2, turns out to boil down to the same calculation,
again expressed in Lemma 3.34 below. This finishes the proof. 
Lemma 3.34. Let (pi2, ω2) be a compatible pair in Comp(A,m)/F 3, then for any p ≥ 2, the map (3.33)
is homotopic to the multiplication by p map.
Proof. Let ν˜′pi2,ω2 be the unique A-linear derivation
(3.35) ν˜′pi2,ω2 : T
∨
A(Res(A)[m]) → T∨A(Res(A)[m])
whose restriction to the dense generators Res(A)[m]∨ is given by the map pi#2 ◦ ω#2 : Res(A)[m]∨ →
Res(A)[m]∨.
By Lemma 3.23, we have pi#2 ◦ ω#2 ◦ pi#2 ' pi#2 . Thus if pi2 is non-degenerate, the map pi#2 ◦ ω#2
is homotopic to identity. As a result, ν˜′pi2,ω2 is homotopic to the multiplication by p map on the the
component ( Res(A), (p). . .,Res(A) )∨. To finish the proof, it suffices to show that ν˜′pi2,ω2 descends to ν′pi2,ω2
upon taking naturalization. More precisely, this means that the following diagram14 commutes:
( Res(A)[m], (p). . .,Res(A)[m] )∨\,Cp ( Res(A)[m], (p). . .,Res(A)[m] )∨\,Cp
( Res(A)[m], (p). . .,Res(A)[m] )∨,Cp\ ( Res(A)[m], (p). . .,Res(A)[m] )∨,Cp\
(ν˜′pi2,ω2 )cyc
ρ ∼= ρ∼=
ν′pi2,ω2
Thus, take any b ∈ ( Res(A)[m], (p). . .,Res(A)[m] )∨(x, x). As in the proof of Lemma 3.23, write both b and
ω2 into Sweedler notation
b =
∑
I
b1 · . . . · bp ω2 =
∑
J
ω
(1)
2 ⊗ ω(2)2
14The first row of this diagram is, strictly speaking, the map that descend from (ν˜′pi2,ω2 )cyc under the map (2.110). We
abuse the notation because they have the same formulas.
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We first calculate ν′pi2,ω2(ρ(b)), which is given by
(3.36) ν′pi2,ω2(ρ(b)) =
∑
I×J
∑
i,j∈Cp
τ j
(
τ i(b)#(ω
(1)
2 ) · pi#2 (ω(2)2 ) + pi#2 (ω(1)2 ) · τ i(b)#(ω(2)2 )
)
Next, we calculate ν˜′pi2,ω2(b). By definition of ν˜
′
pi2,ω2 , this is obtained by applying the map pi
#
2 ◦ ω#2 to
one of the elements bi. In view of (3.22), this is given by
pi#2 (ω
#
2 (bi)) =
∑
I×J
(±〈bi, ω(2)2 〉(1) pi#2 (ω(1)2 ) 〈bi, ω(2)2 〉(2) ± 〈bi, ω(1)2 〉(1) pi#2 (ω(2)2 ) 〈bi, ω(1)2 〉(2) )
Summing over all the choices of bi on which pi
#
2 ◦ ω#2 acts, one then obtains an expression of ν˜′pi2,ω2(b) as
a sum over terms indexed by I×J and i ∈ Cp. Therefore, the cyclic sum ρ(ν˜′pi2,ω2(b)) then gives a sum of
terms indexed by I × J and i, j ∈ Cp. One simply write out this sum and check that each term coincide
with a term in (3.36). 
4. Derived moduli space of representations
In this section, we follow the approach of [3] to construct a derived moduli stack of representations
for any DG category concentrated in non-negative homological degree, and show that it is equivalent
to the derived moduli stack of pseudo-perfect complexes with Tor-amplitude concentrated in [0, 0] (see
[48]). Then, we recall the construction of the Van den Bergh functor [56] and establish some of its formal
properties, part of which already appeared in [56] and [3]. Finally, we use the Van den Bergh functor to
prove the main results: Theorem 4.68, Theorem 4.76 and Corollary 4.78.
4.1. Moduli space of representations. Given any k-category A, we wish to study the moduli space
of representations of A. In the introduction, we have already seen how to proceed in a concrete example
(1.10). As we recall, one first chooses a dimension vector ~n and construct the corresponding space (1.12)
of representations. This same procedure in fact generalizes to any presentation A = k〈Q〉/I, so that the
space of representation Rep(A,~n) is an affine scheme whose ring of function is naturally identified with
the commutative algebra A~n obtained by formally inserting the subscript (−)ij on every generator and
relation of A.
This construction admits a conceptual description in terms of an adjoint functor. For any collection
V = {Vx}x∈O of vector spaces, consider the endomorphism k-category End(V ) whose set of objects is
O, and whose morphism spaces are End(V )(x, y) = Homk(Vx, Vy), with the obvious composition maps.
Choosing a basis of each of the vector spaces Vx, we may identify the collection V as Vx = k
~n(x) for
some dimension vector ~n. Then, a representation of A with dimension vector ~n is the same as a k-linear
functor A→ End(V ) that fixes each object x ∈ O.
Rename the commutative algebra A~n appearing in (1.12) as AV , then the discussion that led to the
consideration of (1.12) can be rephrased as saying that there exists a canonical bijection
HomCatk/O(A,End(V ))
∼= HomCommAlgk(AV , k)
This specifies the k-points of the scheme Rep(A, V ) := Spec(AV ) in terms of representations of A. In
fact, the above adjunction holds more generally. Namely, we have
(4.1) HomCatk/O(A,End(V )⊗B) ∼= HomCommAlgk(AV , B)
for any commutative algebra B ∈ CommAlgk. By Yoneda lemma, this adjunction completely determines
the commutative algebra AV in a coordinate-free way, i.e., without specifying a basis of V . Our present
discussion can then be summarized by the following
Proposition 4.2. There exists an adjoint pair of functors
(−)V : Catk/O CommAlgk : End(V )⊗−
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We call the left adjoint functor (−)V the representation functor, and the affine scheme Spec(AV ) the
representation scheme of the k-category A ∈ Catk/O with target V = {Vx}x∈R.
A lot of the structures on the representation scheme Spec(AV ) are encoded in the unit map of the
adjunction. Namely, if we input B = AV into the adjunction (4.1), then the identity morphism on the
right hand side corresponds to a map
Φ : A→ End(V )⊗AV
which is a representation of A with coefficients in AV , known as the universal representation. More
concretely, take any morphism f ∈ A(x, y), together with v ∈ Vx and λ ∈ V ∗y , then the triple (λ, f, v)
defines a function on the space Rep(A, V ) of representations: any point ρ ∈ Rep(A, V ) acts on (λ, f, v)
to give a value λ(ρ(f)(v)). Thus, the triple defines an element λfv ∈ AV . In other words, there is a map
(4.3) V ∗y ⊗A(x, y)⊗ Vx → AV
which is in fact the map dual to the universal representation
A(x, y) → Vy ⊗AV ⊗ V ∗x = End(V )(x, y)⊗AV
If we choose basis {vj} ⊂ Vx and {wi} ⊂ Vy, with dual basis {v∗j } ⊂ V ∗x and {w∗i } ⊂ V ∗y , then one
can write the triple (w∗i , f, vj), considered as an element in AV , as fij ∈ AabV . Then the universal
representation simply sends f to the matrix
(
fij
) ∈M~n(y),~n(x)(AV ) ∼= End(V )(x, y)⊗AV . Thus, one can
view the universal representation as a formal way of saying that one can stick subscripts (−)ij to every
morphism of A.
The representation scheme allows us to construct the moduli space of finite dimensional representations
of A. As in the introduction, the algebraic group GLV :=
∏
x∈O GLVx acts on the representation scheme
Spec(AV ). If a basis of V is chosen, then it acts by simultaneously conjugating each matrix generator
of AV , as in the example (1.13). More invariantly, for each B ∈ CommAlgk, the group GLV (B) acts on
the k-category End(V ) ⊗ B appearing on the left hand side of (4.1), which therefore induces an action
on the right hand side of (4.1), functorial in B. By Yoneda lemma again, this gives an algebraic group
action of GLV on the affine scheme Spec(AV ).
The moduli stack of representations of A in V is then defined as the quotient stack
Rep(A;V ) := [ Spec(AV ) /GLV ]
which is the stackification of the presheaf of groupoids
[ Spec(AV ) /GLV ]
pre : CommAlgk → Groupoid
represented by the algebraic action groupoid GLV n Spec(AV ). In view of the adjunction (4.1), this
presheaf sends B ∈ CommAlgk to the groupoid of k-linear functors TB : A → Mod(B) such that each
TB(x) ∈ Mod(B) is the free module Vx ⊗ B. One can relax the last criterion by allowing TB(x) to be
isomorphic, instead of equal, to Vx ⊗ B. This does not affect the equivalence type of the groupoid, so
that we have
(4.4) [ Spec(AV ) /GL(V ) ]
pre (B) ' Fun◦k
(
A , Modfree(B)
)∣∣∣
rank(T (x)) = dim(Vx)
where we have denoted Fun◦k(C,D) the groupoid of k-linear functors from C toD and natural isomorphism
between functors, while the bar to the end refers to the restriction to the full subcategory consisting of
those functors T : A→ Modfree(B) such that rank(T (x)) = dim(Vx) for all x ∈ O.
The stacification [ Spec(AV ) /GL(V ) ] of this presheaf of groupoid can then be described similarly as
the groupoid of functors to projective, instead of free, B-modules, with prescribed ranks:
(4.5) [ Spec(AV ) /GL(V ) ] (B) ' Fun◦k
(
A , Modproj(B)
)∣∣∣
rank(T (x)) = dim(Vx)
This description of the stack Rep(A;V ) allows one to show that it is invariant under k-linear equivalences
of categories. In order to make sense of this statement, we need to compare the dimension vectors
for different k-categories. First, notice that if x, y ∈ Ob(A) are isomorphic, then any representation
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T : A → Modproj(B) must send x and y to isomorphic B-modules. In particular, T (x) and T (y) must
have the same rank. Therefore, in order for Rep(A;V ) (or Rep(A;V )) to be non-empty, the dimension
vector ~n(x) = dim(Vx) must satisfy ~n(x) = ~n(y) whenever x and y are isomorphic in A. In other words,
if we denote by Iso(A) the set of isomorphism classes of objects in A, then the dimension vector in fact
descends to a map ~n : Iso(A)→ N.
Now, if F : A → A′ be an k-linear equivalence of k-categories, then it induces a bijection Iso(A) ∼=
Iso(A′). For notational convenience, denote either set by O¯. Then a dimension vector ~n : O¯ → N allows
one to define both the schemes Rep(A,~n) and Rep(A′, ~n), as well as the stacks Rep(A,~n) and Rep(A′, ~n).
The functor F : A → A′ then induces a map F ∗ : Rep(A′, ~n) → Rep(A,~n) of stacks. In view of the
descriptions (4.4) and (4.5), the following proposition is straightforward.
Proposition 4.6. The map F ∗ : Rep(A′, ~n)→ Rep(A,~n) is an equivalence of stacks.
4.2. Derived representation schemes. As we explained in the introduction, the constructions in the
previous section can be generalized directly to the derived setting, simply by replacing k-categories by DG
categories, and commutative algebras by commutative DG algebras. For example, to the DG category
(1.11) one associates the commutative DG algbra (1.14).
This procedure can in fact be formalized in completely the same way as in the previous section. To this
end, consider the category dgCat+k /O whose objects are small (homologically) non-negatively gradedDG
categories with object set O, and whose morphisms are DG functors that fix each object x ∈ O. If O is
finite, this is equivalent to the category of DG algebras over the semisimple ring R = kO. In this setting,
Proposition 4.2 extends directly to give the following
Proposition 4.7. There exists an adjoint pair of functors
(4.8) (−)V : dgCat+k /O CDGA+k : End(V )⊗−
As in the previous subsection, if we choose a basis for each Vx to identify it with k
~n(x), then the
commutative DG algebra AV ∈ CDGA+k is simply obtained by formally inserting the subscripts (−)ij to
morphisms of the DG category A ∈ dgCat+k /O. Thus, in particular, (1.14) is the result of applying (−)V
to (1.11).
The adjunction (4.8) has a crucial feature: it is a Quillen adjunction. Indeed, the categories on both
sides of (4.8) have canonical model structures where fibrations and weak equivalences are precisely those
maps that induce fibrations and weak equivalences in all the relevant chain complexes15. The functor
B 7→ End(V )⊗B clearly preserves weak equivalences and fibrations, which therefore make (4.8) a Quillen
adjunction, so that we have an induced adjunction at the level of homotopy categories
(4.9) L(−)V : Ho(dgCat+k /O) Ho(CDGA+k ) : End(V )⊗−
For any DG category A ∈ dgCat+k , one therefore has the (homotopy type of) commutative DG algebra
L(A)V , to which we can take Spec(−) (simply a formal symbol), which gives us an equivalence type of
derived scheme, which we call the derived representation scheme16 of A in V , denoted as
DRep(A;V ) := Spec(L(A)V )
The commutative DG algebra L(A)V can be computed as L(A)V ' QV for some cofibrant replacement
Q ∼→ A in dgCat+k /O. In the model category dgCat+k /O, cofibrant objects are simply retracts of non-
negatively graded semi-free DG categories over O. Thus, ifA is itself semi-free, thenAV is a representative
of L(A)V . In particular, (1.14) gives an example of the ring of functions on a derived representation
scheme.
15 When the object set O is finite, one can regard dgCat+k /O as the category of DG algebras over the semisimple algebra
R = kO, so that this falls precisely in the framework of [3] where one can find a detailed discussion. If the object set O is
infinite, similar model structure exists, see [47, Remark 4.6].
16We are using a slightly different notation than [3], wherein the “derived representation scheme” referred to the
commutative DG algebra L(A)V itself.
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As in the non-DG case, one has a universal representation
(4.10) Φ : A → End(V )⊗AV
which formalizes the procedure of sticking subscripts (−)ij . By taking a cofibrant resolution Q ∼→ A, one
may also consider its derived version.
Like in the non-DG case, one can use the derived representation scheme to construct the derived
moduli space of representations of A. Indeed, for any cofibrant resolution Q ∼→ A in dgCat+k /O, the
commutative DG algebra QV admits a GLV -action by simultaneous conjugation, completely analogous
to (1.13). This in turn allows one to take the derived stack
(4.11) DRep(A;V ) := [ Spec(QV ) /GLV ]
which we call the derived moduli stack of representations of A into V .
Readers less familiar with derived algebraic geometry may regard the derived stack [ Spec(QV ) /GLV ]
merely as a formal symbol. As we explained in the introduction, we will mainly be concerned only with
the category of quasi-coherent complexes on it, which is equivalent (in a higher categorical sense) to the
category of GLV -equivariant DG modules on QV .
We will now give a description of the derived moduli stack DRep(A;V ) in a form similar to (4.4) and
(4.5). This will allow us to identify it with similar moduli stacks that have appeared in [48] (see Corollary
4.17 below). This shows in particular that DRep(A;V ) is invariant under quasi-equivalences (see Corollary
4.18 below). Readers less familiar with derived algebraic geometry may skip the rest of this subsection
without compromising the understanding of the rest of the paper.
Recall that the notion of derived stack can be formalized by considering simplicial presheaves on the
opposite dAff of the (model) category CDGA+k of non-negatively graded commutative DG algebras. In the
present case, the quotient stack [ Spec(QV ) /GLV ] is the stackification of the simplicial presheaf
(4.12) [ Spec(QV ) /GLV ]pre : CDGA+k → sSet, B 7→
∣∣MapdAff( Spec(B), N(GLV n Spec(QV )) ) ∣∣
where we have denoted by N(GLV n Spec(QV )) the Segal groupoid of derived affine scheme corre-
sponding to the algebraic action of GLV on Spec(QV ), so that the (levelwise) homotopy mapping space
MapdAff( Spec(B) , N(GLV n Spec(QV )) ) is a simplicial space, of which we take the homotopy colimit
| − |.
We wish to give an alternative description of the presheaf (4.12) in terms of DG modules. Motivated
by (4.4), we consider the DG category dgModfree,0(B) of free DG modules over B, with basis elements all
in homological degree 0. The analogy with (4.4) suggests one to consider the homotopy mapping space
X := MapdgCat+k
(Q , dgModfree,0(B) )
taken in the model category dgCat+k of non-negatively graded DG categories.
Let R = kO be the discrete DG category with object set O, then there is a canonical functor R ↪→ Q.
As a consequence, the homotopy mapping space X naturally fibers over the homotopy mapping space
Z := MapdgCat+k
(
R , dgModfree,0(B)
)
Now, giving a collection V = {Vx}x∈O amounts to giving the functor VB : R → dgModfree,0(B) that
sends x ∈ O to Vx ⊗ B. Thus, the collection V defines a point V : ∗ → Z on the space Z. If we
take the (homotopy) fiber of pi : X → Z over this point, the result is simply the homotopy mapping
space MapR ↓ dgCat+k
(Q , dgModfree,0(B) ) taken in the undercategory R ↓ dgCat+k . This latter homotopy
mapping space is further equivalent to the following homotopy mapping space
(4.13) MapR ↓ dgCat+k
(Q , dgModfree,0(B) ) ' MapdgCat+k /O(Q , End(V )⊗B )
which follows from the Quillen adjunction
ι : dgCat+k /O (R ↓ dgCat+k ) : R
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where ι is the obvious functor, while R associates to (F : R→ A) the DG category R(F ) on O such that
R(F )(x, y) := A(F (x), F (y)). Indeed, (4.13) follows because we have an isomorphism of DG categories
(4.14) R (VB : R→ dgModfree,0(B) ) ∼= End(V )⊗B
Applying the Quillen adjunction (4.8), we see that the mapping space on the right hand side of (4.13)
is also equivalent to the homotopy mapping space MapCDGA+k
(QV , B).
Thus, combining the above arguments, we see that there is a homotopy Cartesian diagram
(4.15)
MapCDGA+k
(QV , B) X
∗ Z
pi
V
so that the fiber of pi : X → Z over the point on Z corresponding to the collection V = {Vx} is represented
by the derived representation scheme Spec(QV ).
From the homotopical point of view, it is more natural to consider the inverse image pi−1(ZV ) of
pi : X → Z over the connected component ZV of Z containing the point V : ∗ → Z, rather than the fiber
pi−1(V ) of the single point V . Up to homotopy, this amounts to remembering the homotopy action of
the based loop space ΩV (Z) on the fiber pi
−1(V ).
The based loop space ΩV (Z) is the homotopy automorphism group of the object V in the functor
category FundgCat+k
(R, dgModfree,0(B)) ' dgModfree,0(B)×O , which is therefore simply given by
ΩV (Z) ' MapCDGA+k (O(GLV ), B)
Thus, the fiber (4.15) of pi : X → Z at V is represented by the derived representation scheme Spec(QV ),
while the based loop space ΩV (Z) is represented by the algebraic group GLV . Under this identification,
the action of ΩV (Z) on the fiber pi
−1(V ) then corresponds to the action of GLV on Spec(QV ) constructed
algebraically above. The fibration pi−1(ZV )→ ZV over the connected component ZV is therefore repre-
sented by the map on Segal groupoids
N(GLV n Spec(QV )) → N(GLV )
In particular, this shows that the space appearing in (4.12) is equivalent to the space pi−1(ZV ). To
summarize, this shows the following
Proposition 4.16. The simplicial presheaf [ Spec(QV ) /GLV ]pre has an equivalent description
[ Spec(QV ) /GLV ]pre(B) ' MapdgCat+k
(Q , dgModfree,0(B) )∣∣∣
rank(T (x)) = dim(Vx)
as the simplicial presheaf that assigns every B ∈ CDGA+k the above homotopy mapping space taken in the
model category dgCat+k , restricted to the connected component that consists of representations into free
B-modules of specified ranks.
This has the following immediate consequence:
Corollary 4.17. The stackification [ Spec(QV ) /GLV ] of the simplicial presheaf [ Spec(QV ) /GLV ]pre
has an equivalent description
[ Spec(QV ) /GLV ](B) ' MapdgCat+k
(Q , dgModproj,0(B) )∣∣∣
rank(T (x)) = dim(Vx)
so that we have
M[0,0]A '
∐
dim(V ) : Iso(H0(A))→N
DRep(A;V )
whereM[0,0]A is the derived moduli stack of pseudo-perfect DG modules on A with Tor-amplitude contained
in [0, 0] (see [48] for definition, and [48, Proposition 2.22.6] for a characterization).
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In particular, this implies that the derived stack [ Spec(QV ) /GLV ] is invariant under quasi-equivalences
of Q. More precisely, if F : Q′ ∼→ Q is a quasi-equivalence, which induces an equivalence F : H0(Q′) →
H0(Q), and if V is any collection {Vx} of vector spaces for x ∈ Iso(H0(Q′)) = Iso(H0(Q)), then F induces
a map F ∗ : [ Spec(QV ) /GLV ]→ [ Spec(Q′V ) /GLV ] of derived stacks, so that we have
Corollary 4.18. The map F ∗ : [ Spec(QV ) /GLV ] → [ Spec(Q′V ) /GLV ] is an equivalence of derived
stacks.
4.3. The Van den Bergh functor. In the previous subsections, we have seen that, to any DG category
A one can associate a derived moduli stack DRep(A;V ) of representations, which parametrizes represen-
tations of A of given dimensions. As explained in the introduction, one can extend this construction to a
functor that associates to each DG bimodule M over A a quasi-coherent complex over the corresponding
derived moduli stack. We recall this construction now.
Let A be a DG category with object set O, and let V = {Vx}x∈O be a collection of vector spaces.
Applying the representation functor, we have a commutative DG algebra AV ∈ CDGA+k , together with a
universal representation, i.e., the DG functor (4.10). This DG functor allows one to consider the DG
category End(V )⊗AV as a DG bimodule over A. Moreover, since AV acts as central coefficients in this
DG category, the A-bimodule structure and the AV -module structure on End(V )⊗AV are compatible.
Therefore, for any DG bimodule M ∈ dgMod(Ae), one can form the tensor product M⊗Ae (End(V )⊗AV ),
which is then a DG module over AV . This allows one to define a functor
(4.19) (−)abV : dgMod(Ae) → dgMod(AV ), M 7→ M ⊗Ae (End(V )⊗AV )
Following [3], we call this the Van den Bergh functor, since it first appeared in [56].
As observed in [3], this functor is a left-adjoint functor. Indeed, for any DG module L ∈ dgMod(AV ),
one can consider the DG bimodule End(V ) ⊗ L over the DG category End(V ) ⊗ AV . Again by the
universal representation, one can consider End(V ) ⊗ L as a DG bimodule over A. This gives a functor
End(V )⊗− : dgMod(AV ) → dgMod(Ae). A sequence of standard adjunction then shows the following
Lemma 4.20. There exists an adjoint pair of functors
(4.21) (−)abV : dgMod(Ae) dgMod(AV ) : End(V )⊗−
It is useful to consider the unit of this adjunction, which is a map
(4.22) ΦA : M → End(V )⊗MabV
of DG bimodules over A. Analogous to the unit map of the representation functor, this unit map allows
us to think of the Van den Bergh functor as a formal procedure of sticking subscripts (−)ij to elements
in M . More precisely, consider an element ξ ∈M(x, y). Then for any vector v ∈ Vx and covector λ ∈ V ∗y ,
the triple (ξ, v, λ) can be regarded as an element
ξ ⊗ ( (v ⊗ λ)⊗ 1 ) ∈M ⊗Ae (End(V )⊗AV ) = MabV
This defines a map
(4.23) M(x, y)⊗ Vx ⊗ V ∗y → MabV
which dually corresponds to a map
ΦA : M(x, y) → MabV ⊗ Vy ⊗ V ∗x ∼= End(V )(x, y)⊗MabV
which is precisely the (x, y)-component of the unit map (4.22).
Thus, if we choose basis {vj} ⊂ Vx and {wi} ⊂ Vy, with dual basis {v∗j } ⊂ V ∗x and {w∗i } ⊂ V ∗y , then
one can write the triple (ξ, vj , w
∗
i ), considered as an element in MV , as ξij ∈MabV . In this way, elements
in MV are simply obtained by sticking subscripts (−)ij to elements in M . Moreover, the unit map (4.22)
simply sends ξ to the matrix
(
ξij
) ∈ End(V )(x, y)⊗MabV .
An immediate consequence of the adjunction (4.21) is the natural isomorphism
(4.24)
(
TA(M)
)
V
∼= SymAV (MabV )
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One can show this isomorphism by explicitly checking generators and relations of both sides, as in [56],
or by a series of adjunctions that show that both sides (co)represent the same functor on the category
of commutative DG categories under AV . In fact, by endowing the bimodule M with an extra weight
grading 1, the above isomorphism completely characterizes the Van den Bergh functor: the DG module
MabV is simply the weight graded 1 component of
(
TA(M)
)
V
.
We remark that this isomorphism respects the unit map for the representation functor and for the
Van den Bergh functors. Namely, take the universal representation (4.10) for the DG category TA(M).
Combining with the isomorphism (4.24) gives a DG functor
TA(M) → End(V )⊗
(
TA(M)
)
V
(4.24)∼= End(V )⊗ SymAV (MabV )
This DG functor respects the weight gradings on both sides. Restricting to weight 1 components, one
obtains a map M → End(V ) ⊗MabV . A direct investigation shows that this is precisely the unit map
(4.22) for the Van den Bergh functor. Thus, the isomorphism (4.24) characterizes both the Van den Bergh
functor as well as the unit map of it. More importantly, it means that, for ξ ∈ M(x, y), the meaning of
the notation ξij ∈MabV is unambiguous.
Another useful consequence of Lemma 4.21 is a natural isomorphism
(4.25)
(
Ω1(A) )ab
V
∼= Ω1com(AV )
where Ω1(A) is the DG bimodule of (non-commutative) Kahler differentials over A, while Ω1com(AV ) is
the DG module of (commutative) Kahler differential over AV .
To construct this isomorphism, we start with the universal derivation D : AV → Ω1com(AV ). This
induces maps of chain complexes D : End(V )(x, y) ⊗AV → End(V )(x, y) ⊗ Ω1com(AV ). This collection
of maps, one for each (x, y), then forms a derivation on the bimodule End(V )⊗ Ω1com(AV ) over the DG
category End(V )⊗AV . Composing with the universal representation (4.10), one has a derivation D ◦Φ :
A → End(V )⊗Ω1com(AV ), which therefore corresponds to a map Φlin : Ω1(A) → End(V )⊗Ω1com(AV ).
By the adjunction (4.21), this then corresponds to a map Φ˜lin :
(
Ω1(A) )ab
V
→ Ω1com(AV ).
To show that this map is an isomorphism, consider the case when A is semi-free over a set Q of arrows.
Then Ω1(A) is semi-free as a bimodule, with basis {Df }f∈Q. Therefore,
(
Ω1(A) )ab
V
= Ω1(A) ⊗Ae
(End(V )⊗AV ) is also semi-free as a module over AV . More precisely, as a graded module, we have(
Ω1(A) )ab
V
=
(⊕
f∈Q
Df ·Homk(Vt(f), Vs(f))
)
⊗k AV
The right hand side of (4.25) admits a similar description. Recall that AV can be obtained by sticking
subscripts (−)ij to the semi-free generators f ∈ Q of A. The discussion following Proposition 4.2 shows
how to express this in a coordinate-free way. This shows that, as a graded commutative algebra, we have
AV ∼= Sym
(⊕
f∈Q
V ∗t(f) · f · Vs(f)
)
This in turn implies that, as a graded module, Ω1com(AV ) has the description
Ω1com(AV ) =
(⊕
f∈Q
V ∗t(f) ·Df · Vs(f)
)
⊗k AV
It can then be directly checked that the map Φ˜lin :
(
Ω1(A) )ab
V
→ Ω1com(AV ) identifies these two descrip-
tions, and hence is an isomorphism in the case when A is semi-free.
For the general case, simply notice that both sides of (4.25) are left-adjoint functors from the category
of small DG categories to the (bifibered) category of pairs (B,L), where B ∈ CDGA+k and L ∈ dgMod(B).
Since they coincide for semi-free DG categories, and since they preserve colimits, the general result follows
by considering a presentation of A.
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This case of Kahler differentials gives a relationship between the maps (4.3) and (4.23). Namely, we
have the commutativity of the diagram
V ∗y ⊗A(x, y)⊗ Vx AV
V ∗y ⊗ Ω1(A)(x, y)⊗ Vx Ω1(A)abV Ω1com(AV )
(4.3)
id⊗D⊗id D
(4.23) (4.25)
Choosing basis in Vx and Vy, this diagram can be expressed by the simple formula
(4.26) D(fij) = (Df)ij
for any f ∈ A(x, y), where sticking the subscripts (−)ij on the left hand side means applying the map
(4.3), while that on the right hand side means applying the map (4.23). The left and right sides of (4.26)
are then elements in Ω1com(AV ) and Ω1(A)abV respectively, and their equality asserted in (4.26) means
that they correspond to each other under the isomorphism (4.25).
A crucial feature of the Van den Bergh functor is that it respects the GLV -action on Spec(AV ). Namely,
for each DG module M ∈ dgMod(Ae), the DG module MV admits a natural GLV -equivariance structure.
Indeed, giving a GLV -equivariance structure on a DG module L over AV is equivalent to giving a GLV
action on SymAV (L) extending the action on AV . By (4.24), the commutative DG algebra SymAV (MabV )
is isomorphic to
(
TA(M)
)
V
. As the result of applying the representation functor, it therefore admits a
GLV -action extending that on AV . In other words, MabV inherits a natural GLV -equivariance structure.
Therefore the Van den Bergh functor can be regarded as a functor
(−)abV : dgMod(Ae) → dgModGLV (AV )
to the category of GLV -equivariant DG modules on AV . As alluded at the beginning of this subsection,
this is equivalent (in a higher categorical sense) to the category of quasi-coherent complexes on the derived
stack DRep(A, V ).
Another useful feature of the Van den Bergh functor is the existence of a natural “trace map”
(4.27) Ψ : M\ → (MabV )GLV
of chain complexes, for any DG bimodule M ∈ dgMod(Ae). To construct this map, simply take any
ξ ∈M(x, x) that represents an element in M\. Apply the unit map (4.22) to this element ξ to obtain an
element ΦA(ξ) ∈ Homk(Vx, Vx)⊗MabV . Taking trace, one has Tr(Φ(ξ)) ∈ MabV . Now if η ∈ M(x, y) and
f ∈ A(y, x), then we have Tr(Φ(η · f)) = (−1)|f ||η|Tr(Φ(f · η)). Therefore the map descends to a map on
M\. It is clear that the image of this map is contained in the DG submodule (M
ab
V )
GLV ⊂ MabV , which
then defines the map (4.27).
In view of these constructions, the representation functor, together with the Van den Bergh functor,
then makes the following analogy very precise:
(4.28)
Non-commutative Commutative
DG category A Derived stack X
Bimodules M Quasi-coherent sheaves F
Naturalization M\ Global sections Γ(X;F)
Indeed, to a DG category A, one can assign the derived stack X = [ Spec(AV )/GLV ] of representa-
tions. Each of the noncommutative analogues on the left of the above table then induce a commutative
counterpart on X. For instance, the Van den Bergh functor gives the GLV -equivariant DG module M
ab
V ,
which can be viewed as a quasi-coherent complex on X. The chain complex of global sections is then given
by the GLV -invariant part M
GLV
V . The map (4.27) can then be viewed as the map from noncommutative
global sections to commutative global sections.
Now we discuss the monoidal property of the Van den Bergh functor. Notice that both the domain
and codomain of the Van den Bergh functor (4.19) have natural monoidal structures. While the Van den
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Bergh functor fails to be storngly monoidal, it nonetheless has a natural oplax monoidal structure
(4.29) ψM,N : (M ⊗A N )abV → MabV ⊗AV NabV
constructed by applying the unit map (4.22) to M and N and then compose. More precisely, by the
definition of the Van den Bergh functor, one can represent any element of (M ⊗AN )abV by an element in
M(y, z)⊗N(x, y)⊗Hom(Vz, Vy)⊗AV
for some objects x, y, z ∈ Ob(A). Apply the unit map (4.22) to both the parts M(y, z) and N(x, y), one
obtains an element in
MabV ⊗Hom(Vy, Vz)⊗NabV ⊗Hom(Vx, Vy)⊗Hom(Vz, Vy)⊗AV
Compose the three Hom spaces and take trace, one obtains an element in MabV ⊗NabV ⊗AV . Multiplying
the part AV into either MabV or NabV , one obtains an element in MabV ⊗AV NabV , which is the codomain of
(4.29). To show that the resulting map
(4.30) ψM,N : M(y, z)⊗N(x, y)⊗Hom(Vz, Vy)⊗AV → MabV ⊗AV NabV
descends to a map (4.29), one has to show that it respects the A-coinvariance imposed by the tensor over
A at each of the object placements x, y, z. This can be shown by choosing a basis of V , so that the map
(4.30) is given by the formula
ψM,N (ξ ⊗ η ⊗ F ⊗ a) =
∑
i,j,k
ξik · ηkj · Fji · a
which then obviously satisfy the relevant A-coinvariances. Moreover, this formula also shows the asso-
ciativity and (weak) unitality of (4.29).
One can combine the oplax structure map (4.29) with the “trace map” (4.27) to obtain a map
(4.31) Ψ : (M ⊗A N )\ (4.27)−−−−→ ( (M ⊗A N )abV )GLV
(4.29)−−−−→ (MabV ⊗AV NabV )GLV
More generally, for any DG bimodules M1, . . . ,Mn, one can repeatedly use the oplax structure (4.29),
and again combine the result with (4.27) to obtain a similar “multi-trace map”
(4.32) Ψ : (Mn ⊗A . . .⊗AM1 )\ → ( (Mn)abV ⊗AV . . .⊗AV (M1)abV )GLV
We call it a “multi-trace map” because it is given by the formula
(4.33) Ψ(ξn ⊗ . . .⊗ ξ1) =
∑
i1,...,in
(ξn)i1in ⊗ . . .⊗ (ξ1)i2i1
Now we turn our attention to a canonical trace map
(4.34) Ψ0 : A\ → AGLVV
constructed in [3], as well as its relations with the Van den Bergh functor. The chain complex AGLVV
can be identified with global functions on the derived stack X = [ Spec(AV )/GLV ]. Viewing the chain
complex A\ as global functions on the “noncommutative space” A, this map is therefore close in spirit
to the analogy (4.28).
The map (4.34) is constructed in a way completely analogous to (4.27). Thus take any f ∈ A(x, x),
which represents an element in A\. Apply the universal representation (4.10) to obtain an element
Φ(f) ∈ Homk(Vx, Vx) ⊗ AV . Taking trace, one has Tr(Φ(f)) ∈ AGLVV . Again, check that if g ∈ A(x, y)
and h ∈ A(y, x), then we have Tr(Φ(gh)) = (−1)|h||g|Tr(Φ(hg)). Therefore, this map descends to a map
on A\, which is by definition the trace map (4.34).
One can apply the trace map (4.34) to the DG category TA(M), where M is a bimodule. In view of
(4.24), this gives a map
Ψ : TA(M)cyc → SymAV (MabV )GLV
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where we have denoted by (−)cyc the naturalization with respect to the DG category TA(M). Since this
map preserves the weight grading on both sides, it can be decomposed into maps
(4.35) Ψ : (M (n) )\,Cn → SymnAV (MabV )GLV
for each n ≥ 0. Notice that both the domain and range of this map are quotients of the domains and
range of the map (4.32) for M1 = . . . = Mn = M . In fact, the map (4.35) simply descends from (4.32),
meaning that the following diagram commutes:
(4.36)
(M (n) )\ (M
ab
V ⊗AV . . .⊗AV MabV )GLV
(M (n) )\,Cn Sym
n
AV (M
ab
V )
GLV
(4.32)
(4.35)
This ensures that the common notation Ψ for the maps (4.27), (4.31), (4.32), (4.35), as well as the similar
notation Ψ0 for (4.34), are consistent, and would not cause any confusion. In particular, if one chooses
a basis of V , then each of these maps Ψ (or Ψ0) is given by the same “trace formula” (4.33), albeit in
possibly different contexts.
Now we dicuss the effect of duality under the Van den Bergh functor. In Section 2.4, we have defined
multiduals for DG bimodules of a DG category A. A similar notion exists in the commutative context.
Thus, let N1, . . . , Nn ∈ dgMod(B) be DG modules over a commutative DG algebra B. Then the DG
module of multiduals is defined to be
(4.37) (Nn, . . . , N1 )
∨ := HomB(Nn ⊗B . . .⊗B N1 , B )
Clearly, if each of the DG modules Ni is projective of finite rank as a graded module, then this is
canonically isomorphic to N∨n ⊗B . . . ⊗B N∨1 . However, when these two differ, we will consider the
multidual (4.37) as the “correct” notion to consider.
There are two aspects in which the Van den Bergh functor (4.19) respects multiduals. They correspond
to the two contexts of multiduals of bimodules: naturalized or not. Thus, let M1, . . . ,Mn be DG bimodule
over A, then there is a map
(4.38) ψ† :
(
(Mn, . . . ,M1)
∨ )ab
V
→ ( (Mn)abV , . . . , (M1)abV )∨
of DG modules over AV ; as well as a map
(4.39) Ψ† : (Mn, . . . ,M1)∨\ →
( (
(Mn)
ab
V , . . . , (M1)
ab
V
)∨ )GLV
of chain complexes.
By definition, one can represent elements in the domain of (4.38) in the form
Θ = 〈−, . . . ,−〉 ⊗ λz′ ⊗ vz ⊗ a ∈ (Mn, . . . ,M1)∨(z, z′)⊗ V ∗z′ ⊗ Vz ⊗AV
We want to define a multidual ψ†(Θ) on the DG modules (Mi)abV . To this end, consider elements in
(Mi)
ab
V of the form
(4.40) ξi ⊗ λyi ⊗ vxi ⊗ 1 ∈ Mi(xi, yi)⊗ V ∗yi ⊗ Vxi ⊗AV
Apply the multidual 〈−, . . . ,−〉 to the element ξn ⊗ . . .⊗ ξ1. By definition of multiduals, the result is
an element in
z′(A)xn ⊗ yn(A)xn−1 ⊗ . . .⊗ y2(A)x1 ⊗ y1(A)z
One can then “stick” the elements λyi and vxi , as well as the elements λz′ and vz, into the correct places
by using the map (4.3). The result is an element A⊗n+2V , where we multiply them together to form an
element in AV . One then checks that this satisfy the suitable A-coinvariance and AV -coinvariance, and
hence pass to a map (4.38).
The construction of the map (4.39) is completely analogous: one likewise let a naturalized multidual
〈−, . . . ,−〉 ∈ (Mn, . . . ,M1)∨\ act on elements ξi in the expression (4.40), and let the resulting elements
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λyi and vxi stick to the right place. To show that this map lands in the GLV -invariant part, one can
rewrite the procedure of “sticking” the elements λyi and vxi in an adjoint form. Namely, one again take
〈ξn, . . . , ξ1〉 ∈ y1(A)xn ⊗ yn(A)xn−1 ⊗ . . .⊗ y2(A)x1
and then apply the universal representation (4.10) to each of the components yi(A)xi−1 to obtain an
element in AV ⊗ Hom(Vxi−1 , Vyi). These elements in the tensor components Hom(Vxi−1 , Vyi) are then
composed with the maps λyj⊗vxj ∈ Hom(Vyj , Vxj ) to obtain an element Hom(Vz, Vz) for some z, whereon
we take trace. This clearly coincides with the first description. Moreover, since trace is invariant under
conjugation, the result lands in the GLV -invariant part.
If we choose a basis for V , then the maps (4.38) and (4.39) are particularly easy to describe on graftings,
i.e., on elements in the images of (2.72) and (2.75). Namely, they are given by the formulas
ψ†( (Xn# . . .#X1)ini0 ) =
∑
i1,...,in−1
ψ†((Xn)inin−1) . . . ψ
†((X1)i1i0)
Ψ†(Xn# . . .#X1# ) =
∑
i0,i1,...,in−1
ψ†((Xn)i0in−1) . . . ψ
†((X1)i1i0)
(4.41)
In fact, these formulas is valid forXr being themselves multiduals, sayXr ∈ (Mpr , . . . ,Mpr−1+1)∨(xr−1, xr).
In particular, this includes the case when pr−1 = pr, where we take Xr = fr ∈ A(xr−1, xr). In this case
we simply consider fij to refer to the element in AV under the map (4.3), and take ψ†(fij) := fij ∈ AV .
Therefore, to describe the maps (4.38) and (4.39), one is practically reduced to the problem of describ-
ing (4.38) for n = 1, i.e., the map
(4.42) ψ† : (M∨ )abV → (MabV )∨
of DG modules. In terms of a basis of V , this is given by
(4.43) ψ†(Xij)(ξlm) = (X(ξ)(1) )im · (X(ξ)(2) )lj
where we have written ξ ∈M(x, y) and X ∈M∨(z, z′), so that
X(ξ) = X(ξ)(1) ⊗X(ξ)(2) ∈ A(x, z′)⊗A(z, y)
is written in Sweedler notation.
In particular, suppose that the DG bimodule M is semi-free over a basis set {ξα}α∈I , then the DG
module MabV is also semi-free, over a basis set {(ξα)ij}. Moreover, for any basis element ξα ∈M(x, y), its
dual ξ∨α ∈M∨(y, x) makes sense even if the basis set I is infinite. The same holds for MabV : the elements
((ξα)ij)
∨ ∈ (MabV )∨ also makes sense.
In view of (4.43), when we let the element ψ†((ξ∨α)ij) act on basis elements {(ξα)lm} of MabV , it is
non-zero only on (ξα)ji. In other words, we have
(4.44) ψ†((ξ∨)ij) = (ξji)∨
for any such basis element ξ. This implies the following
Lemma 4.45. Suppose that the DG bimodule M ∈ dgMod(Ae) is projective of finite rank as a graded
bimodule, then the map (4.42) is an isomorphism of DG modules.
Proof. By (4.44), this is clearly true if M is free of finite rank as a graded bimodule. Since isomorphisms
are preserved under retracts, the result follows from the functoriality of ψ†. 
The various maps (4.29), (4.32), (4.38), (4.39), etc., associated to the Van den Bergh functor exhibit
a lot of compatibility relations among them. We will only explore one of these. Thus, let M1,M2 ∈
dgMod(Ae) be DG bimodules. We assume that M1 is projective of finite rank as a graded bimodule.
Then there is an isomorphism
(M2 ⊗AM1 )\ = M2 ⊗Ae M1 ∼= HomAe(M∨1 ,M2)
of chain complexes, so that any element in (M2 ⊗AM1 )\ induces a map M∨1 →M2.
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On the commutative side, if N1, N2 are DG modules over a commutative DG algebra B, then an
element in N2 ⊗B N1 also induces a map N∨1 → N2. Under the Van den Bergh functor, these two
procedures are compatible with each other, in the sense of the following
Lemma 4.46. The following diagram commutes:
(M2 ⊗AM1 )\ HomAe(M∨1 ,M2)
(M2)
ab
V ⊗AV (M1)abV HomB((M∨1 )abV , (M2)abV )
∼=
(4.31)
(4.42)
∼=
where the unspecified vertical map on the right is the map on Hom complexes of (the obvious DG enrich-
ment of) the Van den Bergh functor.
Proof. By functoriality of all the constructions involved, it suffices to prove the commutativity in the
case when M1 is semi-free of finite rank. Thus, choose a basis {ξ1, . . . , ξN} of M1, say ξα ∈ M1(xα, yα).
Then an element of (M2 ⊗A M1 )\ can be written (uniquely) in the form ω =
∑N
α=1 ηα ⊗ ξα, for
some ηα ∈ M2(yα, xα). The induced map ω# ∈ HomAe(M∨1 ,M2) then sends ξ∨α ∈ M1(yα, xα) to
(−1)|ξα|ηα ∈M2(yα, xα). Therefore, the resulting map (ω#)abV ∈ HomB((M∨1 )abV , (M2)abV ) sends (ξ∨α)ij to
(−1)|ξα|(ηα)ij .
On the other hand, if we travel through the lower route of the commutative diagram, then we first
apply (4.31) to ω. By the formula (4.33), this is given by Ψ(ω) =
∑N
α=1
∑
ij (ηα)ij ⊗ (ξα)ji. The
induced map Ψ(ω)# ∈ HomB(((M1)abV )∨, (M2)abV ) therefore sends ((ξα)ji)∨ to (−1)|ξα|(ηα)ij . By (4.44),
the basis element ((ξα)ji)
∨ is identified with ((ξα)∨)ij under the isomorphism (4.42). Therefore, we have
(ψ†)∗(Ψ(ω)#) = (ω#)abV , which proves the commutativity of the diagram. 
We now briefly discuss the derived functor of the Van den Bergh functor. Clearly, the adjunction
(4.21) is a Quillen adjunction: the right adjoint functor preserves both fibrations and weak equivalences.
Therefore, we may take their derived functor
L(−)abV : D(Ae) D(AV ) : End(V )⊗−
In this context, Lemma 4.45 then translates into the statement that there is an isomorphism
(4.47) ψ† : L(M !)abV
∼=−→ (L(M)abV )!
whenever M ∈ Dperf(Ae) is a perfect bimodule (see Definition 2.9). Indeed, one can prove this by choosing
a cofibrant replacement functor on dgMod(Ae) that acts as the identity on cofibrant objects. This would
then establish a natural transformation ψ† at the level of derived categories, which then allows one to
deduce the isomorphism of (4.47) from the case for finitely cellular bimodules, in which case it follows
from Lemma 4.45. In other words, the following diagram commutes up to the natural isomorphism (4.47):
Dperf(Ae) Dperf(Ae)
Dperf(AV ) Dperf(AV )
(−)!
L(−)abV L(−)abV
(−)!
In the same vein, Lemma 4.46 translates into the commutativity of the diagram
(4.48)
M2 ⊗LAe M1 RHomAe(M !1,M2)
L(M2)
ab
V ⊗LAV L(M1)abV RHomB(L(M !1)abV ,L(M2)abV )
∼=
(4.31)
(4.47)
∼=
whenever M1 ∈ Perf(Ae) is a perfect bimodule.
We end this subsection with the following remark, which gives a heuristic argument that suggests
how to extend the Van den Bergh functor, so that to every DG bimodule M on A, it associates a quasi-
coherent complex on the derived moduli stackMA of pseudo-perfect modules (see [48]), whose restriction
71
to the partM[0,0]A coincides with the equivariant DG module MabV ∈ dgModGLV (AV ) on each open-closed
substack DRep(A;V ) ⊂ M[0,0]A constructed in the last subsection (see Corollary 4.17). This will give a
link between our formulaic treatment of the moduli space of representations (which is close in spirit to
work such as [24, 17, 55, 56]) with the more abstract treatment of the moduli space of pseudo-perfect
modules in, e.g., [48, 41, 7, 53].
Remark 4.49. Recall from [48] that there an ∞-adjunction between the category of small DG categories
and the category (D−St)op opposite to that of D−-stacks. The left adjoint sends a DG category A to
its derived moduli stack MA of pseudo-perfect complexes; while the right adjoint sends a D−-stacks X
to its DG category Lpe(X) of perfect complexes on X. We propose to extend this adjunction to the
(bi)fibered level.
Thus, consider the∞-category Bimod bifibered over the∞-category dgCatk, whose fiber over an oject
A ∈ dgCatk is the ∞-category of DG bimodules over A. Similarly, consider the ∞-category Lqcoh
bifibered over (D−St)op, whose fiber over a D−-stack X is the ∞-category Lqcoh(X) of quasi-coherent
complexes on X.
The ∞-functor X 7→ Lpe(X) from (D−St)op to DG categories can be extended to the level of the
fibered category. To this end, take a quasi-coherent complex F ∈ Lqcoh(X). Then the functor −⊗LOX F
is an endofunctor of the DG category C := Lqcoh(X), and can be identified with the functor −⊗LC R(F )
for a bimodule R(F ). Restricting to Lpe(X) ⊂ C, one therefore has a bimodule R0(F ) on Lpe(X). More
concretely, R(F ) is the bimodule on Lqcoh(X) defined by
(4.50) R(F )(L′, L) ' RHomOX (L′, L⊗LOX F )
for all L,L′ ∈ Lqcoh(X), and R0(F ) is its restriction to L,L′ ∈ Lpe(X).
We expect that the association (X,F ) 7→ (Lpe(X), R0(F )) gives a fibered ∞-functor from Lqcoh to
Bimod, and that one can take a left adjoint of it, which would be of the form (A,M) 7→ (MA,Mab), so
that Mab is a quasi-coherent complex onMA. We also expect that, when both A and M are cofibrant, the
restriction of Mab to the open substack [ Spec(AV )/GLV ] ⊂MA can be identified with the equivariant
DG module MabV ∈ dgModGLV (AV ) given by the Van den Bergh functor.
Indeed, by the adjunction defining Mab, for any commutative DG algebra B and any DG modules N
on it, there should be homotopy equivalences
(4.51)
MapLqcoh( (MA,Mab) , (Spec(B), N) ) ' MapBimod( (A,M) , (Perf(B), R0(N)) )
Map(D−St)op(MA , Spec(B) ) ' MapdgCatk(A , Perf(B) )
We may take the homotopy fibers corresponding to points on the the mapping spaces in the second row.
Thus, for example, take a map f : Spec(B) → MA corresponding to a DG functor F : A → Perf(B),
then the corresponding homotopy fibers of the mapping spaces in the first row become
(4.52) MapdgMod(B)( f
∗(Mab) , N ) ' MapdgMod(Ae)(M , F ∗(R0(N)) )
Denote byMab|V ∈ dgModGLV (AV ) the restriction ofMab to the open substack [ Spec(AV )/GLV ] ⊂MA.
As we mentioned above, we expect this to be equivalent to the equivariant DG module MabV given by the
Van den Bergh functor. In fact, we will view the Quillen adjunction (4.21) as an evidence of this.
To this end, take B = AV and consider the map f : Spec(AV ) → [ Spec(AV )/GLV ]. We claim that
f∗(Mab) is isomorphic to L(M)abV in the derived category D(AV ). Comparing (4.52) with the Quillen
adjunction (4.21), it suffices to show that F ∗(R0(N)) is isomorphic to N⊗End(V ) in the derived category
D(Ae).
Recall that the DG category AV ⊗ End(V ) associated to the collection {Vx}x∈O is isomorphic to the
full DG subcategory of Perf(AV ) consisting of objects {B⊗Vx}x∈O . (see (4.14) for a precise formulation).
Thus, the DG functor F : A → Perf(AV ) factors as a composition
F : A Φ−→ AV ⊗ End(V ) i↪−→ Perf(AV )
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where the second map i is (strictly) fully faithful. Moreover, the first map Φ is simply the universal
representation (4.10).
Recall that the A-bimodule N ⊗ End(V ), which we want to identify with F ∗(R0(N)), is defined as
the pullback of the (AV ⊗ End(V ))-bimodule N ⊗ End(V ) along the universal representation Φ. Thus,
it suffices to show that i∗(R0(N)) ∼= N ⊗ End(V ) in the derived category D((AV ⊗ End(V ))e). Indeed,
putting L′ = Vx ⊗AV and L = Vy ⊗AV in (4.50), we have
R0(N)(Vx ⊗AV , Vr ⊗AV ) ' RHomAV (Vx ⊗AV , Vy ⊗N) ' Homk(Vx, Vy)⊗N
which precisely says that i∗(R0(N)) ' End(V )⊗N .
4.4. Differential forms. We now investigate differential forms on the derived moduli stacks of repre-
sentations. Given a derived stack of the form X = [ Spec(B)/G ] obtained as a quotient of a derived
scheme by an algebraic reductive group action, a convenient model for differential 1-forms is given in the
following
Definition 4.53. The DG module of Cartan 1-form is the DG module Ω1Car(g
∗, B) defined by
Ω1Car(g
∗, B)[1] := cone [ Ω1(B) α−→ B ⊗ g∗ ]
where the map α is the map dual to the infinitesimal action g→ Der(B).
Since both Ω1(B) and B ⊗ g∗ are G-equivariant DG modules over B, and the map α preserves the
equivariance structure, the DG module of Cartan 1-form also has the structure of a G-equivariant DG
modules over B. Thus, one can think of Ω1Car(g
∗, B) as a quasi-coherent sheaves on X. The corresponding
chain complex of global sections is then given by the G-invariant part Ω1Car(g
∗, B)G, which we will call
the chain complex of global Cartan 1-form.
More generally, for any p ≥ 0, we make the following
Definition 4.54. The DG module of Cartan p-form is the DG module ΩpCar(g
∗, B) defined by
ΩpCar(g
∗, B)[p] := SympB
(
Ω1Car(g
∗, B)[1]
)
The chain complex of global Cartan p-form is the chain complex ΩpCar(g
∗, B)G.
There is a “de Rham differential” between the chain complexes of global Cartan forms. These are
formalized as a structure of an N-graded mixed complex in the sense of Definition 2.46, whose construction
is in fact completely parallel to that of the N-graded complex Υ•(A) in the noncommutative case. Indeed,
we start with a graded derivation s˜D of degree 1 on the commutative DG algebra SymB( Ω
1
Car(g
∗, B)[1] )
by specifying its value on generators. i.e., we specify:
(1) The restriction of s˜D to the subalgebra B is given by the map B
sD−−→ Ω1com(B)[1] ⊂ Ω1Car(g∗, B)[1].
(2) s˜D maps the elements 1⊗ξ ∈ B⊗g∗ and sDf ∈ Ω1com(B)[1] to zero. i.e., s˜D(sDf) = s˜D(ξ) = 0.
While this graded derivation clearly satisfies (s˜D)2 = 0, it does not commute with the (intrinsic) differ-
ential d. Instead, the commutator is a “coaction map” induced by the action of g on Ω1com(B) by Lie
derivatives. More precisely, under the decomposition
(4.55) SymB( Ω
1
Car(g
∗, B)[1] ) = SymB( Ω
1
com(B)[1] ) ⊗k Symk(g∗)
the commutator [s˜D, d] is given by the map
L˜ : SympB( Ω1com(B)[1] ) ⊗k Symqk(g∗) → SympB( Ω1com(B)[1] ) ⊗k Symq+1k (g∗)
ω ⊗ λ 7→
n∑
i=1
Lei(ω)⊗ (φi · λ)
where {e1, . . . , en} ⊂ g is a basis, with dual basis {φ1, . . . , φn} ⊂ g∗, and Lei is the Lie derivative of ei
on SympB( Ω
1
com(B)[1] ) according to the action of G on B. The following is then a standard fact:
Lemma 4.56. This commutator [s˜D, d] = L˜ vanishes on the G-invariant part of (4.55).
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Proof. If ω ⊗ λ is G-invariant, then we have
Lei(ω ⊗ λ) = −ω ⊗ ad∗ei(λ)
where ad∗ei is the graded derivation on Symk(g
∗) given by the coadjoint action ad∗ei on g
∗. The same
holds for a more general G-invariant element of the form
∑
a ωa ⊗ λa, but we shall stick to the simple
form of a single term for notational convenience. As a result, we have
L˜ (ω ⊗ λ) = −ω ⊗ ( Σni=1 φi · ad∗ei(λ) )
Finally, observe that the map λ 7→ Σni=1 φi · ad∗ei(λ) is a graded derivation on Sym(g∗) that vanishes on
g∗. Therefore, it vanishes on all of Sym(g∗), which shows that [s˜D, d] = 0 on SymB( Ω
1
Car(g
∗, B)[1] )G. 
By this Lemma, the graded derivation s˜D descends to an N-graded mixed structure, still denoted as
s˜D, on the collection Ω0Car(g
∗, B)G,Ω1Car(g
∗, B)G, . . . of chain complexes of global Cartan forms. One can
then form the associated total complex Ω0,clCar(g
∗, B)G.
These constructions are particularly important in the case when B is cofibrant. Indeed, in this case,
the cotangent complex LX of X is indeed represented by the DG module of Cartan 1-form. i.e., we have
(see [52, Section 5.1]) LX ' Ω1Car(g∗, B). More generally, we have
(4.57) SympX(LX [1]) ' ΩpCar(g∗, B)[p]
As a consequence, the chain complex of global differential p-forms on the derived stack X is quasi-
isomorphic to the chain complex of global Cartan p-forms:
(4.58) A p(X)[p] := RΓ(X; SympX(LX [1])) ' ΩpCar(g∗, B)G[p]
Under this identification, the mixed structure on
⊕
p≥0 Ω
p
Car(g
∗, B)GLV [p] coincides with the de Rham
differentials on global differential forms on X. Thus, the associated total complex A 0,cl(X) is simply the
de Rham complex of the derived stack X, together with the Hodge filtration A 0,cl(X) ⊃ A 1,cl(X)[−1] ⊃
A 2,cl(X)[−2] ⊃ . . ., where
(4.59) A p,cl(X)[−p] := F pA 0,cl(X) :=
∏
n≥p
ΩnCar(g
∗, B)G[n] · un ddR = d+ s˜D
We have presented the constructions of the N-graded mixed complex structures on Υ(n)(A) and on
ΩnCar(g
∗, B)G[n] in a parallel manner. When we consider the representation functor, one can in fact
establish a direct relationship between the two by using the Van den Bergh functor.
Recall from Definition 2.19 that the Cuntz-Quillen bimodule resolution Res(A) of A is the cone of the
map α : Ω1(A)→ A⊗O A. Applying the Van den Bergh functor, the result Res(A)abV is still a cone
(4.60) Res(A)abV = cone [ Ω1(A)abV αV−−→ (A⊗O A)V ]
By (4.25), Ω1(A)abV is simply the DG module Ω1com(AV ). Also, since A⊗O A is a free bimodule over the
basis {Ex}x∈O , we have
(A⊗O A)abV = (A⊗O A)⊗Ae (End(V )⊗AV ) =
⊕
x∈O
Ex · End(V )(x, x)⊗AV
Notice that the term
⊕
x∈O End(V )(x, x) appearing at the right hand side can be naturally identified
with the dual gl(V )∗, which is defined17 as gl(V )∗ :=
⊕
x∈O gl(Vx)
∗. In other words, we have a natural
isomorphism (A⊗R A)abV ∼= AV ⊗ gl(V )∗.
Therefore, the two terms in the cone (4.60) are naturally identified with the two terms in the cone
defining the DG module of Cartan 1-form in Definition 4.53. We claim that the map αV in (4.60) also
coincide with the defining map in Definition 4.53. Indeed, the map α defining the Cuntz-Quillen resolution
is given by α(Df) = f · Ex − Ey · f for f ∈ A(x, y).
17When the object set O is infinite, the “dual” gl(V )∗ is the linearization of O(GLV ) at the identity element, and is
therefore given as a direct sum. The Lie algebra gl(V ) is then defined as the dual of it, which is then a direct product.
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By choosing basis of the collection V , the induced map αV is therefore given by
(4.61) αV (Dfij) =
∑
l
fil(Ex)lj −
∑
m
(Ey)imfmj
Notice that (Ex)ij ∈ gl(V )∗ is simply the element that gives the (i, j)-entry of the matrix Tx in the
collection (Tz)z∈O ∈
∏
x∈O gl(Vx) = gl(V ). Therefore, the above formula for αV shows that it is precisely
the map dual to the conjugation action gl(V )→ Der(AV ). This completes the proof of the following
Proposition 4.62. The Van den Bergh functor sends the Cuntz-Quillen bimodule resolution Res(A) to
the DG module of Cartan 1-forms. i.e., there is a canonical isomorphism
Res(A)abV ∼= Ω1Car(gl(V )∗,AV )[1]
of GLV -equivariant DG modules over AV .
In view of the analogy (4.28), this suggests that Res(A) could be viewed as the bimodule of noncom-
mutative 1-form. Then applying (4.27), one immediately gets a map
Ψ : Res(A)\ → Ω1Car(gl(V )∗,AV )GL(V )[1]
to the chain complex of global Cartan 1-forms.
As we explained in the last subsection, This map in fact extends to p-forms for each p ≥ 0. Namely,
applying (4.35) to the DG bimodule M = Res(A), one has a map
(4.63) Ψ : Υ(p)(A) = (Res(A)(p))\,Cn → ΩpCar(gl(V )∗,AV )GL(V )[p]
from the chain complex Υ(p)(A) of noncommutative differential p-forms (see (2.32)) to the chain complex
of global Cartan p-forms. As we mentioned in the introduction, this collection of maps (4.63) actually
preserve the N-graded mixed complex structures:
Proposition 4.64. The maps (4.63), for p = 0, 1, 2, . . ., forms a map of N-graded mixed complexes.
Proof. Take any typical element in TA( Res(A) )cyc. Let’s say the element represented by some morphism
f3 · sDg · f2 · Ey · f1 ∈ TA( Res(A) )(x, x). Choosing a basis of V , then we have
Ψ(f3 · sDg · f2 · Ey · f1) :=
∑
i
(f3 · sDg · f2 · Ey · f1)ii =
∑
i,j,k,l,m
f3im · (sDg)ml · f2lk · (Ey)kj · f1ji
Using this formula, together with (4.26), one can show directly that
Ψ(s˜D(f3 · sDg · f2 · Ey · f1)) = s˜D(Ψ(f3 · sDg · f2 · Ey · f1))
hence completing the proof. 
In the rest of this subsection, we will assume that A is cofibrant. As we have seen in Section 2.2,
the N-graded mixed complex Υ•(A) has a special significance in this case. Namely, the total complex
Υ0,cl(A) associated to it (see Definition 2.48) is closely related to (reduced) periodic cyclic homology of
A (see Theorem 2.59); while each of the Hodge filtration pieces F pΥ0,cl(A), p ≥ 1, is quasi-isomorphic
to a shift of the negative cyclic complex of A (see Theorem 2.53).
The N-graded mixed complex on the right hand side of (4.63) also has a special significance in the
case when A is cofibrant. Indeed, if A is cofibrant, then so is the commutative DG algebra AV ∈ CDGA+k .
As we have seen in (4.58), the chain complex of global Cartan p-forms – i.e., the codomain of (4.63) – is
quasi-isomorphic to the chain complex of global p-forms on the derived stack X = [ Spec(AV )/GLV ] of
representations of A.
Thus, when A is cofibrant, the map (4.63) induces a map
(4.65) F pΥ0,cl(A) → F pA 0,cl(X)
from the Hodge filtration pieces of the extended noncommutative de Rham complex of A to the cor-
responding Hodge filtration pieces of the algebraic de Rham complex of its derived moduli stack of
representations.
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Passing to homology, the maps (4.63) and (4.65) descend to several useful maps. For example, taking
p ≥ 1 in (4.63), one has a map
(4.66) HHm(A) → Hm−p(A p(X))
Moreover, recall from Theorem 2.58 that the reduced version of Υ(0)(A) = A\ is quasi-isomorphic to the
reduced cyclic complex of A. Therefore, taking p = 0 in (4.63) and passing to the reduced versions, one
obtains a map
HCm(A) → Hm(A 0(X))
Similarly, taking p ≥ 1 in (4.65), one has a map
(4.67) HC−m(A) → Hm−p(A p,cl(X))
while taking p = 0 in (4.65), one obtains a map
HCperm(A) → Hm(A 0,cl(X))
These close relationship between the extended noncommutative differential forms and the usual differ-
ential forms on the derived stack X = [ Spec(AV )/GLV ] allows us to give a simple proof of the following
Theorem 4.68. Suppose that A is homotopically finitely presented and homologically non-negatively
graded, then any n-Calabi-Yau structure induces a (2 − n)-shifted symplectic structure on the derived
moduli stack DRep(A;V ) of representations of A.
Proof. Without loss of generality, assume that A is cofibrant. Let X = DRep(A;V ) = [ Spec(AV )/GLV ].
For notational simplicity, we will simply denote by ΩpCar(X) the Cartan model Ω
p
Car(gl(V )
∗,AV ).
Given any n-Calabi-Yau structure [ω˜] ∈ HC−n (A), the map (4.67) then sends it to a (global) closed
2-form [Ψ(ω˜)] of cohomological degree 2− n on X. The underlying 2-form of [Ψ(ω˜)] is simply the image
[Ψ(ω)] under (4.66) of the underlying Hochschild class [ω] ∈ HHn(A).
It suffices therefore to show that the 2-form [Ψ(ω)] ∈ Hn−2(Ω2Car(X)GLV ) induces a quasi-isomorphism
Ψ(ω)# : (Ω1Car(X)[1])
∨[n] → Ω1Car(X)[1]. Indeed, we have seen in (4.36) that the map Ψ defining the
element Ψ(ω) simply decends from the map (4.31) for M = N = Res(A). The commutativity of (4.48),
which is applicable to the map (4.31), then shows that the induced map
Ψ(ω)# ∈ RHomAV (Ω1Car(X)[1]!,Ω1Car(X)[1])
is simply the image of the corresponding map ω# ∈ RHomAe(Res(A)!,Res(A)) under the (DG enhanced)
Van den Bergh functor. Since this map ω# is required to be a quasi-isomorphism by the Calabi-Yau
property, the same is therefore true for Ψ(ω)# as well. 
4.5. Polyvector fields. In the papers [15, 42], a notion of shifted Poisson structure on derived Artin
stacks was developed. In the simple case of derived 1-stack of the form X = [ Spec(B)/G ], where
B ∈ CDGA+k is a semi-free commutative DG algebra and G is reductive, this notion has a simple description.
Indeed, we start with the DG module of Cartan 1-form Ω1Car(g
∗, B), as defined in Definition 4.53, and
think of it as the sheaf of 1-forms on the derived stack X. This will then allow one to consider the notion of
polyvector fields. A natural guess would be to consider the symmetric algebra SymB(Ω
1
Car(g
∗, B)[m+1]∨).
However, as in the noncommutative case, we will instead consider the multidual version
(4.69) Sym∨B(Ω
1
Car(g
∗, B)[m+ 1]) :=
⊕
n≥0
Tp(g∗, B;m)
where the symmetric multiduals are simply
Tp(g∗, B;m) := HomB
(
( Ω1Car(g
∗, B)[m+ 1] )⊗Bn , B
)
Sn
Since we assume k ⊃ Q, this canonically coincides with the one defined in [42]. Clearly, (4.69) forms
a commutative DG algebra, where the multiplication is obtained by tensoring together two maps of
B-modules.
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Each of the DG modules Tp(X;m) have natural G-equivariance structures, and can therefore be viewed
as quasi-coherent sheaves on the derived stack X. As such, they are identified with sheaves of polyvector
fields on X. We therefore introduce the terminology:
Definition 4.70. The DG module of m-shifted Cartan p-vector fields is the DG module Tp(X;m).
The chain complex of global m-shifted Cartan p-vector fields is the chain complex
X
(p)
Car(g
∗, B;m) := Tp(g∗, B;m)G
Since we have assumed that B is semi-free, say over a generating set {fα}α∈I , the DG module of
Cartan 1-forms Ω1Car(g
∗, B) is also semi-free as a DG module, over the basis set {Dfα}α∈I ∪ {s−1θ∗i }i∈J ,
where {θ∗i }i∈J is the basis of g∗ dual to a basis {θi}i∈J of g.
If we write the corresponding basis set in the shift Ω1Car(g
∗, B)[m + 1] as {ξα}α∈I∪J , then one can
define the elements ξ∨β ∈ T1(g∗, B;m) of degree −|ξβ | by ξ∨β (ξα) := δαβ . In particular, any element of the
form
(4.71) g ξ∨βp . . . ξ
∨
β1 (g ∈ B)
defines an element in Tp(g∗, B;m). In fact, Tp(g∗, B;m) consists of infinite sums of such elements, in the
sense that
(4.72) Tp(g∗, B;m) =
∏
(β1,...,βp)∈Ip/Sp
B · ξ∨βp . . . ξ∨β1
In many situations, this allows one to define structures by specifying its effects on elements of the form
(4.71), and showing that the structure is well-defined even on such infinite sums.
One instance of this is the construction of a graded Poisson bracket on Sym∨B(Ω
1
Car(g
∗, B)[m + 1]).
Indeed, on the dense subalgebra (freely) generated by the letters {fα}α∈I ∪ {ξβ}β∈I∪J , one can define a
graded Poisson bracket {−,−} of degree m+ 1 whose value is specified on its generators by
{fα, fβ} = 0 {s−m−1(Dfα)∨, s−m−1(Dfβ)∨} = 0 {−, s−mθ} = 0 for all θ ∈ g
{fα, s−m−1(Dfβ)∨} = δαβ
One then check that this bracket extends to the entire graded commutative algebra Sym∨B(Ω
1
Car(X)[m+
1]). This means that if we take infinite sums η and ζ of terms (4.71) as specified in (4.72), and expand
the bracket {η, ζ} as an infinite sum, then there are always only finitely many terms that contribute to
each component of the product (4.72).
This graded Poisson bracket does not, however, commute with differentials. Indeed, for any θ ∈ g, the
differential d(sθ) ∈ Ω1Car(g∗, B)∨ of its shift is simply the vector field ϕ(θ) ∈ Der(B) generated by the
action of G on B. Pick any f ∈ B such that ϕ(θ)(f) 6= 0, then we have d{f, s−mθ} = {df, s−mθ} = 0
while {f, d(s−mθ)} 6= 0, showing that the bracket {−,−} is not closed.
In spite of this, we have the following
Proposition 4.73. The graded Poisson bracket {−,−} is closed when restricted to the G-invariant part
Sym∨B(Ω
1
Car(g
∗, B)[m+ 1])G.
Proof. Notice that the bracket {−,−} commutes with differentials when restricted to the commutative
DG subalgebra Sym∨B(Ω
1(B)[m + 1]). This can either be verified directly, or by noticing that it is the
Poisson bracket on the ring of function of the shifted cotangent bundle of the derived affine scheme
Spec(B).
Let {−,−}′ be the differential of the bracket {−,−}. i.e., we define
{η, ζ}′ := d{η, ζ} − (−1)m+1{dη, ζ} − (−1)m+1+|η|{η, dζ}
Then {−,−}′ is still a derivation on both entries. Thus, it is determined by its values on the generators fα,
s−m−1(Dfβ)∨ and s−mθ. We have seen that {η, ζ}′ vanishes when both η and ζ are in Sym∨B(Ω1(B)[m+
1]). The same is also true when both η and ζ are in the subalgebra Symk(g[−m]). Moreover, for
η ∈ Sym∨B(Ω1(B)[m+ 1]) and θ ∈ g[−m], a straightforward calculation shows that
{η, θ}′ = Lϕ(θ)(η)
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where ϕ(θ) ∈ Der(B) acts by Lie derivatives on Sym∨B(Ω1(B)[m+ 1]).
Thus, if we write Sym∨B(Ω
1
Car(g
∗, B)[m+ 1]) in the form
Sym∨B(Ω
1
Car(g
∗, B)[m+ 1]) = Sym∨B(Ω
1(B)[m+ 1])⊗k Symk(g[−m])
and consider any two elements η ⊗ α and ζ ⊗ β, written according to this decomposition, then we have
(4.74) {η ⊗ α, ζ ⊗ β}′ = ± η{α, ζ ⊗ β}′ ± {η ⊗ α, β}′ζ
where the signs are determined by the Koszul sign rule. We compute the term {α, ζ ⊗ β}′. Suppose α
can be written in the form α = s−mpθ1 . . . θp, for θi ∈ g. Then we have
{α, ζ ⊗ β}′ =
p∑
i=1
±Lϕ(θi)(ζ)⊗ β · s−m(p−1)θ1 . . . θˆi . . . θp
Now assume that ζ ⊗ β is G-invariant, then we have
Lϕ(θi)(ζ)⊗ β = −ζ ⊗ [θi, β]
where [−,−] is the Poisson bracket on Symk(g) induced by the Lie bracket of g. Putting these together
this shows that, if ζ ⊗ β is G-invariant, then the first term in (4.74) is simply given by
η{α, ζ ⊗ β}′ = ± η ζ ⊗ [α, β]
If η ⊗ α is also G-invariant, then the second term is of exactly the same form. A careful checking shows
that these two terms have opposite signs, which therefore cancel each other. 
In view of this proposition, there is an (m+ 1)-shifted Poisson algebra structure on
Sym∨B(Ω
1
Car(g
∗, B)[m+ 1])G =
⊕
n≥0
X
(n)
Car(g
∗, B;m) =: X•Car(g
∗, B;m)
In particular, there is a DG Lie algebra structure on the shift X•Car(g
∗, B;m)[m + 1]. This Lie bracket
has weight degree −1, and hence passes to a DG Lie algebra structure on its completion
XˆCar(g
∗, B;m)[m+ 1] :=
∏
n≥0
X
(n)
Car(g
∗, B;m)[m+ 1]
which comes with a natural decreasing filtration, as in (3.2). This allows us to make the following
Definition 4.75. An m-shifted Poisson structure on the derived stack X = [ Spec(B)/G ] is a Maurer-
Cartan element in the DG Lie algebra F 2XˆCar(g
∗, B;m)[m+ 1].
The main result of this section is the following
Theorem 4.76. Let A be a cellular DG category then there is a canonical map
Ψ† : X•♦(A;m)[m+ 1] → X•Car(gl(V )∗,AV ;m)[m+ 1]
of weight graded DG Lie algebras.
Proof. Let X = DRep(A;V ). For notational simplicity, we again write X in place of the pair (gl(V )∗,AV )
in the notation for Cartan models of differential forms and polyvector fields.
We apply the “trace map” (4.39) to the module M1 = . . . = Mn = Res(A)[m]. This map clearly
descends to a map from the Cn-coinvariants of the domain to the Sn-coinvariants of the codomain. In
other words, we have a commutative diagram
( Res(A)[m] , (n). . . , Res(A)[m] )∨\
(
( Ω1Car(X)[m+ 1] ,
(n). . . , Ω1Car(X)[m+ 1] )
∨
\
)GLV
X
(n)
♦ (A;m) X(n)Car(X;m)
(4.39)
Ψ†
where we have used the isomorphism in Proposition 4.62 to identify (Res(A)[m])abV and Ω1Car(X)[m+ 1].
We will check that this map Ψ†, more precisely its shift Ψ†[m+ 1], is a map of DG Lie algebras.
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Choose a set of semi-free generators {fα}α∈I for A. By Remark 2.82, elements in the domain X•♦(A;m)
of Ψ† consist of infinite sums of the form (2.83). As discussed there, to verify our statement, it is
therefore sufficient to verify it on the individual terms of such a sum. Thus, we may again assume that
ξ, η ∈ X•♦(A;m) are given by monomials of the form (2.100) and (2.101). By choosing a basis of V , one
can therefore apply (4.41) for Ψ† to obtain a multi-trace formula for Ψ†(ξ) and Ψ†(η). i.e., one first
add subscripts (−)ij to each letter of (2.100) and (2.101) in a cyclically composable way, and then apply
ψ† to each of them. The three types of letters in (2.100) and (2.101) give rise respectively to following
elements:
ψ†((fα)ij) = (fα)ij ∈ AV
ψ†((s−m(Ex)∨)ij)
(4.44)
= s−m θ(x)ji ∈ gl(Vx)[−m]
ψ†((s−m−1(Dfα)∨)ij)
(4.44)
= s−m−1((Dfα)ji)∨
(4.26)
= s−m−1(D((fα)ji))∨ ∈ Ω1com(AV )∨[−m− 1]
(4.77)
under the isomorphism in Proposition 4.62.
By definition of the bracket on X•Car(X;m), one can write {Ψ†(ξ),Ψ†(η)} as a sum over all “anni-
hilations” of pairs (fα)ij and s
−m−1(D((fα)ij))∨ occurring in the formulas of Ψ†(ξ) and Ψ†(η). For
notational brevity, we will write Xα := s
−m−1(Dfα)∨. Now calculate the contribution to the bracket
{Ψ†(ξ),Ψ†(η)} by all such “annihilations” that happen on a given pair of letters (fα, Xα) from ξ and η
respectively. To this end, write ξ and η in the form ξ = ξ(2) fq ξ
(1) and η = η(2)Xq η
(1), then by (4.41)
and (4.77), one has
Ψ†(ξ) =
∑
i,j,k
ψ†((ξ(2))ik) · (fq)kj · ψ†((ξ(1))ji)
Ψ†(η) =
∑
i′,j′,k′
ψ†((η(2))i′k′) · s−m−1(D((fα)j′k′))∨ · ψ†((η(1))j′i′)
An annihilation of the middle terms happens precisely when k = j′ and j = k′. Therefore the contribution
from these given pair (fα, Xα) of letters to the bracket (fα, Xα) can be computed as
{Ψ†(ξ),Ψ†(η)} =
∑
i,j,k,i′
±ψ†((η(2))i′j) · ψ†((ξ(1))ji) · ψ†((ξ(2))ik) · ψ†((η(1))ki′) + . . .
On the other hand, if we apply (4.41) to the bracket (2.102), we get exactly the same terms, with the
same Koszul signs. This shows that
{Ψ†(ξ),Ψ†(η)} = Ψ†({ξ, η})
completing the proof. 
This result then has the following corollary, where the assumption of A being homotopically finitely
presented is imposed only to ensure that the derived moduli stack DRep(A;V ) of representations is
(locally) of finite presentation, a case where the foundations for the notion of shifted Poisson structures
have been established in [15, 42]. We also expect the assumption that A be concentrated in non-negative
degrees is not necessary.
Corollary 4.78. Suppose that A is homotopically finitely presented and homologically non-negatively
graded. Then there is a map from the space P(A, n) of n-pre-Calabi-Yau structures on A to the space
Pois(X, 2 − n) of (2 − n)-shifted Poisson structures on its derived moduli stack X = DRep(A;V ) of
representations.
Proof. Choose any cellular resolution Q ∼→ A. By Morita invariance of poly-Hochschild DG Lie algebras
(see Corollary 2.149), the spaces P(A, n) and P(Q, n) are homotopy equivalent. Apply Theorem 2.133
to identify the weight graded DG Lie algebras X•♦(Q;m)[m+ 1] and X•res(Q;m)[m+ 1]. Then the result
follows directly from the previous Theorem. 
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