Abstract. Topological quivers generalize the notion of directed graphs in which the sets of vertices and edges are locally compact (second countable) Hausdorff spaces. Associated to a topological quiver Q is a C *
Introduction and Notation

1.1.
Background. The study of directed graphs have played a pivotal role in the construction and analysis of C * -algebras ultimately describing certain C * -algebras in terms of easily manageable and computatable relations. That is, given a directed graph G = (V, E, r, s) with vertex set V , edge set E, range map r and source map s, one may produce a (universal) C * -algebra generated by projections {p v } v∈V and partial isometries {s e } e∈E satisfying the relations (1) s * e s e = p r(e) for all e ∈ E (2) p x = s(e)=x s e s * e for all x ∈ X with 0 < |s −1 (x)| < ∞ (3) s e s * e ≤ p s(e) for all e ∈ E. Many C * -algebras, such as Cuntz-algebras [14] , Cuntz-Krieger algebras [15] , the Toeplitz algebra and the n by n matrices, are able to be defined by generators and relations which correspond directly to such a graph. Other C * -algebras, including some that arise in representation theory (see [49, 50, 58] ) and the theory of quantum spaces (see [29, 30, 31] ), are of considerable importance and interest in determining how they may be represented by a graph.
Schweizer ([61] ) introduced continuous (directed) graphs and so began the analysis of spaces of vertices and edges that are topological spaces. Perhaps, the first to analyze prototypes of this structure was Deaconu (see [17, 18, 19, 20] ) who was interested in groupoid representations of Cuntz-like C * -algebras associated to (noninvertible) maps of topological spaces, i.e. to endomorphisms of C 0 (X). This led Deaconu and Muhly [21] to extend the notion to branched coverings. In order to study these C * -algebras, and in particular to compute its K-theory, it was beneficial C * -ALGEBRAS ASSOCIATED WITH TOPOLOGICAL GROUP QUIVERS I 3
We generalize the notions considered in [24] and [68] and provide an extensive survey. In Section 2, the necessary background material is provided in order to define topological quivers and the C * -algebra associated with a topological quiver. We then develop a method for determining a presentation of the universal C * -algebra and define a notion for a topological quiver isomorphism and prove this morphism gives an isomorphism between the associated C * -algebras. Section 3 then contains the definition of a particular topological quiver, called a topological group relation, defined using a locally compact group Γ and endomorphisms α and β; that is, Q α,β (Γ) = (Γ, Ω α,β (Γ), r, s, λ)
where Ω α,β (T d ) = {(x, y) ∈ Γ × Γ α(y) = β(x)}.
For instance, if F, G ∈ M d (Z) where det F, det G = 0, then
where
and σ F (e 2πit ) = e 2πiF t for t ∈ R d . These topological group relations are a generalization of the topological quivers studied in [24] and [68] and they also share many similar properties with the Cuntz algebra. We also consider many other examples of topological group relations and also presents the C * -algebras, O F,G (T d ) associated with Q F,G (T d ) as a universal C * -algebra generated by commuting unitaries {U j } d j=1
and an isometry S satisfying certain relations:
(1) S * U ν S = δ ν j j and I(F ) = {ν = (ν j ) ∈ Z 0 ≤ ν j ≤ a j − 1}. In Section 4, we investigate a few properties of C * -subalgebras of O F,G (T d ) while in Section 5, we examine the spatial structure of O F,G (T d ) and present O F,G (T d ) as the crossed product by an endomorphism of a colimit. In [62] , Stacey defines the crossed product by an endomorphism, ρ, as the universal C * -algebra B ρ N generated by (a copy of) B and an isometry s such that ρ(b) = sbs * for all b ∈ B. Ultimately, it is shown that
where the isometry s is, none other than, S.
1.2.
Notation. The sets of natural numbers, integers, rationals numbers, real numbers and complex numbers will be denoted by N, Z, Q, R, and C, respectively. Convention: N does not contain zero. Finally, Z p denotes the abelian group Z/pZ = {0, 1, ..., p − 1 mod p} and T denotes the torus {z ∈ C |z| = 1}. Whenever convenient, view Z p ⊂ T by Z p ∼ = {z ∈ T z p = 1}. For a topological space Y , the closure of Y is denoted Y . Given a locally compact Hausdorff space X, let C(X) be the continuous complex functions on X, C 0 (X) be the continuous complex functions on X vanishing at infinity, and C c (X) be the continuous complex functions on X with compact support. The supremum norm, denoted || · || ∞ , is defined by ||f || ∞ = sup x∈X {|f (x)|} for each continuous map f : X → C. For a continuous function f ∈ C c (X), denote the open support of f by osupp f = {x ∈ X f (x) = 0} and the support of f by supp f = osuppf .
For C * -algebras A and B, A is isomorphic to B will be written A ∼ = B; for example, we use C(
. Moreover, A ⊕n denotes the n-fold direct sum A ⊕ · · · ⊕ A. Given a group Γ and a ring R, a normal subgroup, N , of Γ is denoted N ¡ Γ and an ideal, I, of R is denoted I ¡ R. Note if R is a C * -algebra then the term ideal denotes a closed two-sided ideal. Furthermore, End(Γ) (End(R)) and Aut(Γ) (Aut(R)) denotes the set of endomorphisms of Γ (R) and automorphisms of Γ (R), respectively. For a map γ : Γ → Aut(A), the fixed point set is denoted A γ and defined by A γ = {a ∈ A γ(g)(a) = a for each g ∈ Γ}.
Let α ∈ C(X) then α # ∈ End(C(X)) denotes the endomorphism of C(X) defined by α # (f ) = f • α for each f ∈ C(X). Let S be a set and define the Kronecker delta function δ : S × S → {0, 1} by 
Preliminairies
2.1. Hilbert C * -modules.
Definition 2.1. [48] If A is a C * -algebra, then a (right) Hilbert A-module is a Banach space E A together with a right action of A on E A and an A-valued inner product ·, · A satisfying
ξ,η . For Hilbert A-module E, the linear span of { ξ, η ξ, η ∈ E}, denoted E, E , once closed is a two-sided ideal of A. Note that E E, E is dense in E. The Hilbert module E is called full if E, E is dense in A. The Hilbert module A A refers to the Hilbert module A over itself, where a, b = a * b for all a, b ∈ A. An algebraic generating set for E is a subset {u i } i∈I ⊂ E for some indexing set I such that E equals the linear span of {u i · a i ∈ I, a ∈ A}.
Definition 2.2. [37] A subset {u i } i∈I ⊂ E is called a basis provided the following reconstruction formula holds for all ξ ∈ E :
Remark 2.3. The preceding definition is in accordance with the finite version in [37] , but many other versions exist such as in [24] where
is called a finite Parseval frame, or in [68] where this is taken as the definition for finitely generated. There has been substantial work done on similar frames (see [32] ).
Definition 2.4. [10, 11] If A and B are C * -algebras, then an A−B C * -correspondence E is a right Hilbert B-module E B together with a left action of A on E given by a * -homomorphism φ A : A → L(E), a · ξ = φ A (a)ξ for a ∈ A and ξ ∈ E. We may occasionally write, A E B to denote an A − B C * -correspondence and φ instead of φ A . Furthermore, if A 1 E B 1 and A 2 F B 2 are C * -correspondences, then a morphism (π 1 , T, π 2 ) : E → F consists of * -homomorphisms π i : A i → B i and a linear map
for all ξ, η ∈ E and a i ∈ A i . Notation 2.5. When A = B, we refer to A E A as a C * -correspondence over A. For E a C * -correspondence over A and F a C * -correspondence over B, a morphism (π, T, π) : E → F will be denoted by (T, π).
Definition 2.6. [56] If F is the Hilbert module C C C where C is a C * -algebra with the inner product x, y B = x * y then call a morphism (T, π) : A E B → C of Hilbert modules a representation of A E B into C.
Topological Quivers.
Many C * -algebras are achieved as graph C * -algebras [43, 51] 
, K (the compact operators on a separable Hilbert space), the Cuntz algebras O n (n ∈ N) and the Toeplitz Algebra T . It was proven in [25] for sinkless graph G and generalized in [8] that C * (G) is a (relative) Cuntz-Pimsner algebra.
A certain notion of "continuous graph C * -algebra" exists when X and E are infinite (perhaps nondiscrete) sets, yet a few extra manageable properties for X, and E are needed. This notion is what is called a topological quiver which may be found in [9, 10, 11, 56] . 
If X = Y then write Q = (X, E, r, s, λ) in lieu of (X, E, X, r, s, λ).
Remark 2.13. It is important to remark that in the literature pertaining to graph C * -algebras and their generalizations, various authors interchange the roles of the maps r and s in their definitions. Definition 2.12 agrees with that used in most papers on graph C * -algebras (cf. [2, 3, 7, 9, 10, 46, 47, 56] ). However, Definition 2.12 differs from that used in the higher rank graph algebras of Kumjian and Pask [44, 45] and from that used in the topological graph algebras of Katsura [39, 40, 41, 42] where Katsura uses the term topological graph to denote a more restrictive concept.
Given a topological quiver Q = (X, E, Y, r, s, λ), one may associate a correspondence E Q of the C * -algebra C 0 (X) to the C * -algebra C 0 (Y ). Define left and right actions (a · ξ · b)(e) = a(s(e))ξ(e)b(r(e)) by C 0 (X) and C 0 (Y ) respectively on C c (E). Furthermore, define the C c (Y )-valued inner product
for ξ, η ∈ C c (E), y ∈ Y, and let E Q be the completion of C c (E) with respect to the norm
∞ . Definition 2.14. Given topological quiver Q over a space X, define the C * -algebra, C * (Q) associated with Q to be the Cuntz-Pimnser C * -algebra O E Q of the correspondence E Q over A = C 0 (X). Proposition 2.16. C * (Q) is nuclear for any topological quiver Q. Proof. Since abelian C * -algebras are nuclear, so is A = C 0 (X) and hence by Proposition 2.11, C * (Q) is nuclear.
Example 2.17.
(1) Let G = (X, E, r, s) be a directed graph and let λ y be counting measure on r −1 (y). Then G along with this family of Radon measures λ on E becomes a topological quiver Q = (X, E, r, s, λ). As we have already mentioned, [39] , Katsura uses topological graph G = (X, E, r, d) to be the more restrictive situation using two continuous maps r, d : E → X with d a local homeomorphism. We may set λ x to be counting measure on
is a topological quiver. Furthermore, Katsura defines an associated C * -algebra C * (G) which is isomorphic to C * (Q) [39, Definition 2.9 and Definition 2.10]. (3) In [7] , Brenken defines a C * -algebra associated to a closed relation, α ⊂ X × X, on a topological space X with π i the usual projection map onto the i-th coordinate. There is a Radon measure µ x such that supp µ x = π −1 2 (x) for all x ∈ X. The Cuntz-Pimsner algebra of the associated correspondence, C * (α) is isomorphic to C * (Q) where Q is the topological quiver (X, α, π 2 , π 1 , µ). Such topological quivers are referred to as topological relations.
Theorem 2.18. Let Q = (X, E, r, s, λ) be a topological quiver with X compact. If E Q has a finite orthonormal basis {u i } n i=1 ⊂ C c (E) and φ is injective then C * (Q) is the universal C * -algebra generated by C(X) and elements {S ξ } ξ∈I , where I is the module generated by {u i } n i=1 , satisfying the relations:
for all α, β ∈ C, a, b ∈ C(X) and ξ, η ∈ I. Moreover, the Toeplitz-Pimsner algebra T (Q) := T (E Q ) is the universal C * -algebra satisfying (1)-(3). Proof. Let A be the universal C * -algebra generated by C(X) and {S ξ ξ ∈ I} satisfying the relations:
for all α, β ∈ C, a, b ∈ C(X) and ξ, η ∈ I. To show the existence of A, calculate
1 for all α, β ∈ C, a, b ∈ C(X) and ξ, η ∈ I. Finally, the reconstruction formula can easily be rewritten as
hence, (4) is evident. Thus, there exists a homomorphism ρ : A → C * (Q) such that
for each ξ ∈ I and a ∈ C(X). Conversely, given {S ξ } ξ∈I satisfying (1)-(4), we construct a coisometric represen-
is a basis) and let π be the inclusion of C(X) into the universal C * -algebra stated above. With this in mind, (1) and (2) imply that T is a linear map that satisfies
Thus, Ψ T (φ(a)) = a and hence, (T, π) is coisometric. Thus, there exist a homomorphism τ :
= a for each ξ ∈ E Q and a ∈ A; that is, ρ and τ are isomorphisms.
Remark 2.19. The existence of a basis {u i } n i=1 forces n i=1 θ u i ,u i = 1 and hence, X must be compact and φ must be injective.
2.3. Topological Quiver Isomorphisms. A notion for a topological quiver isomorphism based on the definition of a directed graph isomorphism is introduced. Definition 2.20. Let Q = (X, E, Y, r, s, λ) and Q = (X , E , Y , r , s , λ ) be topological quivers. If there exist homeomorphisms ϕ 1 : X → X , ϕ 2 : Y → Y , and ψ : E → E where ψ is measurable and there exists a family of constants
for each e ∈ E, measurable B ⊆ E and y ∈ Y, then say Q and Q are isomorphic and write Q ∼ = Q .
Remark 2.21. Recall that a measurable map ψ : E → E is one that satisfies ψ −1 (B ) is measurable in E for each measurable subset B ⊆ E (see [67] .) For any homeomorphism ψ : E → E and compact
is compact and thus, ψ is a proper map. Note assuming ψ is open, injective and continuous is enough to show that ψ is a proper map.
Theorem 2.22. Let Q = (X, E, r, s, λ) and Q = (X , E , r , s , λ ) be topological quivers.
; that is, given a homeomorphism ϕ : X → X , a measurable homeomorphism ψ : E → E and a family of constants {h y > 0 y ∈ X} satisfying
for each e ∈ E, measurable B ⊆ E and
r(e) ξ (ψ(e)) and
that is, T 0 is a linear map, and hence there exists a lift to a linear map T :
To see this claim, let y ∈ X, e ∈ E, ξ , η ∈ C c (E ) and a ∈ C 0 (X ):
and similarly,
where ξ k , η k ∈ C c (E ) such that ||θ − φ (a )|| < . To show that (T, π) is coisometric, it is enough to show that Ψ T (φ (a )) = φ(π(a )) for all a = θ ξ ,η where ξ , η ∈ C c (E ). To this end, let ζ ∈ C c (E) and e ∈ E. Then
Hence, (T, π) is coisometric. Now take the universal representations (T K , π K ) and (T K , π K ) that are coisometric on K = ϕ # (K ) = π(K ) and K , respectively. First, we need to show that K is a closed ideal of J(E Q ). Note it is easy to see that π(a) ∈ φ −1 (K(E Q )) for each a ∈ J(E Q ) from the long calculation above and so, π(J(E Q )) ⊆ J(E Q ). Furthermore, since C c (E) is in the image of T , we must have J(E Q ) = π(J(E Q )). If a ∈ J(E Q ) and b ∈ K, then there exist a ∈ J(E Q ) and b ∈ K such that a = π(a ) and b = π(b ). So ab = π(a b ) ∈ π(K ) = K. Likewise for ba ∈ K and closure follows from the fact that ϕ is a homeomorphism.
We now claim that (
is a morphism that is coisometric on K . To see this, let φ K be the left action homomorphism and
. Now by the universal property of (T K , π K ), there exists a * -homomorphism ρ :
We may do precisely the same with (
for each e ∈ E and ξ ∈ C c (E) with the lift
Thus, by the universal property of (T K , π K ), there exists a
and we note ρ
Corollary 2.23. With the notation of Theorem 2.22,
Hence, π(a) ∈ (ker φ ) ⊥ and recall from the proof of the previous theorem that
Then there exists a ∈ J(E Q ) such that π(a ) = a, and given any b ∈ ker φ ,
Hence, a b = 0 and thus, a ∈ (ker φ ) ⊥ , as desired.
3. Topological Group Quivers 3.1. Definitions. We now investigate a particular class of topological quivers related to a locally compact group and then form and study its associated C * -algebra. This construction leads us to many interesting results including a presentation of the C * -algebra, and the spatial structure of the C * -algebra.
Definition 3.1. Let Γ be a (second countable) locally compact group and let α, β ∈ End(Γ) be continuous. Define the closed subgroup,
and let Q α,β (Γ) = (Γ, Ω α,β (Γ), r, s, λ) where r and s are the group homomorphisms defined by r(x, y) = x and s(x, y) = y for each (x, y) ∈ Ω α,β (Γ) and λ x for x ∈ Γ is the measure on
defined by
for each measurable B ⊆ Ω α,β (Γ) where µ is a left Haar measure (normalized if possible) on r −1 (1 Γ ) = {1}×ker α (a closed normal subgroup of Γ×Γ; hence, a locally compact group). Note if r −1 (x) = ∅ then α −1 (β(x)) = ∅ and so λ x = 0. This measure is well-defined. If y 1 , y 2 ∈ α −1 (β(x)) then y −1 2 y 1 ∈ ker α and y
hence, y −1 y 0 ∈ ker α and y 0 = yy −1 y 0 ∈ y ker α. So α −1 (β(x)) ⊆ y ker α and if
Moreover, the map
has (closed) support contained in r(supp f ) (which is compact for each f ∈ C c (Ω α,β (Γ)).) Finally, the combined facts that α and β are continuous endomorphisms (hence, open maps) and f has compact support guarantees that this map is continuous. Call Q α,β (Γ) a topological group relation. Define E α,β (Γ) to be the C 0 (Γ)-correspondence E Q α,β (Γ) and form the Cuntz-Pimsner algebra
and the Toeplitz-Pimsner algebra
Remark 3.2. It will be implicitly assumed that Γ is second countable. Furthermore, since Γ is locally compact Hausdorff, r −1 (x) is closed and locally compact. Moreover, whenever r is a local homeomorphism, r −1 (x) is discrete and hence, λ x is counting measure (normalized when | ker α| < ∞.)
Further note the nomenclature "topological group relation" is chosen because the topological quiver Q α,β (Γ) is a topological relation as introduced in [7] . Remark 3.3. By Theorem 2.22, we see that the resulting C * -algebra is independent of the left Haar measure chosen, since any two such left Haar measures will satisfy µ = cµ for some c > 0. Thus we may solely regard the normalized left Haar measure when available.
Lemma 3.4. If Γ is a compact group and α is a continuous endomorphism on Γ, then ker α is either finite or an uncountable perfect compact set. Proof. Assume ker α = {z i } i∈I is not finite. Then since Γ is compact and ker α is the preimage of a closed set, ker α is compact. Furthermore, let lim z n = z ∈ ker α where {z n = z} n∈N is a convergent subsequence. Then, for any y ∈ ker α, y = lim n yz −1 z n but y = yz −1 z n for all n, so ker α is a perfect set. The Baire Category Theorem implies any perfect compact space must be uncountable.
We will be mainly concerned with examples where ker α is finite, but we shall give a non-trivial example when | ker α| = ∞ in a later subsection. If | ker α| < ∞ and y ∈ α −1 (β(x)) then
Hence, the inner product on E α,β (Γ) becomes
Moreover, one may inquire,"When is Q α,β (Γ) sourceless/sinkless?" This is, in fact, quite easy to see. We note r(Ω α,β (Γ)) = α −1 (β(Γ)) and s(Ω α,β (Γ)) = β −1 (α(Γ)). Hence, Q α,β (Γ) is sourceless (or sinkless) if and only if α −1 (β(Γ)) = Γ (or β −1 (α(Γ)) = Γ.) In particular, Q α,β (Γ) is sinkless and sourceless if α and β are surjective.
Given a continuous function ω : Γ → (0, ∞), define a family of Radon measures {λ
for each measurable B ⊂ Ω α,β (Γ) and let
Lemma 3.5. Let Γ be a compact group. Then || · || ω is an equivalent norm of || · ||. Proof. First, || · || ω is a seminorm and there exist m, M > 0 such that 0 < m ≤ ω(x) ≤ M for each x ∈ Γ. Thus,
On the other hand, given ξ ∈ E α,β (Γ) there exists
So ||ξ|| = 0 and thus, ξ = 0. Hence, || · || ω is a norm. Lemma 3.6. Suppose Γ is a compact group and α, β ∈ End(Γ) are continuous such that α has finite kernel. Then the norm given by the inner product, || · ||, is equivalent to the sup-norm and C(Ω α,β (Γ)) is complete with respect to || · ||. Moreover, E α,β (Γ) = C(Ω α,β (Γ)) is a full correspondence . Proof. Note first that Ω α,β (Γ) is a closed subset of the compact set Γ × Γ, hence Ω α,β (Γ) is compact. Note
for each x ∈ Γ and so for Γ 0 = {x ∈ Γ r −1 (x) = ∅},
|ξ|(e) dλ x (e)} = max
Since C(Ω α,β (Γ)) is complete with respect to the sup-norm, we have that C(Ω α,β (Γ)) is complete with respect to the norm given by the inner product. Finally, note that E α,β (Γ) is full since given any a ∈ C(Γ), it is possible to define ξ, η ∈ C(Ω α,β (Γ)) by ξ(x, y) = 1 and η(x, y) = a(x) for (x, y) ∈ Ω α,β (Γ) and note ξ, η (x) = ξ(e)η(e) dλ x (e) = a(x).
Remark 3.7. The assertion in the previous lemma concerning the full Hilbert module E α,β (Γ) remains true for infinite kernel. The proof is identical.
In many cases one can simplify α and β and yet preserve the structure of the topological quiver and hence, the resulting C * -algebra.
Proof. This is, in fact, a corollary of Theorem 2.22. For the first isomorphism, use ϕ = id Γ and ψ = id When B = C(Γ) for compact group Γ and α = β # where β ∈ End(Γ), we get
defines a transfer operator for (C(Γ), α) where λ is the family of Radon measures for Q β,1 (Γ). First note that Ω β,1 (Γ) = {(x, y) x = β(y)} and so
where the left and right actions become
and inner product
This shows the C * -algebras O β,1 (Γ) were also studied in [24] . Moreover, for the
and hence, these topological group relations extend the context in [24] However, there are topological group relations that are not of this form; for instance, O 1,0 (Z 3 ) ∼ = O n,1 (Z 3 ) for any n = 0, 1, 2 (see Example 3.12.) Example 3.10. Let α ∈ End (Γ) be surjective for some compact group Γ. Then
Hence, the left and right actions become
and the inner product becomes
for ξ, η ∈ C(Ω 1,α (Γ)), a, b ∈ C(Γ) and x ∈ Γ. We quickly note that, for φ the left action of C(Γ), ker φ = {0} since α is surjective and so
. We also note, for any a ∈ C(Γ), ξ(x, y) = a(y) defines ξ ∈ C(Ω 1,α (Γ)) and so
for all (x, α(x)) ∈ Ω 1,α (Γ) and η ∈ C(Ω 1,α (Γ)); that is,
. Hence, by Theorem 2.18 with S = S u ,
That is, if α # is an automorphism, then
as (indirectly) noted by Pimsner [60] and in particular, if α ∈ Aut(Γ) then
Example 3.11. Let Γ be the compact abelian group Z p = Z/pZ. Then O α,β (Γ) is, in general, a graph C * -algebra, but this does not yield all such since (1 Figure 2 . The Z 3 -quivers: From left to right and top to bottom:
Example 3.12. It can be shown that the graph C * -algebra of a graph with a single loop on one vertex is [29] for further details). Finally, the author shows
Just a few interesting facts concerning these types of topological group quivers follow: Proposition 3.13. Let n ∈ Z p be non-zero. Then
Proof. Let z = e 2πi/p and let n 0 = gcd(n, p). Denote Z k = {e 2(k+mp/n 0 )πi/p m = 0, ..., n 0 − 1} for k = 0, ..., p/n 0 − 1. Then note for any x, y ∈ Z k where x = e 2(k+m 1 p/n 0 )πi/p and y = e 2(k+m 2 p/n 0 )πi/p ,
that is,
.) The rest is now a trivial application of Theorem 2.22.
It can be shown (see [43] , [23] , [1] ) that the graph with m-points connected in a single length m loop admits the universal C * -algebra M m (C(T)). Let Z * p denote the multiplicative group {n ∈ Z p gcd(n, p) = 1}.
Proposition 3.14. Let n, p ∈ N such that gcd(n, p) = 1. Then:
(1) Q n,1 (Z p ) consists of disjoint loops of various lengths less than or equal to
) The number of base points of loops of length
Proof.
(1) Given z ∈ Z p , there exists a unique edge with range z, likewise source z, since gcd(n, p) = gcd(1, p) = 1. Furthermore, there exists a number k ≤ o p (n) such that z n k = z. (2) It is clear from (1) that reversing the arrows will not change the graph (Q 1,n (Z p ) is Q n,1 (Z p ) with reversed arrows).
(3) We need only find all solutions, y, to n k y = y mod p. This equation has gcd(n k − 1, p) distinct solutions. Hence, there are 4 base points of 1-loops and 24 base points of 2-loops. Note: each 1-loop counts here, and so there are 20 base points of 2-loops that aren't base points of 1-loops; that is, 10 loops of length 2. Furthermore, the 4 base points of 3-loops are already counted by the 1-loops, and so on... Finally, there are 72 base points of 6-loops. Subtracting all possible base points of 2-loops, we obtain 48 base points of 6-loops and hence, 8 6-loops. Therefore,
Remark : That is, there is one copy of C(T), = 7 copies of M 10 (C(T)); i.e.,
Remark: 1 + 2(3) + 10(7) = 77. where n = 1, ..., p − 1. We see immediately that Q 0,0 (Z p ), Q 0,1 (Z p ) and
e., all arrows have range equal 1) and Ω 1,0 (Z p ) = Z p × {1} (i.e., all arrows have source equal 1.) Furthermore, Q 1,n (Z p ) has one and only one arrow with range k (likewise, with source k) so Q 1,n (Z p ) is not isomorphic to any of Q 0,0 (Z p ), Q 0,1 (Z p ), or Q 1,0 (Z p ). In fact, Q 1,n (Z p ) is solely defined based on the length of its loops; that is, the order of n in Z * p as the previous proposition proves. Since all orders divide p − 1 and all orders are achieved, the resulting count of distinct topological Z p -quivers is ϕ(p − 1) + 3.
Example 3.17. For the compact abelian group
for each t ∈ Z d . To simplify notation, use F and G in place of σ F and σ G whenever convenient. For instance,
and the C * -correspondence
where F, G ∈ M d (Z). We will consider the cases when these maps are surjective; that is, det F and det G are non-zero.
[by Lemma 3.6] and x ∈ T d . This is a finite sum since the number of solutions, y, to σ
Remark 3.18. The left action, φ, is defined by
Examples of the form G = 1 d are studied in [24] and examples when d = 1 can be found in [68] where gcd(n, m) = 1. Brenken [7] examines cases when F = a1 d and G is arbitary, and examines the associated C * -algebra when d = 1, F = a ∈ N and G = 1.
In fact, a basis for E F,G (T d ) can be provided using the following lemma and corollaries to Proposition 3.8.
Proof. This is evident from Proposition 3.8.
with F a positive diagonal matrix and
Proof. Using the Smith normal form (see [22] ), there exist unimodular matrices
are unimodular matrices and, by the previous proposition,
The following lemma is well known: 
Furthermore, since
we have
Note: if x = e 2πit and σ F (w) = σ G (x), then w a j j = e 2πi(Gt) j where (Gt) j denotes the j-th coordinate of the vector Gt. Now note
a j ]ξ(x, y) = ξ(x, y).
Thus, {u ν } ν∈I(F ) is a basis for E F,G (T d ). For ν ∈ I(F ) and j ∈ {1, ..., d}, using notation from Theorem 2.18, set S ν = S uν , S = S (0,0,...,0) and let {U j } d j=1 be the full spectrum unitaries in C(T d ) defined by U j (y) = y j for y ∈ T d . Then, using the notation
, and
Remark 3.22. [53, Proposition 2.21] states that if the left action φ is injective then the natural inclusion C(T
Thus, by Theorem 2.18:
where det F, det G = 0 and let G j be the j-th row vector of G. Further, let I(F ) denote the set {ν = (ν j )
is the universal C * -algebra generated by isometries {S ν } ν∈I(F ) and (full spectrum) commuting unitaries
Corollary 3.25. Let n ∈ N and m ∈ Z \ {0}, then O n,m (T) is the universal C * -algebra
3.4. A Topological T ω -Quiver and Some Generalizations. We describe an example with a perfect compact ker α which is T. Let Γ = T ω := n∈N T be the compact abelian topological group with the product topology. Tychonoff's Theorem guarantees that Γ is a compact group. Let σ ∈ End(T ω ) be the (surjective) group endomorphism σ(t 1 , t 2 , t 3 , ...) = (t 2 , t 3 , ...)
where (z, x) = (z, x 1 , x 2 , ...) ∈ T ω , and finally, λ x is the Haar measure on T. The C(T ω )-valued inner product becomes
for each x ∈ T ω . Also note, given a ∈ C(T ω ) and ξ ∈ C(Ω σ,1 (T ω )),
for each a ∈ C(T ω ) and ξ ∈ C(Ω σ,1 (T ω )) where S ξ is the image of ξ into the universal C * -algebra O σ,1 (T ω ). This result is, in fact, a special case of the following: Proposition 3.26. Let Γ be a locally compact group and α, β ∈ End(Γ). For any ξ ∈ C(Ω α,β (Γ)) and a ∈ C 0 (Γ), we get
where (T, π) is the universal representation coisometric on
for each (x, y) ∈ Ω α,β (Γ) and hence,
Theorem 3.27. Suppose Γ is a compact group with α, β ∈ End(Γ) and the left action φ is injective (i.e., Q α,β (Γ) is sinkless). If there exists an orthonormal ba-
is the universal C * -algebra generated by A = C(Γ) and isometries
is the universal C * -algebra generated by A = C(Γ) and an isometry S subject to (1) α # (a)S = Sβ # (a) for each i = 1, .., n and a ∈ C(Γ)
Proof. This is none other than a special case of Theorem 2.18.
Corollary 3.28. Let Γ be a compact group with α, β ∈ End(Γ) and φ injective. If there exists u ∈ E α,β (Γ) where u u, ξ = ξ for each ξ ∈ E α,β (Γ) (i.e., θ u,u = 1) then O α,β (Γ) is the universal C * -algebra generated by A = C(Γ) and unitary S such that
for all a ∈ C(Γ).
Remark 3.29. This corollary suggests a similarity to crossed products by Z. In some sense, what we have here is a "crossed product" by two endomorphisms. In fact, none of these last results are exclusive to topological group relations. Given a second countable locally compact Hausdorff space X, define a topological quiver Q = (X, Ω α,β (X), r, s, λ) with
for continuous maps α, β on X and appropriate measures λ. Then similar conclusions remain true.
By Proposition 3.8, we may assume (for the remainder of this paper) that F = Diag(a 1 , ..., a d ) with a j > 0. Let G ∈ M d (Z) with j-th row denoted G j and det G = 0, then recall the definitions of {U j } d j=1 and S from Section 3.3.
.., d} and S is the isometry defined as the image of
is the universal C * -algebra generated by the commuting unitaries {U j } d j=1 and isometry S satisfying:
Also, by (3) of Theorem 3.23,
Thus,
For k = 2, we may write ν = ν 0 + µ · ν 1 [point-wise product and sum] where µ = (a 1 , ..., a d ), ν i ∈ I(F ). Next, note for any ω ∈ I(F ), there exist unique ν 1 ∈ I(F ) and unique k ν 1 ∈ Z d such that (ν 1 + k ν 1 · µ)G = ω (matrix multiplication on the right) by the bijectivity of G. Hence,
This gives us
A similar argument can be used to show ν∈I(F k )S νS * ν = 1 where k ∈ N. Hence, by Theorem 3.23, universality implies that there exists a surjective homomorphism
Finally, since gcd(det F, det G) = 1, we have gcd(a j , det G) = 1 for each j. Hence, there exists p, q ∈ Z such that 1 = pa j + q det G and
and hence, we have equality.
α j p j and a j = p β j q j where p is prime and p j , q j have no factors of p. Suppose α j > β j then k j q j = p α j −β j p j a j and
S). As in Lemma 4.2, we obtain
. These cases show us that we may assume gcd(k j , a j ) = 1 for all j = 1, ..., d.
Suppose gcd(k j , a j ) = 1 for all j = 1, ..., d, then
Hence, given λ ∈ I(F ), there exists l λ ∈ I(F ) and p λ ∈ Z d such that
where µ = (a 1 , ..., a d ). SetS
Furthermore, by setting W j to be the full spectrum unitary U
G j , and
That is, noting S =S (0,...,0) , C * ({U
is the universal C * -algebra generated by commuting full spectrum unitaries W j and isometries {S ν } ν∈I(F ) such that
By Theorem 3.23, the universality of O F,G (T d ) implies that there exists a surjective
We now turn our attention to a colimit structure of O F,G (T d ).
Proof. Begin by noting
where e j is the vector with 1 in the j-th coordinate and 0 elsewhere. Also,
Finally,
hence, any word in {U j , U * j } j , S and S * may be expressed as the sum of elements in O.
Given α = (α j ) k j=1 where α j ∈ I(F ) and k, the "length of α," is denoted by |α|.
be the gauge action (see [56] ) defined by t → γ t where
Furthermore, since T is compact, averaging over γ with respect to normalized Haar measure produces an expectation of
and by Lemma 5.1,
where (α, µ) = (α 1 , ..., α k , µ) and µ and ν µ are the appropriate vectors with
Remark 5.3. This result comes as little surprise by Proposition 5.7 of [38] which states that, in general, the fixed point algebra coincides with an inductive limit. This aside, our result leads us to something more interesting.
Proof. We need only check the properties of matrix units:
Lemma 5.5. [36, Lemma 11.4.8] If M is a type I factor and B is a C * -subalgebra of M , the commutant of M, and A is the C * -algebra generated by M ∪ B, then there is an isomorphism ϕ : M ⊗ B → A such that ϕ(m ⊗ b) = mb for elementary tensors m ⊗ b ∈ M ⊗ B.
j is a full spectrum unitary (see Remark 3.22)), then A k is the C * -algebra generated by M k and B k . Indeed, note
for each α, β ∈ I(F ) k and j = 1, ..., d. Note, in the proof of Lemma 4.1, there exists
generates the faithful image of
and the left action is injective.) Thus, A k is the C * -algebra generated by M k and B k . Furthermore,
for each j = 1, ..., d and α, β ∈ I(F ) k ; hence, the generators of B commute with the generators of M. Thus, B may be viewed as a C * -subalgebra of M . Hence, we use the previous lemma.
Theorem 5.6 .
Proof. By Lemma 5.5, we obtain an isomorphism ψ k :
is an isomorphism.
Hence, for the maps ϕ k :
We use the identification
. We now define the notion of a crossed product by an endomorphism as discussed in [62] .
Definition 5.7. [62] A crossed product (of multiplicity 1) for an endomorphism ρ of a unital C * -algebra A with
is the (unique) unital C * -algebra A ρ N together with a homomorphism ι : A → A ρ N with ι(1 A ) = 1 A ρN , and an isometry s ∈ A ρ N such that (1) ι(ρ(a)) = sι(a)s * for all a ∈ A (2) for every representation π of A and isometry t satisfying π(ρ(a)) = tπ(a)t * for all a ∈ A, there exists a non-degenerate representation π × T of A ρ N with (π × T ) • ι = π and (π × T )(s) = t.
(3) A ρ N is generated by ι(A) and s.
where α, β ∈ I(F ) k and f ∈ C(T d ). Note that since {E αβ } α,β∈I(F ) k is linearly independent, the definition of ρ k extends, by linearity, to all of
Then ρ k is a (continuous) * -homomorphism for each k ∈ N and the following diagram commutes Proof. Note for any α,β∈I(
Recall that A k ⊂ A k+1 . Let i k denote the inclusion and recall, for any
for appropriate ν µ ∈ Z d and µ ∈ I(F ) as in Proposition 5.2. Thus for ϕ k defined in the paragraph proceeding Theorem 5.6,
for the appropriate ν µ ∈ Z d and µ ∈ I(F ). Furthermore, since
we obtain
Hence,
and
The result now follows from the linearity and continuity of ρ k and ϕ k . 
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