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Abstract—In todays economy, collaborative computing grows
in importance. Inter-organizational service-based processes are
increasingly adopted by different companies when they cannot
achieve goals on their own. As a result, conformance problems
arise and it must be ensured that the integrity of processes
execution remains guaranteed. In this paper, we propose new
components, to be deployed along the boundaries of each
participating organization, offering external flow control, and
notification in case of violation detection, while providing pro-
cess execution traceability. To achieve our goals, we propose an
event-based approach in which inter-organizational exchanges
are perceived as events. We define event patterns for filtering
the desirable incoming and outgoing messages.
Keywords-Inter-organizational flow; Business process;
Choreography; Service notification; event.
I. INTRODUCTION
The ability of linking inter-organizational business pro-
cesses is receiving increased attention in an ever more
networked economy [7]. Nowadays, using electronic data in-
terchange (EDI) for trading relationships among businesses
does not meet the demands as EDI mainly enables bi-lateral
relationship specific linkages without supporting dynamic
collaboration and inter-process interactions. However, many
cross-organizations projects have a need for business-process
collaboration support.
As opposed to intra-organizational centralized processes,
the decentralized setting of those deployed across organiza-
tional boundaries raises new control requirements. Without a
centralized coordinator that can be a performance bottleneck
in some business scenarios, collaborating parties must be
able to set up an inter-organizational business process by
disclosing to each other only as much as necessary.
In this paper, we consider that the collaborating parties
reveal only part of their behavior and processes, keeping
internal business activities invisible to other parties. Thus,
the global process can be seen as a choreography, which
defines re-usable common rules that govern the ordering
of exchanged messages, and provisioning patterns of col-
laborative behavior, as agreed upon between two or more
interacting participants [8]. In this context, a first important
aspect deals with the conformance. A choreography can
sometimes fail as a result of an exceptional circumstance
or an error that occurred during its execution. The number
of exceptions may increase when the coordination is not
well supervised. Indeed, when participants cannot rely on
a trusted centralized coordinator to manage basic execution
primitives such as message routing, basic security features
such as the integrity of the process execution are no longer
guaranteed. In fact, additional verifications must be added
within each business partner in order to ensure the con-
formance of the overall sequence of operations with the
predefined process execution plan.
A second aspect deals with the way to ensure that a
choreography is conform to what is expected, without too
much overhead to the in-place architecture. To meet this
need, additional components have to be deployed in an
agile and flexible way within each organization’s boundaries.
Hence, there is a need of separating these non-functional
aspects from the business-process, following the principle
of separation of concerns as we proceeded in a previous
work [3].
The aim of this paper is to address these issues by
exploring inter-organizational business collaborations in a
technology-independent way and by providing a new con-
ceptual model. We are focusing, on the one hand, on a dis-
tributed, agile and flexible manner to ensure the conformance
of the overall sequence of inter-organizational choreography
operations with a predefined process execution plan and, on
the other hand, on a dynamic and efficient decentralized
architecture for errors notifications, while providing process
execution traceability.
The approach we introduce in this paper consists in
providing new components to be deployed within each
participating organization. The purpose of these components
is threefold :
1) Message interception : Being deployed along the
boundaries of each participating organization, our
components have to be able to intercept all exchanged
messages with the outside environment. These inter-
cepted messages are then filtered and controlled.
2) Message ordering verification : Ensuring that the se-
quence of sent and received messages is consistent
with the predefined plan. The purpose is to verify
whether participating parties have performed their
tasks according to the used control flow constructs of
the choreography (i.e. the control-flow is proceeded
correctly by known participants who behave as ex-
pected).
3) Event-driven notification : Selective notification of
the involved partner(s) in case of inconsistent flow
detection.
To achieve these goals, we propose an event-based ap-
proach in which inter-organizational exchanges are perceived
as events. Indeed, dealing with issues mentioned above
in an event-based way allows for more flexible, scalable
and dynamic scenarios running in a highly-reconfigurable
infrastructure. Following the principle of Complex Event
Processing (CEP) [11], we use event patterns to filter,
monitor, and check for the desirable incoming and outgoing
calls.
This paper presents a motivating scenario in Section
II , then proposes an architecture and a policy generation
mechanism in Section III , and describes the proposed
event-based approach in Section IV . Section V presents
some deployment guidelines. Section V I describes some
related work. Finally, Section V II concludes the paper and
outlines future directions.
II. SCENARIO AND MOTIVATION
This section presents a classical scenario and discusses
the motivation behind the proposed research.
A. Motivating example
For explaining the motivation and concepts of our work
we have chosen a classical purchase order scenario as
illustrated in the diagram shown in Figure 1. The diagram
shows a choreography between a reseller, a supplier and
two shippers (other involved participants such as banks
have been omitted for space reasons). The reseller sends
a purchase order request with details about the required
products and the needed amounts to the supplier (1). The
supplier checks the order, then notifies the reseller if and
only if there is no more available products (2c). Otherwise,
the supplier processes the order and selects one out of two
shippers to deliver the selected products (2a or 2b). In this
case, the chosen shipper finishes the process by sending the
products to the reseller (3a or 3b).
Without any trusted coordinator to refer to, each business
partner participating in the choreography needs to be able
to verify, at any given point in time, that all incoming and
outgoing messages conform to the expected ones according
to the predefined process plan. Thus a control-flow aware
policy is needed. For instance, when considering the scenario
of Figure 1, the supplier has to choose between three service
Figure 1. Motivating scenario.
calls (i.e. 2a, 2b or 2c) depending on its internal subprocess
execution (which is not visible to other participants). In
return, the reseller will receive one, and only one of the
messages (2c, 3a or 3b). If it is not the case, the Reseller
must detect a non compliant behavior regarding the prede-
fined execution plan and may have to inform other involved
partners. Indeed, in such a case, the Reseller may be the
only collaborating party that is aware of what happened and
able to notify the other parties, what is of first interest in
the absence of a central coordinator.
B. Motivation of the approach
During the execution phase, many choreographies shared
between different business partners may be instantiated.
Indeed, each organization may have multiple external inter-
actions associated with different choreographies instances.
Thus, there is a need to check the consistency of all incoming
and outgoing calls with respect to the current step in each
choreography that an organization is participating to. Access
to resources must be restricted pursuant to the principle of
least privilege [17]. When data is passed between partic-
ipants, there must be access restrictions according to the
tasks. The set of allowed service calls at any given point
in time should be dynamic and minimal. For instance, a
call that is not associated with any current expected step
of the instantiated choreographies should be reported to the
monitoring applications as a potential violation. Controlling
incoming calls at earlier stage may reduce some of common
attacks (e.g. DoS attack) and acts as a defense against
malicious attacks that may aim to exploit external flow
authorizations. Furthermore, it represents a crucial require-
ment to prevent any malicious peer from forging a workflow
instance.
Our approach aims at providing a simplified mechanism
that ensures the conformance of the inter-organizational
flow and the correctness of the execution order of the
choreography. Before presenting the approach, we model a
choreography as a set of interactions and control-flow ele-
ments (sequence, parallel, choice, etc.). Figure 2.a. shows the
global view of the choreography presented in the previous
scenario.
In order to be able to control the whole process execution
in a decentralized way (i.e. without a coordinator), a global
state could be permanently maintained and shared among
the participants during the execution phase. In such a case,
additional exchange of messages would be required which
would complicate our task. To address this issue, we chose
to have each party only controlling its own interactions,
and thus no current global states are exchanged. Thus,
parties that are not involved in the current interactions only
approximate the current view. Certainly, this may relax the
achievement of our goals but frees us from a synchronization
overhead.
To control its own interactions, the global view is no more
needed and each party computes its own local view of the
choreography. As shown in [9], each participant can do this
by simply filtering all interactions that do not have itself
as a source or a destination. Afterwards, unnecessary nodes
and control-flow elements are removed. Figures 2.b, 2.c, 2.d
and 2.e show the calculated local view of each organization
participating in our scenario.
Figure 2. Choreography views.
III. OVERVIEW OF THE APPROACH
In this section, a policy generation mechanism that have
to be executed during the set-up phase of the choreography
is presented. Afterward, a short overview of the proposed
architecture is provided.
A. External flow policy generation
After the creation of the local view of each choreography,
a local policy for external flow control is automatically
created within each participant. This policy specifies addi-
tional constraints for the received and sent messages based
on the control-flow dependencies. These dependencies are
generated from the local view of the choreography by a
simple calculation of the predecessor(s) of each incoming
and outgoing message. Based on the preceding control-flow
pattern, this can be achieved automatically by using any
predecessor calculator depending on the used choreography
language. The policy is defined as follows.
Definition. An external flow policy (EFP) is 5-tuple of
< id, S/R,Mtype, Src/Dst, Predcond >
where id is the policy identifier, S/R is the message direction
(Receive or Send), Mtype is the message type (e.g. XML
Schema), Src/Dst is the involved partner (as source or
destination), and Predcond is the predecessor condition to
be satisfied (i.e. the list of the messages that must be detected
before).
This policy allows to accept only the right message
from/to the right partner at the right step of the choreography
execution. Messages that do not match any entry of the
policy table must be pointed out. In order to make it more
explicit, Figure 3 shows the locally generated policy of each
organization involved in the scenario presented in Section
II-A. As opposed to dynamic policies such as [9] and [20]
Figure 3. External flow policies
that suffer from scalability problems, since for each process
instance a new policy have to be instantiated, our policy is
static and, thereby, shared by all the instances. Indeed, one,
and only one, policy is generated after the creation of the
choreography.
B. Proposed architecture
In order to present the concept in a technology-
independent way, we prefer to outline a general architecture
rather than describing technical details related to any service
choreography languages, such as WS-CDL1, BPEL4Chor [5]
or Let’s Dance [21]. We propose to extend any organization
architecture with two components :
The External Flow Controller (EFC) : Responsible for
intercepting, controlling and monitoring incoming and out-
going messages. Two types of control are depicted: incoming
message control in order to restrict the access to internal
resources taking into account the context of the call and the
control-flow of the involved inter-organizational process, and
outgoing message control aiming to prevent from divulging
sensitive information in unexpected ways (i.e. without a
consistent inter-organizational process context).
The External Flow Policy (EFP) Repository : In which
external flow policy is generated and stored. To allow for
a policy-based approach, it is important to separate this
component from the EFC. The EFP Repository can be
managed centrally by a governance layer. The policies can
be then audited, traced, and historically managed.
From a technical point of view, each component can
be implemented as a set of specialized services. Figure 4
presents an abstract view of the organization architecture. A
further technical description follows.
Figure 4. Organization architecture.
IV. EVENT-DRIVEN MESSAGE VERIFICATION
Instead of periodically checking (with a request/response)
whether a situation have been detected or not, verifications
and notifications are performed only when they need to (i.e.
when there is a new message or an interesting information
to report). To do so, we propose an event-based approach in
which each message received or sent can be associated to
an event.
First of all, event patterns have to be defined in order
to intercept desirable incoming and outgoing calls. Then,
1Web services choreography description language
these patterns have to be implemented into event processing
agents within each organization boundaries. To do so, we
use the RAPIDE Event Pattern Language [11], a strong-
typing declarative computer language for writing patterns of
events. It was designed to be commonly used for Complex
Event Processing (CEP) [10], which is a layer built on
top of Event Driven Architecture (EDA). Even if there are
many others event processing language projects [10] (e.g.
STRAW-EPL, StreamSQL, Infospheres [1], AMiT [12]),
the choice of this language is motivated by its notational
simplicity and efficiency of pattern matching versus power
of expression. However, the use of any other EPL remains
possible. It should be noticed that each EPL has a pattern
matcher which is a program that processes one or more event
executions in real time and picks out all, and only, posets
that match a defined pattern. In our case, the pattern matcher
is implemented within the EFC.
A. Definition of events
The patterns specify sets of events together with their
parameters, timestamps, and eventual causal dependencies.
Defining events consists of declaring the types of parameters
followed by the events templates. In our approach, we first
distinguish three input types of event : Send (outgoing call),
Receive (incoming call), RecNotf (incoming notification),
and one output type : Notify (generated notification). Then
we discern five parameters : the choreography instance
identifier, the destination or the source partner identifier,
the message type (e.g. an XML schema identifier), the
message identifier and an optional field for eventual error
information. Figure 5 shows how to define these events and
their parameters using the RAPIDE-EPL syntax.
Figure 5. Events definition using RAPIDE-EPL.
B. Definition of Event Pattern Rules
An event pattern rule is a reactive rule with two parts:
a left side called the trigger (which is a RAPIDE-EPL
pattern) and a right side called the body (which is a list
of statements). Each rule has the following syntax :
pattern => body(list− of − statements);
We propose to set up a trigger for each type of event
(Send,Receive and RecNotify). In case of each Send
or Receive, the pattern matcher matches the corresponding
entry in the local EFP table and checks whether the pre-
decessor condition is satisfied. If not, a notification event is
generated. Our basic rules are shown in Figure 6. The use of
”?” as a prefix to a pattern parameter helps distinguish the
variable parts of a pattern from the constant parts. A generate
statement in a rule’s body creates new events that usually
belong to the output action set. In our case, the Notify()
event, which is fired in case of each policy violation, is the
only output event.
Figure 6. Event Pattern Rules definition
The Policy.find() function, defined on line 5, accepts
three parameters : the action (which is send or receive), the
organization as a source or a destination (depending on the
action) and the message type. This boolean function checks
whether an action defined by these three parameters exists
in the local EFP table. We remind that the latter takes the
form shown in Figure 3.
The Policy.getdependencies() function, defined on line
7, accepts two parameters : the instance identifier and the
message type. This function returns the list of the predeces-
sors related to that message type from the local EFP table.
The Set.F ind() function, defined on line 9, accepts a list
of events as parameter and returns whether the events of
this list exist in Set (i.e. the set of events, defined on line 1,
which contains the history of all accepted events and which
can be used also for traceability issues).
Finally, the Set.Store() function, stores the event asso-
ciated to each accepted message in the list of events Set.
After the definition of these functions, event pattern rules
are depicted with the implementation of a list of statements
for each defined trigger. We distinguish three basic event
triggers :
Outgoing calls trigger (line 12): This trigger is
matched whenever an outgoing call is detected. For each
match, the body (lines 13 to 19) is executed. First, a policy
enforcement is fulfilled by checking whether a correspond-
ing entry exists in the local EFP table. Then, the execution
order is checked by verifying that all events that should
happen before (referring to the corresponding Predecessor
field in the policy) have been already matched and stored in
the event history set.
Incoming calls trigger (line 22): This trigger is
matched whenever an outgoing call is detected. For each
match, the body (lines 23 to 29) is executed. The body
statements are almost the same as those of outgoing calls
rules. The unique difference is that the action field is
instantiated to Receive instead of Send.
Received notifications trigger (line 32): This trigger
is matched whenever an external notification is received.
For each match, the notification is simply forwarded by
generating an internal notification.
C. Extensibility : Additional Rules
Flexibility represents an important non functional aspect
of our approach. Indeed, it is important that the EFC offers
the ability to be changed whenever the security requirements
of the organization change evolve. Thus, an interface for
rules management is advised in order to permit easy imple-
mentation of additional rules. Each additional rule should
have a security purpose behind it. Thus, adding new rules
fixes additional constraints with the intention of denying
some attacks or avoiding conflicts.
Figure 7 shows an example of additional rules. The
independence operator, pattern1 II pattern2, indicates that
all the events matching pattern1 must be independent of all
the events matching pattern2.
For instance, Rule 4 (line 37) verifies whether each message
identifier is unique. If it is not the case (i.e. when two mes-
sages having the same ID are detected), a new notification
event is fired.
Furthermore, Rule 5 (line 42) verifies whether messages
having the same message type within the same choreography
instance (i.e. same instance identifier) are detected. This can
Figure 7. Additional Rules
be a result of a Retry action when a message is lost and
a reliable messaging mechanism is used, or in case of a
rollback action when a global exception occurs. Hence,
more sophisticated verifications and actions dealing with
these issues can be added in the body of the rule.
D. Notifications
We distinguish two types of notifications : internal noti-
fications that are typically generated by the EFC and bound
for an internal monitor (i.e. within the same organization)
and external ones that are exchanged by EFCs of different
organizations (i.e. crossing organization boundaries).
Internal notifications: For each detected noncompli-
ance with the predefined process execution plan, the EFC
notifies its own organization by sending an error message
and an overview of the involved calls to an internal monitor.
As explained previously, the EFC stores information related
to all incoming and outgoing calls of its organization. This
information can be useful for some internal components of
the organization the EFC belongs to.
External notifications: In some case of errors, it deems
advisable that the EFC notifies the involved partner(s). This
may permit to detect not viable parts of the global business
process in a earlier stage. A notification message may at least
contain an identification of the message of origin and an
error code. Such information will be useful for the involved
partner in order to raise and handle an exception in the
main choreography. This may save time compared to the
traditional way (i.e. when exceptions are managed by the
choreography language) especially in the case of internal
exceptions that cannot be detected from the outside. In such
a case, timeout counters are traditionally used but are not
well adapted to long-running collaborations.
In counterpart, received notifications are transformed into
internal ones in order to be forwarded inside the organiza-
tion.
V. DEPLOYMENT GUIDELINES
To demonstrate the feasibility of our concept, a pre-
liminary reference architecture is proposed in Figure 8.
Typically, the EFC may be deployed as a gateway service in-
tercepting all incoming and outgoing messages and notifying
when necessary. Allowed incoming messages, after being
verified by an authorization system (e.g. PEP/PDP2 such
as defined in XACML[18]), can then be forwarded within
the secure zone in which resources have been deployed.
In the other direction, outgoing messages are checked for
authorization then intercepted by the EFC before being sent
outside. In case of complex architectures, it is advisable to
Figure 8. Deployment within an organization
follow the principle of Separation of Concerns by deploying
each functionality as a separate service (e.g. message inter-
cepter, message analyzer, notifier, etc.) and making them
collaborating together. Moreover, the EFP Repository may
also be deployed as a set of services offering interfaces to
access, monitor and manage generated policies. This strategy
may increase the agility of our components allowing for
simpler future upgrades.
In order to allow for the possibility that some of our
services combine request/response (i.e. choreography mes-
sages) and event-oriented (i.e notifications) message ex-
changes, a single infrastructure is a necessity. The OASIS
Web Services Notification (WSN) family of specifications
[23] illustrates how event-based programming can be intro-
duced in SOA in a standardized way. The WS-Base Notifica-
tion specification, which is the base document of WSN and
often referred to as the SOA notification pattern, unifies the
principles and concepts of SOA with those of event-based
programming. Following this pattern, we can configure and
deploy the different entities as event-oriented services. For
instance, a notification producer may be deployed within the
EFC. Depending on the granularity of the latter, this service
may be responsible for detecting violations and creating
notification messages instances while assuming the role of
publisher of events. In the other side, notification consumers
may be configured for internal monitoring applications.
An ESB3 can be used here to mediate between re-
quest/response services and the new created event-oriented
2Policy Enforcement Point / Policy Decision Point
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services helping for delivering notifications from producers
to consumers. Nowadays, ESBs offer techniques for analyz-
ing and controlling the complex series of interrelated events
in order to allow for the implementation of both the SOA
and the EDA concepts. The ESB may also provide additional
added-value function such as transforming notification mes-
sage content or logging notification messages in a relational
database.
Furthermore, the ESB gateway pattern provides an XML
firewall in addition to the desired gateway functions. De-
pending on security requirements, this ESB can be inside
the Enterprise Demilitarized Zone (DMZ). Such a solution
is well suited for serving on the boundaries of each orga-
nization as it is quite agile and flexible, thus permitting
easy deployment of our designed components as services.
However, this step needs more investigations and time and
is part of our future work.
VI. RELATED WORK
The security of decentralized inter-organizational process
has been an active research field in the last years. This
section discusses different approaches and existing technical
solutions in the field of access control, integrity of process
execution, secure execution order and monitoring of chore-
ographies.
Mendling et al. [13] presented an approach to inte-
grate Role-Based Access Control (RBAC) and WS-BPEL[6]
(Business Process Execution Language) at the meta-model
level. Such approach, which is based on extending WS-
BPEL with mappings to RBAC, can be used to automate
steps of the role engineering process.
Thomas and Sandhu [19] proposed an extension of the
RBAC called TBAC (Task-based Authorization Control).
TBAC permits to grant or revoke permissions based on when
tasks are scheduled in order to make related capabilities
valid only for a specified duration. To make this possible,
authorization policy had been extended with two new fields
for enabling and disabling authorization at runtime, taking
the form < s, o, a, usage, authorization− step >.
Using OrBAC (Organization based Access Control),
Ayed et al. [2] suggested a dynamic decentralized ap-
proach to handle a security policy in inter-organizational
workflows taking into account access and flow con-
trol. An OrBAC security rule takes the form <
type, organization, role, activity, view, context > where
type can be : permission, prohibition or obligation. Like
in TBAC, security rules here do not apply statically and their
activations depend on contextual conditions. The algorithm
defined in [2] shows how to use this model in a distributed
WFMS environment. However, it needs further work on how
to handle exchanging flows between different organizations.
In [9], the inter-organizational flow control is imple-
mented with the same PEP/PDP mechanism. Indeed, the
authorization specification is extended and takes the form
of 7-tuple < policy − id, s, o, a, lenable, ldisable, state >.
The idea behind this is to enable and disable policies with
respect to the current step in the choreography in order to
ensure the correct execution order of the inter-organizational
workflow. Each organization hosts a new component called
Policy Generator or PGC which is responsible for generating
a local policy during the workflow instantiation step. The
generation depends on the workflow patterns. One drawback
is that the parallel pattern needs the generation of extra
policies (n ∗ 2n−1 policies for n parallel branches). Vagts
[20] extends this solution and proposes a decentralized
framework for workflow execution that ensures exception
safety and considers security issues.
Montagut and Molva [14] used onion encryption tech-
niques to enforce the execution integrity of distributed
workflows. The proposed solution ensures that the access to
workflow data is performed with respect to the workflow ex-
ecution plan and provides proofs of execution to the involved
business partners. However, this technique may decrease
performance and greatly increase the size of message.
Secure execution orders are also considered by Biskup
et al. [4] supporting the case of a decentralized system by
proposing a container structure with authentication mech-
anisms for data access. In other words, they introduce a
framework for providing middleware support based on a pro-
cess container, which calls dedicated middleware services to
add support for security, persistence and reliable messaging.
A similar approach is shown in [16]. In these two approaches
the container is passed along the execution path of the
workflow in order to verify the correct execution of inter-
organizational choreographies. However, this technique does
not address the exceptions that may occur, i.e. corruption or
loss of the message or the container itself.
In [22], verification and validation techniques for Web
service conversations and their choreographies are exposed.
Nevertheless, the verification task is managed centrally and
therefore not adapted to inter-organizational choreographies
when there is no common trusted parties among all partici-
pants.
VII. SUMMARY AND FUTURE DIRECTION
Despite the numerous benefits attainable after adopting
dynamic and flexible choreographies across collaborating
parties, a major concern is the lack of security conven-
tions after changing to an open and exposed environment.
Without a coordinator, a decentralized control of these
choreographies is a challenge. In this paper, we propose
an architectural framework and a policy-based mechanism
to verify the compliance of the overall sequence of inter-
organizational choreography operations with the predefined
process execution plan. Indeed, our approach aims to restrict
the access to internal resources by filtering incoming calls
taking into account the context of the call and the control-
flow of the involved inter-organizational process. Further-
more, outgoing calls are also controlled aiming to prevent
from divulging sensitive information in unexpected ways
(i.e. without a coherent inter-organizational process context).
We first argue that our components should be policy-based
as well as separated from the business application. This
allows components to be managed centrally by a governance
layer. The policies can be then audited, stored, traced, and
historically managed.
The value added by this paper is that it deals with
these issues in an event based way. In our approach, each
message received or sent is associated to an event. Following
the principle of Complex Event Processing (CEP), we use
event patterns to filter and monitor desirable incoming and
outgoing calls. This allows processing to be performed asyn-
chronously which leads for a better responsiveness and less
network traffic than the alternative request/response message
exchanges. Furthermore, event processing, which becomes
commonly used for monitoring and notification issues, helps
us to get a dynamic and efficient decentralized way for errors
notifications, along with providing execution traceability.
At the time of writing this paper, there are no standards
for event processing programming languages. Motivated by
its notational simplicity, we have chosen RAPIDE-EPL to
give an idea about how to implement our rules in practice.
However, there are various languages and programming
styles that can be used.
As future work, we intend to extend the architecture by
additional event-driven components responsible for excep-
tions detection and reporting by sending external notification
to the involved partners when an internal exception is raised.
Moreover, and in order to further improve our message con-
trol, we are planning to extend the EFP table with additional
fields imposing temporal and cardinality constraints.
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