The random fluctuation of wind leads to the instability of wind power, particularly wind power intermittency is a critical event in case of grid connected power plants, leading to severe consequences like low system reliability, high reserve capacity and high operational costs. This paper proposes a novel wind speed prediction model based on wind speed ramp (WSR) and residual distribution. Firstly, the variational mode decomposition (VMD) is used to decompose original wind speed series to extract different fluctuation characteristics, and several sub-sequences are obtained. Then, we use 3 different neural networks to predict the main part of decomposition result and use auto-regressive moving average (ARMA) model to predict the rest fluctuation part of decomposition results. Next, WSR optimized by particle swarm optimization (PSO) is used to modify the prediction results of LSTM neural network to decrease the prediction errors caused by one-step lag, the kernel density estimation (KDE) is used to fit the distribution of VMD residuals and sample randomly from the distribution to get residual series. Finally, the final prediction results of V-PSOR-LSTM-KDE are obtained by adding prediction results of WSR modified LSTM, ARMA and random sampling based on KDE. This study decomposes wind speed into the main trend part, fluctuation part and residual part, analyzing each part and makes predictions with different models according to their characteristics, which provides a new thought for wind speed prediction and contributes to the construction of smart grid.
I. INTRODUCTION
With the rapid development of the economy, the global demand for energy is growing. However, the problem that can't be ignored is that energy is facing a large shortage. So the development of new energy has become a very important issue. Among many new energy sources, the performance of wind energy is outstanding. The International Energy Agency (IEA) predicts that wind capacity is expected to expand by 60% (325 million KW) in 2019 [1] . As the wind speed can change dramatically in a few hours, the problem of wind power generation lies in its dependence on wind fluctuation. It further obstructs the wind power integration [2] . Therefore, accurate wind speed prediction is an important prerequisite for large-scale development and utilization of wind power [3] .
The associate editor coordinating the review of this manuscript and approving it for publication was Qiang Lai.
In recent years, researchers at home and abroad have made extensive researches on wind speed prediction. The researches roughly fall into 4 categories: physical model, traditional statistical model, spatial correlation model and artificial intelligence model.
The physical model is mainly used to predict wind speed through meteorological information and numerical weather prediction. Physical models are only the first step in forecasting wind speed in general [4] . But the physical model has low accuracy. The statistical model mainly uses historical data, pattern recognition, parameter estimation and model verification to establish mathematical models to solve the problem. It usually uses the output of numerical weather prediction as input to the statistical model [5] . The autoregressive (AR) model, autoregressive moving average (ARMA) model, and autoregressive integrated moving average (ARIMA) model are typical statistical models [6] , [7] . The spatial correlation model needs to consider the wind speed of wind farm and VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ several adjacent locations, and wind speed prediction requires the correlation of wind speed in different locations [8] . The spatial correlation model is more complicated than typical statistical model. With the development of artificial intelligence technology, many new methods of wind speed prediction have been quickly proposed. Artificial neural network (ANN) is the most promising one among the latest development methods [9] - [11] . In the latest literatures, some applications of artificial neural network methods are as follows: Ref. [12] proposed a wind speed forecasting method based on EMD and GRNN optimized by FOA. Ref. [13] developed a wind speed forecasting model using empirical mode decomposition and feature selection, and compared with the single ANN, SVM, traditional EMD-based ANN, and traditional EMD-based SVM. Ref. [14] presented a multi-step ahead wind speed forecasting method using an improved wavelet neural network combining VMD and PSR, and the experimental results show that the proposed model outperforms persistence method, PSR-BPNN, PSR-WNN, PSR-GAWNN and EEMD-PSR-GAWNN models. Ref. [15] developed a new forecasting approach using hybrid VMD and multikernel regularized pseudo inverse neural network. Ref. [16] developed a two-layer ensemble machine learning technique and ultimately achieved higher precision. Ref. [17] developed a novel hybrid forecasting architecture -composite quantile regression extreme learning machine with feature selection. Besides, there are many complex models that combine various prediction methods [18] - [22] . Because of its nonlinear characteristics and changeable network structure, neural network has gradually become the mainstream method of shortterm wind speed prediction.
ACRONYMS

WSR
However, almost all of the current research only considered the improvement of numerical algorithms while ignoring the analysis of the composition and structure of the wind speed series. They only split and combine different models without considering the application conditions of various models.
Therefore, wind speed can be decomposed into the main trend part, fluctuation part and random part. As for main trend part, lag is the main reason for prediction error, when the wind speed changes more rapidly, the prediction error caused by lag is larger. Taking WSR into account in the process of wind speed prediction, especially in the main trend part, can greatly relieve the one-step lag of neural network prediction results [23] , [24] . The fluctuation part describes the fluctuation of the wind speed series in the medium frequency and it is a relatively stable time series. On the datasets used in this paper, it mainly reflects some fluctuation of periodic and trend changes in the unit of hours and days. This kind of data is suitable for ARMA which is a kind of statistical model to make prediction. By adjusting its parameters p (order of partial autocorrelation coefficient) and q (order of autocorrelation coefficient), it can grasp the properties of intermediate frequency very well and achieve better prediction effect. In addition, the residual part hardly reflects the information of the period and trend, it reflects the randomness of wind speed. It is a chaotic sequence with small values, so it is not suitable for time series analysis. Thus we analyze its distribution. But the commonly used parameter estimation is difficult to fit the distribution. Kernel density estimation is a kind of nonparametric estimation [25] , [26] , by adjusting bandwidth to improve KDE, making KDE fit best on each dataset.
Thus, a wind speed prediction method considering wind speed ramp and residual distribution is established in this paper. Firstly, the original wind speed sequence is decomposed by VMD and several intrinsic mode functions (IMFs) are obtained. IMF1 represents the main trend information and we use a variety of neural networks to make preliminary prediction. Then, because the prediction results of this part have obvious one-step lag, we revise it by defining WSR and get the prediction results of the main trend part. Next, because the rest IMFs contain a lot of medium-frequency fluctuation information, we use the ARMA model which is suitable for forecasting various time series in the statistical field to make prediction, and select the parameters of ARMA according to different datasets. Finally, for the residual part of VMD decomposition, KDE is used to estimate its probability distribution, and random sampling is carried out according to the probability distribution to obtain the predicted value of the residual part, the final result is obtained by adding up the predicted values of three parts and the errors of each model on each dataset is tested by Friedman test [27] - [29] . The primary contributions and novelties of are described below:
(1) Decomposing wind speed series according to characteristics. The wind speed series is decomposed into main trend part and fluctuation part by VMD, and the rest is defined as residual part, prediction is made based on the characteristics of each part.
(2) Using LSTM neural network to preliminary predict main trend part. LSTM neural network is a kind of neural network which is good at processing time series. It can grasp the front and back correlation of time series, and its nonlinear ability has a good fitting effect on wind speed compared with other networks.
(3) The identification of WSR is taken as the optimization of the main trend part prediction process. By considering WSR, the one-step lag of wind speed prediction error is greatly reduced, and the large errors produced during the climbing stage are significantly reduced. In addition, the WSR revising effect is also improved by optimizing the parameters by PSO.
(4) The residual part is described and predicted by nonparametric estimation. We use nonparametric estimation instead of parametric estimation to fit the residual part's frequency distribution. The distribution is estimated by KDE with different bandwidth and the most suitable bandwidth is selected. The minute details of wind speed series are analyzed and predicted, which completes the structure of the model and improves the prediction accuracy in practice.
The rest of this paper is organized as follows: Section 2 introduces theoretical methods including VMD, LSTM, WSR, PSO and KDE, and gives some median result; Section 3 describes establishment process of V-PSOR-LSTM-KDE, the process of establishing is also shown in this section; Section 4 shows prediction results of the model and analyzes prediction error in detail; The conclusion is made and some expectations are put forward in section 5.
II. THEORETICAL METHOD
In this section, we will introduce the theoretical methods involved in the V-PSOR-LSTM-KDE model, including the VMD, LSTM, WSR, PSO and KDE, and show some parameters and intermediate results of the model. There are 4 datasets used in this paper, the first two are come from Changma in Gansu province of China, whose sampling time is starting at February 11, 2013, and the time intervals are 10 minutes and 20 minutes, respectively, the latter two are come from Sotavento wind farm in Spanish, whose sampling time is starting at August 11, 2013, and the time intervals are 10 minutes and 20 minutes, respectively.
A. VARIATIONAL MODE DECOMPOSITION (VMD)
Variational mode decomposition (VMD) is a signal decomposition method that decomposes a real valued signal into different mode u k with different scales, which have specific sparsity properties while producing main signal. It performs better and more stable compared with the ensemble empirical mode decomposition (EEMD) and the empirical mode decomposition (EMD) [30] , [31] .
In order to obtain the bandwidth, the following steps should be satisfied: 1) Calculating the analytical signal associated with the modal by Hilberthuang transform to obtain a unilateral spectrum. 2) Adding an exponential term adjusts the center frequency of the modality and shifts the modal spectrum to the baseband. 3) The demodulation signal is processed by H1-Gauss smoothing to estimate the bandwidth. A variational constraint problem is obtained by the above three steps:
where f (t) denotes the decomposed main signal, {u k } := {u 1 , . . . , u K } and {ω k } := {ω 1 , . . . , ω K } represent the set containing all modes and their center frequencies, respectively, δ(t) denotes the Dirac distribution, * denotes the convolution.
The alternate direction method of multipliers (ADMM) is then used to solve the minimization problem. According to ADMM, VMD should be implemented by updating and minimizing u k and ω k . The iterative process is as follows:
where n represents the number of iterations,f (ω),û n+1
The decomposition results are shown in Fig. 1 .
B. LONG SHORT-TERM MEMORY NEURAL NETWORK (LSTM)
LSTM neural network, proposed by Hochreiter and Schmidhuber in 1997, is a special form of recurrent neural networks (RNN). The net structure of RNN, as shown in Fig. 2 , contains a loop structure that can keep the information which can help us find the laws from time series to make predictions [32] - [34] . However, the gradient of RNN tends to vanish because its parameters can't be updated, which will eventually cause the network to collapse. LSTM, added the threshold to control the flow of information, can solve this problem well [35] . The place where LSTM is different from traditional RNN is that it adds a ''processor'' to the algorithm to judge whether the information is useful or not. This structure worked as the processor is called ''cell'' and its structure is shown in Fig. 3 . One cell contains three gates, called the input gate, the forgetting gate and the output gate. Such a structure can effectively alleviate the vanishing gradient problem and update parameters automatically [36] , [37] . Therefore, LSTM's structure makes it suitable to solve the nonlinear time-varying problems and particularly for predicting wind speed series. Thus we choose LSTM to predict the main trend part of wind speed series.
C. WIND SPEED RAMP (WSR)
A WSR event is defined as rate of change in wind speed generated by a wind turbine or wind farm over a short period of time exceeding a predefined threshold value, leading to a significant increasing or decreasing of the electric power generated in a wind farm. The instability of wind power caused by WSR seriously affects the quality of power and the integration of wind power into the grid.
When WSR event occurs, the predictions show a significant one-step lag. In this case, the error will be much greater than when the wind speed is fluctuates smoothly. Common ramp definitions are shown in Eq. (4)-(7) [23] , [38] , [39] . (7) where v(t 0 ) is the wind speed at time t 0 , t is the time interval, v val is the threshold of WSR, max(v[t 0 , t 0 + t ]) denotes the maximum wind speed when t ∈ [t 0 , t 0 + t ], min(v[t 0 , t 0 + t ]) denotes the minimum wind speed when t ∈ [t 0 , t 0 + t ], v f t is the filtered signal. In this paper, the gradient of wind speed based on the third WSR definition is defined as Eq. (8).
where v(i) is the i th wind speed and the interval is the wind speed dataset's interval in this paper. When the absolute value of k(i − 1) or k(i) is bigger than wind ramp rate (WRR val ) as shown in Eq. (9) .
It is assumed that there was a WSR at i th point. The correction of prediction results based on WSR identification proposed in this section can be described by the following parameter optimization problem.
(1) Under the condition that WSR is occur, that is to say Eq. (9) is satisfied, and when the positive ramp is increasing to some extent, it is satisfied Eq. (10).
We revise the i+1 th wind speed prediction result by Eq. (11) .
whereṼ (·) pre denotes the wind speed prediction results before WSR revising,ṽ(·) denotes the wind speed prediction results after revising. Otherwise, the i + 1 th wind speed prediction remain unchanged as Eq. (12) .
We show the last 50 numbers in the test set as examples and this situation is shown as Fig. 4 .
(2) Under the condition Eq. (9) is satisfied, and when the negative ramp is increasing to some extent, it is satisfied:
We revise the i + 1 th wind speed prediction bỹ
Otherwise, the i + 1 th wind speed prediction remain unchanged as Eq. (12). This situation is shown as Fig. 5 .
(3) Because the main trend of wind speed series decomposed by VMD does not include high frequency fluctuations, when k(i) and k(i−1) have contrary signs as Eq. (15), we suppose that the sequence has reached a smooth extreme point and wind speed prediction remain unchanged as equation 12. This situation is shown as Fig. 6 .
(4) Under the condition that WSR is not occur, that is to say Eq. (9) isn't satisfied, the i + 1 th wind speed prediction remain unchanged as Eq. (12) .
The three thresholds WRR val , WRR val_up , WRR val_down are selected by PSO method with the minimum RMSE as the objective function.
Part of the results of prediction correction based on WSR are shown in Fig. 7 .
D. PARTICLE SWARM OPTIMIZATION (PSO)
Particle swarm optimization (PSO) is an evolutionary computation. It originates from the study of bird prey behavior. PSO simulates birds in a flock by defining a massless particle [40] . The particle has only two attributes: velocity and position. Velocity represents the speed of movement, and position represents the direction of movement. Each particle searches for the optimal solution separately in the search space, and records it as the current individual extremum, and shares the individual extremum with other particles in the whole particle swarm to find the optimal individual extremum as the current global optimal solution of the whole particle swarm. All the particles adjust their velocity and position according to the current individual extremum and the current global optimal solution shared by the whole particle swarm [41] .
PSO is initialized as a group of random particles. Then the optimal solution is found by iteration. In each iteration, the particle updates itself by tracking two ''extremums''. After finding these two optimum values, the particle updates its velocity and position through the following two formulas.
where i = 1, 2, . . . , N and N is the total number of particles in this group and N = 30 in this paper, v i is the velocity of particle, x i denotes the position of particle, rand is a random number between 0 and 1, c 1 and c 2 are learning factors and in this paper c 1 = 2.5, c 2 = 1.5, pbest i and gbest i are the best velocity and position in search round i. The pseudocode of PSO finding the minimum of function fit is shown in table 1.
E. KERNEL DENSITY ESTIMATION (KDE)
For the residuals of VMD decomposition results, we first use Jarque-Bera (JB) statistics to test whether they conform to normal distribution. The test results are shown in the table 2.
In table 2, JB represents the value of the JB statistics. Critical value (CV) denotes the critical value of rejecting the primary hypothesis. Comparing JB with CV, if JB is larger, the sample does not obey normal distribution. Letter p is the probability of accepting the primary hypothesis, the value of p ranges from 0 to 0.5, the closer p approaches 0, the more sufficient it is to reject the primary hypothesis. Then h denotes the test result. If h = 0, then the sample is considered to be normally distributed, whereas if h = 1, then sample can be negated to follow the normal distribution.
From table 2 we can see that the decomposition residuals of VMD on all datasets do not obey normal distribution, so we use nonparametric estimation to fit the residuals.
Kernel density estimation (KDE) is one of the nonparametric estimates proposed by Rosenblatt and Emanuel Parzen, also known as Parzen window [26] . It is defined as follows:
Let x 1 , x 2 , . . . , x n be an independent identically distributed random variable with R, and the distribution density function it obeys is f (
It is called the kernel density estimate of density function f (x). K (·) is the kernel function, h is a predetermined positive number, commonly referred to as window width or bandwidth.
From the above definition, it can be seen that the kernel density estimationf of distribution density function f is related not only to the given sample set, but also to the selection of kernel function and bandwidth parameter. The commonly used kernel functions are Gauss kernels, Epanechnikov kernels and Biweight kernels. In this paper, the Gauss kernel function is chosen. Fig. 8 shows the residual frequency histogram and the kernel density estimation under different bandwidth on 4 datasets.
According to the fitting result in the Fig. 8 , bandwidth of the four datasets is determined to be 0.06, 0.08, 0.06 and 0.06 respectively. Then according to the probability distribution of the kernel density estimation, random sampling is carried out and the prediction of the residual part is obtained.
III. ESTABLISHMENT PROCESS OF V-PSOR-LSTM-KDE MODEL
In this section, we will introduce the modeling steps of V-PSOR-LSTM-KDE in details, and give an easy-understand flow chart for model building.
Step 1: The original wind speed series is decomposed into main trend part and fluctuation part by VMD, and then the residual part is obtained.
VMD decomposes the original wind speed series into several IMFs. The first IMF can reflect the main trend information of the wind speed series, and the remaining IMFs can reflect the fluctuation information of different frequencies.
The residual part of VMD is obtained by subtracting the sum of all IMFs from the original wind speed series. Thus, the original wind speed series is decomposed into main trend part, the fluctuation part and the residual part.
Step 2: Predicting the main trend part (IMF1) by using LSTM neural networks to get the preliminary prediction results.
According to the LSTM structure diagram shown in Fig. 3 , we use the 900 wind speed data as the input of training set and the next 100 wind speed data as the output of training set to train LSTM neural networks, thus the preliminary prediction resultsṽ pre before correction are obtained. Step 3: Revising preliminary prediction resultsṽ pre . We revise the prediction results of LSTM based on WSR. The LSTM prediction results of the main trend parts on four datasets are revised by the method defined in Part C of Section II, and the revised main trend prediction results are obtained and denoted asṽ.
Step 4: Predicting the fluctuation part.
For the rest of the IMFs, because the main information they contain is fluctuation, we use the ARMA model to predict them and the minimum akaike information criterion (AIC) criterion is used to optimize the parameters p and q. Thus, the prediction results of the fluctuation partṽ flu is obtained. The optimization process is shown in table 3 and n is the number of predictions, y(t) is the real wind speed series.
Step 5: Descripting and predicting the residual parts The residual part is obtained by subtracting the sum of IMFs from the original wind speed series. Normality test of the residual part didn't pass and the distribution of residual part is fitted by nonparametric estimation, kernel density estimation in this paper. Selecting the bandwidth suitable for each data set. Finally, random sampling is carried out according to the probability distribution, and the prediction value of the residual partṽ res is obtained.
Step 6: Getting the prediction results of the final model V-PSOR-LSTM-KDE
The prediction results of the main trend partṽ, the fluctuation partṽ flu and the residual partṽ res are summed together to obtain the final model's prediction results.
The flow chart of establishing model is shown in Fig. 9 .
IV. EMPIRICAL ANALYSIS AND MODEL VERIFICATION A. EMPIRICAL ANALYSIS
This experiment is carried out on Matlab R2016a environment. In this paper, the wind speed prediction model is built on 4 groups of datasets, the first two groups of datasets are VOLUME 7, 2019 come from Changma in Gansu province of China, whose sampling time is starting at 0:00:00 on February 11, 2013, and the time intervals are 10 minutes and 20 minutes, respectively, the latter two datasets are come from Sotavento wind farm in Spanish, whose sampling time is starting at 0:00:00 on August 11, 2013, and the time intervals are 10 minutes and 20 minutes, respectively. The first 900 datasets (about 150 hours for the datasets which is 10-minute interval and 300 hours for the datasets with is 20-minute interval) in each group are used as training sets, and the next 100 datasets (about 17 hours for the datasets which is 10-minute interval and 34 hours for the datasets which is 20-minute interval) are used as test sets. The structure and input features of 4 datasets are shown in Table 4 . During the predicted period, the real wind speed sequence is smooth.
B. EVALUATION INDEX OF PREDICTION ACCURACY
The accuracy of prediction results can be quantified by various evaluation indexes. The commonly used evaluation indexes are mean absolute error (MAE), root mean square error (RMSE), mean square error (MSE) and mean absolute percentage error (MAPE). The formulas are shown as Eq. (19)- (22):
where y(t) denotes the real wind speed series,ŷ(t) denotes the predicted series, n denotes the sample size.
C. PREDICTION RESULTS
The prediction results of RBF, Elman, LSTM, V-LSTM, V-LSTM-KDE, V-PSOR-LSTM and V-PSOR-LSTM-KDE are shown in Fig. 10 . More specifically, Fig. 10 (c) and Fig. 10(d) are the prediction results on 2013 Aug Spain wind farm with 10-minute interval and 20-minute interval. The detail parts are added over each subgraph. As we can see from Fig. 10 , the prediction results of three kinds of neural networks show one-step lag, which has a great impact on the prediction accuracy. In addition, the black dotted curve in any dataset overcomes one-step lag and reflects the changing trend of wind speed very well. As can be seen from the detail parts in the figure, the closest prediction curve to the V-PSOR-LSTM-KDE model is the V-PSOR-LSTM model. Because the residual values are very small compared with the whole wind speed series, the correction effect of a single point is not easy to observe from the figure, and it can be compared by the error calculated in the part D below. And V-PSOR-LSTM-KDE model still reflects the trend of wind speed change and has a good predictability at the turning point both near the maximum and minimum parts of wind speed series. Therefore, V-PSOR-LSTM-KDE can learn the characteristics of wind speed series better, and its prediction effect on wind speed is better than that of other prediction models.
The prediction results of 3 parts of V-PSOR-LSTM-KDE are shown in Fig. 11 . The order of datasets in the subgraph is the same as that in Fig. 10 .
As shown in Fig. 11 , the main trend part contains the most information about the original wind speed, and its prediction effect is the best, the green dotted lines and green solid lines almost always coincide. The residual part has the worst regularity and is the most difficult to analyze and predict, but its value is relatively small, and its impact on the prediction results is the smallest. The prediction effect of the fluctuation part is quite good, and the prediction results closely follow the changes of the real sequence. Table 5 and Table 6 show the MAE, MAPE, MSE and RMSE of 7 prediction models. The minimum values on each dataset are underlined. In Table 5 , V-PSOR-LSTM-KDE performs best on all of the datasets, but in Table 6 , V-PSOR-LSTM-KDE performs best except the dataset of 2014 Feb Changma with 20-minute interval (The RMSE of proposed model is slightly higher than that of V-PSOR-LSTM model). That is because the calculation criteria of different error measurement methods are different, and the order of their results will be slightly different. This does not affect the good performance of V-PSOR-LSTM-KDE model on most datasets.
D. ERROR ANALYSIS
From Table 5 we can see that the smallest MAE appeared on the dataset of 2013 Aug Spain with 10-minute interval, its value is 0.1993 and is 33.54% lower than the prediction error of RBF on the same dataset, the smallest MAPE appeared on the same dataset and is 3.7265. In Table 6 , the smallest MSE and RMSE are 0.0766 and 0.2822, respectively.
Finally, we test the errors of each model on each dataset by Friedman test. Friedman test is a statistical test for the homogeneity of multiple related samples. It can compare the significant differences between several algorithms on different datasets. The null hypothesis of Friedman test is there is no significant difference between the prediction results' errors. That can be described as follows.
H 0 : There is no significant difference in the models' errors.
H 1 : There is significant difference in the model's errors.
The statistic F is shown as Eq. (23) .
where N is the number of datasets, and k is the number of models, r i denotes the average of the i th model. The test results are shown in Table 7 . F denotes the value of statistic F and p is the p value of test results. It is clear that under the 0.05 significance level in one-tail test, the V-PSOR-LSTM-KDE's prediction error is significant smaller to benchmark models' prediction error.
V. CONCLUSION
Accurate wind speed prediction is very important for wind energy utilization. However, the random fluctuation of wind caused many difficulties in making the wind power online. In this paper, the wind speed prediction model considering WSR and residual distribution is proposed. First, the original wind speed series is decomposed into main trend part and fluctuation part by VMD, and the residual part is obtained. Secondly, predicting the main trend part (IMF1) by LSTM neural network and revising it by WSR optimized by PSO. Thirdly, we use ARMA model to predict the fluctuation part and tune parameter based on different datasets. Fourth, KDE, which belongs to the category of nonparametric statistics, is used to fit the distribution of residuals and get the predictions of the residual part by random sampling. Finally, the prediction results of V-PSOR-LSTM-KDE are obtained by adding three parts' prediction results. The optimization by WSR can obviously relieve the one-step lag of prediction results, the ARMA can grasp the periodicity and trend characteristics of the fluctuation part, the residual part is described and predicted by nonparametric estimation for the first time, and it completes the components of the wind speed series and improves the prediction accuracy slightly. Compared with the rest 6 models, V-PSOR-LSTM-KDE significantly improves prediction accuracy on 4 datasets. This paper innovatively proposes a wind speed prediction model by decomposing wind speed series according to characteristics, WSR is proposed to improve trend part prediction based on the characteristic of one-step lag and KDE method is used to fitting residual part for the first time. Its contribution lies in providing a new thought to the field of wind speed prediction and promoting the rapid development of wind power industry.
In the future work, we hope to further explore the prediction effect of the neural network wind speed prediction models and the influence of WSR with the prediction results, in order to obtain more accurate prediction model.
