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ABSTRACT 
 
 
The Precision Glass Molding (PGM) process was established as an economical and 
sustainable option for the production of aspherical glass optics to satisfy the increased industrial 
demand. Applications of precision molded aspherical lenses range from consumer electronics 
products such as cell phone cameras to defense and medical systems. An aspherical lens can 
eliminate the spherical and optical aberrations as compared to a spherical lens thus making the 
lens system more compact and lighter. In spite of being a clean and environmentally friendly 
process, the lens molding operation suffers from a few drawbacks such as lens profile deviation, 
stress birefringence/refractive index drop and lens cracking. Prior research has identified a lack in 
accurate and reliable thermo-mechanical characterization of optical glasses as an obstacle to the 
application of computational mechanics to resolve these issues.   
 The work presented in this dissertation addresses the importance of a precise 
determination of the thermo-mechanical material property inputs of optical glass for an accurate 
prediction of the state of stress during the complex thermo-mechanical loading of a glass preform 
during the Precision Glass Molding (PGM) process. In addition to an accurate prediction of the 
residual stress state in a lens, birefringence and fracture were also considered as these are direct 
consequences of stress. Due to the complexity of glass behavior in the relatively large 
temperature range where the material behavior transitions from that of an elastic solid to a 
viscous fluid, it is essential to characterize accurately the time and temperature dependence of the 
stress relaxation behavior. After understanding the weaknesses in existing stress relaxation 
characterizations, a set of careful experiments was designed that utilized Parallel Plate 
Viscometer (PPV) to perform the cylinder compression test on a glass sample.  It was determined 
that the uniaxial compression of a cylindrical sample at an uniform temperature, with a known 
 iii 
friction condition at the interface, yields a high quality creep data that was  used to determine 
accurate viscosity and viscoelastic constants of two moldable glasses – L-BAL35 and NBK-7 
glass at the given temperature. Comparison of the computational solutions with closed form 
approximations used in an ASTM standard, revealed deficiencies at viscosity near and above 10
8
 
Pa·s due to specimen bulging and interface slip, and led to the development of an approximate 
expression for a reasonable estimate of viscosity above 10
8
 Pa·s for the full range of interface 
friction behavior.      
This study highlighted the importance of an accurate characterization of the stress 
relaxation function of a moldable glass which enabled the numerical examination of the effect of 
different levels of modeling detail of the relaxation function on the lens molding simulations. The 
choice of the material model and the level of detail required in performing the creep and 
relaxation experiments, is dependent on the problem being solved. The use of simplest 
viscoelastic stress relaxation function with a single exponential relaxation time that lacks much of 
the transient effects present in a full viscoelastic relaxation, showed minimal effect on the profile 
deviation of a lens but leads to an over-estimate of residual stress for the two lens shapes studied. 
A similar effect was observed on the stress birefringence of a lens after molding. Using numerical 
experiments, residual stresses were shown to be sensitive to the lower temperature limit of the 
viscoelastic assumption (TL). The fracture assessment inside a molded lens was made for both 
radial and circumferential crack configurations. The stress state for the two configurations 
revealed that the radial crack orientation was more prone to failure among the two. The full 
viscoelastic relaxation assumption also led to higher crack tip opening displacement (CTOD) 
values than the simplified relaxation assumption. 
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INTRODUCTION 
 
 
Precision Glass Molded optics is widely used in an array of commercial as well as special 
application areas such as biotechnology, defense and health care. Aspherical lenses, which help to 
eliminate aberrations associated with spherical lenses, are gaining popularity due to their compact 
design as compared to their spherical counterparts. Conventional manufacturing of an aspherical 
lens involves several concerns such as, the higher cost and longer duration of the production 
process, as well as environmental issues due to the generation of micro-particles from grinding. 
The process of lens molding, on the other hand, is cost-effective and is one of the cleanest and 
environmentally friendly procedures of producing the lenses. In spite of these advantages, the 
lens molding operation suffers from a few drawbacks such as lens profile deviation, stress 
birefringence/refractive index drop and lens cracking. 
Computational mechanics has been used to account for the complex thermo-mechanical 
behavior of glass during forming processes such as lens molding, hot embossing, injection 
molding, thermoforming and extrusion. Compared to more costly empirical approaches that 
are commonly used, computational mechanics has the potential to efficiently address issues in 
precision lens molding such as lens profile deviation [1-3], stress birefringence [4, 5], and 
lens cracking, as well as similar issues in extrusion processes such as preform die swell in 
glass [6] and polymers [7], and cavity shape distortion for polymers [8] and recently for glass 
[9]. 
As shown by Ananthasayanam et al. [1,2] an obstacle to reliable computational solutions 
of these problems is the lack of an accurate set of thermo-mechanical glass property inputs, 
which include viscosity (), the initial elastic response (E, G), viscoelastic parameters in both 
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shear (G1(t)) and dilatation (G2(t)), structural relaxation parameters and the temperature 
dependence of these quantities.  While there have been recent studies that address the 
structural relaxation behavior of so-called moldable glasses [10-12], there has been very 
limited data on the viscoelastic characterization of these types of glasses. There have been 
studies [13] to characterize viscoelastic properties of soda-lime-silica glass using an 
independent experiment for the deviatoric (shear) and dilatational (bulk) part of the 
deformation. This work involved a novel approach to measure the shear relaxation using a 
spring sample while, a cylindrical sample for bulk relaxation. Unfortunately, the same 
approach cannot be easily applied to optical glasses that have low glass transition temperature 
and different thermal expansion characteristics.  
The goal of the current study is to extend the work of Ananthasayanam [1] from an 
examination of the final size and shape of a molded lens, which is a global characteristic, to 
an investigation of the consequences of the thermo-mechanical history on the quality of the 
lens, which, from a continuum point of view, is a local characteristic.  While the study by 
Ananthasayanam [1] demonstrated the ability to predict such phenomena as residual stresses, 
birefringence and fracture, there were some material property weaknesses that needed to be 
addressed. 
1.1 Lens Molding: Process and related Issues 
Lens molding is a type of hot forming process in which a lens is manufactured by 
pressing a glass gob of suitable optical glass at high temperature against a pair of polished 
mold surfaces that assume the designed profile of the lens.  If an aspherical lens shape is 
desired to be molded, the mold cavity would have an aspherical profile, and the resulting 
molded lens would be very close to that profile. The substrate or molds are typically made of 
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metals such as tungsten carbide, which are machined to a very precise cavity shape and are 
coated with suitable coating material to improve life and prevent the mold surfaces from 
sticking to the glass. The ideal materials for the mold would have low thermal expansion 
behavior, high thermal conductivity along with minimal chemical interaction with glass. The 
molds are enclosed inside the chamber having a controlled environment. The molds along 
with the glass preform /gob are heated to a high enough temperature and allowed to soak for a 
suitable amount of time usually in a nitrogen environment. Once the preform reaches a 
uniform pressing temperature, the molds move closer and a suitable pressing force is applied 
beginning the molding operation. The glass preform starts to take shape of the mold cavity as 
the molds continue to move closer to one another. Once the designed center thickness (CT) of 
the lens is achieved, the applied force is reduced and the lens-mold assembly is cooled slowly 
under a nitrogen environment. The terms such as molding temperature, pressing force, 
cooling rate are commonly referred to as “process parameters” in the technical jargon. Once 
the glass lens cools below its glass transition temperature (Tg), the molds are opened by a 
small amount creating a gap, thus reducing the pressing force to zero. Subsequently, the lens 
is subjected to a faster cooling rate until eventually the lens is cooled to room temperature.       
One of the important issues in this process is the degree of “closeness” of the actual 
lens profile to the designed lens profile. This degree of closeness is referred to as the lens 
profile deviation or simply “deviation” – which is a geometric difference between the desired 
and the obtained profile of the manufactured lens. The deviation is mainly due to the 
mismatch between the thermal expansion behavior of the mold material and the glass. It is 
noted that the volume change of glass is highly non-linear around the glass transition, i.e., Tg, 
temperature range, which is also very sensitive to changes in temperature and rate of cooling. 
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This rate dependent expansion behavior of glass is commonly referred to as “volume or 
structural relaxation.” 
As mentioned before, other issues in lens molding involve stress birefringence 
(described in Chapter 5) and fracture (Chapter 6) that are closely affected by the thermo-
mechanical properties and process parameters. Stress birefringence is an artifact of the effect 
of the thermal and mechanical loading history on the lens during the molding cycle. The 
loading history induces an optical anisotropy within the lens which creates the double 
refraction phenomenon, which is the splitting of an incident ray into two rays that take 
different paths. Birefringence inside the molded lens induced by thermo-mechanical stresses 
during molding is undesirable and can make the lens unusable. Similar to this birefringence 
phenomenon, residual stresses can also cause a serious failure of a lens in form of cracking 
during molding. A small inclusion or bubble trapped inside the lens preform can 
grow/propagate if high enough stresses are experienced within its vicinity.   
The complex interplay between the glass’s material behavior and external loadings 
can lead to the desired shape of a lens that is free of birefringence and cracks. This goal 
makes the glass molding process a challenging mechanics problem. The manufacturing 
related issues can potentially be resolved by making an efficient use of an accurate 
knowledge of thermo-viscoelastic behavior of the optical glass coupled with computational 
mechanics. The computational mechanics approach to lens molding to resolve the above 
issues will be explored in the rest of this dissertation.  
 
 
 5 
1.2 Motivation  
As stated earlier the motivation for this study mainly came from the previous study by 
Ananthasayanam [1] that lacked the reliable thermo-mechanical property input to simulate the 
lens molding process beyond seeking the lens shape deviation. In that study, the computational 
approach was successfully applied to validate the experimental lens shape deviation, which is 
measured in microns, of a Bi-convex lens. This approach was later applied to a Steep Meniscus 
type of lens. After performing simulations, it was realized that the final profile and press time of 
the molded meniscus lens were not matching with the experimentally determined values under 
the same process conditions. The deviation of the lens profile was over-predicted by a factor of 
about two and the press time was under-predicted by more than a factor of three. These incorrect 
predictions from the model were due primarily to the temperature dependent viscoelastic material 
characterization of L-BAL35 glass. This characterization was based on force-displacement data 
from ring compression tests that was assumed to be at uniform temperature, but was later 
determined to be off by about 9-18°C [1]. The data that shows this error in viscosity and/or 
temperature is presented in Figure 1.1.  
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Figure 1.1. Comparison of temperature dependent viscosity for L-BAL35.  
The first aspect that had to be corrected was the temperature dependence of the viscosity 
and the viscoelastic material properties. The conclusion from the data in Figure 1.1 was that the 
glass samples from the ring compression test were at a lower temperature, the magnitude of 
which was determined by a horizontal shift to the data from [14] in the figure.  A revised fit of the 
viscosity data based on data from the glass manufacturer was generated as shown in Figure 1.1.  
However, from the point of view of the validation of the steep meniscus lens, this correction 
alone was not enough to explain the mismatch. As a result of the improved TRS behavior, the 
deviation dropped by about 5 microns, which was still off by about 7 microns from the target 
value.  
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While the explanation of the additional 7 microns is explained below, the primary 
motivation in this Chapter concerns this TRS behavior. As will be described in Chapters 2-4, the 
issues encountered in characterization of glass based on the ring compression test were 
understood and a combined experimental-computational approach was adopted in obtaining more 
precise viscosity and viscoelastic material characterization of an optical glass.  
 In addition to the difficulty with temperature dependence, the incorrect creep data 
obtained from the ring compression test led to too low of an estimate of the initial elastic modulus 
of the glass at high temperature. While the actual data of the elastic modulus of L-BAL35 at high 
temperatures was not available, the literature [15] suggested the drop of about 1/10 of its room 
temperature value of glass at higher temperatures. This idea was tested in the lens molding 
simulations and it was found that the high temperature elastic modulus of glass had an effect on 
the deviation and the simulation predicted the experimental results with a close match.  
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Figure 1.2. The Deviation on upper and lower surface of steep meniscus lens 
from experimental and computational results. Material set 3 and modified set 
have the same initial elastic modulus (E) but the different terms in the shear and 
bulk relaxation function [2]. Refer to Table 1.1.  
 Figure 1.2 reveals the effect of increasing the elastic modulus to 10 GPa on the deviation 
of the steep meniscus lens. The computational results match closely with the experimental results 
and that the difference between the two different material sets used is small. The simulation 
performed with elastic modulus close to its room temperature value (E=100 GPa) reveal very 
small difference in deviation [2] than that plotted in Figure 1.1. It was found that the sensitivity of 
high temperature elastic modulus on the profile deviation for the steep meniscus was negligible 
for the case of the Bi-convex lens shape as explained later.   
In the light of these results, the effect of stress relaxation function and elastic modulus 
was examined for two lens shapes. The three choices of materials sets that were selected for the 
study differed mainly in the following aspects: level of detail in modeling stress relaxation 
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function (multiple prony term vs. single term representation of the relaxation function), initial 
elastic modulus at high temperature and temperature-viscosity relationship of glass. The choices 
are given in the Table 1.1 below are taken from [2]. 
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Table 1.1. The three stress relaxation definitions of the molding glasses used in 
the validation study [2]. Material Set 3 approximates the behavior of the molding 
glass, L-BAL35, while Material Sets 1 and 2 should be considered as 
hypothetical glasses.  At the reference temperature, TR, the log of the equilibrium 
viscosity is 10.0 for all cases. 
The above material definitions include temperature dependent stress relaxation behavior 
of the glass, which mainly includes the shear and bulk relaxation parameters and temperature 
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dependence of these properties was modeled as per WLF equation [1]. These quantities will be 
re-introduced in detail in Chapter 2 of this dissertation. Viscoelastic material properties along 
with the structural relaxation definition for glass from [1] was used to predict the effect on 
deviation of the Bi-convex and a theoretical steep meniscus lens shape selected based on [1]. The 
results are plotted in the Figure 1.3.  
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Figure 1.3.  Deviation of the steep meniscus and bi-convex lenses for the three 
different stress relaxation behaviors listed in Table 1.1. For Material Sets 1 and 2 
the press time, tp = 127 s, which agrees with the press time in the actual process. 
Press time was lowered for the Material Set 3 results as indicated, in order to 
maintain a constant value of center thickness. (Taken from [2])  
   
The process parameters other than the press time (tp) were kept the same in respective 
simulations of the lens shape. The results in Figure 1.3 reveal that the steep meniscus lens shape 
Steep Meniscus 
tp = 37.5 s 
Bi-convex 
tp = 42 s 
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is sensitive to both elastic modulus and TRS behavior of glass. The general effect of the change in 
elastic modulus at high temperature is a reduction of the deviation only for the steep meniscus 
lens due to the geometry of how this shape is supported by the molds after the gap is opened.  
These examples highlight the importance of an accurate thermo-mechanical material 
property characterization of optical glass for lens molding application from the shape change 
point of view. This conclusion is even more significant for an accurate prediction of the residual 
stresses within the molded lens [18], which therefore also has an effect on birefringence and 
fracture. A brief outline of the work done in this study will be presented next.  
The research work presented here was performed mainly into two parallel directions: 
finding reliable and accurate material property data for optical glass (L-BAL35) through a 
combined experimental-computational approach and implementation of this data into the 
numerical simulations of lens molding to predict displacements, stresses and cracking inside lens. 
In the first part of each effort, the relevant experimental work was conducted by COMSET group 
at School of Material Science Engineering, Clemson University. Computational modeling efforts 
were accomplished by using the commercial finite element code ABAQUS and analysis runs 
were made using Dell Precision WorkStation (Intel Xeon
®
 CPU, 2.66 GHz, 16GB RAM) and 
Clemson University’s High Performance Computing (HPC) resource – Palmetto Cluster. A brief 
outline of the work done in this study will be presented next.  
1.3 Outline of the Dissertation 
The work presented in this dissertation is divided mainly into five Chapters. Each chapter 
discusses the literature related to its topic separately. The content of these five primary chapters is 
summarized below: 
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 Chapter 2 focuses on the methodology adopted to predict the viscosity of glass using 
a simple cylinder compression test that requires a very minimal slip at the interface of 
sample and substrate material. It also describes the approach developed to measure 
interfacial friction coefficient for a glass having viscosity precisely known at the 
given temperature.  
 Chapter 3 extends the idea of viscosity extraction presented in Chapter 2 and explores 
the role of friction, viscoelastic displacements and sample geometry in determining 
the viscosity based on a simple expression. This chapter also provides the necessary 
correction in the ASTM standard formula for viscosity prediction for viscosity 
corresponding to log(Pa∙s) = 8.0 and higher.  
 Chapter 4 focuses on the viscoelastic characterization of optical glass L-BAL35 using 
the data obtained in a creep test of the cylindrical specimen. The viscoelastic prony 
coefficients for L-BAL35 and NBK-7 are evaluated using the given approach.   
 Chapter 5 focuses on the prediction of residual stress during annealing of glass 
utilizing the characterization of L-BAL35 obtained in Chapter 4. This chapter also 
provides the residual stress and birefringence results inside two lens shapes for 
different choices of stress relaxation function.      
 In Chapter 6, the issue of cracking of lens is briefly discussed. The methodology for 
incorporating a crack inside a lens within the 3D Abaqus simulations is developed 
and results for two possible modes of lens failure are briefly discussed.     
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THERMO-MECHANICAL CHARACTERIZATION OF GLASS AT HIGH 
TEMPERATURE USING THE CYLINDER COMPRESSION TEST: 
VISCOELASTICITY, FRICTION AND PPV 
 
 
2.1. Introduction 
 Glass forming processes finds wide applications in products from automotive wind 
shields, glass panels for TV and consumer electronics to optical lenses used in cameras, bar-code 
readers, microscopes, and other medical devices. The computational mechanics has been widely 
applied to many glass forming processes such as blowing, molding and extrusion to understand 
and resolve the outstanding issues.  Related to precision lens molding application, some of issues 
identified in Chapter 1 include, deviation in lens profile, residual stresses and birefringence and 
cracking. It was also identified in [1, 2] that the influencing material parameters that can lead to 
errors in lens molding simulations.  This lack of accurate material property has led to explore 
reliable techniques to characterize the accurate material properties required for lens molding 
application.  
In the following paragraphs, a brief literature survey is presented related to 
characterization of temperature dependent viscoelastic material property of glass. Next, a short 
background theory containing viscoelastic equations is presented followed by experimental 
procedure adopted and computational results for the cylinder compression test.         
Important contributions on viscoelastic data for Soda-Lime-Silica (SLS) glass do exist. 
While SLS glass is not suitable for applications such as precision lens molding, the experimental 
approaches in these studies can be applied to other glass types. Kurkjian et al. [3] studied the 
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stress relaxation response of an SLS glass sample subjected to torsion below the glass transition 
temperature. This test has the advantage of a pure shear loading and because only relaxation is 
involved, eliminates the effect of viscosity from the material’s response. As such, the data is 
“pure” and can be used to determine the shear relaxation function without knowledge of other 
time-dependent properties. Rekhson et al. [4] performed relaxation experiments on a spring 
sample to measure the relaxation and retardation functions within and below the transition 
temperature region. They showed that both functions have the same shape within experimental 
error. The complete viscoelastic behavior of an SLS glass at one temperature near the glass 
transition temperature was obtained by Duffrene et al. [5]. The shear relaxation response was 
extracted by applying tension to a sample in the shape of a helical spring. In a second test tension 
was applied to a sample with a rectangular cross-section that results in a combination of shear and 
hydrostatic loading of the material. Knowing the pure shear relaxation data from the prior test 
made it possible to isolate the hydrostatic response in the uniaxial test. The procedure to make the 
spring sample is usually non-trivial which makes this experimental technique difficult to extend 
to certain types of optical glasses. Also non-trivial is the achievement of a uniform, known 
temperature in the sample since glass behavior is very sensitive to temperature.  Reliable data is 
therefore more difficult to obtain for larger and/or more complex shaped specimens. The study by 
Sellier et al. [6] presents an approach to determine shear and structural relaxation parameters by 
measuring the thickness variation of a glass plate as it is cooled from the Tg to room temperature. 
A stretched exponential function was used to represent the shear and structural relaxation 
functions, while the bulk response was assumed to behave elastically. 
Following naturally from parallel plate viscometer (PPV) studies (Dienes and Klemm [7], 
Gent [8], Fontana [9]) the cylinder compression test has been an attractive choice for material 
characterization of optical glasses by several researchers with an interest in lens molding [10-14]. 
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Advantages of this test are the simplicity of specimen preparation and the availability of high 
temperature testing machines, such as lens molding machines and parallel plate viscometers, 
which can achieve accurate and uniform temperatures. Jain et al. [10] determined the viscosity 
and elastic parameters of BK7 and SK5 optical glasses using the cylinder compression test and 
analytical expressions for viscosity and stress. These parameters were then used in finite element 
simulations to compare stress-time predictions with measured curves. In these simulations the 
authors selected a coefficient of friction of 0.5 and assumed that glass was incompressible with 
shear deformation accounted for by a single Maxwell element. A generalized Maxwell model for 
a viscoelastic solid was used by Arai et al. [11] to characterize the relaxation function for the 
optical glasses, TaF3 and BK7. Zhou et al. [12] modeled the response of L-BAL42 optical glass 
using a Burger's model consisting of a single Maxwell element and a single Kelvin-Voigt element 
in series. The glass behavior of K-PBK40 above the glass transition temperature was studied by 
Chang et al. [13] by modeling glass for isothermal conditions using flow stress proportional to 
strain rate to a power less than one. Yan et al. [14] also modeled the behavior of L-BAL42 glass 
assuming the stress proportional to a power of the strain rate. All of the above mentioned studies 
neglect the volumetric relaxation during the compression test, i.e., the bulk modulus behavior of 
the material is assumed as rigid or elastic. From a theoretical point of view, the creep and 
relaxation responses in the cylinder compression test are a combination of the shear and bulk 
responses, which is a disadvantage of this test. 
 Another issue encountered in the cylinder compression test is the possibility of interfacial 
slip between the glass specimen and the mold. In the above mentioned cylinder compression 
studies, assumptions range from no friction [11, 12] to no slip [13, 14] and include an arbitrarily 
selected coefficient of friction due to the lack of data by Jain et al. [10]. It is well-known from the 
parallel plate viscometer literature ([7], [8] and [15]) that friction plays a role in the correct 
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interpretation of the data. In these studies analytical expressions for the viscosity based on no-slip 
and no-friction boundary conditions are developed by Dienes and Klemm [10], Gent [8] and used 
by Varshneya et al. [15], Joshi et al. [16] to determine viscosity as a function of the creep data 
from the cylinder compression test. Varshneya et al. [15] showed the importance of using the 
correct formula and recommend using materials between the glass and mold surfaces that have 
high friction. They showed that a high friction response was obtained when platinum foil was 
used between the glass cylinder and the mold surfaces. The ASTM standard [17] for the PPV test 
specifies the use of platinum foil and provides a formula for extracting the viscosity based on no 
slip, which corresponds to infinite friction.  However, in another PPV study, Neuville and Richet 
[18] observe very low friction using a platinum foil, raising the question about the degree of slip 
that might occur depending on conditions such as mold material, glass type, temperature and 
viscosity. 
The actual determination of a friction coefficient between a glass and mold surface has 
been considered in the literature. The ring compression test was used by Ananthasayanam [19] to 
determine a coefficient of friction of about 0.05 between L-BAL35 glass and a tungsten carbide 
mold with a Diamond-Like Carbon (DLC) coating. Chang et al. [13] used the “barrel shape” from 
the cylinder compression test to evaluate the coefficient of friction of a newly developed molding 
glass K-PBK40. They compared barrel shapes obtained from the finite element simulations for 
different values of friction coefficient with the deformed geometry of the test sample to estimate 
the coefficient of friction between glass and mold. Based on this comparison, a coefficient of 
friction of 1 was chosen which represents the condition of essentially no-slip. The literature 
therefore shows behaviors that range from no-slip to no-friction; such breadth of conditions must 
be taken into consideration when modeling the cylinder compression test. 
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 In next couple of chapters, the detailed viscoelastic characterization of Duffrene et al. [5], 
along with the thermo-mechanical properties of L-BAL35 and N-BK7 glass presented in Table 3, 
will be used to perform numerical creep experiments using the cylinder compression test. Factors 
such as friction, viscoelasticity, compressibility, temperature non-uniformity and cylinder 
geometry will be studied in detail in order to assess the feasibility of using the cylinder 
compression test to accurately determine the viscosity, the shear relaxation function and the bulk 
relaxation function. The focus of this chapter is on the accurate determination of the viscosity 
using PPV, taking into account viscoelastic effects, frictional slip and cylinder geometry. 
2.2. Theory 
 The material property inputs required in computational simulations include a complete 
viscoelastic characterization to model strain as a function of stress history, structural relaxation 
parameters to model volume change as a function of thermal history and the temperature 
dependence of the material properties. All of this theory is presented, for example, in the study by 
Ananthasayanam et al. [1]. Since most of the results in the current study are for isothermal 
conditions, only the theory of viscoelasticity will be reviewed herein.  For details on structural 
relaxation and material dependence on temperature, the reader is referred to pages 556 – 560 of 
Ananthasayanam et al. [1].  
 The constitutive equations for the linear viscoelasticity of glass Scherer [20] are given by 
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where, sij and are respectively the deviatoric and dilatational stresses, eij and are the 
corresponding deviatoric and dilatational strains, and G1(t) and G2(t) are the deviatoric and 
dilatational (volumetric) relaxation moduli. Using a generalized Maxwell model, the relaxation 
moduli can be expressed in the n-term prony series form, 
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where G0 is the instantaneous elastic shear modulus, K0 is the instantaneous bulk modulus, K∞ is 
the equilibrium bulk modulus, wi and vj are the weighting factors for the deviatoric and 
volumetric relaxation functions, respectively, andi and j are the corresponding relaxation times 
for the deviatoric and volumetric relaxation functions.  The weights of the two relaxation moduli 
are normalized such that their sums are unity. Furthermore, the shear relaxation function, 1(t), is 
related to the equilibrium viscosity (or simply viscosity) of the glass, , as given by Scherer [20] 
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In this study, the units of viscosity are always in Pa·s, i.e., units of Poise are not used. 
 From an experimental point of view, ideally, independent experiments should be 
designed to determine: 1) the instantaneous elastic constants, G0 and K0, Duffrene [21], 2) the 
viscosity, , Dehoff and Anusavice [22], 3) the deviatoric relaxation moduli, G1(t) Kurkjian [3], 
Duffrene et al. [5] and 4) the dilatational relaxation function, G2(t), Corsaro [23]. Of these tests 
the hydrostatic test to determine the dilatational relaxation function is the most complex, which 
has led most researchers to either make assumptions concerning compressibility of the material or 
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to determine this behavior in a mixed loading test after the deviatoric behavior has been 
quantified, such as in the study by Duffrene et al. [5]. 
2.3. Modeling Details  
2.3.1 Finite Element Model of Axial Compression of Cylinder 
 The simulations in this study were performed using the commercial finite element 
software, ABAQUS. In most cases a 2D axisymmetric analysis was used since the molds and 
glass specimen are cylindrical in shape and both the thermal and mechanical loadings can be 
approximated as axisymmetric. The ABAQUS analysis definition, *COUPLED-
TEMPERATURE DISPLACMENT, was used. The finite element model illustrated in Figure 2.1 
below consisted of a deformable mold and glass cylinder meshed with 4 node axisymmetric 
quadrilateral elements (CAX4T) with full integration formulation. This element type has bilinear 
shape functions for both displacement and temperature degrees of freedom. .The entire upper 
surface of the upper mold (STOP) and the entire lower surface of the lower mold (SBOT) move in 
the vertical direction as defined by the respective reference points (RPTOP and RPBOT) shown in 
the figure. Points along these surfaces are allowed to move freely in the radial direction. Full 
integration was required due to convergence in the region of the edge of contact when analyzing 
cases with a high coefficient of friction. In all cases considered in this study the interface 
behavior between the glass and the upper and lower mold surfaces is the same for entire surface 
of the glass, which includes the top and bottom flat surfaces, as well as the curved cylindrical 
surface. Contact of the cylindrical glass surface with the molds occurs as deformation progresses 
for all but low friction cases. 
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Figure 2.1. Finite element mesh used in the simulations of the cylinder 
compression test, including details of the interaction property definitions and 
coupling constraints. 
 
 
 The two master-slave types of contact interaction pairs were created as indicated in 
Figure 2.1.  The Surface to Surface contact discretization method was used to define contact 
between the mold (Master surface) and the cylindrical sample surface (Slave surface). Finite 
sliding formulation was used between contacting pairs. Contact in the normal direction was 
modeled using a “hard” contact formulation, while the behavior in the tangential contact direction 
was modeled using the Coulomb friction model. The Coulomb friction model simply states that 
Mold 
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the bodies in contact will slip if the magnitude of frictional shear stress () developed at the 
interface reaches a critical value, otherwise, they will stick. Mathematically, this is given by 
       , for sticking                                                   (2.6) 
       , for slipping, 
where '' is the Coulomb friction coefficient and '' is the normal stress. As the cylinder 
compression test is typically a force controlled process and the glass flows more easily at molding 
temperatures when compared to metals, the shear stresses at the interface are not high. Hence, a 
limiting value of the shear stress, which is often used in bulk metal forming simulations, is not 
used in this analysis. In all the creep tests conducted in this study, a constant force was applied to 
the top mold and appropriate boundary conditions were applied to the finite element model as 
shown in Figure 2.1. The default implicit time-integration scheme in Abaqus was used with 
automatic time stepping procedure. Time increments were controlled by setting the tolerance 
value for a controlling parameter – maximum allowable strain rate error tolerance (CETOL) to 
0.005 to ensure the accuracy of creep integration. Vertical displacement of the upper mold, which 
is equal to the creep displacement of the sample, was recorded as a function of time. A detailed 
convergence study, which is presented in Section 2.5.1, was performed to ensure convergence of 
the creep displacement.   
 2.3.2 Material Property Definitions 
 The numerical experiments described in Section 2.5 make use of the material properties 
that are summarized in Tables 2.1 and 2.2. Table 2.1 provides thermal and mechanical properties 
of SLS glass, while Table 2.2 summarizes the shear and bulk stress relaxation parameters used in 
most of the numerical experiments in this study. To our knowledge, the investigation by Duffrene 
 24 
et al. [5] is the only viscoelastic characterization of both the shear and bulk stress relaxation 
parameters for a glass that is available in the open literature. 
 The material property data used to analyze the optical glasses L-BAL35 and N-BK7 is 
given in Table 2.3. While the actual creep experiments involve the four stages of heating, 
soaking, pressing and cooling, since the data is obtained at the constant pressing temperature, the 
cooling stage does not affect the results. Furthermore, it was shown using L-BAL 35 glass that 
the thermal expansion effects on the  
Thermo-mechanical properties of Soda-Lime-Silica Glass 
Property Glass 
Density,  (kg/m3) 2500 
Young’s Modulus, E (GPa)  See Table 2 
Poisson’s Ratio 0.22 
Specific Heat, cp (J/kg/K) 880 
Thermal Conductivity,  (W/m/K) 0.937 
Glass Transition Temperature, Tg (°C) 550 
Table 2.1. Thermal and mechanical properties of Soda-Lime-Silica glass (SLS) 
from Duffrene et al. [5]. The viscoelastic behaviors of the glass are presented in 
Table 2.2. 
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Temperature 
Dependent Elastic 
Modulus 
wi i (s) jv  j (s) E(T) (GPa) 
5.52214e-02 8.0790e-05 1.81630e-02 1.3110e-05 
72, T ≤ 510°C 8.20598e-02 1.4580e-03 1.83030e-02 2.6020e-04 
1.21502e-01 1.8460e-02 2.34580e-02 5.2900e-04 
2.28594e-01 2.0380e-01 1.74563e-01 5.0320e-03 
62, T ≥ 550°C  2.86077e-01 9.1391e-01 3.21949e-01 3.1380e-02 
2.26545e-01 4.0130e+00 2.60561e-01 5.3210e+00 
Table 2.2.  The stress relaxation definitions of the Soda-Lime-Silica glass (based 
on Table I and II from Duffrene et al. [5]) used in the current study.  Refer to 
Equations 2.3 and 2.4 for the functional forms. The values of bulk relaxation 
parameters (vi) were modified to the format acceptable to ABAQUS. 
 
Thermo-mechanical properties of Glass and Mold Material 
Property L-BAL35  N-BK7 Inconel 
Density,  (kg/m3) 2550 2510 8430 
Young’s Modulus, E (GPa) 
100.8, T ≤ 
510°C 
10, T ≥ 560°C 
83 214 
Poisson’s Ratio 0.252 0.206 0.324 
Specific Heat, cp (J/kg/K) 
1100, T ≤ 
470°C 
1730, T ≥ 
570°C 
858 444 
Thermal Conductivity,  (W/m/K) 1.126 1.114 14.9 
Glass Transition Temperature, Tg 
(°C) 
27 557 - 
Table 2.3. Thermo-mechanical properties of L-BAL35 glass (Ananthasayanam et 
al. [1], OHARA [24]), N-BK7 Glass [25] and Inconel (Precision Cast parts Corp. 
[26]). 
 
displacement that occur during the heating and soaking stages are negligible as long as the 
heating and soaking periods are sufficiently long to allow the specimen to reach a constant 
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temperature.  As such, in this chapter, isothermal pressing is used, thus, the structural relaxation 
and Thermo-rheologically Simple (TRS) behaviors of glass are not needed in the material 
property definition in ABAQUS. In next chapter, however, a more complex thermal history is 
required before conducting the creep test, which is demonstrated to have a slight effect on the 
creep curve. In this case the full use of the structural relaxation and TRS behaviors from 
Ananthasayanam et al. [1] are used. 
2.4. Experimental Procedure 
 Two creep experiments were performed using the Parallel Plate Viscometer, Orton PPV-
1000 and the molding glass, N-BK7. A Linear Variable Displacement Transducer (LVDT) 
sensor, attached to the probe rod made of silica glass, measures the axial displacement of the top 
mold with respect to time. A reference thermocouple that records the temperature near the glass 
sample was located inside the chamber close to the lower mold. The load on the sample can be 
adjusted by placing static weights on the either side of counter-weighted pulley system. The top 
and bottom molds were made from Inconel and were ground parallel and polished. Following 
ASTM standard [17], platinum foil was used between the glass specimen and the molds for one 
of the tests, while nickel foil was used in a second test. 
 Calibration and repeatability experiments were performed on the PPV machine that 
aimed at determining the error associated with the temperature measurements of the sample 
during creep testing.  These experiments give an indication of the expected error in the single 
measurement as well as the nature of repeatability from experiment-to-experiment or day-to-day. 
The sample temperature was determined using a polynomial interpolation of the temperature 
values recorded by the reference thermocouple inside the instrument. Also, the repeatability error 
on the sample temperature measurements was determined to be ±1.5⁰C at a temperature around 
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600 ⁰C. Finally, the deformed shapes of all specimens were axisymmetric and symmetric about 
the mid-plane, indicating that the loading was applied correctly and that the temperature was 
uniform. 
2.5. Results 
 All of the results presented in Figures 2.2 and 2.4-2.12 are for the cylinder compression 
test.  In these results “creep displacement” refers to the downward displacement of the center of 
the top surface of the cylinder relative to the center of the bottom surface, which is fixed. An 
axisymmetric two-dimensional model is used for all of these results. Unless stated otherwise, the 
diameter of the cylinder is 10 mm. Furthermore, all computational results in this Chapter are for 
isothermal pressing except for a validation study discussed in Section 2.5.3. SLS glass properties 
from Duffrene et al. [5] and Tables 2.1 and 2.2 are used in Figures 2.3-2.7 and 2.10-2.12 while N-
BK7 properties from the SCHOTT glass catalogue and Table 2.3 are used in Figure 2.8, which 
compares simulations with experimental data.  In Figure 2.8, a single term prony series for shear 
is used with viscosity treated as an input parameter. 
2.5.1 Convergence Study 
 The results in this study rely on the accurate prediction of the creep displacement for a 
cylinder subjected to compression. As a cylinder is compressed between mold surfaces, and 
interface slip with friction occurs as deformation progresses, the cylindrical surface of the 
cylinder bulges outward. Depending on the level of friction, eventually the cylinder will contact 
the mold surfaces, which adds a complication to the analysis and potentially to the experimental 
data. The purpose of this section is to study convergence of the creep displacement both before 
and after such contact takes place. The three quantities to be studied, which are defined in Figure 
2.2, are the creep displacement, dcreep, the buldged radius, Rbulge and the folded length, dfold.  
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Figure 2.2. Schematic of a deformed and undeformed cylindrical specimen for a 
creep test with no-slip boundary conditions to define parameters used in Tables 
2.4 and 2.5. 
This convergence study is based on 2-D axisymmetric simulations for no-slip boundary 
conditions using a glass cylinder with H = 4 mm, D = 10 mm, F = 1000 N and SLS viscoelastic 
glass properties. The results for four different uniform meshes for the creep displacement at 10% 
(dcreep = 0.4 mm) and 50% (dcreep = 2 mm) levels of creep deformation are presented in Table 2.4. 
The baseline mesh, which has 2000 elements, was used to determine the times required to achieve 
10% and 50% levels of deformation. These times were respectively, t = 1475 s and 22,209 s. At 
these same times the quantities in the table were determined for the other three meshes and 
compared to the corresponding results from the baseline mesh. It is seen that within 1% error, the 
baseline mesh provides converged values of the creep displacement and the bulged radius. The 
folded length at 50% deformation, which is on the order of 1.4 mm, is more difficult to converge, 
dcreep 
Rbulge 
Bulged 
shape 
Folded 
surface 
Original free 
surface 
dfold 
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but has converged for the case of 8000 elements. In order to study folding behavior more closely, 
the results in Table 2.5 provide predictions for four different meshes when a node that is 
originally 0.1 mm (dfold/D = 0.01) away from the corner first comes into contact with the mold, 
which occurs at a deformation level of about 17%. These results show that the baseline mesh 
provides a very reasonable estimate of when folding can be expected to start to play a role in the 
deformation of the cylinder. The actual initiation of folding, which can be quantified as when the 
slope of the edge of the glass rotates through 90 degrees and becomes parallel to the molds, was 
determined to occur after about 40 seconds. In addition to convergence with respect to the mesh, 
it was determined that the solution is not sensitive to parameters such as element order, time step 
size or the strain rate error tolerance parameter (CETOL). 
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Table 2.4. Convergence study for creep displacement, bulge radius and folded 
distance (refer to Figure 2.2) for different levels of mesh refinement. The times t 
= 1475 s and 22,209 s in the table correspond to 10% and 50% deformation 
levels achieved for the Baseline mesh (2000 elements). 
 
Parameters 
No. of 
Elements 
Values when a node 0.1mm from corner contacts the mold 
time (s) creep displacement (m) % change 
Baseline 2000 2790 6.81742E-04 0.00 
Fine 8000 2923 7.11322E-04 4.34 
Refined - 1  32,000 2749 6.78417E-04 -0.49 
Refined - 2  128,000 2769 6.82505E-04 0.11 
Table 2.5. Mesh convergence study for time and creep displacement when a node 
originally 0.1 mm away from the corner first comes into contact with the mold. 
 
2.5.2 Response of SLS Glass in the Cylinder Compression Test 
 In order to accurately obtain the viscosity, it is necessary to understand all the 
deformation mechanisms. Therefore, in this section computational simulations are used to 
visualize the effects of the shear and bulk deformation mechanisms on creep-recovery tests of 
pure shear, hydrostatic compressive loading and the cylindrical compression test. The full 
Mesh 
No. of 
Elements 
% change in dcreep 
(m) relative to  
baseline mesh at 
% change in Rbulge (m) 
relative  
to baseline mesh at 
% change in 
dfold (m) relative 
to  
baseline mesh at 
t = 1475 
s 
t = 
22,209 
s 
t = 1475 s t = 22,209 s t = 22,209 s 
Coarse 480 -0.60 0.006 -0.008 0.126 1.6 
Baseline 2000 
0.0 
(4e-04) 
0.0 
(2e-03) 
0.0 
(5.3527e-03) 
0.0 
( 7.2483e-03) 
0.0 
(1.41083e-03) 
Fine 8000 0.31 0.003 0.005 -0.025 7.5 
Refined 32,000 0.45 0.000 0.008 -0.027 7.4 
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viscoelastic characterization of an SLS glass from Duffrene et al. [5] and Tables 2.1 and 2.2 is 
used for the material behavior. In order to understand the effects of individual deformation 
mechanisms, the following four sets of material properties, which include different subsets of the 
full viscoelastic behavior, are used: 
1. Purely elastic shear and bulk:  
01 2)( GtG     02 3)( KtG       (2.7) 
2. Viscous shear (Single term prony series) and elastic bulk: 
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 The cases 2, 3 and 4 are subject to the constraint that the equilibrium viscosity, as defined 
in (2.5), must be kept constant. The first numerical experiment is for pure shear loading where at t 
= 0 s, a shear stress is applied to a material element. The load is removed at t = 5 s. The results in 
Figure 2.3a give the shear strain as a function of time for all four material behaviors listed in 
Equations 2.7-2.10.   
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(b) 
Figure 2.3. Creep-relaxation response to (a) shear loading ( = 25 MPa) and (b) 
hydrostatic compression (∆P = 25 MPa) for an SLS glass for the four different 
material behaviors outlined in Section 2.5.2. 
 
In Figure 2.3b the analogous experiment for hydrostatic compression is given, where now the 
load is removed at t = 100 s, to more clearly show the slower material response to this mode of 
loading. It is observed that in these pure loading cases the bulk behavior change from Equation 
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2.9 to 2.10 does not affect the shear response in Figure 2.3a, and similarly the shear behavior 
differences in Equations 2.7-2.9 do not affect the bulk response in Figure 2.3b. Furthermore, the 
shear deformation resulting from the viscous term is permanent, while all other mechanisms 
produce displacements that are recoverable. 
 For the case of the cylinder compression test, a cylindrical specimen with diameter (D) = 
10 mm and height (H) = 10 mm was subject to a creep-recovery test using a compressive loading 
of 10 N for the first five seconds. The downward vertical displacements of the center of the top 
surface (at r = 0) as a function of time for the four material behavior cases are presented in Figure 
2.4. 
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(b) 
Figure 2.4. Initial elastic and short time viscoelastic responses of an SLS glass 
for four different material behaviors in a numerical experiment of the cylinder 
compression test where P = 10 N, D = 10 mm, H = 10 mm and (a)  = 0, (b)  = 
∞. The displacement component VE that is defined in (a) denotes the additional 
displacement caused by visco-elastic mechanisms, while b is the displacement 
caused purely by the dilatational (bulk) viscoelastic response. 
 
 The conditions of no-friction and no-slip at the glass and mold interface were considered for the 
four material behaviors. As shown in this figure, contrary to the results of Figure 2.3, the 
simulated creep-recovery curves are different for each type of relaxation moduli studied. For case 
1 in both Figure 2.4a and 2.4b the material behaves as an elastic solid and responds 
instantaneously to the applied load, which remains unchanged with time. For case 2 the material 
is a viscous solid that has a time-dependent viscous deformation after an instantaneous elastic 
response. For case 3 a recoverable viscoelastic response due to shear is added, while for case 4, a 
recoverable viscoelastic response is added due to compressibility.  As defined in Figure 2.4, the 
total viscoelastic response is denoted as VE, while the portion due to compressibility alone is b. 
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An important observation for both the creep and recovery stages of the cylinder compression test 
is that for the SLS glass modeled, the effect on the displacement due to compressibility (b) for 
any level of friction is a significant part of the total viscoelastic response. Compressibility affects 
both the magnitude of the displacement and time period over which relaxation occurs. Clearly if 
this glass is assumed to be incompressible, the shear relaxation function will not be determined 
correctly. Within this context, based on the characterization from Duffrene et al. [5], this type of 
SLS glass has a high degree of compressibility relative to other glasses as shown in the Chapter 4. 
As a second observation, considering the short time response, the displacement at t ~ 1/4 seconds 
for case 4 is approximately twice that of the initial elastic response. This makes accurate short 
time viscoelastic material characterization very difficult unless the actual value of the elastic 
moduli as a function of temperature is known from a separate test. 
 In creep-recovery experiments using the cylinder compression test, precise measurement of 
the displacement during the recovery phase is more difficult to achieve than during the creep 
phase. Furthermore, the displacement during the recovery stage is dependent on the viscosity of 
the glass, contrary to the pure shear loading represented in Figure 2.3a. Since the usual 
advantages of applying creep-recovery do not apply to the cylinder compression test, the 
computational and experimental results in the remainder of this study are for creep loading. 
2.5.3 Effect of Heating and Soaking 
 The creep tests of glass that are of interest in the current study are done near the glass 
transition temperature. Since the thermo-mechanical properties of glass are highly temperature 
dependent, it is necessary to perform the tests after the glass has reached a uniform, known 
temperature. In order to understand what is required to achieve a uniform temperature and to 
study the thermo-mechanical effects due to varying temperature, the complete cycle of heating, 
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soaking and then pressing was modeled using different heating scenarios. Due to changing 
temperature this modeling required the use of the structural relaxation and TRS behaviors for L-
BAL35 glass presented by Ananthasayanam et al. [1]. The results of this study supported the 
choice of a two hour heating time followed by a three hour soaking time that were used in the 
experimental work, since this schedule produced a uniform temperature and creep displacements 
indistinguishable from the isothermal results, and hence, were not presented in a figure. In the 
heat transfer analysis, a conservative value of the gap conductance parameter, h = 250 W/m
2
/K, 
was used so as not to underestimate the time required to achieve uniform temperature [1, 6]. In all 
the remaining computational results presented in this Chapter, it was assumed that adequate time 
was used to reach the target temperature. The transient effects are revisited in the chapter 4 due to 
the more complex heating schedule that can be required for the no-slip tests conducted. 
2.5.4 Effect of Friction on Displacement in a Creep Test 
 Friction at the mold/glass interface is usually unknown. The coefficient of friction can 
depend on, for example, surface finish, normal pressure, relative sliding velocity, temperature, 
glass type and mold material. In a creep test of a cylindrical specimen under a compressive load, 
the deformed shape of the sample at the end of the pressing stage can reveal information about 
the presence of friction at the interface. Following, for example, Varshneya et al. [15] and 
Neuville and Richet [18], if the diameter of the cylindrical sample increases without much 
barreling, the friction coefficient is negligible. On the other hand, the presence of high friction 
causes the cylindrical surface to experience significant barreling [13]. Furthermore, this behavior 
is dependent on specimen geometry, which is quantified by the height to diameter ratio, H/D. To 
illustrate the effect of friction, in this section numerical creep experiments were done with H/D = 
1 and 0.2. Each sample was subjected to a constant load of 1000 N for a period of 3600 seconds  
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for a range of friction coefficients varying from no friction (= 0) to no slip (= ∞). As an 
example of barreling, the deformed cylinder shape for case of no slip is illustrated in Figure 2.5 
using the sample with H/D = 0.2. This result is particularly interesting since, contrary to the no-
friction case which has uniform stress, the normal stress in the loading direction is a strong 
function of the radial coordinate and that tensile stresses occur in the barreled portion of the 
deformed material. Furthermore, in the no-slip case material in the barreled section flows toward 
the nearest mold surface. This point is revisited in Section 2.5.7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.5. Deformed shape and axial stress distribution (S22 = y in Pa) for a 
cylindrical SLS glass sample (H/D = 0.2) during the cylinder compression creep 
test for conditions of no-slip after 1 hour has elapsed. 
 
 Another qualitative measure of friction at the interface is the magnitude of the creep 
displacement reached during the creep test. For the same amount of loading and duration of 
testing, the total displacement of a glass specimen with high interface friction is always less than 
that for a specimen with less friction if the initial specimen geometry is the same. As shown in 
Figure 2.6a, the displacement curves ranging from =0 to = ∞ are relatively close to each other 
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for H/D = 1, while for H/D = 0.2, the curves presented in Figure 2.6b are farther apart, indicating 
higher sensitivity to changes in friction for a thinner specimen. The result in Figure 2.6 quantifies 
how the effect of the no-slip boundary condition diminishes as the specimen becomes taller, but is 
significant for a thin specimen. As seen from the results in Figure 2.6a, for H/D = 1, at the end of 
the test the displacement for the case of = ∞ is about 90% of the displacement for = 0, while 
for the thinner specimen this percentage drops to 31%.  These results show clearly that friction 
must be taken into account to predict the viscosity, especially for thin specimens. As a point of 
interest, the deformation result in Figure 2.5 is from the end of the 3600 s test for the no-slip case 
in Figure 2.6b. 
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Figure 2.6. Effect of interface friction on the creep curve for (a) H/D = 1 and (b) 
H/D = 0.2 using SLS glass. 
2.5.5 Long Time Behavior of the Creep Curve for the Cylinder Compression Test 
 In this section the viscoelastic properties of SLS glass from Duffrene et al. [5] are used to 
determine the long time behavior of the viscoelastic displacement quantities, VE and b as 
defined in Figure 2.4. The results of this long time study are important in this study and as such 
must be done with high precision. In order to perform these calculations and avoid round-off error 
associated with the large time shear response, the shear function weights reported by Duffrene et 
al. [5] had to be adjusted slightly to be three orders of magnitude closer to unity, i.e., to be off by 
10
-9
 instead of 10
-6
. This was achieved by multiplying each prony weight by the same constant. 
While this leads to converged results at large time, the modification to the material behavior is 
nearly imperceptible. Two sample geometries having H/D ratios of 1.0 and 0.1 are used, where D 
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= 10 mm. The sample with H/D = 1 is a relatively tall sample which is at the upper limit of the 
ASTM recommendation for cylinder height. The other sample having H/D = 0.1 is much thinner 
than what is typically used in the literature. For this study the two extreme cases of friction 
boundary conditions are used, namely frictionless (µ = 0) and no slip (µ = ∞). In the simulations, 
the constant force of 10 N was applied for 100,000 seconds (~28 hours).  
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Figure 2.7. Viscoelastic displacements, VE and b, as a function of time for (a) 
H/D = 0.1 and (b) H/D =1 for no slip ( = ∞) and no friction ( = 0) using SLS 
glass. 
The results of these creep tests are presented in Figure 2.7, with the H/D = 0.1 case presented in 
Figure 2.7a and the H/D = 1 case in Figure 2.7(b). The inset figures highlight the transient 
behavior of the viscoelastic displacement quantities, VE and b, during the initial period. The 
results from this study showed that these quantities decrease very slowly in time, which is due to 
an increasing area over which a constant load is applied, i.e., the true stress decreases. With 
decreasing stress, the viscoelastic components of the displacement decrease. If this rate of 
decrease is ignored, both the cases studied in Figure 2.7 suggest that after a sufficiently long time, 
except for a constant shift, the creep response of a material having both shear and bulk relaxation 
mechanisms is the same as for a material with a single prony series term in shear and an elastic 
bulk modulus, i.e., the material behavior in Equation 2.8. Thus, this analysis quantifies for a real 
material with realistic time dependent behaviors that two materials having different relaxation 
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mechanisms but the same equilibrium viscosity values have similar long time behavior in terms 
of the rate of the creep displacement. This also suggests that by comparing the experimental creep 
curve with the numerical curve assuming Equation 2.8 material behavior, the viscosity of the 
glass at high temperature can be estimated. In order to distinguish this from a full viscoelastic 
treatment, this is referred to as a single term prony series approach. Possible error introduced by 
ignoring the very small non-zero rate of decrease of VE in Figure 2.7 is shown to be insignificant 
in the next chapter.  
2.5.6 Simultaneous Determination of Viscosity and Friction Coefficient 
 In this section the feasibility of using creep curves to determine both viscosity and 
friction coefficient is considered. The first step in comparing the data to the results of a single 
term prony series is to subtract the initial elastic response from the creep curve. As shown in 
Figures 2.3 and 2.4, it is very difficult to determine the initial elastic constants from cylinder 
creep data and this was not attempted. After subtracting the estimated initial elastic response, 
using the finite element model described in Section 2.3, the following iterative procedure is used: 
1. Perform numerical simulation on the given geometry with an initial guess of 
viscosity, 0, which corresponds to a single relaxation time 1 
2. Calculate the difference between displacements of the experimental and 
numerical creep curves 
  VE)
i
= d exp - (d num)
i  (0 t ttest)  (2.11) 
3. If VE)
i
 approaches a constant for long time, the viscosity of the glass is 0 
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4. Otherwise increase or decrease the viscosity, i (single relaxation time 1) until 
the (VE)
i
 value asymptotically approaches a constant (to within experimental 
error) with respect to time. 
Using this approach the simulation and experimental creep results are presented in Figure 2.8 for 
N-BK7 glass cylinders with H/D = 0.22 (D = 9 mm), which, as shown in Figure 2.6(b), will be 
sensitive to the friction coefficient. The experimental data in this figure includes a specimen with 
a nickel foil pressed at 631 ± 1.5
⁰
C, which corresponds to a range of the log of viscosity of 9.27 - 
9.38 (Pa∙s), and a specimen with a platinum foil pressed at 651.5 ± 1.5⁰C, which corresponds to 
log() = 8.554 – 8.653 (Pa∙s).  
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Figure 2.8. Experimental (dots) and computational (solid lines) creep curves for 
N-BK7 glass samples (H/D =0.22) pressed with Pt and Ni foil at 651.5°C and 
631°C, respectively. The eight cases (#1 - #8) of viscosity and friction 
combinations, presented as “log()/,” are for Pt foil: 1) 8.74/0, 2) 8.653/0.11, 3) 
8.554/0.22, 4) 8.174/∞; and for Ni foil: 5) 9.33/0, 6) 9.259/0.1, 7) 9.176/0.2, 8) 
8.777/∞. 
From the point of view of the simulations, the results in this figure show that for data in the given 
time ranges, multiple combinations of viscosity and friction coefficient lead to approximately the 
same creep displacement. In Figure 2.8, four combinations are presented for each foil type: cases 
#1 - #4 for platinum foil and #5 - #8 for nickel foil. This is especially true for the Ni foil case, 
where the creep curves for no friction and no slip are almost identical within the range of the data. 
This behavior shows how changes in friction can be incorrectly attributed to changes in viscosity, 
and vice versa. Since the creep curves for the different pairs of viscosity and friction coefficient 
diverge beyond the range of the data, if the data were available to higher levels of deformation the 
range of the coefficient of friction could be more precisely determined. This also suggests that if 
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sufficient data is available, both the viscosity and the friction coefficient can be determined.  
However, if the data is limited and both viscosity and friction coefficient are unknown, this 
combined approach for the determination of both parameters is not possible. While this is a 
disadvantage for the determination of viscosity, it is an advantage for the identification of the 
displacement, VE from experimental data. This data can be used for characterization, however, 
only if the true viscosity is known. In the case presented in Figure 2.8, the viscosity of N-BK7 
glass is known to within the experimental error associated with the temperature. Given that the 
temperature of the 631
⁰
C nickel foil case corresponds to log() = 9.27 - 9.38 (Pa∙s), the 
coefficient of friction appears to be between 0 and 0.08, while for the 651.5 
⁰
C platinum foil 
specimen with log() = 8.554 – 8.653 (Pa∙s), the coefficient of friction appears to be between 
0.11 and 0.22. These values of friction are consistent with the observed level of barreling of the 
cylinders. The experimental data in Figure 2.8 will be revisited in the next section. 
 2.5.7 Relation of Computational Results to PPV 
 The ASTM standard [17] for the conversion of creep data to viscosity makes use of the 
analytical expression [7, 8] for the case of no slip, 
 
15
3
2
30 2
Fh dh
dtV h V




 
  
  
,      (2.12) 
where F is the force applied to the cylinder, h is the change in height and V is the initial volume. 
A kinematic assumption in the development of Equation 2.12 is that horizontal planes remain 
plane, which is clearly violated in the barreled section shown in Figure 2.5. Therefore Equation 
2.12 is approximate and the degree of approximation can be quantified by numerical experiments. 
The companion expression for the no-friction case, which is more accurate than Equation 2.12 
since the no-friction condition is easier to model, is given by 
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12
30
Fh dh
V dt


 
  
 
      (2.13) 
The analytical expressions for viscosity given by Equations 2.12 and 2.13 are understood to be 
approximations of the viscosity that is more precisely predicted by the current computational 
procedure. Given the creep data from Figure 2.8, it is a simple matter to predict the viscosity as a 
function of time for the nickel and platinum foil cases using the Equations 2.12 and 2.13. With 
the help of a smoothing technique making use of local polynomial regression, these predictions as 
a function of percent reduction in height are presented in Figure 2.9. For the nickel case it took 
about 500 seconds to reach 4% deformation, while for the hotter platinum foil case, it took about 
250 seconds to reach 3% deformation.  
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Figure 2.9. Viscosity estimate based on no-slip and no-friction formulae of creep 
experimental data from Figure 2.7. Pt foil results (top) and Ni foil (bottom). 
These levels of deformation coincide approximately with the end of the transient phase. The 
results in this figure show two important behaviors. First, due to the viscoelastic effects of N-BK7 
at these temperatures, it is necessary to run the experiment for a significant amount of time to 
reach a constant value of viscosity. Second, the no-friction formula is a better approximation for 
the known answer, which is consistent with the relatively low predictions for friction coefficients 
obtained in the previous section. The nickel case had a lower coefficient of friction (0 – 0.08) and 
the viscosity is very close to the no-friction prediction, while the platinum foil case, which has a 
higher coefficient of friction (0.11 – 0.22), is slightly overestimated by the no-friction case. If the 
molding glass (N-BK7) in Figure 2.9 is replaced by SLS glass in a numerical simulation, the 
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maximum waiting time until the viscosity curve reaches a steady state value is in the range of 50-
100 seconds. This suggests that the molding glass N-BK7 has more significant viscoelastic 
mechanisms within the molding temperature range than SLS glass, making time dependence even 
more important to account for in PPV when predicting viscosity. 
 In general when viscosity is predicted by PPV, the coefficient of friction is unknown. 
This friction coefficient is a function of the glass type, the foil type, the molds and also the 
temperature. While the no-slip and the no-friction extremes are ideal, neither is easy to achieve. 
This provided a motivation to perform a computational experiment using known coefficients of 
friction to assess the error involved in using the Equations 2.12 and 2.13 and also to quantify the 
effect of viscoelasticity. This was done using SLS glass for H/D = 0.5 as follows: 1) the 
equilibrium viscosity was artificially adjusted by changing the relaxation times to have a log of 
viscosity of 8.00 (Pa∙s), which is a typical value for precision lens molding, 2) creep curves were 
generated for a given coefficient of friction value, and 3) the creep displacement was used in the 
Equations 2.12 and 2.13 to calculate a viscosity value. The results of this computational 
experiment are presented in Figure 10. This figure shows that the no-friction Equation 2.13 is 
exact for significant deformation when there is no friction ( = 0) and that the Equation 2.12 is 
approximate when there is no slip, although reasonably accurate when the deformation is less 
than about 10%. The approximate nature of the no-slip result is traced to the displacement 
behavior in the barreled region shown in Figure 2.5.  
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Figure 2.10. The effect of friction and slip on the viscosity predictions made 
using the no-friction and no-slip analytical formulas for a sample having H/D = 
0.5. The creep data was generated computationally with SLS glass and the 
indicated coefficient of friction. 
 
In the development of the analytical Equation 2.12 for no slip, it is assumed that horizontal planes 
remain plane, which is clearly violated in the barreled region of the specimen for large levels of 
deformation. 
  In addition to the two extreme friction cases discussed above, which correspond to the 
correct friction levels for the respective formulas, the errors introduced in each case when slip 
with friction is assumed to occur are shown for a full range of friction coefficients. The general 
observation is that if slip occurs when using the no-slip formula, the viscosity will be 
underestimated. Similarly, if friction exists when using the no-friction formula, viscosity will be 
overestimated. Furthermore, the result is more accurate at low levels of deformation, providing 
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enough time has elapsed for viscoelastic effects to dissipate. This transient effect is demonstrated 
in Figure 2.11, which shows the small time portion of Figure 2.10. The equal spacing of the 
friction curves in Figure 2.10 indicates an interesting relationship that exists between the viscosity 
and friction coefficient while using Equation 2.12-2.13, which will be explored in the Chapter 3.    
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Figure 2.11. Same as Figure 10 for very small deformation plotted with respect to 
time. The transient effect of active viscoelastic mechanisms at short time scales is 
visible. 
In this case, for the material behavior given by SLS glass by Duffrene et al. [5], it is necessary to 
wait for about ten seconds. Recall from the results of Figure 2.9 that this waiting period for N-
BK7 glass was about 1000 seconds at 631 degrees C, and 250 seconds 20 degrees higher. Since 
glass types have different and often unknown viscoelastic behaviors, the waiting period has to be 
determined with each experiment. 
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 The results in Figures 2.10 and 2.11 were for the cylinder geometry of H/D = 0.5. The 
effect of cylinder geometry is summarized in Figure 2.12 for the two formulas. In this figure a 
single maximum value of viscosity is taken from each creep curve for different levels of friction 
and different cylinder geometry ranging from 0.2 to 1.0.  
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Figure 2.12. Maximum value of Log viscosity predicted using the no-slip and no-
friction formulas as a function of the height to diameter ratio of the glass 
cylinder. The creep data was computationally generated using the indicated 
coefficient of friction and SLS glass properties in Table 2.2 with relaxation times 
adjusted to have Log(8.0).  
 
The results in this figure can be used to approximate the viscosity if the friction coefficient can be 
determined using, for example, the barrel profile [13]. This figure quantifies how taller specimens 
are more reliable from the point of view of potential slip when following the ASTM standard 
[17]. Furthermore, for this viscosity the two formulae give about the same error for a coefficient 
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of friction near 0.3, indicating that the no-friction formula is better for  < 0.3, the no-slip 
estimate is better for  > 0.3 and an average can be used close to  = 0.3. 
2.6. Discussion 
 In this chapter computational mechanics was used to understand how friction, cylinder 
geometry and viscoelastic behavior affect the determination of the viscosity of glass at high 
temperature using a PPV or the cylinder compression test. This is especially important within the 
transition temperature range where glass can slip, viscoelastic effects occur and processes such as 
precision lens molding are performed. The study relies on two key factors: 1) the use of a 
complete (realistic) viscoelastic characterization of one glass type and 2) very precise, carefully 
controlled experiments to provide creep data.  The importance of the former is that since material 
properties are being sought, it is necessary to understand the consequence of all the assumptions 
concerning material behavior.  For example, it is often assumed that glass is incompressible, 
which may or may not be an appropriate assumption for the intended application.  The 
importance of the latter is that it creates the necessary synergy that guides both the computational 
and experimental investigations. For example, the experimental results for the moldable glass, N-
BK7 revealed much more significant time-dependent effects than for the SLS glass. 
 The most important results, which are presented in Figures 2.9-2.12, extend standard PPV 
measurements to log of viscosity values above 8, using units of Pa·s. As explained below, this is 
accomplished by applying the most appropriate formula, either no slip or no friction, to 
displacement data within the most appropriate time interval, after viscoelastic transients have 
dissipated, but before the level of deformation is significant. Following the ASTM standard [17], 
which is recommended for 4 ≤ log() ≤ 8, a viscous flow formula for no slip should be used, 
which may or may not be an appropriate choice at the upper limit of the range. If the glass type 
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being studied experiences slip relative to the mold surface, the no-slip formula will underestimate 
the viscosity. In addition, the approximate nature of the no-slip formula causes an 
underestimation of viscosity that increases as the level of deformation increases. In higher 
viscosity cases when slip occurs with relatively low levels of friction, the no-friction formula 
gives excellent results that continue to be accurate as deformation progresses. For both the no-slip 
and no-friction cases, if the displacement data is used before the viscoelastic mechanisms have 
been allowed to dissipate, viscosity will be underestimated even when the interface boundary 
conditions are satisfied. Therefore, in all cases the data should be used after this transient phase, 
which for N-BK7 can take several minutes. An example of possibly underestimating viscosity 
using PPV for L-BAL35 glass above approximately log(Pas) = 7.7 is presented as 
manufacturer data in Figure 4.7 of Chapter 4 of this study. This value appears to be the upper 
limit of viscosity for the routine application of the PPV measurement approach for this glass type. 
 The most common foil used with PPV is platinum, which according to the literature can 
have different coefficients of friction. Varshneya et al. [15] report a very high coefficient of 
friction which approximates no slip, whereas Neuville and Richet [18] report a very low 
coefficient of friction based on limited barreling of the specimen; see Chang et al. [13] for an 
approach to quantify the barreled profile with the friction coefficient. The results obtained in the 
current study favor a lower coefficient of friction for platinum foil. These results do not contradict 
each other since the current results and those of Neuville and Richet [18] are for log of viscosity 
above 8 where glass can behave more like a solid than a fluid, whereas Varshneya et al. [15] 
perform their tests at lower viscosity where the no-slip fluid mechanics condition is applicable. 
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2.7. Conclusions 
 Concerning creep data of the cylinder compression test within the transition temperature 
range, the following conclusions can be made: 
 Material compressibility can add significantly to the viscoelastic material response, 
especially when there is a large friction coefficient (Figure 2.4). 
 Interface slip can contribute significantly to the displacement in the cylinder 
compression test and can be comparable to the effect of a large change in viscosity 
(Figures 2.6 and 2.8). 
 If either friction or viscosity is known, the so-called single term prony series 
approach can be used to determine the other.  Results suggest that if there is 
sufficient data, both the friction coefficient and the viscosity can be determined 
(Figure 2.8). 
 Standard PPV approaches can be extended to estimate viscosity for the log of 
viscosity in the range of about 8 and higher by taking into account: 1) viscoelastic 
material behavior by using a viscosity estimate after transient behavior has died out 
(Figures 2.9 and 2.11), 2) the coefficient of friction if slip occurs (Figures 2.10-2.12), 
3) the geometric ratio, H/D (Figure 2.12) and 4) the total deformation of the 
specimen since the error of the estimate increases as deformation increases (Figure 
2.10).  
 The no-slip formula underestimates the viscosity when slip occurs; while the no-
friction formula overestimates viscosity when friction is present (Figures 2.10 and 
2.12). The no-slip formula further underestimates viscosity when the data is taken 
during the transient, viscoelastic period of deformation. The no-friction formula 
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initially underestimates viscosity during this period and then overestimates it (Figure 
2.11). 
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PARALLEL PLATE VISCOMETRY FOR GLASS AT HIGH VISCOSITY 
 
3.1 Introduction 
 The computational results described at the end of the Chapter 2 for the Parallel Plate 
Viscometer (PPV) motivated this detailed study that aims to explore the role of viscoelastic 
behavior, friction and geometry of sample on viscosity determination. Parallel Plate Viscometry 
(PPV) is the standard approach for obtaining the viscosity of glass in the range 10
4
 Pa∙s ≤  ≤ 108 
Pa·s. The theory was established by Dienes and Klemm [1] and Gent [2] and described as an 
ASTM standard [3]. A schematic of a parallel plate viscometer [1, 3] is presented in Figure 3.1. 
For higher viscosity Beam Bending Viscometry (BBV) is recommended, which is valid for 10
8
 ≤ 
 ≤ 1013 Pa·s following the ASTM standard [4].  
 
Figure 3.1. Schematic of a parallel plate viscometer. 
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 Glass forming processes such as precision glass molding (PGM) and extrusion of 
preforms for photonic-crystal fibers typically occur near and slightly above  = 108 Pa·s, which is 
a difficult range for an accurate characterization, being near the limits of applicability of PPV and 
BBV. The computational PGM study of Ananthasayanam et al. [5] is an example of the need for 
accurate viscosity as a function of temperature for 10
8
 Pa∙s ≤  ≤ 1010 Pa·s, which includes the 
pressing and slow cooling stages. Motivated by this problem, Joshi et al. [6, 7] applied 
computational mechanics to the cylinder compression test to extend the ASTM standard [3] to 
high viscosity by accounting for viscoelastic effects and slip with friction. Unfortunately, the 
general use of their procedure is limited due to the computational detail required. To make this 
work more accessible to those who practice PPV and to promote the gathering of data in this 
important viscosity range, an approximate expression is developed. 
 In this chapter, a simple formula is provided to estimate viscosity of glass using parallel 
plate viscometry (PPV) well above 10
8
 Pa·s, which is the upper limit of the recommended range. 
The following work is mainly based on the computational studies that account for viscoelastic 
material behavior and frictional slip, which justify the use of linear interpolation to estimate 
viscosity between well-known upper and lower bounds. The formula takes into account variations 
in friction coefficient and cylinder height to diameter ratio for a viscosity range of 10
7
 – 1011 Pa·s. 
A simple procedure to determine the coefficient of friction using PPV is provided in following 
sections. 
3.2 Approximate Viscosity Formula  
While Joshi et al. [6] extended PPV above the recommended range of viscosity of 10
4
 – 108 Pa·s, 
their procedure has the following disadvantages: 1) the coefficient of friction between the glass 
and mold surface must be known and 2) the computational model, including material property 
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inputs, is required. This latter difficulty can be addressed by using established PPV viscosity 
formulae to approximate the viscosity when slip with friction occurs. Considering PPV creep 
displacement data for a solid glass cylinder of height, H, and diameter, D, the no-slip and no 
friction expressions from Dienes and Klemm [1] and Gent [2] are respectively, 
 
15
3
2
30 2
no slip
Fh dh
dtV h V





 
  
  
,    (3.1) 
12
30
no friction
Fh dh
V dt


 
  
 
,      (3.2) 
where F is the force applied to the cylinder, h is the change in height and V is the initial volume. 
In order to account for viscoelastic glass behavior, it was proposed in Chapter 2 of taking the 
estimates from Equations 3.1 and 3.2 when the no-slip profile reaches its maximum value, which 
allows the small time transient effects to dissipate and avoids large deformation effects at long 
times. Furthermore, it was observed in Chapter 2 that the no-slip formula has a slight error which 
leads to the correction, 
   
15
3
2 8
*30 2
Corrected no slip
Fh dh
dt LogV h V





 
  
  
,   (3.3) 
where Log( * ) = Log(*/(Pa·s)) is the value predicted by Eqn. (1) when the exact answer 
should be 8. The over-bar on  indicates normalization with respect to Pa·s. This error is caused 
by the kinematic assumption that material flows parallel to the mold surfaces. Using Equations 
3.2 and 3.3 and taking advantage of behavior identified in Figures 2.10- 2.12 of Chapter 2, an 
approximation for 0.25 < H/D < 1.0 and viscosity ranging from 10
7
 – 1011 Pa·s was determined to 
be 
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where Corrected no-slip from Equation 3.3 for * and values of * and Log( * ) for a range 
of H/D are given in Table 3.1. After substituting Equations 3.2 and 3.3, Equation 3.4 is an 
approximation for viscosity taking into account frictional slip. The values in Table 3.1 were 
obtained using the computational procedure presented by Joshi et al. [6 and 7], which was 
validated using experimental data. The focus of the current study is on the computational 
validation of Equation 3.4.  
 
 
 
 
 
 
 
 
Table 3.1. Log of normalized viscosity predicted by the no-slip formula when  
= 10
8
 Pa·s and the special value *. 
 
The table shows the slight effect of material behavior on the correction factor, Log( * ), 
by comparing a purely viscous result to a fully viscoelastic result for L-BAL35 glass [7]. The 
tabulated value of the special parameter *, which is defined below, is for a viscous material 
since Equations 3.1 and 3.2 were derived for this behavior. 
H/D 
log( * ): 
viscous  
log( * ): 
viscoelastic  
 
*: 
viscous  
0.25 7.9957 7.9910 0.353 
0.3 7.9994 7.9940 0.339 
0.4 8.0081 8.0013 0.316 
0.5 8.0155 8.0083 0.299 
0.6 8.0206 8.0136 0.287 
0.7 8.0245 8.0181 0.279 
0.8 8.0269 8.0211 0.273 
0.9 8.0285 8.0232 0.268 
1 8.0294 8.0247 0.262 
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Justification of Equation 3.4 is presented in Figure 3.2 and is based on linear interpolation and the 
following behaviors: 1) the no friction formula provides a very accurate result for  = 0 and the 
corrected no-slip case provides an accurate result for high friction, 2) at the special value of 
friction,  = *, the true viscosity is the average of the no friction (upper bound) and corrected 
no-slip (lower bound) predictions, and 3) the errors of the Log of the viscosity predictions as a 
function of the coefficient of friction are very close to linear and have the same slope for the 
range 0 ≤  ≤ 2*. Furthermore, the results for H/D = 1 in Figure 3.2 show the importance of the 
correction in Equation 3.3. 
 
Figure 3.2. Viscosity predictions using Eqns. (1-3) applied to computational 
viscoelastic creep data. Equation (4) is based on the linear approximations 
presented as dashed lines for H/D = 1 and solid lines for H/D = 0.5. The vertical 
lines identify * for each cases. 
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 As a final comment in this section, for the proposed method to be useful, its application 
must be independent of material behavior. In Figure 3.2 the purely viscous parameters were used 
in Equation 3.4, while the computational data was obtained using a fully viscoelastic model of L-
BAL35. This material difference introduces only the slight error seen in the limit as the friction 
coefficient increases and the Log of the equilibrium viscosity is not exactly 8. This error is 
believed to be negligible and based on additional investigations it was concluded that Equation 
3.4 can be applied to a viscoelastic glass using the purely viscous parameters. Furthermore, the 
correction factor Log( )/Log( * ) is nearly independent of the equilibrium viscosity. For 
example, for a purely viscous material when Log( ) = 8 and H/D = 1, this factor is 0.9963 and 
for Log( ) = 10 it is 0.9973. 
3.3 Results  
 Computational simulations of the cylinder compression test using L-BAL35 glass were 
conducted to demonstrate application of Equations 3.2-3.4. . The temperature dependent 
viscoelastic material behavior of L-BAL35 required by the computational procedure is presented 
in the study by Joshi et al. [7]. Three combinations of equilibrium viscosity and friction 
coefficient were used: 1)  = 108 Pa·s with  = 0.55, 2)  = 109 Pa·s with  =  = 0.353 and 3)  
= 10
10
 Pa·s with  = 0.15. In each case molds were assumed rigid, H = 2.5 mm, D = 10 mm, F = 
4.905 N (500 gr.) and deformation was to a level of 10%. The viscosity results as a function of 
deformation are presented in Figure 3.3, which shows the importance of allowing viscoelastic 
effects to dissipate before determining the viscosity. Equations 3.2-3.4 were applied to each creep 
curve with Equation 3.3 giving the lower bound, Equation 3.2 giving the upper bound and 
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Equation 3.4 approximating the actual viscosity. The times and axial deformation levels when the 
no-slip viscosity estimates reach their maximum values for the three cases are: 1)  = 108 Pa·s: 96 
s and 1.1%; 2)  = 109 Pa·s: 1026 s and 1.6%; 3)  = 1010 Pa·s: 12130 s and 2.2%.  
 
Figure 3.3. Viscosity predictions using computational, viscoelastic creep data for 
the three combinations of & Log ( ) = 0.55 & 8, 0.353 & 9 and 0.15 & 10 
using Eqn. (3.2) (dashed line), Eqn. (3.3) (light solid line) and Eqn. (3.4) (dark 
solid line). The exact viscosity values are indicated with dotted lines. 
 
Evidence that Eqn. 3.4 and the results in Table 3.1 are accurate for different coefficients of 
friction and different viscosity is provided in Table 3.2 for H/D = 0.5. Two studies were 
conducted: 1) for a fixed viscosity value of 10
8
 Pa·s, the coefficient of friction was varied from 
0.1 to 0.5 in increments of 0.1 and 2) for a fixed coefficient of friction of  = * = 0.299, 
viscosity was varied using Log( ) = 7, 8, 9, 10 and 11.  
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
First study: H/D = 0.5, eq = 10
8
 Pa·s, * = 0.299 
No-friction Eqn. (3.2) No-slip Eqn. (3.3) Equation (3.4) 
0.1 8.0312 7.8304 7.99762 
0.2 8.065 7.8644 7.99791 
0.3 8.1009 7.9007 8.00047 
0.4 8.1373 7.9377 8.00379 
0.5 8.1711 7.9719 8.00454 
Log( eq ) Second study: H/D = 0.5, = * = 0.299 
7 7.1008 6.9024 7.00160 
8 8.1004 7.9004 8.00040 
9 9.1004 8.8985 8.99945 
10 10.1004 9.8965 9.99845 
11 11.1003 10.8946 10.99745 
Table 3.2. Prediction of Log( ) using Eqns. (3.2-3.4) and viscoelastic creep 
data. 
The Table 3.2 computational data was obtained using the viscoelastic representation of L-BAL35, 
while purely viscous parameters from Table 3.1 were used in Equation 3.4. This accounts for the 
slight inaccuracy of Log( ) = 8.00040 from Equation 3.4 instead of 8.0 for the Log( ) = 8 case 
in the second study. The later study shows how the special * value obtained at 108· Pa·s is 
relatively insensitive to change in viscosity. 
 For completeness, the simplest procedure [8] for identifying the coefficient of friction 
using PPV is presented in Figure 3.4 for H/D = 0.5. The bulged shapes of a PPV specimen 
pressed to a deformation level of 50% are presented for a range of friction coefficients. Only the 
portion of the cylinder not in contact with the molds is included, so the results reveal the special 
point that defines the edge of contact. The actual scale is on the left, while a radially expanded 
scale of four is used on the right. These shapes are nearly independent of material behavior and 
load and can therefore be used to approximate the coefficient of friction for any glass. 
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Figure 3.4. Bulged shapes for an L-BAL35 glass cylinder with H/D = 0.5 after 
50% of axial compression 
 
 Another special point along the mold surface is the location of the original radius that can 
slide radially as the cylinder deforms. This location, referred to as Rc, moves radially outward for 
all but the no-slip case. In Figure 3.5 this location is presented as a function of coefficient of 
friction for H/D = 0.5 and 1.5 for levels of deformation of 50% and 60%, respectively.  
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Figure 3.5. Normalized position of the original radius (Rc) after sliding along the 
mold surface as a function of friction coefficient. A change in the scale occurs at 
 = 0.1. 
This measure is sensitive to the coefficient of friction and can potentially be used to quantify the 
level of friction, especially for coefficients of friction above 0.1. Ananthasayanam et al. [9] 
present a more accurate approach to characterize friction using the ring compression test. 
3.4 Discussion 
 The standard use of PPV applies the no-slip formula, Equation 3.1, to estimate viscosity 
in the range of 10
4
 Pa∙s ≤  ≤ 108 Pa·s. A slight correction to this formula was introduced in 
Equation 3.3 using the computational procedure described in Chapter 2. At viscosity above about 
10
8
 Pa·s, viscoelastic material behavior and possible slip with friction can either complicate or 
invalidate the standard procedure. As shown in Figure 3.3, the approximate viscosity expressions 
must be applied after viscoelastic effects have dissipated. The correction for slip with friction is 
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more involved. In the limiting case of very little or no friction, which can be identified by 
minimal bulging, Equation 3.2 applies. However, at higher viscosity slip with friction is possible 
and Equation 3.4 can be applied as long as the friction coefficient is known. If no-slip is 
incorrectly assumed in this case, as the friction coefficient decreases, the viscosity appears to 
decrease. Similarly, if no friction is incorrectly assumed, as friction increases the viscosity 
appears to increase. The approximate expression takes advantage of established upper and lower 
bounds and the special behaviors identified herein to provide an accurate correction with very 
little effort. While this expression and the key parameters provided in Table 1 were obtained for 
specific loading and material behavior, these results are valid for a much wider range of 
parameters. For example, at higher viscosity a mass of 500 grams will take a considerable time to 
achieve a reasonable level of deformation. A much larger mass can be used without adjusting the 
parameters in Table 3.1. For example, increasing the load to 1000 N changes the Log( * ) value 
in Table 1 for H/D = 1 from 8.0294 to 8.0293. The correction parameters show a slight sensitivity 
to viscoelastic material behavior for an equilibrium viscosity of 10
8
 Pa·s, but this sensitivity was 
shown to be very small in generating the results for Figure 3.2 and Table 3.2. Furthermore, the 
correction parameters do not change significantly as the viscosity is changed. The alternative to 
the use of the simple expression Eqn. (3.4) is to perform the full computational simulation as 
detailed by Joshi et al. (2013a). Regardless of which approach is used, the primary error is in the 
experimental determination of the coefficient of friction. In this note a simple procedure is 
presented. For a more accurate determination the procedure of Ananthasayanam et al. [9] that 
makes use of the ring compression test can be followed. 
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3.5 Conclusions 
 The conclusions are: 
 PPV can easily be extended to viscosity above 108 Pa·s as long as the friction 
coefficient is known for the glass/mold combination at the temperature of interest. 
 An approximate viscosity expression provides a reasonable estimate of the viscosity 
for the full range of friction behavior (0 ≤  ≤ 2*), cylinder geometry (0.25 ≤ H/D ≤ 
1.0) and viscosity (10
7
 Pa∙s ≤  ≤ 1011 Pa·s). 
 The primary error in the approach is due to the evaluation of the friction coefficient. 
 The approximate viscosity expression can be used to estimate the interface friction 
coefficient if the viscosity at the test temperature is known. 
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THERMO-MECHANICAL CHARACTERIZATION OF GLASS AT HIGH 
TEMPERATURE USING THE CYLINDER COMPRESSION TEST – NO-SLIP 
EXPERIMENTS, VISCOELASTIC CONSTANTS AND SENSITIVITY 
 
4.1. Introduction 
 As detailed in the Introduction section of Chapter 2 of this thesis, the lack of accurate 
viscoelastic characterizations of moldable glasses limits the application of computational 
mechanics to study processes such as precision lens molding with a high degree of confidence. 
While various successes have been reported, such as predictions of final size and shape by 
Ananthasayanam, et al. [1, 2], and the lack of data for different glass types suitable for lens 
molding is perhaps the greatest obstacle to allowing computational mechanics to support 
manufacturing. 
The primary obstacles to accurate characterizations are accurate measurements are 
required at high and uniform temperatures. Furthermore, the measurements must be made at 
multiple temperatures to quantify the temperature dependence of the material behavior. Duffrene, 
et al., [3] provided a complete viscoelastic characterization at one temperature of an Soda-Lime-
Silica (SLS) glass, which is not suitable for molding. What is needed is the ability to characterize 
moldable glasses at multiple temperatures. 
Several researchers [4-8] have applied the cylinder compression test to provide creep data 
for use in thermo-mechanical characterizations. This test has the advantage of simplicity, both in 
specimen preparation and availability of high temperature testing machines, such as parallel plate 
viscometers and lens molding machines. While this test is simple to perform, as discussed in 
Chapter 2, in the transition temperature range where glass is viscoelastic it is difficult to 
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determine the viscosity accurately. Accurate determination of viscosity and friction coefficient 
are required to identify the displacement component from the cylinder compression test that is 
attributed to the viscoelastic shear and bulk responses. 
In this chapter, experimental creep data from the cylinder compression test using a unique 
no-slip test specimen will be used to determine viscosity and the shear relaxation function for the 
two moldable glasses N-BK7 and L-BAL35. As shown in the Chapter 2, the uncertainty in 
friction translates directly to uncertainty in viscosity. The no-slip specimen eliminates friction as 
a variable and provides data that can be used to determine the viscosity with a high degree of 
accuracy.  
4.2. Theory, Modeling Details and Material Property Definitions 
 All of the theory used in the current study is presented by Ananthasayanam, et al., [1] and 
reviewed in the Chapter 2. In particular this includes the linear theory of viscoelasticity, thermo-
rheologically simple (TRS) behavior to account for temperature dependence of material 
properties and structural relaxation to account for thermal history dependent thermal expansion 
and contraction. TRS behavior and structural relaxation are necessary to include in the analysis 
when temperature change occurs, especially within the transition temperature range where glass 
thermo-mechanical behavior is very sensitive to temperature change. In this study an 
“isothermal” analysis corresponds to a computation done at the pressing temperature without 
accounting for the effects of heating and/or cooling to reach the pressing temperature. The more 
realistic non-isothermal analysis, which gives results that are almost the same as the isothermal 
analysis, is carried out in Section 4.4.5. 
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 The finite element software, ABAQUS is used to perform the computations. In addition 
to axisymmetric analysis, which is described in Chapter 2, a three-dimensional analysis is used to 
help to understand possible anomalous displacement contributions. 
 The material properties used throughout this study are presented in Tables 2.1-2.3 of 
Chapter 2 and Tables 2 and 3 of Ananthasayanam, et al. [1]. The combination of computational 
model and glass properties for L-BAL35 glass were validated in the study of Ananthasayanam, et 
al. [2] by using measurements of lens profile deviation resulting from precision lens molding. The 
precision lens molding process is very similar to the cylinder compression test, so the validation 
is applicable to this study. 
4.3. Experimental Procedure – No-Slip Boundary Condition 
 Creep experiments were performed using the Parallel Plate Viscometer, Orton PPV-1000 
as described Chapter 2. The creep data presented in the current study corresponds to the case of 
infinite friction, which does not allow relative slip between the glass and mold surfaces. In order 
to achieve this condition of “no-slip,” a fused silica disc (15 mm in diameter and 2 mm thick) was 
placed between the Inconel molds and the glass sample at both the top and bottom surfaces. 
During the heating cycle for N-BK7 glass, the temperature of the glass was raised approximately 
100 ⁰C above the transition temperature Tg of the test glass. This allowed a chemical diffusion 
process to take place between the fused silica and the test sample at the interfacial layers of the 
two materials, which created a bond between the two glasses. Thus, the testing sample essentially 
stuck to the fused silica disc and a "no-slip" boundary condition was generated. Once a good 
bond was achieved between the glass sample and fused silica, the temperature of the heating 
chamber was adjusted to the testing temperature and the glass sample was soaked until the 
temperature reading on the thermocouple reached a steady state temperature. For L-BAL35 glass, 
 73 
the test temperature was sufficiently high to create a good bond and an additional temperature 
increase was not used. For both glass types, it was important to have the samples soaked for 
sufficient time during the creep testing at high temperatures to ensure the uniform temperature 
distribution within the sample. At the end of the soaking period, a fixed value of load was applied 
to the sample and displacement response was recorded as a function of time. The initial elastic 
response during this test, which is of very small order of magnitude, was subtracted from all the 
experimentally generated creep curves. 
4.4. Results 
 All of the computational results presented in this study are for the cylinder compression 
test.  An axisymmetric two-dimensional model is used for all results except for the three-
dimensional study (case (3)) in Figure 4.13. All results are for isothermal pressing except for the 
study presented in Figure 4.10 which accounts for structural relaxation and temperature 
dependence of the material constants during heating, soaking and cooling. N-BK7 glass 
properties from Table 2.3 of Chapter 2 are used in Figures 4.1 – 4.4 and 4.9, L-BAL35 properties 
from [1] and Table 2.3 of Chapter 2 are used in Figures 4.5 – 4.8 and 4.10, and SLS glass 
properties from [3] and Tables 2.1 and 2.2 from Chapter 2 are used in Figures 4.11-4.15.  In 
Figures 4.1 – 4.3 and 4.5, which include experimental data, a single term prony series for shear is 
used with viscosity treated as an input parameter. Full viscoelastic analysis is compared to 
experimental data in Figures 4.8 and 4.9. Throughout this Chapter, the units of viscosity are 
always in Pa·s. 
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4.4.1. The Effects of Heating, Soaking, Cooling and Residual Stresses 
 The creep tests of glass in the current study are done near the glass transition temperature. 
Since the thermo-mechanical properties of glass are highly temperature dependent, it is necessary 
to perform the tests after the glass has reached a uniform, known temperature. In the experiments 
discussed in Chapter 2, a two hour heating time followed by a three hour soaking time was used 
and the computational heat transfer results indicate that these times are sufficient to reach the 
uniform target temperature. Furthermore, the computational results for creep curves generated 
using this five hour heating period were indistinguishable from isothermal creep curves that 
neglected the transient effects.  Modeling of a variable temperature case requires the use of the 
structural relaxation and TRS behaviors of the glass, so is much more involved than an isothermal 
press. 
Within the context of the no-slip experiments, for a bond to occur between the glass 
sample and the silica plates the sandwiched sample is heated and soaked to an elevated 
temperature of one hundred degrees above the glass transition temperature, and subsequently 
cooled to the testing temperature before the start of the pressing stage. Contrary to the slip 
experiments described in the Chapter 2, the transient effects now have a small effect on the creep 
curves, which is due to the cooling of the specimen that is now bonded to the relatively rigid 
silica plates. As will be shown in Section 4.4.5, when the entire process is modeled by taking into 
account structural relaxation and TRS behavior, slightly less creep displacement is predicted, 
which for the L-BAL35 cases studied, amounted to a prediction of a viscosity that was 0.07% 
lower than predicted using an isothermal analysis. Since this “correction” is so small, for the 
validation case using N-BK7, isothermal analysis is used in Sections 4.4.2 and 4.4.3. The primary 
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obstacle to performing the full analysis for N-BK7 is that the viscoelastic behavior of N-BK7 is 
not known, which will be addressed in Section 4.4.4. 
4.4.2 Validation Study of Viscosity Determination Using the No-Slip Specimen 
 In this section the combined experimental and numerical methodology to calculate the 
viscosity of glass at a temperature within the transition temperature range is used for a glass with 
known viscosity.  This approach, which was presented in Section 2.5.6 of Chapter 2, is based on 
the long time creep displacement of the cylinder compression test for a glass having both shear 
and bulk relaxation mechanisms, differing essentially by a constant from a material exhibiting 
only viscous flow. As discussed in the Chapter 2, friction at the interface between the glass 
specimen and the molds affects the displacement response of the creep curve. The uncertainty in 
knowing the coefficient of friction can be eliminated either by producing a perfectly slipping 
condition (= 0) across the interface or by making the sample stick to the mold (= ∞). In this 
study the latter approach is used, with the details described in Section 4.3. In this section the 
optical glass, N-BK7, was used in the experiments since the viscosity as a function of temperature 
is known [10].  To further validate the approach, the different values of H/D = 0.4 and 0.7 were 
used.  The data was obtained for 60,000 seconds, but only the first 10,000 seconds were used 
since the cylindrical surface of the glass cylinder “folds” and comes into contact with the molds 
beyond this time and it is believed that sticking at the pressing temperature does not occur upon 
contact.  
 The results from the iterative procedure provide a computational creep curve that is 
compared to the experimental curve in Figure 4.1 for the two H/D ratios of 0.4 (D = 8.92 mm) 
and 0.7 (D = 8.95) at temperatures of 643.3 ⁰C and 644.1 ⁰C, respectively. The creep load was 
0.25 Kg. The calculated viscosity values using units of Pa·s at these temperatures are, 
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respectively, log() = 9.08 and 8.98, which compare to values of 8.8 and 8.93 that were obtained 
from the manufacturer [10]. As shown in Chapter 2 in this temperature range the tendency is to 
underestimate the viscosity due to both time dependent effects and slip, which provides a possible 
explanation for the current prediction of viscosity above what is reported. An isothermal 
assumption was used to obtain these estimates, which will be  
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Figure 4.1. Validation of the sticking boundary condition approach using N-BK7 
and two different cylinder geometries (see also Figure 4.4). Viscosity at the 
reported temperature according to the glass manufacture is in the range of 8.80 - 
8.94 Pa∙s [10]. 
 
shown in Section 4.4.5 to overestimate viscosity very slightly after the viscoelastic and TRS 
behaviors of N-BK7 glass are obtained. It is seen from the creep curves that the experimental and 
numerical curves are almost parallel to each other over the period of testing, except at the 
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beginning where the delayed (viscoelastic) deformation mechanism is most active. This is seen 
more clearly in Figure 4.2 where the differences between the curves in Figure 4.1 are shown to 
asymptotically approach a constant.  Furthermore, as shown in Figure 4.3 for the H/D = 0 .7 case, 
a very small change in viscosity introduces a relatively large slope, making the precise 
determination of viscosity possible. The upper and lower bound curves in Figure 4.3, for 
example, correspond to a change of about ±0.1%. Concerning the neglect of the non-zero slope of 
VE in Figure 2.7 of the Chapter 2, it was determined using the single term prony series approach 
for viscosity values in the range of 8.5 < log() < 10.5, that this slope is equivalent to 
underestimating the viscosity by only 10
-5
 percent, which is negligible considering the accuracy 
demonstrated by the results of Figure 4.3. As a final comment on the quality of the creep data, it  
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Figure 4.2. The displacement, VE, obtained from the difference of the curves in 
Figure 4.1 for selected values of viscosity to show how precisely the viscosity 
can be determined using this approach. 
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is observed from the data in Figure 4.2 that during the transient phase an anomalous viscoelastic 
displacement must occur for the H/D = 0.4 case, since a shorter specimen should always have less 
displacement, which it does not.  
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Figure 4.3. The displacement, VE, obtained from the difference of the curves for 
the case of H/D = 0.7 in Figure 4.1 for selected values of viscosity to show how 
precisely the viscosity can be determined using this approach. 
 
The source of this additional displacement is unknown and will be considered in Section 4.4.7. 
The entire set of creep data for the H/D = 0.7 N-BK7 case is assumed to be valid, and as will be 
shown below, for the determination of viscosity, both data sets are valid. 
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 The viscosity values obtained for the two cases in Figure 4.1 are evaluated using the no-slip 
PPV formula [11-14], 
 
15
3
2
30 2
Fh dh
dtV h V




 
  
  
,     (3.1) 
in Figure 4.4, where F is the force applied to the cylinder, h is the change in height of the cylinder 
and V is the initial volume. It is observed that as long as the transient viscoelastic effects are 
allowed to dissipate, the Equation 3.1 agrees very well with the simulation results from Figure 4.1 
for both cases. This agreement helps to confirm that the specimen has a no-slip boundary 
condition and demonstrates that any anomalous displacement in the difference plotted in Figure 
4.2 does not affect the determination of the viscosity. 
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Figure 4.4. Viscosity prediction of N-BK7 experimental data from Figure 4.1 
using ASTM formula [14] (solid line). Viscosity values obtained from the 
simulations associated with Figure 4.1 are plotted as dashed lines. 
 
 As a final comment in this section, the finite element model used in the current study was 
validated in [2] using measurements of lens profile deviation and has now been validated further 
by the viscosity predictions in Figures 4.1 and 4.4. 
 4.4.3 Viscosity of L-BAL35 Using the Single Term Prony Series Approach 
 Experiments similar to those of Figure 4.1 for N-BK7 were conducted using L-BAL35 
glass. In this case three cylindrical samples having H/D ratio of 0.73, 0.68 and 0.40 were pressed 
at 567.8, 575.0 and 588.8 ⁰C, respectively and in this case the mass was 0.5 Kg. The data for 
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these three samples along with the results of the iterative approach are presented in Figure 4.5. 
The viscosity results from these three tests are summarized in the isothermal column of Table 4.1. 
Summary of results of viscosity determination of L-BAL35 glass 
Height 
(H) 
(mm) 
Diameter 
(D) 
(mm) 
H/D 
Sample 
Temperature 
(± 1.5⁰C) 
Isothermal 
Log () 
(Pa·s) 
Non-
isothermal 
Log () 
(Pa·s) 
Non-
isothermal 
VE correction 
Log () (Pa·s) 
7.24 9.9 0.73 567.8 9.30 9.294 9.290 
6.82 9.9 0.68 575.0 8.958 8.952 8.9485 
3.9 9.9 0.40 588.8 8.355 8.348 8.345 
 
Table 4.1. Sample parameters and viscosity values used to match the 
experimental creep data in Figure 4.5. The non-isothermal results correspond to 
the numerical experiment presented in Section 4.4.5. 
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Figure 4.5. Comparison of experimental and computational creep curves for L-
BAL35 at three different temperatures. The viscosity results are summarized in 
Table 4.1. 
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 Similar to the results in Figure 4.4 for N-BK7 glass, these viscosity values for L-BAL35 are 
shown in Figure 4.6 to agree well with predictions from the no-slip PPV formula presented in 
Equation 4.1.  
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Figure 4.6. Viscosity prediction of L-BAL35 experimental data from Figure 4.5 
using the ASTM standard formula [14] (solid line). Viscosity values obtained 
from the simulations associated with Figure 4.5 are plotted as dashed lines. 
 
The three viscosity values are presented in Figure 4.7 along with the viscosity values obtained 
from the glass manufacturer [15] and available literature [10]. The horizontal error bars on the 
computed values  
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Figure 4.7. Viscosity-Temperature (-T) plot for L-BAL35: Comparison of 
calculated isothermal viscosity (symbols) with the viscosity data obtained from 
OHARA [15] (dotted) and Gaylord [17] (solid) (see Table 4.1 for values). 
 
indicate repeatability error of 1.5⁰C in temperature measurement as explained in Section 2.4 of 
Chapter 2. The viscosity values provided by the manufacturer seem to deviate around log() = 
7.7, indicating possible error above this viscosity for this glass that can be attributed to 
viscoelastic effects and/or slip as described in Chapter 2. The data taken from the literature was 
based on fitting the Vogel-Fulcher-Tammann (VFT) equation using the viscosity value calculated 
near Tg and at very high temperatures. Using the current approach, the viscosity is determined by 
direct calculation at the test temperatures. 
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 4.4.4 Determination of the Viscoelastic constants 
 The cylinder compression test data can also be used to calculate the viscoelastic response of 
the material after the viscosity of the glass has been calculated. However, in order to make use of 
VE to characterize the viscoelastic response, it is required that the data be very precise since the 
displacement due to viscous flow is so dominant. There is also the issue of anomalous 
displacement as discussed in connection with the H/D = 0.4 data from Figures 4.1 and 4.2.  
Anomalous displacement must also be present in the H/D = 0.4 data set of Figure 4.5. Given that 
the glass transition temperature of L-BAL35 is 527 ⁰C, the temperatures and heights for the three 
cases in Figure 4.5 (see Table 4.1) indicate that the H/D = 0.4 case should have the smallest VE, 
since it has the smallest height.  The other two data sets (H/D = 0.68 and 0.73) have behavior 
more consistent with their temperature and size. It was therefore decided that the 575.0 ⁰C case 
would be used to determine the viscoelastic constants by curve fitting and that the 567.8 ⁰C case 
would be used to validate the fit. The viscoelastic parameter fitting was accomplished using a 
manual procedure and did not involve the use of an optimization algorithm. 
 Before proceeding with the curve fit, there is another observation that must be taken into 
account. The experimental values of VE in Figures 4.1 and 4.5, as well as Figure 2.8 of Chapter 
2, are about three orders of magnitude larger than for SLS glass. One consequence is that the 
portion of VE attributed to compressibility, i.e., b, is a much smaller fraction for the molding 
glasses. Therefore, it is not possible to use the creep data and current approach to assess the G2 
function for L-BAL35 or N-BK7. As such, the bulk relaxation function was approximated by 
making two adjustments to the SLS function in Table 2.2 of Chapter 2. First, a ratio of infinite to 
instantaneous bulk modulus of 0.35 was used, which is in the middle of the range of possible 
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values [16]. Second, relaxation times were modified to have a similar response as the VE data, 
which was achieved by multiplying the SLS relaxations times by 50. 
 Based on the reasoning above, the experimental creep curve data for L-BAL35 in Figure 
4.5 at T = 575.0°C was selected to fit with a prony series representation of the shear relaxation 
function.  The prony series parameters resulting from this analysis are presented in Table 4.2. 
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Temperature 
Dependent Elastic 
Modulus 
iw  i (s) iv  i (s) E(T) (GPa) 
6.814500e-01 9.850e-03 1.445015e-02 6.5550e-04 
100.8, T ≤ 510°C 
2.310000e-01 6.500e-02 1.456195e-02 1.3010e-02 
5.000000e-02 2.810e-01 1.866345e-02 2.6460e-02 
3.558410e-02 1.960e+00 1.3888095e-01 2.5160e-01 
10, T ≥ 560°C 
1.588045e-03 7.700e+00 2.5614095e-01 1.5690e+00 
3.778540e-04 2.850e+02 2.073006e-01 2.6605e+02 
Table 4.2. Stress relaxation prony series coefficients obtained using the experimental data for L-
BAL35 in Figure 4.5 for the case of H/D = 0.68, T = 575°C and log (eq) = 8.958 Pas. The 
dilatational (bulk) response was assumed to be similar to that of SLS glass. 
 
Given these parameters for T = 575.0°C, the relaxation times in Table 4.2 for T = 567.8°C were 
obtained by multiplication of a factor proportional to the ratio of the corresponding viscosity 
values, i.e., by using the TRS assumption, [16]. Using this approach a predicted creep curve was 
obtained for the T = 567.8°C case. The results of the fit and the prediction are presented in 
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Figures 4.8a and 4.8b, respectively. In these plots the computationally determined viscous flow 
portion of the creep curve was  
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Figure 4.8. Viscoelastic displacement (VE) for L-BAL35 for two no-slip 
experiments presented in Figure 4.5 compared to computational results. 
The data used for the prony series fit (Table 4.2) is presented in Figure 4.8 
(a) (H/D = 0.68 at 575 
⁰
C) and the prediction is presented in Figure 4.8(b) 
(H/D = 0.73 at 567.8
 ⁰
C). 
subtracted from both the simulation and the data, leaving only the viscoelastic displacement, VE. 
For the H/D = 0.4 case, which has an anomalous displacement component, the simulation 
underpredicts VE by a factor of four. The lens profile deviation study by Ananthasayanam, et al. 
[2] can be used to further test the current viscoelastic fit for L-BAL35. In that study, due to the 
lack of accurate creep data, it was necessary to approximate the viscoelastic material behavior of 
L-BAL35. Compared to Material Set #2 from Ananthasayanam, et al. [2], the current shear 
relaxation function predicts a VE that is approximately 10-15 times higher for the same creep 
loading. However, when the relaxation function from Table 4.2 was used in lens molding 
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simulations to predict the deviation of the bi-convex and steep meniscus lenses from 
Ananthasayanam, et al. [2], there were no significant changes in the deviation results. 
 In similar fashion to the L-BAL35 results in Table 4.2 and Figure 4.8, viscoelastic results 
for N-BK7 are presented in Table 4.3 and Figures 4.9a-c. The no-slip data for H/D = 0.7 from 
Figure 4.1 was used for the fit that is presented in Figure 4.9a. The H/D = 0.4 case in Figure 4.1 is 
the only other available no-slip data set for N-BK7, but this case has an obvious anomalous 
contribution to the viscoelastic displacement that makes it twice what is expected based on the 
characterization in Table 4.3. Therefore, the predictions in Figure 4.9 were made using the slip 
data from Figure 2.8 of Chapter 2. In Figure 4. 9b the platinum foil data was used, while in Figure 
4.9c the nickel foil data was used. Both slip cases had H/D = 0.22, showing that reasonable 
results can be obtained with a short specimen. 
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Figure 4.9. Viscoelastic displacement (VE) for N-BK7 from three experiments 
compared to computational results: (a) prony series fit (Table 4.3) using no-slip 
data from Figure 4.1 (H/D = 0.7 at 644.1 
⁰
C), (b) prediction for Pt foil slip data 
from Figure 2.7 in the Chapter 2 and (c) prediction for Ni foil slip data from Figure 
2.7 in Chapter 2. 
 
 A complication with the use of the slip data from Chapter 2 in Figure 4.9 is that the 
coefficients of friction for the two data sets could only be defined as ranges based on uncertainty 
in temperature. As discussed in the Chapter 2, for the Ni foil specimen the range was defined by 0 
<  < 0.08, while for the Pt foil specimen the range is 0.11 <  < 0.22. Results for both the upper 
and lower values from the range are included in Figures 4.9b and 4.9c. These viscoelastic results 
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are clearly sensitive to slight changes in the coefficient of friction, which, besides showing the 
advantage of using a no-slip specimen, suggests that if the data/characterization were of higher 
quality, the coefficient of friction could be determined with high accuracy. It could be argued that 
for the Pt foil case, a coefficient of friction closer to 0.11 is a better choice than 0.22.  
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83, T ≥ 560°C 
2.400e-01 8.000e-03 1.456195e-02 1.3010e-02 
3.800e-02 9.000e-02 1.866345e-02 2.6460e-02 
1.800e-03 9.000e-01 1.3888095e-01 2.5160e-01 
1.800e-04 1.000e+02 2.5614095e-01 1.5690e+00 
1.900e-06 6.600e+02 2.073006e-01 2.6605e+02 
9.990e-07 5.600e+03   
Table 4.3. Stress relaxation prony series coefficients obtained using the 
experimental data for N-BK7 in Figure 4.1 for the case of H/D = 0.7, T = 644.1⁰C 
and log (eq) = 8.98 Pas. The dilatational (bulk) response was assumed to be 
similar to that of SLS glass. 
 The transient portions of the simulation results in Figure 4.9c are not in very good 
agreement with the data. The rate of change of displacement with respect to time in Figures 4.8 
and 4.9 is affected primarily by temperature and friction. This rate increases as temperature 
increases and as friction decreases. Clearly the rate is not predicted as well as the steady state 
magnitude of the viscoelastic response, especially in Figure 4.9c. Of the three predictions, the 
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temperature in Figure 4.9c is the farthest from the reference temperature. The predictions made in 
Figures 4.9b, 4.9c and 4.8b are based purely on the viscosity/temperature relationships of the two 
glasses and the TRS assumption. 
 As a final statement on these viscoelastic comparisons, while the presence of anomalous 
displacement for the two no-slip H/D = 0.4 creep curves in Figures 4.1 and 4.5 is somewhat 
disturbing, it is non-trivial that the predictions in Figures 4.8 and 4.9 give the correct order of 
magnitude for different interface conditions and H/D ratios. It is therefore believed that these fits 
are reliable for many applications and that the method to characterize these behaviors is valid. 
 Now that the thermo-mechanical behaviors of these glasses are known, it is possible to 
reexamine the prediction of the viscosity and the determination of the VE data using the actual 
heating and cooling cycle, which is considered in the next section. 
4.4.5 Effects of Heating and Cooling on Viscosity Prediction 
 Now that the full thermo-mechanical characterization of L-BAL35 is known, the error 
associated with the isothermal assumption for the process used in Sections 4.4.2 and 4.4.3 can be 
quantified by performing numerical experiments. This is especially important if the current no-
slip test specimen approach is applied to a glass type that requires a bonding temperature higher 
than the test temperature. In the current study the L-BAL35 specimens were bonded at the test 
temperature, while a temperature higher than the test temperature was used for the N-BK7 
specimens. In order to understand the effect of temperature change on the predictions of viscosity 
and viscoelastic constants, two isothermal and two non-isothermal approaches were considered in 
numerical experiments for the case of L-BAL35 glass. L-BAL35 glass was selected for this 
numerical experiment since the full set of material parameters required for the analysis was 
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known. The two isothermal approaches either assume full viscoelastic behavior as presented in 
Table 4.2 or use a single term prony series. The two non-isothermal approaches are similarly 
distinguished by these two viscoelastic assumptions, but both account for structural relaxation 
and TRS behavior to account for temperature dependence of the material constants. For the non-
isothermal case, the idea was to simulate the actual condition experienced by the glass sample 
during the process of heating, soaking and pressing, including a 50 
⁰
C increase above the test 
temperature to create bonding. The glass sample was sandwiched between the two silica plates 
with properties presented in Table 4.4. 
Thermo-mechanical properties of Glass and Mold Material 
Property Fused Silica 
Density,  (kg/m3) 2210 
Young’s Modulus, E (GPa) 72.5 
Poisson’s Ratio 0.17 
Specific Heat, cp (J/kg/K) 
772, T ≤ 100°C 
964, T ≥ 500°C 
Thermal Conductivity,  (W/m/K) 1.38 
Glass Transition Temperature, Tg (°C) 1100 
Table 4.4. Thermo-mechanical properties of fused silica glass from [18]. 
Temperature boundary conditions were applied to the bottom and side faces of the lower mold. A 
value of the gap conductance heat transfer parameter, h = 5000 W/m
2
 was used between the glass 
and silica interfaces as well as the silica and mold interfaces [1]. The temperature of the outer 
surface of the lower mold was increased at 20 degrees per minute from room temperature to Tg + 
100 
⁰
C (625 
⁰
C) and then held at a constant temperature of 625 
⁰
C for an hour. After this one hour 
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soak period, a no-slip boundary condition was enforced in the numerical model simulating the 
bond between the glass sample and the silica plates. The lower mold was then cooled at a rate of 
1 degree per minute to the testing temperature of 575 
⁰
C, where it soaked once again for an hour 
before the prescribed load was applied.  
 Creep curves using the two isothermal approaches along with the non-isothermal 
approach with full viscoelastic material behavior are presented in Figure 4.10. The key result in 
this figure is that there is a noticeable, but small gap between the isothermal and non-isothermal 
curves for full viscoelastic material behavior. This gap represents the error in the isothermal 
assumption. Using the procedure presented in Section 2.5.6 of Chapter 2, this gap can be 
represented by a viscosity change on the order of 0.07% without appreciably affecting the VE 
curve. This small difference is associated almost entirely with the increase of temperature above 
the test temperature, and not with the heating and soaking periods associated with the test 
temperature. The results of this more computationally intensive analysis are presented in the last 
two columns of Table 4.1. It is clear that for this glass and conditions, the  
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Figure 4.10. Comparison of creep curves plotted using isothermal and non-isothermal 
computational approaches for the L-BAL35 sample with H/D = 0.73 at 575⁰C and 
material property data presented in Table 4.2 using log(eq) = 8.954 Pa·s. The isothermal 
results assume the creep test is conducted at a constant temperature, while the non-
isothermal approach simulates the full thermo-mechanical loading cycle, which includes 
raising the temperature to 625⁰C before lowering to 575⁰C. 
isothermal approach is adequate. Furthermore, the above non-isothermal procedure was repeated 
with a gap conductance parameter of h = 250 W/m
2 
without significant change. 
4.4.6 Bulk Relaxation Response of a Thin Cylindrical Sample during Compression Test 
 In this section it is shown that the cylinder compression test can potentially be used to 
determine the viscoelastic bulk response using a creep test with the no-slip boundary condition. 
The results of this section were performed using an SLS glass sample having different H/D ratios 
and the viscoelastic material behavior listed in Tables 2.1 and 2.2 of Chapter 2. The no-slip 
boundary condition was used for all the simulations and a constant creep load was applied to the 
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sample. The results in Figure 4.11 quantify the percent contribution of the bulk mechanism to the 
total viscoelastic displacement as a function of cylinder geometry. As shown in this figure, for a 
sample with H/D = 0.1, the percentage of  
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Figure 4.11. The bulk viscoelastic response of SLS glass [3] as a percentage of 
the total viscoelastic response (100%×b /VE) as a function of time for a 
numerical creep experiment. The circles at t = 250 s indicate the values reached 
by the respective curves at t = 100,000s. 
 
the bulk viscoelastic displacement (b) in the total viscoelastic displacement (VE) is 
approximately 98%. The interpretation is that when a compressive load is applied to such a thin 
cylindrical sample having the no-slip boundary condition on its top and bottom faces, the 
displacement due to shear deformation is greatly restricted, which helps to isolate the bulk 
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relaxation response. However, when this calculation is applied to L-BAL35 using the shear and 
relaxation functions listed in Table 4.2, the ratio of the bulk contribution decreases from 98% to 
about 8%. This significant reduction occurs since the total viscoelastic response increases 
significantly for L-BAL35, not because L-BAL35 is much less compressible than SLS. A 
practical application of the results in Figure 4.11 is presented in the next paragraph. 
 The results of the numerical experiment in Figure 4.11 can be used to quantify the effect of 
compressibility of a glass with known shear relaxation function and unknown bulk relaxation 
function. If the glass is assumed to be incompressible and a computational prediction of the creep 
curve significantly underestimates the experimental data, then the bulk relaxation function is 
significant and this creep data can be used to generate the bulk relaxation function. Conversely, if 
an incompressible assumption is very close to predicting the creep data for a thin specimen, then 
relative to the shear relaxation function, it is reasonable to neglect the effects of the bulk 
relaxation function.  
 Returning to SLS glass, this numerical experiment can also be used to provide information 
about the effect of the value of equilibrium bulk modulus ( K ) of the material. While there is 
limited volume relaxation data in the literature, according to Scherer [16] the ratio of  is in 
the range of 0.25 - 0.5 for oxide glasses. The ratio for the SLS glass from [3], which is also an 
oxide glass, was determined to be 0.183, which indicates a relatively high degree of 
compressibility. Therefore it is necessary to study the effect of increasing the ratio, K∞/K0. 
 The numerical experiment in Figure 4.11 was repeated for the H/D = 0.1 case, by 
artificially modifying the equilibrium bulk modulus. As seen from the results in Figure 4.12 
below, the ratio of the bulk viscoelastic displacement to the total viscoelastic displacement 
(b/VE) is about 95% for  as high as 0.5. Furthermore, even for large values of  ~ 
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0.9, the percentage contribution of bulk viscoelastic displacement (b/VE) is about 70%. 
Therefore, for oxide glasses that behave like the SLS glass characterized by Duffrene, et al., [3] 
with  ~ 0.18 - 0.5, this type of test can isolate about 95% - 98% of the bulk relaxation 
displacement, which can be utilized for extracting the viscoelastic relaxation parameters after the 
viscosity of the glass has been determined.  As with the results from Figure 4.1 for the H/D = 0.4 
case, such a process assumes that there are no other contributions to the displacement, which is 
especially difficult for such a thin sample.  In the next section one example of an anomalous 
viscoelastic displacement contribution will be considered. 
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Figure 4.12. The effect of the equilibrium bulk modulus, K∞, on the percentage of 
the bulk viscoelastic response relative to the total viscoelastic response (100%×b 
/VE). 
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4.4.7 Sensitivity of Sample Imperfections on Creep Curve 
 The sensitivity of certain geometrical imperfections of the testing specimen on the creep 
curve during the cylinder compression test is considered in this section. The optical glass is often 
available commercially in the form of cylindrical rods. These rods can be cut to a required height 
to make disc-shaped specimens. The top and bottom surfaces of a good sample must be flat and 
parallel to each other. In the current study specimens were prepared with an accuracy of 1 arc 
minute of parallelism (0.0167 degrees). Depending on the application, it might also be required to 
have the entire surface of the cylinder polished since the cylindrical surface can come into contact 
with the molds. Even for cases involving slip, for coefficients of friction ranging from about 0.1 
to 0.4, the cylindrical surface comes in contact with the molds as the axial deformation reaches 
about 55% to 20% of the original axial dimension, respectively. The high level of accuracy in 
attaining flatness, parallelism and uniform roughness demands highly precise and costly 
processes.  In this section, the consequences on the creep curve from these types of imperfections 
are demonstrated by performing numerical experiments, once again using the SLS data for a 
material with the no-slip boundary condition. Two cases of imperfection are assumed: the first 
has a conical shape having a 0.5 degree cone angle and the second case has one entire surface that 
is tilted by 0.5 degrees. This later case requires a full three-dimensional analysis.  In this analysis 
the molds are assumed to be parallel, which involves a complex contact problem in the early 
stages of the creep curve. The glass is assumed to bond to the molds immediately upon contact.  
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Figure 4.13. The effect of geometric imperfections of the test sample on the creep 
curve for an SLS glass. The result for a geometrically perfect sample (1) is 
compared to results for a sample with conical top with a 0.5⁰ taper (2) and a 
sample having non-parallel top and bottom faces that are off by 0.5⁰ (3). 
 
The results are summarized in Figure 4.13 where the creep curves for these two hypothetical 
specimens are compared to that for a perfect cylinder. The results reveal a fictitious time 
dependent displacement in the beginning of the testing period, which is attributed to the 
geometrical imperfection and the rapidly growing contact area between the upper glass surface 
and the mold. A key observation from this section is that while the prediction of the viscosity is 
not affected, the viscoelastic displacement contributions would be greatly exaggerated. 
Furthermore, the results in Figure 4.13 are also representative of using a perfect glass cylinder 
with molds and/or silica discs that are the cause of non-parallel surfaces, or even perfect geometry 
with off-center loading. 
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4.4.8 Effect of Non-Uniform Temperature Distribution within Sample  
 The effects of non-uniform temperature distributions within the glass sample on the creep 
displacement data are significant because viscosity is a strong function of temperature. In this 
section it was assumed that the steady state temperature distribution within the specimen was 
non-uniform, i.e., independent of the heating and soaking periods, due to thermal losses and the 
size of the specimen, the chamber does not allow the specimen to reach a uniform temperature.  
In this numerical experiment using a condition of no friction, a linear distribution of temperature 
exists across a sample height of H/D = 1. The simulated creep curve is plotted in Figure 4.14 for 
different cases when the value of ∆T  
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Figure 4.14. The effect of a linear temperature variation in the axial direction of 
the cylinder on the creep curve (H/D = 1,  = 0). The top and bottom faces of the 
cylinder are kept at different temperatures during the entire test. TRS behavior is 
assumed using the parameters: TR = 550⁰C, C1 = 25 and C2 = 129⁰C. 
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(difference between max and min temperature) was varied from 0 to 10 ⁰C, with ∆T = 0 ⁰C being 
the isothermal case that is ideally achieved prior to starting the creep testing. As seen from the 
results in Figure 4.14, the shape of the creep curve changes significantly for ∆T = 6 and 10 ⁰C. 
For ∆T = 3 ⁰C and less, the deviation in the creep curve from the isothermal counterpart is 
relatively small. 
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Figure 4.15. Comparison of the creep curve for a non-uniform temperature 
distribution (T = 10 degree case from Figure 4.14) with uniform temperature 
creep curves using different viscosity (H/D = 1,  = 0). TRS behavior is assumed 
using the parameters: TR = 550⁰C, C1 = 25 and C2 = 129⁰C. 
 
 The results in Figure 4.15 show how the non-uniformity in temperature of the same 
sample from Figure 4.14 can be identified using the single term prony series technique. In this 
figure the non-isothermal creep curve with ∆T = 10 ⁰C is compared with three isothermal creep 
 101 
curves generated using single term prony series with different viscosity values as given in Figure 
4.15. These results show that none of the isothermal creep curves match closely with the non-
isothermal creep curve, suggesting that the specimen was not at uniform temperature. 
4.5. Discussion 
 In this chapter computational mechanics has been used to understand how the cylinder 
compression test can be used to determine the thermo-mechanical properties of glass at high 
temperature.  The study relies on two key factors: 1) the complete (realistic) viscoelastic 
characterization of one glass type and 2) very precise, carefully controlled experiments to provide 
creep data.  The importance of the former is that since material properties are being sought, it is 
necessary to understand the consequence of assumptions concerning material behavior.  For 
example, it is often assumed that glass is incompressible, which may or may not be an appropriate 
assumption for the intended application.  The importance of the later is that it creates the 
necessary synergy that guides both the computational and experimental investigations. Based on 
experience, it is very difficult to obtain reliable data for glass at high temperature. One obstacle is 
achieving a known, uniform temperature in the glass specimen. 
 Due to experimental considerations, only creep loading was considered in this study.  
Guided by computational results it was determined that a no-slip specimen was required, since 
interface slip and viscosity affect the creep displacement by similar orders of magnitude for 
specimens that are thin enough to achieve and maintain a uniform, known temperature.  Such a 
specimen was achieved, without which little progress could be made, although the results of 
Figure 2.8 of Chapter 2 show it might be possible to predict both friction and viscosity using the 
same creep curve.  The no-slip specimen, however, reduces error by eliminating the uncertainty 
associated with the complex process of interface slip.  Creep data from the two molding glasses, 
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N-BK7 and L-BAL35 were used to determine viscosity, the principal error believed to be 
associated with temperature. An analysis of the PPV system indicated a ±1.5
◦
C uncertainty, along 
with fluctuations of about ±0.2 ⁰C during testing. 
 It was also demonstrated for L-BAL35 and N-BK7 that the shear component of the 
viscoelastic portion of the material response can be obtained if the experimental data is very 
precise. The viscoelastic characterizations provided in Tables 4.2 and 4.3 are believed to be 
reliable and the non-trivial predictions in Figures 4.8b, 4.9b and 4.9c help to support this claim. 
Furthermore, the prediction in Figure 4.8b was for a no-slip specimen, while those in Figures 4.9b 
and 4.9c were for low friction cases, which helps to eliminate the possibility of a consistent error 
associated with the no-slip specimen. Although the creep data was limited, these predictions show 
that the data used for viscosity and viscoelastic constants was very accurate. Of the seven creep 
curves presented in this two-part study, all of which are very accurate for viscosity prediction, 
only five could be used for viscoelastic characterization. The other two data sets, both no-slip 
H/D = 0.4 specimens, have an obvious anomalous contribution to the viscoelastic displacement 
component, VE. For the N-BK7 specimen from Figure 4.1, the displacement was twice what was 
predicted, and for the L-BAL35 specimen from Figure 4.5, the displacement was a factor of four 
too large. The computational study in Figure 4.13 gives an example of an explanation for such an 
error. In this case a surface that is tilted by 0.5 degrees overpredicts the viscoelastic displacement, 
VE, by a factor of about six. Another explanation for anomalous displacement in a no-slip 
experiment is that the bond partially failed during the creep test. In the H/D = 0.4 cases the 
interface shear stress was about 15% higher than for the taller specimens (H/D ~ 0.7), and the 
compressive normal stress near the outer radius of the cylinder was about 30% lower. Since it is 
known that the entire bond was intact when the specimens cooled to room temperature, if the 
bond failed it must have reformed during the test, which allowed the viscosity to be determined 
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correctly at large time. Due to such a slipping mechanism, however, the displacement VE cannot 
be attributed entirely to viscoelastic behavior. The current computational approach for the 
determination of the viscoelastic constants requires both a uniform, known temperature and a 
constant, known coefficient of friction throughout the test. If interface fracture occurs, even if the 
bond reforms after partial slip, the “apparent” coefficient of friction is not constant. As a final 
thought, the possibility of an anomalous displacement due to misalignment or some other reason 
can occur in any creep experiment, and is not limited to the cylinder compression test. The 
experimental component of this study was a major effort and additional creep tests were 
conducted and discarded due to complications associated with non-uniform temperature, folding 
or slip, before being satisfied with the seven data sets presented in this study. 
4.6. Conclusions 
 Concerning creep data of the cylinder compression test within the transition temperature 
range, the following conclusions can be made: 
 A no-slip specimen created through a process of inter-diffusion between the test 
sample and the interaction surface, as opposed to mechanical constraint, provides a 
robust bond that is not impacted at elevated temperatures. This was an essential 
element in obtaining accurate results. 
 The viscosity of glass can be determined very precisely at the test temperature using 
a no-slip specimen. In addition, the viscoelastic shear relaxation function of the glass 
can be determined if the data is sufficiently accurate. 
 Obstacles for the accurate determination of viscoelastic properties include the 
experimental error in viscosity, uncertainty in coefficient of friction at the interface, a 
coefficient of friction that changes in time, non-uniform sample temperature and 
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imperfect specimen or mold surfaces. It was shown that any of these uncertainties 
can lead to anomalous displacement response during a creep test which will result in 
inaccurate viscoelastic property evaluation of the glass. 
 By using a thin sample with a no-slip boundary condition at the interface, the bulk 
response is dominant based on published viscoelastic responses for SLS glass, which 
provides a relatively simple test to determine this response. For example, for a 
specimen with H/D = 0.1, about 98% of the total viscoelastic displacement during the 
creep test is attributed to the bulk relaxation mechanism for a wide variety of glass 
types. However, based on experimental data obtained herein, this percentage is only 
8% for L-BAL35, which is a moldable glass. 
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SENSITIVITY OF LENS SHAPE DEVIATION AND RESIDUAL STRESSES ON 
STRESS RELAXATION CHARACTERIZATION IN A PRECISION MOLDED LENS  
 
 
5.1. Introduction 
The computational mechanics approach is widely used to model the complex thermo-
mechanical behavior of an optical glass during simulation of the lens molding, extrusion and 
other glass forming processes. This approach proves to be an effective tool in understanding and 
overcoming the associated shortcomings such as lens profile deviation (final shape), stress 
birefringence, lens cracking etc. in the molding process, while, the preform die swell, cavity 
shape distortion etc. in the extrusion process. The accuracy of prediction of above parameters 
strongly depends upon input of the thermo-mechanical properties of the glass to the numerical 
model. These properties mainly include the stress and structural relaxation parameters, 
temperature dependent values of elastic modulus and the temperature dependent viscosity (TRS 
parameters). The thermo-mechanical characterization of glass focusing mainly on the lens 
molding process is carried out by several researchers [1-15] experimentally and/or 
computationally by treating the optical glass as either viscous or viscoelastic solid material.  
Lens molding process is a hot forming process in which the optical glass material in the form 
of a gob, ball or a near net shape (preform), is subjected to a molding temperature above its glass 
transition temperature and is compressed between a two dies to impart the desired shape to the 
glass. A preform undergoes changes in its mechanical properties as it is being heated from the 
room temperature up to the molding temperature. This temperature dependent mechanical 
response of such glass can be modeled using suitable material models available in literature. For 
example, a viscoelastic stress relaxation function is commonly used by researchers to model the 
mechanical response behavior of glass during lens molding process. Joshi et al. [1,2] and 
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Ananthasayanam et al. [3,4] used viscoelastic material to model glass forming process at high 
temperature using a cylinder and ring compression test respectively. Yi and Jain [6] modeled the 
hot glass as rigid visco-plastic material during forming/pressing stage while, as an elastic-
viscoplastic material during annealing/cooling stage. The flow of glass during forming 
temperature was assumed to obey the Newtonian law, while the bulk behavior was modeled as 
elastic. Other researchers [6-10] used time dependent shear modulus (generalized Maxwell 
model) and elastic bulk modulus to model the behavior of glass at high temperature. Chang et al 
[11] and Yan et al [12] used power law model that relates stress to a power of strain rate to 
describe the flow behavior of glass at high temperature. Zhou et al [13] used a Maxwell and a 
Kelvin element in series to model the viscoelastic relaxation response. Duffrene et al. [15] 
performed experiments on soda-lime-silica glass near transition temperature (Tg) of glass to 
extract a complete description of stress relaxation behavior of the soda-lime-silica glass sample. 
Their data includes both the shear as well as bulk relaxation parameters. 
 Many authors considered that elastic modulus remains unchanged from its room temperature 
value throughout the thermal cycle of lens molding process. Loch and Krause [20] considered 
temperature dependent elastic modulus of glass at high temperature. They performed numerical 
simulations of glass shaping process at high temperature and they considered value of elastic 
modulus drops to about 1/10 of its value at the room temperature based on the experimental 
evidence. Comprehensive data on temperature dependence of elastic modulus is provided in study 
by T. Rouxel [17]. It reveals that for a group of Chalcogenide glasses, the elastic modulus drops 
below 10GPa as temperature is further increased above Tg. In an extensive study of sensitivity 
parameters affecting the lens shape deviation by Ananthasayanam et al [4, 5], it was shown that 
the TRS behavior of glass within the molding temperature range greatly affects the lens deviation 
for both types of lenses. On the other hand, they concluded that the reference temperature (TR) of 
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the glass does not affect the deviation as long as the lens is heated to the same molding 
temperature at the beginning of pressing stage. The sensitivity of the thermal contact conductance 
coefficient and the decay profile on the lens shape deviation was studied by Ananthasayanam et 
al [4]. They concluded that both factors only affect the pressing time but not the lens shape 
deviation. The effect of convective heat transfer between the outer surface of preform/lens and 
the surrounding nitrogen environment in addition to the contact conductance coefficient was 
considered by Yi et al [6] in their numerical simulations along with the thermal contact 
conductance between glass and mold. They considered the convective heat transfer coefficient of 
20 and 200 W/m
2
K during heating/soaking and cooling stages respectively. 
The focus of the current study is the appropriate choice of a thermo-mechanical model of 
glass for computational simulations of precision lens molding, which is dependent on the desired 
outcome. For example, as will be demonstrated, the estimation of lens profile deviation compared 
to birefringence requires different levels of precision in the characterization. This study was 
motivated by the difficulty to obtain reliable data and therefore the difficulty/expense of the 
experimental work that must support such modeling. The results of this study can guide both 
experimental and the computational investigations. 
This study begins by performing three validations for the prediction of residual stress in glass 
subjected to thermal loading that would occur in glass forming processes. These validations are 
followed by a presentation of the details of the material behavior and FEA models to be used. A 
convergence study for the prediction of residual stresses in a steep meniscus lens is then 
presented. Finally, in addition to a few related sensitivity studies affecting lens profile deviation, 
the effect of the model used for stress relaxation on the lens profile deviation, residual stresses 
and birefringence are studied in detail.  
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5.2. Stress Relaxation Assumptions 
This study makes use of material models and lens geometry presented in earlier studies. The 
basic theory of viscoelasticity from Chapter 4 and [1] will be used herein. The viscoelastic and 
temperature dependent TRS constants were obtained from Table 2.3 of Chapter 2 and Table 4.2 
of Chapter 4 along with the structural relaxation parameters given in [5]. As stated in Chapter 2, 
the material property data was implemented in the Abaqus software by making use of an input 
file and a user defined subroutine for the thermal expansion behavior of glass [5]. The bi-convex 
and steep meniscus lens geometries were obtained from [3]. 
One of the aims of this study is to determine the level of detail of the stress relaxation model, 
i.e, the relaxation functions G1(t) and G2(t) from Equations (2.7 to 2.10),  required for 
determining the lens profile deviation within a certain level of accuracy. The lens profile 
deviation is defined as geometrical difference between the desired profile (mold) and the final 
shape of the molded lens [3]. To understand the effect of stress relaxation on lens profile 
deviation and stress birefringence, the following three stress relaxation functions were 
considered: 1) viscous shear relaxation and elastic bulk, 2) viscoelastic shear relaxation and 
elastic bulk and 3) the viscoelastic shear and viscoelastic bulk relaxation function. In all cases the 
relaxation times (i) were adjusted such that the equilibrium viscosity () was maintained at a 
constant at value of log (/Pa·s) = 10 as per the following equation [18], 
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
 .                                                                  (5.1) 
 
The details for the three material models are given below. 
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The simplest material model involves use of a single Maxwell element for modeling the 
response in shear and an elastic element for the bulk response. This model requires knowledge of 
only the equilibrium viscosity at a reference temperature and assumes the material behavior is 
viscous with an initial elastic shear and bulk response. This model is defined by 
/
01 2)(
teGtG    02 3)( KtG       (5.2) 
where '' is the relaxation time in shear and K0 is the instantaneous bulk modulus of material. 
The second model makes use of multiple Maxwell elements for modeling the response in 
shear and assumes an elastic element for the bulk response, which is given by 
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The most complex viscoelastic response considered in this study made use of multiple 
Maxwell elements for modeling the shear and the bulk responses, which are given by 
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where K∞ is the equilibrium bulk modulus, wi and vj are the weighting factors for the deviatoric 
and volumetric relaxation functions, respectively, andi and j are the corresponding 
relaxation times for the deviatoric and volumetric relaxation functions.   
5.3. Validation Examples 
In this section three validation examples for the determination of residual stresses are presented. 
As with the previous Chapters, the finite element software, ABAQUS was used. Structural 
relaxation following [3] was included using a user defined subroutine. The first example involved 
a simple cooling schedule of a cylindrical glass body. The second example, which was taken from 
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the literature [20], quenches a Soda-Lime Silicate (SLS) glass slab from 738
⁰
C to room 
temperature (20°C). The last example, also taken from the literature [19], is a glass-to-metal 
sandwich seal test that was revisited for the completeness of the discussion on residual stresses. In 
all examples the residual stresses are the focus of the computation. 
 In all calculations of residual stresses in glass subjected to thermal loading, a critical 
element is the manner in which structural relaxation is accounted for. In this study the time and 
temperature dependent structural relaxation (thermal expansion) of glass was considered by 
incorporating the TNM model. The details of this model can be found in [5]. A FORTRAN 
subroutine (UEXPAN) is required to implement the TNM model in ABAQUS, which captures 
the complex thermal expansion behavior of glass in the transition region. This program 
essentially computes the expansion coefficient of glass that is dependent on temperature, cooling 
rate and time amongst other constants. The expression for the expansion of glass is evaluated in 
the following manner,  
Glass Liquid Glassexpansion T ( ) Tf          (5.5) 
Above the transformation temperature of glass (Tg), the fictive temperature (Tf) is very close to 
the actual temperature hence, and therefore Tf  would be close to T and the expression (5) 
shows that the expansion coefficient for liquid glass ( Liquid ) applies. Within and below the 
transition temperature, however, the value of the expansion coefficient of glass is a temperature 
dependent function of the two extremes and the fictive temperature. In the next section, the 
results of the three different validation cases will be discussed. 
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     5.3.1 Validation Example 1: Cooling of a Glass Cylinder 
In the first example a cylindrical glass specimen was cooled from a selected temperature 
to room temperature. The motivation behind this study was threefold and included: 1) an 
assessment of the magnitude of error in stresses when using the structural relaxation model of 
glass within the context of a simple cooling example, 2) an understanding of the relative effects 
of stress relaxation and structural relaxation on residual stresses and 3) determination of the 
values of the upper and lower temperatures, TU and TL, respectively, during which the 
viscoelastic glass transitions from a viscous fluid to an elastic solid. Concerning the former point, 
this study identified an error in the subroutine which over-estimated the residual stresses. The 
results presented below are for the corrected subroutine. 
In all cases in this section the axisymmetric problem of a glass cylinder with diameter, D 
= 10 mm and height, H = 5 mm is used. The baseline set of glass thermo-mechanical properties 
are those of L-BAL35 [1, 2], and include a series of modifications to isolate the stress and 
structural relaxation behaviors. The constant rate of cooling of the surface temperature of the 
cylinder was imposed to be 0.25⁰C/s for all cases considered. This is a realistic value of cooling 
rate as during the slow cooling cycle of the lens molding operation, a cooling rate is maintained to 
be close to 0.28⁰C/s or less. Stresses and strains inside the glass cylinder were calculated as 
function of the spatial coordinates and time, although only the maximum principal stress in the r-
 plane at the center of the cylinder for large time was used to quantify the stress state. It is 
assumed that the cylinder was stress free at high temperature and thus, only the effects of cooling 
as provided by stress and structural relaxation could contribute to residual stresses. The 
permanent deformation mechanism for stress relaxation is viscous flow and for structural 
relaxation is non-uniform volume change due to the history of spatially non-uniform cooling 
and/or heating. 
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Before studying the effects of these two mechanisms, it is important to assess the base 
error in the computational solution by cooling from a temperature which should result in no 
residual stresses. Cooling from 430⁰C was selected in this initial study since the model for L-
BAL35 glass has an infinite equilibrium viscosity at 440⁰C and below, and therefore the effects of 
stress relaxation should not produce residual stresses in this numerical experiment. For cooling 
from 430⁰C to 20⁰C for material properties of steel, which makes use of constant values of elastic 
modulus and coefficient of thermal expansion, the resulting residual stress was on the order of 
5E-04 Pa, which is essentially zero and shows that convergence has been achieved. When the 
same cooling pattern was applied to L-BAL35 glass with only structural relaxation suppressed by 
assuming a constant value of the thermal expansion coefficient, the maximum in-plane principal 
stress was 5E-02 Pa, which again is virtually zero. For glass, the non-uniform temperature 
gradient that exists between the surface and center of cylinder is much higher than the case of a 
steel cylinder due to its higher thermal conductivity. This causes both the center and surface of 
the steel cylinder to cool down at more similar rates compared to the glass cylinder, whose center 
lags further behind the surface temperature.   
In the next numerical experiment of cooling from 430⁰C to 20⁰C, both stress and 
structural relaxation for L-BAL35 were fully engaged. This case led to a residual stress of 235 Pa, 
which as will be shown, is due to a small structural relaxation effect below 440⁰C. This simple 
example helped in understanding and correcting an error within the subroutine code, which 
initially over-predicted the residual stresses due to the incorrect use of an expression for thermal 
expansion during a very short period of time. A final numerical experiment for this initial cooling 
study with both stress and structural relaxation fully engaged was for cooling from 590⁰C, which 
is a typical temperature for lens molding with L-BAL35 glass. In this case the residual stresses 
rise to the significant level of 4 MPa. The residual stress results for this study are summarized in 
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Table 5.1. These results show how stresses convergence to zero when the permanent deformation 
mechanisms are suppressed and also motivate a more detailed study of the lower temperature 
limit of the transition temperature range, which is presented below. 
 
 Cooling from 430⁰C to 20⁰C 
Material Behavior 
Max. In-Plane 
Principal Stresses 
(Pa) 
Max. Out-of-Plane 
Principal stresses 
(Pa) 
Elastic and constant thermal 
expansion (steel) 
5×10
-4
 -3×10
-4
 
Full stress relaxation and 
constant thermal expansion 
(=8.1×10-6/K) 
0.049 -0.031 
Full stress and structural 
relaxation 
234.8 234.7 
 Cooling from 590⁰C to 20⁰C 
Full stress and structural 
relaxation 
4.245×10
6
 4.244×10
6
 
Table 5.1. Residual stresses at the center of the cylinder at room temperature for 
cooling from 430⁰C to 20⁰C for three different material behavior assumptions. 
 
The basis for temperature selection in the above cooling study was the transition in the 
material property definitions from elastic behavior to viscoelastic behavior, which occurs at the 
“cut-off” temperature, TL [5]. The pertinent cut-off temperature at which the equilibrium viscosity 
of the material reaches infinity, which defines the transition from a viscoelastic solid to a 
viscoelastic fluid, is referred to in this Chapter as TSL. Similarly, the temperature below which the 
structural relaxation (thermal expansion) is independent of both the rate of cooling and the 
temperature-time history is referred to as TVL. As stated in Section 5.2, the TRS assumption was 
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implemented in Abaqus via the WLF equation, which gives a shift factor that enables viscosity 
calculations at any given temperature. The shift factor is determined as follows, 
1
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C T T
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    (5.6) 
As seen from Eqn. (5.6), the shift factor becomes infinite as the temperature approaches 
(TR –c2) indicating the material response is solid like with an infinite equilibrium viscosity. For L-
BAL35 glass the lower limit of the viscoelastic range for L-BAL35 was estimated in [5] to be TSL 
= 440⁰C based on the structural relaxation work of Gaylord [22]. It was further assumed in [5] 
that the viscosity should approach infinity at this temperature, which was incorporated into the 
TRS characterization. The variation in viscosity using Eqn. (5.6) and the TRS fit from Chapter 4 
and [2] is presented in Figure 5.1. It is noted that while the viscosity becomes infinite at 440⁰C, 
the viscosity is still extremely high at temperatures above this value. Therefore, from a practical 
point of view TSL is closer to 500⁰C than to 450⁰C. 
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Figure 5.1. Viscosity for L-BAL35 glass (solid line) near the TSL (440°C). 
Unlike the defined behavior of viscosity near TSL, the variation of the thermal expansion 
coefficient with respect to the temperature has a more gradual approach towards its room 
temperature value ( ). This weak temperature dependence at relatively low temperatures [22] 
makes the selection of a structural relaxation cut-off temperature, TVL, somewhat arbitrary. The 
understanding of such a cut-off temperature (TVL) was made by a numerical study of residual 
stresses in a glass cylinder that was cooled from a uniform elevated temperature, T0, to room 
temperature. The residual stress was quantified by the maximum principal stress in the r- plane 
at the center of the cylinder and the cylinder was cooled by imposing a uniform surface cooling 
rate of q = 0.25°C/s. Three different material behavior assumptions were used: 1) both stress and 
structural relaxation fully active, 2) structural relaxation active and stress relaxation suppressed 
by assuming elastic behavior, and 3) stress relaxation active and structural relaxation suppressed 
by assuming a constant coefficient of thermal expansion. The results of this numerical experiment 
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are presented in Figure 5.2 for three different scales. The results in Figures 5.2a and b show that 
on a scale of a MPa, when the sample is cooled from an initial temperature of about 440°C the 
residual stresses are negligible, which justifies assuming TVL = TSL = 440°C. The results in Figure 
5.2c, however, quantify how the residual stresses due to structural relaxation do not vanish for 
cooling from below T0 = 440°C. In the subsequent residual stress results presented in this chapter, 
this stress level of about 200 Pa is understood to be present due to this low cooling structural 
relaxation mechanism. Residual stresses on this order of magnitude are assumed to be negligible 
since they produce birefringence of order 0.006 nm/cm. To quantify this level of birefringence, 
the typical photoelastic instrumentation used to measure stress birefringence in glass has a 
resolution of approximately 6 nm/cm, which corresponds to stress level of approximately 0.1 
MPa [30]. The lower cut-off temperature for viscoelastic assumption is hereafter referred to as 
simply TL = 440°C. Finally, it should be mentioned that the results in 5.2c also show that from a 
practical point of view, TSL is closer to 490°C. In order to have the stress relaxation results in 
Figure 5.2c approach near zero at a temperature of 440°C instead of 490°C, the value of TR - C2 
in Eqn. (5.6) should be about 20°C instead of 440°C. Figure 5.2d shows this numerical simulation 
result for the residual stresses with TL =20°C, which gives a viscosity of about 10
17.7
 Pa∙s at 
440°C.  
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Figure 5.2. Variation in the value of the steady state, maximum principal stress in 
r- plane at the center of the cylinder for three different material behavior 
assumptions after uniform surface cooling from an initial temperature of T0. In 
Figure 5.2a a log scale with units of Pa is used, in Figure 5.2b, a scale of MPa is 
used, while in Figure 5.2c and 5.2d, a scale of Pa is used. 
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The sensitivity of residual stresses on TSL using different TRS functions will be discussed from a 
point of view of lens molding in section 5.4.2. The results in Figure 5.2 for the case where stress 
relaxation was suppressed reveal an interesting behavior in the residual stresses for large values 
of the initial temperature. To understand why the stresses are so low for T0 = 600⁰C it is necessary 
to understand the temperature distribution in the cylinder as a function of time. The cause of 
residual stress due to the mechanism of structural relaxation is a spatially non-uniform rate of 
cooling within the cylinder as a function of time within the temperature range, TL < T < TU. This 
causes non-uniform, permanent volume change which leads to residual stresses. Therefore, it is 
necessary to understand the temperature distribution in the cylinder as a function of time. The 
results in Figure 5.3 quantify this temperature behavior and also show how the residual stresses 
develop as a function of time for a case where T0 = 590°C. This thermal behavior of the center 
and surface of the cylinder with respect to time is representative of most of the cases studied in 
Validation 1of this Chapter.   
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Figure 5.3. Cooling of cylinder from T0 = 590°C at rate of q0 = 0.25°C/s (a) 
Cooling rate for surface and center of cylindrical sample, (b) and (c) details of (a) 
at the given times, (d) temperature difference (T) between the center and 
surface of the cylinder, (e) Maximum principal stress in the r- plane at the 
center of the sample.  
The results in Figure 5.3 b shows that the rate of cooling is significantly different during 
approximately the first 50 s, which corresponds to a temperature change of about 12.5 degrees. 
The results in Figure 5.3d and 5.3e show the temperature difference (T) and a build-up of stress 
at the center of the cylinder during the cooling time period. The first change in stresses occurs 
over the first 500 s when there is a difference between the surface and center temperatures as a 
function of time (Refer to Figure 5.3d). When this difference is a constant, the indication is that 
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T does not change point to point and therefore no new residual stresses are generated. The 
transient portion of this plot, however, contributes to residual stresses both because of the initial 
period affecting volume change and because of non-uniform viscous flow due to the strong 
dependence of viscosity on temperature. The second significant change in stress occurs after the 
surface temperature reaches its target of 20°C, which takes 2280 s. In this case permanent elastic 
thermal stresses are generated during the time it takes for the center of the cylinder to reach 20 
°C, which takes about 40 s. These stresses are a direct result of permanent deformation that 
occurred at higher temperature. The stress results in Figure 5.3e are repeated in Figure 5.4 as a 
function of temperature to more clearly see the response in terms of temperature change.  
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Figure 5.4 Stress distribution inside a cylindrical sample subjected to cooling 
from 590°C to 20°C at the rate of 0.25°C/s.   
  
 122 
 In interpreting the stress results for this validation case, the results have been limited to 
the stress at the center of the cylinder. Clearly the cooling rates vary from point to point. To 
illustrate the effect of this variation on the residual stresses, in Figure 5.5 the maximum in plane 
principal stress in the r- plane is plotted over the entire cylinder taking into account structural 
relaxation for both elastic and viscoelastic behaviors.                                                                
 
 
 
 
(a)                                                      ( b) 
Figure 5.5. Comparison of the maximum principal stress in the r- plane for 
cooling from 590°C to 20°C using structural relaxation and the two different 
stress relaxation behaviors: a) elastic, b) viscoelastic.  
 
The results in Figure 5.5 show that for structural relaxation only, the center of the 
cylinder has a low value of residual stress than can be misleading when comparing the relative 
contributions from stress and structural relaxation.  Clearly Figure 5.5 shows that the effects of 
structural relaxation alone give rise to stresses on the same order of magnitude as when stress 
relaxation is also considered. Furthermore, the contour results show opposite trends: Figure 5.5a 
has the minimum stresses in the center, which Figure 5.5b has the maximum stresses in the 
center. 
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Finally, in order to assess the sensitivity of TSL on the residual stresses at the center of the 
cylinder, the same numerical experiment was performed for cooling from 600°C to room 
temperature (20°C). The TSL value was artificially modified such that for each of its selected 
values, the constant, C2 = TR - TSL in Eqn. (5.6) and the resulting viscosity-temperature curve was 
constrained to pass through the following two experimentally determined points: TR = 575°C,  = 
10
8.9543
 Pa∙s and TR = 588.8°C,  = 10
8.355
 Pa∙s. The results of the analysis are presented in Figure 
5.6.  
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Figure 5.6 Effect of choice of TSL on the maximum (residual) principal stress in 
the r- plane at the four given locations within the lens. The vertical and 
horizontal scales are normalized with respect to the baseline values of 0 = 
4.24e06 and TSL0 = 440°C. 
 
The results in the Figure 5.6 show the residual stresses drop as TSL is lowered since the 
material has more time to rearrange to relieve stress. Compared to the baseline case for TSL = 440 
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°C , the residual stresses drop by about 55% when TSL approaches room temperature and rise by 
about 50% as TSL approaches Tg. As shown in Figure 5.6, this order of change is consistent 
throughout the cylinder and gives an indication of the error in assuming an incorrect value of TSL. 
5.3.2 Validation Example 2: Quenching of infinite Plate of Soda-Lime-Silicate Glass 
 In this validation example the problem of residual stress generation within a Soda-Lime-
Silicate (SLS) slab quenched from a temperature of 738⁰C to a room temperature of 20⁰C is 
studied using numerical simulations. The experimental data for this example was originally 
reported by Gardon [33]. This example was later revisited analytically by [34] and via 
simulations by Carre and Daudaville [20]. In this study the glass was modeled as a viscoelastic 
body exhibiting both the stress and structural relaxation phenomena following [20]. The 
simulations in the present study consider the material properties for SLS glass provided by in the 
Carre and Daudaville [20] and [18]. The simulation results were compared with the experimental 
results published in [34]. 
 Four sets of numerical experiments were performed considering the different thermal 
expansion behavior of glass that included: 1) a constant value of the thermal expansion 
coefficient of liquid glass (L) [20] during the entire cooling period, 2) a constant thermal 
expansion coefficient of solid glass (G) [20] during the entire cooling period, 3) a thermal 
expansion coefficient as a function of temperature based on TNM theory with the structural 
relaxation constants provided in [20] and 4) thermal expansion coefficient based on TNM theory 
with the structural relaxation parameters extracted based on the SLS data provided in [18]. The 
numerical experiment considering items 3 and 4 involved implementation of a user defined 
subroutine to account for thermal expansion (UEXPAN) and TRS behavior of glass (UTRS) in 
the Abaqus software. The residual stresses were sought across the thickness of slab at the end of 
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cooling of glass to room temperature (20°C). The four different cases of the thermal expansion 
coefficient variation with the temperature are shown in the Figure 5.7.  
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Figure 5.7 Comparison of different thermal expansion behavior of glass based 
simple assumptions (L G) and structural relaxation properties from 
literature [18 and 20]. 
 
The two horizontal lines in Figure 5.7 indicate the coefficient of thermal expansion for the liquid 
(solid horizontal line) and solid state of the glass (dashed horizontal line). While, the non-linear 
response of the thermal expansion to the temperature variation is due to including the effect of 
structural relaxation. Next the residual stress results are presented.    
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Figure 5.8. Stresses inside a quenched Soda-Lime-Silicate plate from literature 
[34] and using simulations with a different expansion behaviors given in Figure 
5.7.  
 
The residual stress results from each of the numerical experiments are presented in Figure 5.8 
along with the experimental data obtained from [34]. The birefringence data reported in [34] 
having units of nm/cm was converted to psi units using the relation, 1 nm/cm = 5.3 psi, that was 
provided in [35] and then easily converted from psi units to MPa units. The cases of constant 
thermal expansion coefficient  = L and G provide upper and lower bounds for the residual 
stresses, with aG corresponding to very rapid cooling and L to very slow cooling. The stress 
results of the simulation involving the use of the structural relaxation parameters provided in [20] 
are closer to the residual stresses obtained by simple assumption of G over the entire cooling 
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period. This indicates the given structural relaxation parameters [20] produce an effect of the 
relaxation process leaning more towards a glassy or solid state of the glass. This was also evident 
from the order of magnitude of the structural relaxation times ranging from about 10
2
 to 10
4
, 
reported in [20] which later found to be about five orders of magnitude higher. Thus, the 
structural relaxation parameters were suspected to cause the disagreement between the 
experimental and simulation results. In order to explain the anomalous results, the structural 
relaxation constants, namely the relaxation time and an exponent in the KWW expression (v and 
) for SLS glass provided in [18] were used to calculate the prony series parameters for structural 
relaxation that yielded the relaxation times in range of 10
-3
 to 10
-1
. The results of this numerical 
experiment are shown by the solid thick line in Figure 5.8, which indicates an improvement in the 
residual stress estimation.   
 The residual stress results for the glass slab cooled during quenching were originally 
reported (in units of nm/cm) by [33], while Carre and Daudaville [20] revisited the problem using 
numerical simulations. The authors of the study [20] may have incorrectly interpreted the original 
stress results into the units of MPa. This interpretation yielded the stress distribution curve that 
was much closer to the numerical curve produced by considering the thermal expansion of liquid 
glass (L) over the entire period of cooling shown in Figure 5.7. They also had a close agreement 
with their numerical results with the interpretation of original stress results. This appears to be a 
case of using inconsistent material property data in a numerical simulation, even though the 
results agreed with the experimental data. In this case it seems that both the input data to the 
simulation and the experimental data were wrong. This example also shows that a careful 
understanding of the thermal expansion coefficient behavior is required to obtain realistic values 
of the stresses and the importance of a correct characterization of the material behavior of glass. 
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5.3.3 Validation Example 3: Sandwich Seal Test 
 The problem of thermal stresses in a sandwich seal, originally performed by Scherer and 
Rekhson [19] both experimentally and analytically, was revisited computationally by Soules et. al 
[32] using MARC and by Ananthasayanam [5] using the Abaqus software program. The 
experimental procedure performed by Scherer and Rekhson [19] involved cooling of alumina 
(Al2O3) sandwiched between G-11 glass (Tg~522°C) strips. The seal was made by stacking the 
plates of alumina and glass and heating them to 618°C under a small pressure to soften the glass. 
The glass then wets and bonds to the ceramic while the seal cools to room temperature (T = 20°C) 
at a rate of 3°C/min. The stresses were measured using photoelastic techniques and compared 
with the theoretical calculations. The theoretical solution involved a phenomenological model of 
viscoelasticity and structural relaxation [31] and matched the experimental data well. A 
significant part of the solution in [19] was the assumption (constraint) that the structural 
relaxation reduced time was same as the stress relaxation reduced time. 
 The finite element implementation and validation of this problem by Ananthasayanam [5] 
was based on data provided in [19] for the viscosity, stress and structural relaxation functions of 
G-11 glass and their temperature dependence. Conversion from the “b-function” approach used in 
[19] to a prony series in [5] made use of six terms for structural relaxation and three terms for 
stress relaxation.  The solutions presented in [5] included the reduced time assumption in two 
ways. In the first approach, which is based on the approach used throughout this dissertation, the 
viscosity as a function of temperature must be provided within ABAQUS via a WLF fit. In order 
to do this it was first necessary to reproduce the solution in [19], which is described below. 
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The property of glass at the reference temperature (pr(Tpr)) and its variation with the given 
temperature (pi(T)) was considered to be dependent on the fictive temperature (Tf) value of that 
property as follows:  
1 (1 )
exp
pi
pr pr fp
H x x
R T T T


   
     
   
                                   (5.7) 
The important properties such as viscosity and volume of the glass were assumed to have the 
same fictive temperature dependence (Tf=Tf). Based on this equation and knowing the 
reference viscosity, it is easy to calculate the viscosity of the glass for a range of temperatures. A 
WLF fit of this function can then be made and used as an input to ABAQUS. In the second 
approach a direct way to include Equation (5.7) was used. In this case the input of the 
temperature dependent viscosity into the Abaqus software based on Equation 5.7 was achieved 
via the UTRS subroutine without the need to first solve for the viscosity. This subroutine enables 
the enforcing of the time-temperature shift factor, A[T(t)] for viscosity, to be equal to that from 
the structural relaxation (Equation 5.7). Comparison of the viscosity as a function of temperature 
using the two approaches is shown in Figure 5.9.  
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Figure 5.9 Viscosity of G-11 glass predicted based on Equation (5.7) and 
experimental data [19] (solid line), FEA simulation output from UTRS (circles) 
and WLF fit (dashed line) of the entire data. 
As seen from the figure the results from Equation (5.7) and the points obtained from the 
UTRS subroutine output match very closely. It can be observed that the WLF fit crudely 
approximates the viscosity due to the peculiar nature of the curve near the glass transition 
temperature range (Tg±50°C). This section of the curve is concave down, which is an artifact of 
enforcing Equation 5.7 within a temperature range where the fictive temperature, Tf, is very 
sensitive to the temperature. It was observed in [5] that a standard WLF approximation of this 
viscosity data led to a lower residual stress values in the seal. Therefore, it was necessary to 
accurately input the temperature dependent viscosity into the Abaqus software via UTRS 
subroutine. This implementation ensured the fact that viscosity of G-11 glass in the glass 
transition region has the “structural” dependence rather than a simple Arrhenius dependence. The 
above behavior was also shown to be valid for soda-lime silicate glass [29].  Therefore, a finite 
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element implementation of this behavior lead to a more accurate modeling of the viscosity of G-
11 glass as compared to the WLF parameter representation, which was the key to the 
improvement as reported in [5]. For the completeness of the discussion, the stress solutions to this 
sandwich seal problem via finite element analysis with and without the implementation of UTRS 
subroutine are shown in Figure 5.10. 
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Figure 5.10. Stresses in the sandwich seal with UTRS subroutine implementation 
(solid line), with WLF parameter input (dashed line), and effect of no structural 
relaxation (letting x=1 in Equation 5.7) (dash and dotted line) compared with the 
experimental predictions (circles). 
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5.4. Results  
  5.4.1. Convergence Study 
 Results in this study rely on the accurate prediction of the final size and shape of a 
molded lens and also the accurate evaluation of the transient stresses during molding and the 
residual stresses that remain after the molding process is complete. A convergence study of the 
final size and shape of lens was previously considered by Ananthasayanam et al. [4]. In the 
current study a numerical convergence study of the stress state inside the lens was performed to 
ensure that these values converge to within a certain tolerance limit. A steep meniscus lens shape 
was selected as this lens shape is expected to have a higher shape deviation and an overall higher 
magnitude of residual stress distribution upon cooling. In this numerical study the lens was 
subjected to the complete thermo-mechanical cycle experienced by a typical lens during the 
actual molding operation with the process parameters defined by Ananthasayanam et al. [4]. 
Frictional contact was assumed between the glass and mold interface using the Coulomb friction 
law. In-plane principal stresses and out-of-plane principal stresses are evaluated at different 
intervals during the molding process. The study was conducted for three different meshes and a 
mesh with different values of the parameter CETOL, which is a creep strain rate error tolerance 
defined in Abaqus that controls the accuracy of implicit integration scheme. The results of this 
convergence study are presented in Table 5.2 and compare percent changes in the value, time and 
location of the maximum in-plane principal stress for the baseline and finest meshes. 
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Molding Stage 
% change 
in maximum 
value of in-
plane principal 
stresses 
% change 
in time at which 
the maximum 
stresses occur 
% change in 
geometric location where 
the maximum stresses 
occur 
(co-ordinates) 
X Y 
Pressing 13.7 79.9 -6.51 -0.01 
Slow Cooling 3.97 0 -0.07 -0.18 
Gap creation 3.97 0 -0.07 -0.18 
Cooling #2 0.26 0 0 -0.29 
Release 0.24 0 0 -0.73 
Cooling #3 0.43 0 0 0.61 
Cooling #4 -0.69 2.97 0 -0.30 
 
Table 5.2. Convergence study of steep meniscus lens during various stages of lens molding. 
Reported values indicate percentage change of values obtained for a refined mesh (20,499 
elements) relative to values for a baseline mesh (13,641 elements). 
 
As seen from the table, the reported percent change is converged to within about 4% for the Slow 
Cooling stage to the End of Process (Cooling #4 stage). But that is not the case for the Pressing 
stage as the three parameters of location, value, and time have larger error. The stresses are very 
high at the beginning of the pressing stage and are difficult to converge due to the complex 
contact conditions involving hot glass and mold. However, as shown in the results at the end of 
the process, this early error dissipates. This convergence is further justified by the results in 
Figure 5.11, which show the converged values of the in-plane principal stress distribution at a 
vertical section about 5 mm away from the axis of lens at different times during molding for all 
three of the meshes considered. 
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Figure 5.11. Convergence of In-Plane principal stresses at a vertical section 5 
mm away from central axis of the steep meniscus lens for different meshes and 
different molding stages considered. (a) End of Pressing, (b) End of Slow 
Cooling, (c) End of Gap creation, (d) End of Process. 
  
 5.4.2. Molding of a Simple Cylinder  
A glass sample in the shape of a cylinder with diameter, D = 10 mm and height, H = 5.3 
mm was subjected to a molding cycle and residual stress results were analyzed. The cylinder 
was pressed to a final height of about 3.3 mm while maintaining the thermo-mechanical 
conditions similar to those of the molding cycle given in [3,4]. The focus of this study is how 
the TRS fit affects the residual stresses as quantified by the maximum in-plane (r-) principal 
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stress. Three different TRS fits were considered based on: 1) PPV measurements using TL = 
440 
⁰
C [2] 2) PPV and BBV measurements [22] and 3) Best fit of the recent PPV and BBV 
data [24].  The second and third fits made use of a few data points near the glass transition 
and softening regions and the viscosity data obtained from the cylinder compression test 
using PPV [2]. The results in Figure 5.12a give the three different TRS fits, while residual 
stresses as a function of time during the molding cycle are provided in Figure 5.12b.  
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Figure 5.12 (a) Temperature-viscosity relationship calculated by best fit of WLF 
equation and corresponding data (b) Evolution of stress with respect to cooling 
time for various TRS fits. Vertical lines indicate the value of TL for respective 
curve obtained by using the best fit.   
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The maximum in-plane principal stresses reduce significantly for the viscosity-temperature curve 
having a lower temperature at which an infinite viscosity is predicted. This shows the importance 
of characterizing correctly the viscosity of the glass within the entire temperature range of 
interest.  While the results in Figure 5.12a show that the three curves vary significantly at lower 
temperatures, all curves pass closely through the three (triangle symbol) experimentally 
determined values of viscosity using PPV cylinder compression test. The TL values as defined by 
an infinite viscosity for the three curves are: dark solid line (440°C), dashed line (303°C) and 
dotted curve (209°C). Recalling from the validation #1 study, a value of about TL = 300°C gives 
an “actual” TL of about 440°C. The final residual stresses for the TRS behavior that has the 
lowest TL is about 55% of the result with the highest TL.  
5.4.3. High temperature elastic modulus (E) 
The study in this section considers the possibility of a strong dependence of the elastic 
modulus on temperature. The temperature dependence of the elastic modulus of the glass was 
changed from its room temperature value of about 100 GPa to a value of 1GPa at high 
temperature while keeping the equilibrium viscosity of the glass the same. This change was 
assumed to occur between 510°C and 560°C as a linear function of the temperature.  The drop in 
elastic modulus of glass as temperature increases was observed in [25]. In this section a 
sensitivity analysis of the effect of the high temperature elastic modulus on lens profile deviation 
is performed for both a bi-convex and a steep meniscus lens. 
 The results of Figure 5.13 show lens shape deviation vs. high temperature elastic 
modulus for the Bi-convex and steep meniscus lenses. The deviation increases as the value of the 
high temperature elastic modulus drops below its room temperature value.  
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(b) 
Figure 5.13. Sensitivity of high temperature Elastic modulus on shape deviation 
for (a) Bi-Convex (b) steep meniscus Lens. 
 
The change in deviation mainly occurs before and during the gap creation stage. During the slow 
cooling stage, which precedes the gap creation stage, the pressing force is reduced to a 
maintenance force that is about 1/3 of the pressing force. The slow cooling stage is follow by a 
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gap creation stage in which the maintenance force drops to zero. A lower value of elastic modulus 
causes higher elastic mechanical strains during the stages when the magnitude of the applied 
force drops to zero, which results in higher (permanent) lens shape deviation. Perhaps since 
elastic strain occurs more freely as the elastic modulus decreases, viscous flow to relieve stress is 
less likely to occur, which in the end results in larger deviation. Due to competing permanent 
deformation mechanisms, this explanation is speculative. It is possible that for a different 
geometry the opposite effect would occur. 
5.4.4 Reference temperature (TR) 
The reference temperature (TR) is the temperature of the glass at which the viscoelastic 
properties of the glass are evaluated in an experiment. Based on TR and other parameters, the 
viscoelastic behavior of the glass over the entire temperature range can be determined. Hence, it 
is critical to know this temperature accurately. Given the uncertainties in determining the actual 
temperature of the glass during high temperature creep experiments, it is often difficult to know 
the reference temperature accurately. In this study an uncertainty of ±20°C in the actual value of 
the reference temperature was considered. The uniform shift in TR causes a subsequent uniform 
shift in the viscosity-temperature curve of the glass. This affects the thermal history of the molded 
lens causing a change in the profile deviation. This shift also results in different press time (tpr) as 
the "shifted glass" will have a different viscosity-temperature relationship. In this numerical 
experiment, the press time was adjusted to have the same center thickness for the respective lens 
type. All other parameters were kept unchanged. 
  The results in Figure 5.14 show the effect of reference temperature on the deviation for 
both types of lenses. As expected the shape deviation changes as the value of TR is varied. Press 
times for all cases are given in the legend of the Figure.  
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Figure 5.14. Sensitivity of Reference Temperature (TR) on shape deviation for (a) 
Bi-Convex (b) Steep meniscus lens 
 
The results in Figure 5.14 show that it takes longer to press the lens with a higher TR, while 
keeping the other parameters unchanged, including the heat transfer coefficient at the lens and 
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mold interface. This occurs because the temperature at which the lens is molded also increases 
with higher TR. Since the lens molded with different TR has a different thermal history, the 
deviation of such a lens will be different. Thus, when TR was changed by +20°C, the molding 
temperature also increases which caused a change in shape deviation of about 2 microns for the 
bi-convex lens and about 4 microns for the steep meniscus lens. Lowering the TR by 20°C lowers 
the deviation by about one micron for the bi-convex lens and by about 2 microns for the steep 
meniscus lens. During a typical stress relaxation experiment, the actual temperature of the glass 
can easily be less than the temperature recorded by the thermocouple, in which case the value of 
TR will be underestimated.  
 5.4.5. Convective heat transfer coefficient (hconvection) 
During the molding process heat transfer occurs via conduction, convection and radiation. 
During the cooling stage, the primary mechanism of heat transfer is convection due to nitrogen 
flowing in the molding chamber. In the previous study by Ananthasayanam [5] this stage of the 
cooling process was taken into account indirectly by the application of temperature boundary 
conditions based on processing temperature data taken near the lens region. In this section a more 
direct approach is used that assumes some of the nitrogen flow actually has direct contact with the 
lens during the fast cooling cycle when a gap exists between the lens and upper mold. Convection 
is ignored during the pressing and slow cooling cycles since pressing is done in a vacuum and the 
lens is in contact with the molds during slow cooling. As stated in the introduction, Yi et. al [6] 
modeled the convection heat transfer coefficient between a lens and the surroundings throughout 
the heating and cooling stages. 
The baseline simulation case in this study has a convection coefficient between the glass lens 
and surroundings is set to zero and the heat transfer between the lens and molds only occurs 
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through contact gap conductance between the glass lens and molds. This case corresponds to 
molding a lens in a vacuum environment. In order to model the convection heat transfer in 
Abaqus, a value of the film coefficient (hf) and surrounding temperature (T∞) was defined along 
the boundary of the lens and mold in the beginning of the fast cooling stage of the lens molding 
process, when the temperature of glass is below the glass transition temperature (Tg) in range of 
about 510°C.    
  The results in Figure 5.15 show the lens shape deviation for the different convective heat 
transfer coefficients considered. The effect of modeling convective heat transfer is to increase the 
rate of heat transfer from the lens, consequently cooling it faster than the baseline simulation 
case. 
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Figure 5.15. Sensitivity of convective coefficient (hconvection) on shape deviation 
for (a) Bi-Convex (b) Steep meniscus lens 
 
As the lens cools faster the glass has less time to accommodate for shape change due to structural 
rearrangements, which results in an increase in deviation. The change in deviation is calculated 
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based on deviation of the baseline case with hconvection= 0. For a higher heat transfer coefficient 
(hconvection= 200W/m
2
K), the change in deviation is about 15 microns for the bi-convex lens and 
about 44 microns for steep meniscus lens. When a relatively low value of coefficient is used 
(hconvection = 20W/m
2
K), the change in deviation for both types of lenses is less than 2 microns.  
5.4.6. Choice of stress relaxation function 
 It was previously determined that the choice of stress relaxation function has a negligible 
effect on the lens shape deviation, but the effect on the residual stresses induced inside the lens at 
the end of the molding cycle is significant. The presence of higher residual stresses inside a 
molded part increases its susceptibility to fracture caused by processes such as annealing [23] and 
affects the birefringence [28]. Hence it is important to understand the residual stress state within a 
molded lens for different stress relaxation functions.  For the three different stress relaxation 
models discussed in Section 5.2, the in-plane principal stress at a section 5 mm away from the 
symmetry axis within a bi-convex lens at different time intervals during the lens molding process 
are presented in Figure 5.16.  
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Figure 5.16. Bi-Convex: Effect of Stress relaxation modeling detail on stress 
state at a vertical section 5 mm away from central axis. (a) End of Pressing, (b) 
End of Slow Cooling, (c) End of Gap creation, (d) End of Process. 
 
As seen from the figure, as the material behavior changes from a single term prony series to the 
more realistic multiple term series of a “Full Viscoelastic” characterization, the stresses inside the 
lens decrease in value. When the stress relaxation function is represented by a single prony term, 
the stress estimates become conservative.  Similar observations were made for the steep meniscus 
lens shape at different intervals of time during molding cycle, as shown in Figure 5.17.  
 146 
Y-Coordinate (mm)
0.0 0.5 1.0 1.5 2.0 2.5 3.0M
a
x
. 
In
-P
la
n
e
 P
ri
n
c
ip
a
l 
S
tr
e
s
s
 (
M
P
a
)
-1.40
-1.35
-1.30
-1.25
-1.20
-1.15
-1.10
-1.05
Single Term
Shear VE 
Full VE
Y-Coordinate (mm)
0.0 0.5 1.0 1.5 2.0 2.5 3.0M
a
x
. 
In
-P
la
n
e
 P
ri
n
c
ip
a
l 
S
tr
e
s
s
 (
M
P
a
)
-1
0
1
2
3
4
5
6
Single Term
VE Shear
Full VE 
Y-Coordinate (mm)
0.0 0.5 1.0 1.5 2.0 2.5 3.0M
a
x
. 
In
-P
la
n
e
 P
ri
n
c
ip
a
l 
S
tr
e
s
s
 (
M
P
a
)
-1
0
1
2
3
4
5
6
Single Term
Shear VE 
Full VE
Y-Coordinate (mm)
0.0 0.5 1.0 1.5 2.0 2.5 3.0M
a
x
. 
In
-P
la
n
e
 P
ri
n
c
ip
a
l 
S
tr
e
s
s
 (
M
P
a
)
-1
0
1
2
3
4
5
6
Single Term
Shear VE 
Full VE
(a) (b)
(c) (d)
 
 
Figure 5.17. Steep Meniscus: Effect of Stress relaxation modeling detail on stress 
state at a vertical section 5 mm away from central axis. (a) End of Pressing, (b) 
End of Slow Cooling, (c) End of Gap creation, (d) End of Process. 
 
The estimates of residual stresses inside the lens at the end of the process were significantly 
higher if the simplified assumption regarding the material model is made in the analysis. The 
shear viscoelastic material model that allows viscoelastic relaxation of the shear component of the 
deformation gives a reasonable estimate of the stresses as compared to a single term 
approximation. It appears as though the added fidelity of the bulk response is not important for 
the case studied. 
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 5.4.7. Stress Birefringence Calculations 
 Stress birefringence inside a molded lens is an inevitable outcome of the molding 
process. Birefringence or double refraction is a phenomenon where a light wave entering a 
material will be split into two plane polarized components that are perpendicular to one another. 
These waves will, in general travel through the material at two different speeds, as one will be 
retarded with respect to another as they pass through the material [25]. As a result the waves will 
have phase difference at the exit of the material point. The birefringence inside a molded lens is 
mainly caused by thermo-mechanical processes induced by the molding operation, which cause a 
deterioration of optical properties. Such birefringence is referred to as Stress birefringence or 
Structural birefringence.  
  Stress birefringence in the following examples was calculated based on the formula  
( )rB C                                                                           (5.8) 
where, B is Birefringence in nm/cm, C is the stress optical coefficient (C = 
) [27] and  and  are the inplane maximum and minimum principal 
stresses in units of Pa. Using Eqn. (5.8) and making use of the capability presented earlier in this 
Chapter, it is a very simple matter to calculate the birefringence. The birefringence plots for the 
bi-convex lens shape for the three stress relaxation behaviors in Eqns. (5.2 – 5.4) are presented in 
Figure 5.18. The plots show the stress birefringence when viewed from above; hence, it involves 
only radial and circumferential stress components in the calculations as given by Eq. (5.8). The 
contour plots for the stress birefringence provided in this study show the overall birefringence 
distribution at the end of the molding cycle. The lighter shades in these plots indicate a lower 
stress birefringence values and dark shades show relatively high stress birefringence within the 
lens geometry. Figure 5.18 shows the trend that the full viscoelastic material behavior of Eq. (5.4) 
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gives less birefringence, which is a slightly improved birefringence response than the viscous 
material assumption. Just as with stresses in Figures 5.16 and 5.17, the viscous assumption gives 
a more conservative estimate, and similarly the most sophisticated characterization, if it is correct, 
gives potentially the most accurate results. 
 
(a) 
 
(b) 
 
(c) 
 
Figure 5.18. Stress birefringence (nm/cm) inside the Bi-convex lens shape after 
molding for different material behavior assumptions (a) Full Viscoelastic (Eq. 
5.4) (b) Shear Viscoelastic (Eq. 5.3) and (c) Single term Shear model (Eq. 5.2). 
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The birefringence for the steep meniscus lens is shown in Figure 5.19 for the three different 
viscoelastic material behavior assumptions as presented in Figure 5.18. Just like the previous bi-
convex results, the viscous assumption leads to a higher birefringence distribution inside the lens.   
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(a) 
 
(b) 
 
(c) 
Figure 5.19. Stress birefringence (nm/cm) inside the steep meniscus lens shape 
after molding for different material behavior assumptions (a) Full Viscoelastic 
(Eq. 5.4) (b) Shear Viscoelastic (Eq. 5.3) and (c) Single term Shear model (Eq. 
5.2). 
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In a final study in this Chapter, the birefringence distribution in both lenses was plotted 
along different vertical sections of the lens. In Figure 5.20 the case of the bi-convex lens 
is considered and the stress birefringence distribution is plotted along the thickness of the 
lens at the central axis (r=0) and at a radial distance 5 mm away from the axis. In this 
plot, the value zero for the lens thickness indicates the bottom of lens, while, the 
maximum value indicates the top surface of lens considered. The same considerations are 
made in Figure 5.21 for the steep meniscus lens. These results clearly show the difference 
in the birefringence values as a consequence of using different viscoelastic material 
models. It also shows that the overall stress birefringence values are higher at the bottom 
edge of the lens as it cools faster than the central and top portion.  
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(a)                                                                 (b) 
 
Figure 5.20. Stress birefringence distribution (nm/cm) inside the bi-convex lens 
shape after molding for different material behavior assumptions along the 
thickness of the lens at different section of lens. (a) At the central axis of the lens 
(b) at 5 mm away from the axis of lens. 
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(a)                                                                          (b) 
 
Figure 5.21. Stress birefringence distribution (nm/cm) inside the steep meniscus 
lens shape after molding for different material behavior assumptions along the 
thickness of the lens at different section of lens. (a) At the central axis of the lens 
(b) at 5 mm away from the axis of lens. 
 
 Given the capability to determine the stress birefringence, a sensitivity study of TRS 
behavior and slow cooling rate on the stress birefringence inside the steep meniscus lens will now 
be considered. For the case of TRS behavior, which is presented in Figure 5.22, birefringence 
results for two viscosity-temperature relationships were compared, which were based on 1) a 
WLF fit and 2) the UTRS subroutine, which involves constraining the relaxation times for 
viscosity and volume to be the same, (Refer to Equation 5.7 in Section 5.3.3). It was understood 
from the stress validation example of the sandwich seal, that the TRS behavior greatly affects the 
stress state inside glass during the annealing phase; hence, the effect of the same during molding 
simulations was explored in this sensitivity example. Viscoelastic material relaxation is used.  
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(a) 
 
 
(b) 
 
Figure 5.22. Stress birefringence (nm/cm) inside the steep meniscus lens shape 
after molding for different TRS assumptions (a) based on WLF fit of data from 
[2] (b) based on UTRS subroutine (the same relaxation times for viscosity and 
volume, Refer to Equation 5.7) 
As seen from Figure 5.22, the stress birefringence distribution using the UTRS 
assumption has lower values over the results from Figure 5.19 and is therefore an 
improvement. Next, the sensitivity of cooling rates on stress birefringence will be 
explored.  
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(a) 
 
(b) 
 
(c) 
 
Figure 5.23. Stress birefringence (nm/cm) inside the steep meniscus lens shape 
after molding for different slow cooling rates during molding cycle (a) baseline 
case with q0 = 0.288°C/s (b) with q = 0.33q0 = 0.096°C/s (c) with q = 3q0 = 
0.864°C/s 
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 As seen from the Figure 5.23, the use of a slow cooling rate of 0.096°C/s makes an 
improvement in the stress birefringence distribution inside the lens, while, the higher cooling rate 
induces more residual stresses inside the lens. A similar trend in the results is expected for the Bi-
convex lens. The stress birefringence distribution along the lens thickness is considered for the 
given sensitivity parameters in Figure 5.24. The plots presented in Figure 5.24 indicate the 
distribution of stresses at the central section and a section 5 mm away from axis of steep 
meniscus lens. The “Baseline” case in Figure 5.24 refers to the “Full VE” case in Figure 5.21. 
The given sensitivity cases reduce distribution of stress birefringence as compared to the 
“Baseline” case except for the slow cooling rate of .864°C/s. The slow cooling rate of 0.096°C/s 
clearly reduces the stress birefringence near the top and bottom parts of the lens as expected.  
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   (a)      (b) 
 
Figure 5.24. Stress birefringence (nm/cm) inside the steep meniscus lens shape 
after molding for TRS and slow cooling rate sensitivity study (a) At the central 
axis of the lens (b) at 5 mm away from the axis of lens. 
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The two sensitivity studies present an example of use of an improved material property definition 
and an optimal processing parameter (e.g. slow cooling rate) to make an improvement in the 
stress birefringence results of the molded lens. 
5.5 Discussion 
 This Chapter strengthens the understanding of the role of stress relaxation characterization 
of optical glass in computational simulations of the lens molding process. Based on the lens 
molding issue of interest, the stress relaxation characterization of optical glass can be more or less 
important. It was pointed out in Chapter 1 that based on the literature [4] the stress relaxation 
parameters have an insignificant impact on the lens shape deviation. This Chapter further 
confirms that conclusion by testing other possible effects, but more importantly quantifies how 
residual stresses and stress birefringence inside the lens shape are strong functions of such a 
characterization. 
This Chapter gives three validation examples that were used to give confidence to the current 
approach of calculating residual stresses. For the first well-known example in which the residual 
stresses vanish at the end of cooling stage, the Table 5.1 gives the order of error present in the 
finite element discretization method. This validation case also studies in detail the value of “TL” 
at which glass behavior transitions from viscoelastic to elastic. The second and third examples of 
quenching of a glass slab and the cooling of a sandwich seal show that the level of uncertainty in 
parameter evaluation and/or implementation can lead to fictitiously correct results. These 
examples point out the need to evaluate the important parameters of both stress relaxation (for 
example E(T) and TRS) and structural relaxation (time-temperature dependence of CTE) 
parameters. 
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The convergence study was presented in Table 5.2 validated the methodology used for stress 
state evaluation using the Finite Element Analysis approach. Based on the study, the coarsest 
mesh was found to be sufficient to provide sufficiently accurate results in lens molding of a steep 
meniscus lens. 
For the final sets of results, residual stresses and stress birefringence were calculated for two 
lens types using three different levels of stress relaxation characterization presented in Section 
5.2. The results showed that the choice of stress relaxation function greatly affects the stress state 
within lens during molding. Hopefully these results will motivate the experimentalist to more 
precisely characterize molding glasses. Such characterizations should enable computational 
mechanics to make reliable predictions and to aid in process design, as well as identify glass 
behaviors that could yield improved optical properties. 
 
5.6. Conclusions  
The following conclusions are made based on the current sensitivity study of two lens types. 
 It is important to know the temperature dependence of the elastic modulus E(T) of an 
optical glass as it can have a significant impact on the lens shape deviation for both 
types of lenses. In general, the lower the value of E, higher the residual stresses and 
the deviation. This conclusion is important for certain types of optical glasses 
including Chalcogenides, which have a low value of elastic modulus at temperatures 
above Tg [17]. 
 The change in reference temperature causes a non-negligible change in deviation of 
both types of lenses keeping other parameters the same except for the pressing time. 
The lower the TR, the lower the press time and the deviation of a lens. Simulations 
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suggest that if TR is 20
⁰
C lower than the actual value, the change in deviation is about 
a micron for the Bi-convex lens and about 2 m for the steep meniscus lens. These 
values are doubled if TR is 20
⁰
C too high.  
 The mechanism of convective heat transfer between the glass and mold at the end of 
the slow cooling stage affects the thermal history of the lens, which increases the 
deviation of the lens since the lens cools faster than without this mechanism.  
 It is known that the lens shape deviation for both types of lenses is not sensitive to the 
viscoelastic stress relaxation function. Viscoelastic behavior of the optical glass 
during molding can be simplified by assuming the material has a viscous response in 
shear and an elastic response in bulk. However, this assumption will lead to an 
overestimation of residual stresses and birefringence inside the lens. For these cases it 
is important to more precisely characterize stress relaxation, which is a non-trivial 
task. 
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STUDY OF LENS CRACKING USING COMPUTATIONAL FRACTURE 
MECHANICS 
6.1. Introduction 
During the lens molding process a lens preform is subjected to a series of mechanical as 
well as thermal loadings and is susceptible to fracture. Issues include pre-existing flaws, the 
brittle nature of glass with the added complication of the fragility of certain glass types, badly 
designed process parameters, among others. This chapter utilizes the capability of stress 
prediction within the lens that was demonstrated in the Chapter 5 and identifies the critical stages 
during the lens molding operation during which the lens is susceptible to fracture.  In the next 
paragraph a few basics of fracture mechanics will be reviewed and the assumptions for the 
analysis will be identified. 
The cracking phenomena mainly includes two stages – a crack initiation stage and a crack 
propagation stage that needs a driving force that can be provided by the thermo-mechanical 
stresses present inside the lens during the pressing and cooling stages of lens molding. Under the 
energy criterion, the crack propagation in the material occurs when the energy available for crack 
growth exceeds the resistance of the material [1]. The resistance of the material to fracture 
(fracture toughness) is quantified by the Critical Stress Intensity Factor (SIF) commonly denoted 
by KC, or KIC in the case of Mode I fracture. The stress intensity factor (K), which denotes the 
amplification of the singular stress field around the crack tip, can be used to quantify the crack 
driving force [1]. In general there are three modes of fracture, but the current study focuses on 
Mode I fracture, the details of which, including the definition of a stress intensity factor, are 
summarized later in this Chapter. A complication in predicting fracture in lens molding is the 
large temperature range experienced during cooling, which affects the value of KIC. While optical 
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glass at room temperature is brittle in nature, at high temperature viscous flow adds ductility to 
the material behavior which makes the material tougher, i.e., fracture will occur at a higher value 
of applied KI. Furthermore, the theory of Linear Elastic Fracture Mechanics (LEFM) which is 
based on the stress intensity factor may no longer be applicable at higher temperatures. The 
viscosity of the optical glass (L-BAL35 in our case) at the pressing temperature of Tg + 60˚C is of 
order of Log (/Pa∙s) = 8.33, which is most likely beyond the range of LEFM. However, as the 
glass cools the theory becomes more valid and the stress levels rise due to the rapid increase in 
the viscosity. The study of the temperature dependence of the stress intensity factor during the 
brittle-to-ductile transition (BDT) of standard window glass was performed by Rouxel et. al [2]. 
They developed a simple model to quantify BDT in glass using crack tip stress and stress 
intensity factor as key parameters. Their model predicted the observed increase in the apparent 
fracture toughness in glass near the glass transition temperature. Therefore, it will be assumed 
that as the glass in the current study cools below Tg, and the method of LEFM can be applied 
using a constant value of KIC. 
Fracture during lens molding, has been considered, although only by a few researchers. 
Cha et.al [3] reported lens breakage of Chalcogenide glass (IG4, Tg = 225 °C, CTE = 20.4 x 10
-6
 
/K) due to thermo-mechanical stresses caused by the low thermal conductivity and high thermal 
expansion coefficient of the glass. They also reported adhesion of glass to the Tungsten Carbide 
(WC) mold. The study reports the lens breaking and adhesion during molding operations when 
the glass sample was subjected to different initial heating and molding temperatures.  They 
concluded that the IG4 glass should not be heated above Tg (225°C) in the initial heating stage 
and must be heated above Ts (310°C) before pressing to avoid breaking of the glass. They also 
reported some occurrences of adhesion of glass to mold when they implemented the above 
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strategy. Chien et.al [4] studied the effect of Al2O3 coatings on three glass types having high 
refractive index and Tg (530-547°C). They reported cracking at the edge of an uncoated lens at a 
temperature below 610°C and sticking occurred when the molding temperature was increased to 
625°C on a Pt-Ir coated WC/Co mold. The problem of sticking was resolved using coating of 
Al2O3 on the glass preforms but it required a slightly higher molding temperature. Authors [5-8] 
have also reported fracture due to the thermal expansion behavior of different glass types in the 
application of lens molding.   
 This literature survey suggests that cracking of lenses during molding is an important 
issue that needs attention and that currently researchers are using ad-hoc techniques to circumvent 
the problem. The author of this study is unaware of a single research paper in the open literature 
that models the thermo-mechanical cracking of a precision molded optics. 
 In this chapter, a problem of cracking of lens preform during thermo-mechanical 
processing is addressed via computational simulations. The study assesses the magnitude of crack 
tip opening displacement (CTOD) when a small penny shaped crack is modeled within the lens 
that is subjected to lens molding cycle. The material presented below involves a brief background 
for the theory of fracture mechanics and its FE implementation. Following this introduction, a 2D 
and a 3D crack geometry are used as examples to validate the calculation of the fracture 
parameters for both far-field loading and thermo-mechanical loading. The examples include stress 
intensity factor evaluation based on the J-integral technique as well as the crack tip opening 
displacement and stresses near the crack tip. The analysis methodology adopted to model a crack 
in lens molding simulations using ABAQUS will be presented. The two scenarios of a 
circumferential and a radial crack that are considered for crack modeling inside a lens subjected 
to a molding cycle are also described. At the end, the results of crack tip opening displacement 
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(CTOD) calculations for the above two scenarios will be presented for two material models and 
cooling rates. 
6.2. Stress Analysis of Cracks and Stress Intensity Factor Calculations 
 The stress analysis of a cracked body subjected to external forces involves seeking a 
closed form expression or computational solution that quantifies the stress field near the crack 
tip. The early analyses involved closed form solutions to the problems involving crack tip 
stress distribution with approaches by Williams [9] and Westergaard [10]. Williams analyzed 
the local crack tip stress field asymptotically and showed that for linear elastic behavior the 
far field boundary conditions enter into the asymptotic solution only in terms of constants, the 
most important of which is the stress intensity factor that multiples the dominant one over 
square root of r leading term in the asymptotic series.. Williams actually considered the 
stresses at the corner of the plate with various included angles and boundary conditions; a 
crack is special case where the included angle of the plate corner is 2π and surfaces are 
traction free [1]. Westergaard, on the other hand showed that a limited class of problems can 
be solved in closed form using a complex stress function.    
 To illustrate the asymptotic solution obtained by Williams [1], in terms of the 
polar coordinate system with the origin at the crack tip as shown in Figure 6.1, the so-
called Mode I asymptotic stress field in a homogeneous linear elastic body is given by, 
0( , ) ( ) ( ) ( )
2
I
ij ij ij
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where  is the stress tensor,  and   are as defined in Figure 6.1, KI is the Mode I stress 
intensity factor,   is the dimensionless function of  which is independent of the 
loading as long as it is symmetric [1], the quantity, T, is the T-stress which is a constant stress 
parallel to the crack and the remaining terms of order square root of r and higher are the 
higher order terms once again independent of the details of the far field loading except for 
constants.  
 
 
 
 
 
Figure 6.1. Representation of stress field around the crack tip. Crack tip also acts as an origin of 
cylindrical coordinate system used to define the stresses and displacements. 
The stress intensity for the opening mode I when subjected to remote tensile stresses in 
direction normal to the crack can be written in terms of rectangular coordinates as follows: 
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Clearly as the radial distance  approaches zero, the leading terms of Equations 6.1-6.4 
approach infinity, while the other terms remain finite or approach zero [1]. As shown by 
Equations 6.1-6.4 the stresses near the crack tip vary with  regardless of the configuration of 
the cracked body for symmetric loading. This is also true for an arbitrary configuration which 
must also include Modes II and III. Similarly, the displacement near the crack tip varies 
proportional to  for all loadings. The stress intensity factor defines the “strength” of the 
singularity at the crack tip and the stresses near the crack tip region increase proportional to the 
K.  
 Calculations of the stress intensity factor can be made by using different approaches, 
from purely analytical for relatively simple configurations to purely computational. The values of 
stress intensity factors for various geometric and loading configurations are summarized in 
classical handbooks of stress intensity factors such as Tada et al. [12]. The focus of this study is 
the computational evaluation of the stress intensity factor for lens molding using the Finite 
Element (FE) method. In the next sub-section, it will be shown by an example, how FEM can be 
used efficiently to capture crack tip singularity and compute the stress intensity factors. 
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6.3.1. Capturing the crack tip singularity using FEM 
It was shown in the previous section that the singular stress field exists near the crack tip 
when an elastic body having a sharp crack is subjected to loading. For most of the standard 
geometric configurations, the solution of singular stress field in terms of the geometric parameters 
is available in several book and handbooks on the subject. The real world problems which 
involved more complex geometries, the extension of analytical approach to calculate stress 
intensity is very cumbersome. Fully computational solutions such as the finite element (FE) 
solution must be used for such problems, while the analytical methods provide accurate solutions 
with which to validate the computational models. In this section, it is briefly shown that how FE 
method can be implemented to solve for the singular field near the crack tip.   
Singular elements were introduced [13] much earlier to circumvent the problem of 
singularity of stress field in fracture mechanics calculations. These types of elements for the case 
of a quadratic element solved the inherent problem of stresses being a linear function of the 
geometric coordinates in the typical finite element mesh. A one-dimensional quadratic elemental 
shape function with a mid-side node would yield a linear relationship between stress/strain and 
geometric coordinate (say ). It was shown that if the mid-nodes were moved to ¼ distance 
instead of half, then mathematically, the displacement,   and stress and strains  . 
Thus, the “singular” or “quarter-point” elements are useful in capturing the singular field around 
the crack tip if these elements are correctly placed around the crack tip. In a 2-D analysis, the iso-
parametric 8-node quadrilateral elements are employed for crack analysis with one edge of the 
element collapsed and nodes on the adjacent edges moved to the ¼ position towards the collapsed 
node. Usually a ring of such elements known as a focused mesh is created around the crack tip to 
capture the singularity [14]. Figure 6.2 shows the typical singular quadrilateral element which has 
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an element edge collapsed. Depending upon the singularity requirement, the common nodes at the 
corner can be chosen to be either dependent or independent to move with one another.   
 
 
 
 
 
 
 
Figure 6.2. Regular Second order quadrilateral element (left), singular element 
with mid-side nodes 5 and 7 moved to a quarter length away from collapsed 
nodes 1, 4, 8 which share the same geometric coordinates (right).  
The stress intensity factor can be determined by plotting the product of the yy 
component of the nodal stresses along the line of the crack ( ) and  as function of ‘r’ 
and extrapolating the data to r = 0 to determine the stress intensity factor. Similar techniques can 
be used to predict the stress intensity based on the nodal displacements which are more accurate 
than the stress field. This technique, known as stress-displacement matching [1], is a standard 
method of estimating the stress intensity factor. Other methods include computing the energy 
release rate (G) within the body and relating it to stress intensity (K). More recently developed 
techniques such as virtual crack extension method and energy domain integral method [1] are 
widely used today in commercial software due to their accuracy and efficiency over traditional 
methods. 
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Besides the stress intensity factor (K), J-integral is widely used in the case of the non-
linear elastic fracture mechanics as the fracture parameter [1]. The J-integral, which is a path 
independent line integral, is usually considered as a non-linear energy release rate parameter for a 
body containing crack. It is also related to energy release rate parameter G in case of linearly 
elastic material and a unique relationship exists between J and K in this case.  The J-integral can 
be calculated in Abaqus by using domain integral procedure [14]. Another important fracture 
parameter that has a unique relationship with J is Crack Tip Opening Displacement, commonly 
known as CTOD. Two common definitions of CTOD include the displacement at the original 
crack tip and the amount of opening displacement of the crack tip at the intersection of a 90 
degree vertex with crack flank [1]. There also exists a unique relationship between the CTOD and 
J-integral for non-linear elastic materials making CTOD an important parameter for crack tip 
characterization. Most importantly, the use of the CTOD does not require a certain material 
behavior, as does J and K. Furthermore, CTOD can be estimated based on the FEA output by 
measuring the displacements at nodal locations near the crack tip mesh. Another important 
fracture parameter for materials involving creep loading is the C-integral. In this case the K and J 
parameters are not sufficient to characterize the creep crack growth [1]. The Ct-integral definition 
is related to that of J-integral by replacing strain field with strain rate and displacement with 
displacement rate over a contour. Due to introduction of rate dependence, the Ct-integral can 
characterize the crack tip conditions for viscous materials. Abaqus provides a way to calculate the 
Ct-integral within only the *VISCO analysis procedure, which is mainly used for quasi-static 
creep problems [14]. Although this procedure allows the application of an initial temperature as a 
prescribed initial condition over the domain, it does not allow the application of transient 
temperature boundary conditions and was found to be unsuitable for the lens molding 
simulations. 
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6.3. Stress Intensity Factor Validation Studies 
Two validation studies for the determination of stress intensity factors for a crack in an 
infinite elastic medium subjected to remote tensile loading are considered in this section. The two 
geometries considered are a 2D infinite plane containing a central crack of length ‘2a’ (plane 
stress problem) and an infinite 3D domain containing a penny shaped crack of radius ‘a ’. For 
both geometries a remote tensile stress was applied along the boundary normal to crack plane. 
The extrapolation method was applied to the 2-D geometry and the J-integral as evaluated by 
using finite element program Abaqus was calculated for both cases for a series of different 
contours. Benefits of the study include understanding the influence of the meshing near the crack 
tip region on the stress field and the identification of the influence radii near the crack tip for 
which the LEFM solution can be assumed to be valid, given the asymptotic nature of the stress 
fields given by Equations 6.1-6.4. This method relied on the idea that the full field solution at a 
given radial distance close to the crack tip can be approximated by an asymptotic series in terms 
of K and a suitable number of higher order terms. For details on using singular integral equations 
to determine higher order coefficients in order to study the dominance of the  term over 
other higher order terms in the neighborhood of the crack tip, the reader is referred to [17] and 
[18].    
6.3.1. A through thickness crack in 2-D Infinite plane subjected to remote tension  
The 2D plane stress problem of a crack of length ‘2a’ in a very large plate subjected to 
remote tensile loading was considered. The finite element model in ABAQUS consisted of a 
crack of size 2a = 100 microns in a rectangular plate of size 100 mm x 100 mm to represent an 
“infinite” plate. Only half of the plate was modeled and two vertical edges of the plate were 
subjected to tensile stress of 1MPa. The crack was aligned along the vertical direction (y-axis) 
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and the stress component xx in front of the crack tip was evaluated for different meshes.  For 
meshing around the crack tip, degenerated 4-node quadrilateral elements with collapsed edges 
(triangular shaped as shown in Figure 6.2) were used. The crack tip geometric region was divided 
into two regions: a circular region that has a very small radius (a/20) containing only an array of 
triangular shaped elements and an annular region that has an inner radius (a/20) and an outer 
radius (a) with the second order 8-node quadrilateral elements. The small circular region (r = 
a/20) near the crack tip was meshed with an array of “singular” quarter-point elements, while the 
annular region was meshed with regular 2
nd
 order quadratic elements. The finite element mesh 
seeding along the radial direction in the annular region was changed from four and sixteen 
elements and into 36 elements along the circumferential direction. Comparison with the closed 
form solution and the numerical procedure to calculate the stress intensity factor from the stresses 
are explained below. 
The full field solution for this crack problem along the line of the crack is given by  
0
2 2
( 0, )xx
y
x y
y a

  

,                            (6.5) 
 
or in terms of a polar coordinate system centered at the y = +a crack tip, 
0 ( )( , 0)
( 2 )
xx
r a
r
r r a

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
 

.    (6.6) 
Expanding Eqn. (6.6) about the point r = 0 gives 
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Using the definition of a stress intensity factor and (6.7) gives the well-known result, 
0
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2 ( , 0)
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I xxK r r a
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 
.             (6.8) 
The approach used to obtain the stress intensity factor from the numerical data makes use of 
expressing Eqn. (6.7) as follows: 
2 3
0
2 3 5
( , 0) 1
4 32
xx
r r r r
r O
a a aa

 
 
   
       
   
.  (6.9) 
In order to compare the numerical solution with the analytical solutions, the following procedure 
was used to plot the numerical data: 
a) the stress field near the crack tip based on the FEA output was normalized by 
multiplying by ( )   
b) the normalized stress output was then plotted as a function of normalized radial 
coordinate (r/a) 
The normalized stresses using this procedure were plotted as a function of the normalized radial 
distance as shown in Figure 6.3. The analytical asymptotic solutions from (6.6) and the exact 
solution from Eqn. 6.9 are included in the same figure. 
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(b) 
Figure 6.3 Comparison of the nodal stresses along the radial direction with the 
analytical solution for two different meshes. K estimates based on the nodal 
stresses for the data selected in the given range, are shown in the right. The error 
value in the legend indicates the percentage error in value of estimate of K with 
respect to the normalized value (unity). (a) 1x4x4 elements (b)1x4x16 elements. 
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The comparisons in Figure 6.3 show that the numerical data matches the exact solution quite well 
for a fine mesh (r/a > 0.2), while, only for about r/a > 0.4 for the coarse mesh. As expected, due to 
problems of finite element convergence near the crack tip, there is error for small r/a. The results 
also show that a three-term asymptotic solution (1 + 3/4(r/a) – 5/32(r/a)^2) is a good 
approximation of the exact solution for about r/a < 0.5, while the two term solution (1 + 3/4(r/a)) 
is good for about r/a < 0.25. On the right side of Figure 6.3 the stress data was fit with a straight 
line. Ideally the constant term, which is representative of the stress intensity factor, would equal 
1.0 and the slope would be 0.75. In making these fits it was determined that the best range of data 
to use was 0.15  (r/a)  0.5 to make predictions of the stress intensity factor close to the actual 
value. Based on these fits the stress intensity factor was found to be accurate to within about 
0.3%.  The slope calculated was 0.68, which has a larger error. The error in value of the stress 
intensity factor was reduced to about 0.05% and slope to 0.7, for a dense mesh (16 elements along 
the contour). 
Although, the above technique provided the stress intensity factor to within satisfactory 
limits, the methodology is not as straightforward for 3D problems with a complex stress state. 
Hence, the stress intensity factor output of Abaqus (KA) using the J-integral was assessed for 
accuracy of the finite element software and the comparison with the analytical solution (K0) is 
shown in the Figure 6.4.  
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Figure 6.4. The relative error in calculation of stress intensity factor from Abaqus 
(KA) and analytical solution (K0). (Left) first order elements and (right) second 
order elements. Horizontal lines correspond to the mean value of the respective 
data points 
The problem was solved with both first and second order elements and it is seen from the 
Figure 6.4 that second order elements were found to be within about 0.2%. While the second 
order elements are computationally expensive, the first order elements with the sufficient mesh 
density provide the stress intensity estimation within about 1%, which is determined to have 
sufficient accuracy. 
6.3.2  Penny shaped crack in 3D infinite domain subjected to remote tension 
In this subsection, the 3D version of the previous problem is presented. The crack 
geometry is assumed to be penny (circular) shaped and is embedded in an infinite 3D domain and 
subjected to a remote tension. The radius of the crack was taken to be 50 microns with the 
dimensions of the computational domain as 200 mm x 200 mm x 200 mm. Taking advantage of 
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symmetry, only half of the domain was modeled in Abaqus and two horizontal remote surfaces 
were subjected to a tensile stress of 1 MPa. The material property was assumed to be elastic with 
an input of E and .  The crack front of the 3D crack takes a shape of a line or a curve (circle in 
this case).  As opposed to a circular region around the crack tip in the 2D case, a half torus shaped 
region was created and meshed around the crack front. The details of the geometry, loading and a 
section of the mesh are shown in Figure 6.5.  
 
 
 
 
 
 
 
                          
              (a)                                                                          (b) 
Figure 6.5 (a) Schematic of penny shaped crack subjected to remote tensile 
stresses. (b) Quarter-section of an actual finite element mesh near crack tip. 
 
Abaqus allows calculation of the stress intensity factor along the crack front by 
computing the contour integrals around the crack tip region. Two different meshes were studied 
having a coarse and dense mesh around the crack-tip region. The stress intensity factor as 
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evaluated from Abaqus near three selected crack tip locations was compared with the analytical 
solution [19] as shown in the Figure 6.6.  
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Figure 6.6. The relative error in calculation of stress intensity factor from Abaqus 
(KA) and analytical solution (K0). (Left) coarse mesh and (right) fine mesh. 
Horizontal lines indicate the mean value of the respective data points.  
 
 The stress intensity factor (K) was evaluated at the three crack tip locations 
corresponding to the directional vectors [1,0,0], [0,π/2,0] and [-1,π,0] with respect to the r--z 
coordinate system located at the center of the circular crack. As seen from the Figure 6.6, the 
stress intensity factor for the fine mesh is within the 0.5% of the value obtained by analytical 
results. 
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6.4. Computational Assessment of Stresses Near the Crack in a Viscoelastic Material 
The material behavior in the examples given in the previous section was linear elastic and 
hence the verification of the FEA results with the analytical solution of stress field was possible. 
This section describes computational examples of the 2D and 3D geometries with a crack having 
a viscoelastic material behavior which is commonly observed in glass near the glass transition 
temperature (Tg). The first example assesses the transient stresses near the crack tip region in the 
viscoelastic solid transitioning from an elastic state at low temperatures to a viscous state at high 
enough temperatures, while the second example shows the effect of transient thermal loading on 
different material behavior assumptions. The key point in this study is to evaluate the effect of 
transitioning thermo-viscoelastic material behavior near the crack tip using the normal stress in 
from of the crack front and the CTOD as fracture parameters.  
6.4.1. 2D plate subjected to steady state thermal and tensile loading 
In this numerical example, a 2D plate having a viscoelastic material behavior is subjected 
to remote tension and is held at a constant temperature for a long enough period of time. This 
example enables the observation of the singular stress field near the crack tip as a function of time 
for different cases of temperatures. The initial temperature is varied to make the material behavior 
change from nearly elastic (Tg-50°C) to viscoelastic (Tg+50°C).  The viscoelastic material 
constants described in Chapter 4 were used to obtain results and were compared with those 
obtained from the purely elastic material assumption. A small seam crack (2a= 100 microns) was 
modeled in the 10 mm x 10 mm viscoelastic domain subjected to 1MPa stress in the direction 
normal to the crack plane. Based on prior knowledge, a suitable mesh size was chosen along with 
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the linear quadrilateral elements having displacement and temperature degrees of freedom. The 
initial temperature was varied using values of 470, 530 and 590°C and stresses and displacements 
near the crack tip region were monitored. The normalized stresses are plotted near the crack tip 
region spanning from the crack towards the normal edge of the plate having an un-deformed 
width of 2W0.  
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(b) 
Figure 6.7. (a) Normalized stresses ahead of the crack tip at given temperature 
for three different cases and (b) 590°C case at different time/deformation levels 
(close-up view on the right). Deformation level can be inferred from the 
horizontal scale. For example, top curve has deformed to 25% of its original 
width. 
The results in the Figure 6.7a show that there is a very small difference between the stress 
field for elastic and viscoelastic material assumption at 470°C and 530°C. The difference, 
however, becomes significant at 590°C, as seen from Figure 6.7b. The key point in Figure 6.7b is 
that the width of the plate decreases as very large viscous deformations progress. For example, 
for the curve coinciding with the elastic solution – time is close to 10s, the deformed width is 
close to the original width since the factor r/W0 is close to 1. However, as time/deformation 
progresses, the width of the plate slowly decreases. For example, for a curve corresponding to a 
normalized stress of 2, the width of the plate has reduced to about 50% of its original value. 
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These plots reveal the relative significance of the temperature and time when a crack in a viscous 
material is considered.  
6.4.2. 3D block subjected to tensile and transient thermal loading 
In this numerical example, contrary to the previous example, a 3D geometry and transient 
thermal loading is considered while, the material behavior assumptions remain the same. A 
viscoelastic block is subjected to remote tension and transient thermal boundary conditions 
similar what would be experienced by an actual lens during processing. Loading consisted of 
tensile stress (1MPa) and initial temperature of 585°C and the block was allowed to cool to room 
temperature with a prescribed cooling rate. The crack tip stresses were evaluated for two 
viscoelastic material behavior models: full viscoelastic and viscous shear, in order to study the 
effect of viscous relaxation of the stress field near the crack tip.   
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(b) 
Figure 6.8. (a) Normalized stress distribution ahead of the crack tip during slow 
cooling (Cooling1) stage at given times (close-up view on the right) (b) 
normalized stresses at end slow cooling and end of process stages for different 
material behaviors (VE - Viscoelastic, ST -Single Term in shear). 
 
The Figure 6.8 shows the effect of material model on the stresses when a crack is 
subjected to thermo-mechanical loading. Results in Figure 6.8a indicate that material behavior 
has little influence during first 10s of loading and slow cooling stage, while, for the rest of the 
cooling time, the stresses resulting from a Single Term assumption were higher in magnitude than 
the full viscoelastic material assumption. The stress state inside the glass block at the end of the 
process in Figure 6.8b is similar to that of a tempered glass block, which has tensile stress 
distribution at the center and compressive stresses at the outer surface similar to Figure 5.7 of 
Chapter 5. Next, the crack tip opening displacement for two material models is computed and 
plotted as function of normalized cooling time.  
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Figure 6.9. Crack tip opening displacement for different material models 
The results in Figure 6.9 indicate the viscoelastic material model has higher crack tip 
opening displacement than the Single Term viscous material assumption. This indicates the single 
term viscous assumption gives conservative results when the fracture parameter is considered 
which is counter intuitive as the stress results with the same assumption were found to be non-
conservative.  
6.5.  Important Steps in Modeling Crack inside the Glass Preform Lens 
Based on the previous research experience and limited available evidence, the failure 
mode of the lens during molding was predominantly in the circumferential or radial direction. A 
circumferentially oriented crack would need stress dominant in the radial direction for 
advancement. Similarly, a crack whose orientation is along the radial direction would advance if 
there was a significant hoop stress. Hence, it was decided to model a crack in the circumferential 
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and radial directions inside the lens geometry and CTOD as the lens cools to room temperature 
from the molding temperature. The 2D axisymmetric analysis is not suitable in such a case as any 
crack modeled in the  plane would mean the presence of a crack for the full 360
°
 which may 
not be the realistic case. A full 3D model of a lens-mold assembly can be used in such a case, but 
for the reasons of computational efficiency, sectors consisting of 2.5 and 6.25 degrees of the 3D 
geometry were exploited by making use of symmetry as discussed in a later section.  Separate 3D 
sector models for radial and circumferential crack geometry were chosen as appropriate for the 
analysis of the lens fracture phenomenon.  In the next sub-sections, the important steps involved 
in building the 3D model for crack inside the lens are discussed. 
6.5.1  Determination of the location of the crack geometry – based on the stress analysis 
performed on the 2D axisymmetric models of Bi-convex and Steep meniscus lenses, 
the location of the crack was determined to be the geometric location within the lens 
that experiences the highest magnitude of radial and circumferential stresses at the 
end of slow cooling stage.  
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Figure 6.10. (a) The location of maximum radial stresses (S11) inside the lens at 
end of slow cooling (one half of lens shown) (b) Comparison of S11 at two 
locations: at the center of lens (solid) and near outer radius of lens (dashed) 
The approximate location of highest stresses was found to be near the outer edge of 
the Steep meniscus lens at the end of the first cooling stage as shown in Figure 6.10a, 
while the stresses at center and outer periphery location of lens are compared in 
Figure 6.10b. The stresses reach the peak just at the end of the slow cooling stage and 
fall sharply after the maintenance force is removed around 1100s. This location was 
traced back in the un-deformed geometry of the lens preform and was chosen for 
modeling a 3D crack of desired size and shape. During the slow cooling stage, the 
molded lens experiences highest temperature gradient as it cools through the glass 
transition temperature range (Tg±50°C) and believed to have more impact on 
development and propagation of the crack. 
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6.5.2  Determination of the size and shape of the crack – The size of the crack was decided 
based on the size of allowable bubbles and inclusions present inside the preform. 
Usually the optical glass is free of bubbles compared to other commercial glasses due 
to sophisticated production process involved [15]. Still, during the manufacturing of 
preform, a number of bubbles and inclusions can remain inside the preform due to 
imperfections in the process. The preforms for the lens molding process can be in the 
form of: 1) precision gobs – which are semi-finished preforms that have geometry 
very close to final geometry of the lens. This is very economical way of producing 
the preforms but the target shape is restricted to Bi-convex shape preforms only [16]. 
2) Polished near net shape and polished disc preforms – manufactured using classing 
lens production techniques. 3) Polished ball preforms – mainly spherical in shape and 
suitable for small size lens application such as cell phone cameras. Most of these 
types of preforms have some percentage of bubbles and inclusions as the bubbles are 
result of non-perfect refining process [15]. The bubbles can not only be produced by 
the melting or casting process but also during the hot forming process of the preform. 
The Figure 6.11, shows the bubble fogs generated during reheat-pressing of 
SCHOTT N-BK7
®
 glass preform which was eventually damaged. As the bubbles and 
inclusions are part of the manufacturing process, they are usually controlled by 
various standards.  
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Figure 6.11 Bubble fogs generated during reheat-Pressing of the N-BK7
®
 
preform that was damaged as result of crack. The length of pattern in above 
picture is smaller than 2 mm. This picture is obtained from [15]. 
Each standard requires a manufacturing process that allows certain number of 
bubbles with maximum allowable size specified. Based on the Table 2 from [15], the 
maximum allowable bubble diameter was chosen to be 100 microns (0.1 mm). Based 
on this information, it was decided to model a penny shaped crack of diameter of 100 
microns inside the lens preform.  
6.5.3  Computation of the 3D sector angle () – this value was determined for each 
crack type (circumferential and radial) based on the information on the stress 
intensity factors for collinear and parallel crack configurations given in [12]. For a 
circumferential crack, the circumferential spacing between the cracks was idealized 
as spacing between a co-linear periodic arrays of cracks in an infinite plane [12]. The 
solution to this problem is based on Westergaard’s stress function and the functional 
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relationship between the stress intensity factor ( ), width ( ) and half crack length 
( ) are is given below.  
 (w) tanI
a
K w
w


 
   
 
  (6.10) 
Based on the above formula, when the spacing between cracks ( ) is about twice the 
length of the crack ( ) the resulting stress intensity factor with adjacent crack 
(K(w)) is about 13% higher than  which is the value of stress intensity factor for a 
crack without adjacent cracks. Thus, spacing between cracks in the case of a co-linear 
arrangement of cracks, has a great effect on the stress intensity factor. It can be seen 
that for , the percentage difference between values of and  is about 
0.7%. This means, practically for  the two adjacent cracks do not “see” one 
another. Based on this value and the above stated location of the crack, a sector angle 
() value of 5° was decided for creating a 3D sector model in a Steep Meniscus lens. 
Employing the symmetry of the model, the half sector angle of 2.5° sector was 
modeled with a half crack length along the circumferential direction.  Similarly, 
spacing between the radial cracks was based on an analysis of finite length parallel 
cracks in an infinite plane [12]. In this case, the half sector angle of 6.25° was found 
to be sufficient to prevent the cracks from interfering with one another’s stress 
intensity field. A typical radial crack would be oriented along the radial line in Figure 
6.12. 
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Figure 6.12 Representation of circumferential crack in a sector model. 
Based on the calculated sector angles, the 3D model was built in Abaqus consisting 
of the Preform, Lower and Upper Mold assembly 
6.5.4  3D Finite element modeling of circumferential and radial crack - It is understood 
that, the 3D crack modeling is complex as compared to 2D modeling due to the 
number of steps involved in cutting/dividing the 3D geometry to account for 3D 
Hexagonal meshing of the domain. A circumferential crack was modeled inside the 
glass preform at the pre-determined location by using a penny shaped crack of 
circular shape in a half sector angle of 2.5° utilizing the symmetry. This crack was 
oriented in a curved vertical plane normal to the radial coordinate of the lens. The 
crack was modeled slightly curved to simulate the actual curvature in the reality, thus 
allowing to expand in a circumferential direction. The circumferential crack would 
look like a single arc when seen from the top (along the Y-axis); while it would be 
seen as -a circle when seen from the center of the lens in a radially outward direction 
(along the X-axis). This curve acts as a “crack-line or crack front” and the surface 
acts as a “crack seam” for crack definition. A semi-torus shape is created around the 
 
W 
a 
a 
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semi-circular curve (crack-line) that enables the creation of the wedge shaped 
hexahedral elements around it. The rest of the domain is divided such that it enables 
the mesh using the hexahedral (brick) shaped elements.  
 
Figure 6.13 Global Mesh Model of 2.5° with detail of the mesh near the crack-
line for the circumferential crack. 
 
The Figure 6.13 shows a global mesh and details of the structure around the crack-
line. As mentioned earlier, elements adjacent to the crack-line are mainly wedge 
shaped but have a collapsed face, sides and nodes. Figure 6.14 shows the detail of the 
finite element mesh around the crack line in a sectional view.     
 
 
 
X 
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Figure 6.14. The partial geometric model (Left) for the steep meniscus lens 
preform having a circumferential crack and (right) meshing detail across the 
section A-A. 
 
By following a similar methodology of modeling and mesh divisions, a penny shaped 
radial crack was oriented in the X-Y plane within the preform geometry having the 
half sector angle of 6.25°.  
6.6 Fracture analysis methodology for lens molding in Abaqus 
The fracture analysis in ABAQUS essentially involves crack modeling and finding 
important fracture mechanics quantities at the crack tip – such as stress intensity factor, energy 
release rate (J-integral), crack tip opening displacement etc. The quasi-static crack analysis as 
Z 
Y 
X 
A 
A 
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opposed to the dynamic fracture analysis involves modeling of a crack such that it does not grow 
with respect to the time. Although the crack growth is not modeled in a quasi-static analysis, 
depending upon the stress intensity near the crack tip, the crack faces could easily open/separate 
and the above mentioned fracture mechanics quantities can be easily extracted as a function of 
time during the “transient analysis step” in Abaqus.  
A mathematical crack can be inserted into the numerical domain in the form of a “seam 
crack” in ABAQUS/CAE and the fracture evaluation parameters such as stress intensity factor 
(K) and J-integral can be estimated by specifying a few input quantities by using the “*Contour 
Integral” command. Typically this requires a number of contours for extracting K or J values, the 
definition of crack tip nodes and the associated “q” vector(s) that define the crack extension 
direction if it were allowed to advance [14]. The crack tip singularity parameters can be specified 
in the “Edit Crack” dialogue box in ABAQUS/CAE [14] and a mid-side node parameter t (0<t<1) 
can be specified along with the choice of dependency of the duplicated nodes at the crack tip. The 
mid-side node parameter (t) would be equal to 0.25 for the configuration shown in Figure 6.2. 
The seam crack in 2D is usually in the form of a line or a curve, while in 3D it is usually in the 
form of a closed surface. Abaqus duplicates the nodes along the crack-line or crack face 
depending upon 2D or 3D nature of the problem allowing the crack to “open” during analysis. As 
explained earlier, to capture the singularity around a crack tip, a focused mesh approach was 
employed in ABAQUS; the focused mesh was made up of an array of wedge shaped elements 
(degenerated hexahedral elements with collapsed faces/side/nodes) in the case of 3D cracks.  
The finite element analysis of lens molding involves about ten analysis stages during 
which the glass preform goes through series of thermo-mechanical cycles to take the desired lens 
shape. It was assumed that during pre-heating or pressing stage, due to the high temperature of 
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the preform, the presence of viscous stress relaxation mechanisms, it is less likely that stresses 
higher than critical value would generate during this period. Hence it was assumed that a crack in 
the form of inclusion or bubble present inside the lens preform during the slow cooling stage 
would experience a higher stress intensity as the lens is quickly cooled through the glass 
transition temperature (Tg±50°C). Thus, the crack geometry was “introduced” inside the preform 
domain at the beginning of the slow cooling stage. Due to technical limitations involved in 
Abaqus regarding the crack “introduction” or making “modifications” of the finite element model 
in between successive analysis steps, the original, single ten stage analysis run was broken down 
into two analysis runs: Run1 – first four stages from heating to pressing stage were analyzed and 
Run2 – remaining six stages from slow cooling to cooling up to room temperature were analyzed.  
The important steps in fracture analysis of lens molding are explained below: 
A. During the first run (Run1) a crack geometry was modeled inside the lens preform as 
explained in the previous section at the beginning of the heating stage.  
B. The nodes belonging to the crack face elements of the crack geometry were 
constrained to have the same temperature and displacement degrees of freedom using 
tie constraints (*TIE option in Abaqus [14]). This ensured that the crack faces were 
not “open” until the pressing stage is finished.  
C. During the Run1 analysis, the thermo-mechanical history of the entire model during 
the last (pressing) stage was written in the state file (.stt) generated by Abaqus so that 
it can be used in the subsequent run (Run2). 
D. The input file for the next run (Run2) was modified to eliminate the tie constraint 
definition from the previous run (Run1). This technique enabled the crack to be 
“propagated” and the evaluation of the facture related parameters during the 
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subsequent cooling stages. The input file modification also involved manually 
replacing the assembly definitions for top and bottom molds which was believed to 
be performed automatically by Abaqus. 
E. Apply the prescribed boundary conditions involving the initial state from the 
previous run (Run1) to the entire model and run the analysis. This boundary 
condition enables the temperature, displacement and stress states from the previous 
stage to be applied to the new geometry as the initial state. This is very important step 
and enabled the continuity of the solution variables during the next run.  
F. An independent analysis was made to be certain that both the analysis runs made use 
of the user subroutine definition (*UEXPAN) during the individual runs. Thus, the 
structural relaxation definition was implemented during each time step of the both 
analysis runs.  
G. The displacement and stresses along the crack front was requested as a time-history 
output in Abaqus. The CTOD value was extracted at the crack tips as shown in the 
figure 6.15 during post-processing of results. 
 
 
 
 
 
 
 
 
Figure 6.15. Crack tips used in reporting stress intensity factor results, radial 
crack (left) and circumferential crack (right). 
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H. For the two given crack configurations, the CTOD values calculated and compared 
for two different material models and two different cooling rates. 
6.7 Computational Results of Crack Modeling Inside the Lens 
The finite element analysis using Abaqus software was performed as outlined in the 
previous section on the steep meniscus lens and the results are presented in this section. The main 
aim of this work is to gain an understanding of the possible failure of a lens during the molding 
process. In order to assess the failure, the stresses near the crack tip were plotted at sections 
defined along the crack tips. The crack tip opening displacement was also calculated and plotted 
as a function of temperature for two crack configurations – circumferential and radial. The 
normal stress distribution near the crack tip at the end of the slow cooling stage was plotted in 
Figure 6.16 for two crack configurations. Three main parameters were considered for 
comparison, viscoelastic material behavior (VE), simplified material response with viscous 
assumption (ST), and increased cooling rate (by factor of three) during slow cooling stage with 
the VE material assumption. 
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(a)                  (b) 
Figure 6.16. Normal stress distribution near the crack tip for (a) Circumferential 
crack, (b) Radial crack 
     The results in Figure 6.16 show the normal stresses in the vicinity of radial crack are 
higher in magnitude than those in the circumferential crack configuration. For the circumferential 
crack, the stresses do not vary significantly along the crack plane away from the crack tip (r/a = 
0) and the stresses for the case with higher cooling rate dominate.  For the radial crack 
configuration, the variation of stresses along the crack plane is noticeable with the viscous 
material behavior assumption case dominating among three cases. Crack tip opening 
displacement (CTOD) values for different material behavior will be considered next.  
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Figure 6.17 Comparison of CTOD for Full VE material (solid) and Single term 
shear relaxation (dashed) for (a) Radial, (b) Circumferential cracks. Circles 
indicate respective asymptotic values at end of final cooling stage. 
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The CTOD for the two material models is compared in Figure 6.17 for two crack 
configurations for slow cooling time period of about 400 s. The temperature near the crack tip 
corresponding at the beginning of slow cooling time was found to be about 585°C while, 
corresponding to t = 200s and 400s, it was found to be about 538°C and 480°C respectively. As 
expected, the results in Figure 6.9 show that a full viscoelastic model (VE) has higher opening 
than the single term viscous (VE) model as the extra viscoelastic displacement mechanisms are 
not present in the later one. The difference in CTOD values for the different crack configurations 
can be also noted. The crack opens twice as much for the radial crack than the circumferential 
crack, suggesting radial crack is worst failure mode among the two for the loading and geometry 
considered. This also suggests that the circumferential stress dominate over radial stresses during 
cooling phase of the lens molding. Next, the effect of changing the slow cooling rate on the 
CTOD will be examined. The cooling rate during the slow cooling stage for most of the lens 
molding related processes is kept minimal as the preform lens is susceptible to failure as it passes 
through the glass transition temperature. Slow cooling rate was changed from q0=0.287°C/s in the 
previous example to 0.864°C/s to assess the effect on the stresses and CTOD.   
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Figure 6.18. Comparison of CTOD for two cooling rates: q0 = 0.288°C/s (solid) 
and q = 3q0 = 0.864°C/s (dashed) for two crack configurations (a) Radial, (b) 
Circumferential. The Viscoelastic material behavior (VE) was assumed. Circles 
indicate respective asymptotic values at end of final cooling stage. 
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The Figure 6.18 shows the comparison of the CTOD for two cooling rates considered for 
the viscoelastic material behavior for both the crack configurations. At the beginning of slow 
cooling, t=0s, the temperature near the crack tip is about 585°C for both cooling cases considered. 
After about 200s of the slow cooling phase, the crack tip temperature for q0 = 0.288°C/s case was 
found to be about 538°C, while for the case of q = 0.864°C/s, it was found to be about 473°C. 
CTOD value drops as cooling rate increases for both crack configurations. The reason for this 
behavior is that the glass, initially hot, cools quickly due to increased cooling rate that arrests the 
viscous deformation near the crack tip region and prevents the more opening of crack flanks. 
Although the CTOD is smaller than the previous example, the residual stresses in this case are 
higher as they are frozen in glass during the rapid cooling.  
6.8 Discussion 
 This chapter considers a problem of failure of lens due to possibility of preexisting flaw 
in form of inclusion or bubble inside the preform and severity of thermo-mechanical loading 
during the molding operation. It was assumed that such a flaw exists inside the preform at the 
highly localized region that experiences the highest magnitude of normal stresses. Such region 
was identified based on 2D axisymmetric simulations and was subsequently chosen to model a 
penny shaped crack inside a 3D sector model. Based on the previous knowledge of failure of lens, 
two crack geometry configurations – radial and circumferential crack were tested. An example 
problem of a penny shaped crack subjected to remote tension was solved using 3D finite model in 
Abaqus to understand the effect of mesh size near the crack tip on stress intensity field. The 
results of this analysis were found to be within 0.5% of the analytical solution. Based on this 
information, a detailed finite element models for each crack configuration inside the actual 
preform were created and analyzed in Abaqus. The glass preform is subjected to cooling through 
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transition temperature during slow cooling stage under presence of maintenance force. This being 
the severe stage when a potential crack may grow under the influence of favorable stress field, a 
mathematical crack was “introduced” inside lens geometry. During this stage, high temperatures 
prevail inside the lens preform and the viscous mechanisms are also active, hence, the stress 
intensity or the J-integral were not useful fracture parameters to predict the fracture. Crack tip 
opening displacement (CTOD), being independent of the material behavior along with the 
stresses ahead of the crack tip were the parameters that were chosen to be favorable for this 
problem.      
6.9 Conclusion 
 The comparison of the stress field near the crack tip obtained by using FEA with 
the analytical results in case of 2D and 3D crack cases show satisfactory results for 
sufficiently refined mesh. Results were obtained close to 1% with the theoretical 
answer (Figures 6.3, 6.4 and 6.6).    
 For a viscoelastic (VE) plate subjected to remote tension for a long time, the 
stresses near the crack tip for initial temperature T0 = 470°C and 530°C are found 
to be agreeing well with the stresses near crack tip in an elastic plate. Due to large 
deformations, the stresses for VE case with T0 = 590°C do not agree with elastic 
stresses except at very early stage of loading (Refer to Figure 6.7).  This makes the 
use of stress intensity factor (K) unusable at higher temperatures.  
 The Crack Tip Opening Displacement (CTOD) is used alternatively as a fracture 
parameter at high temperature. The 3D penny shaped example subjected to thermo-
mechanical loading shows effect of material behavior on CTOD. (Figure 6.9). 
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 Based on the lens molding simulation containing crack, the stress distribution near 
the crack tip indicate the radial crack configuration is more severe than the 
circumferential crack. (Figure 6.16). Comparison of the CTOD values obtained 
from the simulation, also support this conclusion. The CTOD values for radial 
crack are about twice as higher than those of circumferential crack. (Figure 6.17) 
 The full viscoelastic material is likely to open the crack faces more than the 
material with the single term shear assumption (Figure 6.17). Thus the full VE 
assumption in simulations give a conservative fracture results than the single term 
shear relaxation assumption.   
 The CTOD values are lowered as the cooling rate during slow cooling stage was 
increased by a factor of three.      
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CONCLUSIONS AND FUTURE WORK 
 
 
7.1 Discussion 
The work presented in this dissertation addresses the importance of a precise 
determination of the thermo-mechanical material property inputs of optical glass for an accurate 
prediction of the state of stress during the complex thermo-mechanical loading of a glass preform 
during the Precision Glass Molding (PGM) process. In addition to an accurate prediction of the 
residual stress state in a lens, birefringence and fracture were also considered as these are direct 
consequences of stress. As with many other simulations involving so-called advanced materials, 
the potential for the success of computational modeling to guide glass forming processing such as 
precision glass molding is hindered by a lack of material property inputs. Through experience 
with performing validation studies on the final size and shape of a molded lens [1, 2], it was 
apparent that accurate experimental characterization of the temperature dependent stress 
relaxation behavior of optical glass is well behind what is required. Therefore, the focus of this 
dissertation was twofold: first to identify and quantify the stress relaxation behaviors that are 
required to make accurate predictions of the stress state in a molded lens and second, to show 
how a simplified experimental approach, if applied correctly, can be used to provide the stress 
relaxation behaviors with sufficient accuracy. 
As discussed in Chapter 2, ideally constant temperature stress relaxation experiments 
should be performed to isolate the responses of a targeted glass to each of the following: shear, 
dilatation, initial elastic response, and viscous flow. Four separate experiments will then provide 
these four characterizations. In addition, these experiments must be performed at the full range of 
temperatures expected in the processing, understanding that the interesting temperature range is 
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between Tg and Tg+50. Unfortunately such data is very difficult to obtain and is unavailable in the 
open literature for a molding glass. However, fortunately the literature does provides one accurate 
characterization [3] of an oxide glass. This characterization was used to show that a full modeling 
of the dilation response, which is the most difficulty behavior to obtain experimentally, is 
unnecessary for accurate predictions of the stress state. Furthermore, it was demonstrated how to 
use the cylinder compression test with a standard PPV machine to obtain viscosity very 
accurately and to make a reasonable approximation for the viscoelastic response in shear. The 
direct measurement of the viscosity on the order of 10
8
 Pa·s and higher is significant since 
standard tests for this purpose are inaccurate at this important level. 
7.2 Conclusions 
The following conclusions can be made: 
 Viscoelastic behavior of optical glass during molding is often simplified by assuming the 
material has a single term prony series in shear and an elastic response in bulk. However, 
while this simplifying assumption is useful for predictions of, for example, the size and 
shape of a lens, it will lead to an overestimation of residual stresses and birefringence 
inside the lens, which is a conservative result. For a more accurate, non-conservative 
estimate of the level of stress it is important to more precisely characterize stress 
relaxation, which is a non-trivial task. 
 Fracture simulations of a penny shaped crack inside a lens during the cooling stage with 
crack configurations in the radial and circumferential directions reveal the same trend for 
stresses as described above. However, the crack tip opening displacement (CTOD) was 
higher for the full viscoelastic material behavior than that for the material with a single 
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term response in shear. For cases considered, the radial orientation had higher stress 
levels than the circumferential orientation. 
 A viscoelastic creep experiment involving a cylinder compressed between two flat 
surfaces, i.e., the cylinder compression test which can be performed in a PPV machine, 
was utilized to compute viscosity and viscoelastic constants assuming the friction 
condition at the interface between the sample and mold is known (no-slip was used in 
Chapter 4), the sample has minimal non-uniform temperature gradient, the cylindrical 
surfaces of the sample do not come in contact with the molds, the horizontal surfaces of 
the sample are flat and parallel to the mold surfaces and the rate of loading is small.   
 Parallel Plate Viscometry was extended to viscosity above 108 Pa·s as long as the friction 
coefficient is known for the glass/mold combination at the temperature of interest. An 
approximate viscosity expression provided a reasonable estimate of the viscosity for the 
full range of friction behavior, cylinder geometry (0.25 ≤ H/D ≤ 1.0) and viscosity (107 
Pa∙s ≤  ≤ 1011 Pa·s). This approach can be extended to other glass types.  
 A thin cylinder with a no-slip boundary condition can be used to evaluate the “bulk” 
relaxation response of glass. Numerical experiments with an SLS glass specimen with a 
height to diameter ratio of 0.1, about 98% of the total viscoelastic displacement during 
the creep test was attributed to the bulk relaxation mechanism. However, based on 
experimental data obtained herein, this percentage was only about 8% for L-BAL35, 
which is a moldable glass. 
 
 
 
 
 207 
7.3 Future Work 
Based on this research, the following topics of future work have been identified: 
1. The process of finding the viscoelastic constants based on the creep displacement of 
the cylinder, can be optimized. Ideally, the optimizer would determine the number of 
Prony series terms to use and also the values of the parameters. Determination of the 
viscosity can also be optimized. 
2. An alternative to an approach of using series of exponential terms to represent the 
stress relaxation function, a fractional derivative viscoelastic representation can be 
used to fit the relaxation data with a fewer number of parameters, which is an 
advantage. This will require a UMAT implementation of the calculation scheme in 
Abaqus. 
3. Further experimental work is necessary to understand and achieve the no-slip 
boundary condition. Results in Chapter 4 indicate that partial slip may have occurred 
which would increase the measured displacement. This means that the no-slip 
assumption would underestimate the actual displacement. Another area of future 
work for the experimentalist would be to use molds with special coatings that provide 
very low friction. Creep data for this case might be more reliable than the no-slip 
data. In this case a no friction assumption would overestimate the actual 
displacement. Ideally, both experiments would be performed to provide upper and 
lower bounds. 
4. By utilizing the fracture modeling technique, a process parameter optimization can be 
performed to reduce the production cycle time of lens molding process.  However, 
this task requires experimental data for the fracture of glass as a function of 
temperature. 
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5. Experiments for high temperature rate dependent fracture characterization of optical 
glass can be useful in understanding the crack growth in viscoelastic materials 
subjected to thermo-mechanical stress field. A popular mode-I testing technique 
(Single edge notch bend or disc-shaped compact tension) can be used to determine 
the load (F) vs. opening displacement () for a suitable test. Then, a finite element 
model of the specimen based on cohesive elements can be used to estimate the 
fracture parameters by correlating the F- obtained from simulations with the 
experimental results.  
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