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 Abstract— Biomechanics is the science that studies the relationship 
between the forces and movements of the human body with the 
objective of performing kinematic analysis. In the kinematic study 
focused on sports, the coaches rely on video analysis to study the 
movement and improve the performance, sports gesture and 
performance of the athletes. Particularly, in swimming, from the 
analysis and study of movement, we seek to reduce friction with the 
environment, prevent injuries and improve records. Currently, 
these studies are carried out through video analysis combined with 
data from goniometers, gyroscopes and accelerometers. However, 
these methods have limitations associated with portability, 
manufacturing of highly specialized equipment, high costs and 
invasive techniques. In addition, the literature shows that the 
systems to capture video and the algorithms used to analyze the 
movement of athletes through video sequences are focused on the 
study of swimmers out of the water because the predominance of 
shades of blue and green, diffraction, refraction, noise produced by 
waves, turbulence and occlusion by the movement of water, are 
challenges that have not yet been solved by traditional algorithms. 
This work presents an underwater video acquisition system and an 
algorithm that models the absorption of light in the preprocessing 
stage for the entry of a model performs the segmentation of each 
frame, combining the decomposition techniques of low-rank 
matrices; the classification, with the diffusion method; and the 
follow-up of the swimmer by the kalman filter. The algorithm was 
tested in 10 video sequences captured with the proposed system, and 
the results show that the swimmer is detected and followed up with 
an efficiency of 93% in hydrodynamic environments. 
 
Index Terms— Biomechanics; HSV; low-range matrix; 
underwater swimmer detection, video processing.  
 
 Resumen— La biomecánica es la ciencia que estudia la relación 
entre las fuerzas y los movimientos del cuerpo humano con el 
objetivo de realizar análisis cinemáticos. En el estudio cinemático 
enfocado al deporte, los entrenadores se apoyan en el análisis de 
video para estudiar el movimiento y mejorar el rendimiento, gesto 
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deportivo y desempeño de los atletas. Particularmente, en natación, 
a partir del análisis y estudio del movimiento, se busca reducir la 
fricción con el medio, prevenir lesiones y mejorar registros. 
Actualmente, estos estudios se realizan mediante análisis de video 
combinados con datos de goniómetros, giroscopios y acelerómetros. 
Sin embargo, estos métodos presentan limitaciones asociadas con 
portabilidad, fabricación de equipos altamente especializados, 
costos elevados y técnicas invasivas. Además, la literatura muestra 
que los sistemas para realizar captación de video y los algoritmos 
empleados para analizar el movimiento de deportistas a través de 
secuencias de video están enfocados al estudio de los nadadores 
fuera del agua debido a que la predominancia de las tonalidades de 
azul y verde, la difracción, la refracción, el ruido producido por las 
olas, la turbulencia y la oclusión por el movimiento del agua, son 
retos que aún no han sido resueltos por los algoritmos tradicionales. 
Este trabajo presenta un sistema de adquisición de video bajo el 
agua y un algoritmo que modela la absorción de luz en la etapa de 
preprocesamiento para la entrada de un modelo realiza la 
segmentación de cada frame, combinando las técnicas de 
descomposición de matrices de bajo rango; la clasificación, con el 
método de difusión; y el seguimiento del nadador mediante el filtro 
kalman. El algoritmo fue probado en 10 secuencias de video 
captadas con el sistema propuesto, y los resultados muestran que se 
detecta y hace seguimiento al nadador con una efectividad del 93% 
en ambientes hidrodinámicos. 
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A biomecánica deportiva estudia el gesto de los atletas con 
el objetivo de cuantificar el movimiento, mejorar el 
rendimiento de los deportistas y prevenir lesiones. Entre las 
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herramientas más empleadas en biomecánica se encuentra la 
adquisición de secuencias de imágenes en el tiempo para estimar 
la cinemática del deportista [1]. 
Particularmente, en el análisis biomecánico en natación se 
emplea la adquisición de video para realizar los procesos de 
detección y seguimiento de los deportistas, donde, además del 
video, se agregan técnicas software y hardware.  
Específicamente, las técnicas hardware emplean acelerómetros, 
que pueden ser ubicados en las gafas del nadador para inferir 
detalles del biomovimiento como aceleración y ángulos de la 
cabeza [2], [3], o sensores inerciales, ubicados en la cintura y 
espalda para seguir parámetros cinemáticos como aceleración 
longitudinal y diferencia de ángulos [4]. 
Por otra parte, las técnicas software usan algoritmos 
adaptativos que procesan las secuencias de video y permiten 
mejorar la luminosidad o brillo de las imágenes adquiridas [5]. 
Otros algoritmos han implementado el modelo de color YUV 
combinado con la segmentación de video espacio-temporal 
geodésica, que permite segmentar la zona de interés pixel a pixel 
con base en un marco bayesiano para marcar cada píxel como 
cero para el fondo y uno para la zona de interés en los fotogramas 
de una secuencia de video [6]. De la misma manera, es posible 
combinar las técnicas descritas a través del procesamiento de 
video y sensores como en [3] y [4] donde proponen estudiar 
parámetros cinemáticos del nadador a través de la adquisición de 
datos mediante acelerómetros y giroscopios ubicados en el 
cuerpo del deportista. 
Las dificultades presentes al combinar técnicas de video con 
hardware se evidencian en la sincronización de los sensores y el 
video, además la creación de interfaces electrónicas representa 
elementos invasivos con problemas de portabilidad asociados a 
la contextura física del atleta, sumado a la adquisición de 
software adicional para realizar calibraciones e interpretación de 
las señales adquiridas. Uno de los inconvenientes de las técnicas 
descritas es que son invasivas para los deportistas.  Además, la 
información proporcionada se limita a la parte del cuerpo donde 
se ubique el elemento hardware, y en software, implican alta 
complejidad computacional. 
La bibliografía actual [7] muestra que un sistema para el 
análisis de movimiento humano tiene cinco etapas: la 
adquisición de secuencias de video, el preprocesamiento, la 
segmentación, clasificación y seguimiento. 
En la primera etapa se realiza la adquisición de video 
subacuático, utilizando principalmente una cámara sumergible y 
un soporte. Existen diversos enfoques para la adquisición de 
secuencias de video bajo el agua. Uno de estos enfoques emplea 
dos cámaras de video fijas como en [8], que a través de una 
cámara sobre el agua y otra sumergida capta secuencias para 
estudiar el gesto del nadador y las fases de viraje bajo el agua 
desde la plataforma de salto. Por otra parte, en [9] se emplea un 
arreglo de varias cámaras sincronizadas y fijas dentro y fuera de 
la piscina para estudiar la eficiencia en la fase de inicio de los 
nadadores. Otro enfoque, plantea el uso de cámaras móviles 
como en [4], donde la captación de imágenes es realizada al 
sumergir una cámara sujeta a un soporte y es impulsada por el 
entrenador o un seguidor mecánico que varía la velocidad de 
acuerdo con el desplazamiento del deportista. Los sistemas de 
captación anteriormente descritos presentan problemas de 
portabilidad y sincronización, ya que algunos deben ser 
utilizados en piscinas de corriente o requieren adecuaciones 
físicas al sitio de toma de video. 
En la etapa de preprocesamiento, dado que bajo el agua existe 
oclusión total debido a las tonalidades verde y azul, autores han 
empleado diversas metodologías para mejorar la visualización 
las imágenes y secuencias de video como en [10] donde las 
imágenes son ecualizadas para mejorar el color, en [6] emplean 
el modelo de color YUV con el fin de segmentar al nadador, en 
[11] se estudian las secuencias en escala de grises para detectar 
marcadores anatómicos de color negro. Sin embargo, las 
metodologías descritas no tienen en cuenta los cambios abruptos 
de luz, el ruido producido por las olas o los fenómenos de 
refracción y difracción. 
En la etapa de segmentación, el procesamiento de imágenes y 
secuencias de video requiere tiempos de cómputo considerables, 
debido a la alta resolución de las imágenes y cantidad de 
fotogramas que componen una secuencia de video. 
Recientemente, la descomposición de matrices de bajo rango se 
ha presentado como una técnica empleada para el procesamiento 
de matrices y reducción del tiempo de procesamiento en la 
segmentación de secuencias de video llevando los fotogramas, o 
imágenes tomadas en el tiempo, a otro dominio con un número 
menor de muestras. Este método ha sido implementado en 
aplicaciones tales como vigilancia, detección de objetivos, entre 
otras [12], [13]. 
En la etapa de clasificación, se emplea el tensor de difusión en 
imágenes, para caracterizar y clasificar el movimiento en varios 
fotogramas de video, el cual caracteriza el movimiento como 
isotrópico o anisotrópico. El movimiento isotrópico corresponde 
a ambientes sin gradiente de concentración, donde el 
movimiento es igual en todas las direcciones, y el movimiento 
anisotrópico corresponde a un medio con orientación definida 
[14] tal como lo realiza un nadador.  Esta técnica ha sido 
utilizada en aplicaciones como el estudio del cerebro humano 
[15] e imágenes de diagnóstico médico [16].  
La etapa de seguimiento emplea el filtro de Kalman, debido a 
que es un algoritmo ampliamente utilizado para realizar 
seguimiento y predicción de posición a objetos y personas en 
secuencias de video de una forma eficiente, incluso para 
secuencias de gran tamaño tanto espacial como temporal [17] 
[18]. 
En este trabajo, se propone la implementación de las cinco 
etapas descritas para la detección y seguimiento de un nadador 
bajo el agua, esto a través de un sistema compuesto por un 
protocolo para la adquisición de secuencias de video 
subacuáticas junto con un algoritmo de procesamiento basado en 
el modelo de color HSV y la descomposición de matrices de bajo 
rango. El protocolo de adquisición subacuático provee los pasos 
y medidas para ser empleado con una cámara sumergible de alta 
velocidad sujeta a un trípode ajustable. El algoritmo propuesto 
procesa las secuencias de video adquiridas aprovechando la 
absorbancia de la luz para mejorar la detección y seguimiento del 
nadador bajo el agua. Específicamente, el algoritmo aplica una 
formulación matemática basada en el modelo de color HSV que 
destaca los elementos que absorben luz, emplea la 
descomposición de matrices de bajo rango para realizar 
segmentación, la técnica de difusión para clasificación y el filtro 
Kalman para realizar la detección y seguimiento. 
Con la implementación del sistema propuesto se brinda a los 
deportistas y entrenadores una herramienta que no representa 




elementos invasivos para los atletas y no requiere equipos 
adicionales. De esta forma, es posible realizar el análisis de la 
técnica y movimientos ejecutados por los nadadores para evitar 
lesiones, mejorar la plusmarca y el rendimiento. 
II. ANÁLISIS DE MOVIMIENTO EN NATACIÓN 
Actualmente, para realizar estudios de los nadadores se 
emplea el análisis biomecánico cualitativo y/o cuantitativo para 
mejorar el rendimiento deportivo, la postura y prevenir lesiones 
en los atletas [1]. 
El análisis cualitativo es realizado a través de la observación 
visual de un experto, quien describe el movimiento de acuerdo 
con su percepción en términos del lenguaje natural, haciendo 
reconocimiento de los momentos relevantes realizados en el 
gesto deportivo.  Las conjeturas del análisis pueden ser aceptadas 
o rechazadas con metodologías que puedan generalizarse 
mediante técnicas numéricas que validen sus resultados. 
El análisis cuantitativo consiste en realizar estudios de 
traslación, rotación y movimiento mixto o general en términos 
de la cinemática y la cinética. Particularmente, en natación 
tradicionalmente, el análisis cinemático es la herramienta más 
empleada dado que entrega información para realizar estudios 
descriptivos del movimiento dentro y fuera del agua, y sus 
resultados son expresados en desplazamientos, velocidades y 
aceleraciones lineales o angulares. Los equipos comúnmente 
usados en el análisis cinemático incluyen acelerómetros, 
goniómetros, plataformas de contacto o fotocélulas, y cámaras 
de video [19]. 
Dado que la natación es una disciplina cíclica cuyo gesto 
deportivo se repite periódicamente, mediante el análisis 
cinemático del gesto del nadador es posible generar información 
para determinar el rendimiento del atleta, detectar ventajas y 
debilidades de la técnica ejecutada para realizar la planificación 
del entrenamiento del deportista [3]. El dispositivo más 
empleado en la natación para realizar análisis cinemáticos es la 
cámara de video debido a que es un método no invasivo, que 
permite realizar análisis de fotogrametría del cuerpo humano, a 
través de la simplificación a un modelo de segmentos articulados 
delimitados por marcadores anatómicos que determinan las 
partes del cuerpo humano a estudiar [1]. 
Habitualmente, un sistema para el análisis de movimiento a 
deportistas consta de un montaje con una o varias cámaras de 
video, y un conjunto de elementos electrónicos para realizar 
medidas de velocidad y parámetros cinéticos. Posteriormente, 
los datos adquiridos son procesados mediante un software y se 
procede a la detección y seguimiento del atleta, los datos 
arrojados son estudiados por el entrenador obteniendo un análisis 
del movimiento del deportista.  
En medios no acuáticos, los algoritmos se enfocan en la 
detección y seguimiento a nadadores con el fin de determinar la 
técnica ejecutada [20]. Por otra parte, para medios acuáticos, 
diversos autores han desarrollado algoritmos que se enfocan en 
mejorar la calidad de imágenes con el fin de destacar o detectar 
objetos y/o nadadores [10], [21]. Adicionalmente, algunos 
algoritmos, que estudian secuencias de videos en medios 
acuáticos y no acuáticos, son mezclados con elementos externos 
como sensores para determinar parámetros cinéticos y 
cinemáticos de los nadadores [4]. En general, los algoritmos que 
procesan secuencias de video bajo el agua se enfrentan a 
oclusión, turbulencias, movimiento no lineal del agua y 
fenómenos físicos como difracción y refracción que crean 
camuflaje al nadador dificultando su detección. 
Las metodologías para realizar detección y seguimiento a 
seres humanos han sido generalizadas en cuatro etapas: la 
primera inicia con la captura de la secuencia de video que desea 
estudiarse, en la segunda se procede a la detección del nadador 
donde son segmentadas las áreas en las cuales puede estar el 
deportista, la tercera es la clasificación de los objetos 
seleccionados donde se busca identificar al atleta y la cuarta es 
el seguimiento del nadador en cada fotograma de video 
procesado [20]. Cada etapa posee diferentes algoritmos propios, 
lo cual requiere del desarrollo de una metodología en cada nivel. 
III. METODOLOGÍA 
El sistema de análisis de video propuesto plantea dos etapas, 
en la primera etapa se realiza la adquisición de secuencias de 
video a través de un montaje que funcione bajo el agua y con el 
cual se controlan ciertas variables del entorno como el ángulo de 
grabación, la distancia entre el montaje y el nadador. Esta etapa 
incluye un protocolo para emplear el montaje propuesto.  La 
segunda etapa incluye el procesamiento de la secuencia captada 
a través de un algoritmo que realiza preprocesamiento, 
segmentación, detección y seguimiento del nadador. 
A. Adquisición de secuencias de video bajo el agua 
El objetivo principal del sistema de adquisición es realizar 
captura de video bajo el agua, para ello se debe emplear una 
cámara fijada a una base fija o móvil. 
En la literatura se encuentran montajes como el de Khoo [3], 
en el cual una cámara de video es desplazada por el entrenador 
en un riel a lo largo de la piscina para captar el movimiento 
lateral del nadador. Sin embargo, la implementación del montaje 
descrito requiere la construcción de un carril dedicado y 
adecuaciones en la piscina, lo que genera turbulencias asociadas 
al movimiento de la cámara que implica ruido adicional en la 
escena. En [22] la captura de video es realizada a través de 
ventanas externas en una piscina de ambientes controlados que 
genera corrientes de agua; aunque la adquisición de secuencias 
de video es posible con cualquier cámara de video, las piscinas 
son construidas específicamente para tener ambientes 
controlados, el ruido asociado a la turbulencia, los altos costos y 
la portabilidad limitan su implementación y accesibilidad a 
entrenadores y deportistas.  En [8], [23], la captura de video se 
realiza empleando un arreglo que mantiene fijo el sistema de 
detección, que sufre movimiento horizontal o vertical por el 
desplazamiento del agua lo que añade turbulencia a las tomas 
realizadas. Tradicionalmente, la contaminación del agua y el 
diseño de las piscinas dificulta la construcción de un sistema fijo 
o móvil sumergible que sostenga una cámara y presente claridad 
en las imágenes obtenidas.  
Teniendo en cuenta los inconvenientes mencionados en los 
sistemas de captura de video, el sistema propuesto para la captura 
de video ilustrado en la Fig. 1 consta de una cámara de video de 
alta velocidad sumergible sujetada a un trípode de altura 
variable, que se sumerge en una piscina para realizar la captación 
de video, las tomas pueden ser realizadas en diversas piscinas 
que tengan fondo claro y en presencia de la luz solar. 
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Fig. 1.  Montaje propuesto para realizar la adquisición de secuencias de video 
bajo el agua. 
 
Los parámetros que se deben tener en cuenta al emplear el 
montaje son: la luz debe ser natural y no iluminar 
perpendicularmente la superficie de la piscina, ya que la 
reflexión de luz en el fondo genera sombras; la distancia del 
nadador a la cámara de forma  perpendicular debe ser 5 metros; 
el fondo de la piscina debe tener una tonalidad clara; en cuanto 
al trípode, que es la base de la cámara, debe ajustarse de tal forma 
que la cámara se ubique a 0.1 m de profundidad respecto al nivel 
de la piscina y se le debe atar una pesa forrada en plástico al 
centro; por último,  el ángulo de visión o amplitud de la cámara 
debe oscilar entre 90 grados y 140 grados para obtener mínimo 
dos ciclos de la técnica ejecutada por el nadador. El montaje 
descrito y los parámetros seleccionados hacen que el sistema 
pueda ser empleado en cualquier piscina, y que no requiera de 
elementos adicionales o calibraciones. 
IV. ALGORITMO PARA LA DETECCIÓN Y SEGUIMIENTO DE UN 
NADADOR BAJO EL AGUA. 
Una secuencia de video puede ser representada como un 
conjunto de fotogramas 𝐅i ∈  ℝ
𝐂×𝐃×𝐋 donde 𝐂 ×D es la 
resolución de cada fotograma y 𝐋 representa los canales de color 
RGB a través del tiempo, donde 𝑖 denota el 𝑖-ésimo fotograma 
de la secuencia, como a cada fotograma 𝐅i que se muestra en la 
Fig. 2.  Este conjunto puede expresarse como un arreglo 𝐅 =
{𝐅1, 𝐅2, 𝐅3, … , 𝐅i, … , 𝐅N}, con coordenadas espaciales x, y en cada 
fotograma 𝐅i. Dado que en medios acuáticos la predominancia 
de tonalidades azul y verde dificulta las tareas de detección de 
los objetos, es necesario realizar un preprocesamiento a cada 
fotograma 𝐅i de la secuencia con el fin de determinar los objetos 
que absorben la mayor cantidad de luz en la escena acuática, que 
a su vez están asociados al cuerpo del nadador.  
 
Fig. 2. Representación de una secuencia de video dividida en fotogramas a 
través del tiempo t.  
 
Específicamente, cuando los rayos de luz provenientes del 
exterior entran en el agua y caen sobre el cuerpo del nadador, son 
absorbidos por la piel y el traje que posee, de esta manera al 
realizarse el preprocesamiento para reducir el efecto de la 
tonalidad del agua se puede identificar el cuerpo del nadador. 
A. Medición de la luz y preprocesamiento 
La absorbancia es una medida entre la intensidad de la luz que 
incide sobre un cuerpo y la intensidad de esa misma luz que es 
transmitida [24] además es el principio óptico empleado por los 
dispositivos de captura de imágenes. Por otra parte, la 
representación del color en las imágenes se realiza a través de los 
espacios de color, tales como RGB, CMYK, HSL y HSV [25]. 
Las cámaras de video tradicionales emplean el modelo RGB para 
realizar la captación de la luz.  Sin embargo, a través de métodos 
matemáticos es posible realizar transformaciones de un espacio 
de color a otro [25].  
Particularmente, el modelo de color HSV ilustrada, posee las 
componentes H(hue) que representa el matiz, S(saturation) la 
saturación o cantidad de blanco presente en el matiz y V(value) 
el brillo o grado de luminosidad en una escena. La Fig 3. ilustra 
el modelo de color HSV, el cual puede ser representado como un 
cono donde la base es el matiz (H), el radio de la base es la 
saturación (S), y la altura es el brillo (V). Cuando se toma una 
sección del cono, es posible observar una relación existente entre 
?⃗? y ?⃗⃗? para obtener los objetos con mayor absorbancia. Debido a 
que H es invariante a los cambios de luz, la hipotenusa de la 
diferencia entre los vectores ?⃗? y ?⃗⃗? relaciona los elementos que 
absorben y reflejan la luz, de manera que al restarse se obtiene 
una matriz compuesta por las componentes vectoriales de cada 
pixel ?⃗⃗⃗⃗? = ?⃗? − ?⃗⃗?. Con esto es posible resaltar los píxeles que 










Fig. 3. Representación del modelo HSV, el vector ?⃗? − ?⃗⃗?  representa los 
componentes de mayor luminosidad. Fuente autor. 
En una secuencia de video los canales 𝐇i, 𝐒i y 𝐕i del i-ésimo 
fotograma 𝐅i, son modelados computacionalmente a partir de 
cada fotograma RGB, de manera que ?⃗⃗⃗⃗?𝐢 es el resultado del 
preprocesamiento del  i-ésimo fotograma 𝐅i de la secuencia de 
video. De esta forma, el arreglo 𝐌 =
{𝐌1, 𝐌2, 𝐌3, … , 𝐌i, … , 𝐌N} representa el resultado del 







Al elevar la 𝐌i =  𝐒i − 𝐕i al cuadrado se atenúan los elementos 
con la mayor absorbancia de luz, por lo que la Ec. 1 se puede 
reescribir como: 
 




𝐌i(x, y) =  (𝐒i(x, y) − 𝐕i(x, y))
𝟐 (2) 
asimismo 𝐒i es la saturación, 𝐕i el brillo y (x, y) las coordenadas 
del píxel procesado.  
B. Segmentación 
La segmentación en una imagen consiste en agrupar los 
pixeles que pertenecen a 𝐌𝑖   en dos clases, uno que contenga al 
nadador y otra clase con los elementos que componen el fondo 
de la escena. Para la etapa de segmentación, se emplea la 
descomposición de bajo rango sobre el conjunto de secuencias 
preprocesadas 𝐌. Esta descomposición permite separar el 
nadador del fondo de la escena.  
De esta manera, es posible observar que la matriz 𝐌𝑖  puede 
ser representada como dos matrices, una que contiene el fondo y 
otra el nadador. Para recuperar 𝐌i como la composición de dos 
matrices, se emplea la metodología descrita en [12], que recupera 
una matriz 𝐍 como la composición de una matriz 𝐋 de bajo rango 
que representa el fondo de la escena y una matriz escasa 𝐒 que 
representa el nadador, de un conjunto de medidas lineales de la 
forma 
  
𝐲 = A(𝐍) = A(𝐋 + 𝐒). (3) 
 
Debido a que la recuperación de y = A(𝐍) requiere encontrar 
una solución a un sistema lineal indeterminado, se abarca la 
intersección de tres clases de problemas que son: el muestreo 
compresivo (CS por su sigla en inglés), la minimización de rango 
afín y el análisis de componentes principales robustos (RPCA). 
CS se refiere a la recuperación de un vector escaso 𝒙, en el cual 
las mediciones de los datos tienen la forma 𝐲 = A(𝒙), donde A 
es un operador lineal indeterminado, y para recuperar 𝒙 se debe 
resolver min ||𝒙||0 𝑠. 𝑎 𝒚 = A(𝒙), siendo ||𝒙||0 el número de 
componentes no nulos en 𝒙.  La recuperación mediante CS se 
realiza vía relajación convexa [26].  
Dado que es posible extender el concepto de CS a matrices de 
bajo rango, puede observarse que las mediciones lineales en la 
minimización de rango afín [27], [28] son de la forma y = A(𝐋), 
donde 𝐋 es una matriz de bajo rango y  A toma la forma de 
operador de muestreo para completar la matriz 𝐋 [29]. En la 
recuperación de la matriz 𝐋 se debe resolver 
min rango(𝐋) 𝑠. 𝑎 y = A(𝐋)  mediante relajación convexa. Por 
último, en el problema RPCA robusto [30], se busca 
descomponer una matriz 𝐍 en una matriz de bajo rango 𝐋 y una 
matriz escasa 𝐒 tal que 𝐍 = 𝐋 + 𝐒, la solución es estable cuando 
𝐋 y 𝐒 son suficientemente incoherentes, es decir, no son 
correlacionadas. 
La intersección de las tres metodologías expuestas se da en la 
recuperación de las entradas de una matriz 𝐍 en términos de una 
matriz de bajo rango 𝐋  y la matriz escasa 𝐒  de un conjunto de 
medidas comprimidas 𝐲 = A(𝐋 + 𝐒). En una secuencia de video 
acuática cada columna de 𝐍 corresponde a un fotograma de 
video 𝐌i, de esta forma la iluminación cambiante o fondo tiene 
propiedades de bajo rango, mientras que el movimiento del 
primer plano que comprende al nadador, sombras producidas por 
la luz y elementos en movimiento presenta estructuras escasas 
[30].  
Asimismo, el problema de optimización que une las tres 
metodologías mencionadas está dado por 
     
min ||𝐲 − A(𝐋 + 𝐒)||2        (4) 
s. a    rango(𝐋) ≤ r; ||vec(𝐒)||0 ≤ K, 
 
donde 𝑟 es el parámetro que define el número de medidas a 
adquirir, 𝐾 define el nivel de escasez asumido en la señal y 
vec(∙) es una función que obtiene la representación vectorial de 
una matriz.  Para más información sobre el proceso de 
segmentación dirigirse a [12]. 
El resultado de la segmentación para el conjunto de 
fotogramas puede escribirse como  𝐒 = {𝐒1, 𝐒2, 𝐒3, … , 𝐒i, … , 𝐒N}, 
que son los nuevos fotogramas, los cuales contienen los 
elementos que absorben la mayor luminosidad e identifican al 
nadador. 
C. Clasificación 
La etapa de clasificación toma el resultado de la etapa de 
segmentación y aplica el tensor de difusión para separar el 
movimiento del nadador del movimiento del ruido presente en la 
secuencia de fotogramas  𝐒. 
Dado que 𝐒 contiene el nadador y el ruido que proviene de los 
elementos que absorben la mayor luminosidad en fotogramas 
consecutivos, para detectar al nadador presente es posible 
emplear la metodología de difusión descrita en [31], que estudia 
el movimiento de partículas en escenas dinámicas para 
establecer propiedades de los materiales.  Este método consiste 
en tomar una imagen 𝐒i que se compara con tres fotogramas de 
video consecutivos, también llamados grados de libertad, 
𝐒i+1, 𝐒i+2, 𝐒i+3 para encontrar la dirección del gradiente de 
difusión. Para esto se emplea el tensor de difusión que determina 
los grupos de pixeles que tienen movimiento y su dirección a 







donde 𝐒 representa la intensidad ponderada de la señal de 
difusión, 𝐒0 la intensidad señal ponderada sin difusión, 𝐯i indica 
la dirección del pulso de gradiente de difusión, b el factor de 
sensibilidad de difusión, y 𝐃 = ln (𝐒k 𝐒0⁄ ) b⁄  representa el 
coeficiente aparente de difusión del agua. Tradicionalmente, el 
tensor de difusión es modelado en 3-D para estudiar el 
movimiento de fluidos en imágenes de resonancia magnética 
MRI del cerebro humano, y tiene en cuenta las coordenadas  
x, y, z de la imagen. Sin embargo, en la secuencia de imágenes 
acuáticas en las cuales los objetos estudiados son en 2-D, el 
tensor de difusión debe reescribirse en términos de las 







donde las componentes 𝐷𝑥𝑥 , 𝐷𝑦𝑥 , 𝐷𝑥𝑦 y 𝐷𝑦𝑦  representan las 
coordenadas del tensor de difusión de segundo orden en 
movimiento 2-D de los objetos en la escena. Debido a que el 
tensor de difusión es una matriz simétrica con parámetros 
desconocidos, las Ec. (5) y (6) pueden ser representados 
mediante la expresión  
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𝐀𝐗 = 𝐘, 




𝐀 = (𝐀1 … 𝐀i … 𝐀n)






























donde 𝐀i representa la dirección del gradiente del fotograma 𝐒𝐢.  
La Ec. (5) se puede solucionar mediante la regresión lineal dada 
por  xi
2, yi
2, 2xiyi, − (1 b⁄ )ln (𝐒i 𝐒0⁄ )[14] y los parámetros 
Dxx, Dyy, Dxy, y Dyy son determinados mediante la expresión 
[32]  
 
           𝐃 = 𝐑𝚲𝐑T,          (9) 
 
donde 𝐑 = (𝒆𝟏𝒆𝟐) es una matriz compuesta por los 
eigenvectores del vector de difusión 𝐃,  y 𝚲 es una matriz 
diagonal cuyos elementos son los eigenvalores 𝜆 de 𝐃. 
Asignando 𝜆1 ≥ 𝜆2, y tomando el mayor valor del eigenvalor 𝜆1 
que corresponde al eigenvector 𝒆𝟏, se determina el gradiente de 
difusión predominante del píxel. El gradiente del punto 𝐏(x, y) 
será  𝜆1𝒆𝟏.  El resultado en la determinación del tensor de 
difusión son los elementos que poseen movimiento en varios 
fotogramas de video consecutivos, que puede escribirse como 
𝐃 = {𝐃1, 𝐃2, 𝐃3, … , 𝐃i, … , 𝐃N−3}. 
D. Seguimiento 
El seguimiento del nadador en la secuencia de imágenes se 
basa en el filtro kalman, donde la dinámica de cada pixel es 
modelada como: el pixel B (𝑥, 𝑦)  del fotograma 𝐃 en el tiempo 
𝑖 dado por la secuencia de video. Sin embargo, en el primer 
fotograma se debe garantizar la presencia del nadador.  Así 
mismo, los pixeles del nadador se pueden modelar como 
 
[
B(x, y, i + 1)
∆B(x, y, i + 1)
] = 𝐔 [
B(x, y, i)
∆B(x, y, i)
]           ,
+𝐾[𝐃(x, y, i) − B(x, y, i)] 
(10) 
 
donde 𝐔 es la matriz que indica la dinámica de los pixeles que 
comprenden al nadador, B es la estimación del valor de una serie 
de imágenes en el pixel (x, y), ∆B es el cambio en el punto que 
representa al nadador cuando se procesa un nuevo fotograma, 
𝐃  es el fotograma de entrada en el tiempo 𝑖, y 𝐾 es la ganancia 







siendo 𝑢1,2 = 𝑢2,2 = 0.7  para representar el fondo en medios 
acuáticos [18]. Por otro lado, 𝐾 es la ganancia de kalman descrita 
como  
 
𝐾(x, y, 𝑖 + 1) = 𝛼 ∙ 𝑚(𝑥, 𝑦, 𝑖) +
                         𝛽[1 − 𝑚(x, y, 𝑖)], 
(12) 
 
donde 𝑚(x, y, 𝑖)  toma el valor de 0 cuando se trata del fondo y 
1 cuando se detecta al nadador. 
Para determinar al nadador se emplea la condición 
 
𝑚(𝑥, 𝑦, 𝑖) =  {
1 si |𝐃(x, y, 𝑖) − 𝐵(x, y, 𝑖)| ≥ 𝐹ℎ 
0 para los demás casos
 (13) 
 
𝐹ℎ(𝑥, 𝑦, 𝑖) = 𝑐𝑡𝑒, ∀x, ∀y, ∀𝑖, si |𝑫(x, y, 𝑖) − 𝐵(x, y, 𝑖)| ≥ 𝐹ℎ, 
entonces 𝐾 es 𝛼 de otra manera es 𝛽[18].  
𝐹ℎ(x, y, 𝑖) es una constante (cte) que denota el umbral máximo 
de los pixeles que representan al nadador en la escena, la cual es 
determinada mediante la desviación estándar del fotograma 
procesado. En la práctica, el resultado de la presente etapa se 
puede visualizar con un fotograma rojo en el cual se encuentra el 
nadador. 
V. PRUEBAS Y ANÁLISIS DE RESULTADOS 
El montaje y la metodología propuesta fueron evaluados 
mediante la captura y procesamiento de 10 secuencias de video 
en una piscina con variaciones en las condiciones lumínicas, 
ambientales y tonalidades de agua. Para probar el desempeño de 
la propuesta bajo diferentes condiciones del medio. 
En la Fig. 4 se observa la implementación del montaje 
empleado para la captura de video, este se compone de un trípode 
de aluminio con altura graduable que va desde 64 cm a un 
máximo de 195 cm.  Para la adquisición de video se emplea una 
cámara GoPro Hero 4, que tiene opciones como sensibilidad a la 
luz entre 100 y 6400 ISO, velocidad de grabación de 24 a 240 
fotogramas por segundo, 12 megapíxeles, apertura de diafragma 
f2.8, campo de visión entre 17.2mm y 34.4mm y amplitud entre 
90º y 170º.  La cámara fue sumergida utilizando el trípode y las 
secuencias de video fueron adquiridas a 30 fotogramas/segundo, 
y el campo de visión empleado fue de 135 º. 
 
El uso del trípode graduable permite adquirir secuencias de 
video en piscinas entre 54 y 185 cm de profundidad sin 
calibraciones adicionales.  La operación correcta del trípode se 
ve afectada cuando el movimiento del agua genera olas mayores 
a 7 cm, debido a que transmite movimiento al trípode, y con ello 
se afecta la captura de video. 
 





Fig. 4. Implementación del montaje para la adquisición del video. 
 
Para realizar pruebas a la metodología desarrollada se 
emplearon las 10 secuencias tomadas con el montaje de la Fig. 
4, la duración de las secuencias oscila entre 6 y 10 segundos, y 
en cada una el nadador ejecutó al menos dos veces el gesto 
deportivo. Para determinar los parámetros 𝐾 y r de la etapa de 
segmentación, se realizaron 15 simulaciones, las cuales 
determinaron como medidas ideales 𝐾 = 0.035 y r = 0.45 para 
segmentar en la secuencia de video el cuerpo del nadador. 
 
La Tabla I presenta los resultados en la detección y 
seguimiento del nadador con la metodología propuesta.  
Específicamente, los resultados mostrados en la Tabla 1 son: 
fotogramas en la secuencia de video (CDS) corresponde a la 
cantidad de fotogramas de video procesados; verdadero positivo 
(VP), que corresponde a los fotogramas en la secuencia donde el 
nadador es detectado correctamente; tasa de detección (TD), que 
es el porcentaje de fotogramas de la secuencia de video en los 
cuales se detecta al nadador; pérdida del seguimiento (PS) es el 
número de fotogramas en los que el algoritmo perdió el 
seguimiento; falso negativo (FN) es el número de trayectorias 
falsas seguidas por el algoritmo; falsos positivos (FP) indica el 
número de fotogramas en los que el algoritmo no siguió 
trayectoria y no detectó al nadador. 
Los resultados de la Tabla I muestran que el rendimiento 
(TD%) del algoritmo es mejor para las secuencias de video 1, 6 
y 10. Esto se debe a la similitud de condiciones de la piscina en 
cada una de las secuencias. Específicamente los tres videos 
fueron tomados cuando el cielo estaba nublado o bajo la sombra 
y había pocos nadadores en ese momento en la piscina, lo que 
provocaba una menor cantidad de movimiento y olas en el agua. 
Para las secuencias 5, 8 y 9 las condiciones eran que el sol incidía 
en la superficie de la piscina en ángulos de 90º a 135º además 
lloviznó durante la toma y se encontraban una gran cantidad de 




RESULTADOS DEL SEGUIMIENTO EN DIEZ SECUENCIAS DE VIDEO (CDS-
FOTOGRAMAS EN LA SECUENCIA DE VIDEO, VP-VERDADERO POSITIVO, PS- 
PÉRDIDA DEL SEGUIMIENTO, TD%-TASA DE DETECCIÓN, FN- FALSO NEGATIVO, 
FP- FALSO POSITIVO). 
Seq CDS VP PS TD% FN FP 
       
1 180 169 6 93.8 1 11 
2 210 193 3 91.9 12 17 
3 210 195 4 92.8 8 15 
4 240 218 2 90.8 9 22 
5 270 243 1 90 17 27 
6 270 253 3 93.7 15 17 
7 300 279 4 93 14 21 
8 300 276 2 92 7 24 
9 225 207 3 92 15 18 
10 150 141 0 94 0 9 
prom 235 217 2.8 92.5 9.8 18.1 
 
Sin embargo, a pesar de las condiciones desfavorables para el 
procesamiento de video, el algoritmo propuesto obtuvo una tasa 
de detección en promedio del 93%, lo cual muestra la efectividad 
del algoritmo propuesto en diferentes condiciones de 
iluminación y ruido presentes en escenas acuáticas. 
 
La Fig. 5 presenta el resultado de cada una de las etapas del 
algoritmo ilustrada para 5 imágenes extraídas de la secuencia 1,  
donde se muestran: (a) el fotograma de video original con 
dimensiones 854x241, (b) el resultado del preprocesamiento (Ec. 
1), (c), (d) el resultado de la etapa de segmentación: la matriz 
escasa 𝑺𝑖 que representa al nadador y la matriz de bajo rango 𝑳𝑖 
que representa el fondo de la escena, (e) el resultado de la etapa 
de clasificación, donde es posible observar el nadador, y (f) el 
nadador detectado y seguido mediante el filtro de kalman. 
La reproducibilidad para realizar la captación de secuencias 
de video mostró que debe ser empleada la luz del sol sin que sea 
directa en la superficie del agua, para reducir la cantidad de 
destellos de luz y sombras producidas por la luz del sol cuando 
atraviesa el agua, esto puede ser observado en los falsos positivos 
que en su mayoría son producto del reflejo de la luz cuando 
rebota y se refleja en las paredes de la piscina con gran 
intensidad. 
Mediante el empleo de la descomposición de matrices de bajo 
rango, se incrementa el rendimiento en el procesamiento de cada 
fotograma de video ya que se tiene un menor número de datos a 
procesar cuando se emplea la metodología de difusión y el filtro 
de kalman.   
Al realizar la captación de video se observó que la tasa de 
detección mejora cuando el nadador ejecuta correctamente la 
técnica, debido a que la correcta ejecución disminuye la cantidad 
de burbujas y olas en la piscina, mejorando la estabilización del 
montaje. Las pruebas realizadas muestran que la efectividad en 
la detección y seguimiento del nadador fue en promedio del 93%. 
Sin embargo, se observaron limitaciones en el algoritmo 
asociadas a elementos tales como la sombra del nadador que se 
proyecta en el fondo de la piscina o en las olas, así como los 
destellos de gran intensidad o reflejo de elementos externos de la 
piscina que aparecen en la escena. 
 
 




































En este trabajo se presentó una metodología para detectar y 
seguir un nadador bajo el agua, que comprende un montaje con 
protocolo para la adquisición de secuencias de video bajo el agua 
y un algoritmo que toma la secuencia captada para realizar 
detección y seguimiento de un nadador. 
El uso de las componentes S y V del modelo de color HSV en 
el preprocesamiento de los fotogramas de video, permite 
destacar los elementos que absorben la mayor luminosidad, lo 
que reduce la complejidad al realizar cálculos matemáticos para 
identificar los objetos de interés de una escena acuática. 
Los resultados muestran que es posible detectar y seguir al 
nadador con una tasa de detección en promedio del 93%, lo cual 
comprueba que la metodología propuesta representa una 
herramienta para que los entrenadores realicen análisis 
cuantitativos y cualitativos a partir del seguimiento del nadador. 
El diseño del montaje y el protocolo para realizar adquisición 
de video permite la reproducibilidad para que los entrenadores 
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