Abstract. Let L j = ∂ tj + (a j + ib j )(t j )∂ x , j = 1, . . . , n, be a system of vector fields defined on the torus T n t × T 1 x , where the coefficients a j and b j are real-valued functions belonging to the Gevrey class G s (T 1 ), with s > 1. In this paper we were able to characterize the global s−hypoellipticity of this system in terms of Diophantine approximations and the Nirenberg-Treves condition (P).
Introduction
The pourpose of this paper is to study the global s−hypoellipticity, for s > 1, of the following system of vector fields (1.1) L j = ∂ ∂t j + (a j + ib j )(t j ) ∂ ∂x , j = 1, . . . , n, defined on the torus T n+1 ≃ R n+1 /2πZ n+1 , where a j and b j are real-valued functions in the Gevrey class G s (T 1 t j ) and (t, x) = (t 1 , . . . , t n , x) denote the coordinates of T n+1 .
The system (1.1) is said to be globally s−hypoelliptic if the conditions u ∈ D ′ s (T n+1 ) and L j u ∈ G s (T n+1 ), for j = 1, . . . , n, imply that u ∈ G s (T n+1 ).
While the study of the smooth global hypoellipticity of this system is covered by A. Bergamasco, P. Cordaro and P. Malagutti in [1] , the study of the global analytic hypoellipticity of (1.1) is covered by A. Bergamasco in [2] , however, by using different techniques from those presented here. In particular, the existence of Gevrey cut-off functions, when s > 1, allows us to take a different approach from that considered in [2] with respect to the construction of singular solutions.
When the system (1.1) has only a single vector field, the global s−hypoellipticity is described by T. Gramchev, P. Popivanov and M. Yoshino in [3] , and also can be obtained as a particular case of the results of A. Bergamasco, P. Dattori and R. Gonzalez in [4] .
Our main result shows that the global s−hypoellipticity of (1.1) can be characterized by the Nirenberg-Treves condition (P) and by a Diophantine condition (see Theorem 2.2). We also present examples of globally analytic hypoelliptic systems that are not globally s−hypoelliptic, for any s > 1, and examples of globally s−hypoelliptic systems that are not globally hypoelliptic. Finally, we make some connections with related works, such as [1, 5, 6] and [7] , among others.
For more results on global properties of systems of vector fields on the torus, we refer the reader to the works [8, 9, 10, 11, 12, 13] and the references therein.
Preliminaries and statement of the main result
Given s 1 and h > 0, we say that a smooth, complex-valued periodic function f is in G s,h (T n+1 ), if there is C > 0 such that
for every multi-index α ∈ N n+1 0 and (t, x) ∈ T n t × T 1
x . Observe that G s,h (T n+1 ) is a Banach space with respect to the norm f s,h = sup and, for h < h ′ , the inclusion map from G s,h (T n+1 ) to G s,h ′ (T n+1 ) is continuous and compact. The space of periodic Gevrey functions of order s is defined by
The dual space of G s (T n+1 ) is denoted by D ′ s (T n+1 ) and its elements are called ultradistributions.
In this work we use the well known characterization of the elements of G s (T n+1 ) by its Fourier coefficients, namely a smooth periodic function f is in G s (T n+1 ) if there exist positive constants C, h and ǫ such that for all (t ′ , η, ξ) ∈ T ℓ × Z n−ℓ × Z and α ∈ N ℓ 0 . Definition 2.1 (see [3, 14, 15] ). We say that α ∈ R m \ Q m is an exponential Liouville vector of order s 1, if there exists ǫ > 0 such that the inequality |qα − p| < e −ǫ|q| 1/s , has infinitely many solutions (p, q) ∈ Z m × Z 1 .
Therefore, α ∈ R m \ Q m is not an exponential Liouville vector of order s 1, if for every ǫ > 0 there exists C ǫ > 0 such that
Now, for each j = 1, . . . , n we denote and we set c j0 = a j0 + ib j0 .
The main result of this work is the following theorem:
, where a j and b j are real-valued functions in G s (T 1 t j ), s > 1, is globally s−hypoelliptic if and only if at least one of the following conditions occurs:
(I) There is j ∈ {1, . . . , n} such that the function t j ∈ T 1 → b j (t j ) does not change sign and is not identically zero; (II) If the set
then a J0 = (a j 1 0 , . . . , a j ℓ 0 ) is not an exponential Liouville vector of order s and is not in Q ℓ .
The proof of this theorem is divided into the following sections. First, in Section 3, we show that it is sufficient to consider the case where the real part of this system has constant coefficients. Next, in Section 4, we prove the sufficiency by estimating the Fourier coefficients of the solution of the system. Finally, in Section 5, we prove the necessity by constructing singular solutions for the system (2.2) when the conditions (I) and (II) fail.
Normal form
The goal of this section is to show that in the study of the global s−hypoellipticity of the system (2.2), it is enough to consider the case where the functions a j are constants, more precisely, we will show that the system (2.2) is globally s−hypoelliptic if and only if the system
is globally s−hypoelliptic, with a j0 and b j0 defined in (2.1).
This follows immediately from the next proposition.
where
Furthermore, the following conjugation holds
Before proceeding with the proof of this result, let us present three technical lemmas.
Let m ∈ N. Consider the set
Lemma 3.3. For each m ∈ N and R ∈ R we have
The proof of Lemma 3.2 can be found in [4] (see Lemma 2.1) and the proof of Lemma 3.3 in [16] (see Lemma 1.3.2).
Lemma 3.4. Given ǫ > 0, there exists C ǫ > 0 such that
, where
then it is enough to prove that: for each j there exists C ǫ,j > 0 such that
for all (t j , ξ) ∈ T 1 × Z and α j ∈ N 0 , where ǫ = ǫ/n.
By fixing j, since A j ∈ G s (T 1 ), then there exist C j > 0 and h j > 0 such that
for all t j ∈ T 1 and ℓ ∈ N 0 . Also, we have |ξ|
s for all ξ ∈ Z and k ∈ N, where C ǫ = (s/ ǫ) s . If α j = 0 the result is immediate. For α j > 0, according to Faà Di Bruno's Formula (see Lemma 1.3.1 in [16] ) and the previous inequalities we have
where ∆(α j ) is defined in (3.2) and k .
Finally, by applying Lemmas 3.2 and 3.3 we obtain
By taking C ǫ = max{C ǫ,j : j = 1, . . . , n} the proof is complete.
Proof of Proposition 3.1: Given ǫ > 0 and h > 0, we have to show that there exists
Consider ϕ ∈ G s,h (T n ). It follows from Lemma 3.4 that there exists C ǫ > 0 such that
where C ǫ,h = 2(h + 1)(C ǫ + 1).
By taking C ǫ = (2s/ǫ) s we have
On the other hand, it follows from (3.3) and (3.4) that
The previous inequalities imply that
.
is well defined and it is given by
Finally, in order to prove that T is also an automorphism in
. We must show that there exist C > 0, h > 0 and ǫ > 0 such that
Therefore,
We may assume that b j (t j ) 0 and thus b j0 < 0 (if b j (t j ) 0 the arguments are similar). Moreover, according to the previous section, we may assume that
Consider the formal x−Fourier series of u and f j given by
Replacing these series in the equation L j u = f j we obtain, for each ξ ∈ Z, the ordinary differential equation
Since b j0 = 0, then for each ξ = 0 the equation above has a unique solution, which can be written in the following two equivalent ways:
where c j0 = a j0 + ib j0 ,
To analyze the behaviour of the coefficientsû(t, ξ), it is convenient to choose the formula (4.1) when ξ 1, and the formula (4.2) when ξ −1.
Let us start with the case ξ 1. We remember that b j0 < 0, thus it is possible to take
Since f j ∈ G s (T n+1 ), there exist positive constants C 1 , h 1 and ǫ such that
Observe that ℑH(t j , τ ) 0 for all t j , τ ∈ [0, 2π], since b j (t j ) 0. Thus, by proceeding as in the proof of Lemma 3.4, we obtain a constant C ǫ > 0 such that
for all t j , τ ∈ [0, 2π], m ∈ N 0 , and ξ 1.
, we write β = α − α j e j and have the following estimate to |∂ α t u(t, ξ)|:
for all t ∈ T n , and ξ 1.
When ξ −1, by considering formula (4.2), we obtain a similar estimate to ∂ α t u(t, ξ) as shown above. Also, for ξ = 0 we have
and the sufficiency of condition (I) in Theorem 2.2 is verified.
, for all j = 1, . . . , n. Additionally, assume that J = {j 1 < · · · < j ℓ } = ∅ and the vector a J0 = (a j 1 0 , . . . , a j ℓ 0 ) is neither rational nor exponential Liouville of order s > 1.
By making changes of coordinates on the torus T n+1 , without loss of generality, we may assume that J = {1, . . . , ℓ}. Thus, we write the coordinates of T n+1 as (t, x) = (t ′ , t ′′ , x) where t ′ = (t 1 , . . . , t ℓ ) and t ′ = (t ℓ+1 , . . . , t n ).
Consider the formal Fourier series of u and f j with respect to the variables (t ′ , x) given by
Thanks to Section 3, we may consider L j = ∂ t j + a j0 ∂ x , j = 1, . . . , ℓ, then replacing the series (4.3) and (4.4) in the equations L j u = f j , j = 1, . . . , ℓ, we obtain, for each (η, ξ) the following
Since a J0 is not rational, we consider for each (η, ξ) = (0, 0)
On the other hand, there exist positive constants C, h and ǫ such that
Also, since a J0 is not an exponential Liouville vector of order s, there exists C ǫ > 0 such that max
By replacing the previous estimates in (4.5) we obtain
If ℓ = n, then we take the Fourier coefficients in the series (4.3) with respect to the variables (t, x) and, in this case, the inequality (4.6) reduces to
If 1 ℓ < n, it follows from (4.6) that
where u is given by (4.3).
Thus, for each j = ℓ + 1 . . . , n we have
. Therefore, we may conclude that the inequality (4.6) holds for all (η, ξ) ∈ Z n+1 and the proof of the sufficiency is complete.
Necessity in Theorem 2.2
The goal of this section is to present singular solutions to the system (2.2) when the conditions (I) and (II) in Theorem 2.2 fail.
We split the proof in two cases depending on the existence or not of real vector fields in the system (2.2).
5.1. System (2.2) has no real vector fields (J = ∅). We argue by contradiction. Assume that b j ≡ 0 changes sign for all j = 1, . . . , n. In this situation, it is well known that the operators
are not globally s−hypoelliptic on T 2 t j ,x (see Proposition 1.3 in [3] ). This means that it is possible to find
The problem here is how to obtain a solution
) for the system (2.2) from these singular solutions u j (t j , x).
In Propositions 5.1 and 5.2 we construct special singular solutions
for the vector fields L j . Next, from these solutions, we obtain a singular solution to the system (2.2).
Proposition 5.1. Consider the vector field
satisfying:
for all t ∈ T 1 , α ∈ N 0 and k ∈ N.
where B ∈ G s (T 1 ) is such that B ′ = b and B(t 0 ) = max{B(t) : t ∈ T 1 }.
The properties (i) and (ii) are immediate and the conclusion of (iii) follows the same ideas of the proof of Lemma 3.4.
Proposition 5.2. Consider the vector field
, is a nonzero real-valued function and a 0 ∈ R. If b changes sign and a 0 + ib 0 / ∈ Q, then there is
(iii) for every ǫ > 0 there exist C > 0 and h > 0 such that
for all t ∈ T 1 , α ∈ N 0 and ξ ∈ N.
Proof. We start by considering b 0 0. In this case, we define the function H(t, r) = a 0 r + i Since b(t) changes sign, we have B 0 > 0 and r 0 ∈ (0, 2π). By performing a translation in the variable t (if necessary), we may assume 0 < t 0 , r 0 , t 0 − r 0 < 2π.
], and 0 ϕ(t) 1, for all t.
Consider the formal series
where, for each ξ ∈ N, the x−Fourier coefficient f (t, ξ) is the periodic extension of the function
Since b 0 0, we have |(1 − e −i2πξc 0 )| 2, for all ξ ∈ N.
. Otherwise, let C > 0 and h > 1 be constants such that |ϕ (k) (t)| ≤ Ch α (k!) s , for all t ∈ [0, 2π] and k ∈ N 0 . Also, by
for all t ∈ [0, 2π] and ξ ∈ N. Thus f ∈ G s (T 2 ).
From now on, we will obtain u ∈ D ′ s (T 2 ) \ G s (T 2 ) such that Lu = f and, additionally, u satisfying the other conditions desired.
Since c 0 = a 0 + ib 0 / ∈ Q, by taking the x−Fourier series in the equation Lu = f , we define u as follows
where the x−Fourier coefficients are given by u(t, ξ) .
Therefore, by definition we have Lu = f and | u(·, ξ), φ | (2π)
Consider the function ψ(r) = ℑH(t 0 , r) − B 0 . Note that
Since ψ(r 0 ) = 0 and ψ ′ (r 0 ) = b(t 0 − r 0 ) = 0, it follows from Taylor's formula that, for each h ∈ (−δ, δ) there exists θ(h) suh that
Thus, by taking
there exists C > 0 such that
for all ξ ∈ N, which implies that u / ∈ G s (T 2 ).
Finally, for every ǫ > 0 and α ∈ N 0 we obtain from (5.2) that
Since ℑH(t, r) − B 0 0, then by a calculus similar to the one made in the proof of Lemma 3.4, there exists C 0 > 0 and h 0 > 0 such that
Also, analogous ideas to those made in (5.1) imply that there exists C 1 > 0 and h 1 > 0 such that
where h 2 = max{1, h 0 , h 1 }.
If b 0 > 0, the arguments are closely similar to the previous one. In this case, we set H(t, r) = a 0 r + i In this situation, B 0 < 0 and we may assume r 0 , t 0 , t 0 + r 0 ∈ (0, 2π).
We take δ > 0 such that
] and 0 ϕ(t) 1, for all t.
Under the previous notations we define
where for each ξ ∈ N the coefficient f (t, ξ) is the periodic extension of (e iξ2πc 0 − 1)e ξB 0 ϕ(t)e iξa 0 (t−t 0 ) , t ∈ [0, 2π].
We conclude this case proceeding as in the previous one.
Now we are ready to construct a singular solution
) to the system (2.2). Without loss of generality we may suppose c j0 / ∈ Q, for all j ∈ {1, . . . , m}, c j0 = p j /q j , p j ∈ Z and q j ∈ N for all j ∈ {m + 1, . . . , n}.
For each j = 1, . . . , n, we consider
which satisfies the conditions of Proposition 5.2 when j = 1, . . . , m and the conditions of Proposition 5.1 when j = m + 1, . . . , n.
We define u ∈ D ′ s (T n+1 ) as follows
where q is a positive multiple of q m+1 , . . . , q n .
Since there exists t 0 = (t 10 , . . . , t n 0 ) such that
Note that for each j = 1, . . . , n
Then, by Proposition 5.1, for each j = m + 1, . . . , n we have L j u = 0.
and, consequently, there exist positive constants ǫ, h j and C j such that
Finally, given j ∈ {1, . . . , m} we have
, for all j = 1, . . . , n.
System (2.2) has real vector fields (J = ∅). Reordering the coordinates in T n+1
if necessary, we may assume that J = {j ∈ {1, . . . , n} : b j (t j ) ≡ 0} = {1, . . . , ℓ} for some 1 ℓ n.
Thus, in this section we consider that
• b j ≡ 0 for all j = 1, . . . , ℓ;
• b j changes sign for all j = ℓ + 1, . . . , n;
• a J0 = (a 10 , . . . , a ℓ0 ) is either rational or an exponential Liouville vector of order s > 1.
We write (t, x) = (t ′ , t ′′ , x) ∈ T n+1 , where t ′ = (t 1 , . . . , t ℓ ) and t ′′ = (t ℓ+1 , . . . , t n ). Also, we denote a ′ 0 = a J0 and a ′′ 0 = (a (ℓ+1)0 , . . . , a n0 ) . Suppose first that a ′ 0 ∈ Q ℓ . Therefore J ⊂ I, where I = {j ∈ {1, . . . , n} : a j0 ∈ Q}.
Let q be a positive integer such that qa j0 ∈ Z, for all j ∈ I. It follows from Subsection 5.1 that there exists
We define
Thus, u ∈ D ′ (T n+1 ) and since
where t ′′ 0 can be defined as in (5.3) and 0 m n − ℓ is the amount of irrational averages a j0 , with j ∈ {ℓ + 1, . . . , n} \ I, we conclude that u / ∈ G s (T n+1 ).
On the other hand, for each k ∈ N, we have
s for all ξ ∈ Z and m ∈ N. Also, for each j = ℓ + 1, . . . , n, there exist positive constants C, h and ǫ such that
We will assume from now on that a ′ 0 / ∈ Q ℓ is an exponential Liouville vector of order s > 1.
Proof. By Definition 2.1, there exist δ > 0 and a sequence (r k , s k ) k∈N in Z n × N such that s k → ∞ and, for all k ∈ N,
By passing to a subsequence, if necessary, we may assume that (s k ) k∈N is strictly increasing. Let ǫ > 0 such that ǫq
1/s and, by setting (p k , q k ) = (qr k , qs k ), we obtain
Let q be a positive integer such that qa j0 ∈ Z for all j ∈ I = {j : a j0 ∈ Q}. By Subsection 5.1 there exists v(t
By taking the sequence (p k , q k ) obtained in Lemma 5.3, we define
) and
In order to conclude the proof in this case, it is enough to show that for each j
Consider first j = 1, . . . , ℓ. By taking ǫ > 0, as in Lemma 5.3, there exist C > 0 and h > 0 such that e
and there exists C ǫ > 0 such that
, t ∈ T n and k ∈ N, where h 1 = max{1, C ǫ , h}.
If j = ℓ + 1, . . . , n, there exist positive constants C, h and ǫ such that
for all α ′′ ∈ N ℓ−n 0 , t ′′ ∈ T n−ℓ and k ∈ N. Also, there exists C ǫ > 0 such that
Therefore, proceeding as before, we obtain a similar estimate to |∂ α t f j (t, q k )| for j = ℓ + 1, . . . , n.
Examples and final remarks
The study of the global hypoellipticity of the system (2.2) is included in [1] . The abstract result obtained in [1] , together with Theorem 2.2 in [7] , imply an analogue result to Theorem 2.2 simply by replacing the terms global s−hypoellipticity by global hypoellipticity, and exponential Liouville vector of order s > 1 by Liouville vector.
In particular, if the system (2.2), with a j and b j in G s (T n ), is globally hypoelliptic then it is also globally s−hypoelliptic for any s 1. In this section we present examples in which the reciprocal of this result does not hold.
We start by recalling that the convergents p n /q n of a continued fraction α = [a 1 , a 2 , a 3 , . . . ] are given by the following recurrence relations: p 1 = 1, q 1 = a 1 , p 2 = a 2 , q 2 = a 2 a 1 + 1 and for n 3, p n = a n p n−1 + p n−2 , q n = a n q n−1 + q n−2 .
Proposition 6.1. The convergents p n /q n of a continued fraction α = [a 1 , a 2 , a 3 , . . . ] satisfy the following conditions:
ii. If p, q ∈ N andn , then |p n − αq n | < |p − qα|.
In [6] , the author showed that the continued fraction α = [10 1! , 10 2! , 10 3! , .
. . ] is a Liouville number, but is not an exponential Liouville number. In the next result we improve the one just mentioned. Proof. The proof that α is a Liouville number can be found on page 162 in [17] .
Let p n /q n be the convergents of α = [10 1! , 10 2! , 10 3! , . . . ]. Let us prove that the following condition holds
Assume, for a moment, that (6.1) has been proved. Then, it follows that
which lets us thereby conclude that α is not an exponential Liouville number of order s.
Indeed, given ǫ > 0, by assuming (6.1) we consider Q = q N −1 . Thus, if p ∈ N and q Q we claim that |p − αq| e −ǫq 1/s , otherwise |p − αq| < e resulting that q > q N +1 . By repeating this argument we obtain q > q n for all n N, which is a contradiction.
We now proceed to prove condition (6.1). By Proposition 6.1 we have
where a n = 10 n! .
On the other hand, since a n+1 = 10 (n+1)! = (10 n! ) n+1 = a n+1 n , we have a n+2 n = a n+1 n a n = a n+1 10 n! (a n+1 + 2) for all n. Thus, 1 a n+2 n q n 1 (a n+1 + 2)q n |p n − αq n |, ∀n ∈ N.
By the recurrence relation q n = a n q n−1 + q n−2 , n 2, we have q n a n and thereby 1 q n+3 n |p n − αq n |, ∀n 2.
Therefore, given ǫ > 0, it is sufficient to prove that
where n >> 0 means that n is large enough.
Observe that for n >> 0 we have 2n log(q n ) ǫq
Also, since q n = a n q n−1 + q n−2 (a n + 1)q n−1 a 2 n q n−1 , n 3, we have 2n log(q n ) 4n log(a n ) + 2n log(q n−1 ).
Finally, in order to complete the proof we show that (1) 4n log(a n ) ǫ 2 q 1/s n−1 , for n >> 0 and (2) 2n log(q n−1 ) ǫ 2 q 1/s n−1 , for n >> 0.
To prove (1), observe that 4n log(a n ) = 4n log(10 n! ) = 4n(n!) log(10) and that q
, thus it is enough to show that 4n(n!) log(10) ǫ 2 10
(n−1)! s , for n >> 0, which follows from the fact that sequence n(n!) 10
goes to zero when n goes to infinity.
To prove (2), note that x −1/s log(x) is a decreasing function for x > e s . Then 0 2n log(q n−1 )
2n log(10 (n−1)! )
10
(n−1)! s = 2 log(10) n!
(n−1)! s , n >> 0.
Since the sequence n! 10
goes to zero when n goes to infinity, then the proof is complete.
is globally s−hypoelliptic, for all s 1, but is not globally hypoelliptic. Indeed, this follows immediately from Theorem 2.2, Theorem 3.3 in [2] and Proposition 6.2.
Example 6.4. Consider the system     
where α, β ∈ R.
• If α = [10 1! , 10 2! , 10 3! , .
. . ] then this system is s−globally hypoelliptic for all s 1, but is not globally hypoelliptic.
• In Lemma A in [3] , the authors show that there is an irrational number α that is not exponential Liouville, but it is exponential Liouville of order s > 1. For this α, the system above is globally analytic hypoelliptic, but is not globally s−hypoelliptic, for any s > 1.
• Also, in Lemma A in [3] , the authors show that it is possible to construct an irrational number α that is not exponential Liouville of order s 1, but it is exponential Liouville of order s ′ > s. For this α, the system above is globally s− hypoelliptic, but is not globally s ′ −hypoelliptic.
Remark 6.5. According to Theorem 2.2, if at least one of the vector fields L j = ∂ t j + (a j + ib j )(t j )∂ x , 1 j n, is globally s−hypoelliptic on T 2 t j ,x , then the system (2.2) is globally s−hypoelliptic on T n+1 . The reciprocal, however, does not hold.
In fact, in Example 4.9 in [2] , there was presented a couple of exponential Liouville numbers α and β such that (α, β) is not an exponential Liouville vector. In the proof of this statement, the author observed that (α, β) is not even a Liouville vector. Therefore, these same numbers α and β are exponential Liouville of order s 1 and (α, β) is not an exponential Liouville vector of order s 1. In particular, the system     
is globally s−hypoelliptic, although the vector fields L 1 and L 2 do not have this property.
Remark 6.6. When the coefficients of the system (2.2) are not essentially real (J = ∅), it has already been shown that this system is globally s−hypoelliptic if and only if there is a function t j ∈ T 1 → b j (t j ) that does not change sign. In other words, the global s−hypoellipticity of (2.2) is equivalent to the validity of the Nirenberg-Treves condition (P ) for some vector field L j = ∂ t j + (a j + ib j )(t j )∂ x on T This contrasts with the local theory. For example, the system       
is locally s−hypoelliptic at the origin because the first integral Z(t, x) = x + The system (2.2) is globally s−hypoelliptic if and only if b is not exact and the sublevels Ω r = {t ∈ T : B(t) < r} and the superlevels Ω r = {t ∈ T : B(t) > r} are connected, for every r ∈ R.
