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1. Introduction
It is clear that a polynomial f ∈ R[x] with all positive (or negative) coeﬃcients has no positive
roots. Descartes stated, without proof, a generalization of the previous remark: the number of pos-
itive roots (counted with multiplicities) of a polynomial f ∈ R[x] does not exceed the number of
changes of signs S( f ) in the vector of coeﬃcients of f , disregarding the zeros (see [5]). The upper
bound is sharp, since we have equality for any polynomial (x−r1) · · · (x−rt) where r1, . . . , rt > 0. Gra-
biner proved that for any sequence of signs, there exists a polynomial with coeﬃcients of the given
signs, such that the number of roots is the maximum allowed by Descartes’ rule of signs (see [8]).
However, since any quadratic polynomial x2 + bx + c with b < 0, c > 0 and b2 − 4c < 0 has no pos-
itive roots but two changes of signs in the vector of coeﬃcients, the rule of signs is not always
exact. Gauss improved the rule of signs by showing that, for any non-zero polynomial f ∈ R[x] with
t positive roots counted with multiplicities, the difference S( f ) − t is a non-negative even integer
(see [7]). Nowadays, the rule of signs of Descartes refers to this statement. Many other proofs have
been given since then (see [1,14]), but no exact formula for the number of roots as a function of
the number of sign alternations in the coeﬃcients has been found yet, except in simple particular
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M. Avendaño / Journal of Algebra 324 (2010) 2884–2892 2885cases (see [6]). There are also generalizations of the rule to power series and polynomials with non-
integer exponents (see [9,11]). Anderson, Jackson and Sitharam proved that for any sequence of signs,
and any positive even integer k less than the number n of changes of signs in the sequence, there
exists a polynomial with exactly n − k positive roots whose coeﬃcients have the signs given in the
sequence (see [2]).
Pólya proved that if F ∈ R[x1, . . . , xm] is a homogeneous polynomial with no zeros in m =
{x¯ ∈ Rm: x1  0, . . . , xm  0, x1 +· · ·+ xm = 1}, then there exists n ∈ N0 such that (x1 +· · ·+ xm)n F (x¯)
has all coeﬃcients of the same sign (see [12]). The non-homogeneous version of this result for
m = 2 says that if f ∈ R[x] has no positive roots, then there exists n ∈ N0 such that the polyno-
mial (x + 1)n f (x) has all coeﬃcients of the same sign. This n can be used to certify that f has no
positive roots. Later on, by analyzing carefully the proof of Pólya’s Theorem, V. Powers and B. Reznick
obtained an explicit value n0, as a function of the coeﬃcients of F and the minimum of F in m ,
such that (x1 + · · · + xm)n F (x¯) has all coeﬃcients of the same sign for all n > n0 (see [13,4]). A par-
ticular case of this result for non-homogeneous polynomials in one variable, says that if f ∈ R[x] has
no positive roots and
n >
(
deg( f )
2
)
max0id{ai/
(d
i
)}
minx∈[0,1]{(1− x)d f ( x1−x )}
− deg( f ),
then (x+ 1)n f (x) has all its coeﬃcients of the same sign.
For any polynomial f ∈ R[x], denote by R( f ) the number of positive roots of f counted with mul-
tiplicities. Poincaré showed that the rule of signs of Descartes can be made exact by premultiplying
the polynomial by a correction factor that depends on the given polynomial (see [10]). More pre-
cisely, he showed that for any non-zero f ∈ R[x], there exists g ∈ R[x] such that S( f g) = R( f ). Here
we strengthen this result by showing that g can be chosen with non-negative coeﬃcients.
Theorem 1.1. Let f ∈ R[x] be a non-zero polynomial. Then there exists g ∈ R[x] with all non-negative coeﬃ-
cients such that S( f g) is equal to the number of positive roots of f counted with multiplicities.
The rule of signs of Descartes implies that for any g ∈ R0[x], the number S( f g) of changes
of signs in f g is at least R( f g) = R( f ). Therefore, Theorem 1.1 can be simply written as R( f ) =
ming∈R0[x] S( f g). Note that the polynomial g of the theorem can be used to certify that f has no
more than R( f ) positive roots. An explicit formula for g is given in the proof of the theorem, but
since it involves all the roots of f (even the imaginary ones), which are not known in general, the
result has only theoretical value.
In Section 3 we introduce a new technique that allows us to show that the factor g can be chosen
as a power of (x + 1) when all the positive roots of f are simple. By the rule of signs, the sequence
S((x+1)n f (x)) is bounded below by R( f ). Moreover, by [3, Lemma 5], the sequence is monotone de-
creasing. The next theorem says if all the positive roots of f have multiplicity one, then the sequence
stabilizes at R( f ).
Theorem 1.2. Let f ∈ R[x] be a non-zero polynomial such that all its positive roots are simple. Then there
exists n ∈ N0 such that S((x+ 1)n f (x)) is equal to the number of positive roots of f .
Finally, in Section 4, we are able to extend Theorem 1.2 to any polynomial in R[x]. The idea is the
same, but we work simultaneously with f and all its derivatives.
Theorem 1.3. For any f ∈ R[x], the sequence S((x+ 1)n f (x)) is monotone decreasing with limit equal to the
number of positive roots of f counted with multiplicities.
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Lemma 2.1. Let f ∈ R[x] be a monic quadratic polynomial with no positive real roots. Then there exists a
monic polynomial g ∈ R[x] with all non-negative coeﬃcients such that f g has all non-negative coeﬃcients.
Proof. Write f = x2 + bx + c = (x − α)(x − β). In the case of two real roots, i.e. α,β  0, we
can simply take g = 1, since b = −α − β and c = αβ are both non-negative. For the remaining
case, we assume without loss of generality that β = α and that 0 < arg(α)  π . Let k ∈ N be
such that π/2k < arg(α)  π/2k−1. We proceed by induction in k. In the case k = 1, we have
that π/2 < arg(α)  π , which implies that b = −2 re(α) > 0. Since the coeﬃcient c = |α|2 is al-
ways positive, we can take g = 1 in this case too. Now we will prove the case k > 1. Consider the
product f (x) f (−x) = (x2 + bx + c)(x2 − bx + c) = x4 + dx2 + e = f˜ (x2) where d = 2c − b2, e = c2
and f˜ (x) = x2 + dx + e. It is clear that α2 and α2 are roots of f˜ . Since arg(α2) = 2arg(α), we
can apply the inductive hypothesis to f˜ . Let g˜ ∈ R[x] with non-negative coeﬃcients such that f˜ g˜
has all non-negative coeﬃcients. We conclude by taking g = f (−x)g˜(x2). The product f (x)g(x) is
f (x) f (−x)g˜(x2) = f˜ (x2)g˜(x2) which clearly has all non-negative coeﬃcients. It only remains to prove
that g has non-negative coeﬃcients. The coeﬃcients of f (x) are b = −2 re(α)  0 and c = |α|2 > 0
since 0 < arg(α)  π/2k  π/2. Therefore the coeﬃcients of f (−x) are both non-negative and the
coeﬃcients of f (−x)g˜(x2) are all non-negative. 
Corollary 2.2. Let f ∈ R[x] be a monic polynomial with no positive real roots. Then there exists a monic
polynomial g ∈ R[x] with all non-negative coeﬃcients such that f g has all non-negative coeﬃcients.
Proof. Write f = (x+α1) · · · (x+αt) f1 · · · fm where α1, . . . ,αt  0 and f1, . . . , fm ∈ R[x] are quadratic
monic polynomials with no real roots. Apply Lemma 2.1 to each f1, . . . , fm to get polynomials
g1, . . . , gm ∈ R[x] with all non-negative coeﬃcients such that f i gi has all non-negative coeﬃcients for
all i = 1, . . . ,m. It is clear that the polynomial g = g1 · · · gm and f g = (x+α1) · · · (x+αt) f1g1 · · · fmgm
have all non-negative coeﬃcients. 
Proof of Theorem 1.1. Write f = a(x − α1) · · · (x − αt)h(x) where a = 0, α1, . . . ,αt > 0 and h(x) is
monic with no positive real root. By Corollary 2.2, there exists w(x) ∈ R0[x] such that S(hw) = 0.
Write N = deg(hw). The polynomial (x−αN+11 ) · · · (x−αN+1t ) has exactly t sign alternations, because
it has t positive roots and degree t . Therefore, substituting x by xN+1, we also have that S((xN+1 −
αN+11 ) · · · (xN+1 −αN+1t )) = t . Since the degree gap between two consecutive terms of this polynomial
is N + 1 and hw have all non-negative coeﬃcients and degree N , we have
S
(
ah(x)w(x)
(
xN+1 − αN+11
) · · · (xN+1 − αN+1t ))= t.
We can rewrite this as
S
(
f (x)w(x)
xN+1 − αN+11
x− α1 · · ·
xN+1 − αN+1t
x− αt
)
= t.
We conclude by noting that the polynomials (xN+1 − αN+1i )/(x− αi) and w(x) have all non-negative
coeﬃcients. 
3. The correction factor can be taken to be a power of x+ 1
Consider a polynomial f = adxd + · · · + a1x+ a0 ∈ R[x]. Multiplying by (x+ 1)n we get
(x+ 1)n f (x) =
n∑
j=0
d∑
i=0
ai
(
n
j
)
xi+ j =
n+d∑
k=0
d∑
i=0
ai
(
n
k − i
)
xk.
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In particular, the k-th coeﬃcient of (x+ 1)n f (x) is
ckn =
d∑
i=0
ai
(
n
k − i
)
(1)
for any 0 k n + d. Let gn : [0,1) → R be the sequence of functions given by
gn(λ) =
(
n + d
[λ(n + d + 1)]
)−1
c[λ(n+d+1)]n . (2)
In these functions are encoded the signs of all the coeﬃcients of (x + 1)n f (x), more precisely,
sgn(ckn) = sgn(gn(k/(n + d + 1))).
Theorem 3.1. The sequence of functions gn(λ) converges uniformly to the function (1 − λ)d f ( λ1−λ ) in the
interval [0,1).
Proof. Take λ ∈ [0,1) and write k = k(n, λ) = [λ(n + d + 1)]. Combining Eqs. (1) and (2) we get
gn(λ) =
d∑
i=0
ai
k(k − 1) · · · (k − i + 1)(n − k + i + 1) · · · (n − k + d)
(n + 1) · · · (n + d) .
For any a ∈ Z and b ∈ N0, the sequences of functions (k + a)/(n + b) and (n − k + a)/(n + b) converge
uniformly, as n → ∞, to λ and 1− λ in [0,1) respectively. Therefore gn(λ) converges to
d∑
i=0
aiλ
i(1− λ)d−i = (1− λ)d f
(
λ
1− λ
)
uniformly in [0,1). 
Note that the map λ → λ1−λ is a bijection of [0,1) into [0,∞). Its inverse is μ → μ1+μ from [0,∞)
to [0,1). Intuitively, Theorem 3.1 means that for large enough n, the coeﬃcients of (x + 1)n f (x)
are, after some normalization that preserves the signs, all the values of the function f (x) itself with
x ∈ [0,∞). We will use these fact to show that, when the positive roots of f are simple and n  1, the
number of changes of signs in the sequence of coeﬃcients of (x + 1)n f (x) is the number of positive
roots of f .
Figs. 1 and 2 show the functions gn(λ) for n = 0,1,5,10,25,100 corresponding to the polynomial
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f = (x− 2)(x− 7)(9x6 − x5 + 2x4 − 4x3 + 2x2 + 4x+ 1)
= 9x8 − 82x7 + 137x6 − 36x5 + 66x4 − 70x3 − 7x2 + 47x+ 14.
The only two positive roots of f are 2 and 7, however f has 6 changes of signs in its coeﬃcients,
which can be seen in g0(λ). The graphs of g1(λ) and g5(λ) show that (x + 1) f (x) and (x + 1)5 f (x)
have exactly 4 changes of signs. Fig. 2 shows that for n  10 the number of changes of signs is 2.
Note also that, as n increases, the function gn(λ) becomes closer to g(λ) = (1 − λ)d f (λ/(1 − λ)) as
shown in Theorem 3.1. Note that g(λ) is a polynomial with g(0) = f (0) = a0 and g(1) = ad .
Deﬁne the sequence dkn = (k + 1)ck+1n − (n + d − k)ckn for any 0  k  n + d and n ∈ N0. This se-
quence behaves as a discrete derivative of ckn . In particular, note that if sgn(d
k
n) = sgn(ckn) = s, then
also sgn(ck+1n ) = s. We encode the terms of this sequence in the function
hn(λ) =
(
n + d
[λ(n + d + 1)]
)−1
d[λ(n+d+1)]n
rescaling the coeﬃcients as we did in Eq. (2).
Theorem 3.2. The sequence of functions hn(λ) converges uniformly to
(1− λ)d−1
[
f ′
(
λ
1− λ
)
− d(1− λ) f
(
λ
1− λ
)]
in the interval [0,1).
Proof. This proof follows the same lines of the proof of Theorem 3.1. Take λ ∈ [0,1) and write k =
[λ(n + d + 1)]. Using the formula (1) for the coeﬃcients ckn , we can rewrite dkn as
dkn = (k + 1)ck+1n − (n + d − k)ckn
=
d∑
i=0
ai
[
(k + 1)
(
n
k + 1− i
)
− (n + d − k)
(
n
k − i
)]
=
d∑
i=0
ai
[
i
(
n + 1
k + 1− i
)
− d
(
n
k − i
)]
. (3)
Dividing by the normalization factor
(n+d
k
)
we get
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d∑
i=1
iai
k(k − 1) · · · (k − i + 2)(n − k + i + 1) · · · (n − k + d)
(n + 2) · · · (n + d)
− d
d∑
i=0
ai
k(k − 1) · · · (k − i + 1)(n − k + i + 1) · · · (n − k + d)
(n + 1) · · · (n + d)
which converges to the function
d∑
i=1
iaiλ
i−1(1− λ)d−i − d
d∑
i=0
aiλ
i(1− λ)d−i
uniformly in [0,1). 
Proof of Theorem 1.2. Let d = deg( f ) and let 0 < α1 < · · · < αt be all the positive roots of f . Deﬁne
the functions g(λ) = (1−λ)d f (λ/(1−λ)) and h(λ) = (1−λ)d−1( f ′(λ/(1−λ))−d(1−λ) f (λ/(1−λ))).
Both g and h are polynomials in λ. We can assume, without loss of generality, that f (0) is non-zero.
Also g(0) = 0. Set λi = αi/(1 + αi) for 1  i  t . Note that g(λi) = (1 − λi)d f (αi) = 0 and h(λi) =
(1 − λi)d−1 f ′(αi) = 0 for all 1  i  t . Moreover g′(λi) = (1 − λi)d−2 f ′(αi) = 0 for all 1  i  t , in
particular, λi is a simple root of g(λ). Let ε > 0 be such that
(a) ε < λ1, ε < 1− λt , ε < |λi − λ j| for all i = j,
(b) g(λi − ε)g(λi + ε) < 0 for all 1 i  t , and
(c) h(λ) does not vanish in (λi − ε,λi + ε) for all 1 i  t .
Since λ1, . . . , λt are all the roots of g in [0,1], the intermediate value theorem implies that g does
not change sign in the intervals [0, λ1 − ε], [λi + ε,λi+1 − ε] and [λt + ε,1]. Theorems 3.1 and 3.2
guarantee that there exists n ∈ N0 large enough such that
(1) gn(λ) does not change the sign inside any of the intervals [0, λ1 − ε], [λi + ε,λi+1 − ε] and
[λt + ε,1),
(2) gn(λi − ε)gn(λi + ε) < 0, and
(3) hn(λ) does not change the sign inside the intervals (λi − ε,λi + ε).
Item (1) implies that there are no changes of signs in any of the sequences
c0n, . . . , c
[(λ1−ε)(n+d+1)]
n ,
c[(λi+ε)(n+d+1)]n , . . . , c
[(λi+1−ε)(n+d+1)]
n ,
and
c[(λt+ε)(n+d+1)]n , . . . , cn+dn .
Item (2) implies that there is at least one change of signs in the sequences
c[(λi−ε)(n+d+1)]n , . . . , c
[(λi+ε)(n+d+1)]
n
for all i = 1, . . . , t . Finally, the third item implies that there are no more than one change of signs
in each of these sequences. All together this means that there are exactly t changes of signs in the
sequence c0n, . . . , c
n+d
n , i.e. S((x+ 1)n f (x)) = t . 
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We need to introduce more sequences here. In order to use a uniform notation, we rename ckn
as ck,0n , and we deﬁne recursively
ck, j+1n = (k + 1)ck+1, jn − (n + d − k)ck, jn (4)
for all 0 j  d, 0 k n+d, and n ∈ N0. Note that ck,1n is what we called dkn in the previous section.
Lemma 4.1. Suppose that there are exactly t changes of sign in the sequence ck, jn , . . . , c
l, j
n , where n ∈ N0 , 0
k < l n + d, and 0 j < d. Then there are at least t − 1 sign alternations in the sequence ck, j+1n , . . . , cl, j+1n .
Proof. Since the sequence ck, jn , . . . , c
l, j
n has t changes of signs, then there are indices k  k1 < k2 <
· · · < kt < l such that sgn(cki , jn cki+1, jn ) = −1 for all i = 1, . . . , t . Moreover, since the number of changes
of signs is exactly t , then sgn(cki+1, jn c
ki+1, j
n ) = 1 for all i = 1, . . . , t − 1. The coeﬃcients k + 1 and
n + d − k in Eq. (4), the recursive deﬁnition of ck, j+1n , are always positive. Therefore, if ck, jn and ck+1, jn
have opposite sign, then the sign of ck, j+1n is equal to the sign of c
k, j
n . In our case, this means that
sgn(cki , j+1n c
ki , j
n ) = 1 for all i = 1, . . . , t . The sequence cki , jn have alternating signs, so also do cki , j+1n . In
particular, ck, j+1n , . . . , c
l, j+1
n has a subsequence of length t with alternating signs, i.e. the number of
changes of signs in ck, j+1n , . . . , c
l, j+1
n is at least t − 1. 
Intuitively speaking, the sequence ck, jn is a j-th discrete derivative of the sequence c
k
n . Lemma 4.1
implies that if some subsequence ck, jn , . . . , c
l, j
n has no changes of signs, then c
k
n, . . . , c
l
n has at most j
changes of signs.
We encode all these coeﬃcients, after some normalization, in the functions g jn : [0,1) → R given
by
g jn(λ) =
(
n + d
[λ(n + d + 1)]
)−1
c[λ(n+d+1)], jn .
It is clear that g0n(λ) = gn(λ) and g1n(λ) = hn(λ). The following lemma generalizes the formulas (2)
and (3).
Lemma 4.2. There are universal integer constants {Bij} j∈N,0i< j such that
ck, jn =
d∑
i= j
i(i − 1) · · · (i − j + 1)ai
(
n + j
k + j − i
)
−
j−1∑
i=0
Bijc
k,i
n
for all j,n ∈ N and 0 k n + d.
Proof. We proceed by induction in j. Set B01 = d. The case j = 1 follows immediately from Eq. (3) in
the proof of Theorem 3.2. Next, we derive the case j + 1 from the case j. By deﬁnition of ck, j+1n and
the inductive hypothesis, we have that
ck, j+1n = (k + 1)ck+1, jn − (n + d − k)ck, jn
=
d∑
i= j
i(i − 1) · · · (i − j + 1)ai
[
(k + 1)
(
n + j
k + 1+ j − i
)
− (n + d − k)
(
n + j
k + j − i
)]
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j−1∑
i=0
Bij
[
(k + 1)ck+1,in − (n + d − k)ck,in
]
=
d∑
i= j
i(i − 1) · · · (i − j + 1)ai
[
(i − j)
(
n + j + 1
k + j + 1− i
)
− (d − j)
(
n + j
k + j − i
)]
−
j−1∑
i=0
Bijc
k,i+1
n
=
d∑
i= j+1
i(i − 1) · · · (i − j)ai
(
n + j + 1
k + j + 1− i
)
− (d − j)
[
ck, jn +
j−1∑
i=0
Bijc
k,i
n
]
−
j∑
i=1
Bi−1j c
k,i
n .
We conclude the proof by setting B jj+1 = d − j + B j−1j , Bij+1 = (d − j)Bij + Bi−1j for 1 i  j − 1, and
B0j+1 = (d − j)B0j . 
Lemma 4.3. There are universal integer constants {Cij} j∈N,0i< j such that the sequences of functions
{g jn(λ)}n0 converge uniformly to
g j(λ) = (1− λ)d− j
[
f ( j)
(
λ
1− λ
)
−
j−1∑
i=0
Cij(1− λ) j−i f (i)
(
λ
1− λ
)]
in the interval [0,1).
Proof. We proceed by induction in j. Set C01 = d. The case j = 1 was proven in Theorem 3.2. Next,
we derive the case j + 1 from all the previous cases. Write k = k(n, λ) = [λ(n + d + 1)]. The function
g jn(λ) is, by deﬁnition, equal to
(n+d
k
)−1
ck, jn . Dividing the formula for c
k, j
n given in Lemma 4.2 by
(n+d
k
)
,
we get
g jn(λ) =
d∑
i= j
i(i − 1) · · · (i − j + 1)ai
(
n + j
k + j − i
)(
n + d
k
)−1
−
j−1∑
i=0
Bij g
i
n(λ).
The ﬁrst term converges uniformly to (1 − λ)d− j f ( j)(λ/(1 − λ)). The second term converges, by
inductive hypothesis, to a certain linear combination with integer coeﬃcients of the functions
(1 − λ)d−i f (i)(λ/(1 − λ)), where i = 0, . . . , j − 1. We conclude by taking (1 − λ)d− j as a common
factor. 
Proof of Theorem 1.3. Let d = deg( f ) and let 0 < α1 < · · · < αt be all the positive roots of f . Let
1 mi  d be the multiplicity of αi . Consider the functions g1(λ), . . . , gd(λ) as in Lemma 4.3, and
rename the function g(λ) of Section 3 as g0(λ). Note that all these functions are polynomials in λ.
Set λi = αi/(1+αi) for 1 i  t . Lemma 4.3 implies that g0(λi) = · · · = gmi−1(λi) = 0 and gmi (λi) = 0
for all 1 i  t . Take ε > 0 such that
(a) ε < λ1, ε < 1− λt , ε < λi+1 − λi for all 1 i < t , and
(b) gmi (λ) does not vanish in the interval (λi − ε,λi + ε) for all 1 i  t .
Since λ1, . . . , λt are all the roots of g0 in [0,1], the intermediate value theorem and item (a) imply
that g0(λ) does not change sign in any of the intervals [0, λ1 − ε], [λi + ε,λi+1 − ε] and [λt + ε,1].
Theorem 3.1 and Lemma 4.3 imply that there is n ∈ N0 large enough such that
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(2) gmin (λ) does not change sign in [λi − ε,λi + ε].
Item (1) implies that there are no changes of signs in any of the sequences
c0n, . . . , c
[(λ1−ε)(n+d+1)]
n ,
c[(λi+ε)(n+d+1)]n , . . . , c
[(λi+1−ε)(n+d+1)]
n ,
and
c[(λt+ε)(n+d+1)]n , . . . , cn+dn .
Item (2) implies that there is no sign alternation in the sequences
c[(λi−ε)(n+d+1)],nin , . . . , c
[(λi+ε)(n+d+1)],ni
n
for all i = 1, . . . , t . By Lemma 4.1, the number of changes of signs in the sequences
c[(λi−ε)(n+d+1)]n , . . . , c
[(λi+ε)(n+d+1)]
n
is at most ni . All together this means that there are at most n1 + · · · + nt sign alternations in the
sequence c0n, . . . , c
n+d
n , i.e. S((x+ 1)n f (x)) n1 + · · ·+nt . The other inequality follows immediately by
the rule of signs. 
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