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RESUMO 
 
 Compreender a conectividade funcional no cérebro é fundamental para a compreensão 
da forma como o cérebro implementa as diferentes funções cognitivas. Estudos de ressonância 
magnética funcional (fMRI) no cérebro humano têm vindo a sugerir que as flutuações de baixa 
frequência do sinal BOLD (Blood Oxygen Level Dependent) adquirido durante o estado de 
repouso correspondem a redes de repouso funcionalmente relevantes. 
 O presente trabalho propôs-se analisar o comportamento de redes neuronais de 
repouso espacialmente distintas em 3 bandas da gama das baixas frequências [0.000-0.025; 
0.025-0.050; 0.050-0.075]Hz. A metodologia adoptada tem por base a análise de coerência de 
séries temporais extraídas do sinal BOLD em aquisições rápidas de fMRI em repouso em dois 
grupos de sujeitos. O método de extracção das redes de repouso foi distinto entre os grupos, 
tendo-se aplicado a análise de correlação e a análise probabilística de componentes 
independentes (PICA), respectivamente.  
 Na maioria das publicações, os aspectos metodológicos têm sido pouco desenvolvidos. 
Neste estudo foram discutidos os vários parâmetros de aplicação do periodograma modificado 
de Welch a fim de melhorar a resolução em frequência e a qualidade estatística dos 
estimadores espectrais. Implementou-se também uma extensão do teste de diferenças de 
coerência para a análise individual dos valores de coerência e a estatística de Wilcoxon para a 
análise dos valores de coerência entre as diferentes bandas de frequência.  
 Os resultados revelaram variabilidade entre sujeitos da banda de frequência dominante 
enquanto que, na análise intra-sujeito, observou-se uma consistência da banda dominante 
entre as várias Redes de Repouso. Dado que cada metodologia aplicada na extracção das redes 
apresenta características específicas, a reprodutibilidade e similaridade dos resultados intra-
sujeito após diferentes estratégias de processamento devem ser enfatizadas. Neste âmbito, a 
análise de coerência proposta pode vir a constituir uma ferramenta auxiliar relevante. 
 
Palavras-Chave: fMRI; Conectividade; Coerência; Análise probabilística de componentes 
independentes; Redes de repouso. 
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ABSTRACT 
 
 Understanding brain functional connectivity is essential to the understanding of neural 
function. Functional Magnetic Resonance Imaging (fMRI) studies in the human brain have been 
suggesting that low frequency fluctuations of BOLD (Blood Oxygen Level Dependent) signal 
acquired during resting states correspond to functionally relevant resting networks. 
 In the present study we intend to analyse the behaviour of spatially different resting 
state neural networks in 3 bands of the low frequency spectrum [0.000-0.025; 0.025-0.050; 
0.050-0.075]Hz. The adopted methodology is based on coherence analysis of time series 
extracted from BOLD signal in fMRI. Fast acquisition schemes were applied during rest in two 
different groups of subjects. The strategies for obtaining resting state networks were different 
between the groups. In particular, it was based on correlation analysis and probabilistic 
independent component analysis (PICA), respectively. 
 The majority of articles on this subject do not address much relevance to the 
methodological aspects. Here we discussed several parameters that influence the application of 
Welch modified periodogram in order to improve both frequency resolution and statistical 
significance of spectral estimators. In addition, it was also implemented an extension of the 
“difference of coherence test” for the individual analysis of coherence values and Wilcoxon 
statistics for the analysis of coherence values between the three different frequency bands. 
 Results indicated inter-subject variability with regards to the dominant frequency band. 
On the other hand, intra-subject analysis revealed a general consistency in the dominant 
frequency band between the several different resting state networks. Considering that each 
method applied to the extraction of resting state networks has specific characteristics, the focus 
of analysis should be on the reproducibility and similarity of intra-subject results after the 
application of different processing strategies. In this perspective, the coherence analysis applied 
in this study may constitute a relevant tool of analysis. 
 
Keywords: fMRI; Connectivity; Coherence; Probabilistic analysis of independent components; 
Resting state networks. 
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1. INTRODUÇÃO 
 
1.1  IMAGEM POR RESSONÂNCIA MAGNÉTICA (MRI) 
 
 1.1.1  Princípios físicos 
 
 A ressonância magnética advém da interacção do momento magnético nuclear com um 
campo magnético aplicado. Uma das propriedades físicas dos protões e neutrões é a de 
possuirem momento angular quantificado, designado por spin. Os núcleos atómicos podem 
então apresentar spin nuclear, dependendo do número de protões e neutrões que os 
constituem. Quando o spin total é não nulo, o facto dos núcleos serem carregados 
positivamente, origina um momento magnético adicional. 
 Na presença de um campo magnético (B0), existem dois níveis de energia possíveis 
para uma partícula de spin ½ (ex. protão), permitindo-a orientar-se no sentido oposto ao do 
campo magnético aplicado (estado de energia máxima) ou no sentido do campo magnético 
aplicado (estado de energia mínima). No entanto, e ao contrário dos magnetos que apenas se 
alinham com o campo magnético, o momento angular da partícula nuclear faz com que se crie 
um movimento de precessão na direcção do campo. À frequência deste movimento de 
precessão designou-se por frequência de Larmor que é dada pela seguinte equação: 
 
   (1) 
 
em que ν é a frequência (em MHz) e γ a razão giromagnética do núcleo (em MHz/T) que 
descreve a razão entre as suas propriedades mecânicas e magnéticas.  
 Em teoria, todos os núcleos de uma dada amostra estariam no estado de energia 
mínima. Porém, a temperaturas fisiológicas, a agitação térmica dos núcleos não é desprezável, 
criando apenas um ligeiro desequilíbrio entre os dois estados que, apesar de pequeno é, pela 
elevada densidade de spins da amostra, suficiente para a detecção (Fig. 1a e 1b). 
 Se os núcleos forem excitados por um campo magnético adicional à frequência de 
Larmor (pulso de RF), ocorre um fenómeno de ressonância, permitindo a transferência de 
energia, que induz a transição para outro estado de energia (Fig. 1c e 1d). Ao regressarem ao 
estado de repouso, os núcleos emitem energia na mesma frequência – sinal de ressonância 
magnética nuclear (NMR), que é detectado por indução electromagnética. O sinal recebido 
numa amostra homogénea colocada num campo magnético homogéneo designa-se por FID 
(free induction decay) e tem a aparência da Figura 2.  
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Fig. 1 – Comportamento da amostra quando colocada num campo magnético elevado. (a) Os momentos magnéticos 
nucleares estão originalmente orientados aleatoriamente. (b) Gradualmente os momentos alinham-se na direcção do 
campo. O alinhamento ligeiramente preferencial no sentido do campo actua como um único vector de Magnetização M. 
(c) Um campo magnético oscilante adicional B1 pode alterar a orientação de alguns momentos nucleares até se obter 
um vector de magnetização no plano x-y (d) (imagem retirada de Jezzard et al.,01). 
 
 
 
 
 
 
 
     
Fig. 2 – Decaimento FID do sinal (imagem retirada de Jezzard et al.,01). 
 
 
Nem todos os núcleos têm spin não nulo e, como tal, a possibilidade de apresentar um 
sinal NMR. Em particular, qualquer núcleo com número de massa atómica e número de carga 
par tem spin total nulo, o que implica que núcleos como o 12C e 16O não são visíveis em MRI. 
Por sua vez, o 1H (presente na água) apresenta um dos momentos nucleares mais elevados 
sendo um excelente candidato para imagiologia e espectroscopia biomédica e o constituinte 
mais utilizado em MRI. O 1H apresenta frequências de ressonância distintas consoante a 
utilização de um sistema MRI de 1.5T ou 3T, sendo de 64MHz e 128MHz, respectivamente 
(Equação 1), ou seja na gama das radiofrequências. Como a relação precisa entre a frequência 
de ressonância e o campo de magnético aplicado varia para diferentes núcleos, os sistemas 
MRI podem ser programados para detectar independentemente tipos de núcleos específicos.  
 
 
 
 
 
 Tempo 
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 1.1.2 Localização espacial 
 
A localização de um núcleo ressonante numa amostra (ex. protões em moléculas de 
água existentes no cérebro) é possível através da aplicação de pequenos gradientes no campo 
magnético (ex. 25-40 mT/m) que são sobrepostos ao campo magnético estático e homogéneo 
B0 (normalmente 1.5T, 25000 superior ao campo magnético terrestre). Como a frequência de 
ressonância de um núcleo num composto, como o 1H em água, é proporcional ao campo 
magnético total, a posição relativa das moléculas ao longo de um gradiente de campo é 
codificada através da medição das diferenças na frequência de ressonância. Ao aplicarem-se 
gradientes nas 3 dimensões torna-se possível obter imagens tridimensionais. 
 
 1.1.3 Geração de contraste em MRI 
 
 A variação na concentração relativa de protões de água permite adquirir contraste entre 
algumas estruturas, possibilitando distinguir entre regiões com pouca concentração de água, 
como o osso, e regiões com elevada concentração de água, como o cérebro (cerca de 70% de 
água) que obterá um sinal mais elevado. No entanto, ao contrário de outras técnicas de 
imagem, o contraste em MRI depende essencialmente das condições de aquisição da imagem. 
Através do acrescento de pulsos de radiofrequência ou de gradientes e da escolha dos tempos 
respectivos é possível evidenciar diferentes componentes da amostra. 
 Para se detectar o sinal na bobina receptora é necessário perturbar os spins aplicando 
um campo magnético perpendicular a B0 (B1), que oscila à frequência de Larmor, excitando-os. 
Ao ser desactivado o campo B1, os spins nucleares podem regressar ao estado de energia 
mínima, emitindo energia na gama das radiofrequências. Desta forma, o sinal é captado na 
bobina à medida que a magnetização total (soma dos momentos magnéticos dos spins da 
amostra) precessa em torno do campo estático com a frequência de Larmor. Designou-se este 
tipo de aquisição por Eco de Gradiente (GE). Outro método de aquisição comum denomina-se 
por Eco de Spin (SE) em que se administra na metade do intervalo de tempo entre o pulso e a 
recepção do sinal, um segundo pulso de 180º. Este causa a inversão da magnetização no plano 
transversal e a eliminação das diferenças de fase, prevenindo uma perda adicional de sinal. 
 
 Ponderação T1 
A eficiência com que os spins regressam ao seu estado de equilíbro é determinada pela 
sua interacção com o ambiente envolvente e designa-se por relaxação spin-rede, processo 
exponencial com constante de tempo T1 ou tempo de relaxação spin-rede. Os spins excitados 
readquirem 66% da sua magnetização de equilíbrio num período T1 e 95% após três períodos.  
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Se os impulsos de excitação forem aplicados antes dos spins relaxarem completamente, 
a proporção de spins que poderão ser excitados será menor e consequentemente, o sinal de 
ressonância decresce. Esta característica pode ser utilizada como contraste uma vez que o T1 
para a molécula de água depende do ambiente químico que a envolve, que difere de acordo 
com as diferentes zonas cerebrais. À medida que a taxa de aplicação dos impulsos de 
radiofrequência aumenta, o sinal proveniente de zonas com T1 inferior (como os tecidos) 
aumentará relativamente às zonas com um tempo superior (como o líquido cefalorraquidiano). 
 
 Ponderação T2 
 Em teoria, num íman perfeito e numa amostra ideal, todos os núcleos experienciariam o 
mesmo campo magnético aplicado, e como tal, a magnetização transversal seria elevada e 
coerente, rodando à frequência de Larmor até a relaxação T1 ocorrer. Porém, numa amostra 
real e à escala molecular, os núcleos vizinhos afectam esta coerência através das flutuações de 
baixa frequência no campo magnético local, causando as frequências de Larmor dos diferentes 
núcleos de uma região a variar. Estas flutuações permitem uma troca de energia entre os 
núcleos. Ocorre consequentemente uma perda de magnetização transversal e como tal, uma 
perda exponencial da intensidade do sinal de ressonância total. A este processo designa-se por 
relaxação spin-spin e é modulado pela constante de tempo T2 ou tempo de relaxação spin-spin. 
Enquanto a relaxação T1 é o processo de recuperação da magnetização longitudinal, a 
relaxação T2 é o processo de decaimento da magnetização transversal.  
O tempo T2 é assim também uma propriedade intrínseca dos núcleos num ambiente 
químico particular e pode, como tal, ser utilizado como mecanismo de contraste. Ao aumentar-
se o tempo de atraso antes da detecção do sinal, tempo de eco (TE), o sinal proveniente dos 
tecidos com maior T2 (como a substância cinzenta) será aumentado relativamente aos tecidos 
com T2 inferior (como a substância branca).  
 
 Ponderação T2* 
A taxa de decaimento do sinal é mais rápida quando há gradientes locais de campo 
através dos quais as moléculas se difundem ao longo de um TE. Ao deslocarem-se para locais 
com campos magnéticos diferentes, a sua frequência de ressonância altera-se ligeiramente, 
diminuindo a coerência dos spins nucleares, o que conduz a um decaimento mais rápido do 
sinal total. Assim, na presença de inhomogeneidades locais do campo magnético (ex. próximo 
de vasos sanguíneos), a taxa de decaimento do sinal é expressa pelo tempo de relaxação T2*, 
que pode ser substancialmente inferior a T2, permitindo um novo mecanismo de contraste. O 
decaimento T2* distingue-se do decaimento T2 no sentido em que T2 reflecte flutuações 
aleatórias na frequência de Larmor ao nível molecular enquanto T2* resulta de variações de 
escala superior no campo magnético estático. O facto das flutuações T2* não serem aleatórias 
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implica na prática que as diferenças em fase podem ser anuladas através da aplicação de uma 
sequência SE.  
 
 Parâmetros de controlo de contraste 
 As diferenças no contraste provenientes das diferenças nos tempos de relaxação são 
obtidas utilizando diferentes sequências de impulsos. No geral, podem ser alterados três 
parâmetros de sequência para gerar o contraste:  
- Ângulo de nutação: está relacionado com a energia por impulso, sendo uma 
medida da extensão com que o vector de magnetização é desviado do seu alinhamento 
de equilíbrio devido à aplicação do campo magnético. Quanto mais energia for aplicada 
à amostra, maior será o tempo de relaxação (Fig. 3).  
- Tempo de repetição (TR): é o tempo (medido em segundos) de aplicação de 
cada impulso. Assim, à medida que TR diminui, a taxa à qual os impulsos são aplicados 
aumenta, implicando um tempo inferior para a relaxação de T1.  
- Tempo de eco (TE): é o tempo (medido em milissegundos) que se espera 
entre a excitação dos spins e a detecção do sinal. Núcleos com T2 reduzido contribuem 
com menos sinal à medida que TE aumenta. 
 
 
 
 
 
 
Fig. 3 – Experiências FID para diferentes ângulos de nutação. (a) Um pulso pequeno altera a magnetização por 10º e 
resulta num FID pequeno. (b) À medida que a duração do pulso aumenta, também aumenta o ângulo de nutação e o 
sinal até (c) 90º em que o sinal FID é máximo. (d) Se a duração do pulso é duplicada, o ângulo é agora de 180º, e 
portanto nenhuma componente está no plano x-y e, como tal, nenhum sinal (imagem retirada de Jezzard et al.,01). 
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1.2. RESSONÂNCIA MAGNÉTICA FUNCIONAL (fMRI)  
 
 1.2.1  Resposta Hemodinâmica 
 
 Métodos de imagem funcionais definem variações na dinâmica cerebral com séries 
temporais que reflectem as actividades cognitivas, sensoriais e motoras. Em situações normais, 
o cérebro recebe a maior parte da sua energia através da oxidação da glucose. Para tal precisa 
de uma administração constante de glucose e oxigénio distribuída pela corrente sanguínea. 
Apesar do cérebro constituir apenas 2% da massa corporal, consome cerca de 20% da glicose 
e oxigénio do corpo e recebe 20% da sua rede sanguínea. Tal deve-se ao facto das alterações 
metabólicas nos neurónios e nas células gliais que acompanham a libertação de 
neurotransmissores requererem energia.  
As substâncias diamagnéticas geram um campo com sentido oposto ao do campo 
externo aplicado, enquanto que as paramagnéticas geram um campo com o mesmo sentido do 
aplicado. O sangue normal é constituído por uma grande concentração de hemoglobina que, 
quando ligada ao oxigénio apresenta um carácter diamagnético, enquanto que a hemolobina 
desoxigenada (dHb) é paramagnética (Pauling e Coryell, 1936). A alteração na oxigenação da 
hemoglobina cria alterações nas distorções locais do campo magnético aplicado. Em MRI não 
há nenhuma sensibilidade directa à concentração de oxigénio no sangue, uma vez que apenas 
a dHb pode afectar o sinal. A monitorização da oxigenação do sangue baseia-se então na 
complementaridade entre oxi e deoxihemoglobina, válida em situações fisiológicas normais, 
induzindo alterações em ambos T2 e T2*. A este sinal dependente da susceptibilidade 
magnética consequente do nível de oxigenação do sangue, designou-se BOLD (Blood 
Oxygenation Level Dependent) e constitui a base de análise da maior parte dos estudos de 
mapeamento cerebral em fMRI. 
Ogawa et al. (1990) descreveram a primeira experiência de imagem com o contraste 
BOLD. Reportaram uma perda de sinal em torno dos vasos sanguíneos do cérebro de um gato 
durante a hipóxia, situação que se revertia com normoxia, tendo sugerido que este efeito 
poderia ser utilizado para monitorizar pequenas alterações na oxigenação sanguínea que 
acompanha a activação neuronal no cérebro. 
Assim, uma actividade neuronal intensa aumenta as taxas de perfusão nas áreas 
afectadas (ex. cerca de 50-70% em áreas visuais) o que provoca um aumento da oxigenação 
sanguínea nos capilares, diminuindo os níveis de concentração de dHb, que provocam 
alterações positivas do sinal. 
Os mecanismos exactos que medeiam a relação entre a actividade cerebral e a resposta 
vascular não estão ainda bem compreendidos o que compromete a consistência da resposta 
  
15 
hemodinâmica entre as diferentes áreas cerebrais. Em particular, se o acoplamento 
neurovascular for efectuado através de uma molécula sinalizadora proveniente do neurónio 
para o vaso sanguíneo, áreas com elevadas densidades neuronais e vasculares podem 
apresentar uma resposta BOLD que é mais rápida do que em áreas onde a distância entre estas 
duas componentes é superior. No entanto, se o acoplamento for mais directo, por exemplo 
através dos potenciais de membrana dos astrócitos, que se encontram em contacto quer com 
os neurónios quer com os capilares, parece provável que a resposta hemodinâmica seja mais 
consistente entre as diferentes áreas. A opinião mais aceite é que é a actividade metabólica 
(presumivelmente dos neurónios e glia) associada aos disparos sinápticos que despoleta a 
resposta vascular. Estão também por clarificar o efeito dos potenciais de acção no sinal BOLD 
em comparação com excitações abaixo do limiar bem como a diferenciação entre actividade 
inibitória e excitatória com base na resposta hemodinâmica  (Logothetis et al., 01). 
 Não obstante,  a resposta BOLD para um mesmo sujeito e uma mesma região cortical 
revela-se extremamente consistente entre várias amostras, apresentando uma variação positiva 
do sinal BOLD cerca de 2-3% a 1.5T, cujo máximo ocorre cerca de 5-8s após o início do 
estímulo. Apesar do sinal apresentar um atraso temporal, as séries temporais revelam-se 
reprodutíveis, tendo-se obtido padrões de actividade altamente semelhantes em vários 
laboratórios de PET e fMRI, o que contribui para a validade do sinal BOLD como medida 
indirecta de actividade neuronal.  
 
 1.2.2 Resolução Espacial 
 
 Tipicamente é utilizada uma resolução de 3-4mm por plano em conjunção com uma 
espessura de 5-10mm, o que resulta que o elemento de volume (voxel) é da ordem dos 
100mm3, contendo cerca de 107 neurónios. Devida à natureza hemodinâmica do sinal medido, 
este encontra-se afectado por diferenças na anatomia vascular que limitam a sua resolução 
espacial. A resposta pretendida é a que provém dos capilares presentes no córtex, co-
localizados com a actividade neuronal, mas esta tem no entanto várias origens, quer ao nível 
arterial, quer venoso. Este último deve-se ao sangue hiperoxigenado que drena dos capilares 
para as vénulas e veias, cujo volume pode constituir uma fracção importante do volume de um 
voxel.  
Não obstante a fMRI apresenta uma resolução espacial relativamente elevada quando 
em comparação com outros métodos funcionais como electroencefalografia (EEG) ou 
magnetoencefalografia (MEG), apresentando um valor que varia entre 1-10mm. 
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 1.2.3 Resolução Temporal 
 
 A resolução temporal é limitada pelos sinais fisiológicos através dos quais a actividade 
neuronal é indirectamente medida. Em geral, é aplicada uma taxa de amostragem de vários 
segundos devido à necessidade de recuperação do sinal T1 entre aquisições e devido à 
natureza da resposta hemodinâmica. Muitos processos cerebrais ocorrem a escalas temporais 
mais rápidas que o tempo da resposta hemodinâmica. No entanto, em muitas tarefas cognitivas, 
o processamento neuronal apresenta uma duração de centenas de milissegundos a alguns 
segundos, o que sugere a aplicabilidade da fMRI para o estudo dos aspectos temporais da 
função cerebral, particularmente com a aquisições EPI (echo plannar imaging), em que as 
imagens BOLD podem ser adquiridas na ordem das dezenas de milissegundos. 
 Dentro das limitações para melhorar a resolução temporal, distingue-se a razão sinal 
ruído da imagem, que diminui com a rapidez da aquisição, bem como fontes de ruído 
intrínsecas ao processo de medida. Mesmo quando o movimento é minimizado por um suporte 
de cabeça, flutuações de sinal provenientes de componentes cardíacas e respiratórias 
prevalecem dominantes. 
  
 1.2.4 Paradigmas Experimentais 
 
 A escolha óptima de um paradigma experimental de fMRI é determinada pela 
interacção entre as limitações metodológicas e as propriedades fisiológicas medidas. 
 A maior limitação da resposta hemodinâmica na aplicação do paradigma é o atraso 
temporal que apresenta relativamente à actividade neuronal, sendo de considerar uma possível 
variação no tempo e forma da resposta hemodinâmica. 
 Outra limitação para a definição de paradigmas experimentais advém do facto das 
variações do sinal serem muito reduzidas. As magnitudes das diferenças de sinal entre estados 
induzidos por diferentes estímulos podem ser substancialmente inferiores à reprodutibilidade do 
sinal em aquisições independentes, mesmo para um mesmo sujeito. Desta forma, a fMRI só 
pode ser utilizada para medir variações relativas da intensidade do sinal dentro de uma única 
sessão de aquisição. 
 
 Paradigma de blocos 
 O sinal é adquirido durante uma série de blocos (de duração cerca de 16s-1min) que 
envolvem diferentes condições, permitindo medir as diferenças nos níveis médios do sinal BOLD 
entre os dois ou mais estados estacionários. As regiões de alteração de actividade entre 
diferentes condições podem ser identificadas com elevada significância estatística. 
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 Paradigmas de eventos 
 Diferem do paradigma anterior no sentido em que medem alterações transitórias do 
sinal induzidas por uma apresentação de uma série de estímulos rápidos (cerca de 2s) - 
eventos. Este paradigma assemelha-se aos utilizados tradicionalmente por neurocientistas 
cognitivos bem como aos estudos com potenciais evocados em EEG, permitindo assim uma 
melhor interligação com os resultados anteriores.   
São possíveis uma vez que períodos muito breves de actividade neuronal dão origem a 
alterações de sinal mensuráveis e que a resposta hemodinâmica apresenta no geral 
propriedades lineares. Isto é, a mesma resposta será evocada mesmo que a resposta do evento 
anterior ainda não tenha completamente decaído, havendo assim um aumento do sinal pela 
repetição de eventos mas não uma saturação. Deste modo, alterações na intensidade da 
actividade neuronal resultam geralmente em variações equivalentes na magnitude da resposta 
hemodinâmica, sem alteração concomitante relativa à duração da resposta. Analogamente, uma 
alteração na duração da actividade neuronal resulta numa mesma alteração na resposta 
hemodinâmica, sem variação concomitante relativa à magnitude da actividade. 
 Neste paradigma a resposta hemodinâmica é medida no momento em que o estímulo é 
apresentado, permitindo a realização de uma média dos sinais de cada evento para 
melhoramento da respectiva razão sinal ruído. Distingue-se assim dos paradigmas de blocos, 
onde a actividade é somada ao longo de um período longo de tempo, não permitindo a 
resolução de alterações transitórias do sinal. 
 
Ambos os paradigmas podem ser utilizados em conjunção, permitindo a análise de 
actividade transitória e prolongada no processamento cognitivo, bem como qualquer possível 
interacção entre si. 
 
 1.2.5 Análise Estatística 
 
 Modelo Linear Geral (GLM)  
 Para determinar quais os voxels que são activados pela aplicação de um dado estímulo 
é necessário aplicar uma análise estatística. A análise mais usual baseia-se no Modelo Linear 
Geral (GLM), em que o modelo é definido a partir do padrão linear esperado nos resultados e 
ajustado aos dados. Se o modelo consistir nos tempos em que foi aplicado um estímulo 
experimental ao sujeito, então um bom ajuste entre os dados e o modelo é indicador da relação 
entre os resultados e o estímulo. O GLM analisa independentemente a série temporal de cada 
voxel (análise univariada), desta forma o tratamento aplicado é igual para todos os voxels. 
Considerando  um vector que equivale à série temporal de um dado voxel, um modelo 
linear poderia aplicar-se da seguinte forma 
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 (2) 
 
em que  é um vector que corresponde ao modelo. Por exemplo, num paradigma de blocos, 
 poderá ser uma série em que o valor 1 corresponde ao período do bloco, e o valor 0 ao 
estado de repouso. β é um parâmetro de estimativa de , isto é, o valor pelo qual a função 
de onda rectangular (de altura 1) tem de ser multiplicada para se ajustar à componente 
rectangular dos dados.  é uma constante que, neste exemplo corresponde ao valor de base 
(repouso) dos dados.  é o erro residual entre o modelo e os dados após o ajuste. 
 Desta forma, a aplicação do modelo implica ajustar o nível de base e a altura da função 
de onda rectangular, de forma a se obter o melhor ajuste com os dados. Quando um dado 
voxel apresenta um bom ajuste com o modelo ,  terá um valor elevado. 
 Analogamente, quando se aplicam dois tipos de estímulos, o modelo apresenta a forma   
 
 (3) 
 
 Às diferentes funções dentro de um modelo complexo, denominam-se variáveis 
explicativas (EV), dado que explicam diferentes processos implicados nos resultados. 
 Para se obter um melhor ajuste, aplica-se uma operação matemática – convolução – à 
função do estímulo (função de onda rectangular de altura 1) de forma a esta melhor 
assemelhar-se à função da resposta hemodinâmica. Este procedimento mimetiza o efeito da 
neurofisiologia cerebral (Fig. 4). 
 
 
 
 
 
  
 
Fig. 4 – Modelo de onda da resposta esperada: a onda rectangular descreve a duração dos estímulos; a tracejado está 
representada a resposta esperada ao estímulo (convolução da função de onda rectangular com a função de resposta 
hemodinâmica (imagem retirada de Jezzard et al.,01).. 
 
 Para converter uma estimativa de um parâmetro (PE) β numa estatística útil, o seu 
valor é comparado com a incerteza na sua estimativa, o que resulta num valor , que se 
obtém para cada voxel. 
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 (4) 
 
 é um bom indicador para avaliar se ocorreu activação significativa, isto é, se a estimativa do 
valor PE é significativamente diferente de zero. A conversão do valor  numa probabilidade ou 
estatística Z requer as transformações estatísticas usuais. Porém, todos contêm a mesma 
informação, que descreve quão significativamente um dado voxel esta relacionado com uma 
parte particular do modelo (  ou ). 
 Idealmente todas as EVs deverão ser linearmente independentes. Se uma EV se 
aproxima da soma de outra EV da experiência, o ajuste do modelo aos dados fica 
comprometido. Desta forma, e assumindo paradigmas experimentais standard, não deve ser 
ajustado um modelo à fase de repouso, uma vez que seria a versão inversa da EV experimental 
( ) e como tal, linearmente dependente.  
 Após a criação do mapa estatístico, aplica-se um limiar associado a um determinado 
nível de significância (P). Para este procedimento utiliza-se frequentemente a teoria dos campos 
aleatórios Gaussianos (GRF), que tem em consideração a extensão dos clusters de activação, 
antes de se estimar a significância. Desta forma, ao invés de se atribuir um valor P a cada voxel, 
são criados clusters iniciais com base num limiar inicial sendo posteriormente atribuído a cada 
cluster um valor P, que pode ou não passar o teste de significância final. 
 
 Definição de Contrastes 
 Além de produzirem imagens de valores Z que descrevem quão relacionado um vóxel 
está com cada EV (uma imagem por cada EV), as estimativas dos parâmetros podem ser 
comparadas para testar directamente se uma dada EV é mais relevante que outra. Tal obtém-
se subtraindo uma PE a outra, sendo o desvio padrão do erro calculado novamente e é criada 
uma nova imagem . Este processo é controlado pela definição de contrastes. No caso da 
aplicação de dois estímulos diferentes (2 EVs), os contrastes mais comuns apresentam-se da 
seguinte forma: 
  - [1 0]: permite visualizar onde ocorre activação significativa relacionada com 
EV1 (estimativa do parâmetro de contraste ). 
  - [0 -1]: permite visualizar onde ocorre activação negativa significativa 
relacionada com EV2 (estimativa do parâmetro de contraste ). 
  - [-1 1]: permite visualizar onde a activação relacionada com o estímulo 2 é 
significativamente superior à do estímulo 1 (estimativa do parâmetro de contraste 
). 
 Por vezes pretende-se testar simultaneamente múltiplos contrastes. Nestes casos, 
utiliza-se uma matriz de contrastes e a estatística é substituída pela estatística . Por 
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exemplo, pode desejar-se saber qualquer diferença entre o estímulo 1 ou o estímulo 2 e o 
estado de repouso, o que equivaler a uma matriz .  
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1.3 ANÁLISE ESPECTRAL DE SÉRIES TEMPORAIS 
 
 Nesta secção pretende-se abordar a base matemática dos métodos utilizados para 
investigar a conectividade funcional no cérebro humano. 
 
 1.3.1 Representação de séries temporais 
 
 Uma série temporal é uma sequência de pontos de dados medidos em instantes 
sucessivos, com intervalos de tempo geralmente igualmente espaçados.  
A análise de séries temporais concentra-se no estudo das variações temporais de 
processos físicos. Se o “estado” de um processo pode ser representado por um vector de 
números reais (medidas) com uma ou mais componentes em cada instante temporal, então a 
variação do processo ao longo do tempo pode ser representada por um vector de funções reais. 
 
      (5) 
 
 Aplicado à fMRI,  é um vector constituído pelas séries temporais (univariadas) do 
sinal BOLD dos  voxels cerebrais. O valor de  para qualquer instante   é designado por 
amplitude da componente. 
Cada série temporal pode ser representada por uma sobreposição de várias funções 
harmónicas com diferentes frequências angulares λ, amplitudes Aλ e fases ϕλ. 
 
 (6) 
   
A expressão 6 corresponde à representação espectral da série temporal. Com base na 
relação de Moivre, pode-se transformar a equação de forma a apresentar uma representação 
mais prática e comum da série temporal – a representação complexa. 
 
 (7) 
 
  
22 
Para cada componente harmónica com frequência λ na representação espectral, 
existem agora duas componentes harmónicas ±λ.  
 
 1.3.2 Espectro de Potências 
 
 Uma medida útil da “actividade” de uma série temporal no intervalo de tempo 
  é a versão matemática de energia . Assumindo que o mecanismo que 
gera  não varia significativamente ao longo do tempo, ao definir-se a energia para um 
intervalo de tempo infinito obtém-se um valor infinito de energia.  
Um substituto razoável da energia é a energia média por unidade de tempo, cujas 
unidades dimensionais equivalem ao parâmetro físico potência. A potência numa série temporal 
é assim definida como  
 
 (8) 
 
Ao assumir-se que o limite existe e é finito, restringe-se a análise apenas para séries 
temporais estacionárias, isto é, séries cujo mecanismo gerador não se altera significativamente 
com o tempo e como tal apresentam a mesma energia para cada intervalo de tempo. Caso 
contrário, o integral seria finito e o limite zero e logo a potência seria nula. Desenvolver-se-ão 
outras consequências das séries estacionárias na secção 1.3.5. 
 
 
 
Calculando o limite para a representação complexa de uma série temporal (Equação 7), 
obtém-se que a potência é dada pela expressão 
 
 (9) 
 
Da expressão acima se retira que as várias componentes de frequência da série 
temporal contribuem de forma aditiva para a potência total, o que implica que não há 
interacção entre as diferentes componentes harmónicas. Ou seja, a quantidade de potência que 
uma harmónica contribui para a potência total é independente das amplitudes, fases e 
frequências das restantes harmónicas que constituem a série temporal. 
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A potência em cada frequência, como função da frequência é designada por espectro 
de potências da série temporal. O espectro de potências fornece significativamente mais 
informação acerca da série temporal que a potência total, uma vez que expõe a forma como a 
potência varia com a frequência. Estas variações têm na grande maioria das vezes 
interpretações significativas em séries temporais físicas, permitindo obter informação acerca 
dos mecanismos físicos que lhe estão subjacentes. 
Espectros discretos são geralmente gerados por mecanismos que operam com extrema 
precisam e regularidade (ex. Luz) enquanto que espectros contínuos são gerados por 
mecanismos complexos que apresentam tantos modos de vibração que as frequências das 
ondas produzidas aglomeram-se num contínuo. A maior parte das séries temporais de interesse 
em vários campos da ciência distintos apresentam um espectro contínuo. Porém, devido a 
razões diversas, por vezes relacionadas com a electrónica utilizada para analisar os sinais, 
podem apresentar sobreposição de linhas espectrais discretas. Nestes casos, a componente 
discreta, que pode ser encarada como uma espécie de tendência dos dados, deve ser removida 
de modo a permitir o estudo da componente contínua do espectro. 
 
 1.3.3 Análise de Fourier 
 
Das várias técnicas actualmente utilizadas na estimativa espectral, o método clássico da 
transformada de Fourier é o mais directo. Introduz poucas restrições relativamente à natureza 
ou origem dos dados, constituindo um dos métodos mais robustos de obtenção de estimadores 
espectrais. 
A transformada de Fourier de uma função produz um espectro a partir do qual a função 
original pode ser reconstruída, preservando não só a magnitude de cada componente como a 
sua fase. A um número de amostras no espaço das frequências de Fourier, estão associadas as 
amostras originais, geralmente provenientes do domínio temporal. Sendo actualmente, de 
computação prática, através do algoritmo da FFT (Fast Fourier Transform), constitui a 
ferramenta primária aplicada a amostras de dados reais em processamento de sinal. 
 
Séries de Fourier - sinais contínuos e periódicos no tempo  
 Segundo a análise das séries de Fourier, qualquer sinal com período T contínuo pode 
ser representado pela soma de uma série de sinusóides (senos ou cosenos) harmonicamente 
relacionadas entre si. Isto é, apesar do domínio temporal ser contínuo, o domínio das 
frequências é discreto, sendo que as únicas frequências válidas são  em que  (na 
verdade podem adoptar valores negativos mas serão omitidos devido à sua não aplicabilidade 
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prática). Quando , estas frequências designam-se por harmónicos da frequência 
fundamental . 
 
 (10) 
 
 
Transformada de Fourier Discreta (DFT) -  sinais discretos e periódicos no 
tempo 
Incide-se agora no caso de funções discretas que decorrem da aquisição de amostras 
de um sinal (com período N) em intervalos de tempo  (tempo de amostragem). A 
amostragem tem várias implicações ao nível da representação no domínio das frequências, 
nomeadamente uma repetição do espectro para cada frequência , bem como uma reflexão 
simétrica para estas frequências. 
Devido ao teorema da amostragem, a frequência máxima tem de ser inferior à 
frequência de Nyquist para o sinal poder ser correctamente reproduzido. A série discreta de 
Fourier é teoricamente infinita mas como é periódica e simétrica, tem-se que toda a informação 
está assim contida na gama de frequências entre 0 e a  , em que   é a 
frequência de amostragem, que constitui o período no domínio das frequências.  
A representação da DFT é então 
 
  (11) 
 
 Pode ser conveniente que o período seja 1, para tal utiliza-se a frequência normalizada 
. A expressão anterior fica 
 
  (12) 
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Transformada de Fourier Discreta no Tempo (DTFT) – sinais discretos e 
aperiódicos no tempo 
Na maioria dos casos, o sinal não é exactamente periódico nem de comprimento finito. 
Quando a função é aperiódica, pode ainda ser correctamente decomposta em sinusóides desde 
que se assuma que o sinal existe num período bem definido de tempo e que esse período é 
completamente representado pelo sinal adquirido.  
A única diferença é que, teoricamente, as componentes sinusoidais podem existir para 
todas as frequências, não apenas as frequências múltiplas (harmónicos) e, como tal, o domínio 
das frequências é contínuo.  
O procedimento de análise é idêntico ao de uma função periódica com a excepção de 
que as frequências obtidas são apenas amostras do espectro de frequências contínuo. Isto é   
amostras igualmente espaçadas com dimensão .  
 
 (13) 
 
A análise de Fourier de um bloco finito de amostras consecutivas no tempo 
provenientes de um sinal infinito implica efeitos de truncagem que introduzem distorções 
espectrais e artefactos no espectro (ver secção 1.3.9). A DFT constitui uma aproximação da 
DTFT caso o sinal fosse discreto mas infinito. 
 
 1.3.4 Teoria de Wiener 
 
A análise espectral de funções com potência finita foi amplamente desenvolvida por 
Wiener. 
Assumindo que o vector  definido na secção 1.3.1, tem a propriedade que todos 
os limites da forma  
 
(14) 
 
existem para  e , então Wiener estabeleceu a existência de uma 
medida única   tal que  
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  (15) 
 
 designa-se por função de covariância e, no caso de , função de  
autocovariância1 (Nota: é de salientar que na literatura esta definição não aparece de forma 
coerente, sendo por vezes denominada por função de correlação e autocorrelação. Na presente 
dissertação utiliza-se a nomenclatura descrita em Koopmans 1974). Como o nome indica, estas 
funções dão, respectivamente, o valor de covariância e autocovariância para cada instante τ. 
Apesar de estar explicitado o caso contínuo, as expressões são também válidas para o caso 
discreto. Pela sua definição (Equação 8), observa-se que a potência total está relacionada com 
a função de covariância através da seguinte forma   
 
 
 (16) 
 
Pode demonstrar-se, a partir da desigualdade de Schwarz que  
 
 (17) 
 
Na realidade, o espectro de potências não acrescenta informação adicional à contida na 
função de covariância, apenas contém a informação no domínio das frequências, enquanto que 
a função de covariância a tem no domínio temporal. A expressão 15 constitui a representação 
espectral da função de covariância, em que Fj,k se designa por distribuição espectral de   e  
. Relativamente à teoria espectral univariada, os únicos elementos adicionais introduzidos 
pela teoria multivariada são as relações entre cada par de séries temporais, medidas através da 
distribuição espectral cruzada.  
Desta forma, o conjunto de parâmetros que definem a série temporal multivariada 
 podem ser representados pela matriz das covariâncias  ou, 
equivalentemente, pela matriz hermítica das distribuições espectrais entre as várias séries 
temporais F(A). 
Para modelos de interesse prático, podemos expressar a função de distribuição 
espectral como a soma entre uma componente discreta e uma componente contínua 
 . Por razões a explicitar mais à frente (ver secção 1.3.6), dar-se-
                                                 
1
 É de salientar que, na literatura, esta definição não aparece de forma coerente, sendo por vezes denominada por 
função de correlação e autocorrelação. Na presente dissertação utiliza-se a nomenclatura descrita em Koopmans (1974). 
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á mais ênfase à componente contínua, que se representa da seguinte forma 
, em que  se designa por função de densidade espectral. 
As medidas de associação usuais são definidas apenas quando a série temporal tem um 
espectro contínuo e como tal, serão funções de .  
 Assim para um espectro contínuo temos   
 
 (18) 
 
 Pode obter-se a função de densidade espectral a partir da inversão desta expressão 
através das transformadas de Fourier. Nessa situação, uma das condições para a utilização das 
Transformadas de Fourier é que  
 ou  (19) 
 
De acordo com o referido na secção 1.3.2, um sinal com potência média não nula não reúne 
estas condições uma vez que apesar de ser limitada não é necessariamente integrável e 
como tal, a sua Transformada de Fourier não existe. É neste contexto que a teoria dos 
processos estocásticos ligeiramente estacionários se torna relevante.  
 
 1.3.5 Teoria dos Processos Estocásticos Ligeiramente Estacionários 
  
Apesar de se ter assumido a série temporal como uma função não aleatória, nada a 
impede ser aleatória. Um conjunto de variáveis aleatórias definidas no mesmo espaço de 
probabilidade é designado por processo estocástico.  
 Um processo estocástico é estritamente estacionário se apresenta o mesmo 
comportamento probabilístico em qualquer instante de tempo, ou seja a distribuição de 
probabilidade para um dado instante/posição é a mesma para todos os instantes/posições.  
 Considere-se  como um vector de processos estocásticos no mesmo espaço de 
probabilidade 
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 (20) 
 
Uma forma menos restrita de estacionaridade empregue usualmente em 
processamento de sinal implica as seguintes condições: 
 (i) as médias são constantes ao longo do tempo 
 
 (21) 
 
(ii) as covariâncias são todas finitas e dependem apenas do deslocamento no tempo 
mas não do instante temporal 
  
 (22) 
 
 As condições acima implicam quando j=k uma estacionaridade de covariância e, 
quando j≠k, uma estacionaridade de correlação entre os processos. 
Se reúne estas condições é designado por um processo estocástico ligeiramente 
estacionário. Este tipo de processos podem não ser estritamente estacionários, com a excepção 
dos processos gaussianos porque dependem apenas do vector das médias e da matriz das 
covariâncias das variáveis aleatórias. 
Num processo univariado , verifica-se que   
 
 (23) 
 
 1.3.6 Ergodicidade 
 
A teoria de Wiener e a teoria dos processos estocásticos ligeiramente estacionários 
diferem ao nível das definições do espectro num único ponto essencial – a definição da função 
covariância. Na teoria de Wiener a função define-se com base numa média temporal (Equação 
14), enquanto que nos processos estocásticos ligeiramente estacionários, é definida como uma 
média em relação à distribuição probabilística do processo (média do ensemble) (Equação 22). 
  
29 
 O limite da teoria de Wiener é equivalente à covariância dos processos estocásticos 
ligeiramente estacionários quando o processo tem a propriedade de ser ergódico. Num 
processo ergódico, a média de um parâmetro ao longo do tempo e a média de um ensemble 
estatístico são equivalentes. Na prática, implica uma equivalência entre observar um processo 
ao longo do tempo e amostrar muitas realizações independentes do mesmo processo.  
No caso da análise espectral, o principal impedimento à ergodicidade é a componente 
discreta do espectro e, em particular, num processo gaussiano é o único impedimento. Desta 
forma, a remoção da componente dc do espectro constitui uma das operações de pré-
processamento aplicadas às séries temporais antes dos estimadores do espectro serem 
computados. Uma vez que uma média  não nula contribui com uma componente discreta do 
espectro de potência   a , este procedimento é geralmente efectuado através da 
remoção da média da série temporal.  
 
 1.3.7 Função de Densidade Espectral de Potência 
 
 Considere-se como um processo estocástico multivariado ligeiramente 
estacionário com espectro contínuo. Neste caso (ver secção 1.3.5), a função de covariância 
pode ser definida em termos do valor esperado do produto, sendo uma função limitada e 
integrável. A equação  18 pode então ser invertida e a função de densidade espectral é definida 
a partir da transformada de Fourier da função de covariância. 
 
 (24) 
 
 No caso discreto, 
 
 (25) 
 
 Esta conversão está demonstrada para uma série temporal univariada no teorema de 
Wiener-Khintchine. 
 Ao fazer-se uma analogia entre a definição estocástica de autocovariância (Equação 22) 
e a definição dada por Wiener (Equação 14), verifica-se que a potência total é simplesmente a 
variância do processo (ver Equação 23).  
 A função de densidade espectral bivariada descreve assim no domínio das frequências, 
a relação entre duas componentes  e  do processo, sendo por vezes, denominada 
simplesmente por “espectro”. 
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Um parâmetro (multidimensional) fundamental do processo é então a matriz (hermítica) 
de densidade espectral  .  
 
  (26) 
´ 
 1.3.8 Coerência 
 
 O conceito de coerência entre séries temporais foi introduzido por Wiener em 1949. 
Constitui uma medida quantitativa no domínio das frequências do grau de associação linear 
entre entre duas séries. 
 Considerando um processo estocástico multivariado com espectro contínuo 
pretende-se quantificar as relações entre os pares de séries  e . Estas relações 
estão necessariamente determinadas pelos três parâmetros bivariados ,  e 
quando , . Consequentemente o parâmetro básico de segunda ordem é a matriz 
de densidade espectral . Estes parâmetros contêm a informação presente na 
correlação entre  e  na sua forma de aplicação mais prática.  
O coeficiente de coerência define-se como   
 
 (27) 
 
Através da desigualdade de Schwarz tem-se que , donde se 
retira a relação , que é satisfeita para todas as frequências. 
Devido à sua representação, análoga ao coeficiente de correlação, não é surpreendente 
que apresente algumas das suas propriedades. Em particular, que os valores extremos do 
coeficiente de coerência, 0 e 1, correspondam respectivamente, a um grau nulo e máximo de 
associação linear entre as séries temporais. O principal conceito de função linear disponível na 
análise de séries temporais é o de filtro linear. Pode demonstrar-se que, na realidade, o grau da 
linearidade relativa entre os dois processos está particularmente associado ao quadrado do 
coeficiente de coerência , uma vez que podem ser construídos filtros lineares para os 
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quais  da potência na frequência λ pode ser removida de qualquer uma das 
séries através da subtracção de uma versão linearmente filtrada da outra. Significa que  
pode ser interpretado como a proporção da potência  (à frequência λ) numa das séries 
temporais que se pode explicar através da sua regressão linear com a outra série temporal, 
constituindo portanto o parâmetro espectral que se pretende utilizar como base para a presente 
análise. Designar-se-á de agora em diante por o quadrado do coeficiente de coerência 
simplesmente por coerência. 
A fase é outro dos parâmetros utilizados regularmente em análises espectrais, e é 
facilmente derivado através da representação polar da densidade espectral, 
, cuja função é  
 
 (28) 
 
 Na maior parte das aplicações biológicas, apenas uma porção do sinal está disponível 
para análise, incluindo adicionalmente uma proporção substancial de ruído e/ou artefactos. 
Como tal, todas as técnicas de análise espectral são necessariamente uma estimativa do 
espectro real, em que as várias abordagens pretendem melhorar a precisão da estimativa de 
parâmetros espectrais específicos. 
 A expressão do estimador da coerência  entre duas séries temporais retira-se 
automaticamente da equação 27, 
 
 (29) 
  
A estimativa dos valores de coerência é principalmente afectada pelo método de 
computação do estimador de densidade espectral, que constitui o passo computacionalmente 
mais demorado do processamento dos dados. 
 
 1.3.9 Estimador da Densidade Espectral de Potência 
 
 Como a secção 1.3.7 sugere, um estimador óbvio da densidade de potência espectral 
seria a transformada de Fourier da função de covariância. No entanto, a sua aplicação directa 
conduz a um estimador inconsistente de densidade espectral. Variantes desta abordagem são 
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utilizadas em algumas metodologias modernas, porém, é uma abordagem menos utilizada 
relativamente aos métodos clássicos baseados no periodograma, principalmente devido à 
eficiência a FFT, que não é aplicada directamente neste caso. 
 
Periodograma 
A energia contida num sinal  é dada por . Da extensão do 
teorema de Parseval para sinais aperiódicos obtém-se que  
 
 (30) 
 
em que  é a transformada de Fourier de . 
 Daqui se retira que, para uma função única e determinista , a densidade espectral 
de energia ou espectro de potências, , é 
 
 (31) 
 
 Em processos estocásticos, designou-se ao estimador de densidade espectral de 
energia com base no quadrado da magnitude da transformada de Fourier do sinal por 
periodograma, . 
 A definição do espectro de potências do periodograma é distinta da definição formal de 
um processo estocástico ligeiramente estacionário (Equações 24 e 25). No entanto verifica-se a 
seguinte igualdade para um processo ergoódico e estocástico ligeiramente estacionário 
 
 (32) 
 
 O periodograma constituiu a ferramenta inicialmente utilizada como estimador da 
densidade espectral na análise estatística de séries temporais, tendo sido utilizada com sucesso 
na localização de periodicidades em dados geofísicos e económicos.  
 No entanto, a aplicação directa do periodograma como estimador de densidade 
espectral tem duas limitações fundamentais: consistência e contaminação espectral. 
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Consistência 
Ao assumir-se a igualdade da equação 32, estamos perante resultados 
assimptoticamente correctos. Como estimador da densidade espectral, a média e a variância 
assimptótica do periodograma são: 
 
  (33) 
 
   (34) 
 
 Daqui retiramos que o estimador, apesar de assimptoticamente não ter bias, não é 
consistente, uma vez que . Isto é, mesmo sendo o valor esperado o 
espectro real, por mais que se aumente o número de amostragens, não se conseguirá diminuir 
a variância. 
 
Contaminação espectral (leakage) 
O periodograma é o valor absoluto do quadrado da transformada de Fourier, como tal 
(ver secção 1.3.3) temos que a estimativa do espectro é definida a  frequências 
discretas  .  é suposto ser representativa de todo o bin 
de frequência, que se extende desde metade do bin anterior à metade do bin seguinte.  
A estimativa de função de densidade espectral equivale assim a uma média da 
densidade espectral ao longo de uma janela restrita centrada em . Desta forma, a 
densidade espectral num dado bin  contém geralmente a contribuição dos componentes de 
frequência dos restantes bins, particularmente dos adjacentes. A este fenómeno, em que a 
existência de um sinal com uma grande amplitude a uma dada frequência impede a detecção 
de outro sinal com uma pequena amplitude a frequência próximas, designou-se por leakage, 
cuja solução reside na aplicação de janelas espectrais.  
Uma janela aplica um conjunto de pesos (entre 0 e 1) que controla a forma como o 
sinal é truncado. A extracção simples de um segmento equivale à aplicação de uma janela 
rectangular (a função da janela é simplesmente 1 em todo o comprimento da janela e 0 nas 
posições restantes). É possível a aplicação de janelas com formas distintas e com transições 
menos abruptas, de acordo com os efeitos que se pretendem obter no espectro. As janelas 
introduzem artefactos de dois tipos: lobo principal (alargamento do espectro) e caudas 
(geração de picos adicionais) (Fig. 5). A maioria das alternativas à janela rectangular reduz       
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a amplitude das caudas mas à custa de uma largura superior do lobo principal. Se tivermos dois 
sinais de frequências distintas, a contaminação espectral pode influenciar a possibilidade de os 
distinguir (resolução), interferindo sempre que a amplitude numa frequência é muito inferior. 
 
 
fig. 5 – Contaminação espectral resultante da aplicação de uma janela (imagem retirada de Wikipedia)2 
 
 Periodograma Modificado de Welch 
 A variância das estimativas pode ser reduzida através da realização de uma média do 
periodograma na vizinhança de cada frequência de interesse. Esta sugestão foi desenvolvida 
por Bartlett e posteriormente por Tukey, que introduziu a noção de janela espectral e 
investigou as propriedades dos estimadores com janelas. Estes dois desenvolvimentos deram 
origem à classe dos estimadores por periodogramas modificados. 
 Efectua-se uma partição da série temporal original em K segmentos, cada com M 
amostras. A cada segmento é aplicada individualmente uma janela no domínio temporal sendo 
posteriormente computada a transformada de Fourier de modo a produzir K estimativas cuja 
média será então realizada sobre todas as frequências. 
 Uma das vantagens adicionais deste método é que permite economizar o tempo de 
computação, uma vez que a análise de vários segmentos de pequena dimensão é menor que 
de um único segmento de grande dimensão.  
 
Espectro 
 Com base na descrição da análise de Fourier (ver secção 1.3.3), pode resumir-se as 
seguintes características no domínio das frequências: 
 - Frequência mínima (resolução) : é o espaçamento mínimo entre cada frequência. 
 
 (35) 
 
                                                 
2
 http://en.wikipedia.org/wiki/Spectral_leakage 
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 - Frequência máxima: é dada pela frequência de Nyquist  
 
 (36) 
 
 Desta forma, para se melhorar a resolução em frequência pode-se aumentar o 
comprimento do sinal N ou diminui . Porém, esta última opção implica uma diminuição da 
gama de frequências do espectro, uma vez que o valor da sua frequência máxima diminui. 
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1.4 ESTUDO DA CONECTIVIDADE EM IMAGEM POR RESSONÂNCIA 
MAGNÉTICA FUNCIONAL (fcMRI) – ESTADO DE ARTE 
  
 1.4.1 fcMRI 
 
As populações neuronais interagem entre si de forma organizada através das suas 
conexões aferentes e eferentes de modo a permitir o desempenho das diferentes tarefas 
cognitivas e motoras. A análise standard em fMRI, SPM (Statistical Parametric Mapping) estima 
a actividade local (especialização funcional) mas não avalia as interacções entre as regiões 
(integração funcional). Os conceitos de conectividade funcional e de conectividade efectiva 
foram introduzidos para designar a intensidade funcional de tais interacções. 
Na análise de séries temporais em neuroimagem, a conectividade funcional é definida 
como a “correlação temporal entre eventos neurofisiológicos espacialmente distantes” (Friston 
et al., 1993a). Esta definição permite uma caracterização simples de tais interacções, não 
implicando no entanto, uma relação causal entre as regiões corticais. Para tal, definiu-se o 
conceito de conectividade efectiva como “a influência que um sistema neuronal exerce noutro” 
(Friston et al., 1993b). 
Análise de fcMRI distingue-se então da análise de fMRI porque não se baseia numa 
comparação das condições de experiência/controlo mas detecta correlações espacio-temporais 
interregionais do sinal BOLD. Deste modo, as regiões onde o sinal BOLD apresenta um elevado 
valor de correlação temporal constituem presumivelmente uma rede neuronal acoplada. 
Estudos iniciais de conectividade funcional em fMRI utilizaram então uma análise de 
correlação temporal durante o desempenho de tarefas ou em estados de repouso. O sinal NMR 
pode exibir flutuações temporais que não estejam associadas a nenhuma tarefa ou estímulo e 
que não são causadas por variações instrumentais ou efeitos fisiológicos de origem exterior ao 
cérebro e que são processadas como ruído nas técnicas de análise convencionais. Existe no 
entanto, a possibilidade que estas variações reflictam alterações do fluxo sanguíneo e de 
oxigenação que estão acopladas a actividade neuronal. Nesse caso, a forma como as flutuações 
numa região se relacionam com as flutuações de outra região cerebral pode contribuir para o 
estudo da conectividade neuronal independente de uma tarefa específica.  
Estas correlações foram inicialmente demonstradas por Biswal et al. (1995), que 
descreveram uma rede espacialmente distribuída no córtex motor primário durante um estado 
de repouso. As correlações temporais nos voxels cerebrais foram calculadas com base num 
voxel predefinido (cuja localização espacial havia sido seleccionada a partir de um estudo 
anterior de movimento digital). A série temporal de origem, extraída do córtex motor, revelou-
se especificamente correlacionada com a série temporal de outros voxels do sistema motor, 
  
37 
apresentando os maiores picos de correlação em repouso a 0.02Hz. Desde então, protocolos 
que analisam correlações temporais em estados de repouso têm vindo a ser alvo de interesse 
crescente, tendo resultados semelhantes sido descritos cobrindo outros córtices bilateralmente 
homólogos (Lowe et al., 98; Xiong et al., 99). Bem como entre outras regiões de conhecida 
conectividade anatómica e funcional como a amígdala e o hipocampo (Lowe et al., 98) ou a 
área de Broca e de Wernicke (Hampson et al., 02). 
 Se as correlações no estado de repouso reflectem interacções funcionais, é de esperar 
que estas se alterem durante o desempenho de diferentes tarefas ou diferentes estados 
mentais. A análise de correlações temporais de baixa frequência em estados que não sejam de 
repouso revelou que algumas correlações se alteram quando os sujeitos realizam diferentes 
tarefas (Lowe et al., 00a; Jiang et al., 04), quando experienciam diferentes emoções (Skudlarski 
et al., 00) e quando estão sujeitos a diferentes condições sensoriais (Skudlarski e Gore, 98; 
Hampson et al., 02). Deste modo, as correlações dentro de um dado sistema funcional podem 
aumentar quando o sistema é recrutado para o desempenho de uma tarefa ou quando a 
atenção é desviada do sistema. Alternativamente, as correlações podem diminuir quando outros 
sistemas cerebrais são activados e competem ou utilizam as mesmas regiões de uma forma que 
quebra a interacção interregional do sistema original. Estes resultados são consistentes com a 
ideia que as flutuações do sinal BOLD podem ser utilizadas para medir a presença de 
conectividade funcional bem como as alterações da conectividade com uma tarefa. 
 
 1.4.2 Redes de Repouso 
 
 A existência de um conjunto de regiões que apresentavam consistentemente uma 
diminuição da actividade cerebral induzida por diversas tarefa distintas (Shulman et al., 97) 
levou ao postulado de uma rede organizada de regiões cerebrais cuja actividade, contínua no 
estado de repouso (estado base), é atenuada durante o desempenho de tarefas específicas - a 
DMN (Default Mode Network) (Raichle et al., 01). 
 Esta rede é constituída por regiões mediais posteriores (córtex cingulado posterior, 
precuneo e córtex retrosplenial), pelo córtex medial pré-frontal (incluindo o córtex cingulado 
anterior ventral), pelo córtex parietal inferior bilateral e pelo hipocampo (Raichle et al., 01; 
Greicius et al., 03).   
Apesar de a DMN estar activa predominantemente durante os estados de repouso, 
pode também persistir durante estados de processamento sensorial (Shulman et al., 97; 
Mazoyer et al., 01). Em particular, o visual, uma vez que não foram reportadas diferenças 
significativas entre a DMN num estado de repouso com olhos fechados e abertos, o que parece 
indicar que a DMN é distinta da rede neuronal que gera o ritmo alfa nos EEG de repouso, uma 
vez que este se atenua quando o sujeito abre os olhos (Greicius et al., 02).  
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De forma análoga, a DMN parece não ser interrompida durante tarefas cognitivas 
simples (McKiernan et al., 03; Gusnard et al., 01; Raichle et al., 01; Calboun et al., 02; Greicius 
et al., 03; Greicius et al., 04). Foi sugerido que regiões tipicamente activadas e desactivadas 
existem em equilíbrio dinâmico, em que processos cognitivos exigentes (como memoria de 
trabalho) requerem a redistribuição dos recursos neuronais das regiões da DMN para regiões 
pré-frontais laterais, contribuindo assim para as diminuições observadas na DMN durante o 
desempenho da  tarefa (McKiernan et al., 03; Greicius et al., 04). 
 Não existe ainda um consenso acerca dos processos cognitivos mediados pela rede. A 
função conhecida destas regiões em estudos anterirores parece indicar que a DMN é 
responsável pelo armazenamento contínuo de informação acerca do ambiente externo e da 
consciência do próprio (Raichle et al., 01). Porém, pelo facto do PCC se apresentar como um 
elemento crítico da DMN e com a introdução do hipocampo na DMN (Greicius et al., 03), 
postula-se também a hipótese que o acesso e manipulação de memórias episódicas constituam 
processos mentais mediados pela rede (Greicius et al., 03). 
 Foram também descritas alterações nas correlações em repouso devido a doenças 
neurológicas que degradam a mielinização ou integridade dos tractos axonais entre regiões 
correlacionadas como por exemplo, a esclerose múltipla (Quigley et al., 01). 
 De Luca et al. (2006) utilizaram a análise Probabilística de Componentes Independentes 
(PICA) para identificação da rede de repouso. Este tipo de análise torna desnecessária a pré-
selecção de uma região de referência, e veio sugerir a existência de cinco redes de repouso 
(RSN) espacialmente distintas, cada uma com uma série temporal própria. A mesma análise em 
imagens de perfusão ASL revelou padrões de coerência de baixas frequências semelhantes aos 
encontrados com o contraste BOLD (De Luca et al., 06). Foram identificados, por este grupo, 5 
padrões espacio-temporais distintos com maior potência na região das baixas frequências do 
espectro (0.01-0.05Hz) (De Luca et al., 06): 
• RSN1: posterior (envolvimento predominante do córtex occipital bem como de 
regiões temporo-parietais) 
  Rede visual primária. 
• RSN2: postero-lateral e linha média (precuneo e polo anterior do lobo 
prefrontal, bem como regiões parietais). 
  Boa equivalência com a DMN descrita anteriormente. 
• RSN3: córtex sensitivo-motor bilateral (circunvolução pré e pós central, tálamo 
e hipocampo). 
  Sistema sensorial e auditivo, bem como controlo motor. Sugere que esta rede 
reflecte interacções funcionais e anatómicas relevantes para o controlo da acção. 
  Padrão de conectividade conhecido (Biswal 95, Lowe 98, Xiong 99) 
• RSN4: dorsal pathway (córex pré-frontal lateral e regiões dorso-parietais). 
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  Regiões integradas funcionalmente numa gama elevada de processos cognitivos, 
em particular na percepção visual – “where” pathway (Ungerleider e Haxby, 94). 
• RSN5: ventral pathway (regiões occipito-parietais, córtex temporal e pre-frontal 
inferior). 
  Processo visual descrito por “what” pathway (Ungerleider e Haxby, 94). 
 
 Por sua vez, Thirion et al. (2006) desenvolveram um algoritmo distinto para a 
identificação das redes em repouso que não necessita da pré-definição de regiões de interesse, 
explorando a natureza multivariada dos sinais para detectar estruturas intrínsecas através de 
métodos previamente utilizados em análise do tensor de difusão em MRI. Assume-se que a 
informação da matriz de coerência entre os voxels cerebrais pode ser representada num espaço 
dimensional inferior, facilitando a segmentação dos dados em redes interpretáveis, tendo 
reportado que dentro dos métodos possíveis, a aplicação do LE (Laplacian Embedding) revelou 
os melhores resultados. Descreveram no entanto, uma elevada variabilidade entre os sujeitos, 
sendo apenas as regiões occipitais e frontais detectadas consistentemente em todos os sujeitos. 
 
 1.4.3 Análise de Coerência 
 
Como se descreveu o estudo da conectividade funcional em fMRI baseou-se 
inicialmente na análise de correlação temporal ou covariância em paradigmas de bloco e 
repouso. Porém, correlações simples a zero lag são sensíveis à forma da função de resposta 
hemodinâmica (HRF). Por sua vez, o seu análogo espectral, a coerência, estima a relação linear 
invariante no tempo entre duas séries temporais, sendo por isso independente às diferenças da 
HRF. Esta é uma distinção relevante uma vez que variações nos parâmetros hemodinâmicos já 
foram demonstradas entre regiões de um mesmo indivíduo devido a diferenças vasculares, 
responsáveis por diminuir a correlação entre si. Devido a esta limitação, as análises de 
correlação estão normalmente limitadas a paradigmas de bloco. 
 Como medida de conectividade funcional, a coerência tem sido aplicada com sucesso a 
outras técnicas, como electroencefalografia, magnetoencefalografia e electrofisiologia 
(Rappelsber et al., 98; Rosenberg et al., 89; Schack et al., 99). Em fMRI, a coerência foi 
inicialmente introduzida por Marchini e Ripley (2000), como uma medida estatística para 
detectar activações num paradigma de blocos. Muller et al. (2001) estimaram parâmetros de 
coerência e fase para caracterizar as diferentes propriedades temporais do sinal BOLD através 
das regiões durante um estímulo visual, concluindo que os métodos espectrais também são 
adequados para o estudo das conectividades funcionais no cérebro humano. Sun et al. (2004) 
propuseram a análise de coerência e coerência parcial a partir de voxels de referência em 
tarefas motoras, criando mapas da conectividade específica de uma tarefa associada a uma 
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região de interesse (ROI). Estes mapas revelaram-se semelhantes aos mapas paramétricos 
apresentando no entanto diferenças entre as tarefas realizadas o que corrobora a ideia que os 
processos podem ser mediados por diferenças na conectividade inter-regional e não apenas por 
diferenças em redes de actividade, constituindo um exemplo da vantagem da utilização da 
análise multivariada relativamente aos métodos univariados tipicamente utilizados em fMRI. 
Enquanto que as restantes técnicas utilizam em geral a coerência em frequências muito 
superiores às possíveis em fMRI, Leopold et al. (2003) recentemente reportou elevada 
coerência a frequências muito baixas (<0.1Hz) nos potenciais evocados entre eléctrodos 
colocados a vários milímetros de distância. Sun et al. (2004) analisaram a conectividade 
funcional num paradigma de eventos em duas bandas de frequência: baixas frequências (0-
0.15Hz) e altas frequências (0.2-0.4Hz). Verificaram que enquanto os mapas de coerência de 
nas baixas frequências identificavam regiões funcionalmente relevantes, os mapas das altas 
frequências apenas detectavam regiões na proximidade da série temporal de referência. Estes 
resultados são consistentes com os publicados por Cordes et al. (2001), em que a correlação foi 
utilizada como medida da conectividade funcional revelando que 90% da conectividade se devia 
às flutuações de baixa frequência (<0.1Hz) num paradigma de bloco. Estes estudos sugerem 
assim que a limitação ao nível da frequência não se deve ao paradigma experimental mas às 
propriedades do sinal BOLD. A ausência de informação relevante nas altas frequências parece 
indicar que as características lentas da resposta hemodinâmica diminuem a razão sinal-ruído na 
banda das altas frequências, actuando na prática, como um filtro passa-banda (tipicamente 
entre 0-0.15Hz) que limita as frequências do parâmetro BOLD que contêm informação 
relacionada com a actividade neuronal (Aguirre et al., 97; Sun et al., 04). 
 Relativamente às redes em repouso, a coerência foi utilizada por Thirion et al. (2006) 
como medida de conectividade funcional tendo sido computada entre 0.02Hz a 0.1Hz em 
passos de 0.02Hz. Reportaram um aumento da potência entre 0.02-0.03Hz, tendo no entanto 
esse aumento sido menos significativo para os restantes dois sujeitos analisados. 
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1.5 OBJECTIVO 
 
 Pretende-se analisar o comportamento em frequência de redes neuronais de repouso 
espacialmente distintas, sendo o objectivo principal avaliar a sua interacção funcional em 
bandas específicas das baixas frequências (<0.1Hz). 
 A metodologia a utilizar terá como base uma análise de coerência aplicada a séries 
temporais extraídas do sinal BOLD de imagens fMRI. O trabalho irá desenvolver-se em duas 
etapas: extracção das redes de repouso com base em abordagens distintas já publicadas 
(análise de correlação e PICA) e análise de coerência em duas ou mais bandas de frequências 
entre as regiões anatómicas constituintes de cada rede.  
Constituem-se também como objectivos o desenvolvimento metodológico e a criação de 
rotinas que se revelem necessários na definição das redes de repouso, implementação do 
estimador de coerência e análise estatística. Pretende-se contribuir para que a análise de 
coerência de sinais de fMRI adquira bases metodológicas mais sólidas, uma vez que a maioria 
dos artigos citados não atribui relevância a tópicos como a qualidade dos estimadores 
espectrais. 
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2. METODOLOGIA 
 
2.1  AQUISIÇÃO fMRI: SUJEITOS/TAREFAS 
 
Utilizaram-se dois conjuntos de dados distintos. 
As imagens funcionais foram adquiridas com uma bobina de RF de cabeça em 
sequência GRE-EPI. 
 Para auxiliar na localização dos dados funcionais, foi adquirida para cada sujeito uma 
sequência de alta resolução anatómica com ponderação T1. 
 
 2.1.1  Grupo 1 
 
Modelo: 1,5T Philips Intera 
Parâmetros de Aquisição: 
  TR: 333,33ms 
  TE: 50ms 
  Flip Angle: 30º 
  Matriz: 64x64 
  Nº Cortes: 4 (espaçamento de 4mm) 
  Espessura dos cortes:7mm 
 Nº Sujeitos: 2 
 Tarefas:  
  Repouso: os sujeitos foram instruídos para manterem os olhos fechados e não 
pensarem em nada em particular.  
  Memória de trabalho: consistiu na aplicação alternada de 6 épocas de tarefa e 
controlo. Cada época continha 16 estímulos, cada apresentado durante 500ms, com um 
intervalo entre si de 1500ms. O estímulo consistia na letra “O” apresentada numa das nove 
localizações espacialmente distintas de uma matriz 3x3. Na época experimental (2-back), os 
sujeitos foram instruídos a responder com um movimento digital simples quando o estímulo 
aparecia na mesma localização que o antepenúltimo. Na época de controlo (0-back), o sujeito 
apenas respondia quando o estímulo aparecia na posição central. Cada época encontrava-se 
precedida por uma instrução de 4s indicativa da tarefa que o sujeito tinha que realizar.  
 Foram adicionadas 3 épocas de repouso no início, meio e fim da experiência. As razões 
para a escolha desta tarefa são explicitadas na secção 2.3.1. 
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 2.1.2  Grupo 2 
 
Modelo: 1,5T  
Parâmetros de Aquisição: 
  TR: 303ms 
  TE: 27,5 ms 
  Flip Angle:  
  Matriz: 64x64 
  Nº Cortes: 6 (espaçamento 2mm) 
  Espessura dos cortes: 4mm 
 Nº Sujeitos: 2 
 Tarefas:  
  Repouso: tal como no caso anterior, os sujeitos foram instruídos para 
manterem os olhos fechados e não pensarem em nada em particular.  
 
 Uma vez que o objectivo é centrado numa análise em frequência, previlegiou-se a 
resolução temporal em detrimento de uma eventual maior cobertura cerebral. Como tal, todas 
as aquisições foram efectuadas em paradigmas com um TR curto, tendo-se uma frequência de 
amostragem de 3Hz e 3.3Hz nos Grupos 1 e 2, respectivamente.  
Desta forma, estamos perante frequências de Nyquist de 1,5Hz (Grupo 1) e 1.65Hz 
(Grupo 2) o que garante que a análise subsequente das séries temporais não será afectada por 
fenómenos de aliasing devido aos ritmos cardíaco e respiratório, cujas frequências 
fundamentais típicas se encontram a 1Hz e 0.25Hz, respectivamente. 
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2.2  PRÉ-PROCESSAMENTO DAS IMAGENS DE fMRI 
  
 O pré-processamento pretende melhorar a potência e validade da análise estatística. 
Todos os dados foram pré-processados com o software “SPM2 (Statistical Parametric Mapping, 
versão 2003)”3, Para a utilização do SPM, as imagens tiveram que ser convertidas do formato 
DICOM para Analyze através do programa “MRIcro” 4 , que permite também a criação de 
volumes cerebrais a partir dos cortes cerebrais axiais adquiridos com o scanner de MRI. 
 Devido a artefactos provenientes da estabilização do sinal, é procedimento usual 
remover os volumes iniciais de cada aquisição. 
 
 2.2.1  Realinhamento Espacial 
 
 De forma a combinar os dados de diferentes scans do mesmo sujeito é necessário que 
estes se encontrem no mesmo referencial anatómico. Para tal estimam-se 6 parâmetros de 
movimento equivalentes a deslocamentos e rotações em torno dos eixos x, y e z. Estas 
transformações de “corpo rígido” minimizam a soma das diferenças quadradas entre cada scan 
sucessivo e um scan de referência (1º scan). Antes de se aplicarem estas transformações, os 
dados são interpolados (do tipo spline) de forma se obterem os valores espaciais intermédios 
de intensidade. Uma vez que o movimento contribui para a variância do sinal, estes parâmetros 
são posteriormente utilizados para elevar a sensibilidade da estatística T. 
 No SPM, há também a possibilidade de incluir neste passo um ajuste dos efeitos não 
lineares da distorção geométrica devido a inhomogeneidades do campo magnético, 
particularmente susceptíveis nas sequências EPI.  
 
 2.2.2  Correcção do Tempo de Aquisição 
 
 A análise dos dados em fMRI assume que todos os cortes pertencentes a cada volume 
funcional são adquiridos simultaneamente. Tal não ocorre, uma vez que os volumes funcionais 
são adquiridos por cortes (neste caso em ordem ascendente), sendo necessário corrigir o 
tempo de aquisição de cada corte de modo a obter pontos temporais idênticos para todas as 
fatias cada volume. Define-se o corte do meio como referência, efectuando-se o respectivo 
desvio na fase da série temporal dos voxels dos restantes cortes. 
  
                                                 
3
 http://www.fil.ion.ucl.ac.uk/spm 
4 http://www.psychology.nottingham.ac.uk/staff/cr1/mricro.html 
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 2.2.3  Alisamento Espacial 
  
 O principal objectivo desta filtragem espacial é eliminar o ruído residual e permitir a 
aplicação da teoria de campos Gaussianos aleatórios (útil na estatística). Na prática, o valor de 
intensidade de um voxel é substituído por uma média ponderada dos voxels vizinhos o que 
aumenta a razão sinal-ruído e aproxima a distribuição dos erros a uma Gaussiana. É assim 
aplicada às imagens funcionais a convolução com um filtro isotrópico de perfil gaussiano com 
uma largura a meia-altura de 5mm. 
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2.3  DEFINIÇÃO DE REGIÕES DE INTERESSE (ROIs) 
 
 As regiões de interesse para análise de coerência são regiões constituintes de redes 
neuronais em repouso. A definição de ROIs foi efectuada de forma distinta entre os dois grupos.  
No Grupo 1, as ROIs foram definidas com base numa análise de correlação, enquanto 
que no Grupo 2, pela ausência de tarefa, utilizou-se a análise probabilística de componentes 
independentes (PICA). Entre outros factores, as análises diferem ao nível da necessidade de 
recorrer à definição de ROIs adicionais, uma vez que a correlação requer uma série de 
referência em relação à qual se avalia o comportamento das restantes séries temporais de 
interesse. Designaram-se por ROIs primárias as ROIs de referência utilizadas na análise de 
correlação. 
 
 2.3.1  Definição de ROIs primárias 
 
 A definição das regiões de interesse constituintes das redes de repouso com base na 
análise de correlação implica a definição prévia das ROIs primárias. Estas ROIs foram definidas 
de acordo com duas metodologias distintas: com base numa tarefa de memória de trabalho e 
com base no template AAL (Tzourio-Mazoyer et al., 02). 
 
 Com base na tarefa de memória de trabalho 
 A tarefa de memória de trabalho foi realizada porque, de acordo com a análise da 
literatura disponível, parece constituir um método útil na definição de redes de repouso. 
Nomeadamente, regiões que apresentam uma diminuição de actividade durante a tarefa 
constituem a DMN (Greicus et al., 03), que se assemelha à RSN2, descrita por De Luca et al. 
(2006). Enquanto que as regiões activadas neste tipo de tarefa (Kwon, Reiss e Menon, 02) 
apresentam regiões constituintes da RSN4, descrita também por De Luca et al. (2006). O 
paradigma 2-back versus 0-back permite assim, a definição de duas redes de repouso 
espacialmente distintas, sendo portanto uma escolha preferencial de tarefa na aquisição fMRI. 
Dados provenientes da tarefa de memória de trabalho foram utilizados para identificar 
ROIs funcionais em áreas cerebrais que revelam um aumento/diminuição de actividade 
relativamente à tarefa. Para este propósito, foi realizada uma análise standard de fMRI. 
Utilizou-se o SPM para identificar as regiões que apresentavam um aumento/diminuição de 
actividade relativamente à tarefa. A análise estatística do SPM utiliza o modelo linear geral 
descrito na secção 1.2.5. Na definição das regiões que apresentaram um aumento de actividade 
durante a tarefa foi aplicada um contraste [1 0] (2-back vs 0-back). Enquanto para a definição 
das regiões com diminuição da actividade, o contraste foi [-1 1] (0-back vs 2-back).  
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Desta análise foram extraídas um primeiro grupo de ROIs, ROIs primárias, que serviram 
de base à análise de correlação subsequente.  
 
 Com base no template AAL 
 A utilização de templates facilita e homogeniza entre grupos a localização de diferentes 
regiões cerebrais. Utilizou-se o template AAL (Automated Anatomical Labelling) que contém 
definidas as principais regiões cerebrais (um total de 45 para cada hemisfério) e possui como 
freeware uma interface com o SPM (Tzourio-Mazoyer et al., 02).    
Tendo em consideração que a localização anatómica das mesmas regiões funcionais 
varia entre sujeitos, as regiões do template foram extraídas apenas como ROIs primárias e não 
como as ROIs efectivas das redes de repouso, que são melhor definidas funcionalmente com 
base na análise de correlação.  
Para se obter a correspondência entre as regiões descritas no template e os volumes 
adquiridos é necessário, em primeiro lugar, realinhar espacialmente o template AAL com a 
imagem anatómica do sujeito. Este passo é efectuado através de funções próprias do SPM 
(‘spm_reslice’).  
 Assim sendo, como referência para a análise de conectividade funcional, escolheram-se, 
com base na tabela 1 do artigo de DeLuca et al. (2006), as principais regiões constituintes das 
RSNs que se encontravam incluídas nos cortes adquiridos. Em particular, o córtex medial frontal, 
o cingulado anterior, o cingulado posterior, o córtex temporal superior e o córtex temporal 
inferior. 
 
 2.3.2  Definição das ROIs constituintes das Redes de Repouso 
 
 Com base na análise de correlação 
 Para realizar a análise de correlação, é necessário obter-se em primeiro lugar, a série 
temporal de referência que, neste caso, consiste na média das séries temporais dos voxels da 
ROI primária. Este procedimento é efectuado a partir das coordenadas dos voxels através de 
rotinas no Matlab. As coordenadas das ROIs primárias extraídas da tarefa de memória de 
trabalho foram retiradas com o software “Marsbar” (Brett et al., 2002). 
A fim de se restringir a análise de correlação às bandas de frequência de interesse 
(<0.08Hz) foi previamente aplicado um filtro passa-baixo do tipo Butterworth aos volumes 
funcionais e à série temporal de referência com rotinas Matlab e SPM. 
A análise de correlação entre cada ROI primária e os restantes voxels do cérebro em 
repouso foi realizada no SPM (contraste simples [1]). Utilizou-se a estatística T com diferentes 
limiares (entre 20 e 25) e uma extensão de 3 voxels, tendo-se seleccionado como ROIs 
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constituintes das redes de repouso as regiões dos mapas que mais se assemelhavam às 
respectivas RSNs.  
 
 Com base na Análise Probabilística de Componentes Independentes (PICA) 
 A necessidade de recorrer a ROIs de referência limita a análise de correlação a regiões 
onde se assume a priori a existência de um padrão de activação. Na análise probabilística de 
componentes independentes (PICA), os dados 4D são vistos como uma soma de um conjunto 
de componentes espacio-temporais, em que cada uma consiste num mapa espacial modulado 
no tempo pela série temporal da respectiva componente. PICA separa as diferentes 
componentes, assumindo que os mapas espaciais são estatisticamente independentes entre si e, 
ao apresentarem séries temporais distintas, cada uma representa um artefacto/padrão 
activação distinto.  
 Esta análise foi efectuada com a componente MELODIC (Multivariate Exploratory Linear 
Optimized Decomposition into Independent Components) integrada no software FSL (FMRIB 
Software Library) (Smith et al., 04). Aos mapas de cada componente, o MELODIC efectua um 
ajuste ao Modelo de Mistura de Probabilidades, que limita a estatística de cada voxel a um valor 
compreendido entre 0 e 1. No Matlab, utilizaram-se duas rotinas para possibilitar a extracção 
das coordenadas com voxels acima do limiar de probabilidade de 0.95 e identificar os 
respectivos clusters. 
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2.4  ANÁLISE DE COERÊNCIA ENTRE ROIs DE REDES DE REPOUSO 
 
 A coerência foi estimada com base na seguinte expressão, já desenvolvida na secção 
1.3.8, 
 
 (37) 
 
 Como estimador da densidade espectral, utilizou-se o periodograma modificado de 
Welch em que os segmentos utilizados apresentam uma sobreposição entre si. As séries 
temporais foram computadas no Matlab através da rotina ‘cpsd’, cujo resultado depende da 
escolha dos vários parâmetros de entrada: tipo de janela a aplicar, comprimento de cada 
segmento, percentagem de sobreposição de segmentos e comprimento da FFT. 
 A escolha destes parâmetros teve de ser ponderada consoante as características 
específicas dos dados de modo a se obter a resolução em frequência desejada. 
 
 2.4.1  Tipo de Janela Espectral 
 
 As funções de janela são caracterizadas, no domínio das frequências pela largura do 
lobo principal, nível dos lobos secundários e pela taxa de diminuição da amplitude a frequências 
distantes do lobo principal (‘roll-off rate’). Idealmente, pretende-se que o lobo central seja o 
menor possível, bem como o nível dos lobos secundários e que a amplitude das caudas decaia 
rapidamente. Porém, como se observa na tabela seguinte, não existe uma função janela que 
reúna estas três condições. Sendo que a escolha do tipo de janela reside essencialmente no 
compromisso entre a resolução em frequência (menor largura do lobo) e a contaminação 
espectral (amplitude das caudas). 
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Janela 
Largura de Banda 
Equivalente 
normalizada à janela 
rectangular 
(bins) 
 
Nível 
dos lobos 
secundários 
 
(dB) 
‘Rol-off rate’ 
 
 
(dB por oitava) 
Rectangular 1 -13.3 -6 
Bartlett 
(triangular) 
1.33 -26.5 -12 
Hamming 1.36 -43 -6 
Hann (Hanning) 1.5 -31.5 -18 
Gaussiana (3.0) 1.64 -55 -6 
Kaiser-Bessel (3.0) 1.80 -69 -6 
 
Tabela I -  Comparação de diferentes características espectrais de algumas funções janelas mais utilizadas. 
 
 A janela rectangular tem boa resolução entre sinais com a mesma amplitude de 
frequências mas é fraca para sinais com amplitudes distintas. Como se desconhecem as 
características em frequência do sinal, não se privilegiou nenhum dos parâmetros, tendo-se 
optado pela aplicação da janela de Hanning que reúne satisfatoriamente as diferentes 
condições. 
 
2.4.2 Sobreposição 
 
 Tem a vantagem de mais segmentos serem utilizados para o cálculo da média, o que 
permite diminuir os erros na estimativa.  
 Devido à aplicação de uma janela não rectangular, que implica uma redução do peso 
nas extremidades dos segmentos, e apesar de em teoria não haver restrições na percentagem 
de sobreposição, escolheu-se um valor de 50%. Desta forma, a informação redundante 
introduzida pela sobreposição reside maioritariamente nas extremidades, já modificadas pela 
janela. Para este valor de sobreposição, o número de segmentos total passa de  a , 
havendo portanto praticamente o dobro dos segmentos. 
 Pode demonstrar-se que numa sobreposição de 50%, a redução da variância não é por 
um factor de , uma vez que os segmentos não são estatisticamente independentes, mas por 
um factor de . É no entanto, melhor que a redução de , no caso de ausência de 
sobreposição. 
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2.4.3 Comprimento da FFT 
 
 Dado que o espectro em frequências produzido por uma DFT de  pontos consiste em 
 amostras igualmente espaçadas entre   e , o comprimento da FFT determina as 
frequências onde o espectro de potências é estimado, limitando assim a resolução em 
frequência. O espaçamento entre as amostras tem que ser menor que a distância entre as duas 
frequências que se pretendem medir, que será então dada pela frequência mínima   
(  é o tempo de amostragem).  
O desenvolvimento do algoritmo da FFT permitiu uma diminuição substancial do tempo 
de computação por operar em potências de 2. Deste modo, o comprimento da FFT na rotina 
cpsd tem de ter um valor de uma potência de 2, que convém seja pelo menos igual ou superior 
ao comprimento de cada secção (com um valor máximo de 256).  
É natural que, a maioria das vezes, o comprimento da FFT seja superior ao 
comprimento M do segmento. Neste caso, são-lhe acrescentadas amostras com valor zero até 
ambos os comprimentos se igualarem (zero-padding). Porém, uma vez que não se está a 
introduzir nova informação, apesar de obtermos estimativas espectrais para frequências com 
um espaçamento menor, e como tal actuar como uma interpolação, não implica uma melhoria 
efectiva da resolução em frequência que será então fundamentalmente limitada pelo 
comprimento dos segmentos. 
Optou-se, em ambos os grupos, por um comprimento da FFT que equivalesse à 
potência de 2 imediatamente superior ao valor do comprimento dos segmentos, tendo sido de 
128 para o grupo 1 e 256 para o grupo 2. Estes valores implicam um espaçamento mínimo 
entre as frequências estimadas ( ) de 0.023Hz e 0.013Hz para o grupo 1 e 2 
respectivamente. 
 
2.4.4 Comprimento dos Segmentos (M) 
 
 O compromisso implícito na escolha do comprimento dos segmentos reside numa 
melhoria da resolução em frequência à custa de um aumento da variância. Quanto menores 
forem os segmentos, maior o número de segmentos que se obtêm para aplicar a média dos 
periodogramas e, como tal, melhorar a estimativa espectral (a remoção do ruído é proporcional 
à raiz quadrada dos segmentos). Porém, como a resolução em frequência é dada pela 
frequência mínima ∆f=1/MTs (ver secção 2.4.3), um menor comprimento dos segmentos 
implica uma menor resolução em frequência. 
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 Sendo o objectivo principal uma exploração do comportamento em frequência das 
Redes de Repouso, uma das limitações principais na escolha do valor de M foi a obtenção de 
uma resolução em frequência que permitisse a extracção dos valores de coerência em pelo 
menos duas, mas preferencialmente três, bandas espectrais inferiores a 0.1Hz. Como tal, 
escolheu-se um valor de M que permitisse ter o maior número possível de segmentos desde 
que a resolução em frequência fosse igual ou superior a 0.025Hz, de modo a se obterem 3 
bandas de análise centradas em 0.025Hz, 0.05Hz e 0.075Hz.  
Devido à relevância da média na redução da variância e na consistência do estimador, 
estipulou-se que preferencialmente, o número mínimo de segmentos seria de 8. Se, para esse 
número, a resolução em frequência tivesse um valor superior a 0.025Hz, a análise subsequente 
seria efectuada apenas em duas bandas espectrais. Esta situação não se revelou necessária 
uma vez que o tempo de aquisição foi suficientemente longo para permitir um número 
satisfatório de segmentos. 
Para facilitar a escolha do comprimento dos segmentos, criou-se um template simples 
no Excel MicrosoftTM que, com base no tempo de amostragem e no número total de imagens 
adquiridas no tempo, devolve, entre outros parâmetros, a frequência máxima (frequência de 
Nyquist) e a frequência mínima (resolução) obtida para diferentes escolhas possíveis de 
segmentos (Fig. 6 e 7). O número de amostras por segmento, no caso de se pretender uma 
sobreposição de 50%, tem de ser par de modo a permitir a obtenção de segmentos com o 
mesmo comprimento. Quando o valor de M é ímpar, o cpsd retira a última amostra do 
segmento antes de computar a FFT. No entanto, como se trata apenas de uma única amostra, 
esse procedimento não afecta a resolução em frequência ao nível da aproximação pretendida. 
 
A tabela II resume os principais parâmetros considerados na estimativa da densidade 
espectral.  
 
Tabela II – Resumo dos principais parâmetros considerados na estimativa da densidade espectral através do 
periodograma modificado de Welch. 
 
 
 
Tipo 
de 
Janela 
Nº de 
segmentos 
(sem 
sobreposição) 
Nº de 
segmentos 
(com 50% 
sobreposição) 
 
Comprimento 
dos 
segmentos 
(bins) 
Comprimento 
da FFT 
 
(bins) 
 
∆fFFT 
 
 
(Hz) 
Resolução 
em 
frequência 
∆f 
(Hz) 
Frequência 
de Nyquist 
fNyquist 
(Hz) 
Grupo 
1 
Hann 8 15 124 128 0.023 0.024 1.50 
Grupo 
2 
Hann 11 21 134 256 0.013 0.025 1.65 
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Pretendia-se que a escolha dos parâmetros dentro dos grupos e entre os grupos fosse 
idêntica. Porém, como os tempos de aquisição foram distintos, o número de amostras por 
segmento necessárias para a resolução em frequência desejada foi de 125 (124 com 
sobreposição 50%) e 134 para os Grupos 1 e 2, respectivamente. Esta situação implicou uma 
diferença adicional ao nível do comprimento da FFT, uma vez que a potência de 2 que segue o 
valor de M é de 128 para o Grupo 1 e 256 para o Grupo 2. Apesar dos valores onde a 
frequência é estimada serem diferentes entre os dois grupos, a sua resolução efectiva em 
frequência é muito semelhante, sendo de 0.024Hz e 0.025Hz para os Grupos 1 e 2, 
respectivamente. As tabelas III e IV resumem a diferença entre as frequências estimadas pela 
FFT e as frequências pretendidas [0.025;0.050;0.075]Hz em que se verifica que em ambos os 
casos, a diferença máxima é satisfatoriamente reduzida e significativamente inferior à dimensão 
dos bins de frequência (resolução). 
 
 
 
Grupo 1 
Frequências 
estimadas 
(Hz) 
Frequência 
pretendida 
(Hz) 
Módulo da 
Diferença 
(Hz) 
0.023 0.025 0.002 
0.046 0.050 0.004 
0.069 0.075 0.006 
0.092 ---- ---- 
Máximo do Módulo  
da Diferença  (Hz) 
0.006 
 
Tabela III – Tabela que resume as frequências aproximadas em que a coerência foi computada no Grupo 1. 
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Grupo 2 
Frequências 
estimadas 
(Hz) 
Frequência 
pretendida 
(Hz) 
Módulo da 
Diferença 
(Hz) 
0.013 ---- --- 
0.026 0.025 0.001 
0.039 ---- ---- 
0.052 0.050 0.002 
0.065 ---- ---- 
0.077 0.075 0.002 
Máximo do Módulo  
da Diferença (Hz) 
0.002 
 
Tabela IV – Tabela que resume as frequências aproximadas em que a coerência foi computada no Grupo 2. 
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Fig. 6 – Resultados para o Grupo 1 do template criado em Excel para escolha do número de segmentos do 
periodograma. Idêntico entre os sujeitos do Grupo. 
      
 
Inputs:  
   
      
 
Tempo de Amostragem Ts (s) = 0,333    
 
Nº imagens no tempo N = 1004    
      
      
 
Outputs:  
   
      
 
Fnyquist (Hz) = 1,50 
   
      
      
 
Nº Segmentos Nº Amostras  Resolução em 
 
 
com 50% 
sobreposição por segmento (M) frequência ( ∆f )  
 
Nº Segmentos (K) 
K'=2K-1 K/N 1/MTs 
 
 
2 3 502 0,006 
 
 
4 7 251 0,012 
 
 
5 9 200 0,015 
 
 
6 11 167 0,018 
 
 
7 13 143 0,021 
 
 
8 15 125 0,024 
 
 
9 17 111 0,027 
 
 
10 19 100 0,030 
 
 
11 21 91 0,033 
 
 
12 23 83 0,036 
 
 
13 25 77 0,039 
 
 
14 27 71 0,042 
 
 
15 29 66 0,046 
 
 
16 31 62 0,048 
 
 
17 33 59 0,051 
 
 
18 35 55 0,055 
 
 
19 37 52 0,058 
 
 
20 39 50 0,060 
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Inputs:  
   
      
 
Tempo de Amostragem Ts (s) = 0,303    
 
Nº imagens no tempo N = 1482    
      
      
 
Outputs:  
   
      
 
Fnyquist (Hz) = 1,65 
   
      
      
 
Nº Segmentos Nº Amostras  Resolução em 
 
 
com 50% 
sobreposição por segmento (M) frequência ( ∆f )  
 
Nº Segmentos (K) 
K'=2K-1 K/N 1/MTs 
 
 
2 3 741 0,004 
 
 
4 7 370 0,009 
 
 
5 9 296 0,011 
 
 
6 11 247 0,013 
 
 
7 13 211 0,016 
 
 
8 15 185 0,018 
 
 
9 17 164 0,020 
 
 
10 19 148 0,022 
 
 
11 21 134 0,025 
 
 
12 23 123 0,027 
 
 
13 25 114 0,029 
 
 
14 27 105 0,031 
 
 
15 29 98 0,034 
 
 
16 31 92 0,036 
 
 
17 33 87 0,038 
 
 
18 35 82 0,040 
 
 
19 37 78 0,042 
 
 
20 39 74 0,045 
 
      
 
Fig. 7 – Resultados para o Grupo 2 do template criado em Excel para escolha do número de segmentos do 
periodograma. Idêntico entre os sujeitos do Grupo. 
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2.4.5 Estimativa dos valores de coerência entre ROIs 
 
Uma vez calculada a densidade espectral para as frequências, computa-se a coerência 
entre duas séries temporais de interesse nas três bandas de frequência (0.025Hz, 0.050Hz ou 
0.075Hz) com base na equação 37. 
Pretende-se obter os valores de coerência entre cada par de ROIs constituintes de uma 
dada Rede de Repouso (definida de acordo com a secção 2.3.2). Para evitar calcular a 
coerência entre cada 2 voxels, uma vez que o tempo de computação seria muito elevado, 
optou-se por considerar como referência uma das ROIs de cada par. Designou-se esta ROI de 
referência por seed. À semelhança do que se fez na análise de correlação (ver secção 2.3.2), a 
série temporal da seed é definida através da média de todas as séries temporais de cada voxel 
que a constitui. A coerência é assim estimada entre a série temporal da seed e as séries 
temporais de cada voxel da ROI.  
Em teoria, . Na prática, como não se computa a coerência para cada 2 
voxels da seed e da ROI, ao assumir-se a outra ROI do par como seed, os valores não serão os 
mesmos, nem terão o mesmo número (as ROIs têm dimensões distintas entre si). Espera-se no 
entanto, que a análise dos resultados na sua globalidade, a simetria em questão esteja 
presente, isto é, que a banda de frequências para a qual a coerência é superior seja igual, 
independentemente da ROI que se assumiu como seed. Resultado que implicaria uma boa 
definição de ROIs. 
   
 Computação no Matlab 
 Dado que se trata de um elevado número de voxels e de imagens, criou-se uma rotina 
no Matlab, que devolve os valores de coerência e/ou fase sob a forma de uma matriz Nroi × Nf, 
em que Nroi é o número total de voxels da ROI e as colunas se devem à computação nas Nf 
frequências (neste caso, três). 
 A rotina reúne várias rotinas já existentes e efectua os seguintes procedimentos 
essenciais: 
  - Extracção das séries temporais da seed e dos vários voxels da ROI a partir 
das suas coordenadas introduzidas nos parâmetros de entrada. Tem a opção de, caso não 
sejam introduzidas as coordenadas de uma ROI pré-definida, se considerar a ROI como todos 
os voxels cerebrais. 
  - Remoção da média de todas as séries temporais. Este passo adicional 
justifica-se uma vez que a aplicação de janelas espectrais introduz inevitavelmente distorção 
nos estimadores e, devido às consequências explicitadas na secção 1.3.6, às estimativas na 
extremidade das baixas frequências do espectro seria então associado um bias elevado. 
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  - Determinação dos valores de coerência e fase para as frequências de 
interesse com base nas expressões 27 e 28, sendo que as densidades espectrais , 
 e  foram computadas a partir do método de Welch de acordo com as 
especificações dadas na secção 2.4.4. 
Este procedimento foi efectuado para cada par de ROIs de uma dada Rede de Repouso, 
e para todas as Redes de Repouso definidas previamente. 
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2.5  ANÁLISE ESTATÍSTICA 
 
 Após a análise da secção anterior, cada voxel de uma ROI apresenta três valores de 
coerência com uma dada seed, associados às frequências 0.025Hz, 0.050Hz e 0.075Hz. Perante 
esta situação, tem-se como objectivo avaliar os dados não só ao nível do valor individual de 
coerência mas da relação entre as coerências nas diferentes bandas de frequência para cada 
duas ROIs constituintes das Redes de Repouso. 
 
2.5.1 Análise individual dos valores de coerência 
 
Em primeiro lugar, pretende-se avaliar se, em determinada frequência, os processos 
subjacentes à seed e a determinado voxel da ROI estão associados ou se têm maior 
probabilidade de se tratarem de processos independentes.  
A estatística do estimador de coerência baseada no periodograma modificado de Welch 
para o cálculo das densidades espectrais é computacionalmente complexa, uma vez que apesar 
de reduzir a variância da estimativa, e como tal, aumentar a sua validade espectral, esta é 
efectuada à custa da sobreposição de segmentos que não são independentes.  
Optou-se portanto por se fundamentar esta análise com métodos que não utilizam a 
sobreposição dos segmentos, o que implica na prática uma abordagem conservadora. Em 
particular, escolheu-se o método descrito no artigo de Amjad et al. (1997) em que se tem 95% 
de confiança que dois processos estão acoplados quando , em que K é o 
número de segmentos não sobrepostos. A tabela V resume os limiares de coerência para ambos 
os grupos. Acrescentou-se o mesmo limiar para o número de segmentos utilizados com 
sobreposição, para melhor noção das implicações da abordagem escolhida. 
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 Limiar de Coerência 
 
Segmentos sem 
sobreposição 
95% confiança 
Segmentos com 
sobreposição 
95% confiança 
Grupo 
1 
0.35 0.19 
Grupo 
2 
0.26 0.14 
 
Tabela V – Limiares de coerência (a negrito) para os grupos 1 e 2 acima dos quais existe 95% confiança que duas 
séries temporais estejam associadas. 
 
A aplicação específica deste valor limiar será explicitada na secção 2.5.2. 
 
2.5.2 Análise nas diferentes bandas de frequência dos valores de 
coerência entre ROIs 
 
 Ao nível da análise entre as três bandas de frequência, pretende-se avaliar duas 
questões essenciais. Em primeiro lugar se, para uma dada ROI (no conjunto de todos os seus 
voxels), as coerências obtidas para cada frequência apresentam valores significativamente 
distintos entre si, podendo efectivamente afirmar-se a existência de bandas preferenciais de 
frequência. E, caso a questão anterior seja verdade, qual a banda de frequência que apresenta 
um maior valor de coerência. 
 Uma vez que não podemos garantir a distribuição Gaussiana das amostras e que, na 
maior parte das situações, o número de voxels de uma ROI não é suficientemente grande para 
aplicar o teorema do limite central, optou-se por se aplicar um teste não paramétrico.  
 Como se tratam de medições efectuadas no mesmo voxel, está-se perante uma 
situação de comparação entre dois grupos emparelhados, justificando-se assim a escolha da 
estatística de Wilcoxon em detrimento da de Mann-Whitney. 
 
 Estatística de Wilcoxon 
 Aplicou-se o teste direccional dado que, caso as coerências sejam diferentes entre as 
frequências, permite quantificar qual é banda de frequência à qual está associada um valor de 
coerência superior.  
Baseia-se essencialmente na soma dos ranks das diferenças entre os dados 
emparelhados, obtendo-se dois parâmetros fundamentais W+ (soma dos ranks das diferenças 
positivas) e W- (soma dos ranks das diferenças negativas). É de notar que o rank 1 está 
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associado à menor diferença, que as diferenças nulas são excluídas da estatística e às 
diferenças iguais é atribuída uma média dos ranks respectivos. Tal como na maioria dos testes, 
a hipótese nula é rejeitada se W+/ W- for inferior a um valor crítico tabelado Wα(1),n, em que α é 
o nível de risco e  o número de voxels da ROI considerados na análise. Tem-se então duas 
hipóteses alternativas que se encontram esquematizadas de seguida: 
 
 
 
 
 
 Esta análise foi realizada para cada ROI comparando as coerências entre as seguintes 
frequências: 0.025Hz com 0.050Hz, 0.050Hz com 0.075Hz e 0.025Hz com 0.075Hz. As 
hipóteses acima podem ser resumidas da seguinte forma: 
 
 
 
 Aproximação à Distribuição de t-Student 
 Como algumas das ROIs apresentam um número total de voxels superior a 100, 
utilizou-se a aproximação de Iman (1974a) à distribuição t-student. Quando comparada com a 
aproximação à distribuição normal, a aproximação de Iman apresenta valores com uma melhor 
precisão (Zar, 98).  
 Com base nos valores obtidos para a estatística de Wilcoxon, a aproximação da 
estatística t é obtida da seguinte forma 
 
Hipótese nula: Coerência na frequência   ≤ Coerência na frequência   
Hipótese alternativa: Coerência na frequência > Coerência na frequência  
 
Hipótese nula é rejeitada se W- ≤ Wα(1),n 
 
Hipótese nula: Coerência na frequência  ≥ Coerência na frequência  
Hipótese alternativa: Coerência na frequência < Coerência na frequência  
 
Hipótese nula é rejeitada se W+ ≤ Wα(1),n 
 
Diferença entre as coerências para uma frequência f
a
 e uma frequência f b : 
• Coerência em f
a
<  Coerência em  se W+ ≤ Wα(1), n 
• Coerência em > Coerência em  se W- ≤ Wα(1), n 
• Coerência em ≈ Coerência em  se W+ e W- ≥ Wα(1), n 
 
α - nível de risco; n – número de voxels da ROI que foram considerados na análise 
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 (38) 
 
em que  é o número de voxels da ROI considerados na análise e  pode ser ou , 
designando-se nesse casos  por ou  , respectivamente. 
 A análise estatística das diferenças de coerência para uma frequência f
a
 e uma 
frequência f b  pode ser resumida da seguinte forma: 
 
 
 
 Como a diferença entre os valores críticos da distribuição para   e    
é inferior a 0.02, utilizou-se o valor crítico fixo de   para todas as análises com 
um conjunto de dados (número de voxels) superior a 100. 
 
 Computação no Matlab 
 Criaram-se no Matlab, rotinas que permitissem efectuar rapidamente a análise de 
Wilcoxon e de t-student. 
A rotina para a análise de wilcoxon tem como parâmetros de entrada a matriz com os 
valores de coerência e o valor limiar descrito na secção 2.5.1, devolvendo, os valores W+, W-, 
W (mínimo entre W+ e W-, utilizado directamente na aplicação bidireccional da estatística) e .  
É possível, e na realidade desejável, que a coerência entre a seed e um vóxel da ROI 
seja elevada numa banda específica de frequências, apresentando um valor pequeno nas 
restantes bandas. Não faz então sentido excluir da análise voxels que apresentassem um valor 
de coerência abaixo do limiar numa ou mesmo em duas das bandas espectrais, tendo sido 
excluídos apenas os voxels da ROI em que as coerências se encontravam abaixo do respectivo 
Diferença entre as coerências para uma frequência f
a
 e uma frequência f b : 
• Se > 0 e  >  : coerência em f
a
 > coerência em . 
• Se > 0 e  <  : coerência em f
a
 ≈ coerência em . 
• Se < 0 e  < -  : coerência em f
a
< coerência em . 
• Se < 0 e  > -  : coerência em f
a
 ≈ coerência em . 
 
• Se > 0 e  >  : coerência em f
a
 < coerência em . 
• Se > 0 e  <  : coerência em f
a
 ≈ coerência em . 
• Se < 0 e  < -  : coerência em f
a
> coerência em . 
• Se < 0 e  > -  : coerência em f
a
 ≈ coerência em . 
 
 - valor crítico (direccional) para a Distribuição t e nível de risco α. 
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limiar simultaneamente nas 3 bandas de frequência. Justifica-se desta forma, a introdução do 
parâmetro de saída , que indica apenas o número de voxels que foram considerados na 
análise (equivale ao número de voxels da ROI quando não há exclusão de nenhum vóxel). 
 A rotina criada para a análise da distribuição t-student, aplica directamente a equação 
38, introduzindo-se apenas os valores ,  e  para se obter  e . 
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3. RESULTADOS 
 
3.1  DEFINIÇÃO DAS REDES DE REPOUSO 
 
 Para facilitar e sistematizar a análise, atribuiu-se a seguinte denominação global às 
ROIs constituintes de cada rede: anterior (Ant), posterior (Post), esquerda (Esq), direita (Drt), 
anterior esquerda (AE), anterior direita (AD), posterior esquerda (PE) e posterior direita (PD). 
 
 3.1.1  Grupo 1: Redes de Repouso resultantes da análise de 
correlação 
 Uma vez que a região anatómica analisada é idêntica para ambos os sujeitos, as redes 
de repouso encontradas distribuem-se pelas seguintes localizações comuns: córtex pré-frontal 
medial (Ant), córtex cingulado posterior (Post), córtex pré-frontal dorso-lateral direito (AD) e 
esquerdo (AE) e córtex parietal superior direito (PD) e esquerdo (PE). 
  
 Tarefa de memória de trabalho 
 Os mapas de conectividade obtidos com base em ROIs que apresentavam um aumento 
de actividade (2-back vs 0-back) são semelhantes entre os dois sujeitos, tendo-se obtido um 
total de 7 mapas (4 mapas para o sujeito 1 e 3 mapas para o sujeito 2). A sua maioria 
apresenta as regiões AE, AD, PD e PE dominantes (Fig. 8), as quais designaremos por Rede de 
Repouso 1. No entanto, um dos mapas apresentou as regiões Post e Ant como dominantes (ver 
mapa 1 do sujeito 2), com 73 e 47 voxels, podendo constituir uma rede neuronal diferente 
(Rede de Repouso 2). 
 No caso da análise 0-back vs 2-back, apenas com o sujeito 1 se obtiveram mapas de 
conectividade com regiões bem definidas. Para este contraste, as ROIs dominantes são Post e 
Ant e como tal assemelham-se à Rede de Repouso 2 descrita acima (Fig. 9). 
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Fig.8 – Mapa representativo da Rede de Repouso 1 decorrente da análise de conectividade de regiões cuja actividade 
aumentou durante a tarefa de memória de trabalho (2-back vs 0-back). Encontram-se sobrepostas a azul sobre a 
imagem anatómica do sujeito,  as oito regiões constituintes da rede neuronal: AE (81 voxels) PD (79 voxels), PE (71 
voxels), AD (65 voxels), Post (27 voxels) e Ant (19 voxels). 
 
 
 
 
 
 
Fig. 9 – Mapa representativo da Rede de Repouso 2 decorrente da análise de conectividade de regiões cuja actividade 
diminuiu durante a tarefa de memória de trabalho (0-back vs 2-back). Encontram-se sobrepostas a azul sobre a 
imagem anatómica do sujeito, as seis regiões constituintes da rede neuronal: Ant (63 voxels), Post (27 voxels), AE (15 
voxels), PD (14 voxels), PE (12 voxels) e AD (10 voxels).  
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 Template AAL 
 A análise de conectividade com base em ROIs definidas através do template AAL não 
revelou mapas com regiões bem individualizadas passíveis de constituir redes neuronais de 
repouso. 
 3.1.2  Grupo 2: Redes de Repouso resultantes da análise PICA 
  
 Obtiveram-se um total de 25 componentes independentes (ICs) para o sujeito 1 e 28 
para o sujeito 2. Este número, incluía ICs relativas a artefactos de aquisição e fisiológicos. 
Deste modo, para análise, escolheram-se as ICs com elevada potência na região [0-0,08]Hz do 
espectro, e que apresentavam simultaneamente duas ou mais regiões bem individualizadas no 
cérebro. Foram analisadas 10 e 5 ICs para o sujeito 1 e 2, respectivamente. É de referir que os 
cortes do sujeito 2 incluíam parte do cerebelo e como tal, as ICs que apresentavam este tipo de 
localização foram excluídas. 
 Os cortes adquiridos no Grupo 2 têm uma localização inferior aos do grupo anterior, 
como tal a localização das ROIs é distinta. Em particular, obtiveram-se dois tipos principais de 
redes de repouso - Rede de Repouso 3 e Rede de Repouso 4.  
 Na Rede de Repouso 3 (Fig. 10), a região dominante localiza-se no córtex occiptal 
(PE,PD), contendo por vezes ROIs no córtex temporal (Drt, Esq).  
 Na Rede de Repouso 4 (Fig. 11), há um domínio de regiões diversas do córtex temporal 
(AE, AD, Esq, Dta, PE, PD), sendo que as ROIs AD/AE poderão corresponder ou conter porções 
do córtex pré-frontal dorso-lateral. Alguns mapas incluem pontualmente regiões do córtex 
occipital (Post) e/ou do córtex orbito-frontal (Ant). 
 A análise final foi realizada a 3 mapas da Rede de Repouso 3 (2 do sujeito 1 e 1 do 
sujeito 2) e 12 mapas da Rede em Repouso 4 (8 do sujeito 1 e 4 do sujeito 2). 
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Fig. 10 – Mapa representativo da Rede de Repouso 3 decorrente da análise PICA. Encontram-se sobrepostas a azul 
sobre a imagem anatómica do sujeito, as duas regiões constituintes da rede neuronal: PD (165 voxels), PE (102 voxels). 
 
 
 
 
 
 
Fig. 11 – Mapa representativo da Rede de Repouso 4 decorrente da análise PICA. Encontram-se sobrepostas a azul 
sobre a imagem anatómica do sujeito, as quatro regiões constituintes da rede neuronal: AD (228 voxels), AE (111 
voxels), Drt (74 voxels) e Esq (11 voxels). 
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3.2  ANÁLISE DE COERÊNCIA DAS REDES DE REPOUSO 
 
 No caso do Grupo 1, a análise em frequência revelou valores de coerência mais 
elevados na frequência 0,025Hz (F1) para o sujeito 1, enquanto que para o sujeito 2 do mesmo 
grupo, a frequência principal centra-se em 0,075Hz (F3) (ver tabela VI).  
 No Grupo 2, os resultados não permitem, no global, destacar uma única frequência com 
significância estatística, sendo as frequências dominantes 0,025Hz (F1) e 0,050Hz (F2) para 
ambos os sujeitos (Tabela VII).  
 
Grupo 1 F1 F1/F2 F2 F2/F3 F3 F1/F3 
Sem 
Frequência 
Dominante 
Nº 
Total 
Mapas 
Rede de 
Repouso 1 
3 1 - - - - - 4 
Su
je
ito
 1
 
Rede de 
Repouso 2 
1 - - - - - - 1 
Rede de 
Repouso 1 
- - - - 2 - - 2 
Su
je
ito
 2
 
Rede de 
Repouso 2 
- - - - 1 - - 1 
 
Tabela VI - Resumo dos resultados do Grupo 1. As colunas representam o número de mapas com a mesma frequência 
dominante. 
 
Grupo 2 F1 F1/F2 F2 F2/F3 F3 F1/F3 
Sem 
Frequência 
Dominante 
Nº 
Total 
Mapas 
Rede de 
Repouso 3 
1 - 1 - - - - 2 
Su
je
ito
 1
 
Rede de 
Repouso 4 
2 3 - - - - 3 8 
Rede de 
Repouso 3 
- 1 - - - - - 1 
Su
je
ito
 2
 
Rede de 
Repouso 4 
- 1 1 1 - - 1 4 
 
Tabela VII - Resumo dos resultados do Grupo 2. As colunas representam o número de mapas com a mesma frequência 
dominante. 
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 Um resumo detalhado dos resultados encontra-se nas figuras seguintes. As tabelas 
utilizadas indicam, para cada região, se a coerência da série temporal de uma ROI1 com cada 
vóxel de uma ROI2 (ROI1|ROI2) para a frequência FA é estatisticamente superior, inferior ou 
igual à frequência FB (FA/FB) – ver esquema de cores azul, vermelho e preto. A última coluna 
da tabela indica a frequência predominante (frequência com maior valor de coerência) entre 
cada ROI da rede. Na análise considerou-se que, quando a coerência entre as regiões 
ROI1|ROI2 for diferente da encontrada para ROI2|ROI1, os resultados não são estatisticamente 
significativos e FA=FB (ver Anexo para consulta dos valores estatísticos). 
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3.3  RESULTADOS EM DETALHE POR SUJEITO 
 
 3.3.1  Grupo 1: Sujeito 1 (2-back vs 0-back) 
 
 Mapa 1 (Rede de Repouso 1) 
 
 
 
Nº voxels da ROI: 
• Ant – 19 
• AE – 81 
• AD – 65 
• Post – 27 
• PD – 79 
• PE – 71 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mapa 1 
F1/F2 F2/F3 F1/F3 F 
Ant-AE|AE-Ant       F1 
Ant-AD|AD-Ant       F1 
Ant-Post|Post-Ant       F1 
Ant-PD|PD-Ant       F1 
Ant-PE|PE-Ant       F1 
AE-AD|AD-AE       F1 
AE-Post|Post-AE       F1 
AE-PD|PD-AE       F1 
AE-PE|PE-AE       F1 
AD-Post|Post-AD       F1 
AD-PD|PD-AD       F1 
AD-PE|PE-AD       F1 
Post-PD|PD-Post       F1/F2 
Post-PE|PE-Post       F1 
PD-PE|PE-PD       F1 
__ - F2>F1; F3>F2; F3>F1 
 
__ - F2<F1; F3<F2; F3<F1 
 
__ - F2=F1; F3=F2; F3=F1 
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 Mapa 2 (Rede de Repouso 1) 
 
 
 
 
Nº voxels da ROI: 
• AD1 – 13 
• AD2 – 9 
• Post – 32 
• PD – 62 
• PE – 19 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mapa 2 
F1/F2 F2/F3 F1/F3 F 
AD1-AD2|AD2-AD1       F1 
AD1-Post|Post-AD1       F1 
AD1-PD|PD-AD1       F1 
AD1-PE|PE-AD1       F1 
AD2-Post|Post-AD2       F1/F2 
AD2-PD|PD-AD2       F1 
AD2-PE|PE-AD2       F1/F2 
Post-PD|PD-Post       F1/F2 
Post-PE|PE-Post       F1 
PD-PE|PE-PD       F1/F2 
__ - F2>F1; F3>F2; F3>F1 
 
__ - F2<F1; F3<F2; F3<F1 
 
__ - F2=F1; F3=F2; F3=F1 
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 Mapa 3 (Rede de Repouso 1) 
 
Nº voxels da ROI: 
• Ant – 14 
• AD – 42 
• AE1 – 7 
• AE2 – 6 
• AE3 – 12 
• Post – 8 
• PD – 71 
• PE - 29 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mapa 3 
F1/F2 F2/F3 F1/F3 F 
Ant-AD|AD-Ant       F1 
Ant-AE1|AE1-Ant       F1/F2 
Ant-AE2|AE2-Ant       F1/F2 
Ant-AE3|AE3-Ant       F1 
Ant-Post|Post-Ant       F1 
Ant-PD|PD-Ant       F1 
Ant-PE|PE-Ant       F1 
AD-AE1|AE1-AD       F1 
AD-AE2|AE2-AD       F1 
AD-AE3|AE3-AD       F1 
AD-Post|Post-AD       F1 
AD-PD|PD-AD       F1 
AD-PE|PE-AD       F1 
AE1-AE2|AE2-AE1       F1 
AE1-AE3|AE3-AE1       F1 
AE1-Post|Post-AE1       F1/F2 
AE1-PD|PD-AE1       F1 
AE1-PE|PE-AE1       F1 
AE2-AE3|AE3-AE2       F1/F2 
AE2-Post|Post-AE2       F1 
AE2-PD|PD-AE2       F1 
AE2-PE|PE-AE2       F1 
AE3-Post|Post-AE3       F1 
AE3-PD|PD-AE3       F1 
AE3-PE|PE-AE3       F1 
Post-PD|PD-Post       F1 
Post-PE|PE-Post       F1 
PD-PE|PE-PD       F1 
__ - F2>F1; F3>F2; F3>F1 
 
__ - F2<F1; F3<F2; F3<F1 
 
__ - F2=F1; F3=F2; F3=F1 
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 Mapa 4 (Rede de Repouso 1) 
 
Nº voxels da ROI: 
• Ant – 16 
• AD – 61 
• AE1 – 11 
• AE2 – 9 
• Post – 6 
• PD1 – 15 
• PD2 – 29 
• PE – 11 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mapa 4 
F1/F2 F2/F3 F1/F3 F 
Ant-AD|AD-Ant       F1 
Ant-AE1|AE1-Ant       F1 
Ant-AE2|AE2-Ant       F1 
Ant-Post|Post-Ant       F1 
Ant-PD1|PD1-Ant       F1 
Ant-PD2|PD2-Ant       F1 
Ant-PE|PE-Ant       F1 
AD-AE1|AE1-AD       F1 
AD-AE2|AE2-AD       F1 
AD-Post|Post-AD       F1 
AD-PD1|PD1-AD       F1/F2 
AD-PD2|PD2-AD       F1 
AD-PE|PE-AD       F1 
AE1-AE2|AE2-AE1       F1 
AE1-Post|Post-AE1       F1 
AE1-PD1|PD1-AE1       F1 
AE1-PD2|PD2-AE1       F1 
AE1-PE|PE-AE1       F1 
AE2-Post|Post-AE2       F1 
AE2-PD1|PD1-AE2       F1 
AE2-PD2|PD2-AE2       F1 
AE2-PE|PE-AE2       F1 
Post-PD1|PD1-Post       F1 
Post-PD2|PD2-Post       F1 
Post-PE|PE-Post       F1 
PD1-PD2|PD2-PD1       F1 
PD1-PE|PE-PD1       F1 
PD2-PE|PE-PD2       F1 
__ - F2>F1; F3>F2; F3>F1 
 
__ - F2<F1; F3<F2; F3<F1 
 
__ - F2=F1; F3=F2; F3=F1 
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 3.3.2  Grupo 1: Sujeito 1 (0-back vs 2-back) 
 
 Mapa 1 (Rede de Repouso 2) 
 
 
 
Nº voxels da ROI: 
• Ant – 63 
• AD – 10 
• AE – 15 
• Post – 27 
• PD – 14 
• PE – 12 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mapa 1 
F1/F2 F2/F3 F1/F3 F 
Ant-AD|AD-Ant       F1 
Ant-AE|AE-Ant       F1 
Ant-Post|Post-Ant       F1 
Ant-PD|PD-Ant       F1 
Ant-PE|PE-Ant       F1 
AD-AE|AE-AD       F1 
AD-Post|Post-AD       F1 
AD-PD|PD-AD       F1 
AD-PE|PE-AD       F1 
AE-Post|Post-AE       F1 
AE-PD|PD-AE       F1 
AE-PE|PE-AE       F1 
Post-PD|PD-Post       F1 
Post-PE|PE-Post       F1 
PD-PE|PE-PD       F1 
__ - F2>F1; F3>F2; F3>F1 
 
__ - F2<F1; F3<F2; F3<F1 
 
__ - F2=F1; F3=F2; F3=F1 
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 3.3.3  Grupo 1: Sujeito 2 (2-back vs 0-back) 
 
 Mapa 1 (Rede de Repouso 2) 
 
 
Nº voxels da ROI: 
 
• Ant1 – 7 
• Ant2 – 6 
• AE – 108 
• AD – 29 
• Post – 20 
• PD – 34 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mapa 1 
F1/F2 F2/F3 F1/F3 F 
Ant1-Ant2|Ant2-Ant1       F3 
Ant1-AE|AE-Ant1       F3 
Ant1-AD|AD-Ant1       - 
Ant1-Post|Post-Ant1       F3 
Ant1-PD|PD-Ant1       - 
Ant2-AE|AE-Ant2       F3 
Ant2-AD|AD-Ant2       F3 
Ant2-Post|Post-Ant2       - 
Ant2-PD|PD-Ant2       F3 
AE-AD|AD-AE       F3 
AE-Post|Post-AE       F3 
AE-PD|PD-AE       F3 
AD-Post|Post-AD       F3 
AD-PD|PD-AD       F3 
Post-PD|PD-Post       F3 
__ - F2>F1; F3>F2; F3>F1 
 
__ - F2<F1; F3<F2; F3<F1 
 
__ - F2=F1; F3=F2; F3=F1 
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 Mapa 2 (Rede de Repouso 1) 
 
 
 
Nº voxels da ROI: 
 
• Ant – 8 
• AE1 – 26 
• AE2 – 7 
• AD1 – 18 
• AD2 – 16 
• PD – 61 
• PE – 69 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mapa 2 
F1/F2 F2/F3 F1/F3 F 
Ant-AE1|AE1-Ant       F3 
Ant-AE2|AE2-Ant       F3 
Ant-AD1|AD1-Ant       - 
Ant-AD2|A2-Ant       - 
Ant-PD|PD-Ant       - 
Ant-PE|PE-Ant       F3 
AE1-AE2|AE2-AE1       - 
AE1-AD1|AD1-AE1       F3 
AE1-AD2|AD2-AE1       F3/F1 
AE1-PD|PD-AE1       - 
AE1-PE|PE-AE1       - 
AE2-AD1|AD1-AE2       F3 
AE2-AD2|AD2-AE2       F3 
AE2-PD|PD-AE2       F3 
AE2-PE|PE-AE2       F3 
AD1-AD2|AD2-AD1       - 
AD1-PD|PD-AD1       - 
AD1-PE|PE-AD1       F3 
AD2-PD|PD-AD2       - 
AD2-PE|PE-AD2       F3 
PD-PE|PE-PD       - 
__ - F2>F1; F3>F2; F3>F1 
 
__ - F2<F1; F3<F2; F3<F1 
 
__ - F2=F1; F3=F2; F3=F1 
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Mapa 3 (Rede de Repouso 1) 
 
 
 
Nº voxels da ROI: 
• Ant – 73 
• AE – 16 
• AD – 32 
• Post – 47 
• PD – 51 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mapa 3 
F1/F2 F2/F3 F1/F3 F 
Ant-AE|AE-Ant       F3 
Ant-AD|AD-Ant       F3 
Ant-Post|Post-Ant       F3 
Ant-PD|PD-Ant       F3 
AE-AD|AD-AE       F3 
AE-Post|Post-AE       F3 
AE-PD|PD-AE       F3 
AD-Post|Post-AD       F3 
AD-PD|PD-AD       - 
Post-PD|PD-Post       F3 
__ - F2>F1; F3>F2; F3>F1 
 
__ - F2<F1; F3<F2; F3<F1 
 
__ - F2=F1; F3=F2; F3=F1 
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 3.3.4  Grupo 2: Sujeito 1 
 
 Mapa 1 (Rede de Repouso 3) 
 
 
 
 
Nº voxels da ROI: 
• PD – 165 
• PE – 102 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mapa 1 F1/F2 F2/F3 F1/F3 F 
PD-PE|PE-PD         f1 
__ - F2>F1; F3>F2; F3>F1 
 
__ - F2<F1; F3<F2; F3<F1 
 
__ - F2=F1; F3=F2; F3=F1 
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 Mapa 2 (Rede de Repouso 3) 
 
 
 
 
Nº voxels da ROI: 
• PD – 134 
• Dto1 – 20 
• Dto2 – 13 
• Esq1 – 10 
• Esq2 – 9 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mapa 2 
F1/F2 F2/F3 F1/F3 F 
PD-Dto1|Dto1-PD       F2 
PD-Dto2|Dto2-PD       - 
PD-Esq1|Esq1-PD       - 
PD-Esq2|Esq2-PD       F2 
Dto1-Dto2|Dto2-Dto1       F2 
Dto1-Esq1|Esq1-Dto1       F1/F2 
Dto1-Esq2|Esq2-Dto1       F2 
Dto2-Esq1|Esq1-Dto2       - 
Dto2-Esq2|Esq2-Dto2       F2 
Esq1-Esq2|Esq2-Esq1       F2 
__ - F2>F1; F3>F2; F3>F1 
 
__ - F2<F1; F3<F2; F3<F1 
 
__ - F2=F1; F3=F2; F3=F1 
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 Mapa 3 (Rede de Repouso 4) 
 
 
 
Nº voxels da ROI: 
• Esq – 135 
• Dta – 57 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mapa 3 F1/F2 F2/F3 F1/F3 F 
Esq-Dta|Dta-Esq        F1/F2 
__ - F2>F1; F3>F2; F3>F1 
 
__ - F2<F1; F3<F2; F3<F1 
 
__ - F2=F1; F3=F2; F3=F1 
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Mapa 4 (Rede de Repouso 4) 
 
 
 
 
Nº voxels da ROI: 
• AD – 306 
• AE – 206 
• PE – 33 
• PD - 22 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mapa 4 
F1/F2 F2/F3 F1/F3 F 
AD-AE|AE-AD         F1/F2 
AD-PE|PE-AD       F1/F2 
AD-PD|PD-AD       F1 
AE-PE|PE-AE         F1/F2 
AE-PD|PD-AE       F1/F2 
PE-PD|PD-PE       F1 
__ - F2>F1; F3>F2; F3>F1 
 
__ - F2<F1; F3<F2; F3<F1 
 
__ - F2=F1; F3=F2; F3=F1 
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 Mapa 5 (Rede de Repouso 4) 
 
 
Nº voxels da ROI: 
• AD1 – 128 
• AE1 – 115 
• AD2 – 42 
• Ant – 33 
• AE2 – 15 
• Dto – 9 
• Esq – 7 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mapa 5 
F1/F2 F2/F3 F1/F3 F 
AD1-AE1|AE1-AD1       F1 
AD1-AD2|AD2-AD1       F1 
AD1-Ant|Ant-AD1       F1/F3 
AD1-AE2|AE2-AD1       F1 
AD1-Dto|Dto-AD1       - 
AD1-Esq|Esq-AD1       F1 
AE1-AD2|AD2-AE1       F1 
AE1-Ant|Ant-AE1       - 
AE1-AE2|AE2-AE1       - 
AE1-Dto|Dto-AE1       - 
AE1-Esq|Esq-AE1       F1 
AD2-Ant|Ant-AD2       -  
AD2-AE2|AE2-AD2       F1 
AD2-Dto|Dto-AD2       - 
AD2-Esq|Esq-AD2       F1 
Ant-AE2|AE2-Ant       F3 
Ant-Dto|Dto-Ant       - 
Ant-Esq|Esq-Ant       -  
AE2-Dto|Dto-AE2       F1 
AE2-Esq|Esq-AE2       -  
Dto-Esq|Esq-Dto       - 
__ - F2>F1; F3>F2; F3>F1 
 
__ - F2<F1; F3<F2; F3<F1 
 
__ - F2=F1; F3=F2; F3=F1 
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 Mapa 6 (Rede de Repouso 4) 
 
 
 
 
Nº voxels da ROI: 
• AD – 228 
• AE – 111 
• Dto – 74 
• Esq - 11 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mapa 6 
F1/F2 F2/F3 F1/F3 F 
AD-AE|AE-AD         - 
AD-Dto|Dto-AD         - 
AD-Esq|Esq-AD       - 
AE-Dto|Dto-AE       - 
AE-Esq|Esq-AE       - 
Dto-Esq|Esq-Dto       F1 
__ - F2>F1; F3>F2; F3>F1 
 
__ - F2<F1; F3<F2; F3<F1 
 
__ - F2=F1; F3=F2; F3=F1 
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Mapa 7 (Rede de Repouso 4) 
 
 
 
Nº voxels da ROI: 
• Esq – 101 
• Dto – 69 
• AE – 29 
• AD – 18 
• PE – 17 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mapa 7 
F1/F2 F2/F3 F1/F3 F 
Esq-Dto|Dto-Esq       f1 
Esq-AE|AE-Esq       f1/f2 
Esq-AD|AD-Esq       f1 
Esq-PE|PE-Esq       f1 
Dto-AE|AE-Dto       f1 
Dto-AD|AD-Dto       f1 
Dto-PE|PE-Dto       f1 
AE-AD|AD-AE       f1 
AE-PE|PE-AE       f1 
AD-PE|PE-AD       f1 
__ - F2>F1; F3>F2; F3>F1 
 
__ - F2<F1; F3<F2; F3<F1 
 
__ - F2=F1; F3=F2; F3=F1 
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Mapa 8 (Rede de Repouso 4) 
 
 
 
Nº voxels do ROI: 
• Esq – 98 
• AE – 57 
• Dto – 19 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mapa 8 F1/F2 F2/F3 F1/F3 F 
AE-AE|AE-AE       F1 
AE-Dto|Dto-AE       F1 
AE-Dto|Dto-AE       F1 
__ - F2>F1; F3>F2; F3>F1 
 
__ - F2<F1; F3<F2; F3<F1 
 
__ - F2=F1; F3=F2; F3=F1 
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 Mapa 9 (Rede de Repouso 4) 
 
 
 
 
Nº voxels da ROI: 
• Dto – 98 
• AD – 32 
• Esq – 13 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mapa 9 F1/F2 F2/F3 F1/F3 F 
Dto-AD|AD-Dto       F2 
Dto-Esq|Esq-Dto       - 
AD-Esq|Esq-AD       - 
__ - F2>F1; F3>F2; F3>F1 
 
__ - F2<F1; F3<F2; F3<F1 
 
__ - F2=F1; F3=F2; F3=F1 
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 Mapa 10 (Rede de Repouso 4) 
 
 
 
Nº voxels da ROI: 
• Esq – 144 
• AE1 – 39 
• AD – 37 
• AE2 – 26 
• Dto – 10 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mapa 10 
F1/F2 F2/F3 F1/F3 F 
Esq-AE1|AE1-Esq        F1/F2 
Esq-AD|AD-Esq       F2 
Esq-AE2|AE2-Esq          
Esq-Dto|Dto-Esq       - 
AE1-AD|AD-AE1       F2 
AE1-AE2|AE2-AE1       F2 
AE1-Dto|Dto-AE1       - 
AD-AE2|AE2-AD       F1 
AD-Dto|Dto-AD       F1/F2 
AE2-Dto|Dto-AE2       F1 
__ - F2>F1; F3>F2; F3>F1 
 
__ - F2<F1; F3<F2; F3<F1 
 
__ - F2=F1; F3=F2; F3=F1 
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 3.3.5  Grupo 2: Sujeito 2 
 
 Mapa 1 (Rede de Repouso 3) 
 
 
Nº voxels da ROI: 
• PD – 179 
• PE – 107 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mapa 1 
F1/F2 F2/F3 F1/F3 F 
PD-PE|PE-PD       F1/F2 
__ - F2>F1; F3>F2; F3>F1 
 
__ - F2<F1; F3<F2; F3<F1 
 
__ - F2=F1; F3=F2; F3=F1 
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 Mapa 2 (Rede de Repouso 4) 
 
 
 
Nº voxels da ROI: 
• AE – 20 
• AD – 13 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mapa 2 
F1/F2 F2/F3 F1/F3 F 
AE-AD|AD-AE       F2/F3 
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 Mapa 3 (Rede de Repouso 4) 
 
 
 
Nº voxels da ROI: 
• AE– 161 
• AD1– 149 
• AD2– 22 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mapa 3 F1/F2 F2/F3 F1/F3 F 
AE-AD1|AD1-AE       F2 
AE-AD2|AD2-AE       F2 
AD1-AD2|AD2-AD1       F2 
__ - F2>F1; F3>F2; F3>F1 
 
__ - F2<F1; F3<F2; F3<F1 
 
__ - F2=F1; F3=F2; F3=F1 
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 Mapa 4 (Rede de Repouso 4) 
 
 
 
Nº voxels da ROI: 
• Dto – 199 
• Esq – 209 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mapa 4 F1/F2 F2/F3 F1/F3 F 
Dto-Esq|Esq-Dto         - 
__ - F2>F1; F3>F2; F3>F1 
 
__ - F2<F1; F3<F2; F3<F1 
 
__ - F2=F1; F3=F2; F3=F1 
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 Mapa 5 (Rede de Repouso 4) 
 
 
Nº voxels da ROI: 
• Post – 14 
• Dto – 145 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mapa 5 
F1/F2 F2/F3 F1/F3 F 
Post-Dto|Dto-Post         F1/F2 
__ - F2>F1; F3>F2; F3>F1 
 
__ - F2<F1; F3<F2; F3<F1 
 
__ - F2=F1; F3=F2; F3=F1 
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4. DISCUSSÃO 
 
4.1  ANÁLISE DA DEFINIÇÃO ANATÓMICA DAS REDES DE REPOUSO 
 
 As metodologias e análise adoptadas permitiram a identificação de 4 Redes de Repouso 
distintas. A localização geral de cada ROI constituinte de uma dada rede parece ser 
aproximadamente reprodutível entre sujeitos, uma vez que as mesmas redes foram 
identificadas em cortes cerebrais idênticos.  
 Como o número de cortes é reduzido, para evitar o fenómeno de alias da frequência 
respiratória e cardíaca, não se poderia excluir a hipótese de algumas redes do Grupo 1 e do 
Grupo 2 constituírem uma única rede, identificável caso tivesse sido efectuada uma aquisição 
completa do cérebro. No entanto, estudos anteriores que incluíam cortes em todo o cérebro 
revelaram Redes de Repouso semelhantes, nomeadamente com as RSNs (De Luca et al., 06) e 
a DMN (Greicius et al.,03) 
 A Rede de Repouso 1, apresenta uma boa concordância com a RSN4, cuja 
predominância reside também no córtex dorso-parietal e pré-frontal lateral (Fig. 12). Nesta 
concordância distinguem-se, em particular, os mapas 1 e 4 do sujeito 1 do Grupo 1. O mapa 2 
do sujeito 2 do mesmo grupo também parece indicar uma boa semelhança, apesar da análise 
de coerência deste mapa, apresentar ainda um número significativo de regiões entre as quais 
não foi possível determinar uma frequência predominante.  
 A Rede de Repouso 2 parece constituir a RSN2, que também equivale à Default Mode 
Network. O mapa que se obteve no sujeito 1 é muito similar ao publicado por Greicius et al. 
(2003), que havia sido extraído com base no mesmo paradigma de memória de trabalho (Fig. 
13). Caso tal não acontecesse, poderia questionar-se a metodologia adoptada, uma vez que 
para o sujeito 2 do mesmo grupo, a análise 0-back vs 2-back não revelou nenhum mapa de 
conectividade consistente. Assim sendo, a origem desta diferença poderá residir nalguma falha 
durante a realização da tarefa, uma vez que os sujeitos são diferentes e não foi utilizada 
nenhuma forma rígida de controlo da correcta realização das tarefas. 
 Considerou-se também o mapa 3 do sujeito 2 como representativo da Rede de Repouso 
2 porque, ao contrário dos restantes mapas da análise 2-back vs 0-back, apresenta uma ROI 
posterior mais demarcada nos cortes inferiores da aquisição, (característica da RSN2).  
 A Rede de Repouso 3 apresenta uma localização maioritariamente occipital, 
assemelhando-se à RSN1 e à rede occipital descrita por Thirion et al. (2006) (Fig. 14). 
 Relativamente à Rede de Repouso 4, esta pode eventualmente ainda ser dividida em 
duas Redes distintas, que designaremos por Rede de Repouso 4A e 4B. A Rede 4A (mapas 4-7 
do sujeito 1 e 2-3 do sujeito 2) apresenta ROIs predominantes na zona temporal anterior e pré-
frontal dorsal (AD/AE), que se assemelham à RSN3 (Fig. 15a e 15c). Uma melhor comparação 
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com a RSN referida seria possível caso tivesse havido uma maior cobertura cerebral dos dados 
para análise, uma vez que a RSN3 apresenta ROIs centrais dominantes em cortes superiores. A 
Rede 4B (mapas 3,8-10 do sujeito 1 e 4-5 do sujeito 2), distingue-se pelo domínio das regiões 
posteriores laterais do córtex temporal (Esq, Drt), alguns dos mapas têm semelhança com a 
RSN5 mas no geral não existe uma equivalência significativa (Fig. 15b, 15d e 15e).  
 Apesar de se encontrarem Redes de Repouso semelhantes entre os sujeitos de cada 
grupo, as localizações das regiões que as constituem apresentam diferenças sensíveis de sujeito 
para sujeito. Esta diferença na localização das ROIs de uma dada rede pode estar relacionada 
com diferentes características na aquisição dos dados como na razão sinal ruído ou no 
movimento, além das diferenças na anatomia e plasticidade neuronal de cada sujeito. Razões 
pelas quais a definição de ROIs com base em templates pré-existentes é menos fiável e viável, 
como se evidencia pela ausência de mapas de correlação criados com base na série temporal 
de ROIs do template AAL. 
 
 
 
a.   b.  
 
Fig. 12 – Comparação entre a Rede de Repouso 1 (a) e a RSN4 descrita por De Luca et al. 1996 (b). 
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a.      b.  
 
c.   
 
Fig. 13 - Comparação entre a Rede de Repouso 2 (a), a Default Mode Network descrita por Greicius et. al. 2003 (b) e a 
RSN2 descrita por De Luca et al. 1996 (c). 
 
 
 
a.  b.  
 
Fig. 14 - Comparação entre a Rede de Repouso 3 (a) e a RSN1 descrita por De Luca et al. 1996 (b). 
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a.      b.  
 
 c.        d.  
 
       e.  
 
 
Fig. 15 - Comparação entre a Rede de Repouso 4A (a) e a Rede de Repouso 4B (b) e a RSN3 (c) e RSN5 (d,e) descritas 
por De Luca et al. 1996, sendo que a figura D corresponde a análise de um único sujeito e a figura E equivale a análise 
de 10 sujeitos. 
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4.2  ANÁLISE EM FREQUÊNCIA DAS REDES DE REPOUSO 
 
 A variabilidade entre sujeitos verifica-se também na análise de coerência. Observou-se 
que a frequência com maior valor de coerência (frequência predominante) difere entre os 
sujeitos. Como a coerência depende do espectro de potências, este resultado está em 
consonância com publicações recentes (Thirion et al., 06; Niazy et al., 06) em que foi reportada 
uma variabilidade do espectro de potências entre sujeitos. 
  Por sua vez, para a resolução aplicada, os resultados não revelaram diferenças 
significativas, ao nível da frequência, que permitam a distinção das várias Redes de Repouso. 
Uma vez que, para cada sujeito, a frequência com maior coerência (frequência predominante) 
mantém-se para as várias Redes.  
 Quando comparados os resultados do Grupo 2 com o Grupo 1, observa-se que nas 
redes de repouso do Grupo 2 (PICA) é menos comum destacar uma única frequência 
dominante, particularmente na Rede de Repouso 4. Tal pode indicar a coexistência, nestas 
redes, de diversas frequências, eventualmente com relevância fisiológica. Em particular, uma 
vez que se observou, na secção anterior, que a Rede 4 poderia englobar dois tipos de redes 
distintas. Poderia também justificar-se parcialmente pela utilização quase directa das ROIs 
extraídas da PICA. Apesar de ser terem utilizado apenas os voxels que apresentavam um valor 
estatístico superior ao limiar de 0.95, verificou-se que nem todos os voxels de uma dada região 
se encontravam no cérebro. Por exemplo, o sujeito 2 do Grupo 2 apresenta algumas ROIs que 
contêm voxels no cerebelo. Para uma melhoria da significância estatística dos resultados, 
sugere-se a utilização de uma máscara em que apenas os voxels com uma probabilidade 
elevada de estarem presentes na substância cinzenta do cérebro sejam utilizados. No entanto, 
uma vez que este procedimento também não foi efectuado para os sujeitos do Grupo 1, em que 
os resultados a este nível foram mais consistentes e considerando que, mesmo alguns dos 
mapas com as regiões anatomicamente mais plausíveis do Grupo 2, apresentavam resultados 
pouco definidos ao nível da frequência, tal não foi determinante para esta análise. Estes 
resultados poderiam indicar uma limitação da definição da PICA relativamente à análise de 
correlação mas, uma vez que as duas metodologias não foram aplicadas aos mesmos dados, tal 
não se pode concluir, sendo uma sugestão para análises futuras. 
 Observou-se também que, para um número significativo de pares de regiões de 
interesse, da análise estatística aplicada aos valores de coerência nas 3 bandas de frequência, 
não se concluiu a existência de qualquer frequência dominante (por exemplo no mapa 1 do 
Grupo 2, a análise das regiões Ant1/AD, Ant1/PD e Ant2/Post). Não se revelou, para estas 
regiões, nenhuma tendência quer ao nível da localização, quer ao nível do número de voxels 
que as constituem. O sujeito 1 do Grupo 1 foi o único sujeito que não apresentou, em nenhum 
dos mapas, este tipo de resultados. Mais sujeitos teriam que ser analisados para concluir se a 
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frequência dominante ao nível das muito baixas frequências (F1) constitui ou não um factor. 
Este tipo de análise poderá ser indicativa da qualidade da definição das ROIs de cada rede, no 
sentido em que regiões com resultados de coerência consistentes entre as 3 bandas de 
frequência constituem melhores candidatos a integrarem uma rede neuronal de repouso. Como 
tal, na secção dos Resultados, ao escolher os mapas representativos de cada Rede de Repouso, 
considerou-se não só a localização anatómica como os resultados da análise de coerência.  
 Em análises futuras, poderia também utilizar-se um método adicional para a definição 
de Redes de Repouso com base na coerência. Alternativamente à análise de correlação 
efectuada sobre as ROIs primárias do Grupo 1, aplicar uma análise de coerência entre a série 
temporal média dos voxels da ROI primária e os restantes voxels cerebrais nas três bandas de 
frequências de análise. Este método teria a vantagem adicional de, ao contrário do que ocorre 
para análises de correlação, a coerência estimar a relação linear invariante no tempo entre duas 
séries temporais. 
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5. CONCLUSÃO 
 
 O presente trabalho incidiu sobre a extracção e análise em frequência de redes 
neuronais características do estado de repouso em aquisições de fMRI.  
 Salientam-se os seguintes aspectos metodológicos:  
(i) aplicação de dois métodos distintos para extracção de redes de repouso – com 
base na análise de correlação e na análise PICA;  
(ii) aquisições com TR curtos, para permitir uma melhor resolução em frequência;  
(iii) avaliação dos parâmetros de aplicação do periodograma modificado de Welch 
para definição rigorosa da resolução em frequência dos espectros de potência, 
tendo-se definido três bandas distintas para análise de coerência                        
[0-0,025;0,025-0,05;0,05-0,075]Hz; 
(iv) implementação do método descrito em Amjad et al. (1997) e da estatística de 
Wilcoxon para a análise estatística dos valores de coerência nas três bandas 
das baixas frequências entre as regiões constituintes de cada Rede de Repouso; 
(v) criação de rotinas em Matlab para implementação/optimização de tempo dos 
procedimentos necessários na análise de coerência e análise estatística 
adoptadas. 
 Os resultados revelaram variabilidade da frequência dominante entre sujeitos. Enquanto 
que para um mesmo sujeito, observou-se uma consistência significativa da frequência 
dominante entre as várias redes de repouso. Relativamente à sua localização, as várias Redes 
de Repouso apresentavam semelhanças com outras redes já descritas na literatura.  
 Sugere-se que a análise de coerência (e subsequente análise estatística) aplicada neste 
estudo possa constituir uma ferramenta auxiliar relevante na selecção das regiões constituintes 
de cada Rede de Repouso. Uma vez que o estado de repouso não é um estado bem definido e 
que cada metodologia aplicada para a extracção das redes apresenta características específicas, 
é de se incidir na reprodutibilidade e similaridade dos resultados intra-sujeito após diferentes 
estratégias de processamento.  
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7. ANEXOS 
 
7.1  RESULTADOS ESTATÍSTICOS POR SUJEITO 
 As tabelas seguintes apresentam os valores estatísticos obtidos para cada mapa. F1, F2 
e F3 correspondem respectivamente às frequências 0.025 Hz, 0.050 Hz e 0.075 Hz. 
 As colunas da tabela podem ser interpretadas da seguinte forma: 
  - nº vox ROI: número de voxels que constituem a ROI. 
  - N: número de voxels que foram considerados para a análise estatística após 
exclusão dos voxels que não alcançam o limiar de coerência descrito na secção 2.5.1. 
  - Hα,n=0.05 ou tα,∞=0.05: valor crítico (direccional) para a estatística de 
Wilcoxon e a aproximação à distribuição de t-student (para os casos em que N é superior a 
100), respectivamente. Valores tabelados de acordo com bibliografia (Zar, 98).  
  - t+: valor estatístico t+. 
  - W+: valor estatístico W+. 
  - W-: valor estatístico W-. 
  - FA=FB: valores de coerência para a frequência FA são estatisticamente 
equivalentes aos valores de coerência para a frequência FB (A,B=1,2,3). 
  - FB>FA: valores de coerência para a frequência FA são estatisticamente 
inferiores aos valores de coerência para a frequência FB (A,B=1,2,3). 
  - FB<FA: valores de coerência para a frequência FA são estatisticamente 
superiores aos valores de coerência para a frequência FB (A,B=1,2,3). 
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