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which only the strain with the maximum basic reproductive number exists is globally
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1. Introduction
One of the important principles in both theoretical epidemiology and biology is the “competitive exclusion principle”,
in which two (or more) species compete for shared resources but only the more proﬁcient survives, and the number of
coexisting species does not exceed the number of available resources [23].
The validity of the principle has been proved for many epidemic models. For example, in [6], an epidemic model which
has n classes of infected individuals showed that strains with differing levels of virulence die out asymptotically except
for one that optimizes the basic reproduction number. Thus, usually, classical competition models of strains show that
coexistence of multi-strains is impossible (i.e., the competitive exclusion occurs) if one strain gives complete cross-immunity
against all strains to its host. However, the coexistence becomes possible if some of assumptions of the model are changed.
For instance, the coexistence is impossible if density-dependence operates only in host’s birth rate [6,29], but surprisingly it
becomes possible if host’s death rate is density-dependent [1,2,4]. Furthermore, superinfections and coinfections can lead to
the coexistence of different viral strains [5,11,26]. Thus, many researchers have investigated the competitive exclusion and
coexistence of viral strains in single host model. On the other hand, in multiple host model, there are also many papers
about the competitive exclusion and coexistence, in particular, concerned with sexually transmitted disease [8–10,22]. In
the multiple host case, the coexistence of viral strains is usually possible because the multiplicity creates “refuges” for each
strain. In [27], H.R. Thieme presents a broader overview for competition and coexistence of viral strain over the existing
literature.
In this paper, we construct a generalized epidemic model which has n classes of infected and recovered individuals in the
context of single host population which differs from the previous models discussed in [1,2,6]. By using the next generation
matrix theory [28], we derive basic reproduction number for each strain. The maximum basic reproduction number of
them determines the local stability of equilibria of our model. Furthermore, by applying an average Lyapunov function
theorem (Theorem A.2) [7,14–16] and some dynamical system theory (Theorem A.3) [12], we show that the equilibrium in
which only the strain with the maximum basic reproduction number exists is globally asymptotically stable. This result is
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Table 1
Summary of parameter deﬁnition.
Symbol Parameter deﬁnition
1/μ Individual life expectancy
α j − μ Disease-induced per capita death rate of I j
η j − μ Immunity-induced per capita death rate of R j
1/λ j Mean length of infectious period of I j
1/γ j Mean length of immune period of R j
φ j Failed rate of immunization
δ j Relapse rate of disease associated with strain j
ε j Vaccination rate
anticipated by H.J. Bremermann and H.R. Thieme in their 1989 paper [6] where they showed that the equilibrium is locally
stable (although they globally showed the competitive exclusion principle).
2. The model
We construct a generalized SIRS epidemic model with n-strain (see Fig. 1):
S ′ = b(N) −
(
μ +
n∑
j=1
ε j
)
S −
n∑
j=1
C j(N)I j S +
n∑
j=1
φ j I j +
n∑
j=1
γ j R j,
I ′j = C j(N)I j S − (α j + φ j + λ j)I j + δ j R j,
R ′j = λ j I j − (η j + γ j + δ j)R j + ε j S ( j = 1, . . . ,n). (1)
This model has 2n + 1 variables: S , I j and R j represent the population size of susceptible individuals, infected individuals
with strain j and recovered individuals from I j , respectively ( j = 1, . . . ,n). The total number of individuals is given in
N = S +
n∑
j=1
I j +
n∑
j=1
R j .
b(N) denotes birth rate of susceptible individuals and b(N) is a C1 class function on [0,∞), b(N(t)) > 0 for all t  0
with restricted initial value N(0). Because we assume a complete cross-immunity, no superinfection and no coinfection
in (1), a force of infection is represented by C j(N)I j . Here C j(N) = β j or β j/N for all j but βi = β j (i = j). We mention
that in a case of environmentally transmitted disease and sexually transmitted disease one normally assumes C j(N) =
β j and C j(N) = β j/N , respectively. Thus, we assume that the force of infection is bilinear incidence (density-dependent
transmission) or standard incidence (frequency-dependent transmission).
The parameters μ,α j, η j > 0 ( j = 1, . . . ,n and α j max{μ,η j}) are death rate of susceptible individuals, infected in-
dividuals with strain j and recovered individuals from I j , respectively. Furthermore, for susceptible individuals, ε j is the
vaccination rate of strain j (we assume that the vaccination also induces the complete cross-immunity against all strains).
For infected individuals, φ j is the failed rate of immunization and λ j is the recovery rate from I j . For recovered individuals,
γ j is the loss rate of the immunity and δ j is the rate of relapse of disease associated with strain j (see Table 1).
Thus, we extend the epidemic model in [6] including n recovered classes from corresponding infected class, several
other transitions between the S , I j and R j classes, and different transmission form such as standard incidence (although
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many complications to lead to a general basic reproduction number). The extension of SIRS model is very important in
a theoretical epidemiology and mathematical biology because many infectious diseases have various mutant strains and
routes of infection. In order to understand a qualitative behavior of disease spread, ﬁnd an important route which complexes
disease transition, investigate an evolution of viral virulence and evaluate an effectively of intervention strategies and so on,
it is necessary to switch from an SIR model to our extended SIRS model. Actually there are many factors that contribute to
the persistence or exclusion of multiple viral strains and we cannot verify the factors in real world. Mathematical modeling
and model analysis are very much needed for deeper understanding and as a theoretical laboratory to devise control and
management strategies [13,27]. Our extended model might be used in comparing, planning, and implementing various
models, prevention policies, and control programs, contribute to the design and analysis of epidemiological surveys, make
general forecasts, and estimate an uncertainty in forecasts.
3. Results
In order to investigate which viral strain beats the other strains and persists, we derive the basic reproduction number
of each viral strain and analyze the local and global stability of equilibria.
3.1. Basic reproduction numbers
A measure of transmissibility and of the stringency of control policies necessary to stop an epidemic is the basic re-
production number, which is the number of secondary cases produced by each primary case [3]. We obtain the basic
reproduction number of each viral strain by using the next generation matrix theory [28].
Assume δkεk = 0 but δk + εk  0 for 1 k n, then a disease free equilibrium of model (1)
E0 =
(
S0,0, R01,0, R
0
2, . . . ,0, R
0
n
)
can exist (if εk > 0, then R0k > 0; otherwise R
0
k = 0). We deﬁne an order of the state variables, e.g., I1, R1, . . . , S . Let
F=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
C1(N)I1S
0
C2(N)I2S
0
...
Cn(N)In S
0
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and
V=
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
(α1 + φ1 + λ1)I1 − δ1R1
(η1 + δ1 + γ1)R1 − λ1 I1 − ε1S
...
(αn + φn + λn)In − δnRn
(ηn + δn + γn)Rn − λn In − εn S
(μ +∑nj=1 ε j)S +∑nj=1 C j(N)I j S −∑nj=1 φ j I j −∑nj=1 γ j R j − b(N)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
We assume that all eigenvalues of linearized system of (1) at E0 have negative real parts if F is set to zero (i.e., C j(N)I j S = 0
( j = 1, . . . ,n)). For example, this assumption holds when we choose a constant b(N). More general, if ∂b/∂ S|E0 < μ,
∂b/∂ I j |E0 < α j , ∂b/∂R j |E0 < η j ( j = 1, . . . ,n), then this assumption holds.
We remark that δk and εk are assumed to be not positive simultaneously. That is, if δk > 0, then εk = 0 but if εk > 0,
then δk = 0. Moreover deﬁne, for 1 i, j m,
F =
[
∂Fi
∂x j
∣∣∣∣
E0
]
, V =
[
∂Vi
∂x j
∣∣∣∣
E0
]
.
The infected compartments are I1, R1, . . . , In, Rn , giving m = 2n, hence a straightforward calculation gives
F =
⎛
⎜⎜⎜⎜⎜⎝
∂C1(N)I1 S
∂ I1
∣∣
E0
∂C1(N)I1 S
∂R1
∣∣
E0
· · · ∂C1(N)I1 S
∂ In
∣∣
E0
∂C1(N)I1 S
∂Rn
∣∣
E0
0 0 · · · 0 0
...
...
...
...
...
∂Cn(N)In S
∂ I1
∣∣
E0
∂Cn(N)In S
∂R1
∣∣
E0
· · · ∂Cn(N)In S
∂ In
∣∣
E0
∂Cn(N)In S
∂Rn
∣∣
E0
⎞
⎟⎟⎟⎟⎟⎠0 0 · · · 0 0
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⎛
⎜⎜⎜⎜⎜⎝
∂C1(N)I1 S
∂ I1
∣∣
E0
0 · · · 0 0
0 0 · · · 0 0
...
...
. . .
...
...
0 0 · · · ∂Cn(N)In S
∂ In
∣∣
E0
0
0 0 · · · 0 0
⎞
⎟⎟⎟⎟⎟⎠
and
V =
⎛
⎜⎜⎜⎜⎝
α1 + λ1 + φ1 −δ1 · · · 0 0
−λ1 η1 + δ1 + γ1 · · · 0 0
...
...
. . .
...
0 0 · · · αn + λn + φn −δn
0 0 · · · −λn ηn + δn + γn
⎞
⎟⎟⎟⎟⎠ ,
giving
V−1 = 1∏n
j=1{(α j + φ j + λ j)(η j + δ j + γ j) − δ jλ j}
⎛
⎜⎜⎜⎜⎝
♣1 ♦1 · · · 0 0
♥1 ♠1 · · · 0 0
...
...
. . .
...
...
0 0 · · · ♣n ♦n
0 0 · · · ♥n ♠n
⎞
⎟⎟⎟⎟⎠
where
♣k = (ηk + δk + γk)
n∏
j=1, j =k
{
(α j + φ j + λ j)(η j + δ j + γ j) − δ jλ j
}
,
♦k = λk
n∏
j=1, j =k
{
(α j + φ j + λ j)(η j + δ j + γ j) − δ jλ j
}
,
♥k = δk
n∏
j=1, j =k
{
(α j + φ j + λ j)(η j + δ j + γ j) − δ jλ j
}
,
♠k = (αk + φk + λk)
n∏
j=1, j =k
{
(α j + φ j + λ j)(η j + δ j + γ j) − δ jλ j
}
.
Therefore, we obtain the maximum basic reproduction number among viral strains
R0 = σ
(
FV−1
)= max
k∈{1,...,n}
Rk
where σ(Q) denotes the spectral radius of a matrix Q and
Rk = ηk + δk + γk
(αk + φk + λk)(ηk + δk + γk) − λkδk
∂Ck(N)Ik S
∂ Ik
∣∣∣∣
E0
which represents the basic reproduction number of the strain k. In this study, we assume that Ri =R j (i = j).
Here we mention the biological meaning of (ηk + δk + γk)/((αk + φk + λk)(ηk + δk + γk) − λkδk) as follows: Let
h1 = λk
αk + λk + φk , h2 =
δk
ηk + δk + γk .
We remark that h1 is a fraction which infectious individuals progress to compartment Rk and h2 is a fraction which recov-
ered individuals re-enter compartment Ik . Hence, a fraction 1 of infectious individuals passes through compartment Ik at
least once, a fraction h2h1 passes through compartment Ik at least twice, and a fraction h
k−1
2 h
k−1
1 passes through compart-
ment Ik at least k times, spending on average of τ = 1/(αk + φk + λk) time units in compartment Ik on each pass. Thus, an
individual introduced into compartment Ik spends, on average,
τ
(
1+ h1h2 + h21h22 + · · ·
)= τ
1− h1h2 =
1
αk + λk + φk
1
1− λkαk+λk+φk
δk
ηk+δk+γk
= ηk + δk + γk
(αk + λk + γk)(ηk + δk + γk) − λkδk
time units in compartment Ik over its expected lifetime.
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The local stability of E0 is governed by the theory in [28]. That is, if R0 < 1, then E0 is locally asymptotically stable
(LAS). But if R0 > 1, then E0 is unstable.
We, here, investigate the stability conditions of the strain k equilibrium
Ek =
(
S+k ,0, . . . ,0, I
+
k , R
+
k ,0, . . . ,0
)
under δ j = ε j = 0 (∀ j = k), δkεk = 0 and δk + εk  0. At this equilibrium only strain k exists and other strains die out.
Without loss of generality, let k = 1. Actually, we consider the following the n-strain epidemic model:
S ′ = b(N) − (μ + ε1)S −
n∑
j=1
C j(N)I j S +
n∑
j=1
φ j I j +
n∑
j=1
γ j R j,
I ′1 = C1(N)I1S − (α1 + φ1 + λ1)I1 + δ1R1,
R ′1 = λ1 I1 − (η1 + γ1 + δ1)R1 + ε1S,
I ′j = C j(N)I j S − (α j + φ j + λ j)I j,
R ′j = λ j I j − (η j + γ j)R j ( j = 2, . . . ,n). (2)
In this model, the effect of relapse of infection and vaccination are set to zero except the ﬁrst strain (i.e., δ j = 0 and ε j = 0
for j = 2, . . . ,n). Furthermore, we assumed that δ1ε1 = 0 and δ1 + ε1  0. We remark that this system, in general, cannot
have equilibrium besides E0, E1, . . . , En for some reasonable b(N) such as b(N) = b, b(N) = b + cN(1 − N/K ) and so on
because of Ri =R j (i = j). The Jacobian matrix of the vector ﬁeld corresponding to system (2) is
J =
⎛
⎜⎜⎜⎜⎜⎜⎝
−(μ + ε1) φ1 γ1 · · · φn γn
0 −(α1 + φ1 + λ1) δ1 · · · 0 0
ε1 λ1 −(η1 + γ1 + δ1) · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · −(αn + φn + λn) 0
0 0 0 · · · λn −(ηn + γn)
⎞
⎟⎟⎟⎟⎟⎟⎠
+
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
−∑nj=1 ∂C j I j S∂ S −∑nj=1 ∂C j I j S∂ I1 −∑nj=1 ∂C j I j S∂R1 · · · −∑nj=1 ∂C j I j S∂ In −∑nj=1 ∂C j I j S∂Rn
∂C1 I1 S
∂ S
∂C1 I1 S
∂ I1
∂C1 I1 S
∂R1
· · · ∂C1 I1 S
∂ In
∂C1 I1 S
∂Rn
0 0 0 · · · 0 0
...
...
...
. . .
...
...
∂Cn In S
∂ S
∂Cn In S
∂ I1
∂Cn In S
∂R1
· · · ∂Cn In S
∂ In
∂Cn In S
∂Rn
0 0 0 · · · 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
+
⎛
⎜⎜⎜⎜⎜⎜⎝
∂b
∂ S
∂b
∂ I1
∂b
∂R1
· · · ∂b
∂ In
∂b
∂Rn
0 0 0 · · · 0 0
0 0 0 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 0 0
0 0 0 · · · 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
.
For (2), let J evaluated at E1 be J (E1),
A1 = ∂C1(N)I1S
∂ S
∣∣∣∣
E1
, B1 = ∂C1(N)I1S
∂ I1
∣∣∣∣
E1
, D1 = −∂C1(N)I1S
∂R1
∣∣∣∣
E1
,
and
GS1 =
∂b(N)
∂ S
∣∣∣∣
E1
, GI1 =
∂b(N)
∂ I1
∣∣∣∣
E1
, GR1 =
∂b(N)
∂R1
∣∣∣∣
E1
.
Furthermore, we can obtain the following relations:
∂C j(N)I j S
∂ S
∣∣∣∣ = 0 ( j = 1),
E1
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∂ Ih
∣∣∣∣
E1
= 0 ( j = h, j = 1),
∂C j(N)I j S
∂Rh
∣∣∣∣
E1
= 0 ( j = 1).
From these relations and a tedious calculation, we can calculate
det
(
pI − J (E1)
)=
∣∣∣∣∣
p + μ + ε1 + A1 − GS1 −φ1 + B1 − GI1 −γ1 − D1 − GR1−A1 p + α1 + λ1 + φ1 − B1 −δ1 + D1
−ε1 −λ1 p + η1 + γ1 + δ1
∣∣∣∣∣
×
n∏
j=2
(
p + α j + φ j + λ j − ∂C j(N)I j S
∂ I j
∣∣∣∣
E1
)
(p + η j + γ j). (3)
We can obtain some relations in the basic reproduction numbers as shown by the following lemma.
Lemma 3.1. Suppose that δ1ε1 = 0 and δ1 + ε1  0. For j = 1,
∂C j(N)I j S
∂ I j
∣∣∣∣
E1
− (α j + φ j + λ j) < 0 ⇐⇒ R1 >R j .
Proof. Consider the case where δ1 > 0 and ε1 = 0. Since
C1
(
N+1
)
I+1 S
+
1 − (α1 + φ1 + λ1)I+1 + δ1R+1 = 0,
λ1 I
+
1 − (η1 + γ1 + δ1)R+1 = 0,
we show
C1(N
+
1 )I
+
1 S
+
1
I+1
= (α1 + φ1 + λ1)(η1 + γ1 + δ1) − λ1δ1
η1 + γ1 + δ1 .
We remark that
∂C j(N)I j S
∂ I j
∣∣∣∣
E1
= β j
β1
C1(N
+
1 )I
+
1 S
+
1
I+1
= β j
β1
(α1 + φ1 + λ1)(η1 + γ1 + δ1) − λ1δ1
η1 + γ1 + δ1 .
From these relations, we can conclude that
∂C j(N)I j S
∂ I j
∣∣∣∣
E1
− (α j + φ j + λ j) < 0
⇐⇒ β1(η1 + γ1 + δ1)
(α1 + φ1 + λ1)(η1 + γ1 + δ1) − λ1δ1 >
β j
α j + φ j + λ j
⇐⇒ R1 >R j .
In a similar manner, we can show the case where δ1 = 0 and ε1  0. 
Herein, the local stability of E1 is guaranteed by the following theorem.
Theorem 3.1. Suppose that δ1ε1 = 0, δ1 + ε1  0 and E1 exists in R2n+1+ . If all real parts of the roots given by the determinant term
of (3) are negative andR1 =R0 , then E1 is LAS. However ifR1 =R0 , then E1 is unstable.
Proof. If R1 =R0, then from Lemma 3.1, all real parts of the roots of (3) are negative. This implies that E1 is LAS.
When R1 =R0, let Rk =R0. In this case, ∂Ck(N)Ik S/∂ Ik|E1 − (αk + φk + λk) > 0 because of Lemma 3.1. This implies
that E1 is unstable. 
Remark 3.1. If Rk  1, then Ek /∈ R2n+1+ (k = 1, . . . ,n).
Remark 3.2. The condition for all the roots given by the determinant term of (3) having negative real parts is referred to
Theorem A.1.
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has a positive eigenvalue ∂C1(N)I1S/∂ I1|Ek − (α1 + φ1 + λ1) > 0 by a similar calculations of Lemma 3.1. On the other hand,
if ε1 = 0, then we can show that
det
(
pI − J (Ek)
)= ∣∣(2n− 1) × (2n− 1)-matrix∣∣
×
{(
p + α1 + φ1 + λ1 − ∂C1(N)I1S
∂ I1
∣∣∣∣
Ek
)
(p + η1 + γ1 + δ1) − λ1δ1
}
= ∣∣(2n− 1) × (2n− 1)-matrix∣∣× (p2 + a1p + a2)
where
a1 = α1 + φ1 + λ1 − ∂C1(N)I1S
∂ I1
∣∣∣∣
Ek
+ η1 + γ1 + δ1,
a2 =
(
α1 + φ1 + λ1 − ∂C1(N)I1S
∂ I1
∣∣∣∣
Ek
)
(η1 + γ1 + δ1) − λ1δ1.
From α1 + φ1 + λ1 − ∂C1(N)I1S/∂ I1|Ek < 0, it is clear that a2 < 0. From the Routh–Hurwitz criterion, det(pI − J (Ek)) = 0
always has a positive real root. Therefore, we obtain the following theorem.
Theorem 3.2. Suppose that δ1ε1 = 0, δ1 + ε1  0 and Ek exists in R2n+1+ . IfR1 =R0 , then Ek is unstable for k = 1.
3.3. Global stability of equilibria
In order to avoid a mathematical diﬃculty (we neglect the effect of relapse of infection), we consider the following
n-strain epidemic model:
S ′ = b(N) −
(
μ +
n∑
j=1
ε j
)
S −
n∑
j=1
β j I j
N
S +
n∑
j=1
φ j I j +
n∑
j=1
γ j R j,
I ′j =
β j I j
N
S − (α j + φ j + λ j)I j,
R ′j = λ j I j − (η j + γ j)R j + ε j S ( j = 1, . . . ,n). (4)
Here we assume that b(N) has its superior value bsup and inferior value binf > 0. Other assumptions for this system are the
same as (1). We remark that we choose C j(N) = β j/N but it is not essence of our proof. Even if we choose C j(N) = β j , we
can prove the main theorem in a similar manner (see Remark 3.5).
For convenience, let R1 <R2 < · · · <Rn without loss of generality. Therefore, R0 =Rn in this section (although we
assumed that R0 =R1 in the last section). If 1 >R0, ε j = 0 ( j = 1, . . . ,n) and one-dimensional system S ′ = b(S) − μS
has an global stable equilibrium, then it is clear that E0 is globally asymptotically stable (GAS) by Theorem A.1 in [17]
(b(S) = b(N)|I j=R j=0, j=1,...,n).
We, here, prove that En in which only the strain with the maximum basic reproduction number exists is GAS if 1 <
R0 =Rn by using average Lyapunov function theorem and some dynamical system theory (see [14–16], Theorem A.2 and
Theorem A.3). Assume that this system has n+ 1 equilibria:
E0 =
(
S0,0, R01,0, R
0
2, . . . ,0, R
0
n
)
,
Ek =
(
S+k ,0, R
+
1k, . . . , I
+
k , R
+
kk, . . . ,0, R
+
nk
)
where
S+k
N+k
= 1Rk
S0
N0
(k = 1, . . . ,n).
Here Rk = βk S0/(αk + φk + λk)N0, N0 = S0 +∑nj=1 R0j and N+k = S+k + I+k +∑nj=1 R+jk . Moreover if ε j > 0, then R0j > 0
and R+jk > 0; otherwise R
0
j = 0 and R+jk = 0 ( j = 1, . . . ,n) except for R+kk > 0. From direct calculations, if b(N) = μS +∑n
j=1 η jε j/(η j + γ j)S has a unique root S = S0, then the existence and uniqueness of E0 can be guaranteed. On the other
hand, Ek cannot exist in R
2n+1+ if Rk < 1. If Rk < 1 and ε j = 0 ( j = 1, . . . ,n), then it is clear that the strain k (Ik) cannot
persist because limt→∞ Ik(t) = 0. Although we can obtain conditions which guarantee the existence and uniqueness of Ek ,
the expressions for the conditions will not be written out here since most of them involve complicated expressions. Further
there exists no coexistence equilibrium with I j > 0 and Ik > 0 ( j = k) because of R1 <R2 < · · · <Rn .
First, we show that (4) is a dissipative system in the following lemma.
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Lemma 3.2. There exist some positive constants m and M such that
m lim inf
t→∞ N(t) limsupt→∞
N(t) M.
Proof. Since N = S +∑nj=1 I j +∑nj=1 R j , we note that
N ′ = b(N) − μS −
n∑
j=1
α j I j −
n∑
j=1
η j R j .
Furthermore, we can obtain the following relation:
binf −max{μ,α1, . . . ,αn, η1, . . . , ηn}N  N ′  bsup −min{μ,α1, . . . ,αn, η1, . . . , ηn}N.
This completes the proof of this lemma by a comparison theorem for ordinary differential equation. 
Hereafter, we can consider only a restricted space (m  N  M) because of Lemma 3.2. Next, we prepare some sets to
apply average Lyapunov function theorem and some dynamical system theory.
Deﬁnition 3.1. For k = 1, . . . ,n, let
Xk = {S  0, I1  0, . . . , Ik  0, Ik+1 = · · · = In = 0, R1  0, . . . , Rn  0, m N  M},
Yk = {S  0, I1  0, . . . , Ik−1  0, Ik > 0, Ik+1 = · · · = In = 0, R1  0, . . . , Rn  0, m N  M},
Zk = {S  0, I1  0, . . . , Ik−1  0, Ik = · · · = In = 0, R1  0, . . . , Rn  0, m N  M}.
Furthermore, let Y0 = {S  0, I1 = · · · = In = 0, R1  0, . . . , Rn  0, m N  M}.
Remark 3.3. Zk =⋃k−1l=0 Yl , Xk =⋃kl=0 Yl and Ek ∈ Yk .
This implies that Xk \ Zk = Yk . Some simple graphical representation of Xk , Yk and Zk are referred to Fig. 2. It is clear
that Xk is compact and Zk is compact subset of Xk with empty interior. Moreover, Xk and Xk \ Zk are forward invariant set.
Deﬁnition 3.2. For k = 2, . . . ,n and l = 1, . . . ,k − 1, let
Wkl = {S  0, Ik Il = 0, I1  0, . . . , Ik  0, Ik+1 = · · · = In = 0, R1  0, . . . , Rn  0, m N  M}.
Remark 3.4. From Deﬁnition 3.2, note that, for k = 2, . . . ,n and l = 1, . . . ,k − 1,
Xk \ Wkl = {S  0, I1  0, . . . , Il−1  0, Il > 0, Il+1  0, . . . , Ik−1  0, Ik > 0,
Ik+1 = · · · = In = 0, R1  0, . . . , Rn  0, m N  M}.
Here, in order to prove Theorem 3.3, we prepare the following assumption related with a reduced system. The reduced
system (I j = 0, j = 1, . . . ,n but j = k) is
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(
μ +
n∑
j=1
ε j
)
S − βk
N
S Ik + φk Ik +
n∑
j=1
γ j R j,
I ′k =
βk
N
S Ik − (αk + φk + λk)Ik,
R ′k = λk Ik − (ηk + γk)Rk + εk S,
R ′j = −(η j + γ j)R j + ε j S ( j = 1, . . . ,n, j = k).
For the reduced system, we use another notations (the bar over the symbol) and a generic k referring to any strain and let
R¯k = βk S¯0/(αk + φk + λk)N¯0, E¯0 = ( S¯0,0, R¯01, . . . , R¯0n), E¯k = ( S¯+k , I¯+k , R¯+1k, . . . , R¯+nk), Y¯0 = {S  0, Ik = 0, R1  0, . . . , Rn  0}
and Y¯k = {S  0, Ik > 0, R1  0, . . . , Rn  0}. Here if ε j > 0, then R¯0j > 0 and R¯+jk > 0; otherwise R¯0j = 0 and R¯+jk = 0
( j = 1, . . . ,n) except for R¯+kk > 0. In fact (4) corresponds to the reduced system on some ω-limit set in a proof of The-
orem 3.3. Therefore, we have only to consider the reduced system on the limit set. The following assumption denotes a
stability of the reduced system on the limit set.
Assumption. If R¯k > 1, then E¯k and E¯0 are GAS with respect to Y¯k and Y¯0, respectively.
For instance, it is clear that Assumption holds if b(N) = b, μ = αk = ηk , γk = 0 and ε j = 0 ( j = 1, . . . ,n). The condition
of GAS for the reduced system should be veriﬁed in more general case because the reduced system essentially corresponds
to an SIRS model in R3+ when ε j = 0 ( j = 1, . . . ,n). For example, for some SIRS model in R3+ , the conditions related with
GAS are referred to [21,30]. To obtain more general conditions is our future works.
When the above assumption holds, we can prove the global stability of En .
Theorem 3.3. Suppose that Assumption holds and E j is LAS with respect to Y j ( j = 1, . . . ,n). If 1<R1 <R2 < · · · <Rn, then E j is
GAS with respect to Y j ( j = 1, . . . ,n).
Proof. It is clear that E0 is GAS with respect to Y0 and E1 is GAS with respect to Y1 since Assumption holds. In fact
(4) corresponds to the reduced system (Y0, Y1, E0, E1 and Rk correspond to Y¯0, Y¯1, E¯0, E¯1 and R¯k , respectively) when
n = k = 1. Thus Theorem 3.3 holds for j = 1.
Suppose that Theorem 3.3 holds for j = 1, . . . ,k − 1 (k  2). That is, E j is GAS with respect to Y j ( j = 1, . . . ,k − 1) if
1 <R1 < · · · <Rk−1. Then we show that E j is GAS with respect to Y j ( j = 1, . . . ,k) if 1 <R1 < · · · <Rk (i.e., we only
need to show that Ek is GAS with respect to Yk).
Claim 1. There exists ck > 0 such that lim inft→∞ Ik(t) > ck for Ik(0) > 0.
Proof of Claim 1. Let Pk = Ik (several compositions of the continuous function Pk are referred to [18–20]). A continuous
function Pk : Xk \ Zk → R+ (Yk → R+) is a C1-class function and Pk(zk) = 0 if and only if zk ∈ Zk . Furthermore, we deﬁne a
function ψk on Xk by
ψk =
{
ψk(yk) = P˙k(yk)Pk(yk) = βk( SN − 1Rk S
0
N0
) (∀yk ∈ Yk),
ψk(zk) = lim infyk→zk, yk∈Yk ψk(yk) (∀zk ∈ Zk)
where “dot” denotes differentiation along an orbit. Then ψk becomes a lower semicontinuous function on Xk because ψk is
bounded below and continuous on Yk . From average Lyapunov function theorem ([14–16] and Theorem A.2), we only have
to check
sup
t0
t∫
0
ψk
(
π(zk, s)
)
ds > 0
(∀zk ∈ Ω(Zk)) (5)
where π denotes a solution of (4) and Ω(Zk) = ⋃zk∈Zk Ω(zk) (Ω(zk) denotes an ω-limit set of the orbit through zk).
If (5) holds, then we can conclude that there exists some positive constant ck such that lim inft→∞ Ik(t) > ck for
yk ∈ Yk (i.e., Ik(0) > 0). We remark that Zk = ⋃k−1l=0 Yl and each El is GAS with respect to Yl . This implies that
Ω(Zk) = {E0, E1, . . . , Ek−1}. For zk = E0, ψk(zk) = βk(1 − 1/Rk)S0/N0 > 0. Furthermore, for zk = El (l = 1, . . . ,k − 1),
ψk(zk) = βk(1/Rl − 1/Rk)S0/N0 > 0. Therefore it is clear that (5) holds. This completes proof of Claim 1. 
Claim 2. limt→∞ Il(t) = 0 (l = 1, . . . ,k − 1).
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limsup
t→∞
1
t
t∫
0
ξkl
(
π(xk, s)
)
ds < 0 (xk ∈ Xk \ Wkl). (6)
Here ξkl(xk) is a continuous function satisfying with
Q˙ kl
(
π(xk, t)
)= ξkl(π(xk, t))Qkl(π(xk, t))
and it is deﬁned for all xk ∈ Xk . Furthermore, Qkl : Xk → R+ is a C1 function which satisﬁes Qkl(xk) = 0 if and only if
xk ∈ Wkl .
Let Qkl = Ik Il (l = 1, . . . ,k − 1). From a direct calculation, we can evaluate Q˙ kl as follows:
Q˙ kl = I ′k Il + Ik I ′l
=
{
S
βk Ik
N
− (αk + φk + λk)Ik
}
Il +
{
S
βl Il
N
− (αl + φl + λl)Il
}
Ik
=
{
βk
(
S
N
− 1Rk
)
S0
N0
+ βl
(
S
N
− 1Rl
)
S0
N0
}
Ik Il
=
{
βk
(
S
N
− 1Rk
)
S0
N0
+ βl
(
S
N
− 1Rl
)
S0
N0
}
Qkl.
From this relation, we deﬁne ξkl = βk(S/N − 1/Rk)S0/N0 + βl(S/N − 1/Rl)S0/N0.
We investigate a long time average of ξkl(xk) on Xk \ Wkl . Remember that lim inft→∞ Ik(t) > ck (Ik(0) > 0; xk ∈ Xk \ Wkl)
and Ik(t) is ﬁnite. Therefore,
1
t
t∫
0
I ′k
Ik
ds = 1
t
t∫
0
{
βk
S
N
− (αk + λk + φk)
}
ds.
From a direct calculation, we can obtain the following relations:
lim
t→∞
1
t
t∫
0
I ′k
Ik
ds = lim
t→∞
1
t
t∫
0
(
log Ik(s)
)′
ds
= lim
t→∞
log Ik(t) − log Ik(0)
t
= 0
and
lim
t→∞
1
t
t∫
0
{
βk
S
N
− (αk + λk + φk)
}
ds = lim
t→∞βk
1
t
t∫
0
S
N
ds − (αk + λk + φk).
These relations indicate that
0= lim
t→∞βk
1
t
t∫
0
S
N
ds − (αk + λk + φk) ⇐⇒ lim
t→∞
1
t
t∫
0
S
N
ds = 1Rk
S0
N0
.
Thus, we can evaluate a long time average of ξkl(xk) as follows:
lim
t→∞
1
t
t∫
0
ξkl
(
π(xk, s)
)
ds = lim
t→∞
1
t
t∫
0
{
βk
(
S
N
− 1Rk
S0
N0
)
+ βl
(
S
N
− 1Rl
S0
N0
)}
ds
= βk
(
lim
t→∞
1
t
t∫
0
S
N
ds − 1Rk
S0
N0
)
+ βl
(
lim
t→∞
1
t
t∫
0
S
N
ds − 1Rl
S0
N0
)
= βk
(
1
Rk
− 1Rk
)
S0
N0
+ βl
(
1
Rk
− 1Rl
)
S0
N0
= βl
(
1 − 1
)
S0
0
< 0.Rk Rl N
296 S. Iwami, T. Hara / J. Math. Anal. Appl. 362 (2010) 286–300Therefore, it is clear that (6) holds. That is, Qkl(xk) (xk ∈ Xk \Wkl) converges to Wkl as t → ∞ (l = 1, . . . ,k−1). However we
have proved lim inft→∞ Ik(t) > ck because xk ∈ Xk \ Wkl ⊂ Yk . These relations imply that limt→∞ Il(t) = 0 (l = 1, . . . ,k − 1).
This completes proof of Claim 2. 
From Claims 1 and 2, we can conclude that Ω(yk) for yk ∈ Yk must exist on Ωk:
Ωk = {S  0, I1 = · · · = Ik−1 = 0, Ik > 0, Ik+1 = · · · = In = 0, R1  0, . . . , Rn  0, m N  M}.
Since Assumption holds and an ω-limit set is invariant, Ω(yk) must include Ek . From Theorem A.1 in [17], this implies that
Ek is GAS with respect to Yk because Ek is LAS with respect to Yk (its conditions are referred to Theorem 3.1). Thus we
complete this proof by a mathematical induction. 
Remark 3.5. In the case of bilinear incidence (C j(N) = β j), let Pk = Ik and deﬁne
ψk =
{
ψk(yk) = P˙k(yk)Pk(yk) = βk S0( SS0 − 1Rk ) (∀yk ∈ Yk),
ψk(zk) = lim infyk→zk,yk∈Yk ψk(yk) (∀zk ∈ Zk).
Since S+l /S
0 = 1/Rl , we can prove Claim 1 in a similar manner. Further let Qkl = Ik Il and deﬁne ξkl = {βk(S/S0 − 1/Rk) +
βl(S/S0 − 1/Rl)}S0. From a similar calculations, we obtain
lim
t→∞
1
t
t∫
0
ξkl
(
π(xk, s)
)
ds = βk S0
(
1
Rk
− 1Rl
)
< 0
and this implies Claim 2. Thus the proof of the main result is similar to the case of standard incidence.
4. Discussion
In this paper, we discussed with competitive exclusion principle for an n-strain epidemic model. General theory of
evolution postulates that the trend of evolution is to increase the ﬁtness of an evolving species [3,24,25]. Therefore, the
strain with the maximum basic reproduction number can defeat the other strains because the former strain can infect
susceptible individuals eﬃciently than the other strains. Actually, we proved that the equilibrium in which only the strain
with the maximum basic reproduction number exists is GAS, which was anticipated by H.J. Bremermann and H.R. Thieme in
their 1989 paper [6] where they showed that the equilibrium is locally stable — the global result has not been established
previously. Our analysis improves previous results about the competitive exclusion principle [1,2,6].
In mathematical analysis, we established new analytical methods which prove the competitive exclusion principle. In the
proof of our main result Theorem 3.3, we applied the average Lyapunov function theorem which is constructed by V. Hutson
and other researchers in [7,14–16] (Theorem A.2). This theorem is very useful for the system which includes Kolmogorov
type equations and guarantees persistence of some strains. A dynamics of infected compartment class for many epidemic
models is described by Kolmogorov type equations. Therefore, as in a similar manner shown in our paper, we can prove their
persistence. Furthermore, we showed that the strain with the maximum basic reproduction number can defeat the other
strains by evaluating a long time average of some reasonable function and Theorem A.3. This theorem is also very useful
for the system which includes Kolmogorov type equations and guarantees extinction of some strains. Actually, in particular,
when the disease has several mutant strains and each basic reproduction number is greater than 1, it is not easy to show
the competitive exclusion. However, we can show it easily by combinating the above methods.
In summary, we investigate the validity of the often made hypothesis that the strain with maximum basic reproduction
number outcompetes the other strains by a more general model compared with the model in [1,2,6,27]. Our mathemat-
ical and theoretical results are very important for epidemiological ﬁelds because the dynamics of our model is clear and
guaranteed by mathematics. Moreover, a modiﬁcation of our model (for example, to consider an effect of superinfection,
coinfection, vaccination class, partial immunity, treatment stage and so on) might show us a qualitative effect on coexistence
of multiple viral strains if the modiﬁed model allows the coexistence.
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Appendix A
A.1. Local stability of a basic epidemic model
We consider the following general SIRS model:
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I ′ = C(N)I S − (α + φ + λ)I + ρS + δR,
R ′ = λI − (η + γ + δ)R + εS. (7)
This model has three variables: The population size of susceptible individuals (S), infected individuals (I) and recovered
individuals (R). Let N = S+ I+ R , b(N) be a C1 class function on [0,∞), b(N(t)) > 0 for all t  0 with restricted initial value
N(0) and C(N) = β or β/N . Let μ,α,η > 0 and the other parameters are nonnegative. The explanations of these parameters
are as follows: μ, α, and η (α  max{μ,η}) are death rate of susceptible individuals, infected individuals and recovered
individuals, respectively. b(N) denotes a birth rate of susceptible individuals and C(N)I denotes a force of infection. For
susceptible individuals, ε is the vaccination rate and ρ is the failed rate of vaccination. For infected individuals, φ is the
failed rate of immunization and λ is the recovery rate. For recovered individuals, γ is the loss rate of immunity and δ is the
rate of relapse.
We investigate the local stability of the interior equilibrium E+ = (S+, I+, R+). Note that we need not assume that the
model has a unique E+ . The Jacobian matrix of the vector ﬁeld corresponding to system (7) is
J =
(−(μ + ρ + ε) φ γ
ρ −(α + φ + λ) δ
ε λ −(η + γ + δ)
)
+
⎛
⎝−
∂C(N)I S
∂ S − ∂C(N)I S∂ I − ∂C(N)I S∂R
∂C(N)I S
∂ S
∂C(N)I S
∂ I
∂C(N)I S
∂R
0 0 0
⎞
⎠+
⎛
⎝
∂b(N)
∂ S
∂b(N)
∂ I
∂b(N)
∂R
0 0 0
0 0 0
⎞
⎠ .
For (7), let J evaluated at E+ be J (E+), I be an identity matrix,
A = ∂C(N)I S
∂ S
∣∣∣∣
E+
, B = ∂C(N)I S
∂ I
∣∣∣∣
E+
, D = −∂C(N)I S
∂R
∣∣∣∣
E+
.
It is clear A, B > 0 and D  0. Moreover we denote that
GS = ∂b(N)
∂ S
∣∣∣∣
E+
, GI = ∂b(N)
∂ I
∣∣∣∣
E+
, GR = ∂b(N)
∂R
∣∣∣∣
E+
.
The characteristic equation of J (E+) is as follows:
det
(
pI − J (E+)
)=
∣∣∣∣∣
p + μ + ρ + ε + A − GS −φ + B − GI −γ − D − GR
−ρ − A p + α + λ + φ − B −δ + D
−ε −λ p + η + γ + δ
∣∣∣∣∣= 0.
Here p denotes the indeterminate of the polynomial. From a direct but tedious calculation, we can obtain p3 +a1p2 +a2p+
a3 = 0 where
a1 = μ − GS + α + η + λ + φ + γ + δ + ρ + ε + A − B,
a2 = (μ − GS)(α + η + γ + δ + λ + φ − B) + (α − GI )(ρ + A) + (η − GR)ε
+ (η + γ + δ)(α + λ + ρ + φ + A − B) + λ(D − δ) + λ(ρ + A) + ε(α + λ + φ + δ − B − D),
a3 = (μ − GS)
{
(α + λ + φ − B)(η + γ + δ) + λ(D − δ)}+ (α − GI )(ρ + A)(η + γ + δ)
+ (η − GR)λ(ρ + A) + ε
{
(δ − D)(α − GI ) + (η − GR)(α + λ + φ − B)
}
.
For convenience, we use the original notations S , I , R instead of S+ , I+ , R+ . Since A − B = C(N)I(I − S)/I and C(N)I S −
(α + φ + λ)I + ρ S + δR = 0, we can obtain the following relations:
C(N)I(I − S) + (α + λ + φ)I = δR + ρS + C(N)I2
⇐⇒ α + λ + φ + A − B = δ R
I
+ ρ S
I
+ C(N)I.
It implies that α + λ + φ + A − B > 0. Furthermore, since λI − (η + γ + δ)R + εS = 0, we can rewrite
(α + λ + φ + A − B)(η + γ + δ) = λδ + S
I
{
εδ + ρ(η + γ + δ)}+ C(N)I(η + γ + δ).
Thus we can show
(η + γ + δ) (α + λ + φ + A − B) + λ(D − δ) = S {εδ + ρ(η + γ + δ)}+ C(N)I(η + γ + δ) + λD > 0.
I
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C(N)S − (α + λ + φ) + δ R
I
+ ρ S
I
= 0
⇐⇒ α + λ + φ − D − B = δ R
I
+ ρ S
I
> 0.
Furthermore, since α + λ + φ − B = δR/I + ρ S/I + D and λI − (η + γ + δ)R + εS = 0,
(η + γ + δ)(α + λ + φ − B) + λ(D − δ) = δ(η + γ + δ) R
I
+ ρ(η + γ + δ) S
I
+ (η + γ + δ)D + λ(D − δ)
= S
I
{
δε + ρ(η + γ + δ)}+ (λ + η + γ + δ)D > 0.
If μ − GS  0, α − GI  0 and η − GR  0, then a1 > 0 and a2 > 0. From direct calculations, we can obtain
a1a2 − a3 =
[
(μ − GS + α + η + λ + φ + γ + δ + ρ + ε + A − B)
× {(μ − GS)(η + γ + δ + α + λ + φ − B) + (α − GI )(ρ + A)
+ (η − GR)ε + (η + γ + δ)(α + λ + φ + ρ + A − B) + λ(D − δ) + λ(ρ + A)
+ ε(α + λ + φ + δ − D − B)}− (μ − GS){(η + γ + δ)(α + λ + φ − B)
+ λ(D − δ)}− (α − GI )(ρ + A)(η + γ + δ) − ε(η − GR)(α + λ + φ − B)
− ηλ(ρ + A) − εαδ + ε(α − GI )D
]+ GRλ(ρ + A) + εGIδ.
We remark that the bracket term ([(μ − GS + · · · + ε(α − GI )D)]) is always positive when μ − GS  0, α − GI  0 and
η − GR  0. Hence we obtain the following lemma.
Lemma A.1. Assume that μ − GS  0, α − GI  0 and η − GR  0. Furthermore, if one of the following conditions is satisﬁed, then
a1a2 − a3 > 0:
(i) GI  0, GR  0,
(ii) GS = GI = GR .
When a1a2 − a3 > 0, we only need to check the sign of a3 for the Routh–Hurwitz criterion. If ε{(δ − D)(α − GI ) + (η −
GR)(α + λ + φ − B)} 0, then a3 > 0. We obtain the following theorem.
Theorem A.1. Assume that a1a2 − a3 > 0 and μ − GS  0, α − GI  0, η − GR  0 except for the case that μ − GS = α − GI =
η − GR = 0. Furthermore, if one of the following conditions is satisﬁed, then E+ is LAS if it exists in R3+:
(i) ε = 0,
(ii) α − GI = η − GR ,
(iii) C(N) = β .
Remark A.1. The condition for a1a2 − a3 > 0 is referred to Lemma A.1.
For instance, we investigate whether μ − GS , α − GI and η − GR are positive or not for some b(N). If b(N) = b, then it
is clear that μ − GS > 0, α − GI > 0 and η − GR > 0. We assume that b(N) = b + cN(1− N/K ). Since
N ′ = b(N) − μS − α I − ηR  b(N) − αN,
it implies N+(= S+ + I+ + R+) N∗ where N∗ satisﬁes with b(N∗) − αN∗ = 0. We remark that
G = ∂b(N)
∂ S
∣∣∣∣
E+
= ∂b(N)
∂ I
∣∣∣∣
E+
= ∂b(N)
∂R
∣∣∣∣
E+
= c − 2c
K
N+, N∗ = c − α +
√
(c − α)2 + 4cb/K
2c/K
.
Therefore, we can evaluate the sign of μ − G as follows:
μ − G = μ − c + 2c
K
N+ μ − c + 2c
K
N∗ = μ − α +
√
(c − α)2 + 4cb/K .
That is, if μ = α = η, then μ − G > 0 is clear.
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We consider the system of autonomous differential equations
x′ = f (x) (8)
where x ∈ Rn and f :Rn → Rn .
Assume that X is a compact subset of Rn+ and Z is a compact subset of X with empty interior. Let Z and X \ Z be
forward invariant. Suppose that P : X \ Z → R+ is C1 function and P (z) = 0 if and only if z ∈ Z . For y ∈ X \ Z , the function
ψ(y) = P˙ (y)/P (y) is continuous where “dot” denote differentiation along an orbit. Assume that it is bounded below, and
deﬁne its extension to X , still denoted by ψ , by setting
ψ(z) = lim inf
y→z,y∈X\Z ψ(y) (∀z ∈ Z).
Then we have the following theorem which is very useful for the systems with Kolmogorov type equations and guarantees
persistence of some individuals. The detailed explanation of this theorem can be found in [14–16].
Theorem A.2. If the following condition holds:
sup
t0
t∫
0
ψ
(
π(z, s)
)
ds > 0
(∀z ∈ Ω(Z))
where π(z, s) denotes the solution of (8) and Ω(Z) =⋃z∈Z Ω(z) (Ω(z) denotes an ω-limit set of the orbit through z), then there is
a compact forward invariant set C with d(C, Z) > 0 which is such that every solution in X \ Z is ultimately in C .
A.3. Some dynamical system theory
We introduce some dynamical system theory which relates with Lyapunov theorem. This theorem is based on [12].
In [12], T. Hara proved a similar theorem for nonautonomous differential equations.
Assume that X is a subset of Rn+ and W is a subset of X . Let X be forward invariant. Suppose that there exists a
continuous function Q : X → R+ which satisﬁes Q (x) = 0 if and only if x ∈ W and which is a C1 class. Moreover, suppose
that there exists a continuous function ξ(x) such as
Q˙
(
π(x, t)
)= ξ(π(x, t))Q (π(x, t)) (9)
which is deﬁned for all x ∈ X where π(x, t) denotes the solution of Eq. (8) and x is the initial value.
It is important for us to check existence of biological populations at all time. This theorem is very useful for the systems
which include Kolmogorov type equations and guarantees extinction of some individuals. In Theorem A.3, we construct the
subset W in which some biological populations die out and calculate a long time average of ξ(π(x, t)) on X \ W .
Theorem A.3. If the following condition holds for all x ∈ X \ W :
limsup
t→∞
1
t
t∫
0
ξ
(
π(x, s)
)
ds < 0,
then all orbits in X converge to W as t → ∞, that is, ω(X) ⊂ W .
Proof. When we choose any point x on X \ W , we have limsupt→∞ 1t
∫ t
0 ξ(π(x, s))ds < 0. Thus there exist some positive
constant c and suﬃciently large time T such that
∃c > 0, ∃T > 0, ∀t  T , 1
t
t∫
0
ξ
(
π(x, s)
)
ds−c < 0.
Multiplying Eq. (10) by integrating factor, we obtain the following equation:
Q
(
π(x, t)
)= Q (x)exp
{ t∫
0
ξ
(
π(x, s)
)
ds
}
.
Thus the following relation holds for any suﬃciently large time,
0< Q
(
π(x, t)
)
 Q (x)e−ct .
We conclude that limt→∞ Q (π(x, t)) = 0 and prove that all orbits in X converge to W as t → ∞. 
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