Colouring of graphs with Ramsey-type forbidden subgraphs. by Dabrowski,  K.K. et al.
Durham Research Online
Deposited in DRO:
14 January 2015
Version of attached ﬁle:
Accepted Version
Peer-review status of attached ﬁle:
Peer-reviewed
Citation for published item:
Dabrowski, K.K. and Golovach, P.A. and Paulusma, D. (2013) 'Colouring of graphs with Ramsey-type
forbidden subgraphs.', in Graph-theoretic concepts in computer science : 39th International Workshop, WG
2013, 19-21 June 2013, Lubeck, Germany ; revised papers. Berlin, Heidelberg: Springer, pp. 201-212. Lecture
notes in computer science. (8165).
Further information on publisher's website:
http://dx.doi.org/10.1007/978-3-642-45043-318
Publisher's copyright statement:
The ﬁnal publication is available at Springer via http://dx.doi.org/10.1007/978-3-642-45043-318
Additional information:
Use policy
The full-text may be used and/or reproduced, and given to third parties in any format or medium, without prior permission or charge, for
personal research or study, educational, or not-for-proﬁt purposes provided that:
• a full bibliographic reference is made to the original source
• a link is made to the metadata record in DRO
• the full-text is not changed in any way
The full-text must not be sold in any format or medium without the formal permission of the copyright holders.
Please consult the full DRO policy for further details.
Durham University Library, Stockton Road, Durham DH1 3LY, United Kingdom
Tel : +44 (0)191 334 3042 | Fax : +44 (0)191 334 2971
http://dro.dur.ac.uk
Colouring of Graphs with
Ramsey-Type Forbidden Subgraphs?
Konrad K. Dabrowski1, Petr A. Golovach2, and Daniel Paulusma3
1 ESSEC Business School, Av. B. Hirsch, 95021 Cergy Pontoise, France
dabrowski@essec.edu
2 Department of Informatics, Bergen University,
PB 7803, 5020 Bergen, Norway
petr.golovach@ii.uib.no
3 School of Engineering and Computing Sciences, Durham University,
Science Laboratories, South Road, Durham DH1 3LE, United Kingdom
daniel.paulusma@durham.ac.uk
Abstract. A colouring of a graph G = (V,E) is a mapping c : V →
{1, 2, . . .} such that c(u) 6= c(v) if uv ∈ E; if |c(V )| ≤ k then c is a
k-colouring. The Colouring problem is that of testing whether a given
graph has a k-colouring for some given integer k. If a graph contains no
induced subgraph isomorphic to any graph in some family H, then it
is called H-free. The complexity of Colouring for H-free graphs with
|H| = 1 has been completely classified. When |H| = 2, the classifica-
tion is still wide open, although many partial results are known. We
continue this line of research and forbid induced subgraphs {H1, H2},
where we allow H1 to have a single edge and H2 to have a single non-
edge. Instead of showing only polynomial-time solvability, we prove that
Colouring on such graphs is fixed-parameter tractable when parame-
terized by |H1|+ |H2|. As a byproduct, we obtain the same result both
for the problem of determining a maximum independent set and for the
problem of determining a maximum clique.
1 Introduction
Graph colouring involves the labelling of the vertices of some given graph by
integers called colours such that no two adjacent vertices receive the same colour.
The Colouring problem is that of deciding whether or not a graph can be
coloured with at most k colours for some given integer k. Because Colouring
is NP-complete for any fixed k ≥ 3, its computational complexity has been
widely studied for special graph classes, see for example the surveys of Randerath
and Schiermeyer [23] and Tuza [26]. In this paper, we consider the Colouring
problem for graphs characterized by two forbidden induced subgraphs. Before
we summarize related results and explain our new results, we first state the
necessary terminology.
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1.1 Basic Terminology
We only consider finite undirected graphs without loops or multiple edges. We
refer to the textbook of Diestel [10] for any undefined graph terminology. Let
G = (V,E) be a graph. A colouring ofG is a mapping c : V → {1, 2, . . .} such that
c(u) 6= c(v) whenever uv ∈ E. We call c(u) the colour of u and {u ∈ V | c(u) = i}
for some i ≥ 1 a colour class of c. A k-colouring of G is a colouring c of G with
1 ≤ c(u) ≤ k for all u ∈ V . The smallest integer k for which G has a k-colouring
is called the chromatic number of G, denoted χ(G); a χ(G)-colouring is said
to be optimal. The k-Colouring problem is that of deciding whether a given
graph admits a k-colouring. Here, k is fixed, that is, not part of the input. If k
is part of the input, then we denote the problem as Colouring.
Let G = (V,E) be a graph. A graph H is an induced subgraph of G if H
can be obtained from G by deleting zero or more vertices. In this case we write
H ⊆i G. For a set S ⊆ V , we let G[S] = (S, {uv ∈ E | u, v ∈ S}) denote the
subgraph of G induced by S. Let {H1, . . . ,Hp} be a set of graphs. We say that
G is (H1, . . . ,Hp)-free if G has no induced subgraph isomorphic to a graph in
{H1, . . . ,Hp}; if p = 1, we may write that G is H1-free instead of (H1)-free.
The complement of a graph G = (V,E), denoted by G, has vertex set V
and an edge between two distinct vertices if and only if these vertices are not
adjacent in G. The disjoint union of two graphs G and H with V (G)∩V (H) = ∅
is the graph with vertex set V (G) ∪ V (H) and edge set E(G) ∪ E(H), and we
denote this by G+H. We denote the disjoint union of r copies of G by rG.
For r ≥ 1, the graph Pr denotes the path on r vertices, that is, V (Pr) =
{u1, . . . , ur} and E(Pr) = {uiui+1 | 1 ≤ i ≤ r − 1}. Adding the edge u1ur to
this graph yields the cycle on r vertices, denoted Cr. The graph sP1 denotes
the independent set on s vertices. The Independent Set problem is that of
testing whether a given graph has an independent set of size at least k for some
given integer k. The graph Kt denotes the complete graph on t vertices, that is,
V (Kt) = {u1, . . . , ut} and E(Kt) = {uiuj | 1 ≤ i < j ≤ t}. The vertex set of a
complete graph is called a clique. The Clique problem is that of testing whether
a given graph has a clique of size at least k for some integer k. The graph Kt− e
denotes the graph obtained from Kt after removing exactly one edge.
1.2 Our Results
We show fixed-parameter tractability results for three problems, namely for
Colouring, Independent Set and Clique, restricted to (sP1 + P2,Kt − e)-
free graphs. In parameterized complexity theory, the problem input consists of
a pair (I, p), where I is the problem instance and p is the parameter. A problem
is fixed-parameter tractable (fpt) with parameter p if it can be solved in time
f(p) · |I|O(1) for some function f that only depends on p. In our case, a natural
parameter is s + t. In Section 2 we show that Colouring is fixed-parameter
tractable with parameter s+ t when restricted to (sP1 +P2,Kt− e)-free graphs,
that is, can be solved in time f(s+ t)(n+ k)O(1) for some function f that only
depends on s+ t. In the same section, we show that the Independent Set and
Clique problems are also fixed-parameter tractable with parameter s+ t when
restricted to (sP1+P2,Kt−e)-free graphs. However, the main motivation for our
research comes from the area of graph colouring, as we explain in Section 1.3. In
Section 3 we give some directions for future research. There, we also show that
Colouring is polynomial-time solvable for (2P2,Kt − e)-free graphs.
Finally, it should be noted that many classes of (H1, H2)-free graphs are
known to have bounded clique-width (see Section 1.3), in which case it follows
that Colouring is polynomial-time solvable [19]. The graph classes we consider
only have bounded clique-width for small values of s and t; the proof of this claim
has been omitted due to space restrictions. Thus our results (which are stronger
than mere polynomial-time solvability) do not fall into this category.
1.3 Motivation and Related Work
The complexity of Maximum Independent Set restricted to H-free graphs
has only been partially classified. For instance, the complexity status of this
problem on P5-free graphs is a notorious open case (see [24] for a subexponential
algorithm). Because a graph has an independent set of size at least k if and only
if its complement has a clique of size at least k, the complexity classification
of the Clique problem on H-free graphs is also far from being settled. Our
research on the Colouring problem, which is the main focus of our paper, is
well embedded in the literature. As a starting point, Kra´l’ et al. [18] completely
determined the computational complexity of Colouring for H-free graphs.
Theorem 1 ([18]). Let H be a fixed graph. If H is a (not necessarily proper)
induced subgraph of P4 or of P1 +P3, then Colouring can be solved in polyno-
mial time for H-free graphs; otherwise it is NP-complete for H-free graphs.
Theorem 1 initiated a study of the computational complexity of the k-
Colouring problem on H-free graphs. This classification is still open (see [12]
for a survey). Due to Theorem 1, the Colouring problem restricted to graph
classes characterized by two forbidden induced subgraphs has received a signifi-
cant amount of attention as well. We survey known results below.
We observe that Theorem 1 implies that Colouring is polynomial-time
solvable for (H1, H2)-free graphs if one of H1, H2 is an induced subgraph of P4
or of P1 + P3. Another straightforward case is as follows. For positive integers s
and t, the Ramsey number R(s, t) is the smallest number n such that all graphs
on n vertices contain an independent set of size s or a clique of size t. Ramsey’s
Theorem (see e.g. [10]) states that such a number exists for all positive integers
s and t. As an immediate consequence, Colouring is polynomial-time solvable
on (sP1,Kt)-free graphs for all s and t. Hence, it is natural to consider graph
classes that can be obtained by adding one edge to the first forbidden induced
subgraph and removing one edge from the second. This leads to the class of
(sP1 +P2,Kt− e)-free graphs; note that this class includes all (sP1,Kt− e)-free
graphs and all (sP1+P2,Kt−1)-free graphs. As explained in Section 1.2, we have
fpt algorithms with parameter s+t for solving Colouring on (sP1+P2,Kt−e)-
free graphs (and consequently for (sP1,Kt−e)-free graphs and for (sP1+P2,Kt)-
free graphs). This result adds to the body of existing work on Colouring for
(H1, H2)-free graphs, which we further discuss below.
The following result, which we will use later on, is due to Gya´rfa´s [15].
Theorem 2 ([15]). Let `, t ≥ 1 be two integers. Then every (P`,Kt)-free graph
can be coloured with at most (`− 1)t−2 colours.
Theorem 2 was slightly improved by Gravier, Hoa´ng and Maffray [14], who
showed that every (P`,Kt)-free graph that is not a complete graph can be
coloured with at most (`− 2)t−2 colours. Each of these two results implies that
Colouring is polynomial-time solvable on (F,Kt)-free graphs, whenever F is
the disjoint union of one or more paths such that k-Colouring is polynomial-
time solvable on F -free graphs for all k ≥ 1. Combining this observation with
such existing results for k-Colouring [6,9,16] gives us a number of polynomial-
time solvable cases [11]. Also, the fact that Colouring can be solved in polyno-
mial time on graphs of bounded clique-width [19] directly leads to polynomial-
time results for Colouring restricted to (K1,3, C3 + P1)-free graphs [1], (P1 +
P4, P1 + P4)-free graphs [3], (P5, P1 + P4)-free graphs [2] and (P1 + P4, P5)-free
graphs [2]. Here, the graph K1,r denotes the graph with vertices u, v1, . . . , vr
and edges uv1, . . . , uvr. Other results on Colouring for (H1, H2)-free graphs
can be found in [4,5,9,17,18,20,21,22,25], all of which are summarized in The-
orem 3 together with the above results and a weaker formulation of our new
result (Statement (ii)-8). For details we refer to Golovach and Paulusma [11],
who formulate the same theorem without Statement (ii)-8. In this theorem, C+3
denotes the paw, which is the graph with vertices a, b, c, d and edges ab, ac, ad, bc.
Theorem 3. Let H1 and H2 be two fixed graphs. Then the following holds:
(i) Colouring is NP-complete for (H1, H2)-free graphs if
1. H1 ⊇i Cr for some r ≥ 3 and H2 ⊇i Cs for some s ≥ 3
2. H1 ⊇i K1,3 and H2 ⊇i K1,3
3. H1 and H2 contain a spanning subgraph of 2P2 as an induced subgraph
4. H1 ⊇i C3 and H2 ⊇i K1,r for some r ≥ 5
5. H1 ⊇i Cr for r ≥ 4 and H2 ⊇i K1,3
6. H1 ⊇i C3 and H2 ⊇i P164
7. H1 ⊇i Cr for r ≥ 5 and H2 contains a spanning subgraph of 2P2 as an
induced subgraph
8. H1 ⊇i Cr + P1 for 3 ≤ r ≤ 4 or H1 ⊇i Cr for r ≥ 6, and H2 contains a
spanning subgraph of 2P2 as an induced subgraph
9. H1 ⊇i K4 or H1 ⊇i K4 − e, and H2 ⊇i K1,3.
(ii) Colouring is polynomial-time solvable for (H1, H2)-free graphs if
1. H1 or H2 is an induced subgraph of P1 + P3 or of P4
2. H1 ⊆i K1,3 and H2 ⊆i C3 + P1
3. H1 6= K1,5 is a forest on at most six vertices and H2 ⊆i C+3
4. H1 ⊆i sP2 or H1 ⊆i sP1 + P5 for s ≥ 1, and H2 ⊆i C+3
5. H1 ⊆i sP2 or H1 ⊆i sP1 + P5 for s ≥ 1, and H2 = Kt for t ≥ 4
6. H1 ⊆i P1 + P4 or H1 ⊆i P5, and H2 ⊆i P1 + P4
7. H1 ⊆i P1 + P4 or H1 ⊆i 2P2, and H2 ⊆i P5
8. H1 ⊆i sP1 + P2 for s ≥ 0 or H1 = 2P2, and H2 ⊆i Kt − e for t ≥ 2.
The following result is the only parameterized result known for Colouring
of H-free graphs. Recall that k is the number of colours permitted.
Theorem 4 ([7]). The Colouring problem on (sP1 +P2)-free graphs is fixed-
parameter tractable with parameter k + s.
Very few parameterized results on Independent Set are known [8]. In par-
ticular, we need the following one. Recall that k is the minimum number of
independent vertices required.
Theorem 5 ([8]). The Independent Set problem on (Kt − e)-free graphs is
fixed-parameter tractable with parameter k + t.
We remark that the running times of the algorithms of Theorems 4 and 5
are f(k+ s)nO(1) and g(k+ t)nO(1), respectively, with k in the exponent of both
f and g, whereas in our setting k is part of the input.
2 The Proofs of Our Results
In this section, we show that the Colouring, Independent Set and Clique
problems on (sP1 + P2,Kt − e)-free graphs are fixed-parameter tractable with
parameter s+ t. We need the following additional terminology.
Let G = (V,E) be a graph. Then N(u) = {v ∈ V | uv ∈ E} is the neighbour-
hood of u ∈ V . For S ⊆ V , we write N(S) = {v ∈ V \S | uv ∈ E for some u ∈ S}.
A subset M ⊆ E is a matching if no two edges in M share an end-vertex. A
matching M is A-saturating for some subset A ⊆ V if every vertex of A is an end-
vertex of some edge in M ; if M is V -saturating, then M is a perfect matching.
A graph is p-partite if its vertex set can be partitioned into at most p indepen-
dent sets, which we call partition classes. If p = 2, the graph is bipartite. The
complement of a p-partite graph is called a co-p-partite graph (whose partition
classes are cliques).
Before stating the proofs of our results, let us first give an outline. Because
a graph is (sP1 + P2,Kt − e)-free if and only if its complement is ((t − 2)P1 +
P2,Ks+2 − e)-free, the results for the Clique problem follow immediately from
those for the Independent Set problem. In Lemma 1 we show that every
(sP1 +P2,Kt−e)-free graph is ((s+1)P1,Kt−e)-free or (sP1 +P2,Ks2(t−3)+2)-
free. This enables us to do as follows. We first show our results for Colouring
and Independent Set on (sP1 + P2,Kt)-free graphs in Lemmas 2 and 3, re-
spectively, and on (sP1,Kt− e)-free graphs in Lemmas 8 and 4, respectively. To
prove these lemmas, we will use Theorems 2, 4 and 5. We also use Lemma 2 to
prove Lemma 3 and Lemma 4, along with some structural results (Lemmas 5–7)
to prove Lemma 8. We then combine our intermediate steps to prove Theorem 6,
in which we state our main results.
As noted, we start with Lemma 1.
Lemma 1. Let G be a (sP1+P2,Kt−e)-free graph. Then G is ((s+1)P1,Kt−e)-
free or (sP1 + P2,Ks2(t−3)+2)-free.
Proof. Let G = (V,E) be a (sP1 +P2,Kt− e)-free graph. Suppose that G is not
(s+ 1)P1-free. We will show that G must then be Ks2(t−3)+2-free.
Because G is not (s+ 1)P1-free, G contains an independent set S on at least
s+ 1 vertices. We assume that S is maximal (with respect to set inclusion). Let
u1, . . . , up be the vertices of S for some p ≥ s + 1. Let X1 = N(u1), and for
i = 2, . . . , p, let Xi denote the set of vertices in V \ S that are adjacent to ui
but not to any vertex in {u1, . . . , ui−1}. By maximality of S, every vertex of G
is either in S or in some Xi.
We claim that Xi = ∅ for i ≥ s + 1. Indeed, if i ≥ s + 1 and x ∈ Xi then
G[{u1, . . . , us, x, ui}] would be isomorphic to sP1 + P2.
Now suppose that for some i, Xi contains a clique K on at least s(t − 3) +
1 vertices. If t − 2 vertices of K were adjacent to uj for some j 6= i, then
these t − 2 vertices, together with ui and uj , would induce a Kt − e in G.
Therefore, for each j 6= i, at most t − 3 vertices of K can be adjacent to uj .
Hence, there must be a vertex x ∈ K that is not adjacent to any vertex in
{u1, . . . , ui−1, ui+1, . . . , us+1}. However, then G[{u1, . . . , us+1, x}] is isomorphic
to sP1 + P2. This is a contradiction. Thus all sets X1, . . . , Xs can only contain
cliques of size at most s(t− 3). Because S is an independent set and Xi = ∅ for
i ≥ s+ 1, this means that the largest clique in G has size at most s2(t− 3) + 1.
We conclude that G is Ks2(t−3)+2-free, as desired. uunionsq
We are now ready to prove Lemmas 2 and 3.
Lemma 2. The Colouring problem on (sP1 + P2,Kt)-free graphs is fixed-
parameter tractable with parameter s+ t.
Proof. We observe that every (sP1 + P2,Kt)-free graph is (P2s+2,Kt)-free, and
consequently can be coloured with at most (2s+1)t−2 colours due to Theorem 2.
Hence we can apply Theorem 4. In fact, Theorem 4 gives us an explicit optimal
colouring, rather than just the chromatic number. Hence, even the problem of
finding an optimal colouring in a (sP1 + P2,Kt)-free graph is fixed-parameter
tractable with parameter s+ t. uunionsq
Lemma 3. The Independent Set problem on (sP1 + P2,Kt)-free graphs is
fixed-parameter tractable with parameter s+ t.
Proof. Let G be a (sP1 + P2,Kt)-free graph on n vertices. By (the proof of)
Lemma 2, we can find an optimal colouring c of G in fpt time with parameter
s + t. Because G is (P2s+2,Kt)-free, c uses k ≤ (2s + 1)t−2 colours due to
Theorem 2. Let C1, . . . , Ck be the colour classes of c. We may assume that C1
is a maximal independent set (with respect to set inclusion) in G, and that for
i = 2, . . . , k, the set Ci is a maximal independent set in G \ (C1 ∪ · · · ∪ Ci−1).
Indeed, if some x ∈ Ci has no neighbours in Cj for some j < i, we can move x
to Cj in order to obtain another optimal colouring of G.
We branch by choosing an index b to be the largest index such that Cb
contains a vertex of the maximum independent set I that we are searching for.
There are at most (2s + 1)t−2 ways of doing this. We then branch further by
choosing a vertex x in Cb that we assume will be in I. This leads to at most n
branches altogether. By maximality, x has a neighbour in Ca for every a < b.
Let Ja be the set of vertices in Ca that are not adjacent to x. Because G is
(sP1 + P2)-free, Ja contains at most s − 1 vertices. Let Hx = J1 ∪ · · · ∪ Jb−1.
By the definition of the sets Ji and the choice of x, we find that I \ Hx ⊆ Cb.
We branch further by choosing an independent set I ′ ⊆ Hx. Because Hx has
size at most β = (b − 1)(s − 1) ≤ ((2s + 1)t−2 − 1)(s − 1), there are at most
2β ways of doing this. We then extend I ′ by adding all vertices of Cb that do
not have a neighbour in I ′. The final independent set is a candidate for being
a maximum independent set. After considering all independent sets obtained
in this way, we choose one that has maximum size. Because we considered all
possible ways of constructing a maximum independent set, the above algorithm
is correct. Because our algorithm constructs at most n2β independent sets, it
runs in fpt time when parameterized by s+ t. uunionsq
Here is Lemma 4, the proof of which we have omitted.
Lemma 4. The Independent Set problem on (sP1,Kt−e)-free graphs is fixed-
parameter tractable with parameter s+ t.
To prove Lemma 8 we need three structural lemmas, the first of which is
well-known and can be found in [10].
Lemma 5 (Hall’s Marriage Theorem). A bipartite graph G with vertex
partition A ∪ B has an A-saturating matching if and only if |N(X)| ≥ |X| for
all X ⊆ A.
Lemma 6 follows from Lemma 5; we omit the proof details. Note that in
a bipartite graph with partition classes A and B an A-saturating matching is
perfect if |A| = |B|.
Lemma 6. Let G be a bipartite graph with partition classes A and B. Let p, q,
n be integers such that |A| = |B| = n ≥ p+ q. If every vertex in A has degree at
least n − p and every vertex in B has degree at least n − q, then G contains a
perfect matching.
We need Lemma 6 to prove Lemma 7. Lemma 7 is a key lemma. It gives us a
sufficient condition on the number of edges that we may allow between mutually
vertex-disjoint cliques without increasing the chromatic number of their union.
Lemma 7. Let k, a, b be integers such that k ≥ 2a(b−1). Let G be a co-b-partite
graph with partition classes X1, . . . , Xb, all of size at most k. If every vertex in
Xi has at most a neighbours in Xj for all 1 ≤ i, j ≤ b when i 6= j, then G is
k-colourable.
Proof. Without loss of generality, we may assume that every clique Xi contains
exactly k vertices. We use induction on b. The case b = 1 is trivial. Let b ≥ 2.
Let G′ = G[X1 ∪ · · · ∪Xb−1]. Because k ≥ 2a(b− 1) ≥ 2a(b− 2), we can apply
our induction hypothesis to find that G′ is k-colourable. Let c be a k-colouring
of G′, and let Xb = {x1, . . . , xk}. We construct an auxiliary bipartite graph F
as follows. For each colour 1 ≤ i ≤ k we create a vertex ui. This yields the set
U = {u1, . . . , uk}. For each vertex xj ∈ Xb we introduce a copy x′j . This yields
the set X = {x′1, . . . , x′k}. The partition classes of F are U and X. We add an
edge from ui to x
′
j in F if and only if c does not assign colour i to any neighbour
of xj . We observe that c can be extended to a k-colouring of G if and only if F
has a perfect matching. Hence, it remains to show that this is indeed the case.
Because every Xi is a clique of size k, every colour of c occurs b − 1 times.
Recall that we assume that every vertex in Xi has at most a neighbours in Xj
for all 1 ≤ i, j ≤ b, where i 6= j. By combining these two facts we find that
every ui has degree at least k − a(b − 1) and that every x′j has degree at least
k − a(b− 1). As k ≥ 2a(b− 1) = a(b− 1) + a(b− 1), we may apply Lemma 6 to
find that F has a perfect matching. uunionsq
We are now ready to prove Lemma 8.
Lemma 8. The Colouring problem on (sP1,Kt − e)-free graphs is fixed-pa-
rameter tractable with parameter s+ t.
Proof. Let G be an (sP1,Kt − e)-free graph on n vertices. We may assume
without loss of generality that s ≥ 2 and t ≥ 3, as the proof is straightforward
for s ≤ 1 or t ≤ 2. We first find a maximum independent set S of G. According
to (the proof of) Lemma 4, we can do this in fpt time with parameter s+ t.
We may assume without loss of generality that S is of size s − 1; otherwise
G is ((s − 1)P1,Kt − e)-free. Let u1, . . . , us−1 be the vertices of S. For 1 ≤
i < j ≤ s − 1, let Xi,j be the set of vertices adjacent to both ui and uj . If
some Xi,j contains a clique on t − 2 vertices, then the vertices of this clique
together with ui, uj form an induced Kt − e. Hence, every Xi,j is (sP1,Kt−2)-
free. Recall that R(s, t) is the Ramsey number for integers s and t. Because Xi,j
is (sP1,Kt−2)-free, Xi,j contains at most R(s, t−2)−1 vertices. Let D =
⋃
Xi,j .
Then |D| ≤ (s−12 )(R(s, t−2)−1). Hence, the size of D is bounded by a function
of s and t.
Let Xi consist of ui and those vertices that are adjacent to ui but not to any
other vertex in S. Each Xi must be a clique, since if x, y ∈ Xi were non-adjacent,
then {x, y} ∪ S \ {ui} would be an independent set larger than S, contradicting
the fact that S is a maximum independent set. Note that every vertex of G is
either in D or in some Xi (see Fig. 1). Hence, we find that the vertices of G can
be partitioned into s− 1 cliques X1, . . . , Xs−1 and a set D. However, from these
s sets, we only know that D has bounded size (in terms of s and t).
Now suppose that some vertex x ∈ Xi had t − 2 neighbours in Xj for some
j 6= i. Then these t − 2 neighbours, together with x and uj , would induce a
Kt − e in G. Hence, every vertex in Xi has at most t − 3 neighbours in every
Xi,j
u1 ui uj
X1 Xi Xj Xs−1
us−1
D
Fig. 1. Decomposition of the graph G into sets X1, . . . , Xs−1, D.
Xj with j 6= i. Consequently, each vertex in Xi has at most (t− 3)(s− 1) + |D|
neighbours outside of Xi.
We now start a branching procedure by first colouring the vertices of D in
every possible way using colours from the set C = {1, . . . , |D|}. After colouring
D, for each i = 1, . . . , s − 1, we choose a subset Ci ⊆ C of size |Ci| ≤ |Xi|,
which we let consist of exactly those colours from C that will occur on Xi. We
branch over all possibilities for choosing such sets Ci. After choosing the sets Ci
we branch further. For all cliques Xi of size at most γ = (|D| + 2)(s − 2)(t −
3) + (t − 3)|D| + |D| (we explain this number later) we branch by trying every
possible way of colouring a subset of Xi of size |Ci| with the colours from Ci.
This yields a partial colouring of G. The total number of these partial colourings
is at most
|D||D|
s−1∏
i=1
2|D|
(
γ
|Ci|
)
|Ci||Ci|,
which only depends on s and t, and which may be strictly less because whenever
two adjacent vertices are assigned the same colour, we naturally cut the branch.
Now let c be a partial colouring that is obtained in this way. Assume that
c uses kc colours. We let total(c) denote the smallest number of colours of a
colouring c′ of G subject to the following two conditions:
(i) c′ extends c;
(ii) c′ does not use any colours from C\Ci on vertices of Xi.
Let Z be the set of vertices that are not coloured by c. We may assume without
loss of generality that β = |X1| − |C1| = max{|Xi| − |Ci| | 1 ≤ i ≤ s− 1}.
First suppose that X1 has size at most γ, in which case Z has size at most∑
i |(Xi| − |Ci|) ≤ (s− 1)γ. By definition of the sets Ci, we are required to use
colours on Z that are not in C. In other words, we are to colour Z independently
from the way we coloured the rest of G. Because in this case |Z| only depends
on s and t, we use brute force to compute the chromatic number χG[Z] of G[Z].
Hence we find that total(c) = kc + χG[Z] in this case.
Now suppose that X1 has size at least γ + 1. We observe the following. Let
v be any vertex in D. If v is adjacent to all vertices of a clique Xi, then c(v)
does not appear in Ci, as otherwise we can cut the branch. If v is adjacent
to a set X ′i of t − 2 vertices of a clique Xi but not to some vertex w ∈ Xi,
then X ′i ∪ {v, w} induce a Kt − e in G, which is not possible. Hence, we may
assume without of generality that every vertex in D is adjacent to at most t− 3
vertices in every clique Xi. This means that the total number of vertices in Xi
that have a neighbour in D is at most (t − 3)|D|. Also recall that every vertex
in Xi has at most t − 3 neighbours in any Xj with j 6= i. We may assume
without loss of generality that for some h ≤ s − 1, the cliques X1, . . . , Xh are
precisely those for which |Xi| ≥ γ + 1. We apply the following greedy approach
for assigning colours from Ci to every clique Xi with 1 ≤ i ≤ h. We arbitrarily
colour a set X∗1 of |C1| vertices of X1 that are not adjacent to any vertices in
D with colours from C1. We then arbitrarily colour a set X
∗
2 of |C2| vertices of
X2 that are not adjacent to any vertices in D ∪X∗1 with colours from C2, and
so on, until we have processed Xh. We can follow this greedy approach, because
a clique Xi with 1 ≤ i ≤ h has a size that is sufficiently large, that is, at least
γ + 1 = (|D|+ 2)(s− 2)(t− 3) + (t− 3)|D|+ |D|+ 1. (Note that we could have
chosen γ to be smaller here, but this value simplifies the arguments in the next
paragraph.) Let c∗ denote the resulting partial colouring. Note that c∗ extends
c.
Assume that c∗ uses kc∗ colours. We claim that total(c) = kc∗ + |X1|− |C1|.
Note that total(c) < kc∗ + |X1| − |C1| is not possible, because of condition (ii)
and the fact that X1 is a clique. Hence, we are left to show that all uncoloured
vertices of G can be coloured with at most |X1| − |C1| colours. This follows
immediately from Lemma 7 by taking k = |X1| − |C1|, a = t− 3 and b = s− 1.
We may apply this lemma for the following two reasons. First, for i = 1, . . . , h,
we have |Xi| − |Ci| ≤ |X1| − |C1| by definition. Second, we have |X1| − |C1| ≥
γ + 1− |C1| ≥ 2(s− 2)(t− 3).
As we branched in all possible ways, we find that the smallest total(c) is the
chromatic number of G. Note that our algorithm runs in fpt time with parameter
s+ t, as required, and that it also produces an optimal colouring of G. uunionsq
We are now ready to state and prove our main theorem.
Theorem 6. The Colouring, Independent Set and Clique problems on
(sP1 +P2,Kt− e)-free graphs are fixed-parameter tractable with parameter s+ t.
Proof. First recall the following. Because a graph is (sP1 + P2,Kt − e)-free if
and only if its complement is (P2 + (t − 2)P1,Ks+2 − e)-free, we only have to
consider the Independent Set and Colouring problems.
Let G be a (sP1 + P2,Kt − e)-free graph. We start by checking whether
G contains an independent set on s + 1 vertices. We can do this in fpt time
with parameter s+ t by Theorem 5. If it does, then G is not (s+ 1)P1-free. By
Lemma 1, this means that G must be (sP1+P2,Ks2(t−3)+2)-free. In this case, we
can solve Colouring and Independent Set by Lemmas 2 and 3, respectively.
Otherwise, that is, if G contains no independent set on s + 1 vertices, then G
is ((s + 1)P1,Kt − e)-free. In that case, we can solve Independent Set and
Colouring by Lemmas 4 and 8, respectively. uunionsq
3 Final Remarks
The ultimate goal is to complete Theorem 3. This requires new proof techniques
to deal with a number of nontrivial cases, such as when H1 is the claw K1,3
and H2 is a long path. As regards our result it seems natural to settle, as a
next step, the complexity status of Colouring for (sP2,Kt − e)-free graphs.
Our next result (proof omitted) shows that the case s = 2 is polynomial-time
solvable.
Theorem 7. The Colouring problem on (2P2,Kt−e)-free graphs can be solved
in polynomial time for all t ≥ 1.
Another possible generalization of our result on Colouring is to consider
the following variant of graph colouring. In Precolouring Extension we as-
sume that a (possibly empty) subset W ⊆ V of a graph G = (V,E) is precoloured
by a precolouring cW : W → {1, 2, . . . , k} for some given integer k, and the ques-
tion is whether we can extend cW to a k-colouring of G. The classification of
Precolouring Extension on H-free graphs is known [13]. However, the clas-
sification of Precolouring Extension on (H1, H2)-free graphs is still open.
In this respect, we note that our results cannot be generalized to another even
more general variant of graph colouring called list colouring. A list assignment of
a graph G = (V,E) is a function L that assigns a list L(u) of so-called admissible
colours to each u ∈ V . We say that a colouring c : V → {1, 2, . . .} respects L
if c(u) ∈ L(u) for all u ∈ V . The List Colouring problem is that of testing
whether a given graph has a colouring that respects some given list assignment.
Golovach and Paulusma [11] completely classified the complexity of the List
Colouring problem for (H1, H2)-free graphs by showing that this problem is
polynomial-time solvable for (H1, H2)-free graphs in the following three cases:
(i) H1 ⊆i P3 or H2 ⊆i P3, (ii) H1 ⊆i C3 and H2 ⊆i K1,3 and (iii) H1 = sP1
for s ≥ 3 and H2 = Kt for t ≥ 3, whereas it is NP-complete for all other pairs
(H1, H2).
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