Quelques propri\'et\'es qualitatives pour le probl\`eme de surfaces de
  quadrature dans le plan by Barkatou, Mohammed
ar
X
iv
:2
00
4.
11
95
5v
1 
 [m
ath
.O
C]
  2
4 A
pr
 20
20
Quelques proprie´te´s qualitatives pour le proble`me
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Re´sume´
Dans ce papier, nous commenc¸ons par donner une condition ne´cessaire
et suffisante d’existence de solutions pour le proble`me de surfaces de qua-
drature dans le cas ou` le terme source est une densite´ supporte´e par un
segment. Ensuite, en utilisant la syme´trisation de Steiner continue, nous
montrons que la solution obtenue est syme´trique par rapport a` l’axe des
abscisses et que son bord est analytique.
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1 Introduction
On se donne une constante strictement positive k et une fonction f ∈ L2(RN ),
positive et a` support compact K. Notons par C l’enveloppe convexe de K. Conside´rons
le proble`me de surfaces de quadrature QS(f, k) suivant : Trouver un ouvert borne´ Ω
qui contient strictement C et tel que le proble`me surde´termine´ suivant ait une solution.


−∆u = f dans Ω
u = 0 sur ∂Ω
|∇u| = k sur ∂Ω.
Le proble`me QS(f, k) trouve son application dans plusieurs domaines de la physique
(free streamlines, jets, Hele-show, electromagnetic shaping, gravitational problems...etc).
Il a e´te´ e´tudie´, de diffe´rentes fac¸ons, par plusieurs auteurs (pour plus de de´tails concer-
nant les me´thodes utilie´es voir l’introduction de l’article de Gustafsson et Shahgholian
[8]).
Dans [11] (voir aussi la Remarque 4.1 ci-dessous), en utilisant essentiellement la me´-
thode des hyperplans mobiles [7], H. Shahgholian montre que si le proble`me a` frontie`re
libre QS(f, k) admet une solution Ω (de classe C2), alors
(S1) Ω contient strictement le convexe compact C.
(S2) ∂Ω \ C est lipschitzien.
(S3) En tout point de ∂Ω \ C ou` la normale inte´rieure existe, celle-ci rencontre C.
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La classe des ouverts qui ve´rifient ces trois proprie´te´s n’est pas ferme´e pour la topologie
de Hausdorff car l’ensemble des ouverts qui contiennent le compact C ne l’est pas).
Par ailleurs, les e´le´ments de cette classe ne sont, en ge´ne´ral, pas stables au sens de
Keldysh-Wiener [9], [13]. En effet, si on conside`re, en deux dimensions, le segment
C = [0, 1] × {0}, alors l’ouvert {(x, y ∈ R2, x2 + y2 < 1} ve´rifie les trois proprie´te´s
ci-dessus mais il n’est pas stable au sens de Keldysh-Wiener.
Dans [1], l’auteur introduit une classe d’ouverts ve´rifiant :
(N1) Ω contient l’inte´rieur de C.
(N2) ∂Ω \ C est lipschitzien.
(N3) En tout point de ∂Ω \ C ou` la normale inte´rieure existe, celle-ci rencontre C.
(N4) Pour toute normale (se´lectionne´e), ∆, a` C, δ ∩ Ω est connexe.
Ces quatre conditions formant ce que l’auteur appelle la Proprie´te´ Ge´ome´trique de la
Normale par rapport a` C (plus simplement C-GNP). Notons OC la classe des ouverts
borne´s de RN posse´dant la C-GNP.
En utilisant la de´rivation par rapport au domaine [12], le proble`me QS(f, k) appa-
raˆıt comme l’e´quation d’Euler du proble`me de minimisation, sur la classe des ouverts
admissibles OC , de la fonctionnelle :
J(Ω) =
∫
Ω
(|∇u|2 − 2fu+ k2)dx
ou` u est la solution du proble`me de Dirichlet sur Ω.
Une fois que l’existence d’un minimum Ω est e´tablie, Pour que celui-ci, soit une solution
du proble`me QS(f, k), il doit contenir strictement C et la contidtion surde´termine´e
|∇u| = k doit eˆtre obtenue au moins presque partout sur ∂Ω. Cela ne peut se produire
que si nous mettons des conditions sur les donne´es du proble`me f , C et k.
Le but de cet article est de donner une condition ne´cessaire et suffisante dans le cas
ou` le terme source f est une densite´ supporte´e par un segement. En clair, nous allons
nous placer dans R2 et nous prendrons f = aδC ou` C = [−1, 1] × {0} (a est un re´el
strictement positif).
Nous commenc¸erons par donner une condition ne´cessaire d’existence de solution
pour le proble`me QS(aδC , k). Ensuite, en appliquant le principe du maximum aux deux
proble`mes d’optimisation de formes conside´re´s, nous allons de´montrer que la condition
ne´cessaire obtenue est en fait suffisante pour que le minimum Ω obtenu contienne
strictement le convexe C (cf The´ore`me 3.1). Enfin, la de´rivation par rapport au domaine
nous permettra de re´cupe´rer la condition surde´termine´e sur ∂Ω et la syme´trisation de
Steiner continue nous donnera le caracte`re analytique du bord de Ω ainsi que la syme´trie
de celui-ci par rapport a` l’axe Ox (cf The´ore`me 3.2).
2 Re´sultats pre´liminaires
Dans cette section, nous allons e´nnoncer puis de´montrer quelques re´sultats qui nous
permettront de prouver les The´ore`mes 3.1 et 3.2.
La Proposition 2.3 [1] nous donne une caracte´risation de la C-GNP ou` on n’a pas besoin
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d’utiliser la normale. Cette proprie´te´ est note´e C-SP et elle traduit le fait
∀x ∈ ∂Ω \ C, Kx ∩ Ω 6= ∅
ou`
Kx = {y ∈ R
N : (y − x).(c − x) ≤ 0, ∀c ∈ C}.
Proposition 2.1. Soit Ω un ouvert qui posse`de la C-GNP. Alors hormis les parties
de ∂Ω∩C (ou` seulement les champs de vecteurs V tels que V.ν ≥ 0 sont autorise´s), la
C-GNP est conserve´e pour ∂Ω \ C, quelque soit le champ de vecteurs V de RN dans
R
N , borne´ et lipschitien, et tout t ∈]0, 1[.
De´monstration. Graˆce a` l’e´quivalence entre la C-GNP et la C-SP, nous allons de´mon-
trer que si Ω posse`de la C-GNP alors Ωt la posse`de aussi. La condition (N1) est obtenue
pour les champs de vecteurs V tels que V.ν ≥ 0 alors que les conditions (N2) et (N4)
sont conserve´es par perturbation du domaine Ω pour tout champ de vecteurs V . Il nous
reste donc a` de´montrer que la condition (N3) est aussi ve´rifie´e.
En effet, supposons, par l’absurde, qu’il existe xt ∈ ∂Ωt \ C tel que Kxt ∩ Ωt 6= ∅.
Soit yt ∈ Kxt ∩ Ωt, il existe alors y ∈ Ω, y = yt − tV (y) tel que :
∀c ∈ C, (yt − xt).(c− xt) ≤ 0.
Montrons que y ∈ Kx. En effet,
(y − x).(c − x) = (yt − tV (y)− xt + tV (x)).(c − xt + tV (x))
= (yt − xt + t(V (y)− V (x))).(c − xt + tV (x))
= (yt − xt).(c − xt) + ǫ(t)
ou` ǫ(t) = t(yt − xt).V (x) + t(V (y) − V (x)).(c − xt) + t
2(V (y) − V (x)).V (x) qui,
comme t, tend vers 0. Obtenant ainsi la contradiction.
Lemme 2.1. Soit Ω un ouvert de R2 qui contient le segment C = [−1, 1] × {0}. Si Ω
a la C-GNP alors Ω est convexe dans la direction Oy.
La preuve de ce lemme est une conse´quence imme´diate de la de´finition de la C-GNP,
puisque les normales se´lectionne´es sont les droites orthogonales au segment C.
Remarque 2.1. Comme C est contenu dans Ω, les conditions 2. et 3. de la C-GNP
suffisent pout montrer ce lemme. En effet, soit H+ et H− les demi-espaces supe´rieur
et infe´rieur se´pare´s par l’axe Ox. Soit x un point de ∂Ω. Comme celui-ci ve´rifie la C-
GNP, il ve´rifie la C-SP et par conse´quent le segment vertical au-dessus de x est inclus
dans le cone Kx. De meˆme, s’il existait un point z sur le segment vertical au-dessous
de x, on aurait x ∈ Kz contredisant ainsi le Lemme 2.4 [1]. Donc Ω est convexe suivant
la direction Oy et ∂Ω ∩H+ et ∂Ω ∩H− sont des graphes.
De´finition 2.1. Un arc de cercle γ est dit de Type I si
1. γ est centre´ en (−1, 0) et est contenu dans {(x, y) ∈ R2, x ≤ −1}, ou
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2. γ est centre´ en (1, 0) et est contenu dans {(x, y) ∈ R2, x ≥ 1}
γ est dit de Type II, sinon.
De´finition 2.2. (Syme´trisation de Steiner) Soit Ω un ouvert de R2, convexe dans la
direction Oy. Soient α un re´el fixe´ et Ωα le segment {(α, y), (α, y) ∈ Ω. La syme´trisa-
tion de Steiner consiste a` recentrer chaque segment Ωα sur l’axe Ox et le syme´trise´ Ω
∗
de Ω est de´fini par
Ω∗ = {(α, t), α ∈ R, |t| <
|Ωα|
2
}.
La syme´trisation de Steiner ne conserve pas la C-GNP (voir la Remarque 4.2 ci-
dessous). Pour y reme´dier, nous allons utiliser la syme´trisation de Steiner continue
(Proposition 2.6 [1]).
De´finition 2.3. (Syme´trisation de Steiner continue) Soit Ω un ouvert de R2, convexe
dans la direction Oy. La syme´trisation de Steiner continue consiste a` recentrer chaque
segment [y1, y2] paralle`le a` l’axe Oy (y1 et y2 appartenant a` ∂Ω) avec une vitesse e´gale
a` la distance du centre de [y1, y2] a` la droite x = 0. C’est a` dire que si ∂Ω est donne´
par deux fonctions φ1 et φ2 alors pour t ∈ [0, 1] son syme´trise´ Ω
t sera donne´ par les
fonctions φt1 et φ
t
2 de´finies par :
φt1 = φ1 −
t
2
(φ1 − φ2), φ
t
2 = φ2 +
t
2
(φ1 − φ2)
Proposition 2.2. Soit Ω un ouvert de R2 qui ve´rifie la C-PGN, contient le segment
C et tel que ∂Ω ne contient pas d’arc de Type II. Alors, pour t assez petit, Ωt admet la
C-PGN.
De´monstration. Pour t petit, le syme´trise´ Ωt, par la syme´trisation de Steiner continue,
d’un ouvert Ω qui posse`de la C-GNP, ve´rifie la meˆme proprie´te´ pour les points de
son bord dont la normale (lorsqu’elle existe) rencontre l’inte´rieur relatif de C. Pour
les points de ∂Ωt qui sont sur des arcs de cercle, nous allons de´montrer que pour les
arcs de Type I, la C-GNP est conserve´e. En effet, Supposons que ∂Ω est donne´ par les
fonctions φ1 et φ2, alors, pour t petit, ∂Ω
t est donne´ par les fonctions φt1 et φ
t
2. Pour
Ωt, la C-GNP se traduit par :
−1 ≤ x+ φti(x)(φ
t
i)
′(x) ≤ 1, i = 1, 2.
Il s’agit donc de ve´rifier que
−1 ≤ x+ φ1(x)φ
′
1(x)− η(t) ≤ 1,
η(t, x) = −
t
2
[2φ1φ
′
1(x)−(φ
′
1(x)φ2(x)+φ1(x)φ
′
2(x))]+
t2
4
(φ1(x)−φ2(x))(φ
′
1(x)−φ
′
2(x)).
Plac¸ons-nous maintenant en un point de ∂Ω, d’abscisse x0 tel que la normale inte´rieure
coupe le segment C, par exemple, en (−1, 0). On a
x0 + φ1(x0)φ
′
1(x0) = −1.
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Par ailleurs, la C-GNP, pour φ2 fournit
φ
′
2(x0) ≥ −
1 + x0
φ2(x0)
.
Au point d’abscisse x0, nous obtenons donc
φ
′
1(x0)φ2(x0) + φ1(x0)φ
′
2(x0) ≥ −(1 + x0)(
φ2(x0)
φ1(x0)
+
φ1(x0)
φ2(x0)
).
Or
φ2(x0)
φ1(x0)
+
φ1(x0)
φ2(x0)
≥ 2
(et meˆme > 2 si φ2(x0) 6= φ1(x0), l’e´galite´ correspond au cas ou` on ne bouge pas).
Donc, si 1 + x0 > 0 on a bien
φ
′
1(x0)φ2(x0) + φ1(x0)φ
′
2(x0) ≥ −2(1 + x0) = 2φ1(x0)φ
′
2(x0).
Donc le terme η(t, x0) sera ne´gatif. Par suite l’ine´galite´ ci-dessus est ve´rifie´e au point
d’abscisse x0. Par ailleurs, comme x0 + φ1(x0)φ
′
1(x0) = −1, et t est assez petit, alors
−1 ≤ x0 + φ1(x0)φ
′
1(x0)− η(t, x0) ≤ 1.
3 Re´sultats principaux
Sans conditions sur f et k, le proble`me QS(f, k) peut ne pas avoir de solutions. En
effet, si (Ω, u) en est une solution telle que Ω est a` bord lipschitzien et u ∈ H2(Ω), alors
la formule de Green nous donne la condition ne´cessaire suivante :∫
C
f = k|∂Ω|.
(|∂Ω| e´tant le pe´rime`tre de Ω). En particulier, si le rapport
∫
C
f
k
est trop petit pour qu’on
puisse trouver un ouvert Ω englobant le convexe C dont le pe´rime`tre ve´rifie |∂Ω| =
∫
C
f
k
,
c’est a` dire si |∂C| >
∫
C
f
k
, il est claire que le proble`me QS(f, k) ne peut pas avoir de
solution. Cela signifie que le minimum obtenu pour la fonctionnelle J n’est pas une
solution du proble`me QS(f, k) puisque le convexe C n’y est pas inclus strictement.
Autrement dit, dans le cas qui nous inte´resse ici, le minimum Ω peut venir toucher le
segment C (en un point anguleux ou de rebroussement voire un segment).
The´ore`me 3.1. Ω est solution du proble`me QS(aδC , k) si et seulement si a > 2k.
Dans son article [6], A. Friedman a montre´ qu’en deux dimensions, si l’ouvert Ω
solution du proble`me QS(aδC , k) existe et est a` bord lipschitzien alors il est analytique.
Le bord du minimum que nous obtenons ici est analytique par morceaux : il contient
Γ1 = ∂Ω \ C (ou` on sait que |∇u| = k) qui est analytique et Γ2 constitue´ des arcs de
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cercles de Type I et II (une re´union de parties analytiques). Il restera alors les points
de jonction entre les parties de Γ1 et celles de Γ2. Par conse´quent, si on arrive a` avoir
des conditions sur a et k pour que ∂Ω soit analytique en ces points, alors Ω sera soit
un cercle, soit ∂Ω = Γ1 qui fournirait une solution du proble`me QS(aδC , k).
Le the´ore`me qui suit dit, entre autre, que si le bord de Ω ne contient pas d’arcs de
Type II, alors il est analytique de`s que a > 2k.
The´ore`me 3.2. Soit Ω un minimum de la fonctionnelle J sur OC . Supposons que ∂Ω
ne contient aucun arc de cercle centre´ aux extre´mite´s de C et que u ∈ H2(V∂Ω) (V∂Ω un
voisinqge de ∂Ω). Alors Ω est une solution classique (i.e |∇u| = k sur ∂Ω) du proble`me
QS(aδC , k) qui est syme´trique par rapport a` l’axe Ox et dont le bord ∂Ω est analytique.
3.1 Preuve du The´oreme 3.1
La de´monstration de ce the´ore`me se fait en prouvant les deux propositions suivantes.
Proposition 3.1. Soit (Ω, u) une solution du proble`me QS(aδC , k). Si Ω est a` bord
lipschitzien et u ∈ H2(Ω \ C) alors a > 2k.
De´monstration. soient ǫ ∈ [0, 1] et Vǫ = [−1− ǫ, 1 + ǫ]× [−ǫ, ǫ]. Posons Ωǫ = Ω \ Vǫ. u
est harmonique sur Ωǫ, donc
0 =
∫
Ωǫ
∆u =
∫
∂Ω
∂u
∂ν
+
∫
∂Vǫ
−
∂u
∂ν
.
En e´crivant u = h− a2 |y| (h e´tant une fonction harmonique sur Ω) et tendant ǫ vers 0,
on obtient
lim
ǫ→0
∫
∂Vǫ
∂u
∂ν
= −2a.
Mais −∂u
∂ν
= k sur ∂Ω, donc k|∂Ω| = 2a. C e´tant strictement inclus dans Ω, |∂Ω| > 4,
d’ou` le re´sultat.
Proposition 3.2. Si a > 2k alors il existe un ouvert borne´ Ω qui contient strictement
la boule B(O, 1) et tel que Ω minimise la fonctionnelle J sur la classe des ouverts
ve´rifiant la C-PGN.
Soit B la boule (ouverte) unite´ de R2. Posons
OC,B = {B ⊂ ω ⊂ D, ω ∈ OC}.
Par le principe du maximum, la fonctionnelle
J(ω) =
∫
ω
(|∇u|2 − 2fu+ k2)dx
est minore´e infe´rieurement et par le Theore`me 4.3 [1], elle admet au moins un minimum
Ω. Par ailleurs, si le minimum Ω est de classe C2, la Proposition 2.1 ci-dessus applique´e
a` Ω et B nous permet d’e´crire
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(C1) |∇u| ≤ k sur ∂Ω ∩ ∂B, et
(C2) |∇u| = k sur ∂Ω \ ∂B.
Posons,
OΩ = {ω ⊂ Ω, ω ∈ OC,B}, et
F (ω) =
∫
ω
(|∇u|2 − 2fu+ (
a
2
)2)dx.
La fonctionnelle F admet au moins un minimum Ω∗ sur OΩ. Si Ω
∗ est de classe C2,
(C3) |∇u∗| ≤ a2 sur ∂Ω
∗ ∩ ∂B,
(C4) |∇u∗| ≥ a2 sur ∂Ω
∗ ∩ ∂Ω, et
(C5) |∇u∗| = a2 sur ∂Ω \ (∂Ω ∪ ∂B).
Supposons par l’absurde que ∂Ω∩∂B 6= ∅. Comme B ⊂ Ω∗ ⊂ Ω, une des situations
suivantes peut se produire :
1. ∂Ω = ∂Ω∗ = ∂B
2. ∂Ω 6= ∂B et ∂Ω∗ = ∂B
3. ∂Ω 6= ∂B et ∂Ω∗ 6= ∂B
4. ∂Ω 6= ∂B et ∂Ω∗ = ∂Ω
5. ∂Ω 6= ∂B et ∂Ω∗ 6= ∂Ω
En appliquant le principe du maximum a` u et u∗ solutions du proble`me de Dirichlet
sur (respectivement) Ω et Ω∗, les conditions d’optimalite´ (C1),...,(C5) nous donnent,
dans tous les cas de figure,
a
2
≤ |∇u∗(x)| ≤ |∇u(x)| ≤ k, ∀x ∈ ∂Ω ∩ ∂Ω∗ ∩ ∂B.
Obtenant ainsi une contradiction.
Remarque 3.1. Dans [4], les auteurs montrent que le proble`me QS(aδC , k) admet une
solution de`s que a > 3.92k.
3.2 Preuve du The´ore`me 3.2
La de´monstration de ce the´ore`me utilise le The´ore`me 3.1 et la proposition suivante.
Proposition 3.3. Soit Ω le minimum de la fonctionnelle J obtenu au The´ore`me 3.1.
Si ∂Ω) ne contient pas d’arc de type II, alors Ω est syme´trique par rapport a` l’axe Ox
et u ve´rifie u(x,−y) = u(x, y) pour tout (x, y) ∈ Ω.
De´monstration. Pour t petit, soit Ωt le syme´trise´ de Ω par la syme´trisation de Steiner
continue. Appelons ut la fonction syme´trise´e de u et ut le potentiel associe´ a` Ω
t, c’est
a` dire la solution du proble`me de Dirichlet P (aδC) sur Ω
t. En utilisant la formula-
tion variationnelle de l’e´quation aux de´rive´es partielles, ut minimise (sur H
1
0 (Ωt)) la
fonctionnelle ∫
Ωt
|∇v|2 − 2a
∫
C
v.
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Par conse´quent, puisque ut ∈ H10 (Ω
t)[5],
∫
Ωt
|∇ut|
2 − 2a
∫
C
ut ≤
∫
Ωt
|∇ut|2 − 2a
∫
C
ut.
Par ailleurs, d’apre`s les proprie´te´s classiques de la syme´trisation [5], on a |Ωt| = |Ω|,
∫
Ωt
|∇ut|2 ≤
∫
Ω
|∇u|2, et
∫
Ωt
ut =
∫
Ω
u.
Donc ∫
Ωt
|∇ut|2 − 2a
∫
C
ut ≤
∫
Ωt
|∇u|2 − 2a
∫
C
u.
Par suite,
J(Ωt) ≤ J(Ω).
Comme Ω est un minimum de J sur OC qui contient aussi Ω
t pour t petit, alors
J(Ωt) = J(Ω), et ∫
Ωt
|∇ut|2 =
∫
Ω
|∇u|2.
Ainsi ut = ut. Pour conclure, nous utilisons le re´sultat suivant, prouve´ par Brock dans
son Habilitation [5] : Si
lim
t→0
∫
Ωt |∇u
t|2 −
∫
Ω |∇u|
2
t
= 0
alors Ω est localement syme´trique dans la direction Oy au sens de la de´finition suivante :
De´finition 3.1. Soient Ω un ouvert de R2 et u ∈ H10 (Ω) ∩ C
1
0 (Ω¯). On dit que Ω est
localement syme´trique par rapport a` l’axe {y = y0} (y0 ∈ R) si on peut le de´composer
sous la forme
Ω =
k=m⋃
k=1
(ωk1 ∪ ω
k
2) ∪G
(m e´ventuellement infini), ou`
1. ωk1 est une composante connexe (maximale)de Ω ∩ {
∂u
∂y
> 0},
2. ωk2 est son syme´trique par rapport a` l’axe {y = y0}
3. pour tout (x′, y) ∈ ωk1 , u(x
′, y) = u(x′, 2y0−y) < u(x
′, z) pour tout z ∈ [y, 2y0−y]
4. ∂u
∂y
= 0 sur G.
Soit ω1 une composante connexe de Ω de´finie comme ci-dessus et ω2 son image par
une syme´trie σ d’axe y = y0. Soit x ∈ Ω. Posons v(x) = u(σ(x)) et u˜(x) = u(x)− v(x),
alors
1. ∆u˜(x) = a(δσ(C) − δC) dans Ω.
2. u˜ est harmonique sur Ω \ (C ∪ σ(C)).
3. u˜ = 0 sur l’ouvert ω1 par de´finition de la locale syme´trie.
8
Par conse´quent, d’apre`s le principe d’unique continuation, u˜ est identiquement nulle
sur Ω \ (C ∪ σ(C)), ou encore u = v sur Ω \ (C ∪ σ(C)). Donc, Ω \ (C ∪ σ(C)) est
syme´trique par rapport a` l’axe {y = y0}. Supposons, par l’absurde, que σ(C) 6= C.
Nous allons montrer que u = v sur σ(C).
Notons w une solution fondamentale de l’e´quation −∆w = aδC dans R
2 :
w(x, y) =
a
4π
[(x+ 1) ln((x+ 1)2 + y2)− (x− 1) ln((x− 1)2 + y2)]
− y
a
π
[arctan(
x− 1
y
)− arctan(
x+ 1
y
)− 4].
qui est continue par rapport a` y. Comme u−w est harmonique dans Ω alors u, comme
w, est continue au passage de C. Donc u est continue sur Ω. Soit maintenant y ∈ σ(C)
et soit yn une suite de points de Ω \ σ(C) qui tend vers y. La contiuite´ de u et de v
entraˆınent qu’a` la limite u(y) = v(y), d’ou` u = v sur σ(C) (et de la meˆme manie`re
u = v sur C). Par suite, u = v sur tout Ω. Mais u est harmonique sur Ω \ σ(C) donc,
en particulier, sur le demi-plan y < y0. Donc v est aussi harmonique sur y < y0, ce qui
est absurde si y0 6= 0. On conclut donc que y0 = 0, σ(C) = C et Ω est syme´trique par
rapport a` l’axe {y = 0}.
4 Remarques finales
Remarque 4.1. On donne ici les grandes lignes de la de´monstration du re´sultat de
Shahgholian [11]. Soit Ω un ouvert (de classe C2) solution du proble`me QS(f, k) et soit
u ∈ C2(Ω¯) la solution du proble`me surde´termine´ sur Ω. Supposons qu’il existe un point
x ∈ ∂Ω \ C dont la normale inte´rieure de vecteur directeur ν(x) ne rencontre pas le
convexe C. On peut trouver alors, un hyperplan T contenant ν(x) tel que T ∩ C = ∅.
On appelle η le vecteur unitaire orthogonal a` T et dirige´ dans le sens oppose´ a` C. Dans
ce cas, pour un certain t0,
T = {y ∈ RN , η.y = t0}.
Posons alors Tt{y ∈ R
N ; η.y = t} de sorte que T coincide avec Tt0 . Soit
Ωt0 = {y ∈ Ω, η.y > t0},
et soit Ref(Ωt0) le syme´trique de Ωt0 par rapport a` Tt0 . Celui-ci e´tant orthogonal a` ∂Ω
au point x puisqu’il contient la normale inte´rieure a` ∂Ω en x. Sans perdre de ge´ne´ralite´,
on prut toujours supposer que t0 est le plus grand des re´els t pour lequel cette situation
apparaˆıt (puisque sinon, on se de´calerait dans le sens du vecteur η jusqu’a` rencontrer
un autre hyperplan Tt orthogonal a` ∂Ω). Commenc¸ons par montrer le
Lemme 4.1. Le syme´trique Ref(Ωt0) est contenu dans Ω.
De´monstration. Supposons, par l’absurde, que Ref(Ωt0) n’est pas inclus dans Ω. Soit
s = sup{t, Ref(Ωt) ∩ Ω
c 6= ∅}.
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Alors Ref(Ωs) est dans Ω et son bord est inte´rieurement tangent a` ∂Ω en un point x
0
n’appartenant pas a` Ts. De´finissons u˜ telle que u˜(y) = u(y
′) (y′ e´tant le syme´trique de
y par rapport a` Ts). Si v = u− u˜, alors v est surharmonique dans Ref(Ωs) et elle est
positive sur ∂Ref(Ωs). Par conse´quent, ou bien v = 0 (ce qui n’est pas possible), ou
bien v > 0 sur Ref(Ωs) et atteint son maximum en un point du bord ou` elle est nulle,
en particulier en x0. Mais alors, par le principe du maximum de Hopf
0 >
∂v
∂ν
(x0) =
∂u
∂ν
(x0)−
∂u˜
∂ν
(x0) = 0.
Aboutissant ainsi a` une contradiction.
On montre alors, comme le fait Serrin [10], que x est un ze´ro double de la fonction
v = u − u˜ (cette fois-ci u˜(y) = u(y′) et y′ est le syme´trique de y par rapport a` Tt0).
On termine la de´monstration en utilisant le lemme classique de Serrin qui ge´ne´ralise
le principe du maximum de Hopf a` une situation comme celle-ci : si v est de classe C2
dans Ω¯t0 et
∆v ≤ 0 dans Ωt0 ,
v ≥ 0 dans Ωt0 , et
v(x) = 0.
Alors, pour toute direction δ entrant non tangentiellement dans Ωt0 , on a
• ou bien ∂v
∂δ
(x) > 0
• ou bien ∂
2v
∂δ2
(x) > 0 (sauf si v ≡ 0).
Remarque 4.2. On peut utiliser les re´sultats obtenus par la syme´trisation de Steiner
continue, pour retrouver la condition surde´termine´e pour les arcs de Type I. En effet,
puisqu’on a deux arcs de cercle qui se font face, tous les deux de Type I et que u est
syme´trique, alors la condition d’optimalite´ s’e´crit :
∫ θ+α
θ
(k2 − |∇u(s)|2)φ(s)ds ≥ 0,
pour toute fonction φ de´croissante, et
∫
−θ−α
−θ
(k2 − |∇u(s)|2)φ(s)ds ≥ 0
pour toute fonction φ croissante. Ce qui est e´quivalent, en utilisant la syme´trie de u, a`
∫
−θ−α
−θ
(k2 − |∇u(s)|2)φ(s)ds = 0,
pour toute fonction φ croissante. Soit maintenant φ une fonction de classe C1, elle
s’e´crit trivialement φ = Φ1 − φ2 ou` φ1 et φ2 sont toutes les deux croissantes. Donc
l’e´galite´ ci-dessus est vraie pour toute fonction φ de classe C1 et par conse´quent |∇u| =
k presque partout sur tout arc de Type I.
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Remarque 4.3. Dans leur article [3], en utilisant le principe du maximum combine´
avec la condition de compatibilite´ du proble`me de Neumann, les auteurs donnent une
condition suffisante d’existence de solution pour le proble`me QS(f, k) : If |∇uC | > k
alors C ⊂ Ω, (C e´tant l’enveloppe convexe de K). Dans le cas ou` la fonction f est
a` syme´trie radiale avec C = BR, les auteurs obtiennent la condition ne´cessaire et
suffisante suivante : ∫ R
0
sN−1f(s)ds > kRN−1.
Par ailleurs, en utilisant essentiellement le principe du maximum [2], l’auteur montre
que le proble`me QS(f, k) admet une solution si et seulement si
∫
C
f(x)dx > k|∂C|.
Remarque 4.4. Dans leur article [8], les auteurs montrent l’existence d’un minimum
pour la fonctionnelle
J(v) =
∫
RN
(|∇v|2 − 2fv + k2χv>0)dx,
pour tout 0 ≤ v ∈ H1(RN ). Ils de´montrent que (Ωu, u) est une solution du proble`me
QS(f, k) mais seulement dans un sens faible. La condition surde´termine´e est donne´e
par :
lim
ǫ→0
∫
u>ǫ
(|∇u|2 − k2).ηdHN−1 = 0,
pour tout η ∈ C∞0 (R
N ;RN ). Ils concluent leur article par donner la condition suffisante
suivante : pour un R > 0 donne´, si K ⊂ BR et
∫
BR
f(x)dx > (6
NN
3R |BR|)k alors
K ⊂ B3R ⊂ Ωu. Lorsque f = aδC , les auteurs donnent a > 24πk comme condition
suffisante d’existence de solutions pour le proble`me conside´re´.
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