ABSTRACT This paper presents a novel feature-based multi-modal image registration technique called selfsimilarity and symmetry with a scale invariant feature transform (3S-SIFT). The proposed technique has the following two main components. First, a ubiquitous problem existing in registering multi-modal images, gradient reversal, is well studied and addressed. Second, the proposed technique takes into account selfsimilarity information between keypoint triangles, which is conducive to enhancing the registration accuracy. Moreover, a simplified version of 3S-SIFT called 4S-SIFT is proposed as a pruning technique for feature matching. The proposed techniques are generally applicable to the registration of multi-modal images with changes in scale, rotation, and translation. The experiments have been conducted on a set of benchmark datasets in the domain of image registration, demonstrating that the proposed techniques achieve the stateof-the-art performance in both matching accuracy and recall.
I. INTRODUCTION
Image registration is an important operation in computer vision and image processing applications [1] - [6] , [8] - [11] , [34] . It aims to find the correct spatial alignment between images of the same scene that have been acquired in different imaging conditions [2] , [5] , [6] , [11] . The imaging conditions include differences in time, viewpoint, illumination, capturing device, noise, cluttering and occlusion, etc [5] , [6] , [11] .
Ever since Scale Invariant Feature Transform (SIFT) [13] was proposed, it has gained great popularity in detecting and representing local image features, and has been extensively studied and used in the field of image registration such as [1] - [5] , [16] - [18] , [22] - [24] . SIFT generally achieves great effectiveness in dealing with mono-modal images [14] - [18] . However, it is far more demanding to handle multi-modal images as the intensity variations between corresponding parts are usually complex and nonlinear [2] , [4] - [6] , [12] , [26] , [27] , [29] . Symmetric SIFT (S-SIFT) [22] , as a multi-modal variant of SIFT, was proposed by addressing the gradient reversal problem that commonly exists in multi-modal image registration. The gradient reversal will be explained in Section II-A. In registering multi-modal images,
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S-SIFT is distinctly superior to SIFT [22] . To enhance the discriminative power of S-SIFT, our prior work called Improved Symmetric SIFT (IS-SIFT) [23] , [24] improves S-SIFT by eliminating its ambiguities in the process of building descriptors. As reported in [23] , [24] , IS-SIFT outperforms S-SIFT by a large margin in registering multi-modal images.
In IS-SIFT, one crucial step is to estimate the rotation difference between two images based on S-SIFT keypoint matches. The accuracy of the estimated rotation difference directly affects the following steps in IS-SIFT. Incorrect matches obtained by S-SIFT are likely to undermine the accuracy of estimating the rotation difference between images, thus degrading the performance of IS-SIFT. This paper aims to address this issue, thus enhancing the image registration performance of IS-SIFT.
This paper is an extension of the prior work [23] , [24] . The primary new contributions of this paper are briefly summarized as follows.
i. The image registration performance of IS-SIFT is enhanced by estimating the rotation difference between images more accurately. This is essentially achieved by utilizing the self-similarity information between keypoint triangles. The following three types of selfsimilarity information are explored, i.e. 1) main orientation of each keypoint; 2) the angle at each triangle vertex; 3) the orientation of pairwise keypoints.
(Section III) ii. The proposed technique is evaluated against S-SIFT and IS-SIFT thoroughly on a few image registration datasets by using both accuracy and recall. In the existing literature, IS-SIFT is mostly evaluated using accuracy and recall vs 1-precision curves of sample image pairs [1] , [3] , [5] , [23] , [24] . In addition to matching accuracy, this paper is the first work that utilizes the area under the recall vs 1-precision curve to make quantitative comparisons on S-SIFT and its improvements.
(Sections IV-C and IV-D) The remainder of this paper is organized as follows. In Section II, related work is briefly reviewed. Section III describes the proposed technique in details, followed by a performance study in Section IV. The paper is concluded in Section V.
II. RELATED WORK
This section briefly summarizes Symmetric SIFT [22] and Improved Symmetric SIFT [23] , [24] , thereby pointing out the problem underlying each of these two techniques.
A. SYMMETRIC SIFT
Scale Invariant Feature Transform (SIFT) [13] has been widely used for registering mono-modal images such as [14] - [20] . However, it is far more challenging to register multi-modal images as the intensity variations between corresponding parts are usually complex and nonlinear [6] , [12] , [26] - [32] .
In registering multi-modal images, one common issue is that the gradient orientations of corresponding keypoints across multi-modal images may point to the opposite directions, e.g. 45 • vs 225 • . This problem is called gradient reversal in this paper as in [23] , [24] . Moreover, the existence of gradient reversal may reverse the direction of dominant orientation that is assigned to a local region. This by-product of gradient reversal is called region reversal [23] , [24] .
To address the aforementioned gradient reversal and region reversal, Symmetric SIFT (S-SIFT) [22] was proposed and its major modifications over SIFT are as follows. First, gradient orientations of all pixels are confined into [0, 180 • ). Second, two intermediate descriptors are built for the original local region and its rotated version by 180 • . For the referencing purpose, an intermediate descriptor is called Gradient Symmetric SIFT (GS-SIFT). Let H (4 × 4 × 8) and H r (4 × 4 × 8) denote the GS-SIFT descriptors that are built for the original region and rotated region, respectively. Third, these two GS-SIFT descriptors, i.e. H and H r , are combined to generate the S-SIFT descriptor as follows: 
B. IMPROVED SYMMETRIC SIFT
As introduced in Section II-A, a S-SIFT descriptor is built by merging two GS-SIFT descriptors. It has been pointed out in [5] , [23] , [24] that the process of merging GS-SIFT descriptors causes ambiguities, thereby undermining the discriminative power of descriptors. The same S-SIFT descriptor may be built for two local regions in which image contents can be largely different.
To address the aforementioned problem of S-SIFT, Improved Symmetric SIFT (IS-SIFT) was proposed in [23] , [24] . IS-SIFT works as follows. First, S-SIFT is performed to obtain initial keypoint matches. Second, the rotation difference between the query and target images is estimated by averaging the differences between main orientations of each pair of keypoints in the matches. The estimated rotation difference causes main orientation of each keypoint to be not useful any more, and is used to align the region around each keypoint in the target image before building a descriptor for the keypoint. Third, GS-SIFT descriptors are re-built in the query and target images.
In IS-SIFT, one key issue is to estimate the rotation difference between the query and target images based on S-SIFT keypoint matches. The accuracy of the estimated rotation difference is crucial to the discriminative power of IS-SIFT descriptors. This work is focused on improving the accuracy of estimating the rotation difference in IS-SIFT, thus enhancing the image registration performance.
III. SELF-SIMILARITY AND SYMMETRY WITH SIFT
This section elaborates the proposed technique. An overview of the proposed technique is first given, followed by the details of each step. For the referencing purpose, the proposed technique is called Self-Similarity and Symmetry with SIFT (3S-SIFT).
A. OVERVIEW OF 3S-SIFT
Major steps of the proposed technique are as follows.
i. The number of S-SIFT keypoint matches is narrowed down to no larger than a pre-defined threshold. The selection of keypoint matches is achieved by ranking the distance ratio between the best match and the second best match. (Section III-B) ii. The S-SIFT keypoint matches are refined by the taking into account self-similarity information between keypoint triangles. Three types of self-similarity information are explored, including main orientation of each keypoint, the angle at each triangle vertex and the orientation of pairwise keypoints. (Section III-C)
iii. With the refined keypoint matches, the rotation difference between two images is estimated. The estimated rotation difference is utilized to rotate the target image.
(Section III-D) iv. With rotationally aligned images, local descriptors are rebuilt and matched in two images, thus obtaining the final keypoint matches. (Section III-E)
B. STEP 1: NARROWING DOWN KEYPOINT MATCHES
In the proposed technique, keypoint triangles are thoroughly searched and compared, thus exploring the underlying self-similarity information. Apparently, a large number of keypoint matches will result in huge computational cost. Therefore, it is necessary to select keypoint matches reasonably when the number of keypoint matches is large, thereby reducing the computational cost. A general principle of selecting keypoint matches is that the accuracy of keypoint matches should not be decreased after the selection process. In the proposed technique, the S-SIFT keypoint matches are selected by ranking the distance ratio between the best match and the second best match [2] . In the Nearest Neighbor Distance Ratio (NNDR) matching [1] , [6] , [7] , [16] , [21] , a keypoint match is determined if
where 
|| is, the more discriminative the nearest neighbor D 1 is from the remaining descriptors in target image. Hence, S-SIFT keypoint matches are ranked using
|| in an ascending order. Those highly-ranked keypoint matches are preserved for further processing in the following steps.
C. STEP 2: REFINING KEYPOINT MATCHES WITH SELF-SIMILARITY
Provided there are originally N o S-SIFT keypoint matches, there matches are narrowed down to N using Step 1 stated in Section III-B. Corresponding to these N keypoint matches, let P i q and P i t (i = 1, 2, . . . , N ) denote keypoints in query image and target image, respectively. With the same i, P i q and P i t represent two keypoins in a match. P i q → P i t is used to denote a keypoint match.
With N keypoint matches, there exist C 3 N combinations of keypoint triangles in both of query and target images. As N increases, the number of keypoint triangles C 3 N goes up dramatically. To ensure that the computational cost of the proposed technique is acceptable, it is vital to limit the number of keypoint triplets. Thus, a threshold of the number of S-SIFT matches, N t , is used when generating keypoint triangles. If N o > N t , the original N o S-SIFT matches are narrowed down to N t , as stated in Section III-B. Three keypoint matches, e.g. the i th , j th and k th matches, lead to a pair of keypoint triplets. For the referencing purpose, this pair of keypoint triangles is denoted as ( With the keypoint triangles generated above, the following three types of self-similarity are explored in this paper, including main orientation of each keypoint, the angle at each triangle vertex and the orientation of pairwise keypoints. First, the self-similarity in terms of main orientation of each keypoint is formulated as
where θ i qm , θ j qm and θ k qm denote the main orientation of each keypoint of the triangle in query image, and θ i tm , θ j tm and θ k tm denote the main orientation of each keypoint of the triangle in target image. This is illustrated by the red arrow at each keypoint in Fig. 1 . The rationale behind Eq. 3 is that, if these three pairs of keypoints are all correctly matched, their main orientation differences should be close. In other words, three pairs of correctly matched keypoints are likely to lead to a quite small standard deviation of main orientation differences between these three pairs of keypoints. This rationale applies to the following two strategies of self-similarity in a similar manner. In the proposed technique, the self-similarity terminology means that the pattern underlying a set of keypoints in query image is likely to be preserved among the corresponding keypoints in target image. As illustrated in Fig. 1 Second, the self-similarity in terms of the angle at each triangle vertex is formulated as
where θ i qv , θ j qv and θ k qv represent the angle at each triangle vertex in query image, and θ i tv , θ j tv and θ k tv represent the angle at each triangle vertex in target image. In Fig. 1 , the angle at each triangle vertex is marked by a blue arc between the associated line segments.
Third, the self-similarity in terms of the orientation of pairwise keypoints is formulated as
where
−−→ P k q P i q stand for the orientation of pairwise keypoints in query image, and
stand for the orientation of pairwise keypoints in target image.
In Fig. 1 , the arrow alongside each line segment denotes the orientation of the associated pairwise keypoints. For each of these three strategies of self-similarity defined in Eqs. 3, 4 and 5, the smaller the self-similarity value is, the more similar the compared keypoint triangles are likely to be, indicating a high probability that these three pairs of keypoints are correctly matched. With a specific self-similarity defined in Eqs. 3, 4 and 5, top-ranking N t keypoint triangles are selected, thereby generating a set of keypoint matches.
D. STEP 3: ESTIMATING AND UTILIZING THE ROTATION DIFFERENCE
With the proposed self-similarity information, a set of refined keypoint matches have been obtained till now. These keypoint matches are denoted as
where P i q → P i t (1 ≤ i ≤ n) represents a keypoint match from query image to target image. For P i q → P i t , its main orientation difference, α i , is expressed as
where θ i qm and θ i tm are the main orientation of the two keypoints P i q and P i t , respectively. With Eq. 7, the rotation difference between two images, α d , can be estimated using
Eq. 8 means that the estimated rotation difference is equivalent to the median value of main orientation differences of keypoint matches KM SS . Expectedly, the rotation difference estimated by Eq. 8 is more accurate as compared to the keypoint matches before performing the proposed self-similarity information.
E. STEP 4: REBUILDING AND MATCHING LOCAL DESCRIPTORS
In this step, local descriptors are rebuilt in the query and target images. Note that, GS-SIFT descriptors are used here.
As discussed in Section II-B, the region reversal problem arises from the rotation normalization by utilizing dominant orientation. When building GS-SIFT descriptors in this step, the rotation difference estimated by Eq. 8 will be used to rotate target image and dominant orientations are useless anymore, which naturally vanishes the region reversal problem. Once all GS-SIFT descriptors are built for two images, a process of matching these descriptors is carried out using the NNDR matching strategy [1] , [6] , [33] , thereby generating the final keypoint matches.
F. SIMPLIFIED SELF-SIMILARITY AND SYMMETRY WITH SIFT
As stated in Section III-C and Eq. 6, an intermediate set of keypoint matches, KM SS , is attained by refining S-SIFT keypoint matches using the proposed self-similarity information underlying keypoint triangles. It would be interesting to examine this set of keypoint matches. This leads to a simplified version of 3S-SIFT and it is called Simplified Self-
Similarity and Symmetry with SIFT (4S-SIFT).
First of all, both 3S-SIFT and 4S-SIFT are based on S-SIFT. 3S-SIFT estimates a rotation difference between images using S-SIFT keypoint matches and then builds new descriptors that are different from S-SIFT descriptors, thereby generating a new set of keypoint matches that is totally different from S-SIFT keypoint matches. By comparison, 4S-SIFT only prunes S-SIFT keypoint matches and improves the matching accuracy. 4S-SIFT may achieve desirable matching accuracy based on S-SIFT, whereas the accuracy achieved by 3S-SIFT may be not that high, but potentially finds more and new keypoint matches.
Three strategies of self-similarity information are proposed in Section III-C and are denoted using the following abbreviations.
3S-SIFT-MOK and 4S-SIFT-MOK: exploring self-
similarity information in terms of Main Orientation of each Keypoint; 2. 3S-SIFT-AVT and 4S-SIFT-AVT: exploring selfsimilarity information in terms of the Angle at each Vertex of a Triangle; 3. 3S-SIFT-OPK and 4S-SIFT-OPK: exploring selfsimilarity information in terms of the Orientation of Pairwise Keypoints.
IV. PERFORMANCE STUDY
In this section, the proposed 3S-SIFT will be evaluated against S-SIFT [22] and IS-SIFT [23] , [24] . As pointed out in Section III-F, the proposed 4S-SIFT is a pruning technique for feature matching. 4S-SIFT will be evaluated against Higher Discrimination (HD) [5] and Locality Preserving Matching (LPM) [34] . To make a fair comparison, HD and LPM are integrated with S-SIFT, so that HD-S-SIFT and LPM-S-SIFT come into being. An efficiency analysis will also be provided. VOLUME 7, 2019
FIGURE 2. Eight base images of the Oxford dataset. (a) bark (scale+rotation). (b) boat (scale+rotation). (c) graffiti (viewpoint) (d) wall (viewpoint). (e) bikes (blur). (f) trees (blur). (g) leuven (illumination). (h) ubc (JPEG compression).

A. EVALUATION METRICS
The accuracy of an image registration technique depends largely on the matching accuracy. The higher the matching accuracy is, the more accurate the final registration should be [5] . Hence, the proposed matching strategies and similarity measure are evaluated by accuracy = number of correct matches found number of total matches found × 100%.
Moreover, recall vs 1-precision [16] is used for performance evaluation. The precision is simply equivalent of accuracy defined in Eq. 9. The recall is defined as recall = number of correct matches found number of correspondences × 100%. (10) The recall vs 1-precision curve is generally plotted for a particular image pair [3] , [16] . To make statistics on a set of image pairs, the area under the recall vs 1-precision curve [35] will be used. In experiments, the ground-truths of image pairs are all known or provided. A maximum of four pixel error is considered when deciding whether a match is correct or not, which is consistent with existing literature [5] , [36] .
B. TEST DATASETS
In real image registration applications, it may be unknown whether two images are multi-modal or not. Hence, a robust multi-modal image registration technique should be effective, regardless of mono-modal or multi-modal images. Based on this consideration, both mono-modal and multi-modal datasets have been tested as follows.
In registering mono-modal images, the Oxford dataset [16] 1 is used (Dataset 1). In this dataset, the following transformations are involved, including scale, rotation, viewpoint, blur, illumination and JPEG compression. This dataset includes 40 image pairs that stem from eight base images by undergoing an increasing magnitude of transformations. Fig. 2 presents these eight base images.
In registering multi-modal images, the following three datasets are tested. The first dataset consists of 18 NIR (Near Infra-Red) vs EO (Electro-Optical) image pairs from several sources [12] , [16] , [37] , [38] To make an overall comparison, the average accuracy achieved by each compared technique for each dataset is presented in Table 1 .
By analyzing the results presented in Figs. 4 and 5 as well as Table 1 , the following four trends can be derived. Note that registering image pairs 13 to 15 of Dataset 1 is difficult for each of the compared techniques, as shown in Fig. 4(a) and Fig. 5(a) .
i. Overall, IS-SIFT achieves higher matching accuracy as compared to S-SIFT across all four datasets. ii. On the whole, the matching accuracy obtained by the proposed 3S-SIFT-MOK, 3S-SIFT-AVT and 3S-SIFT-OPK is comparable to IS-SIFT. It should be noted that 3S-SIFT-AVT and 3S-SIFT-OPK improves IS-SIFT It is believed that this situation arises from the accuracy of assigning main orientation to each keypoint. Moreover, Fig. 6 compares keypoint matching of the ten compared techniques when registering an image pair from the Oxford dataset. In this example, S-SIFT obtains a 42.80% accuracy, whereas IS-SIFT performs even slightly worse. The proposed 3S-SIFT-MOK, 3S-SIFT-AVT and 3S-SIFT-OPK achieve an approximate 15% accuracy improvement over S-SIFT. The accuracy is further enhanced by the proposed 4S-SIFT-MOK, 4S-SIFT-AVT and 4S-SIFT-OPK to 81.82%, 100% and 86.67%, respectively. Among all compared techniques, 4S-SIFT-AVT achieves the highest matching accuracy.
D. COMPARISONS IN RECALL VS 1-PRECISION
With regards to recall vs 1-precision, the proposed 3S-SIFT-MOK, 3S-SIFT-AVT and 3S-SIFT-OPK are compared against S-SIFT and IS-SIFT. When comparing recall results, the proposed 4S-SIFT-MOK, 4S-SIFT-AVT and 4S-SIFT-OPK are excluded. These three techniques achieve a high confidence in matching accuracy by only preserving a small number of keypoint matches that rank at the top in terms of the similarity defined in Eqs. 3, 4 and 5, as stated in Section III-C. To illustrate more clearly why these three techniques are not included for recall comparisons, Fig. 7 shows an example of recall results obtained by 4S-SIFT-AVT. Herein, the matching accuracy is uniformly 100% across all matching thresholds. In such cases, it is unsuited to calculate the area under the recall vs 1-precision curve. Table 2 makes comparisons with regards to the area under the recall vs 1-precision curve [35] for each base image of the Oxford dataset. Each value of the area under the recall vs 1-precision curve in Table 2 is a result summed up over those five image pairs associated with the corresponding base image. The last row of Table 2 shows the averaged results of the compared techniques. Apart from these sample image pairs, the recall results of the remaining pairs show a similar trend as Fig. 8 (b) , for the reason that all image pairs of Datasets 3 and 4 share similar characteristics. Table 3 lists the averaged area under the recall vs 1-precision curve for Dataset 2 and sampled image pairs of Datasets 3 and 4.
By observing the recall results presented in Tables 2 and 3 as well as Fig. 8 , the following remarks can be given. i.
i. IS-SIFT consistently achieves better recall results as compared to S-SIFT across all four datasets. ii. The proposed 3S-SIFT-MOK, 3S-SIFT-AVT and 3S-SIFT-OPK outperform IS-SIFT by a small margin in terms of recall results. Moreover, the recall performance achieved by these three techniques are almost at the same level.
E. COMPARISONS IN EFFICIENCY
The experiments were conducted in Matlab R2016b on a Windows 10 laptop with Intel Core i7 CPU of 2.7GHz and 16GB memory. Table 4 presents the efficiency of the compared techniques for the experiments on each dataset. It can be seen from Table 4 that each strategy of 3S-SIFT spends slightly more time as compared to IS-SIFT and the computational cost of 4S-SIFT is approximately half of that of 3S-SIFT. In addition, HD-S-SIFT and LPM-S-SIFT takes slightly more time as compared to S-SIFT, indicating that HD and LPM are efficient pruning techniques for feature matching. Since the experiments were carried out on Matlab, the efficiency should be significantly improved on some other programming platforms such as C and/or C++.
V. CONCLUSION
In this paper, a feature-based multi-modal image registration technique called 3S-SIFT has been presented and it is an extension of IS-SIFT [23] , [37] that has captured the attention of some researchers in the community. In IS-SIFT, one crucial step is to estimate the rotation difference between images based on the keypoint matches that have been obtained using S-SIFT [22] . Incorrect matches obtained by S-SIFT undermine the accuracy of estimating the rotation difference between images, thereby degrading the performance of IS-SIFT. The proposed 3S-SIFT addresses this issue by taking into account self-similarity information between keypoint triangles. The proposed three strategies of selfsimilarity underlying keypoint triangles achieve both scale invariance and rotation invariance. As a simplified version of 3S-SIFT, the proposed 4S-SIFT is a pruning technique for feature matching based on S-SIFT. As the experimental results have shown, the proposed 3S-SIFT outperforms S-SIFT and IS-SIFT in both matching accuracy and recall. The proposed 4S-SIFT enhances the matching accuracy of S-SIFT by a large margin. Without loss of generality, the proposed techniques are applicable to the registration of multi-modal images with changes in scale, rotation and translation. It should be noted that the registration performance of the proposed techniques can be further enhanced such as utilizing gradient occurrences instead of gradient magnitudes [24] and taking into account both of these two types of gradient information [5] in building and matching descriptors. These potential enhancements and dealing with non-rigid image transformations [39] - [41] are outside the focus of this paper.
To allow more comparisons from the research community, the source code of the proposed technique will be released at https://www.researchgate.net/profile/Guohua_Lv3.
