I. INTRODUCTION Lie or bluff detection is an open challenge for researchers.
There are wide variety of technologies available for this purpose [1] . The most common and long used measure is the polygraph test which can discriminate truth and lie. It is claimed that machines do detect deception better than chance, but with significant error rates [2] . Normally question-answer technique along with technology that record physiological values to differentiate between truth and falsehood are employed. During the interview session one has to closely observe the subject behavior and note the uctuations in each and every response to identify the lie syntax. Accuracy obtained is still an open challenge. So lots of hints are available every day which act as pointer to discriminate between the truth and lie.
Physiological responses such as blood pressure, heart beat and respiratory rate are also used to discriminate between truth and lie [3] . Speech signals are considered as an option for proving someone liar or not [4] . Speech utterances give the detail about the emotions also [5] [6] . The recorded changes in these parameters are correlated and analyzed in respect to specific questions. It is observed that non-invasive physiological features i.e. is voice pitch, skin conductance and heart rate variability are correlated to number of high stress situations [7] .
The detection is associated with a guilty conscience, allows for the detection of whether the person is lying or not. The fear in mind of human being can activate the nervous system responses which result in several involuntary changes of physiological values [7] . The three modalities i.e. text, faceto-face and audio communication [8] can also lead to deceptive behavior. Skin temperature [9] increases during guilt and it is measured by thermal camera. Change in skin temperature around the two periorbital regions are converted to relative blood flow velocity. So, skin temperature is also used to trap deception and is normally done for passenger at highly secure zone. Respiration pattern is also simultaneously determined by the ratio of measured maximum and minimum temperature in nostril area [10] . Concealed Information test(CIT) is carried to detect guilt and intent condition using using the physiological approach [11] .
In this paper, a model is designed to identify deception using speech and physical features of 50 subjects. Support vector machine(SVM) and Artificial neural networks(ANN) are used for training and testing purposes. Rest of the paper is organizes as: In section 2, we give a brief description of the previous models developed for deception detection. In section 3, experimental set up is provided. Section 4 deals with the database collection i.e. speech features and physiological features, classification and results obtained. Section 5 concludes the paper.
II. EXISTING LITERATURE
Previous attempts to detect deception were usually conducted using physiological sensors. Major drawback for the process is that human judgement on different cases is usually biased and achieves poor classification accuracy. These approaches require large amount of efforts and time for analysis. Facial expressions and respiration rates are traditional way of deception detection. Verbal, nonverbal behavior [12] and the speech features like speaking rate, pitch, energy are better options for lie detecions. Patil et. el. in 2013 proposed the need of machine intelligence to include the emotional intelligence recognize human affective state [13] . Respiration rate, electrocardiograph, blood pressure and galvanic skin resistance were used as features with mechanical scribbles for deception detection by Yong et al in 2011 [14] .
Multimodal dataset consisting of physiological, thermal and visual responses of subject under the three scenarios of deception i.e. Mock Crime, Best Friend and Abortion were also found to be suitable for deception detection. Statistical analysis of differences between deceptive and truthful settings using physiological and thermal response were presented in [3] . Polygraph test(Deception )at airport by thermal image captured at different stages i.e. acquisition, physiological correlation and classification was conducted in [15] . Warmelink et. al. pointed increment in the liars skin temperature as compared to the truth tellers. They reported 64 % of nondeception and 69 % of deception correctly. The thermal image camera increases the performance to 72 % of truth and 77 % of liars correctly [9] . Thermodynamic modeling of images aquired by thermal camera for finding the blood flow rate at the face of the subject was also reported in [15] . The functional infrared imaging facial thermal signature is a touch less technique for the assessment of any persons emotional arousal [16] . The infrared functional imaging to record the temperature variation of hands associated with the sympathetic skin response to identify the complementary method that monitors the emotional sweating was cited in [17] . Rajoub et. al. pointed thermal imaging concept for checking the stress level of the subject on the basis of heat radiation from the face. They observed the periorbital regions thermal variation and discriminated between liar and truth teller [18] .
Pattern classiffication method was also employed to discriminate between the deception and non deception in [19] over 40 subjects and obtained 80 % success rate of classiffication. Nonintrusive lie detection to extract concealed knowledge inference was carried over 16 subjects and reported the EER 16.5 % in [17] . The infrared functional imaging to record the temperature variation of hands associated with the sympathetic skin response to identify the complementary method that monitors the emotional sweating was cited in [20] . Detection of many physiological function from thermal images of skin surface obtained by the Far InfraRed (FIR) imaging was reported in [21] . Thermal imaging for lie detection is a costly and needs expertise too.
III. EXPERIMENTAL SETUP
The same set of rule is applicable to all techniques for detection of deception i.e. variation or fluctuations in features of speech and physiological values. In this paper, interviewer is unbiased. A set of 15 questions including relevant and irrelevant is put against the subject and his/her response is observed. At the same time, physiological and speech features of the subject are recorded.
Feature extraction is done in an isolated environment. The subject is also asked to avoid the movement of head and hand so as to obtain correct features.
Physiological features are extracted using standard wired sensor viz. Blood sensor, pressure sensor and respiration sensor.
Speech signals are extracted in an external noise free zone with the help of mice and their features are obtained through various algorithms.
IV. IMPLEMENTATION AND RESULTS
The experiment is done over 50 subjects. All the subjects were placed in an isolated environment. It is also ensured that the subjects responses were their own's statement. 
A. Physiological Features
Standard sensors are utilized to record the physiological features. A set of 15 questions were put to a subject and their responses in the form of "Yes" or "No" were recorded. At the same time, their physiological responses i.e. heart rate, blood pressure and respiration rate. were recorded using standard sensor. Table I shows the response of a subject.
B. Speech Features
We obtained speech features from the responses of the subject at the time of interview session. The responses were set following constraints: Frame duration T w = 25ms, Frame shift T s = 20ms, Preemphasis coefficients alpha = 0 : 97, Number of Filter bank channels M = 20, Number of cepstral coefficient C = 12, Cepstral sine lifter parameter L = 22, lowerfrequency Lf req = 300hz, and upperfrequency U f req = 3700hz. Preprocessing of speech signals is done using Hamming window.
From the responses, fundamental frequency, zero crossing rate, MFCC(Mel Frequency Cepstral Coefficient), frames function and energy are extracted [22] [23] .
The duration of each identifiable repeating patterns is called the (duration of the) glottal pulse or pitch period length(ζ). The fundamental frequency is then calculated by 1/ζ . Zero crossing rate is computed by
, where x(m) is the speech signal and w(n) is the Hamming window for speech signals of length n. n.The energy associated with speech is time varying in nature and is calculated as
1) Classification: Artificial neural network(ANN) and support vector machines(SVM) are used for classification. The feature extraction process generates a feature vector for each subject. Feature-level fusion is then employed by concatenating the features extracted from the two modalities for each subject. The concatenated feature vectors are used to train a decision classifier in order to detect deceptive instances. The classification process employs multilayer perceptron neural network concept and the error correction validation scheme to get the better result.
ANN with the following features were used for training: 1 hidden layer with 20 neurons, Scaled conjugate gradient training is adopted. For training, the input consists of physical and speech features of the subjects. Out of the 15 responses, the two deceptive statements are placed in the first two rows and remaining are kept subsequently. The neural network is then trained with the specified parameters. The trained classifier is then tested for its validity. For testing phase, we set the data with physical as well as the speech values of the same subject. The trained neural network is tested over individual responses. The threshold score thus obtained after training is compared in order to distinguish the subjects response for deception. If the threshold value for the person to be tested is greater than the threshold score, then the person is lying otherwise the statement is true. Result of testing of one subject is shown in Figure 1 . Fig. 1 . Peformance Plot SVM are non probalistic binary linear supervised learning models. The same set of features are also applied to SVM. Results of the training are classified to class lie (-1) or truth (+1). Response of SVM is faster and more accurate as compared to ANN. In this paper, 50 subjects are used for detection of deception. Physiological and speech features are extracted during interview session in a isolated and noise free zone. Two classification techniques i.e. ANN and SVM are utilized. The classifier is tested for 15 subjects.
The accuracy of ANN model is 93.33 % whereas that of SVM is more than 100% as shown in table II. The result of one subject is false due to either improper collection of data, calibration of sensors.
V. CONCLUSION
Lie detection uses questioning techniques along with technology that record physiological functions to ascertain truth and falsehood in response. It is observe that machines do detect deception better than chance, but with significant error rates. In this paper, physiological features(Blood Pressure, Heart rate and Respiratory rate) and speech features(fundamental frequency, zero crossing rate,MFCC, frames function and energy)speech are used. The paper added the new database that consists of deceptive as well as truthful values. The introduced technique is step ahead for automation process for deception 
