Abstract. In this paper we extend a previous result of the author [Lis07] of characterization of absolutely continuous curves in Wasserstein spaces to a more general class of spaces: the spaces of probability measures endowed with the Wasserstein-Orlicz distance constructed on extended Polish spaces (in general non separable), recently considered in [AGS14] . An application to the geodesics of this Wasserstein-Orlicz space is also given.
Introduction
In this paper we extend a previous result of the author [Lis07] to a more general class of spaces. The result in [Lis07] concerns the representation of absolutely continuous curves with finite energy in the Wasserstein space (P(X, d), W p ) (the space of Borel probability measures on a Polish metric space (X, d), endowed with the p-Wasserstein distance induced by d) by means of superposition of curves of the same kind on the space (X, d). The superposition is described by a probability measure on the space of continuous curves in (X, d) representing the curve in (P(X, d), W p ) and satisfying a suitable property.
Here we extend the previous representation result in two directions: in the first one we consider a so-called extended Polish space (X, τ, d) instead of a Polish space (X, d); in the second one we consider the ψ-Orlicz-Wasserstein distance induced by an increasing convex function ψ : [0, +∞) → [0, +∞] instead of the p-Wasserstein distance modelled on the particular case of ψ(r) = r p for p > 1. The class of extended Polish spaces was introduced in the recent paper [AGS14] . The authors consider a Polish space (X, τ ), i.e. τ is a separable topology on X induced by a distance δ on X such that (X, δ) is complete. The Wasserstein distance is defined between Borel probability measures on (X, τ ) and constructed by means of an extended distance d on X that can assume the value +∞. The minimization problem defining the extended Wasserstein distance makes sense between Borel probability measures on (X, τ ), assuming that the extended distance d is lower semi continuous with respect to τ .
A typical example of extended Polish space is the abstract Wiener space (X, τ, γ) where (X, τ ) is a separale Banach space and τ is the topology induced by the norm, γ is a gaussian reference measure on X with zero mean and supported on all the space. The extended distance is given by d(x, y) = |x − y| H if x − y ∈ H, where H is the Cameron-Martin space associated to γ in X and | · | H is the Hilbertian norm of H, and d(x, y) = +∞ if x − y ∈ H (see for instance [Str11] ).
The Wasserstein-Orlicz distance is still unexplored. At the author's knowledge, only the papers [Stu11] and, more recently, [Kuw13] deal with this kind of spaces. In the paper [FGY11, Remark 3.19] , the authors discuss the possibility to use this kind of WassersteinOrlicz distance to extend their results for equation of the form ∂ t u − div(u∇H(u −1 ∇u) = 0 to the case of a convex function H with non power growth.
Only the particular case of the Wasserstein-Orlicz distance W ∞ , corresponding to the function ψ(s) = 0 if s ∈ [0, 1] and ψ(s) = +∞ if s ∈ (1, +∞) has been deeply investigated. The extension of the representation Theorem of [Lis07] to the W ∞ case has been proved in [ADM14] . Another refinement of the representation Theorem of [Lis07] is contained in [BS11, Sec. 5]. The problem of the validity of the representation Theorem of [Lis07] in the case of a general Wasserstein-Orlicz space is raised in the last section of [AGS13] .
For the precise statement of the result we address to Theorem 3.1. The strategy of the proof is similar to the one used to prove Theorem 5 of [Lis07] , but there are several additional difficulties because (X, d), in general, is non separable and the function ψ that induces the Wasserstein-Orlicz distance is not homogeneous.
The paper is structured as follows: in Section 2 we introduce the framework of our study and some preliminary results, in Section 3 we state and prove the main theorem of the paper, and finally in Section 4 we apply the main theorem in order to characterize the geodesics of the Wasserstein-Orlicz space.
Notation and preliminary results
2.1. Extended Polish spaces and probability measures. Given a set X, we say that
is called extended metric space. We observe that the only difference between a distance and an extended distance is that d(x, y) could be equal to +∞.
We say that (X, τ, d) is a Polish extended space if: (i) τ is a topology on X and (X, τ ) is Polish, i.e. τ is induced by a distance δ such that the metric space (X, δ) is separable and complete; (ii) d is an extended distance on X and (X, d) is a complete extended metric space; (iii) For every sequence {x n } ⊂ X such that d(x n , x) → 0 with x ∈ X, we have that x n → x with respect to the topology τ ; (iv) d is lower semicontinuous in X × X, with respect to the τ × τ topology; i.e.,
In the sequel, the class of compact sets, the class of Borel sets B(X), the class C b (X) of bounded continuous functions and the class P(X) of Borel probability measures, are always referred to the topology τ , even when d is a distance.
We say that a sequence µ n ∈ P(X) narrowly converges to µ ∈ P(X) if
It is well known that the narrow convergence is induced by a distance on P(X) (see for instance [AGS05, Remark 5.1.1]) and we call narrow topology the topology induced by this distance. In particular the compact subsets of P(X) coincides with sequentially compact subsets of P(X). We also recall that if µ n ∈ P(X) narrowly converges to µ ∈ P(X) and ϕ : X → (−∞, +∞] is a lower semi continuous (with respect to τ ) function bounded from below, then
A subset T ⊂ P(X) is said to be tight if
or, equivalently, if there exists a function ϕ : X → [0, +∞] with compact sublevels λ c (ϕ) := {x ∈ X : ϕ(x) ≤ c}, such that
By Prokhorov Theorem, a set T ⊂ P(X) is tight if and only if T is relatively compact in P(X). In particular, the Polish condition on τ guarantees that all Borel probability measures µ ∈ P(X) are tight.
2.2. Orlicz spaces. Given 
< +∞} is a Banach space. For the theory of the Orlicz spaces we refer to the complete monography [RR91] .
Given a bounded sequence {w n } ⊂ L ψ ν (Ω), the following property of lower semi continuity of the norm holds:
(Ω) and λ := lim inf n λ n , up to extract a subsequence we can assume that λ = lim n λ n . By the lower semicontinuity and the monotonicity of ψ we have
Finally, by Fatou's lemma
We denote by ψ * := [0, +∞) → [0, +∞] the conjugate of ψ defined by ψ * (y) = sup x≥0 {xy− ψ(x)}. The following generalized Hölder's inequality holds
, and the following equivalence between the Orlicz norm in L ψ ν (Ω) and the dual norm of L
In the statement of our main theorem we will assume, in addition to (6), that ψ is superlinear at +∞, i.e.
(10) lim
and it has null right derivative at 0, i.e.
(11) lim
It is easy to check that conditions (10) and (11) are equivalent to assume that ψ * (y) > 0 and ψ * (y) < +∞ for every y > 0. Typical examples of admissible ψ satisfying (6), (10) and (11) are:
• ψ(x) = x p for p ∈ (1, +∞) and the corresponding Orlicz norm is the standard L p norm; • ψ(x) = 0 if x ∈ [0, 1] and ψ(x) = +∞ if x ∈ (1, +∞) and the corresponding Orlicz norm is the L ∞ norm; • ψ(x) = e x − x − 1, exponential growth; • ψ(x) = e x p − 1 for p ∈ (1, +∞), power exponential growth;
we denote by C(I; X) the space of continuous curves in X with respect to the topology τ . C(I; X) is a Polish space with the metric
where δ is a complete and separable metric on X inducing τ . Given ψ satisfying (6), we say that a curve u :
We also denote by AC(I; (X, d)) the set AC ψ (I; (X, d)) for ψ(r) = r. We call a curve u ∈ AC ψ (I; (X, d)) an absolutely continuous curve with finite L ψ -energy.
It can be proved that (see [AGS05, Theorem 1.1.2]) for every u ∈ AC ψ (I; (X, d)), there exists the following limit, called metric derivative,
The function t → |u ′ |(t) belongs to L ψ (I) and it is the minimal one that satisfies (13). The following Lemma will be useful in the proof of our main theorem.
Lemma 2.1. Let ψ be satisfying (6), (10) and (11). If u : I → (X, d) is right continuous at every point and continuous except at most a countable set, and
where u is extended for t > T as u(t) = u(T ), then u ∈ AC ψ (I; (X, d)).
Proof. Since I is bounded, by the assumptions on u we have that the d-closure of u(I) is compact in (X, d). Consequently u(I) is d-separable. We consider a sequence {y n } n∈N dense in (u(I), d). We fix n ∈ N. Defining u n : I → R by u n (t) := d(u(t), y n ), the triangular inequality implies
Given a test function η ∈ C ∞ c (I) and h > 0, recalling Hölder inequality (8) we obtain
By the last inequality, (15) and (16), passing to the limit for h → 0 we have that (17), is bounded and we still denote by L n its extension to E ψ * (I), the closure of C ∞ c (I) with respect to the norm · L ψ * (I) . Since, by (10) and (11), ψ * is continuous and strictly positive on (0, +∞), L n is uniquely represented by an element v n ∈ L ψ * * (I) (see Theorem 6, pag. 105 of [RR91] ). The element v n coincides with the distributional derivative of u n and then u n ∈ AC ψ (I; R) (we observe that ψ * * = ψ because ψ is convex and lower semi continuous). We denote by u ′ n (t) the pointwise derivative of u n which exists for a.e. t ∈ I. We introduce the negligible set N = n∈N {t ∈ I : u ′ n (t) does not exists}, and we define m(t) := sup n∈N |u ′ n (t)| for all t ∈ I \ N. By the density of {y n } n∈N in u(I), we have that for all t, s ∈ I, with s < t,
By (15) and (7) we conclude.
2.4. The M(I; X) space. We denote by M (I; X) the space of curves u : I → X which are Lebesgue measurable as functions with values in (X, τ ). We denote by M(I; X) the quotient space of M (I; X) with respect to the equality L 1 -a.e. in I. The space M(I; X) is a Polish space endowed with the metric
whereδ(x, y) := min{δ(x, y), 1} is a bounded distance still inducing τ and δ is a distance inducing τ .
The space M(I; X) coincides with L 1 (I; (X,δ)). It is well known that δ 1 (u n , u) → 0 as n → +∞ if and only if u n → u in measure as n → +∞; i.e.
We recall a useful compactness criterion in 
2.5. Push forward of probability measures. If Y, Z are topological spaces, µ ∈ P(Y ) and F : Y → Z is a Borel map (or a µ-measurable map), the push forward of µ through F, denoted by F # µ ∈ P(Z), is defined as follows:
It is not difficult to check that this definition is equivalent to
for every bounded Borel function ϕ : Z → R. More generally (21) holds for every
We recall the following composition rule: for every µ ∈ P(Y ) and for all Borel maps
The following continuity property holds:
We say that µ ∈ P(Y ) is concentrated on the set A if µ(X \ A) = 0. It follows from the definition that F # µ is concentrated on F (A) if µ is concentrated on A.
The support of a Borel probability measure µ ∈ P(Y ) is the closed set defined by supp µ = {y ∈ Y : µ(U) > 0, ∀U neighborhood of y}. µ is concentrated on supp µ and it is the smallest closed set on which µ is concentrated.
In general we have
The following Lemma is fundamental in our proof of Theorem 3.1. It allows to recover a pointwise bound assuming an integral bound.
Lemma 2.3. Let Y be a Polish space and {µ n } n∈N ⊂ P(Y ) be a sequence narrowly convergent to µ ∈ P(Y ) as n → +∞. Let F n : Y → [0, +∞) be a sequence of µ n -measurable functions such that
Then there exists a subsequence µ n k such that (23) for µ-a.e.ȳ ∈ supp µ ∃y n k ∈ supp µ n k : lim k→+∞ y n k =ȳ and sup
Proof. Let us define the sequence ν n := (i×F n ) # µ n ∈ P(Y ×R), where i denotes the identity map in Y . We denote by π 1 : Y × R → Y and π 2 : Y × R → R the projections defined by π 1 (y, z) = y and π 2 (y, z) = z. The set {ν n } n∈N is tight because {π 1 # ν n } n∈N and {π 2 # ν n } n∈N are tight. Indeed π 1 # ν n = µ n is narrowly convergent, and π 2 # ν n = (F n ) # µ n has first moments uniformly bounded because
F n ≥ 0 and (22) holds. By Prokhorov's Theorem there exists ν ∈ P(Y × R) and a subse-
, and we observe that µ(supp µ\π 1 (supp ν)) = 0. By definition ofȳ there exists z ∈ R such that (ȳ, z) ∈ supp ν. Let h ∈ N and D 1/h (ȳ, z) := B 1/h (ȳ)×(z−1/h, z+1/h) where B r (ȳ) denotes the open ball of radius r and centerȳ, when a distance in Y is fixed. By (3), with ϕ the characteristic function of D 1/h (ȳ, z), we obtain lim inf
By (24) and (25) we have that
Since we can choose the application h → k(h) strictly increasing, by (26) we can select a sequence
2.6. The extended Wasserstein-Orlicz space (P(X), W ψ ). Given µ, ν ∈ P(X) we define the set of admissible plans Γ(µ, ν) as follows:
, are the projections on the first and the second component, defined by π 1 (x, y) = x and π 2 (x, y) = y. Given ψ satisfying (6), the ψ-Wasserstein-Orlicz extended distance between µ, ν ∈ P(X) is defined by
It is easy to check that
which is the definition given in [Stu11] (see also [Kuw13] ).
Otherwise it is not difficult to show that a minimizer γ ∈ Γ(µ, ν) in (27) exists. We denote by Γ ψ o (µ, ν) the set of minimizers in (27). We observe that
Since ψ satisfies (6) it is well defined ψ −1 (s) for every s > 0, with the convention that in the case that ψ(r) = +∞ for r > r 0 and ψ(r 0 ) < +∞ we define ψ −1 (s) = r 0 for every s > ψ(r 0 ).
Indeed, for µ = ν (the other case is trivial) using Jensen's inequality and (28)
and (29) follows.
Being (X, d) complete, (P(X), W ψ ), is complete too (the proof of [AGS05, Proposition 7.1.5] works also in the case of the extended distance d and the Orlicz-Wasserstein distance).
We observe that (X, d) is embedded in (P(X), W ψ ) via the map x → δ x and it holds
Thanks to the compatibility condition (iii) in the definition of extended Polish space we also have the following fundamental property:
The space (P(X), W ψ ) is an extended Polish space, when in P(X) we consider the narrow topology.
Main theorem
In this section we state and prove our main result: a characterization of absolutely continuous curves with finite L ψ -energy in the extended ψ-Wasserstein-Orlicz space (P(X), W ψ ). Before to state the result, we define, for every t ∈ I, the evaluation map e t : C(I; X) → X in this way
and we observe that e t is continuous.
Theorem 3.1. Let ψ be satisfying (6), (10) and (11). Let (X, τ, d) be an extended Polish space and I := [0, T ], T > 0. If µ ∈ AC ψ (I; (P(X), W ψ )), then there exists η ∈ P(C(I; X)) such that (i) η is concentrated on AC ψ (I; (X, d)), (ii) (e t ) # η = µ t ∀t ∈ I, (iii) for a.e. t ∈ I, the metric derivative |u ′ |(t) exists for η−a.e. u ∈ C(I; X) and it holds the equality |µ
for a.e. t ∈ I.
Proof. We preliminary assume that (33) |µ ′ | = 1 for a.e. t ∈ I, and we will remove this assumption in Step 6 of this proof. We also assume for simplicity that I = [0, 1]. For any integer N ≥ 1, we divide the unitary interval I in 2 N equal parts, and we denote by t i the points
We also denote by X N the product space
where X i , with i = 0, 1, . . . , 2 N , are 2 N + 1 copies of the same space X. Choosing optimal plans 
where we denoted by π i : X N → X i the projection on the i-th component and by π i,j : X N → X i × X j the projection on the (i, j)-th component. We define σ : X N → M (I; X), and we use the notation x = (x 0 , . . . , x 2 N ) → σ x , by
Finally, we define the sequence of probability measures
Step 1 
First of all we observe that A := {µ t : t ∈ I} is compact in (P(X), W ψ ) (because it is a continuous image of a compact) and consequently in P(X). Since, by Prokhorov's Theorem, A is tight in P(X) there exists a function Ψ : X → [0, +∞] whose sublevels λ c (Ψ) := {x ∈ X : Ψ(x) ≤ c} are compact in X for any c ∈ R + , such that
We define Φ :
The compactness of the sublevels λ c (Φ) in M(I; X) follows by Theorem 2.2 with the choice g(x, y) = d(x, y). In order to prove (34) we begin to show that (36) sup
By the definition of η N we have
and ( 
First of all we prove that for x ∈ X N we have (38) sup
We fix h ∈ (0, 1). When h < 2 −N we have that σ x (t + h) = σ x (t) for every t ∈ [t i , t i+1 − h] and i = 0, . . . , 2 N − 1. Then
Now we assume that h ≥ 2 −N and we take the integer k(h) = [h2 N ], where [a] := max{n ∈ Z : n ≤ a} is the integer part of the real number a. Since the triangular inequality yields
we have that
Observing that in (40) the term d(x k+1 , x k ), for every k = 0, 1, . . . , 2 N − 1, is counted at most k(h) + 1 times, we obtain that
The inequality (38) follows from (41) 
and (37) follows. Then, by Prokhorov's Theorem, there exist η ∈ P(M(I; X)) and a subsequence N n such that η Nn → η narrowly in P(M(I; X)) as n → +∞.
Step 2. (η is concentrated on BV right continuous curves) We apply Lemma 2.3 in order to show that η-a.e. u ∈ supp η has a right continuous BV representative.
Given a curve u :
) : a = t 1 < t 2 < . . . < t n < t n+1 = b} its pointwise variation and by eV(u, [a, b]) = inf{pV(w, [a, b]) : w(t) = u(t) for a.e. t ∈ (a, b)} its essential variation.
We define F N : M(I; X) → [0, +∞) by
If u is a.e. equal to σ x then eV(u, I) = pV(σ x , I). Taking into account this equality, the proof of bound (36) shows that
Since F N ≥ 0 by definition, we apply Lemma 2.3 with the choice Y = M(I; X) and µ n = η Nn . We still denote by η Nn the subsequence of η Nn given by Lemma 2.3. Let u ∈ supp(η) be such that (23) holds and we denote by u Nn ∈ supp(η Nn ) such that u Nn → u in M(I; X) and C a constant independent of n such that
Moreover, up to extract a further subsequence, we can also assume that u Nn (t) → u(t) with respect to the distance δ for a.e. t ∈ I. Since u Nn ∈ supp(η Nn ) we can choose the piecewise constant right continuous representative of u Nn , still denoted by u Nn . From (45) we obtain that
Defining the increasing functions v n :
, from the Helly theorem, up to extract a further subsequence still denoted by v n , there exists an increasing function v : I → R such that v n (t) converges to v(t) for every t ∈ I (we observe that for (46) v ≤ C). Since the set of discontinuity points of v is at most countable we can redefine a right continuous functionv byv(t) = lim s→t + v(t). Since
from the property (1) it follows that
for a.e. t, s ∈ I, t ≤ s.
Since (X, d) is complete, by (48) we can choose the representative of u,ū : I → X defined byū(t) = lim s→t + u(t), which is right continuous by (48). We have just proved that η-a.e. u ∈ supp η is equivalent (with respect to the a.e. equality) to a d-right continuous function with pointwise d-bounded variation, continuous at every points except at most a countable set.
Step 3. (Proof of (i)) Since we want to apply Lemma 2.1, we prove that (49) sup
< +∞, for η − a.e. u ∈ M(I; X).
Let us define the sequence of lower semi continuous functions f N : M(I; X) → [0, +∞] by
that satisfies the monotonicity property
For h ∈ [2 −N , 1), and u ∈ supp(η N ), by the monotonicity of ψ, the discrete Jensen's inequality and taking into account that (k(h) + 1)/(2h) ≤ 2 N , we have that
It follows that
for every u ∈ supp(η N ). Integrating the last inequality, taking into account that W ψ (µ t j , µ t j+1 ) ≤ 2 −N and
we obtain that
The lower semi continuity of f N , the monotonicity (50) of f N and the last inequality yield
and consequently, by monotone convergence Theorem, we have that
and
≤ max{C, 1} we obtain (49).
Finally, taking into account Step 2, we can associate to η-a.e. u ∈ supp η a right continuous representativeū, with at most a countable points of discontinuity satisfying (15). By Lemma 2.1 this representative belongs to AC ψ (I; (X, d) ). Defining the canonical immersion T : C(I; X) → M(I; X) and observing that it is continuous, we define the new Borel probability measureη ∈ P(C(I; X)) byη(B) = η(T (B)). For the previous stepsη is concentrated on AC ψ (I; (X, d)).
Step 4. (Proof of (ii)) In order to show (ii) we prove that for every t ∈ I, (52)
is uniformly continuous in I, we have that the sequence of piecewise constant functions g N : I → R defined by
converges uniformly to g in I when N → +∞. Then, for every test function ζ ∈ C b (I), we have that
On the other hand
Since the map
is continuous and bounded from M(I; X) to R, then by the narrow convergence of η Nn we have
By Fubini's Theorem and the definition ofη
By the uniqueness of the limit then
from which (54)
Since the applications t → X ϕ(x) dµ t (x) and t → C(I;X) ϕ(u(t)) dη(u) are continuous, (54) is true for every t ∈ I and (52) is proved.
Step 5. (Proof of (iii)) First of all we check that for a.e. t ∈ I, |u ′ |(t) exists forη−a.e. u ∈ C(I; X). We set Λ := {(t, u) ∈ I × C(I; X) : |u ′ |(t) does not exist}. Λ is a Borel subset of I × C(I; X) since the maps G h : I × C(I; X) → R defined by G h (t, u) := d(u(t+h),u(t)) |h| are lower semi continuous for every h = 0, and Λ = {(t, u) ∈ I × C(I; X) : lim inf h→0 G h (t, u) < lim sup h→0 G h (t, u)}. Sinceη is concentrated on AC(I; (X, d)) curves, we have that forη-a.e. u ∈ C(I; X), L 1 ({t ∈ I : (t, u) ∈ Λ}) = 0 and then Fubini's Theorem implies that for a.e. t ∈ I, η({u ∈ C(I; X) : (t, u) ∈ Λ}) = 0.
Let a, b ∈ I such that a < b and let h > 0 such that b+ h ∈ I. Recalling that k(h) = [2 N h], for every N ∈ N such that 2 −N ≤ h, by the monotonicity of ψ and the discrete Jensen's inequality we have
Since k(h)/h ≤ 2 N and, by (33),
where we used the inequality
It follows that
and then, passing to the limit along the sequence η Nn ,
Taking into account (i), Fubini's Theorem and Lebesgue differentiation Theorem we obtain (55)
and this shows that
Step 6. (Conclusion) Finally we have to remove the assumption (33). Let µ ∈ AC ψ (I; (P(X), W ψ )) with length L : 
Let t ∈ I such that ß ′ (t) and |µ ′ |(t) exist and ß ′ (t) = |µ ′ |(t) > 0. Taking into account (55) and Jensen's inequality we have for h > 0
By Fatou's lemma, taking into account that η is concentrated on AC(I; (X, d)) curves, we obtain the inequality (58)
On the other hand, if |µ ′ |(t) = 0 on a set J ⊂ I of positive measure, then for η-a.e. u we have |u ′ |(t) = 0 for a.e. t ∈ J because of the inequality (57). Taking into account this observation and (58) we obtain the inequality
We prove that η is concentrated on AC
By the inequality (9) it follows that, for every w ∈ L
By Fubini Theorem and (9) we obtain that
and (i) holds. In order to show the opposite inequality of (59), we assume that t ∈ I is such that |u ′ |(t) exists for η−a.e. u ∈ C(I; X) and λ t := |u ′ |(t) L ψ η (C(I;X)) > 0. We fix ε > 0. Since
dη(u) ≤ 1 and ψ is strictly increasing on an interval of the form (r 0 , r 1 ) where r 0 ≥ 0, r 1 ≤ +∞ and ψ(r) = 0 for r < r 0 , ψ(r) = +∞ for r > r 1 , we have that
For h > 0, let γ t,t+h := (e t , e t+h ) # η. Taking into account that η is concentrated on AC ψ (I; (X, d)), we have (60) lim sup
Consequently there existsh (depending on ε and t) such that
Since γ t,t+h ∈ Γ(µ t , µ t+h ), the last inequality shows that
Finally, dividing by h and passing to the limit for h → 0 + we obtain
Remark 3.2. The following example shows that the assumptions on ψ are necessary for the validity of Theorem 3.1. Since ψ is convex, if (10) and (11) are not satisfied there exist a, b ∈ R such that 0 < a ≤ b < +∞ and at ≤ ψ(t) ≤ bt for every t ≥ 0. Then it holds aW 1 (µ, ν) ≤ W ψ (µ, ν) ≤ bW 1 (µ, ν), where W 1 denotes the distance W φ for φ(t) = t. Given two distinct points x 0 , x 1 ∈ X, consider the curve µ : [0, 1] → P(X) defined by µ t = (1 − t)δ x 0 + tδ x 1 . We observe that supp(µ t ) = {x 0 , x 1 } for t ∈ (0, 1) and supp(µ i ) = {x i } for i = 0, 1. Clearly µ is Lipschitz with respect to the distance W ψ and in particular µ ∈ AC ψ (I; X). If there is a measure η satisfying properties (i) and (ii) of Theorem 3.1, then for η-a.e. u there holds u(i) = x i for i = 0, 1 and u(t) ∈ {x 0 , x 1 } for every t ∈ (0, 1) and u cannot be continuous. (P((X, d) ), W ψ )
Geodesics in
We apply Theorem 3.1 in order to characterize the geodesics of the metric space (P(X), W ψ ) in terms of the geodesics of the space (X, d).
In this section I denotes the unitary interval [0, 1]. We say that u : I → X is a constant speed geodesic in (X, d) if (61) d(u(t), u(s)) = |t − s|d(u(0), u(1)) ∀s, t ∈ I.
We define the set G(X, d) := {u : I → X : u is a constant speed geodesic of (X, d)}.
Proposition 4.1. Let (X, τ, d) be an extended Polish space and ψ be satisfying (6). If η ∈ P(C(I; X)) is concentrated on G(X, d) and γ 0,1 := (e 0 , e 1 ) # η ∈ Γ ψ o ((e 0 ) # η, (e 1 ) # η), then the curve µ : I → P(X) defined by µ t = (e t ) # η is a constant speed geodesic in (P(X), W ψ ). Since η is concentrated on constant speed geodesics and γ s,t := (e s , e t ) # η ∈ Γ(µ s , µ t ) we have, for every t, s ∈ I, t = s. From (62) and (63) it follows that (64) W ψ (µ t , µ s ) ≤ |t − s|W ψ (µ 0 , µ 1 ) ∀s, t ∈ I.
By the triangular inequality we conclude that equality holds in (64).
Theorem 4.2. Let (X, τ, d) be an extended Polish space and ψ be satisfying (6), (10) and (11). Let µ : I → P(X) be a constant speed geodesic in (P(X), W ψ ) and η ∈ P(C(I; X)) a measure representing µ in the sense that (i), (ii) and (iii) of Theorem 3.1 hold. Then γ s,t := (e s , e t ) # η belongs to Γ ψ o (µ s , µ t ) for every s, t ∈ I. If, in addition, ψ is strictly convex and It follows that equality holds in (69) and, still by Jensen's inequality, we have
for η-a.e. u ∈ C(I; X).
The strict convexity of ψ implies that, if u satisfies the equality in (70), then |u ′ | is constant, say |u ′ |(t) = L u for a.e. t ∈ I. Analogously equality in (69) shows that ψ
for η-a.e. u ∈ C(I; X). The strict monotonicity of ψ implies that d(u(0), u(1)) = L u and we conclude that u ∈ G(X, d) for η-a.e. u ∈ C(I; X).
