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1. INTRODUCTORY REMARKS 
We study below the asymptotic behavior, as x + +co, of solutions of 
the differential-difference equation (DA!?) 
dy/dx = cg(x)y(x - 1). (1) 
This is the simplest differential-difference equation of retarded type, or 
dz&mztiuZ-delay equation. The apparently more general linear first-order 
DAE, 
P(X) dz/dx + q(x)+) + r(x)+ - w> = 0, P(X) f 09 (2) 
can be reduced to the form (l), by a change of scale (to make w = l), and 
setting y(x) = z(x) exp{jI [q(t)/p(t)] dt}. This gives (I), with 
9(x) = C+9/PWl exp 1 jl W>/zWl dtl . (2’) 
We will need the following essentially known facts (see for instance 
[1, 5 3.41, [2, p. 111 or [3, Chap. VI]), about the existence and uniqueness 
of solutions of (l), for given continuous +( x and initial data g(t) on [x - 1, x]. ) 
If g(t) satisfies the compatibility relation 
g’(x) = &Mx - l), (3) 
and only then, (1) has a solution in Cl[x - 1, co) which coincides with g(t) 
on [X - 1, x]. This solution is unique. 
For each x, the DAE (1) thus defines a bounded linear operator L, from a 
dense subset of C[x - 1, LX] into C[x, x + 11. This L, can be extended to 
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a (unique) bounded linear operator from CIO, l] into itself, which maps the 
function 
g(t) = y(x - 1 + t) t E LO, 11 (4) 
into h(t) = y(x + t) by the linear integral operator 
h(t) = Ugl = g(l) + St Ck + M4 ds. 
0 
(4’) 
This operator is bounded in the usual sup norm on C[O, 11, a bound being 
II&III < 1 +Bw &x, = 1; I +(x + 4 I ds. (4”) 
Moreover, by Arzela’s Theorem, L, is completely continuous (or “compact”) 
on C[O, 11: L, carries bounded sets into bounded equicontinuous sets of 
functions. However, L, is not bounded on L,[O, l] in the usual norm ji Ig(t)l dt. 
For x = 1 (say), there exists an infiniteb dz@rentiabZe solution y(x) of (1) 
on [0, co) for given g(t) if ( an d essentially only if) $(x) and g(t) are infinitely 
differentiable, and the following compatibility relations are all satisfied: 
g’(l) = NMOh (54 
g”(l) = 4UY(O> + ~‘(11d0)* (5b) 
g”(l) = +(l)g”(O) + W’(l)g’(O) + 4”(l)g(O), etc. 64 
For given $(x) E C”[O, CO), solutions y(x) E Cm[O, A] are everywhere dense in 
L,[O, A] for any finite A > 0, because of the following (known) facts. 
LEMMA. Let a < b, and 01~ , & (j = 0, 1, 2, . ..) be given. Then there exists 
f(x) E Cm[a, b] such that f(i)(a) = oli and f(j)(b) = gj . 
With a little care, one can also make f(x) differ uniformly little from 
a,, + (x - a)(Po - q,)/(b - ) h f a , t e uric ran interpolating linearly between t’ 
f(x) = a0 and!(b) = /I,. Th’ 1s implies the essentially known 
COROLLARY. Let d(x) E Cm[O, CO),~(X) E C”[O, 11, andr > 0 begiven. Then 
(1) has a solution y E Cm[O, co) which coincides with f(x) on [0, 1 - E], and 
differsfrom it by uniformly ZittZe on [I - c, 11. 
The preceding discussion yields the following result. 
THEOREM 1. If 4(x) E C”[O, A], then infinitely differentiable solutions of 
the DAE (1) are uniformly dense in the space of continuous solutions. 
2. OSCILLATION NUMBERS 
From now on, it will be understood that y(x) E C1[-1, co) is a nontrivial 
solution of the DAE (l), with + E CIO, co), unless the contrary is specifically 
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stated. For any such solution y(x), we define N(x) as the (finite or infinite) 
number of zeros of y(x) in [x ~ I, x], and V(X) as the number of zeros where 
the sign changes in [x - 1, x]. The solution y(x) will be called osciZZatory 
if lim SUP*+~ N(x) 3 1, and nonoscillatory in the contrary case-i.e., when 
y(x) has asymptotically constant sign, so that N(x) = 0 for sufficiently large x. 
In [2, p. 831, a qualitative discussion is given of the oscillations 
(“Halbzyklen”) of solutions of the equation 
which contains (1) as the special case 
s<l 
k(xy 4 = 18(x) s > 1. (6’) 
The cases of increasing K(x, s) and decreasing k(x, s) are distinguished in 
[2], as being of “unstable” and “stable” type. In Sections 2 and 3, we present 
some results which are applicable to both cases-i.e., whenever $(x) is of 
constant sign. Since + E C[O, co), this is equivalent to the assumption 4(x) # 0. 
We first consider the case N(x) < co; in this case, y(x) is oscillatory or 
nonoscillatory according as the number of its zeros on (0, a) is infinite or 
finite. Moreover N(x) and V(X) can then change only by jumps of &cl. 
The inequality V(X) < N(x) is trivial. Note also 
LEMMA 1. Let 4(x) # 0 be of constant sign, and let x0, x1, x2 be three successive 
zeros of y(x). Suppose y(x) fails to change sign at x1 ; then v(x~) < Y(x,,) - 2. 
PROOF. Without loss of generality, assume y(x) > 0 on (x,, , xs). Then y’ 
must reverse sign (from - to +) in any interval (x1 - z, x1 + E), c > 0; 
hence so must y(x - 1) = y’(x)/+(x). At x1 , therefore, V(X) must decrease by 
one. Moreover y’ must change sign back from + to - before x2 ; hence V(X) 
must decrease by one more. Since y has constant sign, however, V(X) cannot 
increase, completing the proof. 
COROLLARY. For sr@ciently large x, V(X) = N(x). 
LEMMA 2. If 4(x) > 0, then V(X) can increase (i.e., have a jump of +l at a) 
only where Y(U) is odd; if 4(x) < 0, then V(X) can increase only where V(U) is even. 
PROOF. If V(U) has a jump of +l at a, then y(a - 1) # 0 (or V(U) could 
not increase). Moreover y(x) must change sign at a, and so y(u-)~‘(a-) < 0, 
while y(u+)y’(a+) > 0. By (l), it follows that 
Wr(a - llr(a-1 < 03 $wlY(a - l>r(a+) > 0. (7) 
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Therefore, if d(u) > 0, then y(a - 1) and y(a-) must have opposite signs, 
whence v(a) must be odd. Whereas if +(a) < 0, then y(a - 1) and ~(a-) 
must have the same sign, whence V(U) must be even. 
Combining the preceding results, we obtain 
THEOREM 2. If I+(X) > 0, and v(u) < 2/z, then V(X) ,< 2k for all x > a. 
If d(x) < 0, and v(u) < 2k + 1, then v(x) < 2k + 1 for all x 3 a. 
By Lemma 1, similar results hold for N(x) provided the inequality x > a 
is replaced by x > a + 1. For the case 4(x) < 0, the preceding result is 
given in [2, p. 831. 
COROLLARY 1. If+(X) > 0, and y(x) is oscillatory, then v(x) >, 1: y(x) 
must change sign at least once in every interval of length one. 
COROLLARY 2. If 4(x) < 0, then either V(X) < 1 for all sz@iently large x 
(‘ ‘slowly oscillutory ” OY-if v(x) E 0-“non-0sciZZutory” case), or V(X) 3 2 
for all x (“rapidly oscillatory” case). 
3. ASYMPTOTIC OSCILLATORY NUMBER 
In the present section, we will assume that C+(X) has constant sign-or, 
equivalently, since +(x) E C[O, co), that 4(x) # 0. 
From Lemma 1 of Section 2, it is clear that unless N(x) = 00, any solution 
y(x) of (1) must have N(x) = V(X) for all sufficiently large x. More precisely, 
for some integer k, by Theorem 2, 
N(x) z3 v(x) sz (2k - & f * if d(x) > 0, 
while (8) 
N(x) SE v(x) _= (2K + +j) f + if d(x) < 0. 
Also, if y(x) = y(x - 1) = 0, then y’(x) = $(x)y(x - 1) must change sign 
at x if N(x - 1) = Y(X - 1); h ence x is a zero of y(x) where the sign does 
not change. We conclude 
LEMMA 1. If 4(x) has constant sign and N(x) f 00, then we cannot have 
y(x) = y(x - 1) = 0 for arbitrarily large x. 
It follows that N(x) must have a jump of +l for all sufficiently large 
zeros of y(x)-and so, by Theorem 2, have a jump of -1 between two such 
zeros. But this happens where y’(x)/$(x) = y(x - 1) vanishes. We conclude 
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LEMMA 2. If 4(x) has constant sign, and N(x) + co, then the zeros of 
y(x) andy’(x) (i.e., of y(x - 1)) must ultimately alternate. 
COROLLARY. If 4(x) f 0, and y(x) is a nontrivial analytic solution of (l), 
then the set of x where y(x) = y(x ~- I ) : I 0 has a finite upper bound. 
For, N(X) C. +co for nontrivial analytic y(x); see below. 
We now define lim supz,, N(x) I-= IV~[Y] as the asymptotic oscillation 
number of a solution y(x) of (1). We have proved 
THEOREM 3. Let N(x) z$ co. If 4(x) > 0, then N,[y] = 2h for some 
integer h; $4(x) < 0, then N,[y] = 2h - 1 or NJy] = 0. 
For a nontrivial solution of (I) to have N,[y] = 0 when 9(x) < 0, 
0 > J:“$qx)dx > -1 is a necessary condition. For, if y(x) > 0, say, then 
y(x + 1) = Y(X) + [~+kt)Y(t - 1) dt <y(x) [ 1 -t /:+k, dt] . 
(The preceding bound is not best possible.) 
Phase-plane. Since zeros of y(x) and y’(x) must ultimately alternate, 
variations j&I(x) = j [y dy’ - y’dy)/(y2 -+ Y’~)] in the polar angle @ = arctan 
(y’/y) in the (y, y’)-plane are unambiguous from some point on. Moreover 
y(x) changes sign whenever y(x) = 0, from - to + when y’(x) > 0 and 
from + to ~- wheny’ < 0. Hence the y/-axis y = 0 is crossed only clockwise. 
We have, therefore 
THEOREM 4. If+(x) # 0, and N(x) + co, then 
Wm[yl - 1)~ G - .I’:, dW4 G NmCyln (9) 
in the phase-plane, for all suficiently large x. 
Case N(x) E Go. By the elementary theory of real functions, N(x) = 03 
if the set of zeros of y(x) has a limit point in (X - 1, x), and only if this set 
has a limit point in [X - 1, x]. We now prove the 
LEMMA 4. If a is a limit point of zeros of y(x), then so is a - 1, unless a is 
also a limit point of zeros of 4(x). 
PROOF. Set y(x - 1) = y’(z)/+(~); b e ween t any two zeros of y(x), either 
y(x - 1) or C+(X) must vanish. 
COROLLARY 1. If 4(x) has only isolated zeros on ( -CO,CO), and a is a limit 
point of zeros of y(x), then so is a - n for any positive integer n. 
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4. THE CASE 4(x) 3 0 
We now prove an elementary comparison theorem (cf. [2, p. 491). 
THEOREM 5. Let yi(x) be solutions of 
Yi'c4 = MXlYi(X - l)> i= 1,2, I Mx)l G 42w 
If Iyl(x)I < ~~(4 on [a - La], then Ir&4 < ~~(4 for 3 3 a. 
PROOF. For any x E [a, a + 11, we have 
(10) 
I Y&4 I = / YlW + I*$b& - 1) dt i 
d Y&4 + jktlvdt - 1) dt = Y2W 
a 
The extension to all intervals [u + n - 1, a + n] follows by induction. 
We now consider the asymptotic behavior of positive solutions of (1) when 
b(x) > 0 (“unstable” case of [2, Chap. III]). We rely essentially on the fact 
that the operator L, of Section 1 is positive, and therefore we make use of 
Hilbert’s projective metric [4, p. 451 
O(fY g> = In (sup [fw/idwi~f [f(MW (11) 
We first note without proof the obvious 
LEMMA 1. If g(t) 3 0, then h = L,[g] is nondecreasing. 
We then consi.der the convex cone P of all positive, nondecreasing functions 
f(t) E Cl[O, I]. This is mapped into itself by every L, . Moreover, if 
f(t) = wTt)l and g(t) = L[G(t)l, f(0) = g(0) = 1, (12) 
are in the range L,[P] of P under L, , then 
1 d f(t), g(t) < 1 + jt 4(x + t) dt d 1 +Bw, (12’) 
0 
where q?(x) is defined as in (4”). 
LEMMA 2. The projective diameter A, of the range of P under L, satisfies 
A, = SUP~.~L~[PI W, g) < +,. (13) 
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PROOF. By direct differentiation, we compute 
$[ln$-] =f#-#=+(zc+t)[#-$$-]. 
Hence 1 d(ln [f(t)/g(t)])/ dt ! < 4(x + t). The inequality 
I ln [f(tlg(t’)/g(tlf(t’)l I G iC4 
for 0 < t < t’ < 1, follows. This implies (13). 
We now apply Theorem 3 of [4], which states that projective distances are 
contracted by a factor at most 
ya: = tanh(dJ4) < tanh[$(x)/4] (14) 
if (13) holds. This proves our key inequality. 
THEOREM 6. Let 4(x) > 0, and let f and g be any two positive nondecreasing 
functions. Then 
V%[f IT L&l) G rAf* ii+ (15) 
where yl: satis$es (14). 
COROLLARY. Let y(x) E C[-1, co), z(x) E C[ - 1, CO) be two nonlrivikl 
nonnegative solutions of (l), and let 
fn(t) = y(n + t), g,(t) = 4n + 9, o<t<1. (16) 
Then e(f, 9 8,) < $U)YS+ **a l/la . 
For, by Lemma 1, fl E P, g, E P. Hence, by Lemma 2, @( fi , gz) < & 1). 
The stated result now follows from (15) by induction. 
5. POSITIVE SOLUTIONS 
We now examine more closely the asymptotic behavior of positive solutions 
of (l), as x + co. We first make some fairly obvious remarks. 
LEMMA 3. Let 4(x) > 0; let y(x) and x(x) be any two solutions of (1) which 
are positive on [0, 11; and let I, = I,(y, z) be the set of ratios y(x)/z(x) for 
x E [n, n + 11. Then 
Io31,31,3 ***. 
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The proof is by induction. IfI,-, = [m, M], so that mx(x) ,< y(x) < Mz(x) 
on[n-l,n],thenforallxE[n,n+l]: 
mz(x) = mz(n) + m ~‘$(x)z(x - 1) dx 
?I 
< ~(4 + .r z$(x)~(x - 1) dx = Y(X), n 
since mz(x - 1) < y(x - 1) by the hypothesis on I, . The proof that 
y(x) < Mz(x) is identical. 
THEOREM 7. If+(x) > 0 and Jr C(x) dx = 00, then ewery positiwe solution 
of (1) tends to injinity as x --+ 00. 
PROOF. For all x 2 1, y(x) 3 y(l) + y(0) s:+(t) dt. 
This result shows that the DAE (1) is unstable if 4(x) > 0 and Jr +(x)dx = 00, 
partly justifying the terminology of [2, Chap. III]. We now prove a converse 
to Theorem 7.’ 
THEOREM 7’. If Jr I e9I dx < + co, then every solution of (1) tends to 
afinite limit us x + co. Hence, in this case, the DAE (1) is neutrally stable. 
PROOF. Let Y, be the maximum absolute value of y(x) on [n - 1, n]. 
Then, by (1) 
Y n+1 G yn + ,:+l I #4 I I Y(X - 1) I dx < [ 1 + ,I+’ I 4(x) I dx] Yn . 
This is equally valid for any index, and since In [I + Jr1 1 C(x) 1 dx] < 
J’F’ / +(x)1 dx, we find that In Y, < In Y,, + j” I d(x)/ dx stays bounded. 
Thus every solution is bounded by some finite co&ant M. It follows from (1) 
that, if x < x’, then] y(x ) - y(x’)l ,< M r / +(t)l dt, which tends to zero 
as x + co if s,” /C(x)] dx < +oo. a 
THEOREM 8. Let 4(x) > 0, and let y(x) and z(x) be any two nonoscillatory 
solutions of (1). Then 
Lim [.e(x)/y(x)] = C, a nonzero constant, 
Z’OD (17) 
unless Liq+m&n) = cc. 
PROOF. Without loss of generality (after a translation of x and multiplying 
y(x) and/or z(x) by -1 if necessary), we can assume that z(x) and y(x) are 
‘Prof. Kenneth L. Cooke has informed us that this result was in his Stanford 
Doctoral Thesis, 1951. 
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both positive. Unless 6(n) - a, B(n) c: M for some finite M and an infinity 
of positive integers n. Hence l/n < tanh (M/4) ( 1 for an infinity of n, in the 
corollary of Theorem 6, and @(f,, , gi,) -+ 0. The conclusion (17) is now 
obvious by Lemma 3, since all yTP cz 1. 
THEOREM 9. Let 4(x) 3 0, and Zet y(x) and z(x) be any two positive 
soZutions of (1) on (-x3, + 03). Then Z(X) = Cy(x)fo~ somepositive constant C, 
unless 
Lim 4(x) = oc. (18) 2+--m 
PROOF. Again, unless (18) holds, we must have y-,,, <f(M) < 1 for some 
constant f(M) and an infinity of positive integers n. Hence, for any m, we 
can find an n > m so large that 
Letting m + co, we conclude 8( f. , go) = 0, as claimed. 
THEOREM 10. For any nonnegative function C(x) E C( - co, + oo), the DAE 
(1) has a positive nondecreusing solution. 
PROOF. By the results of Section 1, the initial value problem has a solution 
y,(x) on [-n - 1, co) for the “initial data” yJx) = 1 on [-n - 1, -n]. 
Multiplying through by a constant c, , we get a sequence of positive non- 
decreasing solutions of (I), Z,(X) = c%yJx), satisfying an(O) = 1. By the 
complete continuity of the operators L,, proved in Section 1, these have a 
limiting solution z,(x), which (by the continuity of the L,) satisfies the DAE 
(I) on every interval [-fz - 1, Co). 
Conversely, if the DAE (1) has a positive nondecreasing solution y(x), it 
is evident that the function C(x) = y’(x)/y(x - 1) must be nonnegative. 
THEOREM 11. If p(x) is a nonoscillatory solution of (I), with d(x) > 0 and 
j:‘+(t) dt -H co, then a second solution y(x) is oscillatory if and only if 
Ye4 = O(PW 
PROOF. Let y(x) be any oscillatory solution of (1); let f +(x) andf-(x) be 
the positive and negative components of y(x) on [-1, 01; and let z+(x) and 
z-(x) be the solutions of (1) on [ - 1, CD) h aving these initial values. Then by 
Theorem 8, z+(x) N Ap(x) and z-(x) - -BP(X) for suitable constants A 
and B, p(x) being any nonoscillatory (e.g., positive) solution of (1). If A # B, 
then y(x) = a+(x) + z-(x) - (A - B)p( x is nonoscillatory. Conversely, by ) 
Theorem 8, if y(x) is nonoscillatory, then A # B. 
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COROLLARY. Let 4(x) >, 0 and j”‘l$(t) dt -H co. Then the sum of any 
two oscillatory solutions of (1) is itself Oscillatory; and the sum of an oscillatory 
and a nonoscillatory solution is nonoscillatory. 
6. INTEGRABILITY OF OSCILLATORY SOLUTIONS 
The tendency of oscillatory solutions of (1) to grow more slowly than 
nonoscillatory solutions is also shown by the following results, obtained by 
entirely different methods. 
THEOREM 12. Let y(x) be an (oscillatory) solution of (1) with 
2 < N, [y] < +m, and let 4(x) b e o constant sign. If Jr” 1 d(t)1 dt < 4 < 1 f 
for all x > 0, then y E L,[O, co) for any Jinite p 3 1. 
PROOF. Let {ai} denote the set of zeros of y(z) and consider any interval 
b I , CZ~+~]. Then there exists a K depending on 1 such that after integrating (1) 
we obtain for any p > 1 (indeed > 0), 
for some j < K. Moreover, since the zeros of y(x) and y’(x) alternate for a 
sufficiently large (by Lemma 2 of Section 3), there exists a one-to-one 
correspondence between j, k, 1. This permits us to sum, obtaining 
j$ I YU + 4 IP <BP f$ I YU + ak) IP 
k=k, k=k, 
for some k, , k, such that k, < k, . Then 
I 
a, 
/Y(t) lpdt < 2 Ir(l -bak) Ip < @’ 
kl-1 
I+%, k=k, 
--. jq 3 I YU + 4 IP, 
k-k, 
whence y(x) E L,[O, CO). 
For p = 2, we can prove a somewhat sharper result, using the following 
well-known inequality [5, p. 1851. 
LEMMA. Let y(a) = y(b) = 0, and y E CJa, b]. Then 
m2 j” y”(t) dt < (b - a)” i” y’“(t) dt. 
a a 
40911311-z 
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‘THEOREM 13. L&y(x) satisfy (l), with 1 f+(x)1 < KQT, R < 1, and NJy] ,9 2. 
Then y(x) is square-integrable on [0, co). 
PROOF. Since NJy] > 2, from the remarks early in Section 3 it follows 
that N(x) > 1 for all x suthciently large. Thus there exists a sequence (a,) 
of zeros of y(x) such that a, -+ co and u,+i - a, < 1. Then 
= + i a”d”(t)y2(t - 1) dt 
- a” 
< k” 
I 
aa y”(t) dt 
Q-l 
= k2 [ j:)ply~~t) dt + j;y2(t, dt] . 
0 
Consequently 
s 
%I 
y”(t) dt < -$$ j” y”(t) dt. 
%l !I,-1 
CORCLLARY. If 0 < 4(x) < K < r, then uny oscillatory solution of (I) is 
square-integrable. 
For, since 4(x) > 0, either NJy] = 0 or NJy] 3 2. 
The hypothesis N&y] 3 2 cannot be weakened to N,[y] > 1, as the 
following classic example shows [2, Section 171. 
Example 1. The function y(x) = e-‘c”cotlc cos kx satisfies (l), with 
#a(x) = -k csc k ckcotlc. If 0 < k < ?r, then NJy] = 1 (slowly oscillatory 
solution). 
In the range 7~12 < k < 0.57rr, 0 > #J > -2.8 and yet -k cot k > 0. 
Hence the solution is divergent, and certainly not square-integrable. 
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