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ABSTRACT
Uneven Policing:
Low-Level Arrests During Gentrification, Fiscal Crisis, and Suburbanization
by
Brenden Beck
Advisor: Richard Alba
In this dissertation, I analyze trends in low-level policing between 1990 and 2015. I explore
how three contextual changes may have shaped policing during this time: gentrification, fiscal
crisis, and the suburbanization of poverty and of people of color. I ask four interrelated research
questions: How widely did “broken windows” policing, with its emphasis on misdemeanor arrests,
diffuse? Do police make more stops and arrests in neighborhoods undergoing gentrification? Do
local governments experiencing revenue shortfalls cut their criminal justice functions to save
money, or do they increase them to reassert social order? Did the suburbanization of poverty and
of people of color lead police to make more or more racially disproportionate arrests in suburbs?
To address these questions, I assemble three novel, longitudinal datasets using publicly
available government data. I convey descriptive statistics in graphs, tables, and maps and I
construct multivariate regression models to estimate the relationships between policing and place.
I build on past theories, especially those exploring the political economy, racial threat, and crime
control of policing.
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Chapter 1. Introduction: Three Deaths, Three Places
Trayvon Martin, Michael Brown, and Eric Garner were just three of the unarmed black
men killed by police officers (or a self-styled police officer in Martin’s case) who made headlines
and spurred national political organizing in the first half of the 2010s. The metropolitan context
of each man’s death holds insight into the type of policing that surrounded the shootings.
When he shot Trayvon Martin in 2012, George Zimmerman was patrolling “the Retreat at
Twin Lakes” as the neighborhood watch captain. The gated subdivision of identical rowhouses in
Sanford, Florida, an Orlando suburb, was built in 2004 during the housing market boom. After
the 2007-2008 housing market collapse, one-sixth of the racially integrated neighborhood’s units
were left vacant, and by 2011 Sanford municipal revenue was down 16% from its 2007 high
(DeGregory 2012; Census of Governments 2011).
Michael Brown was shot by a police officer in another rapidly changing suburb, Ferguson,
Missouri in 2014. In the 25 years prior to Brown’s death, Ferguson’s demographics shifted
dramatically. In 1990, 5% of its residents lived below the poverty line and 25% were black. By
2014, its poverty rate had quadrupled, and its black population had nearly tripled, making it a
majority-black municipality (Census Bureau 1990; 2014). This suburbanization of poverty and of
black and Latino people is occurring across the U.S. As more poor people and people of color are
forced to move or choosing to move, they are increasingly ending up across the municipal line.
The ascendency of Ferguson’s black population, however, was not reflected in its government. A
majority of its elected officials were white, an imbalance that might have fueled the intensely racist
policing the Department of Justice would uncover there (DOJ 2015). Like many Midwestern
suburbs, Ferguson, relied heavily on fines and fees to fund its criminal justice system. This led
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police to enforce municipal codes and traffic laws to generate revenue, irrespective of public safety
(Balko 2014; DOJ 2015).
A month before Brown was shot, Eric Garner met a similar fate in New York City. Garner
was a fixture in the working-class neighborhood near Tompkinsville Park on the north shore of
Staten Island. Responding to a nearby business owner’s 311 complaint of men loitering, two
NYPD officers approached Garner and after a dispute one choked Garner to death, a killing
famously captured on cell phone video (Baker et al. 2015). The Staten Island neighborhood had
seen some development prior to the incident. Close to the island’s ferry terminal and to a Yankees’
minor league baseball stadium, the area had become whiter and a little less poor since 2000
(Census Bureau 2000; 2015). Enough 311 calls about the area had been made that police
department management had flagged the area for more intense enforcement (Baker et al. 2015).
It is impossible to know precisely how the changing social geography of each place
influenced Martin, Brown, and Garner’s deaths, but their killings raise pressing questions. Are
their deaths symptomatic of trends throughout criminal justice systems? Do these extreme
examples of police brutality hint at intensifications in low-level policing? Is policing changing
along with socio-spatial shifts like gentrification, fiscal crisis, and the suburbanization of poverty?
This dissertation addresses these questions by combining insights from urban sociology,
criminology, and the sociology of race and ethnicity. The first two of these disciplines are
increasingly engaging with one another. The American Society of Criminology established a
division on “Communities and Place” in 2017, and there are more and more studies of criminal
justice in urban studies journals. Yet, this integration remains partial and halting. An overview of
the major trends impacting place and policing suggests a more thorough integration is warranted.

2

Theoretical Approaches to Police and Place
Theories of policing have centered around four foci: crime, political economy,
neighborhood effects, and racism. Criminal justice officials and police-aligned researchers often
describe police size and behavior as responsive only to crime. If a neighborhood is a “hot spot”
for crime, police will concentrate their arrests there. If crime rates are going up, cities will spend
more on police. Any apparent disproportionality in arrests between, say poor people and rich
people or between whites and blacks is the result of differences in crime. William Bratton, the
former police commissioner of New York City and Los Angeles, and George Kelling, a
criminologist and progenitor of broken windows policing, exemplify this dominant narrative when
they write: “[Police] will necessarily target high-crime areas, and those tend to have a
preponderance of African-Americans and Hispanics and are usually the poorest neighborhoods in
the city” (Bratton & Kelling 2015). Police-aligned scholars who share this view practice what
David Garland calls “technical penology” (1990, 9). Technical penology is a study of punishment
that works within or alongside criminal justice institutions, asks a narrow set of non-critical
questions, and assumes criminal justice institutions react to crime more than other social forces.
This crime-centric explanation for policing is dominant in both criminology and in government.
Since at least Emile Durkheim ([1895]1982), however, sociologists have understood public
safety is not the sole, or even the largest, motivator of criminal justice practices. Scholars in one
Marxian branch of this tradition focus on the political and economic factors influencing a police
department’s size and enforcement intensity. Stuart Hall and four colleagues, for instance,
examined an intensification in mugging arrests in early 1970s Great Britain (Hall et al. 1978).
They explained their society’s change in policing practice as a displaced response to the U.K.’s
economic crisis. As wages stagnated and unemployment rose for the first time in decades, the
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consent of the governed weakened, and the state reasserted its coercive arm to reassure a nervous
white majority. The U.K. government and media created a panic around mugging and police
arrested young and black members of the working class who were made surplus by market
restructuring and racism (ibid). Hall et al. were careful not to overgeneralize. They noted that
while economic recession might encourage a reassertion of force, such a development would
depend on the particular circumstances of place and time and would require a synchronization of
the many institutions that make up the state.
In a similar vein, Ruth Wilson Gilmore, Neil Smith, and Jonathan Simon each explore the
political economic underpinnings of criminal justice systems.

Gilmore (2007) found that

California attempted to fix several of its economic problems through prison expansions in the
1980s and 90s. Some of the problems it aimed to fix were unique to California (e.g. increasingly
arid rural land) and some of which were global (e.g. manufacturing investment’s declining
profitability). Smith (1996) zeroed in on policing’s implications for housing markets. He found
1980s New York City elites enlisted the police department’s help in gentrifying the city’s Lower
East Side neighborhood. Crackdowns on drug offenses and homelessness coincided with real
estate developers’ needs to valorize the recently reinvested-in neighborhood. On the political
front, Gilmore (2007) and Simon (2007) also point out that government institutions, following the
1970s era delegitimization of the Keynesian welfare state, began to shift. Popular, constitutionally
feasible crime-control state functions grew while social service provision withered. Political and
economic shifts can help explain changes in criminal justice, according to these theorists.
The neighborhood effects literature, in contrast, focuses on the local context of policing.
Sociologist Robert Sampson (2010; 2012) examines the characteristics of disadvantaged
neighborhoods to explain their residents’ overrepresentation in handcuffs. Unlike technical
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penology, Sampson recognizes social conditions besides crime that affect policing. Like technical
penology, however, Sampson focuses tightly on the places where crime is concentrated to look for
explanations for policing. This contrasts with the political economists who look across a larger
geography to identify correlates of policing.

Sampson’s research examines neighborhood

disadvantage as the major variable explaining changes in neighborhoods like policing’s
intensification. Considering neighborhood effects requires considering place-based characteristics
like poverty, racial make-up, and population density in analyses.
While most policing research considers the role of race, racial threat theory and race-andplace theory shift the focus to racism and put it front and center. By examining racism instead of
race, these theories underline that race is not a biological reality, but is made consequential when
people act out of racism and institutions are structured by racism. Racial threat theory holds that
the intensity and type of policing will reflect the degree of threat perceived by the white population
from subordinate minority groups (Blalock 1967; Jackson and Carroll 1981; Liska 1992). Fears
over immigration and diversification will be channeled into social control actions like increased
arrests and incarceration. The theory expects that as more people of color move into a place,
policing will increase in size and intensity as the (usually white) power structure of a place reacts
with fear and desire to reassert dominance. Race-and-place theory, on the other hand, expects an
increase in diversification to familiarize police with difference, and the theory expects the power
elite to decrease policing as populations become less white (Boyles 2015; Meehan & Ponder 2002).
According to this theory, predominantly white places will host the most intense and intensely
disproportionate policing. My dissertation further investigates policing’s connection to crime,
political economy, neighborhood characteristics, and racism. It adjudicates between theories,
empirically tests previously vague concepts, and extends research into new areas.
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Cities and Policing in Flux
Municipalities and police departments underwent dramatic changes between 1990 and
2015, and this dissertation is structured around four of those changes.

Gentrification was

restructuring many city neighborhoods, pushing poor people and nonwhite people out of cities and
into suburbs.

Local governments were experiencing fiscal crises, buffeted by economic

recessions. City governments navigated these shifts by increasing police spending. Police, in turn,
navigated the changes by increasingly espousing “proactive” police strategies like broken windows
that tried to prevent crime not just through deterrence, but through creating order. The changes
reshaping cities and police interacted, influencing one another.
The suburbanization of poverty and of people of color was one of the most significant
changes in spatial demographics during the 1990s and 2000s. Suburbs had been persistently white,
wealthy, and well-educated for much of the post-war era, but late in the 20th century, that started
to change. By 2000, poverty was decreasing nationally, but increasing in suburbs such that by
2010, 55% of all poor people in the U.S. lived in suburbs (Puentes & Warren 2006; Kneebone &
Barube 2013). Employment opportunities were also sprawling outward during this time, and part
of the suburbanization of poverty was likely caused by poor and working-class people following
the jobs (Raphael & Stoll 2010). Changes in housing policy and increases in suburban housing
stock were additional factors pulling poor people outward. Gentrification, population growth, and
the diminishment of public housing in central cities were factors pushing them out of central cities
(Lacy 2016). Not only were more poor people moving to suburbs, but some of the middle- and
working-class people already there were becoming poor.

This change was accelerated in

Midwestern suburbs by deindustrialization and in Sun-belt suburbs by the 2007-2008 housing
market collapse and recession (Kneebone & Garr 2010).
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The overrepresentation of black and Latino people among the poor nationally meant the
suburbanization of poverty automatically involved the overrepresentation of nonwhite people in
this suburbanization. There is evidence, however, racial and ethnic minorities also increased as a
proportion of the suburban poor over and above their national share of the population (Jargowsky
et al. 2014). Black and Latino poor people suburbanized at greater rates and many middle-class
people of color suburbanized as well. By 2010, a majority of blacks, Latinos, and Asians were
living in suburbs (Frey 2015). Immigrants during this time were also more likely to bypass the
traditional urban destinations and move straight to suburbs, another factor increasing the number
of nonwhite people there (Alba et al. 1999). The suburbanization of middle-class black people
was, in part, a byproduct of blacks’ return migration to the south, a more suburbanized region
(Lacy 2016).
The suburbanization of poverty and of people of color has had consequences for the people
moving and the suburbs to which they are moving. One study of poor people relocated to public
housing in suburban New Jersey, while not representative, found many positive benefits for people
who relocated. The new suburbanites were less likely to lose their job, be arrested, be expelled
from school, or be robbed than their similarly situated urban counterparts (Massey et al. 2013).
Their suburbanization was not purely positive, however. They lost access to family, to social
networks, and to basic services once among the suburb’s atomized and isolated infrastructure
(ibid). Writ large, suburbs’ lower density of networks and organizations also had negative
consequences for political activism, service provision, and access to transportation (Niedt 2013).
Research into the effects of the suburbanization of poverty on crime is nascent, but suggests
the demographic shift is not associated with a crime shift. The study of New Jersey found crime
rates and property values were unchanged following the relocation of the poor to the suburb
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(Massey et al. 2013).

More representative studies into the relationship between the

suburbanization of poverty and crime found a weak association (Kneebone & Raphael 2011). The
places with the greatest crime declines between 1990 and 2015 were central cities and inner-ring
suburbs, places with sizable poor populations, and the statistical association between
demographics and crime weakened everywhere over this time (ibid). Did the suburbanization of
poverty and of people of color coincide with a change in policing, beyond changes in crime? The
research so far is nascent. Chapter 5, below, examines how demographic shifts in suburbs were
related to crime and policing shifts there.
Gentrification was part of what pushed poor people and people of color out to suburbs.
Housing markets got tighter in large cities, rents rose, and landlords looked to replace poorer
tenants with richer ones. As gentrification changed the character of suburbs, it changed urban
centers even more.
Defined broadly, gentrification is a process whereby middle-class residents move into areas
previously occupied by working-class and poor residents, and housing values rise. There is
disagreement about the particular characteristics of gentrification, but there is consensus around it
being a neighborhood-level process. A city might be getting less wealthy on whole, but certain
neighborhoods can still be gentrifying. Gentrification is also a highly variable process across cities
and eras. The identity characteristics of gentrifiers and long-term residents vary by neighborhood.
Different landlords and different city elites try to attract different types of people to different
neighborhoods at different times. The lived-experience of long-term residents is also likely to
differ based on their characteristics and those of the new neighbors. Thus, the best gentrification
research considers multiple identities: education, occupation, race/ethnicity, income, and wealth.
It is also important to not limit the definition of gentrification to newcomers’ demographics, but
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to also consider the structural forces shaping gentrification. Economic and governance structures
like housing markets, zoning laws, business needs, and city infrastructure, are likely to affect the
process’s specifics.
During the 1990s and 2000s, gentrification was unevenly distributed both between and
within cities. One study of the 50 largest metropolitan areas in the U.S. between 2000 and 2012
found Portland, Washington D.C., Minneapolis, and Seattle each saw a majority of their
neighborhoods gentrify. Across all 50 cities, however, only 8% of neighborhoods did (Maciag
2015).

The largest, most economically productive cities were the ones that saw the most

gentrification. Within cities, gentrifying neighborhoods were often very close to neighborhoods
of persistent concentrated poverty. Gentrification is also uneven temporally. Cities that had
gentrified most intensely in the 1990s, like New York City and San Francisco, entered successive
waves of gentrification in the 2000s, with financiers replacing the college-educated creatives who
had replaced the working-class residents in trendy neighborhoods (Lees et al. 2016).
Gentrification was hardly the only force restructuring cities in the 1990s and 2000s.
Indeed, economic segregation, a process opposing gentrification, increased nationally following
the 1970s, and economic decline was more common than upscaling in most census tracts (BrownSaracino 2017). While gentrification might not be the dominant socio-spatial dynamic in all or
even most U.S. cities, its effects were severe where it did spread.
Gentrification’s consequences vary, and our understanding of them is developing, but
much is known about the process’ effects. By definition, gentrification remakes neighborhoods.
It brings new residents and new retail. Frequently, it brings higher rents and more government
services. Study results diverge about whether gentrification displaces long-term. Many qualitative
studies find displacement to be common, while many quantitative studies find that the poor and
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working-class are forced to move frequently even absent gentrification (Brown-Saracino 2017).
Beyond the commonly studied effects of displacement and retail changes, research is increasingly
uncovering other, less obvious, consequences of gentrification. Even if it does not displace longterm residents, gentrification limits their ability to determine their neighborhood’s atmosphere,
commerce, amenities, and schools (Stabrowski 2014; Deener 2007; Billingham & Kimelberg
2013). Past research suggests gentrification suppresses homicides but fosters lower-level crimes
like assaults and street robberies (Boggess & Hipp 2016; Papachristos et al. 2011). Extensive
qualitative evidence suggests policing intensifies during gentrification, but quantitative studies are
still few. The extant statistical analyses support the qualitative findings, showing pedestrian stops
and “order maintenance policing” correlate positively with gentrification (Laniyonu 2017; Sharp
2013).

Chapter 3, below, will further address this issue, using novel longitudinal data in

multivariate models to better measure the gentrification-policing relationship. Gentrification’s
effects ripple throughout neighborhoods, and long-term residents are often ambivalent about these
changes (Freeman 2006). Gentrification’s knock-on effects are important to understanding the
process, and this dissertation explores one such potential effect: policing.
The 2007-2009 recession made many middle- and working-class people in suburbs poorer
and it slowed gentrification in some cities. It also had dire consequences for municipal budgets.
The housing market collapse diminished property tax revenue, and high unemployment hurt sales
and income tax revenue (Hoene & Pagano 2010). State and local tax receipts remained below
2007 levels for four years following the start of the recession. Following the 2001 recession, tax
receipts dipped below pre-recession levels for only one year (Gordon 2012). During the extended
tax shortfall, demands for local spending escalated as school enrollments and benefit claims rose.
More than half of municipalities fired personnel and delayed or cancelled capital projects, and over
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a third cut health care benefits and other services (Hoene & Pagano 2010). While not as severe,
the 1990-1991 and 2001 recessions also hurt municipal revenue, and several interim regional
recessions hurt some city budgets (ibid). Economic swings buffeted local governments in the
1990s and 2000s, remaking them, limiting their service provision, and changing the infrastructures
of cities large and small. Chapter 3 explores whether these fiscal crises were related to changes in
police funding and behavior or whether austerity cuts spare criminal justice functions.
Throughout the two earlier recessions, cities increased their spending on criminal justice
functions. As Figure 1.1 shows, spending on police in the United States’ 171 largest cities rose
from about $170 per person in 1993 to nearly $250 by 2010. Unlike previous downturns, the Great
Recession stalled police spending’s growth, as the down-tick in the solid line between 2009 and
2010 indicates. Interestingly, crime moved in the opposite direction during this time, declining by
40%. Policing was garnering ever more municipal resources while the need for policing was
declining.
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During these two decades, police were patrolling cities that were shifting under the changes
of gentrification, fiscal crises, the suburbanization of poverty, and lower crime. While cities were
transforming, police were making changes of their own. Arrest activity diminished. Arrests in
every major category declined between 1990 and 2010 except those for simple assault and drug
possession (Snyder 2012). Police were also shifting their strategies more toward “proactive
policing,” at least in rhetoric. In previous decades, police strategies involved reacting to crimes
after they occurred, and police allowed 911 calls to dictate where they would send resources.
Partly as an attempt to regain legitimacy following the 1960s urban crises and the rising crime
rates of the 1970s, police in the 1990s and 2000s began to espouse strategies to proactively prevent
crime by directing their own resource allocation before crimes had occurred and by targeting
underlying causes of crime like disorder (National Academy of Sciences 2017). “Hot spot”
policing was one tactic in this vain. It targeted high crime areas and incorporated statistics in data
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mapping. “Community” policing was another popular innovation. It advocated addressing
problems that create crime rather than crimes themselves. Perhaps the most widely espoused new
strategy during these two decades was “broken windows” policing.
Broken windows rose to prominence following a 1982 Atlantic article that compared lowlevel crimes to a broken window in a car: low-level crimes invite major crimes like a broken
window invites more vandalism of a car.

The article and subsequent technical penology

scholarship encouraged intense enforcement of so-called “quality-of-life” crimes to try to establish
order and prevent violent crime (Kelling & Wilson 1982). The resultant police strategy was widely
called broken windows policing, but it also went by “order maintenance,” “quality-of-life,” or
“zero tolerance” policing. Different police departments targeted a slightly different mix of crimes.
Some went after loitering, sleeping in parks, or marijuana selling (National Academy of Sciences
2017). The New York Police Department targeted loud cars, vandalism, public drunkenness,
panhandling, and sex work in their 1994 document “Police Strategy No. 5” (NYPD 1994). No
matter the name or specific mix of offenses targeted, the method was the same most everywhere:
aggressively increase low-level arrests to try and establish the kind of order that prevents serious
crime.
Broken windows’ boosters promised large effects from the strategy. As the decades of its
implementation stretched on, it became clearer that the practice had sometimes-severe negative
consequences for those arrested and minimal effects on violent crime. A single arrest can
traumatize the person arrested, and threaten their employment, immigration status, and health
(National Academies of Sciences 2017; Fagan et al. 2010; Goff 2018). Not only is the arrestee
affected, but their family is affected if they have custody of a child (Geller et al. 2014). And,
pervasive, low-level enforcement delegitimizes police even among the neighborhood residents not
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detained (National Academies of Sciences 2017; Howell 2009; Jashnani et al. 2017). Anxiety and
increased criminal behavior are just two of the common outcomes from police stops and arrests
(Geller et al. 2014; Goff 2018). Broken windows policing is also intensely racially unequal (Fagan
et al. 2009; Beck 2017; Sampson 2012).

Black and Latino people are dramatically over-

represented in both the neighborhoods targeted for broken windows enforcement and the people
arrested during its implementation. One area the policing strategy seems to have little impact is in
deterring crime. A “consensus report” from the National Academy of Sciences found, after
reviewing many studies, that “[b]roken windows policing interventions that use aggressive tactics
for increasing misdemeanor arrests to control disorder generate small to null impacts on crime.”
(National Academy of Sciences 2017, 4-44). Broken windows carries intense micro-level effects
and social justice implications, though its efficacy is likely minimal.
Police are imbedded in places, which are, in turn, shaped by police. As U.S. cities
underwent gentrification, the suburbanization of poverty, and fiscal crises in the 1990s and 2000s,
their policing changed, too. This dissertation explores those changes and charts the connections
between spatial, economic, and criminal justice restructuring.
Chapter Summaries
Chapter 2 critically examines the diffusion—or lack thereof—of broken windows policing.
Policing researchers have reported that broken windows-style policing spread widely after its first
implementation in New York City. Few studies have explicitly analyzed the prevalence of this
misdemeanor-focused strategy, however. This chapter uses misdemeanor and quality-of-life arrest
data to measure which police departments pursued broken windows policing between 1990 and
2014. I analyze New York City’s arrest practices and compare them to a country-wide average. I
find nationally there was an increase in low-level arrests in the mid-1990s, but it was followed by
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a steady and enduring decline to rates well below 1990 levels. I then separate the data by large
cities, suburbs, and rural towns to reveal differences by urbanization type. All but four of the 50
most populous cities in the U.S. saw a steady decline in their misdemeanor arrests, with the median
large city decreasing such arrests by 53% between 1990 and 2014. This secular decline in broken
windows policing is robust to several alternate metrics and contrasts with the consensus in the
literature.

After using descriptive graphs to analyze arrest trends, I suggest possible

methodological explanations for the difference between my findings and previous research.
Chapter 3 examines whether police make more stops and arrests during gentrification.
There is considerable qualitative and anecdotal evidence suggesting low-level policing intensifies
when white, middle class, college-educated residents move into a neighborhood and the area’s
housing market tightens. Contested boundary theory hypothesizes new residents request more
policing as they seek gain control from longer term, working-class black and Latino residents and
to enforce social boundaries. Uneven development theory hypothesizes policing intensifies
because real estate developers and city elites demand police “clean up” neighborhoods marked for
property reinvestment and economic growth. Despite the extensive qualitative and theoretical
work on the gentrification-policing relationship, there have been few quantitative studies of it. To
address this, I construct a longitudinal dataset of New York City census tracts from 2009 to 2015.
I include Census data on demographics, New York Police Department data on stops and arrests,
and City data on 311 service requests. In this chapter, my measure of real estate prices comes
from a novel source: the city Department of Finance’s property tax assessments. Using negative
binomial regression models with place and year fixed effects, I compare annual changes in stops
and arrests in New York City between 2009 and 2015 to changes in several measures of
gentrification. I find police made more stops of black and Latino people and fewer stops of white
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people in neighborhoods with growing white populations. Neighborhoods with tightening real
estate markets experienced more proactive arrests. Also, more demands of police were made via
311 in gentrifying neighborhoods.
Chapter 4 explores policing during fiscal austerity. Recessions can hurt municipal finances
such that even “essential services” like police, courts, and jails are threatened with cuts. Yet, there
are reasons to expect criminal justice systems would grow during revenue shortfalls. Sociologists
have long studied how police and prisons are mobilized in times of crisis when governments want
to reassert their legitimacy and restore social order. Further, cities and towns might turn to the
fines and fees that criminal justice systems can generate to make up for budget gaps. During the
revenue shortfalls of the 1990s and 2000s, did localities increase their arrests, their criminal justice
spending, or their fine and fee collection? What kind of municipalities rely on fines and fees for a
relatively large part of their budgets? This chapter uses data from four sources in both crosssectional and longitudinal modeling to address these questions. It finds suburbs with large
nonwhite populations in the Midwest and South are the most likely to rely on fines and fees for
revenue. Longitudinal regression models with place and year fixed effects suggest that during
fiscal crises, criminal justice spending decreases in absolute terms, but increases relative to other
local government functions. Fine-and-fee revenue is counter-cyclical, rising when other sources
fall. Quality-of-life arrests decrease during revenue declines. While not immune from austerity
cuts, the criminal justice functions of local governments are protected over other functions during
fiscal crises. The results are robust to various model specifications.
Chapter 5 examines policing in suburbs. The racially disparate impacts of the carceral state
are well studied, but most of the research has focused on large cities. Are suburban and urban
policing similar? One trend suggests suburban policing might be in flux: U.S. suburbs underwent
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a dramatic demographic shift between 1990 and 2014. Their white populations declined sharply
and their poor, nonwhite, and foreign-born populations all grew. During the same time, broken
windows policing, with its aggressive enforcement of low-level quality-of-life crimes, gained
popularity. Did suburban police departments adopt broken-windows strategies or make racially
disproportionate arrests in response to racial and economic changes? I use panel data (N=1,038
suburbs and 50 cities, with eight observations 1990 to 2014) in fixed effects regression models to
address these questions. Data are compiled from the UCR and the Census. Descriptive statistics
show that while quality-of-life arrests are down overall, the white-black disparity in suburban
arrests remains extreme, especially in mostly white suburbs. Multivariate models indicate that
increases in poor people in a suburb are associated with increases in quality-of-life arrests, while
more Hispanic people are associated with fewer arrests. Results suggest urban and suburban
policing dynamics are quite different.
In closing
The first half of the 2010s saw the deaths of Trayvon Martin, Michael Brown, and Eric
Garner. Their deaths lead me to pursue this dissertation. When I began, I hoped to understand
how their spatial context might have influenced policing. Sadly, they were not the last unarmed
black men to be killed by police. The number of killings by police was remarkably stable between
2015 and mid-2018 (Washington Post 2018). In 2016, Philando Castile was shot by a police officer
during a routine traffic stop in a suburb of St. Paul, Minnesota. In 2018, the NYPD killed Saheed
Vassell in a gentrifying neighborhood of Brooklyn, New York. More than ever, understanding the
racial, spatial, and economic contexts of low-level policing is urgent.
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Chapter 2. More Slogan than Strategy:
Examining the Prevalence of Broken Windows Policing
At least a dozen scholarly works have reported that broken windows policing diffused
widely throughout the United States in the 1990s and 2000s (Beckett & Herbert 2009; Fagan &
Ash 2017; Harcourt 2001; Harcourt & Ludwig 2005; Kohler-Hausmann 2013; Kohler-Hausmann
2018; Kubrin et al. 2010; Lum & Nagin 2017; Mastrofski & Fridell 2014; Natapoff 2012; National
Academies of Sciences 2017; Soss & Weaver 2017; Thatcher 2014; Vitale 2008). Despite this
consensus belief, studies explicitly examining the extent of broken windows’ adoption are rare.
Often, comments about its wide diffusion are brief asides in studies with other foci. The present
work aims to fill that gap by analyzing the geographic and temporal breadth of broken windows
policing.
Sometimes called “zero tolerance,” “order maintenance,” or “quality of life” policing,
broken windows is a strategy aimed at reducing disorder and preventing serious crime by
aggressively arresting people for misdemeanor infractions like public drunkenness, disorderly
conduct, and loitering (Wilson & Kelling 1982). If these low-level crime flourish, the theory holds,
the quality of life is degraded for those nearby, and also creates a permissiveness that leads people
to commit more violent crime. The efficacy of the policing strategy has been hotly contested, but
the balance of the evidence indicates “generalized aggressive use of increased misdemeanor arrests
as a means to controlling disorder in a broken windows strategy generates small to null impacts
on crime” (National Academies of Sciences 2017, 4-44; see also Braga, Welsh, & Schnell 2015).
A second variant of the broken windows strategy sometimes involves police collaborating with
community members and using problem-solving interventions, not always arrest, to reduce
disorder (National Academies of Sciences 2017; Kelling & Coles 1996). As this second variant is
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more commonly called “community policing” and the arrest-intensive variant is more widely
understood to be broken windows, it is the arrest-intensive version that I discuss here.
While its theoretical roots date to work by Zimbardo (1969), the Police Foundation (1981),
and Wilson & Kelling (1982), broken windows’ earliest notable adoption was by the New York
City Police Department in 1993. Mayor Rudolph Giuliani and Police Chief William Bratton
announced their new approach in Police Strategy No. 5 (NYPD, 1994). The document announced
the city would de-emphasize the issuance of tickets for low-level crimes and emphasize “assertive”
policing against offenses like loud cars, vandalism, public drunkenness, panhandling, and sex work
(ibid, 9). As part of the effort, the NYPD increased its misdemeanor arrest rate by 70% between
1993 and 1998 (Author’s analysis of NYS Division of Criminal Justice Services data). Did New
York City pioneer a policing strategy the rest of the country then adopted? This chapter seeks to
answer this question.
Literature Review
Policing researchers of all stripes agree that misdemeanor-focused policing, following its
adoption in New York, diffused to many cities and towns. In a quote representative of the
consensus, Cynthia Lum and Daniel Nagin write, “broken windows policing has been widely
adopted” (2017, 353). Issa Kohler-Hausmann agrees, writing, “Since the mid-1990s, police
departments across the country have adopted tactics that intentionally increase the volume of
citations and arrests for low-level offenses” (2014, 613; see also Kohler-Hausmann 2013). Several
studies describe broken windows’ adoption as occurring “across the country” or other, similarly
geographically expansive statements (e.g. Harcourt 2001, 2; Thatcher 2014, 128; Fagan & Ash
2017, 34; Soss & Weaver 2017; Beckett & Herbert 2009, 33). These echo William Bratton’s own
hopes for the broken windows approach he helped develop. He wrote the policing strategy could
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be “a potential blueprint for the turnaround of the crime situation in the entire country” (Bratton
& Knobler 1998, 310). Other studies are more circumspect and limit their statements to saying
broken windows spread to large cities (e.g. Vitale 2008, 9; Harcourt & Ludwig 2005, 2002;
Kohler-Hausmann 2018, 2). The National Academies of Sciences Consensus Committee on
Proactive Policing was one example of this when they wrote: “Broken windows policing...spawned
an era of greatly expanded policing against disorder in New York City and many other large U.S.
cities” (2017, 4-33).
Different researchers hypothesize different temporal sequences for broken windows’
spread, with most tracing the policing strategy’s original diffusion to the 1990s and vague about
when or if it ended. As is evident from the late date of many of the citations in the paragraphs
above, many researchers believe the strategy was being widely and robustly practiced into the late
2010s. I could find no study on the decline of broken windows policing.
The researchers who found widespread diffusion come from different theoretical,
methodological, and disciplinary camps. One thing most such scholars have in common is that
they made their claim in a brief aside in works focused on other topics or on a specific geographic
area. Many of the researchers focus on New York City (e.g. Kohler-Hausmann, Harcourt, Fagan,
and Vitale). Others focused on the efficacy of broken windows, not its diffusion (e.g. Weisburd
et al. 2015; Braga, Welsh, & Schnell 2015). Considering the hegemonic status of the “broken
windows was widely adopted” narrative, there have been surprisingly few studies explicitly
analyzing the breadth of its adoption.
One study that directly investigated broken windows’ spread was conducted by Mastrofski
& Fridell (2014). They surveyed 76 large police departments in 2013 and found that 80% of them
claimed to have adopted a broken windows approach, with 60% of the departments using a formal
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policy to do so (ibid, 2). This would, in keeping with the consensus, suggest a thorough diffusion
of the broken windows strategy. While the sample was not nationally representative, and the study
was not peer reviewed, there is no reason to suspect it does not represent those 76 large
departments’ self-conception. The study did not investigate, however, whether broken windows
policing was meaningfully implemented beyond the departments’ espousals.
Lum & Nagin (2017) is another of the few studies examining broken window’s
implementation. They use Uniform Crime Report (UCR) arrest data and created a ratio of national
misdemeanor (“part II”) arrests to violent (“part I”) arrests and show that the ratio was flat at
around 4:1 through the 1980s, then increased to almost 6:1 between 1994 and 2006 before falling
to 4.5:1 in 2012 (Lum & Nagin, 355). This trajectory is indeed consistent with the “broken
windows diffused” consensus and supports their conclusion that “broken windows policing was
widely adopted” (353). But, the finding relies on two shaky assumptions: an uncommon metric
and an overbroad definition of low-level arrests. First, they do not measure part II arrests per
capita, per officer, or as a percent of all arrests, the most common and intuitive measures. Instead,
they present the misdemeanor arrest rate only as a function of the violent crime arrest rate. The
resultant ratio reflects the decline in violent crime as much if not more than a change in
misdemeanor arrests. The violent crime rate was dropping precipitously during this period. If
misdemeanor arrests were also declining, just not as quickly as arrests for violent crimes, they
would appear to by rising in this ratio measure. Second, Lum & Nagin’s definition of part II arrests
includes offenses not typically associated with broken windows policing. Indeed, they highlight
the rise in arrests for simple assault as a leading cause of the part-II-to-part-I ratio increasing (ibid,
354). Assault does not resemble the loitering, disorderly conduct, or panhandling offenses that
define broken windows policing. Their measure also includes arrests not otherwise classified.
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This “all other offenses (except traffic)” category is, in every year, the largest single UCR arrest
category by far (FBI 2004). While this catch-all classification likely includes some brokenwindows-style offenses, it also includes kidnapping, bribery, and perjury, offenses not part of a
broken windows approach (ibid). Below, I recreate Lum & Nagin’s part II-to-part-I ratio measure,
in addition to a more specific quality-of-life ratio measure, and test both using more intuitive,
common-place metrics to examine whether the finding of broken windows’ diffusion is robust to
different measurement specifications.
Data
To examine the temporal and geographic breadth of broken windows’ adoption in the U.S.,
I collected data from four sources. From the ICPSR National Archive of Criminal Justice Data, I
downloaded the FBI’s Uniform Crime Report (UCR) dataset “Arrests by Age, Sex, and Race,
Summarized Yearly” for each year 1990 to 2014. The arrest measures I use below, including
misdemeanor arrest rate and quality-of-life arrest rate, are from the UCR. Population figures I
used to calculate rates also came from the UCR. The UCR collects data on crimes made known
to the police and data on arrests. The former can be inaccurate due to missing monthly data at the
county-level (Maltz & Targonski 2002). This is less of a concern with the UCR arrest data, with
annual data, and with data aggregated to higher geographic levels, the kind of data I use here
(Lynch & Jarvis 2008). Data after 1993 is also more accurate than prior years (Lauritsen et al.
2016). To be cautious, I only include data from places with 20 or more years of non-missing data
in the 25-year study period.
New York City stopped reporting its arrests to the UCR in 2002, so figures for that city are
drawn from the New York State Division of Criminal Justice Services (DCJS) dataset “Adult
Arrests by County: Beginning 1970.” While the DCJS data are not broken out by specific offense,
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a comparison of the DCJS data with UCR data for the years 1990 to 2002 reveals very similar
numbers for the DCJS’s “misdemeanor” category and the misdemeanor arrest rate I constructed
from more-granular UCR offenses. To include data from the entire time period, all New York
City data presented below are those from the DCJS. A graph comparing each data source is
available upon request.
From the Census Bureau, I get the number of white, black, and Asian people. These are
the denominators for the arrest rates by race. Unfortunately, the UCR does not collect data on the
Hispanic origin of people arrested. So, all the racial categories in this chapter include Hispanics
to mirror the UCR’s racial categorization. The information on the urban, suburban, and rural status
of each locality comes from the Census Bureau and the UCR. Places are a “city” if they are
designated by the Census as a “principal city.” Suburbs are defined by both the Census and UCR
data. They are places inside a metropolitan statistical area (MSA), but outside the principal city,
and they were identified as “suburban” by the police department when it completed its UCR
survey. Rural towns are places outside of MSAs and not suburban according to the UCR.
I got the data on the number of police officers per department from the Bureau of Justice
Statistics’ Law Enforcement Management and Administrative Statistics survey (LEMAS). This
was used as the denominator for the misdemeanor arrests per officer metric. The LEMAS survey
was conducted eight times during the study period. I used linear interpolation to fill in the gap
years and because of survey dates, these data end in 2013.
Table 2.1 conveys which offenses are included in this chapter’s primary metrics:
misdemeanor arrests and quality-of-life arrests. It also displays their means and their change over
time. Misdemeanor arrests include the same offenses as Lum & Nagin’s (2017) “part II” arrests.
The quality-of-life arrests metric includes the arrests most commonly used under a broken
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windows policing regime. Quality-of-life arrests includes offense categories more reflective of
broken windows tactics—as outlined in the strategy’s seminal texts—than the broader
misdemeanor arrests metric (e.g. Kelling & Wilson 1982; NYPD 1994). Quality-of-life arrests
are also the arrests over which police have the most discretion. An officer has more leeway to
make a disorderly conduct arrest than a simple assault or drug possession arrest. This means the
quality-of-life arrests metric reflects police enforcement priorities as much as it reflects actual,
underlying crime. I use misdemeanor arrests as the primary metric to mirror past work (e.g.
Kohler-Hausmann 2013; Lum & Nagin 2017), but I conclude the “Results” section with a
discussion of the more precise quality-of-life arrests metric.
Table 2.1 List of component offenses

Quality-oflife arrests

Misdemeanor arrests

Offense
Simple assault
Buying, receiving, or
possessing stolen
property
Vandalism
Prostitution and
commercialized vice
Drug use or possession
Drug sales
Gambling
Driving under the
influence
All other offenses
(except traffic)
Drunkenness
Disorderly conduct
Vagrancy
Curfew and loitering
law violations

1990 rate per
1,000 people
4.2

2014 rate per
1,000 people
3.9

Change
1990-2014
-7.1%

0.8

0.5

-37.5%

1.9

1.0

-47.4%

0.5

0.3

-40.0%

2.3
1.0
0.4

4.6
1.1
0.2

100.0%
10.0%
-50.0%

9.1

4.2

-53.8%

10.9

13.1

20.2%

9.2
4.5
0.5

3.2
2.5
0.4

-65.2%
-44.4%
-20.0%

1.5

0.7

-53.3%
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Results
Figure 2.1 presents the misdemeanor arrest rates of New York City and of the U.S. from
1990 to 2014. In line with the NYPD’s shift to quality-of-life crimes announced in Police Strategy
No. 5, misdemeanor arrest rates nearly doubled in New York between 1993 and 1998. They stayed
well above 1990-levels throughout the next two decades, peaking in 2010. This trend might be, in
part, a reversion to the national mean. New York City was below average throughout the 1990s
and 2000s. The New York trend is also consistent with the implementation of a novel, broken
windows policing strategy.
The national trajectory is different, however. Figure 2.1’s solid line is the aggregate
misdemeanor arrest rate for the U.S., including police departments covering 80% of the U.S.
population. As in New York, there is an increase in misdemeanor arrests between 1993 and 1997,
though it is less steep. Unlike New York, however, the aggregate rate declined after 1997 and
continued its decline through 2014, decreasing 40% off its peak and ending well below its 1990
level. The 1993 to 1997 increase nationally is consistent with the story that broken windows spread
widely during these five years. This increase, however, pales compared to the subsequent decline,
which was more enduring. If the mid-90s increase in the aggregate misdemeanor rate represents
the adoption of broken windows, a larger story is its fading steadily after that. This contrasts with
the consensus that broken windows was widely and persistently adopted. Also, the mid-90s bump
in the national rate is a change simultaneous to New York City’s bump. This contrasts with
hypotheses that arrests increased first in New York, then country-wide as a response.
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Figure 2.1 Misdemeanor Arrest Rates
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What about in different metropolitan contexts? Some researchers who mention broken
windows’ diffusion limit their statements to large cities (e.g. Harcourt & Ludwig 2005; KohlerHausmann 2018; National Academies of Sciences 2017). Figure 2.2 presents the misdemeanor
arrest rates for the 50 largest cities with non-missing UCR data (which excludes New York).
Following the attention paid to Ferguson, Missouri after Michael Brown’s shooting death by a
police officer there, researchers are beginning to examine broken windows policing in suburbs and
rural towns (Department of Justice 2016; Beck 2017; Fagan & Ash 2017). So, the figure also
includes rates for suburbs (N=5,708) and rural towns (N= 3,771). Large cities saw a mid-1990s
bump and then saw a steep decline, with the misdemeanor arrest rate halving between 1997 and
2014 for the median large city. Suburbs and rural towns display much less volatility, though their
trajectories are roughly consistent with the “mid-90s bump and subsequent decline” trend seen
nationally. The three metropolitan contexts converged over time, such that by 2014 it could no
longer be said that misdemeanor-focused policing was a mostly large-city practice. A trend line
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for small and midsized cities (N=423, not presented, available upon request) closely resembled the
large cities line, but with a weaker mid-1990s spike and slightly higher rates through the early
2010s.
Figure 2.2 Misdemeanor Arrest Rates by
Metropolitan Context
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Looking at 50 large cities might be obscuring specific local trends. When saying broken
windows diffused, several researchers limited their scope to Los Angeles, Chicago, San Francisco,
and Seattle (e.g. Vitale 2008; Beckett & Herbert 2009). The trends for these cities are included in
Figure 2.3. Unfortunately, the UCR does not have data from Seattle before 2002, so that line is
truncated. Chicago mirrors the national trend, while the California cities show a more linear
decline without the mid-1990s bump. All three lines are sloped strongly downward. With Seattle’s
limited data, it is harder to say, but in the available years, it largely tracks its fellow west-coast
cities. As for other cities among the fifty largest, only four—New York, San Antonio, Buffalo,
and Baton Rouge—made more misdemeanor arrests in 2014 than in 1990. The median large city
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saw a 53% decline. San Francisco, Oakland, Denver, and Kansas City saw the largest declines,
each decreasing 80% or more.
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Figure 2.3 Misdemeanor Arrest Rates in Four Cities
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The previous three graphs point to decline in misdemeanor arrests that was nearly uniform
across places. But, perhaps the aggregate declines in misdemeanor arrests obscured an increase in
arrests of a subset of the U.S. population.

Black and Latino people are overwhelmingly

disproportionately arrested under broken windows policing (National Academies of Sciences
2017; Howell 2009; Fagan & Davies 2000). Did broken windows diffuse, not in aggregate counts
of arrests, but by making more arrests of non-white people? Figure 2.4 presents the misdemeanor
arrest rates over time of three major racial categories. Unfortunately, the UCR does not collect
information on the Hispanic origin of arrestees, so the white rate includes both Hispanic and nonHispanic whites. Past research suggests that if the white rate was broken out, the Hispanic trend
line would be closer to the black one and the non-Hispanic white line would be lower to the Asian
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line. As is, the graph still tells a clear story. In line with previous research, these findings indicate
glaring racial disparities between groups. In 2014, police arrested black people 10 times more
frequently for misdemeanor crimes than they did Asian people. Interestingly, this disparity is
consistent in size from 1990 to 2014. Each racial group saw misdemeanor arrests decline about
the same amount between 1990 and 2014: between 27% and 30%. So, the “broken windows
diffused” story cannot be one of its concentrating more heavily in arrests of one racial group.
Figure 2.4 Misdemeanor Arrests by Race
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The above metrics used a rate of arrests per 1,000 residents. What about rates that reflect
police departmental characteristics rather than place characteristics? Perhaps organizational
metrics will better reveal police departments’ adoption of broken windows policing. Figure 2.5
displays misdemeanor arrests as a percent of all arrests (left vertical axis, solid trend line) and
misdemeanor arrests per police officer (right vertical axis, dotted trend line). Misdemeanor arrests
were 65% of all arrests in 1990 and 64% in 2014, with little variation in between. Considering the
large, secular decline in misdemeanor arrests, this consistency in the mixture of arrests over time
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is remarkable and does not support the idea that police departments turned toward more
misdemeanor arrests during the 1990s and 2000s. This metric also includes changes violent crime
arrests, so it does not reflect only misdemeanor trends. Looking at the trend per officer, it
resembles the trend per 1,000 residents. Police departments were growing during this time, and
the similarity in the per-person and per-officer trends reflects police department staff growth that,
in aggregate, tracked population growth.
Figure 2.5 Alternative Measures
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Each of the above figures paint a picture of broken widows policing not being persistently
adopted following its 1997 peak. Indeed, they tell a story of marked decline in misdemeanorfocused policing. But Lum & Nagin (2017) used a metric that told a story more supportive of the
consensus opinion. They used the ratio of part II (misdemeanor) arrests to part I (major violent
crimes) arrests. Per capita rates are the more standard metric common to many policing studies,
making this ratio an outlier choice. And, as with the percent-of-all-arrests metric, the Lum &
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Nagin ratio reflects dynamics in violent crime as much as dynamics in misdemeanor policing.
Still, analyzing the ratio’s component parts is useful. Figure 2.6 reproduces Lum & Nagin’s ratio
(the solid trend line) and includes a second trend line (the dotted one) representing the ratio of
quality-of-life arrests to the same violent crime arrests denominator. See Table 2.1, above, for
which offenses are included in each numerator. Including only this quality-of-life subset of arrests
most reflective of broken windows policing generates a much flatter trend line. Measured in
relation to violent crime arrests, quality-of-life arrests were steady from 1990 to 2014. Drug arrests
and the catch-all “other offenses” category account for the bulk of the misdemeanor-to-violentcrime arrest ratio’s size and for its 1992 to 2000 increase. The trend of the solid line is more
consistent with a narrative of “the war on drugs diffused” than a narrative of “broken windows
policing diffused.” While I analyze misdemeanor arrests as my primary metric in order to mirror
past literature, the quality-of-life arrests metric likely makes a more representative measure in
future research on broken windows policing. Its trends are even more downward than all
misdemeanor arrests. Nationally, between 1990 and 2014, the rate per 1,000 people of quality-oflife arrests decreased from 8.4 to 3.5, and as a percent of all arrests they declined from 13.6% to
8.5% (figures not presented, available upon request).
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Figure 2.6 Ratios of Arrests
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Discussion
Analyzing UCR arrest data indicates broken windows policing was adopted nationally only
briefly and weakly in the mid-1990s, though it endured in New York City and a handful of other
cities. The major story about misdemeanor arrests in the 25 years starting in 1990 was their steady,
widespread, and enduring decline.

Across various geographies and robust to various data

specifications, misdemeanor arrests were much less common by the end of the period. This
abatement of broken windows policing has received much less scholarly attention than its
supposed diffusion. Interestingly, as the Mastrofski & Fridell (2014) survey indicates, most police
departments still claimed to be adopting broken windows in 2013, the same time they were
avoiding its practice.
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So, why did an inaccurate consensus develop? For one, practitioners claimed to have
adopted the strategy, and many researchers took them at face value. Another likely reason
researchers overstated the diffusion of broken windows was that few studies specifically
investigated it. In an atmosphere where both boosters and critics of the practice agreed it was
widespread, scholars understandably focused on the controversy over its efficacy, not on its
prevalence. And, there were several prominent places where broken windows was genuinely
adopted. Most famously, New York City, which, considering its outlier status on this front, has
received outsized attention. Broken windows was also implemented in other cities, but those
programs were often pilots and geographically quite limited, usually paired with “hot-spot”
policing (see Braga, Welsh, and Schnell [2015] for a meta-analysis of different broken windows
program evaluations).
Another reason we thought broken windows was widely adopted might have been because
we thought misdemeanor arrests were too high. There is strong evidence that devoting 65% of
police time to low-level offenses is not only ineffective at crime control, but also is sharply racially
disproportionate and causes lasting harm to both those arrested and those in communities targeted
with such arrests (National Academies of Sciences 2017; Howell 2009; Jashnani et al. 2017; Fagan
et al. 2010; Geller et al. 2014; Goff 2018; Howell 2009; Kohler-Hausmann 2013). Policymakers
and social movements that wish to see fewer low-level arrests understandably sounded an alarm
about broken windows, but policy and action will be most effective when it accurately
acknowledges that the practice is declining in most cities. Advocates of less misdemeanor policing
might also study what has caused this decline for guidance on decreasing it further.
A final lesson from the overstated consensus on broken windows’ diffusion might be that
changing policy does not always result in a change in practice. William Bratton tried to bring
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broken windows to Los Angeles as its police chief from 2002 to 2009. But, as Figure 2.3 shows,
even the broken windows pioneer could not do much but nudge the misdemeanor arrest rate up
slightly during his tenure. Sometimes city officials might claim to implement a policy and they
might genuinely try to do so, but the distance from a mayor to a beat cop is great. The distance to
someone considering committing a crime is likely greater. We should not take policy slogans at
face value, and instead ask if they were actually-implemented strategies.
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Chapter 3. Policing Gentrification:
Race, Class, and Low-Level Law Enforcement During Real Estate Reinvestment
Researchers disagree about the significance of gentrification for city life. Some see it as a
primary engine of neighborhood change, reshaping the globe (Lees et al. 2016; Zukin 2009).
Others see it as a “drop in the bucket,” occurring only in few neighborhoods, a byproduct of more
widespread phenomena like segregation, eviction, and suburbanization (Massey 2002, 174; Smith
1996; Desmond 2016). Assessing gentrification’s significance will depend on understanding its
impacts. While gentrification affected only 5% to 15% of New York’s Census tracts in the 1990s
and 2000s, a figure commensurate with other large cities, its impacts might be intense (BrownSaracino 2017, 36.8; Freeman 2005; Laniyonu 2017). Gentrification could ripple out, changing
life for those in gentrifying neighborhoods and those displaced by gentrification. Researchers are
increasingly examining the impacts of gentrification for city atmosphere, housing costs, schools,
commerce, and crime (Stabrowski 2014; Vigdor 2002; Billingham & Kimelberg 2013; Deener
2012; Boggess & Hipp 2016). This chapter asks about another potential impact: How does
gentrification change low-level policing? Does low-level policing intensify when white, middleclass, college-educated residents move into a neighborhood and the area’s real estate market
tightens? Which aspects of gentrification are connected to changes in policing? Do demands for
policing increase during gentrification?
Gentrification is a slippery term, with different scholars using different definitions. Some
include race and measure the influx of white people to a previously non-white neighborhood (e.g.
Vigdor 2002; Maharawal 2017). Changes in neighborhoods’ average income is another common
measure (e.g. Landis 2016; Furman 2016), usually combined with educational attainment and/or
occupational status (e.g. Hwang & Lin 2016; Freeman 2005; Timberlake & Johns-Wolfe 2017).
Some researchers focus on housing market changes, though the specific metrics vary (e.g. Smith
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1996; Bostic & Martin 2003; Ding, Hwang, and Divringi, 2016; Kreager et al. 2011). The goal of
this chapter is not to settle on one definition, but rather to use the three most common definitions
to determine which, if any, version of gentrification relates to policing. I will analyze changes in
the racial make-up of neighborhoods, the class characteristics of neighborhoods, and the real estate
market of neighborhoods. This approach captures both the demand-side pull of new residents by
measuring demographic changes and it captures the supply-side push of landlords and real estate
developers by measuring property value shifts.
To examine policing, I document changes in two low-level, discretionary police actions:
proactive arrests and street stops. The NYPD defines proactive arrests as those for possession of
stolen property, drug possession, weapon possession, intoxicated driving, and trespassing (NYPD
2015, fn8). This mixture is somewhat different from that of the misdemeanor and quality-of-life
arrests of the previous chapter. This difference is because the categories of the NYPD’s incidentlevel arrest data do not completely match those from the national, city-level UCR database.
Proactive, misdemeanor, and quality-of-life arrests each include different mixtures of arrest
categories, but all capture the more minor end of the offense spectrum.
Proactive arrests are a component of many different policing strategies, most famously
broken windows policing in which they are used to try and deter more serious crimes. What is
“proactive” about these arrests is they are made while police are actively seeking out low-level
crimes, as when they are on patrol, stop and frisk someone, and discover drugs. Proactive arrests
are different than those made in response to crimes reported by the public, for instance when
someone calls 911 about a burglary. To make a proactive arrest, a police officer needs to witness
an offense or have probable cause one occurred.
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Stops are different, though they are often the first step toward arrest. They are part of a
strategy called “stop-question-frisk.” To stop, question, and frisk someone, police must meet a
lower legal threshold than to arrest someone. An officer only needs reasonable suspicion, which
can include resembling a suspect of a known crime or making furtive glances (Terry v. Ohio 1968).
Stops of pedestrians and arrests for petty crimes might seem of minor significance, but
recent scholarship has demonstrated the potentially severe and far-reaching consequences of lowlevel arrests for the people detained and their families. A single arrest can be traumatic and can
threaten a person’s employment, child custody, health, and immigration status (National
Academies of Sciences 2017; Fagan et al. 2010; Geller et al. 2014; Goff 2018). Pervasive, lowlevel enforcement can also delegitimize police among neighborhood residents not detained
(National Academies of Sciences 2017; Howell 2009; Jashnani et al. 2017). Getting stopped
frequently by police, even without an arrest, is associated with increased anxiety and increased
future criminal behavior (Geller et al. 2014; Goff 2018). If police increase stops or proactive
arrests during gentrification, the consequences could be profound for individuals and
neighborhoods.
New York City was undergoing marked shifts during the study period, 2007 to 2015. The
2008 financial crisis hit the city, with its large financial services sector, hard. Then, the federal
government’s Troubled Asset Relief Program reinfused cash to the large banks, saving tens of
thousands of New York City finance jobs and jobs that serve financiers. This kept local housing
prices from dropping as low as they did elsewhere. The mayor at the beginning of the study period,
Michael Bloomberg, embraced harsh policing tactics like pervasive use of stop-question-frisk,
though he dramatically curtailed its use in 2012 after sustained public pressure. In 2013, the
mayorship transferred to Bill De Blasio, who campaigned on police reform. In office, however,
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De Blasio’s pick for police chief, Bill Bratton, signaled a continuation of previous brokenwindows-style policing strategy and its attendant aggressive implementation of proactive arrests.
Consequently, during De Blasio’s first two years, pedestrian stops and proactive arrests did not
decline any faster than they had under Bloomberg. In the macro context of a resurrected housing
market and still high, though declining, proactive arrests, the present study asks: how did policing
gentrifying neighborhoods change?
Policing During Gentrification: Theories and Research
Scholarship on low-level policing trends during neighborhood change has concentrated
around two foci: crime and demographics. The conventional policing explanation for fluctuations
in stops and arrests holds that police respond only to crime, not other neighborhood characteristics
like economic class or ethnoracial composition (MacDonald 2013; Bratton & Kelling 2015).
Proactive policing strategies and stop-question-frisk are designed to focus on “high-risk people”
and “high-risk places” (National Academies of Sciences 2017). This approach, as a collateral
consequence, will target poor communities of color. In 2015, New York’s then-police chief, Bill
Bratton, put it this way: “[Police] will necessarily target high-crime areas, and those tend to have
a preponderance of African-Americans and Hispanics and are usually the poorest neighborhoods
in the city” (Bratton & Kelling, 2015, p. 4). If a neighborhood has rising or falling arrest or stop
rates, conventional policing theory holds, it is due to changes in crime. Indeed, that high-crime
neighborhoods are predominantly Black, Latino, and working class only underscores the need for
an intense police response because those groups are the predominant victims of crime and deserve
protection. If this conventional police theory is accurate, any correlation between gentrification
and stops/arrests (either positive or negative) will be accounted for by gentrification’s relationship
with crime.
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Much ink has been spilled on the potential deterrent effects of low-level arrests on crime.
The bulk of this research suggests “generalized aggressive use of increased misdemeanor arrests
as a means to controlling disorder in a broken windows strategy generates small to null impacts
on crime” (National Academies of Sciences 2017). The current research project, however, asks
about opposite causal direction: do low-level arrest rates change in response to changes in crime?
Previous research has offered mixed evidence on this question. Several studies find an effect of
crime on arrest rates (e.g. Chappell et al. 2006; Parker & Maggard 2005). These studies support
the conventional police theory insofar as it expects that, when arresting, police respond to crime
levels. It is important to stress, however, that broken windows’ proponents suggest that it is only
crime, and not demographic characteristics, to which police respond.
Contrary to conventional policing theory, contested boundary theory anticipates that as
gentrifiers move into a neighborhood, low-level policing will intensify, not because of an increase
in crime, but because of new neighbors’ demands for police (Legewie & Schaeffer 2016). In the
segregated city, gentrifying neighborhoods represent the boundary between racial groups and
economic classes. In these boundary zones, conflicts over resources and norms will become more
acute. Norms around acceptable behavior are contested, as when new residents complain about
loud music or gatherings on stoops. Resources are fought over, as when new residents demand
different retail options like coffee shops and different transportation options like bike lanes. One
product of this inter-group conflict, contested boundary theory holds, will be increased demands
for policing in the form of increased 911 calls, increased non-emergency 311 calls, and increased
support for law-and-order politicians by the new, wealthier, whiter residents.
There is a very large body of research supporting contested boundary theory. Extensive
qualitative and anecdotal evidence suggests long-term residents in gentrifying neighborhoods
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experience intensified policing. One resident of Harlem put it this way to sociologist Lance
Freeman: “[I]f you sit on the benches the police will come along and point to the no loitering sign
and say you can’t stay here. [This is] because of new people moving in and putting pressure on the
police to make things orderly” (2006, 105). Other ethnographers and journalists have recorded
similar sentiments from residents in New York City neighborhoods from Clinton Hill to Times
Square and in Chicago, Los Angeles, San Francisco, Seattle, New Orleans, and Washington D.C.
(Fagan & MacDonald 2012; Freeman 2006; Williams forthcoming; Smith 1996; Herbert 2009;
Maharawal 2017; Rai 2001; Parekh 2015; Saunders & Kirby 2010). The growth in the percent of
a neighborhood that is white, wealthy, and highly credentialed, contested boundary theory
hypothesizes, should correlate with a growth in low-level arrests.
The only two quantitative studies on the subject have supported this theory, as well.
Analyzing New York City neighborhoods, Laniyonu (2017) found, in repeated cross-sectional
models, that gentrification was associated with increased police stops in three of five years he
analyzed. The study used a binary measure of gentrification (neighborhoods were either gentrified
or not in each year) derived from changes in education levels and changes in rents. Looking at
cities nationally in 2003, Sharp (2013) found that more “post-industrial” cultural workers in a city
and more residents with a B.A. were associated with increased order-maintenance arrests.
These two studies provide indications contested boundary theory is accurate, and the
present study builds on them. The two studies are cross-sectional. I use longitudinal methods to
capture gentrification’s dynamic, processional heterogeneity through different years. Sharp (2013)
examines gentrification at the city level, but, as stated above, it is a neighborhood-level process.
Cities might be losing cultural workers or B.A. holders in aggregate, while certain neighborhoods
gain them. Indeed, most cities with gentrifying neighborhoods were getting less white on whole
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during the 2000s. Sharp (2013) also omits the housing market changes gentrification brings,
focusing narrowly on the occupation and education of new comers. Laniyonu (2017) examines
neighborhoods and measures housing markets with a rent metric, but his binary gentrification
measure collapses several continuous variables and his rent measure, coming as it does from the
Census, covers only the 60% of New York properties that are residential and renter-occupied. The
present study uses a novel property value metric with 100% coverage, allows for gentrification’s
multi-facetedness by including three continuous measures of it (race, class, and housing price),
and analyzes both types of low-level policing: stops and arrests.
Uneven development: Real estate markets and policing
Another school of thought, uneven development theory, diverges from contested boundary
theory by including city government and real estate elites more centrally in its understanding of
gentrification. Contested boundary theory sees gentrification as a case of new residents demanding
different police resources and competing with long-term residents to control a neighborhood.
Uneven development theory, on the other hand, sees gentrification as a supply-side process of
structural exploitation, where landlords and real estate developers work with city government to
extract higher rents from both long-term and new residents. (Logan & Molotch, 1987; Smith
1996). An “urban growth machine” populated by a coalition of real estate developers, business
leaders, and elected officials uses police as another mechanism to increase economic productivity
of previously dis-invested neighborhoods.

This machine is buoyed by the hegemonic

understanding that a city’s primary purpose is creating growth. Rentiers encourage policing
activity to remove poorer tenants, encourage gentrification, and raise rents.
According to this paradigm, the growth coalition activates police to try and “clean up”
neighborhoods marked for reinvestment. The geographer Neil Smith describes an effort in New
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York City in the 1980s by local media, mayor Ed Koch, and real estate developers to encourage
gentrification on the lower east side of Manhattan (1996, 23-26). He attributes at least one police
operation to this elite-led initiative. “In an effort to clear the streets of ‘natives’ who might hinder
the gentrification frontier, Operation Pressure Point was launched in January 1984. An estimated
14,000 drug busts were made in eighteen months throughout the Lower East Side, and the New
York Times gloated, using a slang term for houses where people shoot heroin, that ‘thanks to
Operation Pressure Point, art galleries are replacing shooting galleries.’” (ibid, 23). If police are
responding to demands from the growth coalition to increase arrest activity against drug users and
the homeless in neighborhoods marked for redevelopment, we would expect misdemeanor arrests
to rise in areas with larger property value increases. The present study will test this.
There is not much research into uneven development theory’s explanation for policing
during gentrification, but the extant studies suggest the theory might have explanatory purchase.
In addition to Smith’s 1996 book, Beck & Goldstein (2017) investigated whether cities relying
heavily on their real estate sector for economic growth during the 1990-2008 housing bubble
exhibited correspondingly larger police budgets. Using two measures of housing market reliance
(mortgage originations and a housing price index), we found an association between larger housing
bubbles and larger police budgets. The present study tests this at the neighborhood level.
Contested boundary theory focuses on the consumption of housing by new white, wealthy
residents. Uneven development theory focuses on the production of housing by landlords and
developers. Some of the literature treats supply- and demand-side explanations as mutually
exclusive, but they are compatible and often integrated (Billingham & Kimelberg 2013). I will
test each theory separately, but not assume they are exclusive. It is possible that, in the context of
landlords maximizing growth potential, new renters will try to enforce boundaries. Conventional
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policing theory is less compatible with other explanations. It explicitly disavows any relationship
between policing and demographics or real estate investment.
Research Design
I test these theories using a longitudinal dataset of 2,038 New York City Census tracts from
2009 to 2015. Availability of Census data dictates the time period. Census tract boundaries
changed in 2010, so I harmonized data from 2009 into the new boundaries using the Longitudinal
Tract Database (Logan et al. 2010). I define “neighborhood” as “tract” and use the two words
interchangeably.
I conduct multivariate analyses on two subsamples: tracts eligible for gentrification in 2009
and tracts not eligible. To determine gentrification eligibility, I use the criteria from Freeman
(2005): at the start of the study period, 2009, eligible tracts had a median household income below
the city-wide median and also had a below-city-median percentage of housing units built since
1990. These eligibility criteria select tracts that were alike at the beginning of the study period,
and thus avoids comparing potentially gentrifying tracts to wealthy or already gentrified tracts.
There were 501 tracts eligible to gentrify in 2009. With an average of 6.8 years of data, the Ns for
the eligible-tract models are 3,424 tract-years. There were 1,537 non-eligible tracts, creating Ns
of 10,442 tract-years for the non-eligible-tract models. I limit the sample to tract-years with more
than 1,000 residents and without missing data.
In a second set of models, I disaggregate stops by the race/ethnicity of the person being
stopped. For these models, I limited the cases to eligible-to-gentrify tracts with at least 100 white
people and 100 black or Latino people. This prevents outliers with small denominators from
skewing the results. These race/ethnicity models include 418 tracts with 6.4 average years of data
for an N of 2,672 tract-years.
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Data and Methods
To gauge the relationship between gentrification and policing, I collected policing data
from the NYPD’s Historic Complaint Database and the NYPD’s Stop, Question, and Frisk dataset.
I collected demographic data from the Census Bureau’s American Community Survey (ACS).
And I gathered 311 call data and property value data from, respectively, the New York City
Department of Technology and Telecommunications and the New York City Department of
Finance.
Dependent Variables
I use two measures to operationalize low-level policing. The first is an annual count of
pedestrian stops in each Census tract from the NYPD’s Stop, Question, and Frisk database. The
second is an annual count of proactive arrests in each tract from the NYPD’s Historic Complaint
Database. Each was accessed via the New York City Open Data Portal and each include data at
the address-level that I spatially joined with its tract using STATA’s “geoinpoly” and “shp2dta”
operations (Picard 2015). I use the NYPD’s definition of proactive arrests. They are those where
“a substantial portion of the complaint counts are generated as a result of the implementation of
pro-active policing strategies” rather than 911 calls or reports by victims (NYPD 2015, fn 8).
These are arrests for possession of stolen property, drug possession, weapon possession,
intoxicated driving, and trespassing (ibid, fn 1, 5, & 8).
When using any police-generated data, caution is needed because of frequent measurement
error (Lauritsen et al. 2016; Berg & Lauritsen 2016). This is less of a concern here, however,
because I am using arrests as a measure of police activity rather than as a measure of crime.
Nevertheless, to test the validity of the proactive arrests measure, I also constructed a three-year
average of each variable to smooth out the year-over-year measurement variation and I reran the
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models. The results were substantially the same. I use the single year figures here to preserve the
2009 and 2015 values which the averaging process truncates. Also, using these proactive arrests
rather than all arrests has the added benefit of isolating police activity from underlying crime.
Because front-line officers have so much discretion in whether to make a proactive arrest, these
rates reflect police decisions and enforcement priorities as much as actually existing amounts of
crime.
Explanatory Variables
To assess conventional policing theory, I use each neighborhood’s violent crime rate. It is
a measure per 1,000 people of murder, manslaughter, robbery, and felony assault crimes made
known to the police, and it comes from the NYPD Historic Complaint Database. The count
excludes rapes because the NYPD does not report the location of rape arrests to preserve
anonymity for victims. I use the violent crime rate instead of the total crime rate to avoid, as much
as possible, subjective classification decisions by police. Many researchers use the number of
murders as a proxy for objective levels of crime since homicides rarely suffer from under- or overreporting or from misclassification (Lauritsen et al. 2016). Many tracts in this study had zero
murders, however, so I use the nearest option without zeros, the measure of violent crime.
To measure the socio-economic element of contested boundary theory, I constructed an
index of class demographics using factor analysis of four key measures of gentrifiers’ class: a
tract’s median household income, the percent of the tract with a B.A. degree or higher, the percent
employed as professionals or managers, and the percent of families not in poverty. These
conditions are highly correlated and load on the same factor. With an eigenvalue of 2.7, the factor
contains high loadings (0.72-0.85) for each component variable. I calculated a factor regression
score that weights each variable by its factor loading and joined this measure to the associated
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Census tract-year. To measure the racial element of contested boundary theory, I use the percent
non-Hispanic white of a neighborhood’s population. The class and race data come from the Census
Bureau’s American Community Survey.
To weight uneven development theory, I measure real estate investment as each tract’s per
unit assessed property tax value. Along with a colleague, I requested the yearly tax roll data from
the New York City Department of Finance. The rolls include both assessed market value before
and after exemptions. I use the variable “market value: current full value total” to capture the
actual value, not the taxed value. I geocoded each property using the New York City PLUTO
dataset. I used Texas A&M’s Geocoding Services for the addresses that PLUTO could not code.
As with the policing metrics, I joined each property with its census tract using STATA’s
“geoinpoly” operation. This measure includes both commercial and residential properties and
excludes government-owned property. To my knowledge, this is the first study to use these data
to measure gentrification. Most gentrification research uses the Census Bureau’s survey on home
prices to measure housing markets (e.g. Freeman 2005; Boggess & Hipp 2014; Hwang & Sampson
2014). The census measure is lacking for several reasons. It covers only owner-occupied,
residential properties, which included only 29% of units in New York City in 2015. The property
tax assessment includes commercial properties and thus captures the retail and cultural upscaling
that is integral to gentrification like the expansion of coffee shops and boutiques (Zukin 2009;
Papachristos 2011; Ocejo 2014). The census measure is also susceptible to survey completers not
knowing, inaccurately remembering, or knowingly misreporting their home value. And the census
measure top-codes home prices at $1 million, obscuring the top of New York City’s housing
market (6% of owner-occupied units in 2015 were over $1 million). For these reasons, the tax
assessment data should provide a more thorough and accurate measure of real estate investment.
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See Zapatka & Beck (work in progress) for more on this measure and its comparison to other real
estate price metrics.
Control Variables
Arrests and stops might be a function of how many calls police receive about crime in a
neighborhood. Residents of New York City can call 911 to request police respond to an emergency
or call 311 to request non-emergency municipal services from any agency. While 911 call data
are not publicly available, 311 data are. I include 311 service requests to gauge whether residents
are making more demands of police. This measure comes from the New York City Department
of Technology and Telecommunications. From the universe of service requests, I include any
requests made to the NYPD and any that report crimes but are made to another agency. The latter
group is made up of reports of a violation of park rules, an unleashed dog, smoking, noise, an
illegal animal - sold/kept, or graffiti. Both contested boundary theory and conventional police
theory expect that requests for service will be related to police activity.
To adjust for differences in tract population (and thus different potential “exposure” to
arrests and stops), I include tract population. I also control for percent 18 to 34 years old and
percent male because men in this age range are the group most targeted by police. Including year
as a control variable controls for macro, secular changes affecting the whole city such as Mayor
Bloomberg’s 2012 decision to discontinue the stop, question, frisk policing strategy. These data
come from the Census Bureau’s American Community Survey.
The variables from the American Community Survey are those from its five-year estimates.
I treat the five-year estimate’s final year as its representative year. For example, I treat the 20052009 figure as occurring in 2009. While this practice is not as precise as using an annual measure,
annual measures are not available at the tract level. I treat the five-year estimates as their final
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year because this turns them into a lagged independent variable. Each measurement occurred
before the dependent variables were measured, guarding against reverse causality.
For median income and property tax value, I adjust for inflation using the consumer price
index (CPI) for the New York consolidated metropolitan statistical area (MSA). I use the MSA
CPI because using the national CPI will over-deflate the median income measure as New York
underwent a relatively smaller economic recession than the country at large during the study years.
For median income, I use the CPI from the Bureau of Labor Statistics. For the property tax
assessment, I use the New York City MSA’s “CPI less shelter” figure provided by the Federal
Reserve Bank of St. Louis. Because the CPI adjusts for changes in housing prices, using the full
CPI when adjusting for property value would control away some of the real estate market
fluctuation I am hoping to capture. So, I use the CPI without the shelter items included.
Table 3.1 reports the means, standard deviations, and percent change statistics for each of
the above variables. I report the descriptive statistics separately for each subgroup: tracts eligible
for gentrification and those ineligible. Figure 3.1 is a map of eligible tracts.
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Table 3.1 Variable Means and Standard Deviations, Over Time
Eligible-to-Gentrify Tracts, N=501
2009
Proactive arrest rate
Pedestrian stop rate
Violent crime rate
Class demographics index
Percent BA or greater
Median household
income
Percent professionals or
managers
Percent families not in
poverty
Percent white
Property value per unit
Service request rate
Percent aged 18 to 34
Population

Mean
SD

8.4
11.4
85.8
118.6
5.0
4.4
-0.5
0.5
21.0
11.2
$39,750
$10,432
23.7
10.5
79.0
11.5
24.6
28.0
$2,201,376
$11,374,129
24.8
16.8
25.6
6.3
4,461
2,333

2015
4.9
5.7
3.2
4.5
5.1
4.2
-0.2
0.6
24.5
12.5
$42,086
$13,749
28.1
11.5
77.5
11.7
22.5
25.3
$2,314,426
$10,632,706
80.6
43.8
27.4
6.6
4,537
2,361

% Change
-41.7
-96.3
2.0
30.0
16.1
5.9
18.6
-1.9
-8.9
5.1
225.0
7.0
1.7

Not Eligible-to-Gentrify, N=1,537
2009

2015

6.3
3.9
9.2
5.4
65.1
3.0
83.0
3.8
4.2
4.3
4.2
4.3
0.0
0.2
0.8
0.8
32.8
35.7
20.9
21.5
$65,839
$64,419
$29,594
$30,579
34.6
39.1
17.2
18.4
86.8
85.3
12.5
12.5
38.7
35.9
32.9
30.9
$3,235,958 $3,243,783
$35,604,366 $36,657,651
27.8
79.4
23.7
55.3
25.7
26.8
8.3
8.5
3,826
3,879
2,064
2,056

% Change
-38.1
-95.4
2.4
20.0
8.8
-2.2
13.0
-1.7
-7.2
0.2
185.6
4.3
1.4
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Figure 3.1 Map of Gentrification Eligibility, 2009

Analytic Strategy
To model the relationship between a neighborhood’s characteristics and its low-level police
activity, I use negative binomial overdispersion models with tract and year fixed effects to estimate
pedestrian stops and then proactive arrests. The distribution of the dependent variables dictates
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using negative binomial models. I use tract and year fixed effects to control for unobserved, timeinvariant differences in cases (Vaisey & Miles, 2014; Allison 2009). A neighborhood’s proximity
to the city center, its unique history, and its police precinct’s idiosyncrasies are controlled for in
this model, provided they did not change between 2009 and 2015. A Hausman test produces a
chi-squared score of 0.000, indicating a fixed effects model, and not a random effects model, is
appropriate. While some research has treated gentrification as a cross-sectional, binary state, this
analytic strategy treats it as a longitudinal process.
The models take the following form:
yit = αi + βxit + υi + εit
Where yit is the dependent variable (stops or proactive arrests in tract i at time t), xit is a
vector of covariates, υi is a place-specific fixed effect, and εit is the idiosyncratic error.
In the descriptive results, I present a rate variable of stops and arrests per 1,000 tract
residents. With multivariate models, using a rate dependent variable confuses results because
explanatory variables might be related to the denominator (population) or the numerator (stops or
arrests). So rather than modeling a rate variable, I include population as an exposure variable in
the first set of models. In the second set of models of white stops and black and Latino stops, the
exposure variable is the number of white people and number of black and Latino people,
respectively. This exposure technique adjusts the coefficients for tract population differences and
provides more accurate standard errors. Other non-normally distributed independent variables
were logged to increase linearity.
Results
Figure 3.2 shows trends in pedestrian stops and proactive arrests in New York City between
2009 and 2015 and compares them across three measures of gentrification. The criterion for
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gentrification eligibility is the same in each graph: those tracts with below-city-median income
and below-city-median recent housing construction in 2009 (Freeman 2005). Note that the trend
lines for non-eligible neighborhoods (the dotted lines) do not change as the gentrification measures
change because the eligibility criterion does not change. The criteria for gentrification, which
vary, are above-city-median increases between 2009 and 2015 in each of three measures: the class
demographics index, property value, and percent white.
The graphs of pedestrian stops show a steep drop-off after 2012 when the Bloomberg
administration abandoned the practice under pressure from courts and political activists. Proactive
arrests also declined over the time period, but less severely. In every year prior to 2013, police in
high-income, non-eligible neighborhoods made fewer stops than in eligible tracts, either gentrified
or not. In every year but one, police in the eligible-to-gentrify, low-income, low-recent-housingconstruction neighborhoods made more proactive arrests.
Comparing gentrifying neighborhoods to those that were eligible but did not gentrify,
Figure 3.2’s first column shows that in neighborhoods with above-median increase in the class
index (solid line), police made slightly more stops as compared to eligible, non-gentrifying
neighborhoods and made many more arrests. Police made 12% more proactive arrests in gentrified
neighborhoods in the early years, with some convergence after 2014. The second column shows
the trend lines for gentrification as measured by an above-city-median increase in property values.
Using this measure, police made more stops in gentrified neighborhoods each year and more
proactive arrests in each year but 2013. The third column displays trend lines for neighborhoods
that had above-city-median increases in the share of their white population. Here, we see the
biggest differences. For both stops and arrests, gentrified neighborhoods were well above eligiblebut-not-gentrified neighborhoods. Police made, in the average year, 17% more proactive arrests
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in gentrified neighborhoods. No matter the metric, police made more stops and arrests in gentrified
neighborhoods in the typical year compared to neighborhoods that were similarly situated in 2009
but did not gentrify.
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Figure 3.2 Graphs of stops and arrests by neighborhood’s gentrification status, three measures
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The most divergent graphs in Figure 3.2 are those using the percent-white gentrification
measure. To examine this relationship more closely, Figure 3.3 shows neighborhoods grouped by
the change in their white population and displays each group’s proactive arrest rate. A striking
pattern emerges. Police made the fewest arrests in neighborhoods with stable white populations
and made the most arrests in those with sharply increasing or decreasing white populations. This
suggests arrests are highest in neighborhoods undergoing intense gentrification or intense white
flight.
Figure 3.3. Change in Percent White by Proactive Arrests in Eligible-to-Gentrify
Neighborhoods
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Figure 3.4 is a heat map of proactive arrests intensity in 2015. Police made the most per
capita proactive arrests in the Bronx, upper Manhattan, central Brooklyn, the north shore of Staten
Island, and Jamaica, Queens. Police also focus proactive arrests in mid-town Manhattan near
office buildings and transit hubs. Comparing Figure 3.4 to Figure 3.1, the map of eligible-togentrify neighborhoods, some, though not all, of the eligible tracts are also tracts with a high arrest
intensity.

Figure 3.4 Map of Proactive Arrest Rates, 2015

Figures 3.5 to 3.7 are maps of changes in each of the three measures of gentrification.
Figure 3.5 shows that the class index (which combines measures of income, education, poverty,
and occupational status), rose the most in Manhattan below 92nd street, the Queens and Brooklyn
neighborhoods closest to Manhattan. Some tracts in the outer sections of the Bronx and Queens
also saw an increase in upper-class residents. Interestingly, comparing this map to Figure 3.1,
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neighborhoods that were eligible to gentrify appear to have lower class index scores in 2015 than
they did in 2009, though there are some high-increase tracts intermixed.
Figure 3.5 Map of Change in Class Index, 2009 to 2015

Figure 3.6 shows the change in percent white. Like with the above graphs of policing
measures, the percent white map is the highest contrast of the three. Central Brooklyn, upper
Manhattan, and some parts of the South Bronx display clear and clustered gentrification as
measured by increases in their white populations. Notably, these neighborhoods abut white flight
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neighborhoods in outer Brooklyn, the Bronx, and Queens. Manhattan, south Brooklyn, and Staten
Island had more stable white populations.
Figure 3.6 Map of Change in Percent White, 2009 to 2015
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Figure 3.7 shows the change in the property values of New York City’s Census Tracts.
This map displays considerable heterogeneity. Few patterns emerge, with high-increase tracts next
to high-decrease tracts, though tracts further from Manhattan appear to be more stable.
Figure 3.7 Map of Change in Property Values, 2009 to 2015
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Figures 3.2 through 3.7 provide some descriptive support for the theories that discretionary,
low-level policing is more intense in gentrifying neighborhoods. They do not, however, control
for variability in crime rates, calls for service, or age and gender demographics. Nor do they test
the variables simultaneously or examine change-over-time in individual tracts. The multivariate
model results in Table 3.2 extends the analysis to address these needs.
Model 1 in Table 3.2 regresses a count of pedestrian stops on the explanatory and control
variables. Model 2 regresses a count of proactive arrests on the same variables. Models 1 and 2
were run on the 501 tracts whose below-city-median income and below-city-median recent
housing construction made them eligible for gentrification.
The results of Models 1 and 2 show that an increase in the violent crime rate is related to
an increase in both stops and proactive arrests. A change in a tract’s class composition did not
relate to either stops or arrests, but a 1% increase in a tract’s percent white was associated with a
0.13% increase in the number of stops police made there. Many tracts in central Brooklyn and
upper Manhattan saw the white share of their populations double during the study period (see
Figure 3.6). Model 1 predicts such tracts would see a 13% increase in pedestrian stops. Property
value was positively and statistically significantly associated with proactive arrests. A 1% increase
in a tract’s per-unit property value was associated with a 0.06% increase in its proactive arrests.
The average eligible-to-gentrify tract saw its property value increase by a little over 5% during the
study period, a change this model suggests would co-occur with a 0.3% increase in proactive
arrests. As with crime rates, service requests were statistically significantly and positively related

61

to both stops and arrests. The year variable was negatively related to stops and arrests, reflecting
the secular decline in both outcome measures.
Models 3 and 4 repeat the same analyses, but on Census tracts ineligible for gentrification
due to high income or high recent housing construction. Here, crime has a similar relationship to
the dependent variables. Percent white has a weaker relationship to stops than in eligible tracts
and has a negative relationship to arrests. The property value relationship with arrests in eligible
tracts does not repeat among non-eligible tracts.
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Table 3.2: Coefficients (and Standard Errors) of Negative Binomial Regression Models with
Tract and Year Fixed Effects
Tracts Eligible to Gentrify
Tracts Not Eligible to Gentrify
N=3,439 Tract-years
N=10,465 Tract-years
Model 1
Model 2
Model 3
Model 4
Proactive
Proactive
Stops
Stops
Arrests
Arrests
Violent crime

0.19***
(0.04)

0.15***
(0.03)

0.15***
(0.02)

0.15***
(0.02)

Class index

0.06
(0.05)

0.00
(0.04)

-0.04*
(0.02)

-0.01
(0.02)

Percent white

0.13***
(0.03)

0.01
(0.02)

0.08***
(0.01)

-0.03*
(0.01)

Property value

0.01
(0.01)

0.06***
(0.02)

0.01
(0.01)

0.00
(0.01)

Service requests

0.16***
(0.03)

0.09***
(0.02)

0.08***
(0.02)

0.01
(0.02)

Percent 18 to 34

-0.13
(0.09)

-0.00
(0.08)

-0.07
(0.04)

-0.02
(0.04)

Percent male

-0.00
(0.00)

0.01*
(0.00)

-0.01**
(0.00)

-0.01**
(0.00)

Year

-0.38***
(0.01)

-0.08***
(0.01)

-0.34***
(0.00)

-0.06***
(0.00)

752.81***
(13.97)

151.59***
(10.59)

669.82***
(7.87)

121.80***
(6.63)

Constant

* p < .05; ** p < .01; *** p < .001
Note: All models include population as an exposure variable, all independent variables were
logged to promote linearity.
Contested boundary theory expects that service requests will relate to stops and arrests as
a result of gentrifiers making more requests than long-term residents. The positive relationship
between service requests and both outcome variables in the above models supports this theory. To
plumb the dynamic, Table 3.3, Model 5 regresses service requests on the same suite of explanatory
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variables as the previous models. Each of the three gentrification measures is statistically
significantly and positively related to service requests, supporting contested boundary theory.
Service requests to 311 increase during gentrification.
Model 6 regresses pedestrian stops of white people on the same independent variables as
the other models, and Model 7 repeats this for pedestrian stops of black and Latino people. These
two models have a lower N because they are limited to tracts with at least 100 white people and at
least 100 black or Latino people to remove outliers. As with the model of aggregate stops, the
class and property value variables do not relate to either white stops or black and Latino stops.
Notably, percent white has a negative relationship to white stops, but a positive relationship to
black and Latino stops. A 1% increase in the white population is associated with a 0.7% decrease
in white stops and a 0.6% increase in black and Latino stops. For those eligible tracts that saw
their white populations double, we would expect to see 70% fewer white stops and 60% more
black and Latino stops, suggesting that the aggregate stops measure obscures considerable
heterogeneity in who got stopped.
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Table 3.3 Coefficients (and Standard Errors) of Negative Binomial Regression Models with
Tract and Year Fixed Effects in Eligible-to-Gentrify Tracts.
Model 5
Model 6
Model 7
Stops of black
Stops of white
Service Requests
and Latino
People
People
N (Tract-years)
3,439
2,672
2,672
Violent crime

0.10***
(4.29)

Class index

0.12***
(4.14)

Percent white

0.12***
(6.10)

Property value

0.04**
(2.69)

Service requests

0.19***
(3.72)
-0.06
(-0.99)
-0.70***
(-15.76)
-0.03
(-1.47)
0.17***
(4.07)

-0.00
(-0.08)
-0.03
(-0.59)
0.60***
(16.11)
-0.01
(-0.70)
0.17***
(5.42)

Percent 18 to 34

0.08
(1.42)

-0.15
(-1.26)

Percent male

0.00*
(2.07)

0.00
(0.71)

0.01
(1.53)

0.15***
(51.85)

-0.35***
(-34.21)

-0.35***
(-42.68)

-311.15***
(-53.45)

703.36***
(34.19)

688.85***
(42.40)

Year
Constant

-0.41***
(-4.00)

* p < .05; ** p < .01; *** p < .001
Note: Each model includes an exposure variable. Model 4’s is population. Model 5’s is
number of white people. Model 6’s is number of black and Latino people.
Discussion and Conclusion
As disagreements over gentrification’s significance continue, understanding its interaction
with policing will shed light on its broader impact. This study’s findings suggest that low-level
policing is more intense in gentrifying neighborhoods, net of crime. But, this relationship varies
by type of gentrification and type of policing. Gentrification by white people was associated with
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an increase in police stops of black and Latino people and a decrease in stops of white people.
Further, demands for policing (as measured by 311 calls) increased as neighborhoods became
whiter. These two findings support a version of contested boundary theory focused on raceethnicity. This variant of the theory expects new white residents would try to control their
neighborhoods and enforce ethno-racial boundaries through policing. Gentrification by upper
class residents did not relate to policing, however, contradicting a class-inflected version of
contested boundary theory.
Gentrification as measured by real estate investment co-occurred with police making more
proactive arrests. This supports uneven development theory, which expects landlords and property
speculators would push police to focus enforcement efforts on neighborhoods with high economic
growth potential. That the relationship between property values and policing does not hold true in
neighborhoods not eligible for gentrification further supports the theory that this is a gentrificationspecific association rather part of a city-wide phenomenon.

That the relationship between

whitening and stops does hold up in non-eligible neighborhoods suggests that the trend might be
part of a larger whitening-stops relationship beyond just gentrifying neighborhoods. The greater
magnitude of the percent white-stops relationship in eligible neighborhoods, though, points to an
intensification of the association during gentrification.
Neighborhood whitening was related to stops, and property price growth was related to
arrests, but neither were related to both outcome variables. This suggests different elements of
gentrification relate to different elements of policing. This is perhaps not surprising considering
real estate interests likely influence policing through a department’s management while
demographic shifts likely influence policing through the patrol officers who notice the changes on
their beats or through new residents demanding more policing. The model of service requests
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suggests that at least part of the mechanism connecting percent white to stops is demand by white
residents. That this mediation is only partial, however, leaves room for a mechanism whereby
officers change their behavior absent any explicit demands, but in response to changing
neighborhood demographics.
Conventional policing theory received mixed support in these findings. The positive
relationship between violent crime and both outcome variables in all models of Table 3.2
underscores police supporters’ claims that police were just responding to changes in crime. The
relationship between percent white and stops and the relationship between property value and
arrests, however, suggest that police are not only responsive to crime. Further, Models 6 and 7
point out that violent crime is related only to white stops and not black and Latino stops. This
suggests that aggregate relationships between crime and policing obscures heterogeneity between
policing of whites and policing of blacks and Latinos, even when they live in the same
neighborhoods.
The relationship between service requests and policing outcomes was positive and
statistically significant across all models but one. This would provide support for conventional
policing theory’s hypothesis that police activity is influenced by public demand, but the
relationship between the gentrification variables and service requests in Model 5 suggests that if
police unquestioningly respond to calls from the public, they will reproduce unequal demands,
favoring whiter and more upper-class residents.
This study suffers from some limitations. First, the proactive arrest and pedestrian stop
data are likely to be undercounts of low-level police activity.

These data do not include

summonses, tickets, and warnings that police might issue. Second, the available data limited my
time window to seven years, a short time in the life-cycle of a neighborhoods. Gentrification can
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happen over a long stretch, and areas marked for redevelopment might experience years of
reinvestment before their demographics change. Future research might more explicitly engage
with the variable time frames and sequences of gentrification to better pattern the relationship.
Finally, the use of the five-year estimates for demographic data introduces some measurement
error into the project. Future research might explore annual measures of tract-level population
data to better temporally match the policing data.
Pedestrian stops and arrests for low-level offenses can have lasting consequences not just
for those stopped and arrested, but also for their families and communities.

Similarly,

gentrification affects not just those who feel the pinch of higher rents, but also those left behind in
changing neighborhoods. Any tendency to dismiss either low-level policing or gentrification as
epi-phenomenal must first contend with these ripple effects. The present study merges these two
literatures and suggests gentrification co-occurred with more intense policing in New York City
between 2009 and 2015. The relationship was not simple, however. Gentrification’s different
facets—here class, race, and real estate markets—each related to policing differently. Increases
in neighborhoods’ white populations and tightening in their real estate markets were associated
with increases in stops and proactive arrests, respectively. Crime and service requests were also
related to policing, though service requests also increased during gentrification. Such relationships
should be considered when assessing the impacts of both gentrification and policing for city life.
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Chapter 4. Do Austerity Cuts Spare the Carceral State?
Arrests, Criminal Justice Expenditure, and Fines During Fiscal Crises
Do policing and punishment intensify during fiscal crises? There are at least two reasons
to suspect they might. First, the police and courts generate revenue by issuing fines and fees and
through civil asset forfeiture. Cities and towns might turn to them to make up the budget shortfalls
created by declining tax revenue. Second, police are expected to create social order, which might
diminish during the economic crises that create budget deficits. Municipal governments might
rely on their criminal justice institutions to quell discontent and reassert governmental legitimacy
during periods of instability.
Yet, there is some evidence, following the 2007-2008 recession in the U.S., that the fiscal
austerity that previously spared police and prisons had started to degrade the budgets of even these
“essential services.” Many police departments reported scaling back their duties and firing or
furloughing officers in response to budget cuts (COPS 2011). How do the revenue generation
incentives and social order imperatives of the carceral state compete with local government’s
perceived need to tighten belts during fiscal crises? The current project addresses this puzzle at
the municipal-level by analyzing whether cities and towns increased their police funding, increased
their fine and fee issuance, or increased their low-level arrests as they experienced tax revenue
shortfalls during the economic cycles of the 1990s and 2000s. As an antecedent to this work, the
project analyzes what kinds of cities and towns rely the most on fine and fee revenue.
Criminal Justice, Government Legitimacy, and Economic Crisis
Stuart Hall and his colleagues at the Center for Cultural Studies at Birmingham noticed a
moral panic around a new crime called “mugging,” in early 1970s U.K., and worked to trace the
panic’s origins (Hall et al. 1978). While the rate of public assault had not much changed, media,
police officials, and politicians’ attention to mugging increased dramatically, making it seem like
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a novel and extreme threat. Hall and colleagues drew on Marxian and Gramscian state theory to
analyze what role the concomitant economic recession might be playing in the police and political
reaction. They noted the recession and the perception of rising crime created a crisis in hegemony,
leadership based on consent rather than force. The government’s reassertion of force, through
reinvigorated policing, might reassert its legitimacy and deflect blame for the crisis on “deviant”
working-class youth, immigrants, and black Britons who were perceived to be muggers.
Hall and colleagues are careful, however, to claim no simple causal connection between
economic crisis and the mugging panic. They write, “if the ‘mugging’ reaction grows out of the
drift of the state, under the crisis of hegemony, into an exceptional posture, it is not, in a simple
sense, the direct product of that evolution” (ibid, 305, emphasis added). They emphasize the role
the state’s many, sometimes competing, institutions play in mediating between the market and the
people. Recession might encourage the reassertion of force through policing, but that will depend
on the particular history of the media and political landscape in a given place.
Several scholars have picked up Hall et al.’s baton and applied their work to the United
States. Kathrine Beckett (1997) and Lynn Chancer (2005) extended the analysis of media panics
to note the ways media generated fear and discourse around crime in ways often quite removed
from the underlying occurrence of crime in the 1990s. Jonathan Simon (2007) and Ruth Wilson
Gilmore (2007) echoed Hall et al. in their discussion of state capacity. They both noted that,
following the 1970s era delegitimization of the Keynesian welfare state in the U.S., government
capacity flowed toward its still-popular, constitutionally feasible crime-control functions. Gilmore
explicitly linked this to economic downturns, writing that in response to crisis, “the state can also
step up policing, under its mandate to maintain internal order, due to actual or imagined antisocial
behaviors among idled workers or disenchanted youth” (2007, 54-55). Gilmore connected several
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co-occurring crises in California in the 1980s, including a loss of state tax revenue, to the build-up
of prisons there, which state actors hoped would resolve these crises.
The U.K. in the 1970s and California in the 1980s were specific cases, with their own
idiosyncrasies. Hall et al. emphasize that their study was of a specific conjuncture and might not
be generalizable. The present study examines the convergence and divergence between cities and
towns in the U.S. in the 1990s and 2000s and these other historical moments of crisis and
carcerality. Did governments lean on their criminal justice systems to re-legitimize themselves
when market forces were buffeting their residents and their budgets?
Most studies of criminal justice systems and economic downturns have examined statelevel or nation-level incarceration. In the aggregate, corrections was “the only core function of
state government that grew” in the decade following the 2001 recession, suggesting carceral
government functions are recession-proof if not proactive recession responses (Jacobson 2005,
35). Gilmore (2007) found California’s 1980s prison construction boom was a response to crises
in profitability and labor markets in that state. Gilmore examined unique economic measures:
profitability, land prices, and bond market availability; and these more precise metrics might
account for the study’s divergence with several national and cross-national studies using more
conventional measures. These studies found neutral or positive relationships between economic
indicators (productivity, government revenue, or per capita income) and punitiveness
(incarceration or corrections spending), suggesting that prison systems grew during economic
booms and shrank during busts (Jacobs & Helms 1999; Stucky et al. 2007; Greenberg & West
2001; Sutton 2004; Ellwood & Guetzkow 2009). These studies use data from between 1970 and
2001. More recent research examining the years following the 2007-2009 Great Recession has
focused on the number of penal policy changes and found either the economic crash reduced
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punitive policies (Aviram 2015; Brown 2012) or had no relationship (Turner et al. 2015),
supporting the conventional-economic-measure studies.
Those findings were at the state level. At the local level, anecdotal evidence suggests
municipalities struggled to fund police following the 2007-2009 recession. Oakdale, a town of
22,000 in California’s Central Valley, proposed reducing its police force from 27 to 21 officers in
2009. The town’s police chief, Marty West, warned the city council such a reduction would lead
to gangs infiltrating Oakdale and lead to increases in violence (Albrecht 2009). New Albany,
Indiana, a 36,000-person suburb of Louisville, Kentucky, cancelled the hiring of five new officers
in 2009. Yet, a city councilperson there underscored the common-sense belief that police are an
essential service that should be spared cuts when he told a newspaper, “I don't know how we can
ever have a balanced budget without doing something drastic. Pretty soon we're going to be down
to police and fire and nothing else” (Suddeath 2009). A summary of surveys of police chiefs, city
budget officers, and municipal officials in 2011 found Oakdale and New Albany were not alone.
Most municipalities saw their police budget decrease between 2009 and 2011, with many places
experiencing reductions in staff and in services like sending an officer to complete burglary reports
(COPS 2011).
What might multivariate research tell us? There is less research on local criminal justice
responses to recession than on state-level responses. One study pre-dating 2008 found no effect
of revenue on per capita police spending (Zhao, Ren, & Lovrich 2010). Another study included
data through 2012 and found police spending per capita decreased along with revenue, concurring
with the anecdotes above (Beck & Goldstein 2017). Together, the studies cited above suggest that
while police funding might decrease in the aggregate, cities might still lean on their police for
revenue during lean years, asking them to do more with less.
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Previous research has focused exclusively on states or large cities, much of it pre-2008,
most of it analyzing only one outcome variable. The present study examines the question of
whether austerity extends to policing in small cities like New Albany and Oakdale and large ones.
I analyze the effects of the Great Recession, the 2001 recession, and the many local and regional
recessions that buffeted municipalities between 1990 and 2011. I use different outcome variables
to capture the variegated effects of economic decline on criminal justice.
Police and Revenue Generation
As Gilmore, Simon, and Hall et al. note above, governmental legitimacy shifted away from
its Keynesian welfare functions and toward its carceral and policing functions following the 1970s.
This might have created new social control incentives to expand criminal justice systems. There
might have arisen a second reason as well: municipal revenue needs. Prior to the 1970s, local
governments could rely on property taxes to fund the bulk of their expenditures. In 1978, however,
over two-thirds of California voters voted for Proposition 13, limiting real estate assessments to
below their market rate and effectively capping property tax revenue. Subsequently, tax revolts
around the country made similar demands of other states. This movement dramatically decreased
the property tax revenue available to municipalities and lead them to implement more regressive
sales taxes and user fees to make up for the new shortfall (Martin 2008; Harris 2012; Gilmore
2007). Many strapped-for-cash executive and legislative branches reduced funding for their
judicial branches, leaving the latter to rely on fines, fees, and forfeitures to fund their operations.
Judges learned the financial obligations they issued to defendants were necessary to keep their
city’s court system, public defenders, and police afloat (Alexander & Konanova 2010).
Advocates, researchers, and judges knew these perverse revenue incentives were likely
leading to increases in citations and arrests, and in 2015 a Department of Justice (DOJ) report
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found evidence of this in one city. Following the killing of Michael Brown by a police officer in
Ferguson, Missouri and the subsequent civil unrest there, the DOJ conducted an investigation.
They found Ferguson relied on law enforcement to fund the city budget. Its city, police, and court
officials worked together to “maximize revenue … independent of any public safety need” (2015,
10). The city’s finance director wrote to the police chief to note police would need to write more
tickets in order to raise collections and “[g]iven that we are looking at a substantial sales tax
shortfall, it’s not an insignificant issue” (ibid). A follow-up study by two academic researchers
provided descriptive evidence that Ferguson was typical among majority-black, densely populated
municipalities in St. Louis County (Fagan & Ash 2017). But, they found, fine and fee reliance
was more limited among the County’s whiter and more sparsely populated towns (ibid). The
present study will examine whether Ferguson was typical in its reliance on fine and fee revenue to
make up for diminished tax revenue.
Understanding the extent to which places rely on fines and fees is important because
financial obligations often have devastating consequences. Even small fees can easily compound,
trapping people in cycles of debt (Bannon et al. 2010). One Washington resident owed $72,000
in legal debt 13 years after her assault conviction, struggling to make the minimum payments on
her construction apprentice salary (Harris 2012, 55). Some states revoke driver’s licenses and
even reincarcerate over failure to pay (Evans 2014; Bannon 2010). Legal debts put the already
poor under financial strain, threatening housing and education, and also put them through
psychological and familial strain (ibid). In the face of such consequences, understanding where
and whether cities and towns impose fines and fees becomes more important.
Do many cities and towns increase their fines and fees to make up for lost tax revenue?
Research is mixed on whether municipalities turn to fines and fees in times of tax revenue

74

shortfalls. There is some evidence that the tax and expenditure limits enacted in the wake of the
tax revolts encouraged cities to ramp up their fine and fee collection in the 1970s and 80s
(Shadbegian 1999). Cities and towns in California were likely to increase issuance of fines and
fees during economic downturns in the 2000s if they relied on inter-governmental transfers for a
larger percent of their budgets (Park 2017). A nation-wide study has not examined the question
with recent data, however.
Research is clear that cities increase the issuance of traffic fines during fiscal crises, but
there is less certainty around whether they increase arrests. Traffic tickets are municipalities’ most
reliable source of fine revenue, and several studies have shown ticket issuance is sensitive to
revenue declines with places imposing more traffic fines in years after revenue shortfalls
(Makowsky & Stratmann 2009; Garrett & Wagner, 2009). One study found drug arrests of black
and Latino people increased in counties that allowed police departments to keep seized assets and
experienced revenue shortages (Makowsky et al. 2017). This study suffered, however, from
mistakenly interpreting the Census of Local Government’s “fine and forfeits” variable as including
civil asset forfeits. The present study leaves aside civil asset forfeiture, which is highly variable
and usually funds only police departments, to focus on the more common fines and fees that fund
criminal justice systems as a whole.
What kind of places rely on fines and fees for revenue? Scholarship and reports on fines
and fees have boomed recently, much of the recent attention coming from legal non-profits and
think tanks (Harris et al. 2017; Evans 2014; Salas & Ciolfi 2017; U.S. Commission on Civil Rights
2017; Campos-Bui et al. 2017; Martin et al. 2017; Bannon et al. 2010). This scholarship has
provided important insight into the logistics, legality, and consequences of fine and fee issuances
in specific states or cities. Surprisingly, there have been, to my knowledge, no nation-wide
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analyses of what types of cities and towns rely on fines and fees for revenue. Understanding the
co-variates of fine and fee collection will put the case studies in an important national context and
help point activists and policy makers toward possible reforms.
Data and Methods
To understand how cities and towns adapt their criminal justice systems during fiscal crises
and to understand which municipalities pursue fine and fee revenue, I assembled a dataset from
four sources. Budget and fine-and-fee data come from the Census Bureau’s quinquennial survey
of state and local government finance called the “Census of Governments” (COG) (Hogue 2013).
The Bureau cavasses the entire universe of local governments during these surveys. It also
conducts partial-sample surveys in the interim years, but those exclude the small cities and towns
in which I am interested, so I use only the complete, every-five-year data. I include municipalities
and townships and omit counties. I include places with more than 10,000 residents in 1991 with
a revenue of at least $1. The COG asks local governments for data from fiscal years ending the
12 months before June 30th of the survey calendar year (Census Bureau 2006). This timing
structure means municipalities have fiscal years that overlap either equally or more completely
with the previous calendar year than the survey calendar year, so I attribute the data to the previous
calendar year. This determines the dataset’s years of: 1991, 1997, 2001, 2007, and 2011.
I match the COG data with annual arrest and crime data from the FBI’s Uniform Crime
Reporting program—specifically, the “Arrests by Age, Sex, and Race” and “Offenses Known and
Clearances by Arrest” datasets. Data on number of police officers comes from the Bureau of
Justice Statistics Law Enforcement Management Survey (LEMAS). For demographic data, I use
the decennial Census and the American Community Survey’s five-year estimates, interpolated
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linearly for the interim years. Place-year combinations missing data on any one variable were
dropped from the analysis.
Dependent Variables
To capture municipal criminal justice activity, I use three variables. Quality-of-life arrests
is from the UCR’s “Arrests” dataset. It includes counts of arrests for drunkenness, disorderly
conduct, vagrancy, and loitering divided by the number of residents in a city or town, from the
UCR’s population count. This is the same variable as the one used in Chapter 2 on the diffusion
of broken windows it will be used again in the next chapter. I use quality-of-life arrests because
they are the arrests over which police have the most discretion. If police increase arrest rates in
order to raise revenue, it would be these offenses they could most easily pursue. Alternate models,
available upon request, use misdemeanor arrest rates and quality-of-life arrests per police officer.
These produced coefficients for the explanatory variable of interest, total revenue, that were the
same direction and statistical significance as the models below.
Second, to capture revenue from criminal justice sources, I use fines and fees as a percent
of all revenue and fines and fees per capita to capture local government reliance on fine and fees,
also from the Census of Governments. The COG Classification Manual (2006) defines fines and
fees, Code U30, as
Revenue from penalties imposed for violations of law; civil penalties (e.g., for
violating court orders); court fees if levied upon conviction of a crime or violation;
court-ordered restitutions to crime victims where government actually collects the
monies; and forfeits of deposits held for performance guarantees or against loss or
damage (such as forfeited bail and collateral).
Note that the COG definition only includes revenue from criminal justice sources, not from other
governmental departments like library fines or park use fees. Because of large amounts of missing
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data prior to 2006, fines and fee data are only reliably available for 2006 and 2011. As a result,
models with this variable include only these two later years.
Finally, to measure city spending, I use criminal justice expenditures measured two
different ways: per capita and as a percent of all expenditures. These come from the Census of
Governments and includes all municipal expenditure on jails, courts, and the police (COG codes
5, 25, and 62). See the COG Classification Manual (Census Bureau 2006) for detailed explanations
of each category. Alternate models, available upon request, using only police expenditure, were
nearly identical to those using aggregated criminal justice spending. As with all the budget data
in this project, these measures were adjusted using the Bureau of Labor Statistics’ consumer price
index into constant, 2011 dollars, to account for inflation.
Explanatory Variable
To measure fiscal crisis, I use municipalities’ total revenue less fine and fee revenue as
recorded by the Census of Governments. This variable captures how economic fluctuations are
experienced by local governments. In order to understand how fine and fee revenue is different
from the other two revenue sources (taxes and inter-governmental transfers), I omit fine and fee
revenue from this variable.
Control Variables
Whether criminal justice systems respond only to crime is much disputed, but most studies
find it is at least a partial determinant, so I control here for it using violent crimes per 1,000 people.
These data come from the Uniform Crime Report’s annual “Offenses Known” dataset. Research
commonly uses the murder rate to control for actually existing amounts of crime because it is the
crime metric least susceptible to crime-classification decisions by police and other sources of
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measurement error. Some of the smaller cities and towns in my sample have few or no murders,
however, so I use the next best metric, violent crime.
The lion’s share of a police budget is spent on staffing, and, as New York’s former Police
Chief Ray Kelly once said “when you hire more officers, they make more arrests” (Robbins 2013).
So, I control for the number of police officers per 1,000 people. These data come from the Bureau
of Justice Statistics’ LEMAS survey, linearly interpolated for interim years.
For the cross-sectional model of fine and fee reliance, I include a categorical measure of
urbanization. A place is a city, suburb, or rural town. The first are categorized as “principal cities”
by the Census Bureau. Suburbs are within Census-designated Metropolitan Statistical Areas
(MSAs), but outside principal cities. Rural towns are outside MSAs. I also include the Census
region, which is the Census’ delineation between municipalities in the Northeast, Midwest, South,
and West.
Studies regularly find that the racial threat whites perceive from nonwhites is a strong
predictor of criminal justice outcomes like arrests and spending. Here, I control for places’ percent
nonwhite to capture this dynamic. Most crime is committed by young people, and police
disproportionately target young people, so I control for municipalities’ percent 18 to 34 years old.
Finally, my sample includes a wide range of municipality sizes. I control for population to capture
any dynamics that might differ across places of different sizes.
Analytic Strategy
I have two objectives: (1) describe the types of places that collect a lot of revenue from
fines and fees, and (2) examine how three criminal justice system outcomes (arrests, spending, and
fines and fees) vary during fiscal crises. To pursue the first, I create a cross-sectional OLS
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regression model to analyze covariates of fine and fee reliance. To pursue the second, I use
descriptive statistics and create longitudinal regression models with place and year fixed effects.
When studying how local government finances impact criminal justice functions, it is
important to control for places’ political ideology. “Law and order” and “small government” are
both components of conservative political beliefs. So, lower taxes and more active criminal justice
systems might be related, not out of some response to fiscal crisis, but by a common politics.
Fortunately, place fixed effects will control for political ideology in cities and towns to the extent
that it was consistent between 1991 and 2011. In fixed effects models, an equation is estimated
for each place, with its unique intercept allowed to vary across places (though the slope does not
vary across places). So, any time-invariant characteristics of a place, like political ideology, will
be accounted for in the different intercepts. Unfortunately, the cross-sectional model of fine and
fee reliance will not, by dint of its single-year, have such a control. The Census region variable
will capture political ideology to the extent it corresponds to region, but, the lack of a political
ideology measure is a short-coming of the cross-sectional model.
To avoid collinearity, all variables were analyzed in a correlation matrix, and none of them
correlate at levels higher than 0.5. If a variable was drastically non-normal or if the dependent and
independent variables had a non-linear relationship when modeled using a bivariate, Lowess curve,
I logged the variable to induce linearity and normality. This also reduced outliers.
Results
Table 4.1 includes the descriptive statistics for all the variables in 1991, in 2011, and the
percent change between the two years. Figure 4.1 shows the aggregate trends over time of the
major variables. Figure 4.1 shows the outcome variables of interest were moving in different
directions during this time period. Quality-of-life arrests were sharply down in the sample cities.
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Municipal spending on criminal justice was higher in 2011 than in 1991. Different measures of
criminal justice expenditure, however, reveal slightly different trends. Local spending on criminal
justice functions rose in per capita terms before 2008 but was flat as a proportion of all spending
during that time. After 2008, criminal justice spending decreased in per person terms, but
increased in proportional terms. Fine and fee revenue as a percent of all revenue increased between
2006 and 2011. The major explanatory variable, revenue, fluctuated during this time. The sample
municipalities saw decreases in revenue during the 2001 and the 2007-8 recessions and increases
other times.
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Table 4.1 Descriptive Statistics
1991
(2006 for fine
and fee variables)
Mean
11.5
SD
9.8

2011

% Change

6.9
6.4

-40.0

24.4
25.9

25.5
28.1

4.5

Fines and fee revenue as a %
of all revenue

1.2
1.4

1.4
1.5

16.7

Criminal justice expenditure
per capita ($)

246.9
134.7

307.1
139.1

24.4

Criminal justice expenditure
as a % of all expenditure

13.9
6.6

16.5
7.4

18.7

Total revenue per capita less
fines and fees ($)

2,084.1
1,291.8

2,311.3
1,641.4

10.9

Violent crime per 1,000 people

19.5
14.0

14.6
12.0

-25.1

Police officers per 1,000 people

2.0
0.7

2.0
0.8

0.0

Percent non-white

28.2
22.1

37.9
23.7

34.4

Percent 18 to 34

29.6
5.8

25.9
7.8

-12.5

6.9
3.1

9.4
3.3

36.2

Quality-of-life arrests per
1,000 people
Fines and fee revenue per
1,000 people ($)

Percent unemployed
Population

113,992
209,419

103,326
200,678

-9.4
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Figure 4.1 Trends of Major Variable Medians over Time in Sample Municipalities (N=733)

As Table 4.1 indicates, fine and fee revenue was 1.4% of revenue in the average
municipality in 2011, a slight increase over 2006. This small number indicates tax revenue and
intergovernmental transfers still form the bulk of municipal finance for the median municipality.
But, it is important not to underestimate what fine and fee revenue can mean to a municipality.
The government of Ferguson, Missouri issued a press release in 2014 stating that fine and fee
revenue was such a small part of their budget (7% in 2011) that it could not be responsible for an
increase in municipal code enforcement (DOJ 2015; Census of Governments 2011). A year after
the press release, however, the Department of Justice investigation found that, though fine-and-fee
revenue was small in percent terms, it had a profound effect on policing in Ferguson (ibid).
Because fine and fee revenue is one of the few revenue levers that local government can adjust
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without new legislation or politically unpopular tax increases, it can assume an outsized
importance in local government behavior.
To indicate which places have greater budgetary reliance on fine and fee revenue, Table
4.2 reports the coefficients for the cross-sectional model of the log of fine and fee revenue. This
model estimates between-municipality difference in 2011 (the later, longitudinal models will
estimate within-municipality differences across time).
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Table 4.2 Coefficients (and Standard Errors) of a Cross-Sectional OLS
Regression Model of Logged Percent of Municipal Revenue from Fines
and Fees (N=733 municipalities)
Coefficient
Total revenue per capita less
fine-and-fee revenue (L)
Violent crimes per 1,000
people(L)
Percent non-white (L)
Percent 18 to 34

-0.38***

Standard Error
0.04

0.05*

0.02

0.12***

0.03

0.00

0.00

Percent unemployed

-0.04***

0.12

Population density (L)

-0.12***

0.03

Population (L)

-0.04

0.03

Police officers per capita (L)
Census Region
Northeast

0.54***

0.10

reference category

Midwest

0.39***

0.06

South

0.21***

0.06

West

0.22***

0.06

Urbanization
City

reference category

Suburb

0.12***

0.04

Rural town

0.00

0.07

1.94***

0.39

Constant

* p < .05; ** p < .01; *** p < .001
(L) = Logged to promote linearity and reduce outliers
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The spatial characteristics of municipalities had interesting relationships with fine and fee
revenue in 2011. Overall population was not associated with fines and fees, but more densely
populated places had lower fine and fee reliance. This was also reflected in the coefficients for
urbanization. Suburbs collected, on average, 13% more from fines and fees than cities did (e0.121*100). Rural towns, though, were not statistically significantly different from cities. The regions
of the country also differed on how much they collected from fines and fees. Municipalities in the
Northeast collected the least, with the Midwestern, Southern, and Western places each collecting
between 21% and 39% more than the Northeast (e0.21-1*100, e0.39-1*100).
I further illustrate these spatial dynamics in Figure 4.2, which shows the average percent
of revenue from fines and fees across different regions and different levels of urbanization. While
rural towns are not numerous enough in the sample (due to the 10,000-resident cut-off) to generate
reliable averages, the chart makes clear that suburbs, especially Midwestern and Southern suburbs,
are the places with the highest share of fine-and-fee revenue. Northeastern cities have among the
lowest.
Figure 4.2 Average Percentage of Revenue from Fines and Fees by Region and Metropolitan
Context, 2011

Other findings in the cross-sectional model displayed in Table 4.2 reveal the type of places
that have high reliance on fines and fees. Cities and towns with larger non-white populations drew
higher percentages of their budgets coming from fines and fees. The average municipality in this
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sample was 38% non-white in 2011. This model predicts a city with 1% more non-white people
would collect 0.12% more of its revenue from fines and fees than the average city (1.010.12*100).
Places with more violent crime and more police officers per capita collect more revenue from fines
and fees. Predictably, when other revenue sources are strong, places rely less on fines and fees.
Places with 1% more tax and inter-governmental revenue receive, on average, 0.38% less revenue
from fine-and-fee revenue (1.010.38*100). Since total revenue is measured as a per capita figure,
this does not represent a mechanistic displacement or substitution of fine-and-fee revenue, but
rather suggests that poorer municipalities are more reliant on fines and fees. A city or town having
more unemployed people is associated with lower fine and fee reliance, perhaps reflecting
residents’ ability to pay.
Table 4.3 displays the results of the longitudinal models. The coefficients here represent
average changes within places over time and using the natural logarithm of all variables allows
coefficients to be interpreted as elasticities. The variable of interest, total revenue, is statistically
significantly related to four of the five criminal justice outcome variables, but in different
directions. Revenue gain is positively associated with quality-of-life arrests. Put differently,
places make fewer arrests, on average, during revenue shortfalls than during revenue increases. A
1% decrease in total revenue was related to a 0.18% decrease in quality-of-life arrests, net of crime
and the other controls.
Models 2 and 3 display the relationship between the explanatory variables and fine and fee
revenue. Recall that cities have three sources of revenue: intergovernmental transfers, taxes, and
fines and fees. Model 2 shows that shortfalls in tax and intergovernmental revenue has no
statistically significant relationship to fines and fees collected per capita. Fine and fee revenue is
not related, in absolute terms, to other revenue sources.
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Model 3 shows fine and fee revenue as a percent of all revenue. A place receiving less tax
and intergovernmental revenue would mechanically see the percent of its revenue from fines and
fees increase if the latter remained constant. But, if all three revenue sources rose and fell in
tandem, we would expect to see a positive coefficient for total revenue in Model 3. The negative
coefficient here might be, in part, an artifact of the decline in one revenue source automatically
increasing the percent of revenue that comes from another. Even this tells us, however, that fine
and fee revenue is counter cyclical. It does not rise and fall in tandem with other revenue sources.
During shortfalls it does not fall as fast as the other sources or it increases. This model predicts
places seeing a 1% decline in tax and intergovernmental revenue per capita would be expected to
see the percent of their revenue from fines and fees increase by 0.26%.
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Table 4.3 Coefficients (and Standard Errors) of Longitudinal, Log-Log Regression Models with
Place and Year Fixed Effects
Model 1
Model 2
Model 3
Model 4
Model 5
Criminal
Fine and Fine and Fee
Criminal
Quality-ofJustice
Fee
Revenue as a
Justice
life Arrests
Expenditure as
Revenue
% of All
Expenditure
per Capita
a % of All
per Capita
Revenue
per Capita
Expenditure
Total revenue
per capitaa

0.18***
(0.05)

0.30
(0.16)

-0.26***
(0.06)

0.19***
(0.03)

-0.53***
(0.02)

Violent crime
per 1,000 people

0.16***
(0.03)

-0.02
(0.05)

-0.00
(0.02)

-0.02**
(0.01)

-0.01*
(0.01)

Police officers
per capita

0.42**
(0.15)

1.44*
(0.58)

0.38
(0.22)

0.77***
(0.08)

0.61***
(0.06)

Percent nonwhite

0.12
(0.07)

0.01
(0.28)

0.10
(0.11)

0.03
(0.04)

0.03
(0.03)

Percent 18 to 34

0.25
(0.16)

-0.46
(0.51)

-0.17
(0.19)

0.11
(0.08)

0.11
(0.07)

Percent
unemployed

0.21***
(0.06)

0.15
(0.19)

0.07
(0.07)

-0.05
(0.03)

-0.00
(0.02)

Population

0.10
(0.09)

0.45
(0.05)

0.01
(0.19)

-0.00
(0.04)

0.03
(0.04)

Population
Density

0.33*
(0.13)

0.72**
(0.26)

0.24*
0.10

-0.03
(0.06)

-0.05
(0.05)

Year

-0.03***
(0.00)

0.01
(0.01)

-0.00
(0.00)

0.01***
(0.00)

0.01***
(0.00)

Constant

-2.55
(1.34)

-10.79
(6.58)

2.32
(2.30)

2.87***
(0.65)

5.23***
(0.53)

N (place-years)
3,061
1,762
1,762
3,884
3,884
* p < .05; ** p < .01; *** p < .001
a
Total revenue includes only tax and intergovernmental revenue, not fine and fee revenue.
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Criminal justice expenditure demonstrates a different relationship to total revenue
depending on how it is measured. Model 4 shows that, per capita, revenue declines were associated
with spending declines on police, courts, and jails. As a percent of all expenditure, however,
criminal justice spending increased when revenue decreased. During fiscal crisis, then, this model
expects criminal justice spending would decrease, but not as much as other local government
functions, so it would increase as a proportion. There is a brake on decreases in criminal justice
expenditures. The median municipality saw its total revenue decline from $2,056 per person to
$1,892 between 2006 and 2011 (this is reflected in the municipal revenue graph in Figure 4.1).
Model 5 predicts this decline of 8.0% would be associated with an increase of 4.2% in criminal
justice spending as a proportion of all spending (0.53*8). Other models (not shown here, available
upon request) show social services spending also decreased as a per capita measure during revenue
shortfalls, but had no statistically significant change as a proportional measure.

No other

explanatory variable was so consistently related to the outcome variables as revenue, though police
officers per capita were positively related to arrests and spending, no matter the metric.
Counterintuitively, the violent crime rate is associated with less criminal justice spending.
It is hard to think of a reason local government officials would look at a declining crime rate and
increase criminal justice spending. It is more likely there is a third, unmeasured variable affecting
both crime and criminal justice spending and confounding this coefficient. Perhaps anti-crime
organizing increased in the cities and towns. Civil society groups opposing violence have shown
to decrease crime (Sharkey et al. 2017). Perhaps the organizing efforts of anti-violence groups
alerted city officials to the existence of violence while simultaneously decreasing violence, leading
officials to raise expenditures amidst less crime. This, of course, is speculative. Future research

might combine Sharkey et al.’s dataset on anti-crime organizations with data on expenditures to
parse this confusing finding.
Finally, the year variable is positive and statistically significantly associated with both
expenditure variables.

Even controlling for all the explanatory variables, criminal justice

budgeting was increasing during over this time. The year is negatively associated with arrests, so
it is not increased activity that accounts for this macro, secular increase in criminal justice
spending. There was, perhaps, a cultural or path-dependent trend that lead cities to spend more in
both absolute terms and percentage terms on police, courts, and jails, for which these variables
cannot account.
Robustness checks
These findings are incredibly robust to different model specifications. The model results
were substantively the same whether I included capital expenditures or not in criminal justice
spending. They remain the same whether I use total revenue or just tax revenue as the primary
explanatory variable. The models of quality-of-life arrests were substantively the same as models
of drug arrests, the same as models using a misdemeanor arrest variable that included more lowlevel offenses, and the same as models using quality-of-life arrests per officer. Changing the
10,000 resident population cut-off to 5,000, 15,000, or 20,000 did not affect the substance of the
results. One strength of this study is the number of municipalities included in it (733 in most
models). This large N made for findings robust to many different specifications. While the
heterogeneity of the sample might present some challenges for generalization, the place fixed
effect in the longitudinal models controlled for all the time-invariant heterogeneity and the
insignificance of the population variable in all five models suggests these trends hold across
different sized cities and towns.
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Discussion
In the first such national study, this project analyzes the type of places that most pursue
fine and fee revenue. Using cross-sectional modeling, it found Midwestern and Southern suburbs
have the highest rate of fine and fee collection. Places with large non-white populations collect
more in fines and fee revenue than places with more white residents. If revenue from fines and
fees were completely a response to tax revolts decreasing property tax revenue, we would expect
fine and fee reliance to by highest in the areas where the tax revolts were the most intense, white
suburbs in the West (Martin 2014). While both tax revolts and fine-and-fee reliance are most
intense in suburbs, the relationship between the percent-non-white variable and fine-and-fee
reliance suggests there are also racial threat dynamics involved in addition to tax revolt dynamics.
The modal high-fine-and-fee place more closely resembles Ferguson than a tax revolt suburb.
Ferguson, then, was typical for its region and urbanization type, but Midwestern suburbs were
atypically high fine-and-fee collectors when compared nationally.
There are divergent expectations about how U.S. municipalities altered their criminal
justice capacities in the face of revenue shortfalls in the 1990s and 2000s. On the one hand,
policing and punishment might have increased to stabilize the social order and to generate revenue
through fines and fees. On the other hand, criminal justice functions might have been exposed to
budget cuts as local governments slashed services to bridge their budget gaps.
To answer the puzzle of whether cities changed their policing and incarceration practices
during fiscal crises, this study presented descriptive data and longitudinal regression modeling of
three local government activities: quality-of-life arrests, fine and fee collection, and spending on
criminal justice. In aggregate descriptive analyses, cities made fewer quality-of-life arrests; spent
more on police, jails, and courts; and increasingly relied on fines and fees for revenue between
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1991 and 2011. Longitudinal regression analyses examined how these aggregate trends played
out, on average, during revenue shortfalls. It found cities and towns made fewer quality-of-life
arrests and spent less on criminal justice per capita. These two findings do not support the social
control theory that expected policing would increase to reassert government legitimacy and restore
order during economic crises. It seems that arrest rates are, in part, positively related to revenue.
Cities make more arrests when they have the fiscal capacity to do so. Yet, the social control theory
cannot be completely dismissed because cities and towns spent more on criminal justice functions,
relative to other government functions, during revenue shortfalls. So, while cities facing budget
shortfalls spent less on police and made fewer arrests, their austerity practices spared criminal
justice functions from the most drastic cuts. Fines and fees also became a larger revenue source
during decreases in tax and intergovernmental revenue. This provides some support for the theory
that cities will lean on these regressive funding streams during fiscal crisis. On whole, these
findings suggest that while not completely immune from austerity cuts, the criminal justice
functions of local governments remain primary during fiscal crises, and this might be because of
their revenue-generating and social control capacities.
Another lesson from these findings is the centrality of revenue to criminal justice outcomes.
Revenue had a statistically significant relationship to the outcome variables in five of the six
models. Future research into the carceral state much grapple with the budgetary context of policing
and incarceration.

Meso-level city government trends can affect micro-level arrest and

incarceration trends as much as the police officer behavior that more typically gets studied. This
suggests policy changes and activism that target funding will have as much, if not more, of an
impact on arrests as retraining police, or other street-level changes.
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This study suffers from at least three limitations. First, it does have annual data. The
quinquennial structure of the Census of Governments limits the measurement to only five times
during this twenty-year stretch. This is disappointing because more data is always better, but it is
specifically a shortcoming here because it is possible criminal justice outcomes do not change until
the year after revenue shortfalls. While qualitative data from Ferguson, Missouri suggests budget
planners communicated fiscal needs to the courts and police in real time (DOJ 2015), research
with annual data should explicitly model a one-year-lagged relationship.
Second, this study does not have traffic violation or municipal code fine data, the most
frequent and discretionary method localities have to increase revenue. While quality-of-life arrests
might not have increased during fiscal crises, this should not be read as policing not increasing
during fiscal crises. It is likely high-yield police actions like traffic tickets increased.
Third, the present study does not explicitly model political ideology. While the fixed
effects in the longitudinal models will control for any time-invariant political differences between
places, it is plausible that places saw internal political changes during this time period. While
getting city-level data on political lean is difficult, future research might better model political
shifts.
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Chapter 5. Broken Windows in the Cul-de-Sac:
Race/Ethnicity and Quality-of-Life Policing in the Changing Suburbs
With the adoption of broken windows policing strategies in the 1990s, many police
departments turned their focus toward minor infractions like public drinking, vagrancy, public
urination, and loitering (Kohler-Hausmann 2013; Wacquant 2009: Harcourt 2009).

These

departments were spurred by the belief that aggressive enforcement of misdemeanors would
decrease “disorder” and prevent more serious violent crimes (Wilson and Kelling 1982). This shift
in tactics has received extensive attention from researchers, but analysis has focused on policing
in central cities to the exclusion of suburbs (see, e.g. Novak & Chamlin 2012; Fagan et al. 2010;
Beckett & Herbert 2009; Kirk 2008; Greene 1999). At least half of U.S. residents live in suburbs
and more poor people live there than live in core cities (Kneebone & Berube 2013). The numbers
of nonwhite and foreign-born people in suburbia are also increasing (Alba et al. 1999; Frey 2015;
Lacy 2016; Puentes & Warren 2006). Yet, little is known about police practices there. The present
study analyzes whether police have responded to recent demographic shifts in suburbs with more
quality-of-life arrests1 or with more racially disproportionate quality-of-life arrests and it compares
urban to suburban policing.
Since its inception, broken windows has disproportionately affected the poor and nonwhite
(Fagan et al. 2010; DePinto et al. 2014; Howell 2009). Broken widows’ proponents do not dispute
that the strategy is racially and economically disproportionate. However, they attribute the
disproportionality in enforcement to poor communities of color having greater amounts of disorder
and violent crime.

William Bratton, a pioneer of broken windows policing as the police

commissioner of Los Angeles and New York City, and George Kelling, a progenitor of broken
windows theory, readily admitted, “[police] will necessarily target high-crime areas, and those
tend to have a preponderance of African-Americans and Hispanics and are usually the poorest
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neighborhoods in the city” (Bratton & Kelling 2015). Bratton and Kelling’s assertion is well-suited
to quantitative testing. The present study will analyze whether quality-of-life arrest rates respond
to changes in the black and Latino shares of the population while controlling for crime rates.
While many large cities were adopting broken windows, the demographics of U.S. suburbs
were increasingly resembling those of central cities. The Latino, black, Asian, poor, immigrant,
and elderly populations all grew during this time (Alba et al. 1999; Kneebone & Berube 2013;
Holliday & Dwyer 2009; Logan 2014). Though the demographics of suburbs were shifting, their
post-war housing stock, sprawling transportation networks, and exclusionary zoning regulations
remained (Puentes & Warren 2006). There is not yet conclusive research as to what caused the
outmigration of minorities, the working class, and the poor from cities. Gentrification, suburban
housing construction, immigration, and population growth are likely influencers.
While the effects on policing of these demographic shifts have not yet been closely studied,
high-profile shootings of black people by police provide anecdotal evidence that policing in the
suburbs might be intense and racially disproportionate. Philando Castile was shot and killed by a
police officer in a suburb of St. Paul, Minnesota in July 2016. In the 13 years before his death,
Castile had been stopped by police 49 times, mostly for minor infractions (LaFraniere & Smith
2016). More famously, the 2014 shooting death of Michael Brown by a police officer in Ferguson,
Missouri drew attention to aggressive minor-infraction policing in the St. Louis suburb. A
Department of Justice (DOJ) investigation found intense pursuit of quality-of-life arrests there.
While 67% of Ferguson residents were African American, police there brought 95% of charges
for “manner of walking in roadway” and 94% of charges for “failure to comply” against African
Americans (2015: 4). A DOJ report found the racial disproportionality “cannot be explained by
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any difference in the rate at which people of different races violate the law” (ibid: 5). In the present
study, I ask whether Ferguson is an outlier or a typical suburb.
While suburban crime rates have been, and remain, slightly lower than city crime rates, the
two are converging. Between 1990 and 2010, crime rates were dropping in urban areas across the
country (indeed, around the world) while crime rates in suburbs decreased less sharply or not at
all (Kneebone & Raphael 2011). Might the relative durability of crime rates in suburbs and the
increase in the nonwhite population there lead middle-class whites to demand broken windows
policing, as their counterparts did in 1980s New York City?
Suburban and urban policing compared
Suburbs’ low population densities, car-centric transportation networks, high median
income, and history of racial exclusion have led some to theorize that police act differently and
serve a different function in suburbs than in cities. Suburbs are segregated and isolating, especially
for poor people who lack cars (Jargowsky et al. 2014; Murphy & Wallace 2010). This physical
and social distance might translate into more demands for policing. Suburbs’ detached housing,
high homeownership rates, and conservative politics might produce residents who make stronger
demands for security and pose challenges for suburbanites pursuing social justice (Simon 2010;
Niedt 2013). Homeowners are more satisfied with and supportive of police than are renters (Reisig
& Parks 2000; Schuck et al. 2008). It seems likely, then, that suburbanites might make greater
demands for policing than urban residents in the form of increased 911 calls, more electoral support
for large police budgets, and, central to this study, increased demand for quality-of-life arrests.
Some empirical research has indeed found intense and racially disproportionate suburban
policing. Police in a 98% white suburb made more traffic stops of black motorists who drive
through it than they do of white ones (Meehan & Ponder 2002). Black residents in the St. Louis
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suburb Meacham Park reported their interactions with the police are exacerbated by the
neighborhoods’ poor roads and lack of public transport. Black youths there reported being stopped
frequently just for walking in the car-centric suburb and black motorists reported increased police
activity at the road between the a predominantly white and a predominantly black suburb (Boyles
2015). Race and place combined to intensify policing. As mentioned above, the Department of
Justice’s report on Ferguson, Missouri also found that “manner of walking in roadway” arrests
were starkly racially unequal (2015). Latino newcomers to a Virginia suburb similarly reported
heightened police scrutiny (Mendez & Nelson 2016). Looking at incarceration, prison admissions
rates were higher in the Boston suburbs than in the central city, though suburbs of other
Massachusetts cities did not show higher prison intakes (Simes 2017).
Despite these findings, some scholars expect lower levels of policing in suburbs. Law
Professor Michelle Alexander predicts fewer quality-of-life arrests, especially drug arrests, in
suburbs. “When police go looking for drugs, they look in the ’hood. Tactics that would be political
suicide in an upscale white suburb are not even newsworthy in poor black and brown communities”
(2012: 124). Alexander does not distinguish between effects of race and place. Rather, she sees
them as congruent. Black and brown communities are not suburbs in Alexander’s framing.
Sociologist Simon Singer also suspects minimal policing in suburbs. In his study of a wealthy
Buffalo suburb, Singer writes that “zero-tolerance policing is less likely to be present among
middle-class youth in affluent communities” (2014, 6). He notes a large difference between the
legal system’s involvement with urban and suburban delinquency. Notably, both the expectations
of more or less suburban policing predict a difference from cities. The present study will explore
whether arrest patterns are similar or different across the county line.
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Race, place, and quality-of-life arrests
Besides asking whether policing is different across metropolitan contexts, the present
study also explores how suburban policing changes as suburbs’ demographics shift. Broken
windows’ proponents and practitioners expect arrest rates will vary only with crime rates. Three
other theories: racial threat theory, benign-neglect theory, and race-and-place theory, anticipate an
association between a place’s nonwhite population and its police department’s arrest behavior, but
the theories differ on the character of that association.
Racial threat theory views policing as a product of the threat perceived by whites from
subordinate minority groups (Blalock 1967; Jackson and Carroll 1981; Liska 1992). The larger
the nonwhite population, the more the dominant white group will rely on social control
mechanisms like segregation, police, and prisons to maintain their position. This is likely a
curvilinear relationship, with social control responses diminishing as the nonwhite share of the
population approachs a majority (Jacobs, Carmichael, & Kent 2005; Eitle et al. 2002).
An inverse theory, the benign-neglect hypothesis expects that as poor and nonwhite people
move into an area, the dominant population will react, not with attempts to control, but with
abandonment. Whites and the wealthy will either move away or decrease their demands that
government provide services like police (Liska & Chamlin 1984). In this conception, police will
decrease low-level arrests as nonwhite people move into a place.
Race-and-place theory also expects police to decrease arrests in such a scenario, but also
anticipates racial impacts. This school of thought analyzes how police officers’ racial bias
combines with their conception of “who belongs” to magnify racial profiling in predominantly
white places (Meehan and Ponder 2002; Boyles 2015). This has led researchers to expect high
numbers of racially disproportionate arrests when whites are the majority and declining arrests and
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declining racial bias as nonwhites become the majority.

The present study will test this

relationship.
The balance of research has supported racial threat theory, a few tests have supported the
benign-neglect hypothesis, and only a couple have explicitly engaged race-and-place theory.
Researchers have generally operationalized these theories by analyzing the percent of a place’s
black or Latino population and its effects on either the overall number of arrests or the black-white
arrest disparity. Supporting racial threat theory, many separate quantitative studies of arrests in
counties and major cities found that a neighborhood’s black concentration (Beckett et al. 2006;
Eitle & Monahan 2009; Eitle et al. 2002; Mosher 2001) or Latino concentration (Kirk 2008) were
strong predictors of arrest concentrations even when controlling for places’ crime rates. When
looking at race-specific arrest rates rather than overall rates, however, two studies found a
significant and suppressive effect of the size of a place’s black population on its number of black
drug arrests (Parker & Maggard 2005; Parker et al. 2005; Chappell et al. 2006) and the black-white
drug arrest disparity (Ousey & Lee 2010). While police increase their arrests in response to the
number of nonwhite—especially black—residents, they do not change the racial proportionality
of those arrests.
There are fewer studies supporting the neglect theory expectation that police decrease
arrests as the percent of nonwhites decreases. Liska & Chamlin (1984) examine 76 cities and find
that the percent nonwhite is negatively associated with arrests and is “the most important variable”
in equations estimating arrests of nonwhites (390). Rachael Woldoff found qualitative support for
this in “Parkmont” a pseudonymous neighborhood in a northeastern city that underwent dramatic
white flight after 1990 (2011). Police there stopped responding to black residents’ 911 calls and
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their demands for police, a change Woldoff attributes to the police’s belief that social and physical
disorder are normal and unremarkable in black neighborhoods.
How can one parse whether a decrease in arrests is due to police neglect or due to police
adjusting their expectations of who belongs as part of a race-and-place effect? One strategy is to
consider both the number and racial proportionality of arrests. Meehan and Ponder found arrests
for African American motorists increased in whiter areas and decreased when they got closer to
predominantly black communities (2002). Novak & Chamlin found the same, but for white
motorists in black areas of Kansas City (2012). Arrests increased when motorists were “out of
place” (ibid). Boyles interviewed black residents of a St. Louis suburb and found police treated
them differently in white areas (2015). Studies of the race-and-place effect are nascent. No study
has yet examined more than one suburb or contrasted suburbs with cities. Yet, the extant studies
suggest changes in a place’s demographic composition will affect both aggregate arrests and racial
disproportionality. The present study will investigate these theories and extend race-and-place
research to quality-of-life arrests and with broader time and geographical coverage.
Several of the studies cited above find an effect of crime on arrest rates (e.g. Chappell et
al. 2006; Parker & Maggard 2005). At first blush, this supports the dominant police theory: when
arresting, police are merely responding to objective crime levels. It is important to stress, however,
that broken windows’ proponents suggest that it is only crime, and not demographic characteristics,
to which police respond. I include crime as a predictor in this study to evaluate the dominant
police theory.
This study is among the first to analyze quality-of-life arrests specifically. I chose such
arrests because their subjective definitions reveal discretionary police decisions and because such
arrests are the primary mechanism of broken windows policing (Fagan et al. 2010). Rarely do
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victims or bystanders report offenses like vagrancy or drunkenness (Beckett & Herbert 2009).
Most often, police witness the behavior and decide whether it constitutes a crime (Bratton &
Kelling 2015). That police view the crime means an arrest is conditional on the coincidence of an
officer’s presence, a potentially criminal behavior, the officer’s individual bias, and the demands
placed on the officer by superiors. In addition, the ambiguity in whether someone’s behavior
qualifies as, for instance, disorderly conduct, allows police great latitude over whether and when
to make an arrest, what to charge, and even allowing them to concoct an offense when no crime
occurred (Wilson 1968; Department of Justice 2016). This discretion is greatest for the lowestlevel crimes (Wilson 1968; Black 1971). Further, perceptions of neighborhood disorder may
depend more on the racial and immigrant make-up of a place than on objective disorder (Sampson
2012). For these reasons, I isolate quality-of-life arrests, rather than broader categories of
“misdemeanor” or “part II” arrests. The high level of officer discretion means fluctuations in
aggregate quality-of-life arrests will reflect police decisions (both immediate street-level decisions
and higher-level deployment and enforcement priority decisions) more than they reflect actual
disorder.
Data and Methods
To test the effects of racial and metropolitan contexts on quality-of-life arrest frequency
and racial disparity, I compile a dataset from the Uniform Crime Reporting Program’s (UCR)
“Arrests by Age, Sex, and Race” database, the UCR’s “Offenses Known and Clearances by Arrest”
database, the decennial Census, and the American Community Survey (ACS) five-year estimates.
I accessed the UCR data via the National Archive of Criminal Justice Data, and the Census data
via the Bureau’s American Fact Finder. I select Census-designated “places” with data on the
relevant variables in 1990, 2000, and 2009-2014.

The frequency of the Census and ACS
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determined the eight time periods. I use listwise deletion, excluding place-years with data for
fewer than time periods.
I construct two samples: suburbs and large cities. I define suburbs as places inside a
metropolitan statistical area that are outside the principal city. I further limit them to places served
by municipal law enforcement agencies, not sheriffs’ departments, to avoid spatial mismatching.
I exclude places with fewer than 100 white or 100 black people in 1990 to make the black and
white arrest rate comparison meaningful. This sample includes 1,038 suburbs. The average suburb
had 7.3 years of non-missing data, generating an N of 7,531 place-years. This sample encompasses
suburbs that were home to 23.7 million people in 1990, or 10% of the total U.S. population.
The large city sample includes the 50 most populous principal cities with non-missing data
in 1990. They averaged 7.7 years of data totaling 384 place-years. These cities encompassed
36,634,331 people, or 16% of the U.S. population in 1990. The largest city, New York City, did
not report its arrest data to the UCR after 2002, so the sample does not include it.
Dependent Variables
Quality-of-life arrests is an aggregate count drawn from the UCR’s “Arrests by Age, Sex,
and Race” data. I included the offense categories most associated with broken windows policing:
disorderly conduct, vagrancy, drunkenness, and loitering (Beckett & Herbert 2009). This is the
same metric used in Chapters 2 and 4 above. While drug possession offenses are sometimes
included in measures of broken-windows policing, I omit them here to isolate the offenses over
which police have the most discretion. UCR data have come under criticism for inaccuracy
introduced by interpolation and by reallocation to the county-level (Maltz & Targonski 2002).
While caution with UCR data is always advisable, these critiques are not germane here because I
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use agency-level data which do not require reallocation. Table 5.1 reports the descriptive statistics
for this and each variable.
The quality-of-life arrests variable is likely an undercount of actual quality-of-life arrests.
The UCR classifies many such arrests—include trespassing, failure to obey, and being a public
nuisance—in the catch-all “all other offenses” category (FBI 2004). Since police departments
have institutional incentives to classify any arrest in the major UCR categories, low-level crimes
are likely the bulk of the “all other offenses” category which is itself the largest arrest category,
accounting for 27% of all arrests in 2014. Unfortunately, as “all other offenses” also includes
offenses like kidnapping, bribery, and perjury, I could not include it in the measure of quality-oflife arrests.
Log ratio of black to white quality-of-life arrest rates is the natural logarithm of the number
of arrests of black people per 10,000 black residents divided by the number of arrests of white
people per 10,000 white residents. Ratio measures require component variables that are not highly
correlated and black and white arrest rates have a moderate correlation (in the suburbs sample:
r=0.39, p<0.001). As per Edwards’ (2001) suggestion, I also analyzed the component measures
(black arrests and white arrests) separately and the main variables had coefficients consistent with
the ratio measure coefficient.
Some have criticized measures comparing arrest rates to population figures because such
measures do not capture differences in offending by black and white people (e.g. Ridgeway &
MacDonald 2010). If black people commit more crimes than white people, this approach says,
they should have higher arrest rates, even after adjusting for population differences. While an
objective measure of quality-of-life crimes would be ideal, none exists, and I do not think one is
possible. As discussed above, quality-of-life offenses are highly subjective, and the wide latitude
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police have in defining behavior as—and arresting someone for—disorderly conduct, vagrancy,
and drunkenness prohibits objective measure of such crimes. In lieu of such a measure, population
counts will have to be the limited but necessary benchmark.
Explanatory and Control Variables
The violent crime rate variable is a rate per 1,000 people of murder, manslaughter, rape,
robbery, and felony assault crimes. The figures are from the Uniform Crime Report’s “Offenses
Known and Clearances by Arrest.” As with the quality-of-life arrests variable, some caution is
needed when using UCR data because of its noted unreliability (Maltz and Targonski 2002). While
some UCR data have considerable error when compared to other metrics, this is less true for violent
crime data after 1990 and data in non-rural areas like the data used here (Lauritsen et al. 2016;
Berg & Lauritsen 2016; Lott & Whitely 2003). This variable will test the claim by proponents of
broken windows policing that quality-of-life arrests respond to crime rates, not to any racial or
economic characteristics of the people being policed. If this is the case, this variable will be
significant and the race and economic variables will not be.
I use the violent crime rate instead of the total crime rate to avoid, as much as possible,
subjective classification decisions by police. Some researchers use number of murders as a proxy
for objective levels of crime since homicides rarely suffer from under- or over-reporting or from
misclassification (Lauritsen et al. 2016). Many suburbs in this study had zero murders, however,
so I use the nearest option with few zeros, the measure of violent crime.
The following variables are drawn from the decennial Censuses and American Community
Surveys. Percent black, percent Asian, percent non-Hispanic black, and percent non-Hispanic
Asian are the primary measures of race. Because UCR data indicate an arrestee’s race but not their
Hispanic origin, versions of the variables excluding Hispanics are used in analyses of aggregate
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arrests, but versions including Hispanics must be used in analyses of racial disparity in order to
match the arrest variable construction. Ideally, there would be Hispanic origin data in all the
analyses since Latinos are disproportionately arrested by police compared to whites (Kirk 2008;
Rios 2011). Since most Latinos are racially identified as white, UCR’s data structure likely inflates
white arrests which will deflate the black-white arrest disparity ratio. Although this introduces
error, it is in the direction of underestimating disparity.
Percent foreign-born tests the extent to which immigrant threat is driving quality-of-life
arrests. Percent families in poverty will measure economic threat. Young men commit more
crimes than other demographic groups and are also more targeted by police, so I control for places’
percent 18-to-34-years old and the percent male. I also control for the year.
Table 5.1 displays the descriptive statistics for each variable.
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Table 5.1 Descriptive Statistics
Suburbs, N=7,531 place-years
Overall
Overall SD
Within SD
Mean
Quality-of-life arrests
Quality-of-life arrest rate
(per 10,000 people)
Log ratio of black to white
quality-of-life arrests
Ratio of black to white
quality-of-life arrests
Violent crime rate (per 100
people)
Percent non-Hispanic black

Large Cities, N=384 place-years
Overall
Overall SD
Within SD
Mean

124.4

170.8

77.1

3,356.2

4,295.3

2,267.6

61.0

78.8

41.7

51.2

47.3

30.0

1.4

0.7

0.4

1.2

0.4

0.2

4.5

9.3

6.9

2.7

2.2

0.8

1.2

1.0

0.4

2.2

1.2

0.5

12.6

15.9

3.2

20.0

18.3

1.6

Percent black

12.3

15.8

3.1

19.7

18.2

1.5

Percent Hispanic

12.8

16.1

3.8

25.7

19.5

4.0

Percent white

75.8

17.8

5.2

60.0

15.4

3.4

Percent Asian

4.2

6.3

1.7

6.6

6.7

0.9

Percent foreign-born
Population density (people
per 0.01 sq. mile)
Percent families in poverty

11.2

10.8

2.7

16.9

10.5

2.3

34.3

36.8

3.8

48.3

34.1

2.9

9.9

7.0

2.4

14.9

5.1

1.7

Percent ages 18 to 24

24.7

7.3

2.4

28.7

3.1

1.6

Population

24,653

19,851

5,840

726,119

641,868

63,865
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Analytic Strategy
To estimate the relationship between a place’s characteristics and its low-level police
activity, I use conditional fixed effects overdispersion models to estimate (1) quality-of-life
arrests and (2) the ratio of black to white quality-of-life arrest rates. The main advantage of such
models is that they control for unobserved, time-invariant differences in cases (Vaisey & Miles,
2014; Allison 2009). A suburbs’ proximity to the city center, its unique history, and its police
departments’ idiosyncrasies are controlled for in this model, provided they did not change
between 1990 and 2014. A Hausman test produces a chi-squared score of 0.000, indicating a
fixed effects model, and not a random effects model, is appropriate. I then run the models in two
contexts: suburbs and large cities.
For the models of arrests, I specify a fixed effects regression model of the following
form:
yit = αi + βxit-1 + βzit + υi + εit
Where yit is the dependent variable (quality-of-life arrests in place i at time t), xit-1 is a vector of
lagged exogenous covariates, zit is a contemporaneous endogenous variable (crime), υi is a placespecific fixed effect, and εit is the idiosyncratic error. I lag the explanatory and control variables
to help suggest a causal sequence.
Studies of policing must deal with the simultaneous causation between arrests and crime
rates. Arrests might affect crime rates, which in turn might change arrest patterns, which might
change crime, etc. One method to address this endogeneity is to include an instrumental variable
to separate the association of the explanatory variable (in this case, crime) with the outcome
variable (arrests), from its association with the error term. In panel data, lagged or leading values
of endogenous variables are a natural source of instrumental variables (Wooldridge 2009). This

is sometimes called a pre-determined variable (ibid). I include a lagged measure of the violent
crime rate as an instrumental variable to address simultaneity. The violent crime measure is
available annually, so the lagged measure represents the previous year’s measure, not the previous
time period’s for which there is Census data.
The suburbs and cities in the arrest analyses range widely in population size, requiring
adjustment. I use three techniques to account for this. Each suburb has a different “exposure” to
the number of possible arrestees depending on how many people live there. Including the place’s
population as a denominator in a rate dependent variable can lead to incorrect probability
distributions. So, in the models of arrests, I include, as a control variable, the log of the population
with its regression coefficient constrained to equal one, incorporating different population
exposures (Long & Freese 2006; Stata 2013). The models of racial disparity do not suffer from
different exposures, so no correction was made in those.
To further correct for large population differences, I include only places with more than
2,500 people in 1990. As robustness checks, the models were run with population cutoffs of 1,000
and 5,000, and the results did not substantively change. Finally, I conduct White’s test for
heteroscedasticity which confirmed the population variance caused overdispersion in the error
terms, violating the regression assumption of constant variance.

I use a likelihood based,

“observed information matrix” variance estimator to generate accurate standard errors in the
quality-of-life arrest models and a Huber/Whites/sandwich estimator in the racial disparity models
(Winship & Radbill 1994).
For the arrest models, the distribution of the dependent variable and its overdispersion
indicated a negative binomial form of fixed effects model was required (Osgood 2000). The
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distribution of the disparity ratio suggested a linear form, so linear regression was used for the
racial disparity models.
Because the UCR data do not include Hispanic origin information, the racial disparity
models with the dependent variable ratio of black to white arrests include versions of the
explanatory race variables that include Hispanics. The models of quality-of-life arrests use nonHispanic versions.
Results
Figure 5.1 displays, for the study period, the quality-of-life arrest rate per 10,000 people in
the suburbs and large cities in the sample. The aggregate trend lines both decrease over time.
While suburbs and cities were subject to the same downward trend, suburbs did not decrease as
steeply. At the beginning of the study period, in the 1990s, large cities made more per capita
quality-of-life arrests than suburbs, but the two converged in the 2000s. In 2011, suburbs made
more low-level arrests than cities for the first time, a trend that continued through 2014 when
suburbs made 25% more quality-of-life arrests than cities. This finding of a 70% decline in cities
and 60% decline in suburbs contrasts with other research findings that broken windows policing
diffused and intensified over this period.
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Figure 5.1 Quality-of-Life Arrests by Metropolitan Context
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As shown in Table 5.1, the average suburb arrested black people for quality-of-life offenses
4.5 times more often than white people. That is nearly double the ratio in cities, 2.7 (t-test
p=0.0002). Figure 5.2 further investigates the arrest disparity ratio by comparing it, crosssectionally, to the share of suburbs’ black population. For this figure, I divided suburbs into deciles
based on the share of their population that was black. The y-axis indicates the median suburbs’
ratio of arrests of black people per black resident to arrests of white people per white resident. The
graph evinces a clear negative relationship. Suburbs with fewer black people are more racially
disproportionate in their quality-of-life arrests. No decile has an equal, one-to-one ratio, or a ratio
of more numerous white arrests. The median suburb in the bottom decile (0% to 1% black) made
six times more arrests of black people per black resident than white people per white resident. An
analogous graph (not shown, available upon request) for 1990 shows a similar relationship and a
graph for cities (not shown, available upon request) shows no systematic relationship and lower
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overall ratios. These descriptive, bivariate results suggest suburbs were more racially unequal in
their arrests than cities and suburbs with small black populations were the most disproportionate.
Figure 5.2 Suburbs' Ratio of Black-to-White Arrest Rates
by Percent Black, 2014

Median Ratio of Black to White
Quality-of-Life Arrest Rates

8
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4
3
2
1

-9
4%

-3
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30

Percent Black (in deciles)
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11

%
711

57%

45%

34%

23%

12%

01%

0

Note: The 1,038 sample suburbs were divided into deciles. Each percent
range represents 120 suburbs. Percent ranges overlap due to rounding.

Table 5.2 shows the results from the fixed-effects regression models. The first model
estimates quality-of-life arrests in suburbs. This model suggests increases in the contemporaneous
violent crime rate were statistically significantly associated with an increase in quality-of-life
arrests in suburbs. This would provide support for the dominant police theory that crime drives
arrest rates except that demographic variables are also statistically significantly related to arrests.
Suburbs with growing numbers of families in poverty would be expected to make more arrests. A
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suburb undergoing an average increase in its share of families in poverty (3.4%) would experience
an increase of 0.03 arrests.
Both racial threat theory and race-and-place theory hypothesize that the strength of the
association between nonwhite populations and arrests will diminish as the nonwhite share of the
population approaches a majority. To model this curvilinear relationship, the second model adds
quadratic terms for percent black and percent Hispanic. I run a Wald test of the joint association
of the linear and squared coefficients on quality-of-life arrests to estimate the two terms’ combined
statistical significance. Percent black and squared percent black are not statistically significantly
related to quality-of-life arrests (p=0.109). Percent Hispanic and squared percent Hispanic are
(p=0.0001). The typical suburb’s Hispanic population share is negatively related to its quality-oflife arrests and curves down for higher values of percent Hispanic. As the Hispanic share grows,
its suppressive relationship with quality-of-life arrests gets stronger (more negative). A suburb
moving from 6.6 to 14.6% Hispanic (the average change) would be expected to experience 0.05
fewer arrests. A larger than average increase in percent Hispanic would be expected to see a
sharper arrest decline. The threshold value beyond which the coefficient flips to a positive
relationship occurs outside the possible value range. This finding, along with the nonsignificant
relationship for percent black, contrasts with racial threat theory which expects more arrests for
increases in minority groups.
The third model regresses the same independent variables as model one on a ratio of black
to white quality-of-life arrests. Figure 5.2 already indicated that arrests are unequal, but does not
address change over time. Model three tests change over time within suburbs. It suggests that an
increase in African Americans in a suburb is statistically significantly related to a lower, more
equal arrest ratio. Model 4 introduces a quadratic term. The squared and linear terms of percent
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black are jointly significantly related to the arrest ratio (p=0.0000). The positive coefficient of the
squared term in model 4 indicates that the negative relationship between percent black and arrest
disparity diminishes in intensity as the percent black increases. This provides support to the raceand-place theory. While benign-neglect theory also anticipates the negative relationship between
percent black and arrests, only race-and-place theory anticipated that more black people would be
associated with a decrease in the disproportionality of arrests and that the intensity of the
association would decrease for higher values of percent black. These findings suggest that as black
people are more common in an area, police officers become accustomed and make less unequal
(though still unequal) arrests.
Unexpectedly, more poor families in a suburb is positively related to more racially
disproportionate arrests. In an alternative model (not presented here, available on request) an
interaction term between percent black and percent families in poverty was included. The
interaction term was not significant, so it is not an influx of poor black families that explains this.
These findings suggest that an increase in poor families of any race is associated with increasingly
racially unequal arrests. Future research might investigate the role of class in policing to better
understand this relationship.
Models five through eight repeat the same specifications as one through four, for the large
city sample.

There are large differences in the suburban and urban trends. Crime is not

significantly related to quality-of-life arrests in cities. The relationship between percent black and
arrests is better explained by racial threat theory in cities, as the association is positive and
significant. The negative quadratic term in model six also supports racial threat theory: as the
black share approaches a majority, the positive effect diminishes, such that at 55.7% black, the
coefficient flips and increase in the black population has a suppressive association with quality-
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of-life arrests. Also inverting the suburban trend, percent families in poverty is negatively related
to arrests. None of the independent variables are significantly associated with the black-to-white
arrest ratio in cities.
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Table 5.2 Coefficients for Fixed Effects Regression Models
Suburbs, N= 7,531 place-years

Large Cities, N= 384 place-years

Quality-of-life arrestsa

Log ratio of black to
white arrest ratesb

Quality-of-life arrestsa

Log ratio of black to
white arrest ratesb

Violent crime rate (per
100 people)

0.138***
(0.016)

0.139***
(0.016)

0.006
(0.012)

-0.058
(0.083)

-0.066
(0.086)

0.029
(0.022)

0.029
(0.023)

Lagged violent crime
rate

-0.047**
(0.017)

-0.048**
(0.017)

0.006
(0.080)

0.041
(0.033)

Percent black

-0.001
(0.001)

-0.005*
(0.003)

0.013*
(0.007)

0.027***
(0.007)

0.002
(0.008)

0.002
(0.016)

0.000
(0.000)

Squared percent black
Percent Hispanic

-0.022***
(0.002)

-0.007***
(0.001)

Squared percent
Hispanic

0.003
(0.011)

-0.043***
(0.005)
0.000***
(0.000)

-0.005
(0.003)

-0.000*
(0.000)
0.004
(0.008)

-0.000
(0.000)

-0.000
(0.000)

-0.005
(0.016)
0.000
(0.000)

Percent Asian

-0.015***
(0.003)

-0.016***
(0.003)

-0.001
(0.005)

0.001
(0.005)

-0.006
(0.016)

-0.004
(0.016)

-0.005
(0.014)

-0.005
(0.014)

Percent foreign-born

-0.005
(0.003)

-0.005
(0.003)

-0.015***
(0.003)

-0.015***
(0.003)

-0.002
(0.012)

0.001
(0.013)

-0.021**
(0.008)

-0.021***
(0.007)

Population density
(people per 0.01 sq. mile)

-0.001
(0.000)

-0.001
(0.000)

-0.001
(0.002)

-0.001
(0.002)

-0.005**
(0.003)

-0.001
(0.003)

0.001
(0.006)

0.001
(0.006)

Percent families in
poverty

0.009***
(0.002)

0.009***
(0.002)

0.009***
(0.002)

0.009***
(0.003)

-0.037*
(0.015)

-0.040*
(0.016)

0.014
(0.008)

0.014
(0.007)

Percent ages 18 to 24

-0.001
(0.002)

-0.000
(0.002)

-0.003
(0.003)

-0.003
(0.003)

0.013
(0.015)

-0.014
(0.015)

0.011
(0.011)

-0.011
(0.011)

Population
Year

-0.026***
(0.001)

-0.026***
(0.001)

Constant

43.50***
(2.07)

43.37***
(2.16)

a

0.000
(0.000)

0.000
(0.000)

0.007***
(0.001)

0.007***
(0.001)

-0.041***
(0.005)

-0.039***
(0.005)

-13.02**
(2.71)

70.47***
(11.22)

66.74***
(11.76)

-12.01***
(2.66)

Negative binomial model, log of population included as an exposure variable.

b

0.000*
(0.000)

0.000*
(0.000)

0.007*
(0.003)

0.011**
(0.003)

-12.81*
(4.99)

-12.83*
(5.56)

Linear model. * p < .05; ** p < .01; *** p < .001
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Discussion and Conclusion
More people in the U.S. live in suburbs than in cities or rural towns. While some
community and urban sociologists are documenting this shift, sociologists of punishment are only
lately catching up. In this study, I asked whether increases in nonwhite people and poor people to
the suburbs are being accompanied by a corresponding policing shift and I asked how suburban
policing differed from urban.
I find that low-level policing in suburbs diminished between 1990 and 2014, but such
policing was more common and more racially disproportionate there than in cities by the end of
the study period. Suburbs with few black people were especially racially unequal. These findings
support claims that low-level policing is as intense, if not more so, in suburbs as in cities.
Longitudinal, multivariate model results suggest this difference might be partly attributable to
more durable violent crime trends in suburbs. Crime is far from the only factor, however, as
suburbs that saw an increase in poor residents also increased their quality-of-life arrests. Notably,
such arrests declined in places and times with growing Hispanic populations.
The differences in both descriptive and multivariate analyses of suburbs and cities suggests
that our theories of policing, developed in large cities, will need to be tailored for contexts across
the county line. Racial threat theory, which has been subjected to much attention, was supported
in my analysis of cities, but contradicted in the models of suburbs, where race-and-place theory
had the most explanatory purchase. Perhaps previous research on racial threat found a positive
relationship because it focused on cities.
This study suffers from at least two limitations. First, the lack of information on ethnicity
in the UCR arrest data prevented analysis of white-Latino arrest disparities. This is especially
unfortunate considering the significant relationship between percent Hispanic and quality-of-life

arrests. This inability to disaggregate Hispanic and non-Hispanic white arrestees might also have
clouded some of the findings. The models of black-white arrest disparities included Latinos in the
white and black arrest rates. Since Hispanics are usually policed more like African Americans
than whites, but they are more likely to be identified as racially white, this bias likely tended to
more conservative findings. Nevertheless, future research should seek out data that distinguish
between race and ethnicity to avoid this problem.
A second limitation is the totalizing definition of “suburb” I use here. Suburbs are a
heterogeneous group. While I excluded especially small and especially racially homogenous
suburbs, there are large differences in my suburban sample. The inner-ring suburbs of the Rust
Belt and the McMansion exurbs of the southwest will likely display different policing patterns.
While the lack of specificity does not undermine the findings (the fixed effects methods captures
place-specific characteristics like suburb type if they do not vary over time), future research would
do well to incorporate more nuanced typologies of suburbs.
This project found a strong and statistically significant association between a suburb’s
share of families in poverty and its arrest rates. This suggests future scholarship might grapple
more with the role of poverty, fear of the poor, and economic crises in motivating policing trends.
It will continue to be important to understand the role of racial bias in policing, and class and race
can interact in sometimes surprising ways.
The Department of Justice report on Ferguson, Missouri found pervasive quality-of-life
policing there. The present study finds that Ferguson was not unique in its arrest practices.
Demographic and economic shifts are changing quality-of-life policing in the typical suburb.
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Chapter 6. Conclusion
Summary of findings
Taken together, these findings make a strong case for situating policing in its social, spatial,
governance, and economic contexts.

I found that social forces like gentrification, the

suburbanization of poverty, and fiscal crisis all interacted with policing, though not always in the
ways I expected. One finding that reappears in each chapter is the persistent, secular decline in
low-level arrests between 1990 and 2014. Based on my reading of the criminology literature, with
its consensus opinion that most police departments pursued broken windows policing, I began this
project expecting to find high and rising rates of misdemeanor arrests. While such arrests are still
quite high, they are diminishing quickly, as Chapter 2 finds. Declines in misdemeanor arrests were
clear in the overwhelming majority of large cities, suburbs, and rural towns. Drops occurred
among each major racial group and appeared when using different measures of arrest rates. The
major story about misdemeanor arrests in the 25 years starting in 1990 was their steady,
widespread, and enduring decline.
New York City was one place that bucked the national trend and implemented broken
windows policing intensely and persistently. The dissertation’s third chapter investigated the
extent to which this adoption was even more intense in gentrifying neighborhoods. I used three
measures of gentrification and two measures of low-level policing to capture the dynamics of
police and place. Descriptive statistics and maps showed neighborhoods undergoing gentrification
experienced more intense low-level policing. Multivariate methods drew a more nuanced picture.
Gentrification as measured by increases in white people and as measured by increases in housing
value was related to more stops and to more arrests, respectively, though neither measure
correlated with both stops and arrests. A class-based measure of gentrification showed no

120

association with policing. Though it is telling that none of the various specifications here found a
negative relationship between upscaling and low-level policing, I did find models of the
relationship will depend, in part, on how gentrification and policing are measured.
Zooming out from New York City, Chapter 4 described which U.S. cities and towns rely
the most on fine-and-fee revenue and it analyzed how municipalities’ criminal justice expenditures
changed during economic recessions. Midwestern suburbs, southern suburbs, and places with
large non-white populations collected the most revenue from fines and fees. Within municipalities,
decreases in revenue were associated with decreases in absolute criminal justice expenditure but
associated with increases in criminal justice spending as a percent of all spending. This means
police, courts, and jails are protected from austerity to a greater extent than other local government
functions, but that they eventually suffer cuts as well. I also found arrests declined during fiscal
crises, net of crime, suggesting arrests are more a function of government capacity than of crisis
management.
Chapter 5 examined how policing changed alongside suburban demographics and
compared it to changes in large cities. I found suburban and urban policing dynamics were quite
different, with suburban police departments making more racially disproportionate quality-of-life
arrests than urban ones. The disproportionality was even more intense in very white suburbs.
Within a suburb, growth in its nonwhite population was neutrally or negatively related to arrests
and racial disproportionality of arrests, suggesting diversification does not spur more intense or
more racist policing. An increase in a suburb’s poor population, however, was associated with
more quality-of-life arrests, suggesting the suburbanization of poverty was related to intensified
policing. The differences between cities and suburbs clearly have relevance for the type of policing
in each place, and the demographic changes in each will likely continue to reshape arrest practices.
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Implications for research and theory
These chapters and their findings should inform criminology, the study of political
economy, and the sociology of race and policing. Criminology needs a better understanding of
how police departments’ stated strategies are—or are not—implemented. The national decline in
low-level arrests following their mid-1990s peak occurred while researchers and police chiefs
claimed misdemeanor-focused policing was the order of the day. To be sure, the decline in lowlevel arrests is far from complete. The decrease has been less stark in suburbs and in some large
cities, and a decline in arrests of black people has yet to bring anything close to parity between
black arrests rates and either white or Asian ones. There is also ample research on the harms of
low-level arrests that should lead us to wish for further declines still, but the diminishment of
broken windows policing in most cities and suburbs is one of the largest untold stories in policing
since 1990. Both mainstream and critical criminology would do well to devote more research
toward understanding this decline, and to reorient our belief that broken windows is “spreading”
or “diffusing.” That we could err in our understanding of something so fundamental also suggests
we need better accounts of the current state of policing that get away from program evaluations or
single-jurisdiction studies and help us grasp broad trends. We must also be careful not to take
policing slogans at face value, but investigate the extent to which they are genuinely implemented.
Each of the chapters tested crime’s relationship to policing.

Crime is a common

explanation for how, where, and of whom police make arrests. Large portions of both the public
and criminal justice researchers accept this as true. The findings here suggest policing is, indeed,
responsive to crime. In each of the multivariate models of suburbs, municipalities, and New York
neighborhoods, places with more violent crime saw correspondingly more low-level arrests. For
non-arrest outcome variables, however, crime was less important. Criminal justice funding was
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negatively related to crime rates, and the racial proportionality of arrests had no relationship to
crime in suburbs. It is perhaps not surprising to say policing research must consider crime. It is
important to not stop with crime, however. As these studies demonstrate, a wide variety of social
and economic factors are as related, or more strongly related, to policing than crime.
Among this dissertation’s central questions was whether economic shifts and the demands
of capital altered policing. I found economic booms were more likely to co-occur with intensified
policing than were economic busts. Extrapolating from Hall et al.’s findings in 1970s Britain
might lead one to believe policing would intensify in the contemporary contexts of economic crises
as the state tried to stabilize the social order. What I found was that arrests and criminal justice
spending decreased during recessions in U.S. municipalities. Local police were more responsive
to budget capacity than public safety or social order imperatives. The political economy in these
places in the 1990s and 2000s was one of boom policing rather than crisis policing.

At the

neighborhood-level, I found a similar connection between economic growth and policing growth.
New York City made more arrests in neighborhoods experiencing property values increases and
gentrification. This might have been at the behest of real estate developers hoping to “clean up”
neighborhoods that promised profitable investments. Hall et al. encourage researchers to situate
their studies in place and time and not overgeneralize. My findings in U.S. cities and New York
neighborhoods point to a political economy of policing where economic bubbles, not economic
crises, are the most intensely policed.
As this dissertation is hardly the first to find, racism is a significant correlate of intense
policing. Aggregate numbers show extreme over-arrests of black people and reveal higher arrest
rates in cities with large black populations. Racial threat theory expects these inequities to be
exacerbated by further diversification. Indeed, I find large cities police more heavily when their
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nonwhite populations increase. Yet, I also find this relationship varies by geographic context.
Contrary to the finding in large cities, suburbs saw their arrests decline as more black and Latino
people moved in. During gentrification, it was, similarly, an increase in white people to a
neighborhood that was related to more stops, though those stops were concentrated on black and
Latino people. This circumscribes the applicability of racial threat theory and points to the
importance of considering race and place together. Relationships we observe at one level are likely
different at others, and trends likely depend on their context. Criminology and the sociology of
punishment require a political geography of policing. To understand uneven policing, we must
study how it varies by metropolitan context, under different socio-spatial relationships, during
different governmental configurations, and across scales.
Policy and social movement recommendations
This dissertation was spurred, in part, by the Black Lives Matter movement against overpolicing. I shared the movement’s anger at the police killings of unarmed black men, and that
anger informed my research questions about the causes and consequences of intense policing.
While my politics did not influence my findings, I hope the findings can be useful for social
movements and policy makers. Below are three lessons we might draw from this project.
First, reform efforts should target police budgets. Much of the current legislative advocacy
around policing recommends retraining officers, issuing body cameras, or requiring police to
identify themselves by name when initiating an interaction. These reforms might enhance the
fairness of police-community interactions, but my research shows that if we want to decrease lowlevel arrests, decreasing police funding would be a more effective way to do so. Tight municipal
budgets lead to fewer quality-of-life arrests. I am not the first to note the funding-arrests
relationship.

Most police spending goes toward personnel, and, as Raymond Kelly, then-
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commissioner of the NYPD noted in 2013, “When you hire more officers, they make more arrests”
(Robbins 2013). So, reform advocates should be wary of efforts to increase police funding, even
if its ostensible purpose is to fund ostensibly progressive initiatives like body cameras or retraining.
A change in mayorship can quickly redirect funds to misdemeanor-focused policing as it did in
New York City when Mayor David Dinkins’ early-1990s tax increase intended to fund community
policing was repurposed for aggressive misdemeanor enforcement when Rudy Giuliani took office
in 1994 (Beck & Matles 2015). Municipal budgeting is often boring and unglamorous, but it holds
great potential for police reform.
Another major lesson from my findings is that advocates and lawmakers should look at
what has gone well in the post-1990s decline in misdemeanor arrests. Sociologists and activists
are two groups that are reluctant to note when things go well. The former have frequently been
accused of a negativity bias (Ali & Cohen 2016). To be sure, the decline in low-level arrests has
not gone far enough. But, those of us interested in seeing it decline further might better understand
what has brought us to this point. Of the 50 largest U.S. cities, four of them (San Francisco,
Oakland, Denver, and Kansas City) saw declines in misdemeanor arrests, of a whopping 80% or
more between 1990 and 2014. What happened in these cities to create such stark changes and can
it be exported? Is there something unique to the western U.S. that is allowing cities there to alter
their policing so drastically? My chapter on broken windows’ decline can point us in a general
direction. Further research is needed to understand why this decline occurred. Noting what has
gone well in the past might help us devise good policies in the future.
Finally, the findings that police are influenced by spatial and economic changes should
underscore for policymakers that criminal justice policy does not exist in a vacuum. Policing
policy should be made in tandem with housing policy, fiscal policy, and social policy. Real estate
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developers might be advocating for tougher quality-of-life enforcement not because they are
concerned about public safety, but because they are interested in protecting their investments.
Suburban police chiefs might be requesting a bigger budget or more enforcement leeway not
because crime is increasing, but because they are afraid of their new, poor neighbors. If lawmakers
can look at the forest and not just the trees, they will see how policing connects to other policy
arenas. As many scholars, activists, and criminal justice practitioners have noted, police in the
U.S. are expected to respond to an incredibly broad array of social problems from homelessness
and drug use to terrorism and mental illness (Gilmore & Gilmore 2017; Dennis, Berman, & Izadi
2016). It is perhaps not surprising, then, that police are also susceptible to a broad array of
influences. Lawmakers would do well to narrow police departments’ portfolios and to be aware
of the non-public-safety prerogatives of intensified law enforcement. They should resist choosing
policing solutions to social problems like disorderly neighborhoods, increases in poverty, or overheated housing markets.
Final Thoughts
Understanding how places and economies influence police took on new urgency in the
2010s as dozens of black men were killed by police. What were the spatial, social, and economic
contexts of their killings? Specific causes are hard to know, but this dissertation set out to chart
how some of the U.S.’s biggest geographic and demographic changes were interacting with its
policing in the aggregate. Were low-level arrests more intense in gentrifying neighborhoods?
Were police more racially disproportionate during the suburbanization of people of color? Did
municipalities lean on policing in boom or bust times? I asked these research questions with
certain hypotheses, some of which were confirmed and some subverted. Together, the findings
here provide strong evidence that spatial, social, and economic context is enormously
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consequential for policing. May that as we better understand these dynamics we might lessen the
harms of policing as well.
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