Abstract: Model-assisted regression estimators are popular in sample surveys for making use of auxiliary information and improving the Horvitz-Thompson estimators of population totals. In the presence of strata and unequal probability sampling, however, there are several ways to form model-assisted regression estimators: regression within each stratum or regression by combining all strata, and a separate ratio adjustment for population size, or a combined ratio adjustment, or no adjustment. In the literature, there is no comprehensive theoretical comparison of these regression estimators. We compare the asymptotic efficiencies of six model-assisted regression estimators under two asymptotic settings. When there are a fixed number of strata with large stratum sample sizes, our result shows that one of the six regression estimators is a clear winner in terms of asymptotic efficiency. When there are a large number of strata with small stratum sample sizes, however, the story is different. Some comparisons in special cases are also made. Some simulation results are presented to examine finite sample performances of regression estimators and their variance estimators.
Introduction
Auxiliary information from sources such as administrative records is often available in sample surveys. Model-assisted regression estimators are the most popular estimators that utilize auxiliary information to gain efficiency in estimating population totals. Although regression estimators are constructed using a regression model between the variables of interest and some covariates, they are consistent and asymptotically normal under the traditional design-based framework in which the randomness of survey estimators is from repeated sampling. Thus they are robust against violation of the assumed regression model. But, when the regression model is correct, they are more efficient than the estimators that do not use the auxiliary information.
Let U denote the finite population of interest with N units stratified into H strata, U = U 1 ∪ · · · ∪ U H , where U h contains N h units and N 1 + · · · + N H = N . For unit i ∈ U , let y i be a nonconstant variable of interest and x i be a nonconstant auxiliary variable associated with y i . Although we consider a univariate x i throughout, all results can be generalized to the case of multivariate x i in a straightforward manner. Consider the estimation of the population total Y = ∑ i∈U y i based on a sample S = S 1 ∪ · · · ∪ S H from U , where each S h is a sample from U h according to some probability sampling plan and S 1 , . . . , S H are independently selected. Let n h be the size of S h and n = n 1 + · · · + n H . i is the first-order inclusion probability of unit i in S h , a known quantity from the sampling design. Under the traditional design-based framework, y i 's are fixed values and the only randomness is from the repeated selection of S from U . Let E s be the expectation with respect to repeated sampling. Then, it is well known that E s (Ŷ ) = Y .
For the auxiliary variable, the value of x i is observed for i ∈ S, and the value of X h = ∑ i∈U h x i is known (e.g., from administrative records) for each h. To utilize the auxiliary variable x i , the model-assisted approach (e.g., Särndal, Swensson, and Wretman (1992) ) can be adopted to form regression estimators. In the presence of strata, however, there are two ways to apply the regression: regression within each stratum or regression by combining all strata. Also, one can apply a separate ratio adjustment for population size, or a combined ratio adjustment, or no adjustment. This leads to six regression estimators of Y :
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is the slope estimator assuming a single regression line over all strata, and
is the slope estimator for the regression line within stratum h. The first subscript u inŶ uv given by (1.1)−(1.6) indicates whether a combined regression line over all strata is assumed (u = C) or a separate regression line for each stratum is considered (u = S). The second subscript v inŶ uv indicates whether no ratio adjustment for population size is applied (v = 0), a combined (over strata) ratio adjustment N/N is applied (v = C), or a separate ratio adjustment N h /N h within each stratum is applied (v = S). Some of the estimators in (1.1)−(1.6) are the same or similar to those proposed by previous researchers (e.g., Isaki and Fuller (1982) , Wright (1983) , Montanari (1987) , Särndal, Swensson, and Wretman (1992) and Fuller (2009)) and are frequently used in practice; the others are included for comparison. When combined regression is applied, knowing X, instead of each X h , is enough for estimatorsŶ C0 ,Ŷ CC , andŶ CS . Intuitively, regression by combining strata is motivated by the thinking that it produces more efficient estimators when all regression models across strata are the same (which is not always true as we show in Section 2). Although some discussions on the relative efficiencies among the six estimators in (1.1)−(1.6) can be found in the literature (e.g., Cochran (1977) , Särndal, Swensson, and Wretman (1992) and Fuller (2009)), a comprehensive theoretical comparison of these estimators is not available.
The purpose of this paper is to study the asymptotic relative efficiencies among these six estimators under the model-assisted approach that imposes a regression model between y i and x i in each stratum. We consider two types of sampling designs, one with a fixed number of strata and a large number of sampled units within each stratum and the other one with a large number of strata and a few sampled units within each stratum. Under the first type of design, we are able to draw some definite conclusions on the relative performance of estimators (1.1)−(1.6) provided the regression models are correct. Note that if we do not use any model, all six estimators are consistent and asymptotically normal under the design-based framework, but their asymptotic relative efficiencies cannot be precisely assessed unless some special designs are considered, for example, stratified simple random sampling. An example is given in Section 2.
Under the model-assisted framework, some asymptotic results for two types of designs are given in Sections 2 and 3, respectively. Some simulation results are presented in Section 4. The last section contains some discussion. All technical proofs are given in the Appendix.
Asymptotic Results for Large n h 's and Fixed H
To consider asymptotics, the population U is viewed as a member of a sequence of populations {U (k) , k = 1, 2, . . .}, where the number of units in U (k) increases to infinity as k → ∞. All quantities, such as y i , N h , etc., depend on the index k but k is omitted for simplicity. All limiting processes are with respect to k → ∞.
In this section, we assume that, in each stratum h, the population size N h and the sample size n h → ∞ as k → ∞. The number of strata, H, is fixed. The sampling design with a fixed H and large n h 's is commonly used in many surveys, for example, business surveys.
We can establish the asymptotic normality of estimators in (1.1)−(1.6) when the y i 's and x i 's are fixed values and the randomness is from the sample selection of S h , h = 1, . . . , H. A simple example, however, indicates that, under the design-based approach, we cannot generally tell which estimator in (1.1)−(1.6) is the most efficient one unless a special design is considered.
Consider that H = 1, each i ∈ U has probability p i to be selected, and sampling is with replacement. We compare the estimatorsŶ 1 = ∑ i∈S y i /np i andŶ 2 = NŶ 1 /N ,N = ∑ i∈S 1/np i , that are special cases of estimators in (1.1) and (1.2), respectively. Suppose there exists a positive constant M such that
Applying the delta method, we obtain that
where
Then,Ŷ 2 is asymptotically more efficient thanŶ 1 if and only if 
This together with Jensen
implies that (2.1) holds for large enough N . We consider the model-assisted approach that views (y i , x i ), i ∈ U , as random vectors following a model. To utilize the auxiliary variable x i , we consider the regression model
where α h and β h are, respectively, the unknown intercept and slope for the regression within stratum U h , ϵ i , i ∈ U h , are iid with mean 0 and an unknown variance, x i , i ∈ U h , are iid with an unknown variance, and ϵ i 's are independent of x i 's. The estimatorβ h in (1.8) is the least squares estimator of β h , h = 1, . . . , H. If we combine all regression lines into a single line, then the estimatorβ in (1.7) is the least squares estimator of the common slope. Although the combined regression is wrong when β h 's are unequal, estimators in (1.1)−(1.6) are still consistent and asymptotically normal since they are model-assisted estimators. This is even true when model (2.2) is incorrect. A theorem establishes the asymptotic normality of estimators (1.1)−(1.6), with respect to the probability under regression model (2.2) and repeated sampling. Let P s , E s , and V s be the probability, expectation, and variance with respect to repeated sampling, and let P m , E m , and V m be the probability, expectation, and variance with respect to model (2.2). We require some conditions.
The proof is given in the Appendix. The condition n h /N h → 0 is not needed when sampling is with replacement or simple random sampling without replacement.
The following are some conclusions for the relative efficiencies among estimators in (1.1)−(1.6). For two estimatorsŶ u andŶ v ,Ŷ u ≽Ŷ v denotes thatŶ u is asymptotically as efficient asŶ v ,Ŷ u ≻Ŷ v denotes thatŶ u is asymptotically more efficient thanŶ v , andŶ u ∼ =Ŷ v denotes thatŶ u andŶ v are asymptotically equivalent.
1. Asymptotically, no other estimator is more efficient thanŶ SS , even when regression lines across strata are the same. Some other estimators may be asymptotically as efficient asŶ SS under some special situations.
When α
. When α h = 0 and β h = β for all h, all estimators in (1.1)−(1.6) are asymptotically equivalent. 
Thus, applying the same ratio, the estimators using separate lines are more efficient than those using a single line.
6. When there exist h 1 and h 2 such that α
There is a definite conclusion. Asymptotically,Ŷ SS is the winner among all estimators in (1.1)−(1.6) even when the regression lines across strata are the same. This phenomenon has been noticed by previous researchers (see, e.g., Fuller (2009)). One explanation is that, when all n h 's are large, the information about the equality of regression lines does not help to improve model-assisted estimators of the forms (1.1)−(1.6) that are robust against model violation. Some model-based estimators may be more efficient thanŶ SS when all regression lines are the same, but they are not robust against model violation. Furthermore, the situation is quite different if some n h 's are small, as the results in the next section indicate.
Another point is that the result in Theorem 1 still holds ifβ h in (1.8) is replaced by a different consistent estimator of β h . Fuller (2009) indicates that, given a sampling design, an optimal slope estimator can be derived (e.g., (2.4.2) in Fuller (2009)) that is asymptotically more efficient thanβ h in (1.8) in terms of estimating β h . For the estimation of Y , however, the efficiency ofβ h is a second-order asymptotic effect. It does not improve the asymptotic efficiency of Y SS .
Asymptotic Results for Large H and Small n h 's
To increase efficiency, many surveys involve a large number of strata. To reduce the cost, a few units are sampled from each stratum. See, for example, Krewski and Rao (1981) . We consider a different asymptotic setting: all n h 's are bounded by a fixed constant and H → ∞.
For estimators based on separate regressions,Ŷ SS ,Ŷ SC , andŶ S0 , each n h has to be sufficiently large so that a regression within stratum h can be fitted. Since model (2.2) involves a two term regression function, we require n h > 2 for
When n h is small, it is not possible to obtain a consistent estimator for a parameter related only with stratum U h . However, quantities such as totals over all strata can be consistently estimated. ConsiderŶ SS as an example. Let E m|x be the expectation under (2.2), conditional on the
Thus,Ŷ SS is unbiased with respect to model (2.2). SinceŶ SS is a sum (over h) of independent random variables having finite means and variances (under some conditions), we can apply Liapounov's Central Limit Theorem to establish the asymptotic normality ofŶ SS . This is the approach considered by Krewski and Rao (1981) . We need some conditions.
(D1) There exists M 1 such that |α h |+|β h µ xh | < M 1 for any h.
for any h, and there exists δ > 0 such that, as H → ∞,
Theorem 2. If model (2.2), (C3), and (D1)−(D3) hold, then
where u = C or S, v = 0, C, or S, and
, and
The proof is given in the Appendix. Note that ∑ i∈S h
)w 2 i = 0 for any h, which occurs for example when w i is a constant within stratum h, then
(3.1) As for the relative efficiencies among estimators in (1.1)−(1.6), we have the following discussion. 
With simple random sampling (SRS) within each stratum,N
and, hence,Ŷ CS ≻Ŷ SS . However, it also follows from (3.1) that, when (β h − β) 2 increases to ∞, the ratio ϕ SS /ϕ CS increases to infinity, soŶ SS ≻Ŷ CS if (β h − β) 2 is sufficiently large for some h.
2. Under a general sampling design, there is no definite conclusion about the relative efficiency amongŶ C0 ,Ŷ CC , andŶ CS , because ϕ C0 , ϕ CC , and ϕ CS involve expectations and variances with respect to sampling. For example, there is no definite conclusion on which of
is larger. Similarly, we are not able to draw a definite conclusion about the relative efficiency amongŶ S0 ,Ŷ SC , andŶ SS . The result is quite different from that in Section 2 where all n h 's are large and H is fixed. In Section 2 we found a clear winner in terms of asymptotic efficiency, Y SS , regardless of the scenario, whereas for small n h 's, there is no winner even if we use SRS within each stratum. The asymptotic relative efficiency between Y CS andŶ SS depends on how the β h 's differ.
If β h = β and ∑

Empirical Results
In this section, we present some empirical results using simulated data sets. We also discuss variance estimation and examine related confidence intervals.
Simulation results for large n h 's and fixed H
We considered a population with H = 4 strata. In stratum h, we generated independent x i ∼ Γ(ϑ h , θ h ), i = 1, . . . , N h = 2000, where Γ(ϑ h , θ h ) is the gamma distribution with shape parameter ϑ h and scale parameter θ h , y i = α h + β h x i + ϵ i and z i = |30 + x i + ν i |, where ϵ i 's and ν i 's are independent and normally distributed with mean 0 and variance 50, and they are independent of x i 's. Values from different strata were independently generated. The values of the parameters of the gamma distribution in each stratum were as follows. ϑ 1 θ 1 ϑ 2 θ 2 ϑ 3 θ 3 ϑ 4 θ 4 4 10 3 8 2 9 3 11
For each h, we adopted the Rao-Hartley-Cochran (RHC) sampling scheme to obtain a sample of size n h = 200 without replacement from U h using z i 's as the weights (see, e.g., Sampford (1967) 
Samples across strata are independently sampled. Table 1 reports the value of (α h , β h ) and, based on 2000 simulations, the biases and standard deviations (SD) of six estimators, two estimated SD, SD S obtained by substituting asymptotic variance formulas derived in Section 3 and SD B based on the bootstrap variance estimator described in Bickel and Freedman (1984) , Shao and Tu (1995) , and Antal and Tillé (2011) with B = 300, together with the coverage probability, CP u , of the approximate 95% confidence interval for the population total Y : [estimated total−1.96 SD u , estimated total+1.96 SD u ], where u = S or B.
The following observations summarize the results in 3. Substitution and bootstrap variance estimators perform reasonably well. When the estimator of SD performs well, so does the 95% approximate confidence interval. In a few cases the substitution estimator SD S overestimates substantially, which results in a too large CP. The bootstrap estimator SD B is more stable, but always overestimates in our simulation. 
Simulation results for large H and small n h 's
We considered a population with H = 600 strata. In stratum h, we independently generated x i ∼ Γ(ϑ h , θ h ), i = 1, . . . , N h = 60, where ϑ h and θ h were independently generated from the uniform U (6, 8). In stratum h, y i 's and z i 's were generated as in Section 4.2. Values from different strata were independently generated. In stratum h, a sample of size n h = 4 was taken without replacement within U h , using SRS or RHC as described in Section 4.1. Samples across strata were independently sampled. The regression parameters were chosen as follows:
where values of a k and b k , k = 1, 2, are shown in Table 2 . Table 2 reports the same quantities as those in Table 1 (for SRS or RHC), except that there is only one estimated SD (and hence one CP) for each estimator. ForŶ C0 ,Ŷ CC , andŶ CS , the estimated SD, SD, is based on the bootstrap with B = 300 and bootstrap sample size n h − 1 (see, for example, McCarthy and Snowden (1985) , for the reason of using n h −1). This bootstrap method, however, does not work forŶ S0 ,Ŷ SC , andŶ SS , because it is highly possible that the bootstrap sample in stratum h contains only one or two points (y i , x i ) from S h when n h is small, which prevents us from regression fitting. Thus, we consider substitution estimators based on the result in Theorem 2:
where ζ hi and ψ hi are given in Theorem 2. Under SRS,Ŷ C0 =Ŷ CC =Ŷ CS andŶ S0 =Ŷ SC =Ŷ SS . Thus, the results are shown forŶ CS andŶ SS only.
The following is a summary of the results in Table 2 .
1. The biases of all estimators are negligible, although they are relatively large compared with those in Table 1 .
2. In terms of SD,Ŷ SS is no longer always the best. When regression lines are all the same, the estimators using combined regression are much more efficient than those using separate regression lines, which is quite different from the situation with large n h 's. On the other hand, when the slopes of regression lines are different, the estimators using separate regression lines are more efficient than those using combined regression. Under RHC, among the three estimators using separate regression lines,Ŷ SS is no longer the best,Ŷ SC is.
3. The substitution variance estimators forŶ S0 ,Ŷ SC , andŶ SS and the bootstrap variance estimator forŶ C0 ,Ŷ CC , andŶ CS perform well and result in good CP of confidence intervals.
Discussion
We study the asymptotic efficiencies of estimators (1.1)−(1.6) in two different asymptotic settings under stratified sampling with H strata and model (2.2). In the case where H is fixed and all stratum sample sizes tend to infinity, the estimatorŶ SS in (1.6) is asymptotically the most efficient estimator, regardless of whether regression models in different strata are the same or not. When all stratum sample sizes are small and H tends to infinity, however, no general conclusion can be made.
When H is fixed and all stratum sample sizes are large, it is not difficult to derive design-based consistent variance estimators for all six estimators in (1.1)−(1.6). In fact, it can be shown that the bootstrap variance estimators used in Section 4.1 are design-based consistent. For the case where all stratum sample sizes are small and H is large, it can still be shown that the bootstrap variance estimators forŶ C0 ,Ŷ CC andŶ CS described in Section 4.2 are designbased consistent.
There are estimators of Y other than those in (1.1)−(1.6). For example, an anonymous referee commented that we could consider regression adjustments instead of sample size adjustments, which lead to an estimator of the form
with some estimatorsα h andβ h . Asymptotic results can be similarly derived.
By (C2) and Liapounov's Central Limit Theorem,
and the third equality follows since E m 
and
Therefore, by Slutsky's Theorem,
From the conditions, there exists
According to the definition ofβ, we haveβ → p β, where
ForŶ SC , we havê
Similar to the previous proof, by the fact thatβ h → p β h , the asymptotic distribution of (Ŷ SC − Y )/N is as same as T , where
Therefore, under (C1)−(C3),
Since n h /N h → 0 then, for any fixed ϵ 0 > 0, when n h is large enough, Similarly, we can get the asymptotic properties ofŶ S0 ,Ŷ CC , andŶ C0 .
Proof of Theorem 2. By the Law of Large Numbers, we haveβ → β. Then, similar to the proof of Theorem 1, we havê
By (D2), it is easy to show that (Ŷ CS − Y )/N has the same distribution as T 2 , where 
It can be shown that ForŶ SS , we havê
) .
Similarly, we can get the asymptotic properties ofŶ C0 ,Ŷ SC , andŶ S0 .
