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Abstract
There are many identities for the hypergeometric series presented in the
article “Special values of the hypergeometric series” by Ebisu. In this note, we
obtain a new hypergeometric identity, which includes some of these identities
as special cases. We notice that this identity closely relates to a strange
evaluation by Gosper.
Key Words and Phrases: the hypergeometric series, hypergeometric iden-
tity.
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1 Introduction and Main Theorem
We begin with the binomial theorem,
1F0
(
a
− ;x
)
:=
∞∑
n=0
(a)n
n!
xn = (1− x)−a,
where (a)n is the Pochhammer symbol defined by
(a)n :=
Γ(a+ n)
Γ(a)
=
{
1 n = 0,
a(a+ 1) · · · (a+ n− 1) n ∈ N.
Let us consider a generalization of 1F0(a;−;x) defined as
2F1
(
a, b
c
;x
)
:=
∞∑
n=0
(a)n(b)n
(c)nn!
xn,
where c /∈ Z≤0. This series is called the hypergeometric series. Unfortunately, in
the general case, with unrestricted values of (a, b, c, x), the hypergeometric series
2F1(a, b; c;x) cannot be expressed in terms of well-known functions, or to be more
exact, gamma functions together with elementary functions (see [10]). However,
2F1(a, b; c;x) can be evaluated for parameter values satisfying certain conditions.
For instance,
2F1
(
a, b
c
; 1
)
=
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)
1
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holds for <(c− a− b) > 0. There are many other known identities for 2F1(a, b; c;x).
Most of these identities have been derived using Gosper’s algorithm, the W-Z
method, Zeilberger’s algorithm (see [8] and [9]), and the method of contiguity re-
lations, which was recently introduced in [2]. In [2], a number of identities for
2F1(a, b; c;x) are tabulated (see also [3], [5] and [6]).
First, we expand the definition of 2F1(a, b; c;x). Even if the parameter c is a
non-positive integer, we define 2F1(a, b; c;x) as follows if b is a non-positive integer
satisfying c < b:
2F1
(
a, b
c
;x
)
:=
|b|∑
n=0
(a)n(b)n
(c)nn!
xn (b, c ∈ Z≤0; c < b).
With this expanded definition, for example, the following identities hold for any
m ∈ Z≥0:
2F1
(
a, 3 a+ 1
3 a
;
3
2
)
=

0 if a = −1−m,
(−3)3m (1/3)m (5/3)2m
23m (2)3m
if a = −1/3−m,
(−3)3m (2/3)m (7/3)2m
23m+1 (3)3m
if a = −2/3−m,
(1.1)
2F1
(
a, 4 a+ 1
4 a
;
4
3
)
=

0 if a = −1−m,
(−1)m 28m (1/4)m (7/4)3m
34m (2)4m
if a = −1/4−m,
(−1)m 28m+1 (1/2)m (5/2)3m
34m+1 (3)4m
if a = −1/2−m,
5 (−1)m 28m−1 (3/4)m (13/4)3m
34m+2 (4)4m
if a = −3/4−m.
(1.2)
The formulae (1.1) and (1.2) appear as (1,3,3-3)(i) and (1,4,4-1)(i), respectively, in
[2]. These formulae are treated individually in [2]. However, looking closely at them,
we realize that they have a similarity: Their left-hand sides both have the form
2F1
(
α, 1− k
−k ;
k
α + k
)
, (1.3)
where k ∈ N. Hence, if we are able to evaluate (1.3), then (1.1) and (1.2) follow as
special cases.
From Gosper’s algorithm, we find that
(α)n(1− k)n
(−k)nn!
(
k
α + k
)n
= f(n+ 1)− f(n) (1.4)
where
f(n) :=
α + k
k
· (α + 1)n−1
(n− 1)!
(
k
α + k
)n
.
2
Formula (1.4) implies
2F1
(
α, 1− k
−k ;
k
α + k
)
=
(α + 1)k
k!
(
k
α + k
)k
, (1.5)
and, from this, we have the following theorem:
Theorem 1. For any (α, k) satisfying
(α, k) ∈ {(α, k) ∈ C× N | α + k 6= 0},
we have (1.5). The identity (1.5) includes the formulae (1.1) and (1.2), and also
the formulae (1,5,5-1)(i), (2,5,5-1)(i) and (1,6,6-1)(i) in [2], as special cases.
The above considerations illustrate that by tabulating and closely inspecting
formulae for mathematical functions, we can sometimes obtain new formulae.
In this note, we give another proof of the above theorem; Formula (1.5) can
be easily derived by hand, and we realize that (1.5) closely relates to a strange
evaluation by Gosper (see formula (2.5)).
2 A Proof of Theorem 1
In this section, we prove Theorem 1.
The following identity is easily verified:
2F1
(
α, 1 + γ
γ
;x
)
=
(αx− γx+ γ)(1− x)−α−1
γ
. (2.1)
Now, we consider the case in which γ approaches −k, where k ∈ N. Then, the
left-hand side of (2.1) becomes
k−1∑
n=0
(α)n(1− k)n
(−k)nn! x
n
− (α)k+1
k(k + 1)!
xk+1
[
1 +
(α + k + 1)(2)
(k + 2) · 1! x+
(α + k + 1)2(2)2
(k + 2)2 · 2! x
2 + · · ·
]
= 2F1
(
α, 1− k
−k ;x
)
− (α)k+1
k(k + 1)!
xk+12F1
(
α + k + 1, 2
k + 2
;x
)
.
(2.2)
Next, we evaluate
2F1
(
α + k + 1, 2
k + 2
;
k
α + k
)
.
From (40) in Section 2.8 of [4], we have
[c− 2b+ (b− a)x] 2F1
(
a, b
c
;x
)
+ b(1− x) 2F1
(
a, b+ 1
c
;x
)
− (c− b) 2F1
(
a, b− 1
c
;x
)
= 0.
(2.3)
3
Substituting (a, b, c) = (α + k + 1, 1, k + 2) into (2.3), this becomes
[k − (α + k)x] 2F1
(
α + k + 1, 1
k + 2
;x
)
+ (1− x) 2F1
(
α + k + 1, 2
k + 2
;x
)
= (k + 1).
(2.4)
This relation holds near x = 0. Now, we carry out an analytic continuation of each
side of (2.4) along a curve starting at x = 0 and ending at x = k/(α + k). In this
way, we obtain
2F1
(
α + k + 1, 2
k + 2
;
k
α + k
)
=
(α + k)(k + 1)
α
. (2.5)
This formula was first derived by Gosper in [7] (see also [2]).
Remark 2. As we now show, (2.5) holds for any (α, k) in the set{
(α, k) ∈ C2 ; α 6= 0, α + k 6= 0, k 6= −2,−3,−4, . . .} . (2.6)
First, we define
F (x) := 2F1
(
α + k + 1, 2
k + 2
;x
)
.
Then, because the radius of convergence of a non-terminating F (x) is 1, and because
F (x) is a multivalued function, we cannot uniquely determine its value for x ∈ C
satisfying |x| ≥ 1, in general. In other words, the value of F (x) at such values of x
is ill-defined. However, as seen in the above, the value of F (k/(α + k)) is uniquely
determined and, hence, well-defined even if |k/(α + k)| ≥ 1.
From (2.1), (2.2) and (2.5), we find that
lim
x→k/(α+k)
lim
γ→−k
(lhs of (2.1)) = 2F1
(
α, 1− k
−k ;
k
α + k
)
− (α + 1)k
k!
(
k
α + k
)k
,
lim
x→k/(α+k)
lim
γ→−k
(rhs of (2.1)) = 0.
Thus, we have verified Theorem 1 except in the case α = 0. However, it is obvious
that (1.5) holds when α = 0. This completes the proof of Theorem 1.
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