Reduced dimensionality in two dimensions is a topic of current interest. We use model systems to investigate the statistical mechanics of ideal networks. The tilings have possible applications such as the 2D locations of pore sites in nanoporous arrays (quantum dots), in the 2D hexagonal structure of graphene, and as adsorbates on quasicrystalline crystal surfaces. We calculate the statistical mechanics of these networks, such as the partition function, free energy, entropy, and enthalpy. The plots of these functions versus the number of links in the finite networks result in power law regression. We also determine the degree distribution, which is a combination of power law and rational function behavior. In the large-scale limit, the degree of these 2D networks approaches 3, 4, and 6, in agreement with the degree of the regular tilings. In comparison, a Penrose tiling has a degree also equal to about 4.
Introduction
The statistical mechanics of networks has received increased attention in recent years [1] . From a mathematical or physics perspective, some of the earliest networks investigated were random graphs [2] . Graph theory has quite a long history of over 50 years since the initial investigations on random graphs. Graphs need not be random, and in fact it is well known [3] that in two dimensions, it is possible to tile the plane with 3, 4, 6, or even 5-fold symmetry if one allows for tiles of different shapes.
The Archimedean lattices describe methods of tiling the plane with geometric polygons [4] . For these, we require: (a) that the tiling be edge-to-edge; (b) that the tilings be regular polygons; and (c) that all vertices be of the same type [4] . This then results in 11 distinct tilings known as the Archimedean or Kepler tilings. The Schläfli symbols that describe the polygon type and the degeneracy type that meets at an equivalent vertex labels them appropriately. If we further require that the tilings be constructed with regular polygons that are monohedral, i.e., the same size and shape, we have the three regular tilings, 3 6 , 4 4 , and 6 3 . We also take a look at two-dimensional quasicrystalline or 'Penrose tilings' with five-fold symmetry. These arrays are created with two different rhombs, one thin and one thick, with the same edge length. We mention here that the five-fold symmetry seen in Fourier diffraction patterns [5] , is a result of medium to long range order in the graph, which we confirm by finding the number of nearest neighbors (≈4) in these plots.
The regular tilings may have applications in the real world, as the coordinates define the locations of pore sites in nanoporous arrays [6] . All three of the regular tilings have been fabricated by nanolithography into (non-ideal) porous arrays for the definition of nanosized material (dots or wires). Also, two-dimensional hexagonal networks of carbon have been made, in the form known as graphene [7] . The 2D nature of graphene is not ideal or perfectly flat, but when suspended in air has ripples on the order of 1 nm [8] . The 2D structure of Penrose tilings may be applicable to surface studies [9] of adsorbates on quasicrystalline single crystal surfaces. We have previously calculated some Euclidean distance matrices and the Wiener Indices of several graphs of nanoarrays [10] . Here our focus is on the statistical mechanics of the ideal finite networks.
Many of the fundamental characteristics and calculations for graphs can be achieved from the knowledge of its associated adjacency matrix. The adjacency matrix is constructed by numbering the vertices in the graph; if there is a link between two adjacent vertices, the corresponding matrix element is one. If there is no link, the matrix element is zero. If we define the matrix element to be the actual distance between the vertices, then we are using a Euclidean adjacency matrix [10] .
The statistical mechanics approach to complex networks has been developed since it lends itself to reducing seemingly complex calculations on many elements into relatively simple analysis. There are a number of terms [1] that have been developed with this analysis to clarify the type of network under consideration. Thus 'random' graphs generally have a specified probability that two vertices are connected; 'clustering' refers to the number of links each vertex has in relation to the total number of links; 'small world' refers to the number of links separating two vertices along the shortest path between them, with a general consensus that an average of six over the whole graph defines the small world concept; 'degree distribution' describes the relationship between vertices and the number of links between them, in other words, the number of nearest neighbors. If the degree distribution has a power law behavior, it is said to be 'scale-free'.
Using the statistical mechanics approach, one can calculate the usual relevant parameters such as: the partition function, free energy, entropy, and enthalpy, once one has determined the adjacency matrix [11] . In the present manuscript, we determine these functions for the regular tilings and a well defined 2D random graph. As an aside, we mention that the random graph does not correspond to a nanoporous array since it has a dense Fourier transform, but random networks are under active investigation as models of other systems [1] .
Experimental details
MATLAB, Excel, and Kaleidagraph are the software tools necessary to create and analyze the data. In the graphs we use, the Euclidean distance between vertices is calculated, and vertices are connected up to 1.15 times the minimum distance between every two vertices. This generates all the regular tilings with the appropriate nodes and links, without extraneous links occurring. The 2D random graph uses a uniform random distribution to assign 2D coordinates, and connects links between two vertices if the Euclidean distance is less than 1.15 times the smallest distance (any factor less than √ 2 will work). We generate finite networks of about 10, 100, 500, 1000, and 10,000 vertices and plot the results. The MATLAB code generates the plots of the graphs, the values of the statistical mechanics functions, and the average degree of vertices in the graph. The processing time goes as the fourth power of the number of vertices, with 10,000 vertices taking about 1900 s.
Methods

Local geometry
The regular tilings can be generated by the equations:
where a 1 and a 2 are basis vectors for the sites or vertices, a is the distance between sites, and n is the symmetry of the lattice, 3, 4, or 6. In addition, a hexagonal tiling is actually constructed from two interconnected equilateral triangles with a basis shift of the second triangle given by:
where a is again the distance between sites. The MATLAB code plots graphs from the adjacency matrix, which only includes connections from nearest neighbors. In Table 1 , we list the first and second nearest neighbor distances for regular tilings. We see that the random graph could have used any factor up to √ 2, since that is the smallest value for the second nearest neighbor.
We also used Penrose tilings in this work. The two rhombs for generating these plots is shown in Fig. 1 . The 'bond length' is a, and is the same for both rhombs. It can be seen that in the narrow rhomb, the distance across vertices B and D is the nearest neighbor in these graphs. The distance from Q to S in the second rhomb is the third neighbor, so that the distance of interest are all second neighbors of length a. If we normalize to the smallest distance, then a has length τ ≈ 1.618 the golden mean. In the MATLAB code, we create two adjacency matrices that cut off distances below and above the golden mean, to create a plot with the second neighbors. We calculate the number of neighbors for each site for a Penrose tiling of 12,079 vertices and plot the results in Fig. 2 . The maximum value is L D = 7, with 653 sites having this configuration, where L D is the local degree of a site. If we cut the L D = 1, 2 coordinated sites as being border vertices of the graph, we get an average degree of d ∞ > 3.987 (where d ∞ is the average degree of vertices in the graph for a large array). A small number of the L D = 3 sites and above are also likely to be border vertices. In Fig. 3 , we show the graphs resulting from connecting a nominal 300 vertices with random, 3, 4, 6-fold symmetry, along with a Penrose tiling. These are shown as evidence that since the MATLAB plot is derived from the adjacency matrix, we can have confidence that the calculations proceed as designed, as the calculations depend on an accurate adjacency matrix.
Statistical mechanics
The adjacency matrix has been described previously. Here we show how to calculate the statistical mechanics functions from the adjacency matrix A [11] . The partition function of a graph G with 'inverse temperature' β = 1/(k B T ), is defined as the trace of the following matrix:
where Z is the partition function. We set β = 1 in our calculations. Note that β can be considered the 'strength' of an interaction between two vertices [11] , so that in principle one could create a more realistic model for 2D applications based on its' value.
In following with the statistical mechanics approach, we define the probability p j that the ensemble occupies a microstate j to be:
where λ j is an eigenvalue of the adjacency matrix A. The (Shannon) entropy [12] of the graphs can then be defined as follows: or if it is rewritten:
where β = 1/(k B T ), and k B is the Boltzmann constant. We plot the entropy/link vs. the number of links in Fig. 4(a) . The data is generated from finite networks of about 10, 100, 500, 1000, and 10,000 vertices linked together. (The lower limit of 
Table 2
Fit parameters for the degree distributions of Fig. 5 (using Eq. (9)). This results in the free energy represented as the natural logarithm of the partition function:
and the enthalpy written as follows:
where A and Z have the standard definitions. We plot the enthalpy/link and free energy/link in Fig. 4(b) and (c), respectively. The most notable feature of the enthalpy graph is that the random graph is steeper than the rest, and has perfect regression through the data points. The power-law fits of the enthalpy/link in the random graph is better than the other graphs, and seem to decrease from the fit with a large number of links. The free energy plots look similar to the entropy plots, with a similar power regression, but differing in sign. We mentioned that scale-free networks typically have a power law fit to the degree distribution. In such cases, it is possible to get an explicit form for the degree distribution relationship [14] . In our case, we know that the large-scale limit for the regular tilings have degrees or nearest neighbors of 3, 4, and 6. In the MATLAB code we calculate the degree as the quotient of the number of links and the number of vertices in A, and plot the results in Fig. 5 . We use an empirical fit of the form:
where V is the number of vertices, a, b, and c are constants of the fit, d ∞ is the average degree of vertices in the graph as the size of the graph gets large; either 3, 4, or 6; d n is the average degree of vertices in the graph for a specific size graph and n is the number of finite vertices in the graph. Note that d n and V take on discrete values and thus V is not a continuous function. The fit parameters are summarized in Table 2 . These fits are optimized using the Curve Fitting Toolbox in MATLAB. We plot the number of vertices vs. the degree for the five different graphs. The curvature at low degree is due to the number of border vertices with fewer links as a fraction of the total number of vertices, and d ∞ appears as a vertical asymptote in the rational function fits. We find that the Penrose tiling has a value of d ∞ ≈ 4, less than the 5-fold symmetry from the long-range order. At low values of d, the only data point we can be confident about is the coordinate (1, 2) for the random graph, which is interpreted as two vertices having one nearest neighbor. For the other tilings, how the network grows will determine the degree and there is no unique configuration for small networks. From the plot we see that the Penrose tiling requires the largest number of vertices for the minimum features of the graph, which corresponds to the long-range character of the tiling. If we require that the graphs be 'compact', i.e. have a minimum number of border vertices, we feel confident that the regression fits are accurate.
Conclusions
In summary, we have determined the statistical mechanics functions and degree distribution for the regular tilings, a random graph, and a Penrose tiling. These model systems give us an idea of how the statistical mechanics of finite networks behave as they become larger. The statistical mechanics plots of the entropy, free energy, and enthalpy all have power law behavior, with good regression features. The degree distributions follow a combination of power law and rational function character, which explains the effect of border vertices and number of links in the graph. We estimate that a Penrose tiling with 5-fold symmetry has degree d ∞ ≈ 4.
