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CHAPTER 1
1.0

INTRODUCTION
Nucleic acids are key in the central dogma of biology (Figure 1) [1]. Genetic

information is stored in deoxyribonucleic acid (DNA) in the three domains of life,
archaea, eukarya and bacteria [2]. Additionally, ribonucleic acid (RNA) acts a geneticinformation store in some classes of viruses [3]. However, controversy remains as to
whether viruses can be classified as living or non-living entities [4]. Stored genetic
information is propagated to an organism’s offspring, hence, ensuring the species
survival. DNA is the template for its own replication and for RNA transcription. Coding
portions of the transcribed RNA are processed and translated/decoded to sequences of
amino acids, which play numerous cellular roles ranging from structure to regulation [5].
RNA was viewed for many years as merely an intermediary in the gene expression
pathway. However, this view has been revised following overwhelming evidence of RNA
carrying out numerous roles that were traditionally believed to be a preserve of proteins
[6-8].
RNAs participate in events such as RNA processing, translation, and gene
regulation, among others, without the mediation of protein molecules [9-11]. Since DNA
and RNA are at the epicenter of life, they continue to be studied extensively in an
interdisciplinary manner with new discoveries including structure and dynamics being
unraveled. A biomolecule’s adopted structure is highly informative of its function in the
doctrine of structure-function relationships. In the cell, biomolecules have evolved to be
dynamic, and thus, they undergo various molecular motions relevant to their optimal
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function. This biomolecular motion is normally preceded by disruption of existing
interactions and mediation of new contacts.

Figure 1: The central dogma of biology. The genetic information stored in DNA is
transcribed into RNA, which is then translated by the ribosome into proteins. The
proteins have various effector roles in the cell (figure was generated with ChemDraw).

These motions can be classified as either inter- or intramolecular. An excellent
example of intermolecular motion is the movement of motor proteins on myofibrils as
they transport cargo from one cellular point to another [12]. On the other hand,
intramolecular dynamics are ubiquitous and they take place in all biomolecules. They
can be classified as global or local based on their relative distances. Global dynamics
are crucial for nucleic acid function. Normally occurring in the tens of nanometer range,
different regions of a molecule come into close proximity and facilitate novel contacts
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necessary for adoption of a molecule’s functional state [13]. Equally important are local
dynamics in which the molecule undergoes minimal rearrangements.
1.1 DNA structure
After replication, DNA normally adopts a B-form double helix (Figure 2) [14]. The
helical DNA can either be linear or circular. Other common forms of DNA secondary
structures include the A and Z forms [15, 16]. Additionally, the interaction of three DNA
strands may result in the formation of the less common H-form of DNA triplexes [17].
The duplex DNA normally adopts a supercoiled conformation. This supercoiling leads to
a tertiary structure folding that is important for DNA packaging [18]. Protein factors such
as helicases normally unwind the double-stranded DNA to a single-stranded form to
allow cellular processes such as transcription to take place [19]. The single-stranded
DNA may adopt different dynamic conformations, and can also adopt various structures
forming numerous folding motifs [20]. Additionally, DNA can form various other complex
structures including Holliday junctions and G-quadruplexes [21, 22]. Adoption of these
important structures requires large global motions of the spatially separated regions.
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B-form DNA

A-form DNA

RNA helix

PDB: 1BNA [23]

PDB: 213D [24]

PDB: 3EYI [25]

Figure 2: DNA and RNA helices. Double-stranded DNA normally adopts the B form,
which has a wide major groove and a narrow, but deep, minor groove. The doublestranded DNA may also adopt the A-form conformation whose major groove is narrow.
RNA, though single stranded, also forms several paired helical regions as it folds to
adopt its native state. The example of an RNA helix shown here is derived from the HIV1 genome.

The formation of the various DNA structures is facilitated by the presence of
hydrogen-bond donors and acceptors present abundantly on its nitrogenous bases
(Figures 3 and 4). Since the phosphate backbone and the sugar moieties are
structurally similar for all DNAs, the DNA sequence is elucidated based on the identity
of the pyrimidines (cytosine (C) and thymine (T)), and purines (guanine (G) and adenine
(A)) present in the strand. These four bases normally pair with each other in DNA
duplexes. In the Watson-Crick (WC) B-form DNA structure, G base pairs with C,
whereas A base pairs with T, thus forming the etiology of the canonical WC pairing rules
(Figure 3) [14]. Similar base pairings also occur in RNA with T being replaced by uracil
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(U). The above four heterocyclic compounds form the standard nucleic-acid bases with
additional variations stemming from enzymatic modifications [26]. The bases are
connected to the ribose sugar through a carbon-nitrogen (C-N) glycosidic bond. While
energetically base interactions through the WC face are the most favorable, DNA bases
can also interact via their Hoogsteen faces, thus increasing the number of pairing
possibilities [27]. Additional DNA interactions involve the bases and phosphate
backbone [28]. In RNA, interactions via the sugar edge can also be formed.

Figure 3: GC and AT Watson-Crick base pairings in DNA. In RNA, the thymine is
replaced with uracil, which lacks the methyl group at C5. Whereas these are the
energetically favorable base pairs, hydrogen-bonding interactions may also occur via
the non-WC faces giving rise to non-canonical base pairs.

The nucleic acid furanose sugar is covalently attached to the phosphate-carbon
backbone through C5 and C3 atoms. To decrease the angle strain, the ribose sugar in
both DNA and RNA is puckered; otherwise, bond angles would be below the carbon
tetrahedral angle of 109.5 if the sugar were planar. This puckering results in either C3
or C2 endo conformations. In B-form DNA the C2 endo conformation is adopted
primarily [28]. DNA is replicated by DNA polymerases in the 5 to 3 direction. The
chirality of the sugars give DNA its directionality (Figure 4) [29]. The DNA sense strand
contains the message (protein sequence), while the antisense (i.e. non-coding) strand
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serves as the template for RNA transcription by RNA polymerases. The DNA/RNA
base adopts either a syn or anti conformation (Figure 5) whereas the sugar is puckered
(Figure 6).

Figure 4: DNA/RNA ‘directionality’. DNA is replicated by DNA polymerases in the 5 to 3
direction. Similarly the transcription of RNA takes place in the 5 to 3 direction.
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syn guanosine

anti guanosine

Figure 5: DNA/RNA base configuration. The base can rotate around the C-N glycosidic
bond resulting in either a syn or anti configuration. The anti form is the most common,
owing to steric clash between the base and the sugar in the syn configuration. The
coordinates are derived from PDB: 2LEB [30].

C2 endo sugar conformation

C3 endo sugar conformation

Figure 6: The ribose sugar is puckered. This ensures a decrease in the angle strain. In
B-form DNA, the sugar puckering is mainly C2 endo, while in RNA the sugar puckering
is mainly C3 endo. The coordinates for the C2 endo sugar conformation are from a BDNA structure, while those of the C3 endo sugar pucker are from the HIV-1 genome
RNA helix PDBs: 1BDNA & 3YEI, respectively [23, 24].
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Base dynamics are of great importance to DNA function. Though paired, the
DNA bases undergo occasional breathing, which momentarily disrupts the hydrogenbonding interactions [31]. A DNA base can also undergo a complete (i.e., 180 rotation
from the helix) to adopt a flipped-out conformation [32]. These base motions are crucial
for base modifications and DNA repair processes [33]. Base dynamics within DNA and
RNA will be investigated in Chapter Three of this dissertation.
1.2 RNA structure and function
RNA plays numerous key cellular roles in addition to being the intermediate
molecule during gene expression, as the genetic information stored in DNA is decoded
to proteins. Proteins remain the most widely characterized cellular effectors, whereas
the pivotal roles played by RNAs within the cell are more recently being fully
appreciated. Identification of catalytic RNA (ribozymes) by Tom Cech in 1982 formed
part of the foundation of the revolutionary investigation of the additional cellular chores
dutifully implemented by RNA [8]. In the decoding of the mRNA itself, the catalytic
molecule involved (the ribosome) is believed to be a ribozyme [7, 11]. This stems from
the direct involvement or the ribosomal RNAs in the peptidyl transfer reaction within the
ribosomal active site and the absence of protein residues within this region. Additionally,
RNA molecules serve as adaptor molecules that carry the incoming amino acid to the
elongating peptide chain in the ribosome [34]. Section three of Chapter Three in this
dissertation will focus on local dynamics that take place within the acceptor stem of one
example of the transfer RNAs, tRNAPro. RNAs are also key in the removal of introns
within the coding regions of mRNA via the splicing reactions. In the eukaryotic nucleus,
five nucleolar small RNAs form the splicing macromolecule (the spliceosome), which is
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the catalytic molecule [35]. Furthermore, RNAs have direct involvement in gene
regulation through the action of various non-coding RNAs such as riboswitches,
microRNAs, small interfering RNAs (siRNAs), and PIWI RNAs, among others [9, 10, 36,
37]. The riboswitches in particular will be described further in subsequent sections of
this dissertation, in which folding landscapes and local base dynamics will be analyzed.
Although RNA is often depicted as single stranded, in reality it is usually highly
structured. The adoption of the highly folded native structure is crucial for function, and
any errors in folding can result in loss of function. As the RNA polymerase carries out
transcription, the product RNA subsequently begins to fold. Hence, transcription and
folding takes place concomitantly in a hierarchical manner. Local base interactions lead
to formation of secondary structure that is then converted to a more compact tertiary
form through long-range interactions [38-40]. The RNA-folding problem is comparable to
protein folding described by funnel diagrams and energy landscapes that attempt to
describe the Levinthal paradox [41-43]. Compared to protein folding, the RNA-folding
problem is more complex due to the presence of more dihedral angles per residue,
which increases its folding degrees of freedom. On the other hand, well-understood
pairing rules make RNA folding easier to investigate. Just like in DNA, WC base
pairings are favored. However, in comparison to DNA, non-canonical base pairs are
more abundant in RNA [44, 45].
For the RNA primary sequence to favorably adopt the secondary structure,
effective charge screening is required, owing to the negative charge of the phosphate
backbone [46, 47]. In vivo, monovalent and divalent ions are believed to be crucial for
negative charge neutralization [46, 47]. The secondary structure consists of paired
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regions that form duplex structures and unpaired regions, which may, for instance, form
loops. This results in hairpin structures or bulges, as well as other secondary structures.
The secondary structure may also only consist of paired helices in some regions while
leaving others unfolded. The active tertiary RNA structure is adopted after the
secondary structure, with the two processes being separated in time [48]. The
separation between the secondary structure formation and the tertiary structure
adoption is more pronounced as the RNA length increases [39]. For the native tertiary
RNA fold formation, divalent/diffuse metal ions are required [47]. The divalent metal ions
have an additional role to the ubiquitous monovalent metal ions, which provide an
electrostatic charge sphere to neutralize the negative phosphate backbone. Mg2+ ions in
particular are central to RNA folding and normally have specific binding sites within the
RNAs, as evident in numerous crystal structures [49]. Thus, various structural studies
and supporting metal ion titrations have lead to conclusions that the divalent metal ions
within specific binding regions mediate crucial contacts that are important for the native
structure adoption. The formation of tertiary structures require long-range interactions,
which result in the formation of several RNA folding motifs, including pseudoknots, kinkturns, A-minor motifs, ribose zippers, U-turns, S-turns, tetraloop-tetraloop receptor
interactions, coaxial stacking, and bifurcations [50, 51].
In comparison to DNA, the additional 2 OH present in RNA offers an additional
functional group that can potentially interact with other atoms during RNA folding.
Additionally, this group is nucleophilic, thus influencing the diverse roles of RNA. The
RNA folding pathway is highly rugged with deep kinetic traps, in which RNA can be
trapped in misfolded forms (Figure 7) [46]. Additionally, huge energy barriers need to be
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overcome for the folding RNA to transit from local minimas to the global minima
conformation (Figure 8) [42]. Extrinsic factors such as metal ions or RNA folding
chaperones may help to overcome the energy barriers by stabilizing favorable transition
states [48, 52, 53].

Figure 7: Hierarchical RNA folding pathway. The RNA adoption of the functional native
structure takes place sequentially. The random coil 1 structure adopts a 2 structure
following screening of the net negative phosphate backbone charge. Adoption of the
native 3 structure is mediated by divalent ions. Misfolded intermediates may also be
formed with the propensity increasing with the length of the RNA. Adapted from ref [46]
with permission from Springer.

Figure 8: RNA folding funnel showing the numerous local minima. The folding
landscape is highly rugged with numerous kinetic traps that need to be overcome to
adopt the global minima conformation. Adapted from ref [38] with permission from
Nature Publishing Group.
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Once natively folded, RNAs are not static as depicted in structure studies. Due to the
flexibility of their backbone owing to the six backbone dihedral angles, RNAs alternate
between multiple conformations with varying timescales (Figure 9) [28, 54]. These
conformational changes are invaluable to their diverse functions. For instance, RNAs
use alternating folded states to regulate the expression levels of an associated gene
[10].
Whereas structure studies normally capture the most stable conformation
present in the sample (crystal) or report the average-ensemble structure (solution),
structural dynamics investigations are able to monitor the atomic interactions as the
RNA molecule folds. Computer simulations can report on the inter-atomic dynamics in
real time, mainly by utilization of molecular mechanics simulations [55]. While molecular
dynamics can be highly informative, experimental techniques remain superior. Singlemolecule techniques are revolutionary for RNA biophysics, as they provide information
about RNA folding landscapes by investigating individual molecules rather than the bulk
[56]. Following the removal of the ensemble-averaging demerit of bulk methods, which
would otherwise result in loss of key information, the population heterogeneity behavior
of molecules within an RNA sample under consideration is revealed [56, 57]. Since this
dissertation focuses on single-molecule applications to study both global and local DNA
and RNA conformational changes, investigation of RNA folding using this technique will
be explained further in subsequent areas.
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Figure 9: RNA dihedral angles. The RNA conformational flexibility is highly influenced
by the large number of torsion angles present in comparison to proteins. This increased
degrees of freedom in RNA increases the population heterogeneity (figure was
generated using ChemDraw).

1.3 RNA structure within the cell
Biomolecular structures in vivo need to be understood properly so as to
unambiguously elucidate the mechanism of action of these biomolecules within the cell
[58]. Key questions therefore are: 1) what kind of structure(s) do a biomolecule under
consideration adopt within the cell, and 2) how does in vivo structure differ from the
structure adopted in vitro? Understanding a biomolecule’s actual structure within the cell
will probably be the future of the structural biophysics field. In vitro, studies using model
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constructs, especially employing the ‘reductionist’ approach, have been the main
strategy for investigating RNA biomolecule structure-function interfaces. Generally, the
in vitro determined structures may be significantly different from the structures adopted
in the cell. For instance, FlgM, which is believed to be an intrinsically unstructured
protein, is actually highly structured in vivo [59]. In other cases, the in vitro determined
structure may not be sufficient evidence for the existence of the specific structure in
vivo. For instance, the in-cell existence of G-quadruplexes, which are easily formed in
vitro remains a hotly debated issue [60, 61].
Ideally, the use of methods that can elucidate the structure of the biomolecule
within the cell (in-cell studies), would be the most informative; however, numerous
challenges hinder these kinds of studies. Hence, ‘in test-tube’ experiments are normally
designed to, as closely as possible, mimic the in vivo physiology. This involves the
adjustment of factors such as pH, ionic strength, and buffer strength among others. One
of the key cellular components normally neglected in the dilute solution studies is the
influence of neighboring biomolecules within the cell to the folding biomolecule. These
macromolecules result in what is referred to as molecular crowding [62-64]. The effects
of molecular crowding are dependent on the identity of the crowding molecules, with
both their sizes and shapes being highly important [65].
RNA folding requires global dynamics [39, 40, 48]. ‘In dilute’ conditions, several
studies have been informative of changes accompanying the folding process. In
particular, single-molecule fluorescence techniques have been highly informative.
Studies have, however, mainly been carried out in non-crowded solutions. Therefore,
the effects of the surrounding soluble and non-soluble molecules to the folding and
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dynamics of the test molecule remain poorly understood. Since these changes may be
different in vivo from the reported in vitro observations it is therefore highly relevant to
investigate RNA folding in experimental conditions that are representative of the cellular
crowded state. Chapter Four of this dissertation focuses on RNA folding in molecular
crowding conditions using inert high-molecular-weight polymers that have been
validated previously as mimics of cellular crowdedness [65, 66]. We focused in
particular on the effect of molecular crowding on the folding and global dynamics of a
ubiquitous bacterial riboswitch, which binds cyclic-diguanylate monophosphate (c-diGMP) and regulates the expression of various associated genes in the bacteria. The
genes under c-di-GMP riboswitch regulation are important in biosynthesis of adhesins
and exopolysaccharide matrix components, bacterial long-term survival, response to
environmental stress and motility among other roles [67].
1.4 Riboswitches
Regulation of genes is crucial to deter their aberrant expression. Historically,
proteins regulators have been known to play fundamental roles in ensuring that proper
gene levels are maintained. RNA motifs that can also regulate gene expression have
been identified in the last few decades. In particular, one class of regulatory RNAs binds
to small metabolites and effects changes in gene expression [68]. These are known as
riboswitches since binding of their cognate metabolite leads to ‘switching’ of the
associated gene. Riboswitches are untranslated mRNA elements normally found within
the 5 untranslated region (UTR), which mostly act in cis to either up- or down-regulate
the expression of the message encoded. The Breaker lab coined the term ‘riboswitch’ in
2002 following their identification or 5 UTR mRNA elements that regulate cobalamin

16
biosynthesis [10]. Previous studies had, however, hinted to regulation of genes by RNA
components [68]. Riboswitches bind to small molecules within their binding pockets
using highly specific interactions. Numerous riboswitches have been identified to date in
which some metabolites are sensed by more than one class of riboswitches. Examples
of metabolites sensed by riboswitches include S-adenosyl methionine (SAM-I to SAM-V
riboswitches), S-adenosyl homocysteine (SAH riboswitch), purines riboswitches
(adenosine (A), guanosine (G), deoxyguanosine (dG), amino acids (e.g., lysine by the
L-box riboswitch), metals (e.g., Mg2+ riboswitch), flavin mononucleotide (FMN), thiamine
pyrophosphate (TPP riboswitch), cobalamins (vit B12 adenosyl cobalamin and aquo
cobalamin riboswitches), c-di-GMP (class I and class II c-di-GMP riboswitches, prequenosine (preQ riboswitch), glucosamine-6-phosphate (glms riboswitch), tRNA (T-box
riboswitch), and anions (e.g., F- riboswitch) [10, 69-91].
1.4.1 Riboswitch structures
The riboswitch structure consists of two domains, an aptamer region and a
downstream expression platform domain [10]. The cognate metabolites bind to the
aptamer region with high specificity. Once the metabolite is bound, conformational
changes take place within the downstream expression platform, resulting in either an
up- or down- regulation of the specific gene under the riboswitch control. The folding of
the riboswitch aptamer domains has been one of the highly investigated RNA folding
models of the past decade as evident from the high number of publications [10, 70, 73,
75, 77, 79-81, 83, 89-93]. X-ray crystallographic [69, 78, 79, 82, 84-86, 94-97] and NMR
work [98-100] complemented with probing studies [101-103] have been highly
informative on the mechanisms of the aptamer folding. Single-molecule studies have
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additionally been crucial in understanding the dynamic nature of the aptamers [104106]. Notably, most of the structural studies (NMR and X-ray) have been carried out
without the presence of the downstream expression platforms. This is mainly due to the
dynamic nature of these regions, which hinders crystallization, and the sample size
limitation of NMR. While these studies have provided significant insight in the folding of
the aptamer domains, the in vivo folded structure may be different from the in vitro
determined structures owing to differences in the volume available to the folding
aptamer in dilute buffers compared to under cellular crowding.
1.4.2 Riboswitch metabolite recognition
Folding models describing riboswitch tertiary structure adoption and mode of
action suggest that monovalent and divalent cations promote the adoption of a ligandbinding competent conformation, which then undergoes further reorganization upon
interaction with the ligand to adopt the native state [70]. This step is followed by the
expression platform conformational rearrangements, which then either turns the gene
on or off, depending on the specific riboswitch (Figure 10). The riboswitch interaction
with their cognate metabolites is one of the most highly specific biomolecular
interactions known.
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Figure 10: Regulation of genes by riboswitches at transcription and translation levels. a)
At low ligand concentration, the gene is turned off due to the formation of a terminator
loop. Once the ligand binds, an anti-terminator loop is formed, which allows the gene to
be transcribed. b) Ligand-binding leads to turning off of the gene. c) At the translation
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level, at low levels of the ligand the Shine Dalgarno (SD) sequence is sequestered;
hence, the gene is turned off. Binding of the ligand exposes the SD allowing translation
to take place. d) Turning off of the gene following ligand binding. Figure was made using
Coreldraw.

Subtle differences are effectively differentiated by use of elegant interaction
networks. This metabolite-binding specificity is crucial for discrimination against closely
related ligands. For example, the SAM-binding riboswitches discriminate against SAH,
which differs only by a single methyl group [104, 105]. Purines are effectively
discriminated by their specific-binding riboswitches, in spite of their structural similarity
[96, 107]. Additionally, the fluoride-binding riboswitch does not interact with any of the
other halogens [69, 108]. This high specificity is replicated in most of the characterized
riboswitches. The ability to discriminate efficiently stems from the identity of highly
conserved residues normally found in the proximity of the ligand-binding pockets. One
exception may be the T-box riboswitch, which enhances the expression of tRNAcharging enzymes, but rather than interact with just the mis-acylated tRNAs, it interacts
with both the uncharged and charged tRNAs.

Hence, its regulatory mechanism is

based on the ratio of the two [109-111].
Riboswitch ligand-binding pockets are unique motifs within the aptamer domains
normally formed at junctions of multiple helices where the metabolite binds. For the
binding pocket to form, the ligand-free aptamer must fold to a ligand-binding competent
conformation. The chief interaction mode between the ligand and the aptamer is
through hydrogen bonding and tight van der waals contacts (but without steric clashes)
with specific residues. These include formation of hydrogen bonds between the ligand
and the aptamer bases, sugar, and phosphate atoms. Some ligands also utilize metal
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ions that mediate coordination to the aptamer. For example, the mystery of how a
negatively charged ion can interact with the highly negatively charged RNA polyanion
was resolved by the identification and the subsequent structural determinations of
riboswitches that bind to ligands such as F- and TPP. These ligands are negatively
charged, and therefore utilize metals interacting with the phosphate backbone to form a
‘binding pocket’ [69, 94, 112, 113].
1.4.3 Riboswitch ligand-recognition mechanisms
The riboswitch (and indeed other RNAs) mode of metabolite recognition is
believed to occur either through a lock-and-key, induced-fit, or conformational-selection
mechanisms [104, 114]. In the lock-and-key mechanism, the ligand-free riboswitch
adopts the fully folded conformation, which then interacts with the ligand (similar to the
classical enzyme-substrate model). In an induced-fit model, the ligand-free riboswitch
adopts one conformation, which then undergoes major changes in the presence of
ligand to adopt the native ligand-bound state. In a conformational-selection mechanism,
the ligand-free riboswitch folds to a ligand-binding competent conformation, which then
samples multiple states [93, 104, 105, 115, 116]. Once the ligand interacts with the
riboswitch, it stabilizes the most energetically favorable conformation. A continuumligand recognition progression, which takes place concurrently as the aptamer is
transcribed and folds is also possible [117]. Here, the induced-fit, conformationalselection, and the lock-and-key mechanisms can all be utilized, depending on the
conformation that interacts with the ligand [115]. The actual ligand-recognition
mechanism adopted is dependent on the specific riboswitch. Whereas in most
riboswitches one of the three mechanisms described above may solely take place,
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some riboswitches such as the c-di-GMP riboswitch may utilize a combination of all
three mechanisms. Hence, this riboswitch can be described best by a continuum model,
in which the RNA continuously senses the ligand along its folding pathway. This may be
an evolution-selected strategy to improve on the riboswitch efficiency [106, 118].
1.4.4 Riboswitch ligand-interaction control
The processes of riboswitch interactions with their metabolites are well regulated
to ensure non-aberrant responses. The ligand-binding process may be under
thermodynamic or kinetic control [119]. Under thermodynamic control, the tightest
binding molecule is favored, while under kinetic controlled processes, the ligand binding
is influenced by the relative concentrations of the present metabolites. Since most
ligands bind to their riboswitches with very high affinities, the kinetic control mechanism
of ligand binding is more probable [105]. This process ensures that the ligand-aptamer
interaction is only favored when the ligand concentrations exceed a threshold level.
Additionally, to ensure that genes are not always turned on or off, riboswitches may also
possess specific conserved residues, which help to fine tune the interactions. These
residues alter the riboswitch response if mutated. For example, the adenosyl cobalamin
riboswitch contains key wobble G-U base-pairings within its expression platform, which
if mutated to canonical WC base-pairings, result in a ligand-independent turning off of
the regulated genes [97]. This study demonstrates that the identity of key residues and
their interactions, which may be far from the binding pocket, may have allosteric effects
on the gene regulation processes.
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1.5 Base flipping/dynamics in DNA and RNA
In addition to global dynamics, proper nucleic-acid function also requires specific
local rearrangements. Here, motions in the sub-nanometer to low nanometer range take
place. Such local nucleic-acid dynamics include base flipping, and allow minimal
reorganization within key functional regions. These local motions may be coupled to, or
may be completely independent, of the global molecular changes [32]. As the nucleic
acid undergoes major dynamics, specific base residues may unstack and flip out of the
helix. In many instances, base flipping may only involve the rearrangement of a single
or multiple bases within the structure, which has already adopted its minimum energy
conformation. Base flipping is an important cellular process that has been reported in
many examples, both in DNA and RNA (Figure 11) [31, 120-123]. Reported first in DNA,
it has been associated with key processes such as base modifications, mismatch repair,
and base-excision repair, in which the accessibility of the group to the modifying
proteins is important [32]. There is continuous interest in understanding such baseflipping processes. Whereas X-ray crystallographic structures have provided evidence
of flipped-out bases in different systems, the actual mechanism is still not well
understood [122, 124]. Additional structural determination methods such as NMR may
also provide direct evidence of flipped-out nucleic acid bases.
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Figure 11: An example of base flipping in DNA. The DNA-3-methyladenine glycosylase
excises 3-methyladenine from DNA. The base to be removed (shown in blue) is flippedout of the DNA helix into the protein active site PDB: 3OH9 [125].

There remains an unresolved argument as to whether the process of base
flipping is passive or active [32, 124]. In a passive mechanism, base flipping may take
place without the active involvement of any additional factor, such as a modifying
enzyme or any other cofactors. Proponents of the passive model base their argument
on documented processes, such as base-pair breathing in DNA, in which the hydrogen
bonds within the paired bases can be disrupted periodically [31, 126]. However,
evidence of this disruption of biomolecular interactions (base opening) may not be
sufficient to explain a complete rotation of the base along the glycosidic bond by 180.
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In an active mechanism, a protein, metal ion, or different cofactor may initiate base
flipping by interacting with the base or mediating changes in the helix geometry once it
binds to the nucleic acid [123].
In RNA, base flipping is important in the reorganization of local regions such as
the metabolite-binding pocket residues. Such local dynamics have been reported in
several riboswitches [95, 106]. In the crystal structure of the ligand-free SAM-1
riboswitch from the Batey lab [95], the global fold of the apo aptamer is largely similar to
the structure in the presence of the ligand. The only difference between the two
structures is within the ligand-binding pocket where an adenosine flips out of the binding
pocket in the presence of SAM and is stacked into the binding pocket in the absence of
ligand. Hence, it behaves in a similar way as the ligand in the apo form [95]. The preQ1 riboswitch uses a similar mechanism, in which the aptamer fully folds in the apo form
with a single adenosine flipping out of the binding pocket, being the only requirement for
ligand binding [127]. In the c-di-GMP riboswitch, an adenosine residue is believed to
undergo similar local rearrangements as the preQ-1 and SAM-1 riboswitches to allow
ligand binding [128]. Unlike the SAM-1 and preQ-1 riboswitches, however, structural
information of the ligand-free c-di-GMP riboswitch is lacking.
In addition to riboswitches, base flipping in RNA has also been reported in other
systems, in which changes in key base configurations are necessary to mediate or
break long-range interactions important for function [129, 130]. For instance, in the U12dependent spliceosome, the U80 residue found within the U2 snRNA adopts either a
flipped-in or flipped-out conformation based on the adopted global conformation. In the
flipped-out conformation this residue allows crucial base-triple contacts, which dictate
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the overall U2-U6 structure [131]. Local base dynamics have also been reported in
crystal structures of transfer RNAs (tRNAs) [132, 133]. tRNAs were among the first
types of RNA molecules whose tertiary structures were determined [134, 135]. tRNAs
are abundant in the cell and mainly act as carrier molecules for the introduction of
amino acids to the elongating polypeptide chain during translation. The tRNAs are Lshaped and highly structured, composed of paired helices, unpaired loops, and
numerous long-range interactions [136]. Their acceptor stems are unpaired at the CCA
(3) end, and the aminoacylation reaction takes place at the terminal adenosine. The
charging process is catalyzed by specific tRNA aminoacyl synthetases (aaRSs) [137].
The aaRSs contain active sites where charging takes place. The aminoacylation
reaction takes place in two steps.

First, the aaRS enzyme catalyzes the reaction

between the amino acid and ATP. The resulting aminoacyl adenylate then serves as the
substrate for the second step in which the amino acid is covalently attached to the tRNA
3 adenosine at either the 2 or 3-oxygen. For fidelity purposes, various aaRSs, in
addition to the active site, also possess an editing site important for the hydrolysis of
non-cognate amino acid in case of mischarging [138, 139]. The tRNA 3 end is highly
dynamic, and these local changes are relevant for both the aminoacylation and the
post-transfer editing steps [138]. In this dissertation, local base dynamics taking place in
the tRNAPro acceptor stem are reported in Chapter Three.
Efforts to understand base flipping have focused mainly on DNA, probably owing
to the immense interest in DNA base-repair mechanisms [32]. Such dynamics have in
the past been solely investigated using various ensemble-averaged biochemical and
biophysical methods, including NMR, chemical probing, and bulk fluorescence

26
measurements. At the atomic level, non-experimental methods such as classical
molecular dynamics and the more specific replica exchange molecular dynamics
simulations have also been utilized to further understand these motions [31, 121, 140144]. Since of all the experimental methods reported above report on the average
behavior of the molecules present in the sample under study, single-molecule strategies
are relevant. The single-molecule methods have an additional advantage over bulk
methods, as they monitor individual molecules and eliminate ensemble averaging.
Hence, these methods provide the ability to acquire additional information that may
otherwise be lost [145, 146]. In Chapter Three of this dissertation, local base dynamics
taking place in DNA and RNA analyzed at the single-molecule level will be described.
1.6 Single-molecule spectroscopy
The ultimate detection sensitivity in (bio)chemical processes is the ability to
detect a single molecule [147]. Essentially, single molecules are resolved by use of very
dilute solutions (picomolar-nanomolar range) [129, 147, 148]. Methods such as optical
tweezers are examples of non-fluorescent methods that are used to study the behavior
of individual molecules by using high frequency lasers to trap molecules followed by
monitoring of the changes in their conformations or dynamics based on the force
required to keep the trapped molecules within the field of view. Other single-molecule,
non-fluorescent methods include the use of magnetic tweezers and atomic force
microscopy [149]. The most widely utilized single-molecule methodology takes
advantage of the fluorescence principle [150]. Fluorescence emission emanates from
the absorption of light by some chromophores that get excited to a higher energy level
(excited state) and emit the absorbed photons as fluorescence in order to return to the
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ground state as illustrated by the Jablonski diagram (Figure 12). When combined with
fluorescence microscopy, single-molecule spectroscopy utilizes highly sensitive
detectors such as charge-couple devices (CCD), photodiode avalanche, and
photomultiplier tubes (PMT) to detect emitted fluorescence, which is then digitized and
stored in a computer [151]. Confirmation of detection of single molecules is carried out
using photobleaching analysis since single molecules photobleach in a single step.
Since absorption is proportional to the extinction coefficient (Beer’s law), typically
a chromophore with a high extinction coefficient is easier to detect above the
background fluorescence. Additionally, the quantum yield of a fluorophore also
influences its ease of detection [145, 152]. Studies in the past decade have mainly
focused on the visible region of the electromagnetic spectrum, since the fluorophores
within this region have impressive photophysical and photochemical properties [152].
The caveat is that visible region fluorophores are usually bulky, and hence, may alter
the structural and functional properties of the nucleic acid under consideration.
Therefore, after labeling, the function of the biomolecule must be measured.
Nevertheless, studies using visible-region fluorophores have been crucial in elucidation
of mechanisms of interesting processes such as DNA Holliday junction formation,
translation, splicing, RNA-based catalysis, and RNA-mediated gene regulation, among
numerous others [104, 105, 153-155].
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Figure 12: Jablonski diagram showing the principle of fluorescence (figure was made
with Coreldraw).

1.6.1 Fluorescence resonance energy transfer (FRET)
The excited-state fluorophore emits its absorbed energy as fluorescence
(radiative) so as to relax. Additionally, other non-radiative processes also take place
once the fluorophore is in the excited state to allow it to return to the ground state.
These processes include loss of energy as heat or energy transfer to neighboring
molecules. Resonance energy transfer (RET) occurs if the absorption spectrum of an
acceptor fluorophore overlaps with the emission spectrum of a lower wavelength donor
fluorophore [156]. If the acceptor molecule is fluorescent, its own fluorescence can be
recorded separately, thus giving rise to what is known as fluorescence resonance
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energy transfer (FRET) (Figure 13). The efficiency of the energy transfer is dependent
chiefly on the distance between the donor and acceptor fluorophore dipoles (Figure 14)
[145]. The relationship is given by the Förster equation:
EFRET  1/( R6 /(1  R0 )

1

The Förster radius (R0) refers to the distance at which the efficiency of energy transfer is
50%. It is dependent on the identity of the individual fluorophores, the spectral overlap,
the relative orientation factor of the fluorophores, and the solution medium (i.e.
dielectric), which determines the light refractive index [149]. R is the distance between
the two fluorophores. The FRET-efficiency distance dependence is most sensitive in the
region between 1 nm - 10 nm, where minute changes in the distance results in a large
change in the FRET efficiency (Figure 14) [145, 149]. Therefore, FRET is normally
utilized as a molecular ruler to characterize biomolecular dynamics within this range.
Since the degree of spectral overlap also influences the FRET efficiency, compatible
donor and acceptor fluorophores must be chosen (Figure 15).

Figure 13: Illustration of the FRET principle between a donor and an acceptor
fluorophore using the Jablonski diagram.
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Figure 14: FRET efficiency is dependent on the distance between the interacting
dipoles. R is the distance between the donor and acceptor in Å. The distance at which
the FRET efficiency is 50% is known as the Förster radius, Ro.

Figure 15: Absorption and emission spectra of the Cy3 and Cy5 fluorophores used in
this dissertation. The two fluorophores have sufficient spectra overlap to allow FRET to
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occur and are among the most commonly utilized single-molecule FRET donor-acceptor
pair.
1.6.2 Fluorescence quenching
Whereas global dynamics (1-10 nm range) can be monitored using FRET
between the donor and acceptor fluorophores, local sub-nanometer to low nanometer
(10 nm) scale dynamics such as base flipping cannot be monitored using FRET owing
to its insensitivity within this range. [24]. A second phenomenon common in
fluorescence spectroscopy is the quenching of fluorophores. Quenching occurs when a
quencher molecule is present in close proximity to the fluorophore, thus resulting in
molecular orbital overlap between the two molecules. Quenching can be classified as
either dynamic or static. Decrease in a fluorophore’s quantum yield can occur as a
result of several quenching processes, including collisional quenching, photo-induced
electron transfer, hole transfer, and charge transfer mechanisms [156].
Whereas fluorescence quenching is normally viewed as a drawback, the process
can also be utilized to study various biomolecular processes. For example, by using a
quencher molecule and a donor fluorophore, both the Puglisi and Kapanidis labs have
recently developed similar methods that can be utilized to study such biomolecular
dynamics as would be analyzed using a FRET donor-acceptor fluorophore pair, but
eliminating any negative photophysical effects of the acceptor such as bleaching [157,
158]. Additionally, protein dynamics and folding have been studied using intrinsic
fluorophores and quenchers such as thioamides, in which the unfolded state tryptophan
present within the protein is highly fluorescent but quenched in the folded state [159].
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In this dissertation work, I have utilized the dependence of the fluorescence
properties of two nucleotide analogues, 2-aminopurine (2AP) and pyrrolo-C (PC) on
their local environment to study local base dynamics. These nucleotide analogues are
quenched (non-emissive) when stacked with neighboring bases, but highly fluorescent
when not stacked [160, 161].
1.6.3 Total internal reflection fluorescence (TIRF)-based single-molecule imaging
Decreasing background in single-molecule fluorescence studies is required for
successful detection. Common single-molecule fluorescence methods are either
objective- or TIRF-based [145, 147]. In this work, prism-based TIRF spectroscopy was
utilized to allow single molecule detection. In the prism-based TIRF spectroscopy, the
incident beam is total internally reflected using a prism as it hits the glass-solution
interface at an angle above the critical angle (62), and is thus total internally reflected
(Figure 16). There is, however, generation of an evanescent wave that only excites the
molecules close to the surface (about 100 nm). This limits the background fluorescence,
thus making it possible to detect individual molecules [162].
1.6.4 Single molecule immobilization
To allow the monitoring of individual molecules for extended periods, single
molecules are normally immobilized on quartz surfaces. Different methods can be
employed for immobilization. The most common method utilizes the avidin-biotin
chemistry, in which networks of aromatic amino acids stack to form a very strong noncovalent interaction [163]. Other novel methods include covalent methods such as click
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chemistry-based strategies [164, 165].

In the click chemistry-based methods the

molecules are covalently attached onto the quartz slides.

Figure 16: TIRF-based single-molecule set up. The excitation beam is directed towards
the objective using a series of mirrors. To decrease the background fluorescence and
hence allow single molecule detection, the beam is total internally reflected using a
prism. There is, however, creation of an evanescent wave, which only excites the
molecules about 100 nm close to the surface. The emitted fluorescence is collected
through the objective and split using a set of dichroic mirrors. The donor and acceptor
emissions are then collected side-by-side using a high-yield, quantum-efficiency, backilluminated CCD.
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1.7 Aims of this dissertation work
We developed a novel single-molecule approach that enables experimental
studies of DNA and RNA local base motions using fluorescent nucleotide analogues.
We carried out studies of DNA base rotation to adopt a flipped-in or flipped-out
orientation. We also monitored RNA binding pocket reorganization accompanying ligand
recognition and binding (single-base-resolution local dynamics). Our new method was
also utilized to characterize transfer RNA proline (tRNAPro) acceptor stem motions
relevant in post-aminoacylation editing. We also elucidated the effect of macromolecular
crowding to the folding and hence the mode of ligand recognition of the c-di-GMP
riboswitch.
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CHAPTER 2
2.0
2a

METHODS
Nucleotide analogues base dynamics

2.1 DNA and RNA samples purification and labeling
The 2AP-containing DNA and RNA samples were acquired from the Keck
oligonucleotide synthesis facility (Yale University), while PC-containing RNA samples
were bought from Trilink (U.S.A). Single-molecule samples were immobilized on quartz
slides using the Hüisgen 1,3-dipolar-cycloaddition chemistry [166, 167]. This form of
immobilization avoids high background fluorescence that would otherwise result if the
more common biotin-streptavidin chemistry were utilized, since the UV excitation would
also excite tryptophan residues present in streptavidin (Figure 17) [168]. The DNA/ RNA
sample-immobilization strands were purchased with a terminal bromide modification.
The terminal azide group necessary for click chemistry was introduced via a single step
nucleophilic substitution reaction using 13 mg sodium azide (NaN3) and 30 mg sodium
iodide (NaI) in 2 ml dimethyl formamide for 1 mole synthesized sample by heating at
65 C for 1 hour. The t-butyldimethylsilyl (TBDMS) protected samples were dissolved in
anhydrous DMSO and deprotected by incubating with triethylamine trihydrofluoride
(TEA 3HF) at 65 C for 2 hours as per the protocol. The deprotected samples were
recovered by butanol precipitation (1 eq. butanol (100 l) and 0.1 eq. (10 l) 3 M sodium
acetate (NaOAc), pH 5.2) per 100 l RNA sample) and pelleted by centrifugation at
13,000 rpm for 15 minutes. Washing with 100% vol/vol ethanol was done to desalt the
samples prior to further purification by denaturing gel electrophoresis (20%
acrylacmide:bisacrylacmide (19:1), 7 M urea). The purified samples were eluted by
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soaking the sample-containing gel bands in 50 mM ammonium acetate (NH 4OAc) pH
5.5) and 0.1 mM ethylenediamine tetraacetic acid (EDTA) overnight at 4 C with
shaking. Chloroform extraction was then carried out to remove any additional organic
impurities, which could interfere with the single-molecule experiments. Next, the
samples were further purified by ethanol precipitation using 0.1 eq. 3 M sodium acetate
(NaOAc), pH 5.2 and 3 eq. ethanol. The precipitated samples were then dried by
vacuum centrifugation and dissolved in doubly deionized water. Their concentrations
were determined based on their 260 nm absorption and characterized by MALDI-TOF
mass spectrometry (Tables 4, 5, & 6) and stored at -20 °C.

Figure 17: Biotin-streptavidin interaction. A tryptophan network is present within the
biotin- binding site. PDB: 3RY2 [168].

To confirm the immobilization of the 2AP-labeled samples, experiments were
carried out using samples that also contained the commonly utilized single-molecule
fluorophore, cyanine 3 (Cy3). The Cy3 was covalently attached via a primary amino
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group present in the N3-linker strand. In this reaction, the 1° amino group reacts with the
fluorophore via a nucleophilic attack on the present carbonyl group in the dye (Figure
18). For labeling, the Cy3 NHS ester was dissolved in DMSO and then mixed with DNA
or RNA in 25 mM sodium bicarbonate, pH 6.5. The reaction was incubated in a
thermomixer with shaking at 600 rpm for 8 hours at 25 C. Unlabelled and labeled
samples

were

then

separated

using

a

C-18

hydrophobic column

and

an

acetonitrile:tetramethylamine gradient (Shimadzu HPLC).

Figure 18: primary amine reaction with Cy3/Cy5 NHS ester. *The carbonyl group
activated by N-hydroxysuccinimide is highlighted.
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Table 1: DNA strands used for base flipping studies
Name
Sequence
Free 2AP
52AP(3nt eq.TEG)TGCTACCAGGCGAAGAGGCGAAG*
SsDNA-2AP
5 TGC TAC C 2AP G GCG AAG AGG CGA AG 
DsDNA
5 CTT CGC CTG GTA GCA
(complementary)
Abasic site 1
5 CTT CGC C (1nt eq. TEG) GGT AGC A *
Abasic site 2
5 CTT CGC C (1’2’ddR) GGT AGC A *
*N3 linker
5 N3-CCGATCTAGATACTTCGCCT*
*TEG - Triethylene glycol; *ddR - (1,2dideoxyribose spacer);* N3 linker immobilization
strand. The N3 linkers are spaced from the terminal 5 nucleotide with a 6-carbon
spacer. The fluorescent nucleotide analogue, 2AP is shown in blue.
Table 2: tRNApro sequence
Name
Sequence
16 mer -(PC) - *N3 5 N3-CCU CUC UCG CCG A PC CA 
linker
57 mer RNA
5 CGG CGA GUA GCG CAG CUU GGU AGC GCA ACU
GGU UUG GGA CCA GUG GGU CGG AGG UUCG

The fluorescent nucleotide analogue PC is shown in blue. The tRNA Pro contains a
cleaved D loop. The reconstitution of the full-length tRNA is explained in the text.

Table 3: SAM-1 riboswitch
reorganization studies
Name
P1P3

RNA

sequences

used

for

binding

pocket

Sequence
5 AAG UGG CUU AUC AAG AGA GGU GGA GGG ACU GGC CCG
AGA AAC CCG GCA 2AP CCU UUC AAG CGU UCU CUC GC 
P4P1
5 AAG ACG UUG AAA GAU GAG CCA CUU
P3P4
5 AAG GGU GCC AAU UCC UGC AGC GUC UU
N3 linker
5 N3-GCG AGA GAA CGC UU-NH2 mod C7

The 2AP46 that mimics the ligand in the apo riboswitch is shown in blue.
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Table 4: Characterization of the DNA samples used for the studies based on
their mass:charge ratio
Name

Sequence

Free 2AP

Calculated
mass
(m/z)
11465

52AP(3nt
eq.TEG)TGCTACCAGGCGAAGAGGCG
AAG
5TGCTACC2APGGCGAAGAGGCGAAG 10614

SsDNA-2AP

Observed
Mass
(m+1)
11467
10617

DsDNA
(complementary)
Abasic site 1

5 CTTCGCCTG GTAGCA

4543

4544

5 CTTCGCC (1nt eq.EG) GGTAGC A

4422

4420

Abasic site 2

5 CTTCGCC (1’2’ddR) GGTAGCA

4442

4440

Table 5: Characterization of the tRNApro samples
Name

Sequence

Calculated mass (m/z)
Minus
PO43-

16-mer (PC) 5’-N3-CCUCUCUCG
- *N3 linker
CCGAPCCA
57 mer RNA *G1:G1
G2:G2
C3:G4
A5:G6
U7:G9
C10:G11
C12:G14
C15:G18
G19:G19
U20:G22
C23:G24
C25:G30

5406
363
363
668
692
998
668
998
1281
363
999
668
1938

345
345
650
674
981
650
980
1263
345
981
650
1920

Observed mass
(m+1)

3

5406
367
367
670
694
1000
670
999
1282
367
1000
670
1940

40
G31:G31
363
345
U32:G35
1282
1264
G36:G36
363
345
G37:G37
363
345
A38:G42
1632
1614
U43:G44
669
651
G45:G45
363
345
G46:G46
363
345
U47:G49
975
957
G50:G50
363
345
A51:G52
692
674
G53:G53
363
345
U54:G57
1201
The 57-mer RNA sample was digested using RNase T1.

367
1283
367
367
1634
670
367
367
999
367
694
367
1227
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Table 6: SAM-1 riboswitch samples characterization
Name

Sequence

Calculated mass Observed
(m/z)
mass
Minus 3’ (m+1)
Po43P1P3
A1:G3
1022
1004
998
U4:G5
669
651
671
G6:G6
363
345
363
C7:G15
2880
2862
2881
A16:G17
692
674
694
A18:G19
692
674
694
G20:G20
363
345
363
U21:G22
669
651
671
G23:G23
363
345
363
A24:G25
692
674
694
G26:G26
363
345
363
G27:G27
363
345
363
A28:G31
1304
1286
1306
G32:G32
363
345
363
C33:G36
1279
1261
1281
A37:G38
692
674
694
A39:G45
2266
2248
2268
G46:G46
363
345
363
C47:G58
3819
3801
3890
C59:G60
668
650
669
U61:G68
2503
2485
*No
C69:C69
243
*No
P4P1
5’-AAGACGUUG AAA 7722
7722
GAU GAG CCA CUU
P3P4
5’-AAGGGUGCC AAU 8279
8277
UCC UGC AGC GUC
UU
*N3 linker
5’-N3-GCGAGAGA
4922
4923
ACGCUU-NH2 mod C7
The 69-mer P1P3 strand was digested using RNase T1. *No – not observed
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2.2 Single-molecule slides preparation
The quartz slides were extensively cleaned to remove any impurities. First they
were soaked in Contrad soap solution overnight to dissolve most of the impurities and
thus make them easier to clean. They were then scrubbed well using Alconox soap
paste. The slides were next boiled in water to further get rid of remaining non-organic
impurities. Any present organic impurities were then cleaned off using ethanol. They
were next etched/cleaned by boiling in acidic piranha (conc. H 2SO4 ( 51% acid): 30%
H2O2, 3:1 ratio, respectively) for 45 minutes. The acid-etching step was crucial to
remove any impurities that may result in increased background fluorescence especially
when using UV excitation. If the background fluorescence is high, detection of singlemolecules is impeded. The quartz slides were then rinsed with double deionized water
and flamed briefly over a Bunsen burner. They were then functionalized to introduce the
terminal alkyne group necessary for click chemistry. This was achieved by incubating
them in 60 ml ethanol and 60 l o-propargyloxy-N-triethoxy-silylpropyl-carbamate with
gentle stirring for 1 hour (Figure 19). The functionalized slides were next rinsed in
ethanol and sonicated for 10 minutes. They were further rinsed using autoclaved water
and then sonicated for an additional 10 minutes in autoclaved water.
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Figure 19: Click chemistry based nucleic acid immobilization method used in our novel
single-molecule assay [165].

2.3 Micro-fluidic sample holding channel
After thorough cleaning, the slides were ready for single-molecule experiments.
The sample-holding channel was prepared keeping it narrow to reduce the number of
freely diffusing molecules. The slide assembly was carried out using a double-sided
sticky tape and a thin glass cover slip. The narrow sample channel created is about 22
mM long, 8 mM wide, and 200 M deep (Figure 20) [129]. The reduction of the sample
volume helps to decrease Raman scattering and hence results in a less background.
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Figure 20: Single-molecule experiments sample chamber. (a) The sample channel is
prepared by using quartz slides and glass cover slips and a double-sided sticky tape.
The dimensions of the micro-fluidic channel are 22 mM long, 8 mM wide and 200 M
deep. To ensure that there is no leaking, epoxy glue is used to seal the slide-cover slip
edges. (b) Slide tubing is used for real-time flow experiments.

2.4 Single-molecule experiments
2.4.1 Click chemistry for single-molecule immobilization
The N3-modified nucleic acids were immobilized onto terminal alkyne (-CCH)
functionalized quartz slides using the Sharpless dipolar cyclization method [164]. Briefly,
the azide-modified oligos were annealed by heating at 90 C for 45 seconds and then
cooled at room temperature for over 10 minutes. The samples (used for the 2AP single-
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molecule characterization experiments, the DNA abasic site mimic base flipping
experiments and the SAM-1 riboswitch binding pocket reorganization experiments) were
diluted to pico-molar (pM) concentrations using single-molecule imaging buffer (50 mM
Tris-Cl, pH 7.5, 150 mM KCl, and 2-50 mM MgCl2). The tRNAPro-PC P4 was folded by
heating at 65 C for 5 minutes in 50 mM HEPES-KOH, pH 7.5, 1 mM MgCl2, and 20 mM
KCl, and then cooled at room temperature for over 10 minutes. The tRNA Pro imaging
buffer consisted of 50 mM HEPES-KOH, pH 6.5, 1 mM MgCl2, and 20 mM KCl. Copper
(I), which is the catalytic form of copper used for click reactions, was introduced by
reducing CuSO4 using 1 mM sodium-L-ascorbate. The diluted samples were then
injected onto the quartz slides and incubated for 20 minutes. The unbound sample was
then washed off with argon-degassed single-molecule imaging buffer. The removal of
molecular oxygen by degassing helps to decrease the fluorophore photobleaching .
2.4.2 Single-molecule 2AP/PC imaging
Single-molecule experiments were carried out as previously described, with
some modifications [129, 146]. Briefly, 2AP and PC were excited at 325 nm using a HeCd laser with powers ranging from 3 mW to 70 mW (Kimmon, Koha, Japan). Cy3 was
excited at 532 nm using a diode pumped laser (CrystaLaser GCL-532-L, Reno, NV). In
our setup, the emitted fluorescence is passed through a numerical aperture objective
lens and detected using a back illuminated CCD (ixon +–BV, Andor, Wisconsin). The
quantum efficiency of this CCD is high (>85%) at 371 nm, which is the emission
maximum of 2AP and >95% above 400 nm. PC has an emission maximum of 450 nm,
which is within the visible range of the electromagnetic spectrum (information about the
quantum efficiency is from the Andor CCD camera webpage (http://www.andor.com/).
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2.4.3 Single-molecule, base-flipping data analysis
A lab-customized IDL programme was used to pick single molecules after data
acquisition [129]. The raw data was then analyzed using a home-written Matlab script,
which picks the changes in 2AP or PC fluorescence (http://www.mathworks.com). The
static molecules were used to determine the fluorophore photobleaching lifetimes, and
the dynamic molecules were used to calculate base-flipping kinetics by fitting to a
single-exponential decay rate equation.

y  y0  Aexp((1/  )  t)

4

in which -1/ is the rate and A the initial count.

2.5 Steady-state fluorescence experiments
Samples (1 M) were heat annealed as described above and fluorescence
measurements were carried out in 140 l quartz cuvettes using a Cary Eclipse UV-Vis
fluorometer (Varian inc). The 2AP was excited at 305 nm and emission was monitored
at 371 nm (max emission), whereas PC was excited at 350 nm and monitored at 450
nm using A PMT value of 800 and 5 nm bandwidths.
2.6 Molecular dynamics simulation
The AMBER 10 forcefield was used for the molecular dynamics simulation
through the Wayne State University computing grid (https://www.grid.wayne.edu/). The
starting coordinates of the ligand-free SAM-1 riboswitch were derived from the protein
data bank (PDB: 3IQR) [95]. Missing hydrogen atoms were added using freely available
MolProbity software (http://molprobity.biochem.duke.edu/) [169]. The structure was
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visually inspected using Pymol (http://www.pymol.org/) to confirm the addition of
hydrogens at the right positions. The Ba2+ divalent cations present during crystallization
were not included in the simulation. This as previously reported, however, does not
affect the integrity of the simulation since the monovalent ions that are present are
sufficient to avoid any unfolding of the riboswitch [170]. The structure was loaded into
AMBER using Xleap.ff03 and the topology and coordinates files necessary for
simulation were generated (http://ambermd.org). An octahedral solvation TIP3P box of
10 Å with periodic boundaries was added to explicitly solvate the riboswitch. The RNA
negative charge was neutralized using explicit Na+ ions equal in number to the
phosphates in the RNA. Energy minimization using the steepest descent algorithm was
carried out twice to equilibrate the system and fix any wrong contacts. First, the solvents
and the sodium ions were energy minimized holding the riboswitch constant for 1000
steps. A second energy minimization was done on the whole system for a total of 2500
steps. In both minimization steps a distance cutoff of 10 Å was employed for
electrostatics calculations. Next, a 20 ps MD at constant volume was carried out
employing weak restraints on the riboswitch. Here, the system was heated from an
initial temperature of 0 K to a final temperature of 300 K. A distance cutoff of 12 Å for
electrostatics was used during the simulation. A 10 ns MD simulation without restraints
was then carried out with integration steps of 2 fs at a constant pressure of 1 atm and a
cutoff of 12 Å [171]. The simulation was viewed using visual MD (VMD) [172] and both
RMSD and residue b-factors were calculated using ptraj (http://ambermd.org) .
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Cyclic diguanylate riboswitch folding under molecular crowding

2.7 c-di-GMP riboswitch aptamer sample purification
The c-di-GMP aptamer sequence was derived from the Vibrio chorelae tfox gene
[90, 128]. The two strands making up the aptamer contained the Cy3 donor on one
strand, while the other strand was labeled with Cy5. The donor and acceptor labeled
strands were 30-and 60-nucleotides long, respectively. The RNA samples were
purchased from the Keck oligonucleotide synthesis facility at Yale University. The
immobilization strand contains a terminal biotin modification to allow the utilization of the
non-covalent biotin-avidin chemistry. The wild type c-di-GMP aptamer used in our
experiment consists of 2 strands.
Strand 1: 5-Cy3-UUG GUAGGU AGC GGG GUU ACC GAU GGC AAU A-biotin-3).
The Cy3 fluorophore was introduced during chemical synthesis and,
Strand 2: 5-UGU CAC GCACAG GGC AAA CCA X UCG AAA GAG UGG GAC GCA
AAG CCU CCG GCC UAAACC AA-3, in which X is dT modified with a C7 amino linker
by which Cy5 was covalently attached during labeling. Long-range interaction mutants
were generated by mutating positions 33, 44, and 83 (Table 7). The Cy5 NHS ester
labeling scheme used is similar to that described in Section 2.1 for Cy3 NHS ester. The
unlabelled and labeled samples were separated using a C-18 hydrophobic column and
an acetonitrile (100%):100 mM tetramethylamine(TEAA) gradient (Shimadzu HPLC).
First the column was equilibrated using 100% ACN and then 100 mM TEAA was
introduced gradually first to 10% for 10 minutes, then to 40% for 20 minutes and then to
60% for 10 minutes [146]. PEG (8 KDa), dextran (10 KDa) and ethylene glycol were
purchased from Sigma Aldrich, while c-di-GMP was purchased from Axxora LLC (New
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York) and were all used without any additional purification.

Table 7: The c-di-GMP aptamer sequences used in the study
Name
WT Red

Sequence
5-Cy3-UUG GUA GGU AGC GGG GUU ACC GAU GGC AAU Abiotin-3 #
WT Blue
5-UGU CAC GCA CAG GGC AAA CCA X UCG AAA GAG UGG GAC
GCA AAG CCU CCG GCC UAA ACC AA-3 *
A33U Blue
5-UGU CAC GCA CAG GGC AAA CCA X UCG UAA GAG UGG GAC
GCA AAG CCU CCG GCC UAAACC AA-3 # *
C44A Blue
5-UGU CAC GCA CAG GGC AAA CCA X UCG AAA GAG UGG GAA
GCA AAG CCU CCG GCC UAA ACC AA-3 # *
G83C Red
5-Cy3-UUG GUA GGU ACC GGG GUU ACC GAU GGC AAU ABiotin-3 #
#
Highlighted are the positions of the Cy3 and Cy5 labels and the positions of the longrange interactions mutations. The Cy3 fluorophore was introduced during chemical
synthesis. X is dT modified with a C7 amino linker by which Cy5 was added.

2.8 Single-molecule FRET experiments
Single-molecule experiments were carried out as previously described [106,
129]. Briefly, 5 µM and 10 µM Cy3- and Cy5-labeled RNA samples, respectively, were
annealed by heating at 90 °C for 45 s and cooling to room temperature for 15 minutes.
The samples were next diluted to a final concentration of 25 pM of donor and 50 pM
acceptor using a single-molecule imaging buffer consisting of 50 mM Tris-Cl, pH 8.0, 30
mM KCl, 25 mM NaCl, and 2.5 mM MgCl2. The samples were immobilized on quartz
slides using the biotin-streptavidin linkage by incubating for 10 minutes. To minimize
photobleaching, single-molecule data were acquired under an imaging buffer
complemented with an oxygen-scavenging system consisting of 5 mM photocatechuic
acid and 0.1 µM photocatechaute-3,4-dioxygenase (PCD, PCA) in saturating Trolox
cocktail [173]. For measurements under molecular crowding conditions, 5-25% wt/vol of
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PEG, dextran and ethylene glycol supplemented the imaging SM buffer. For the ligandbound aptamer, a 100 nM concentration of c-di-GMP was chosen, which is the KD under
dilute conditions [106]. The Mg2+ requirement for folding of the apo form aptamer under
crowding conditions was determined by varying Mg2+ concentration from 0-50 mM at
15% wt/vol PEG. In the presence of ligand, the Mg2+ requirement was analyzed in
saturating c-di-GMP concentrations (1 µM) and 15% wt/vol PEG. The c-di-GMP binding
affinity in macromolecular crowding conditions was determined by varying c-di-GMP
concentration from 0-1 µM at 15% wt/vol PEG and 2.5 mM Mg2+. For data acquisition,
Cy3 was excited at 532 nm using a diode pumped laser (CrystaLaser GCL-532-L,
Reno, NV) in a TIRF-based single-molecule spectroscopy setup. The donor and
acceptor emissions were split using a 610 nm dichroic mirror (610DCXR, Chroma) and
directed side-by-side using a second dichroic mirror through a numerical aperture
objective lens and then detected using a back-illuminated >95% visible region quantum
efficiency CCD (ixon+–BV, Andor, Wisconsin). The donor and acceptor images were
recorded on separate donor and acceptor channels and bead-mapped for FRET
analysis. The docked and undocked states were distinguished by using a FRET cut-off
value of 0.5. The dependence of the static c-di-GMP riboswitch docked population on
PEG, Mg2+ and c-di-GMP was used to determine the transition half points (PEG 50, KMg2+
and the KD) by fitting to the Langmuir adsorption isothermal equation,

f ( x)  f0  ( f max  f0 ) x /( K1 / 2  x)

5

in which f0 and fmax are the initial and the saturating static docked fractions respectively,
and x is either PEG, dextran, c-di-GMP, or Mg2+ concentration. The kdock and kundock
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values were determined by fitting the dwell times of the dynamic undocked and docked
molecules to a single-exponential decay rate equation.
2.9 Steady-state FRET measurements
The Cy3- and Cy5-labeled samples (25 nM and 50 nM, respectively) were heat
annealed as described above. Fluorescence measurements were carried out in 140 l
quartz cuvettes using a Cary Eclipse UV-Vis fluorometer (Varian inc). Cy3 was excited
at 535 nm and emission was monitored from 550 nm to 700 nm with 335-620 nm donor
and 430-1100 nm acceptor cut-off filters. A PMT value of 850 and 10 nm bandwidths
were used. The experiments were carried out at 25 °C and FRET was calculated from
the intensities, using the equation.

FRET  I 664 /( I 664  I 663 ,
in which I664 and I563 are the Cy5 and Cy3 intensities, respectively [156].
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CHAPTER 3
3.0 NUCLEOTIDE ANALOGUE SINGLE-MOLECULE FLUORESCENCE
3.1 Base flipping
Base flipping is an important local base reorganization in nucleic acids, which
permits the accessibility of the base to modifying factors or reorganizes the nucleic acid
for its optimal function [32]. In 1993, structural evidence of base flipping in DNA was
confirmed following the co-crystallization of the cytosine methyltransferase, Mha1, its
target DNA, and S-adenosyl homocysteine (SAH), which is the product following the
loss of a methyl group from SAM, the universal methyl donor [174]. Conformational
rearrangement of the methylated cytosine (m5C) from the helical groove of the DNA to
the protein’s active site ensures accessibility of the base for the methylation to take
place. This is an example of local dynamics in DNA. These forms of base dynamics can
take place even after the DNA is base paired to adopt it’s native conformation.
Additionally, in this structure, minimal perturbation of the overall helical form of the DNA
was reported, thus demonstrating that the local changes may not be coupled to the
formation of the double helix. Further, evidence of the non-flipped state of the cytosine
confirmed that stabilization of the base in the active site is protein dependent [175].
The actual role of the methyltransferase in the mediation of the base-flipping
process cannot, however, be elucidated from crystallographic studies. While cytosine
methylation at the C5 position is most prevalent in DNA within CpG islands, other
probable methylation points include N4-methylcytosine (m4C). In this system, evidence
of base flipping has also been reported from structure studies [176]. The other bases
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may undergo methylation, including adenine at positions 3 and 6 and guanine at
position 7 [32]. Evidence of base flipping has largely been reported either as a necessity
for the introduction of the base modification, or for the excision of the modified bases
when not required in DNA [32]. Whereas it is evident that the protein has a role in
maintenance of the flipped-out base in the extra-helical configuration, the process of
initiation of the base rotation remains only vaguely understood. It is thus unclear
whether it is the enzyme that initiates the process, or if the base is captured into the
protein active site during the normal base-breathing process [32].
A second common base-flipping occurrence in DNA is during DNA repair
processes. Following formation of mismatches in DNA such as the incorporation of
thymine opposite guanine, the mismatch repair pathway (MMR) is activated. For the
phosphodiester bonds to be cleaved and remove the mismatch, the protein has to
access the DNA. This process utilizes an elegant DNA-recognition strategy in which
specific base sequences are important for the protein to bind. Several nucleotides are
excised during the MMR in addition to the mismatched base. Base flipping is of
importance

during

DNA

mismatch

repair

(MMR),

as

it

ensures

necessary

rearrangement to allow recognition and access by the repair factors [144]. Closely
related to MMR is the base excision repair (BER) pathway. However, unlike MMR, BER
is more specific to only targeting the bases to be removed [177].
In addition to structure studies, base flipping has also been studied at the bulk
level using fluorescent nucleotide analogues to replace the natural bases in DNA/RNA.
Although 2-aminopurine (2AP) has been utilized widely as a probe for base flipping in
DNA due to its quantum-yield sensitivity on its local environment, the base-flipping steps
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have not been fully understood. The ensemble-averaged biochemical or structural
experiments cannot be used to elucidate the actual mechanism or the role of the
cofactor on base-flipping initiation [141, 178]. To address this, we have utilized singlemolecule analysis to study the behavior of 2AP when incorporated across a DNA
abasic-site mimic where we replace the A that flips out in the natural sequence [120].
We have also replaced A46 with 2AP in the SAM-1 riboswitch binding pocket to study
the binding pocket reorganization [95], and additionally replaced C74 in tRNAPro with
pyrrolo-C (PC) to study local dynamics within it’s acceptor stem [179].
3.2 Fluorescent nucleotide analogues
Fluorescent nucleotide analogues are structurally similar to the naturally
occurring nucleic-acid bases, but have high emissive fluorescence properties in
comparison to their natural analogues. The optical properties of the nucleotide
analogues are highly dependent on their local environment [142]. When solvent
exposed, they are highly fluorescent, but their quantum yield decreases significantly
when flipped into DNA or RNA helices. Several mechanisms are believed to contribute
to their quenching. These may include charge transfer, energy transfer, and collisional
quenching [156, 180]. The nucleotide analogues are thus more quenched when stacking with neighboring bases. The degree of quenching is higher for purines than
pyrimidines as the purines have a higher stacking efficiency. Different nucleotide
analogue decay times have been reported and are believed to result from differences in
the stacking interactions, which can either be partial or full stacking [180-183].
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Some of the nucleotide analogues have been used extensively in ensembleaveraged studies to investigate various biomolecular processes, including base flipping,
RNA-protein interactions, and RNA folding [120, 121, 143, 184]. The most widely
utilized is 2-aminopurine (2AP), which was first discovered in 1969 [160]. 2AP is a
structural isomer of adenine and can therefore base pair with thymine in DNA or uracil
in RNA via its WC face. Hoogsteen base pairing is also favorable between 2AP and
adenine. The retention of the hydrogen-bonding potential in 2AP ensures that it largely
behaves like its natural isomer, adenine, when present in DNA/RNA (Figure 21).
Pyrrolo-cytosine (PC) is the second nucleotide analogue that we utilized in our studies
[161, 184, 185]. It can interact favorably with guanine in nucleic acids. The presence of
three hydrogen-bonding sites in PC makes it an excellent replacement for cytosine
(Figure 21). Due to the small sizes of 2AP and PC, they can be incorporated in DNA or
RNA without structural perturbation. Though these chromophores have been widely
utilized

for

ensemble-averaged

fluorescence

measurements,

they

remain

uncharacterized for single-molecule studies.

Figure 21: Chemical structures of 2AP and PC showing the retention of hydrogenbonding potential to their cognate pairing partners in DNA and RNA. The small sizes of
these nucleotide analogues make them favorable for nucleic acid incorporation, as they
do not perturb the overall structure.
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Here, we describe a novel single-molecule strategy for the utilization of 2AP and
PC to investigate local nucleic-acid dynamics. Due to the large red shift in their (and
other nucleotide analogues) absorption and emission spectra, they can be selectively
excited in the presence of normal bases (Figures 22 & 23). The nucleotide analogues
absorb within the near ultra-violet (UV) region compared to the normal bases, which
absorb in the deep UV. In addition to their non-structural perturbation when
incorporated, the nucleic acid function is also retained in the presence of the analogues,
as reported in numerous studies. For instance, DNA can be replicated and transcribed
normally in presence of 2AP, and HIV reverse transcriptase can read through PC in the
template RNA [161, 186, 187].

Figure 22: Emission spectra of 2AP strands used in our experiments. When not stacking
with any bases ('free'), 2AP has a high quantum yield, but it’s highly quenched when
stacking in a single-stranded DNA. The 2AP base has well-shifted spectral properties in
comparison to normal nucleic-acid bases.
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Figure 23: PC emission spectrum with maximum emission at 460 nm. The red-shifted
absorption and emission imply that specific excitation can be achieved when
incorporated in DNA/RNA.

Based on their overall properties, the utility of the fluorescent nucleotide
analogues in the studies of important processes such as RNA local rearrangements, as
well as DNA base flipping, cannot be overemphasized. Whereas this has been
effectively achieved at the bulk level, extension to single-molecule spectroscopy has not
yet been reported. This is mainly due to the spectral properties of the nucleotide
analogues, which make them more challenging to utilize compared to the visible regionabsorbing fluorophores [152, 156]. The extinction coefficients of the fluorescent
nucleotide analogues are far below those of the visible region fluorophores [152].
Therefore, single-molecule detection above the background signal becomes more
difficult within the UV region. Fortunately, novel background suppression methods,
newer more powerful laser sources, and more UV region sensitive detectors continue to
be developed [165, 188]. Recent studies have reported a library of new fluorescent
nucleotide analogues, thus increasing the arsenal of available fluorophores similar to
2AP and PC [189].
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3.3 Nucleotide analogue single-molecule spectroscopy
Although recent work has reported the detection of UV-absorbing organic
molecule chromophores adsorbed on quartz surfaces, there are no reports to date of
single-molecule detection of UV-absorbing fluorescent nucleotide analogues [188, 190].
In this work, we developed a novel approach that can be used to monitor single PC and
2AP fluorescence following immobilization methods that extensively suppress the
background fluorescence [165]. Background fluorescence is a major hindrance in
single-molecule spectroscopy (SMS), especially within the UV region. The increased
UV region background stems from increased Raleigh scattering within this region, UV
absorption of most molecules that may hence behave as impurities if present in the
samples, and general optics absorption of UV [151, 156]. Whereas TIRF-based singlemolecule methods ensure minimal background fluorescence due to the non-direct
excitation with the incident beam and thus enable the detection of highly bright
fluorophores absorbing within the visible region, in the UV region in addition to the
minimization of the excited depth in the sample chamber, also requires a reduction of
the number of particles that can raise the background signal and hence interfere with
the single-molecule detection [145, 147]. One of the probable sources of increased
background

fluorescence

in

single-molecule

spectroscopy

is

the

protein

macromolecules used for samples immobilization.
The success of UV region single-molecule detection therefore requires either
methods that will enhance the fluorescence emitted to higher levels for ease of
detection or strategies that effectively suppress any background emission. The
enhancement of fluorescence using plasmons is one strategy that has been recently
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pursued chiefly on the visible region-absorbing fluorophores with a possible utilization
for in vivo imaging analysis. The process of metal enhancement of fluorescence is
based on the utilization of metals such as gold or silver to create an electric field around
the fluorophore, which results in enhancement of the fluorophore’s emitted fluorescence
[191-195]. In addition to the visible-region fluorophores, the Lakowicz lab has also
recently demonstrated that aluminum metal can be used to enhance the emission of
UV-absorbing fluorophores [196]. One challenge, however, for the utilization of
plasmons is that they have been reported to aggregate into colloids, resulting in an
increase in the background fluorescence. This strategy may not be easily utilized for the
UV-region single-molecule studies [197]. Alternatively, total suppression of the
background fluorescence is a viable approach as shown in this chapter.
In this work, we employed a novel single-molecule immobilization approach that
utilizes the click-chemistry method developed by Sharpless, instead of the more
common biotin-streptavidin method, in an effort to reduce the number of freely diffusing
molecules in our samples and decrease the background signal [165-167]. This method
offers an advantage over the biotin-streptavidin method because the background signal
that would emanate from the tryptophan network within streptavidin is avoided. Using
this novel immobilization method, the background signal can be largely decreased and
hence fluorescence emanating from 2AP and PC incorporated within DNA and RNA
molecules can be detected. Using 2AP-containing DNA, we for the first time
investigated base flipping at the single-molecule level. We created an abasic-site mimic
to favor the flipping-in and flipping-out dynamics. Additionally, we utilized 2AP to
investigate the SAM-1 riboswitch binding pocket base dynamics. Finally, we utilized our
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strategy to study the dynamic behavior of the tRNAPro acceptor stem bases using PC as
the reporter in presence and absence of prolyl-tRNA synthetase.
3.4 Results and discussion
3.4.1 Photophysical properties of 2AP and PC
We investigated the photophysical properties of 2AP and PC to determine if they
are useful for single-molecule (SM) studies. The first step was to determine that these
nucleotides could be detected. For the 2AP characterization, DNA samples containing
Cy3 in addition to 2AP were used (Figure 24). The Cy3, which is a commonly used SM
fluorophore, was included in one of the DNA strands to make it easier to track the
immobilized DNA molecules. The 2AP was separated from the terminal nucleotide with
a triethylene gycol spacer to remove stacking interactions. The Cy3 excitation (532 nm)
was used first to confirm the immobilization of the DNA, followed by 2AP (325 nm)
excitation after the photobleaching of Cy3 to monitor the 2AP fluorescence. These
results demonstrate the ability to detect single 2AP fluorophores (Figure 24). 2AP was
then excited directly using the He-Cd laser (325 nm) in the 2AP non-stacking DNA
samples (Figure 25). A second nucleotide analogue was also characterized so as to
replace tRNAPro C74 to study dynamics within its CCA end (explained in section 3.9.1).
The tRNAPro was reconstituted using two RNA (57-mer and a 16-mer) strands
(explained in Methods Chapter two). The 16-mer strand contains the azide modification
for slide immobilization and also has the PC fluorophore near the 3 end such that once
the tRNAPro is constituted the PC replaces C74 and hence can be used to monitor the
local acceptor stem dynamics. Characterization of PC at this position was done by
exciting it at 325 nm as carried out for 2AP (Figure 25). Our results show that PC is also
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useful for SM studies and when incorporated at this position due to its closeness to the
3 end stacking interactions are less favored and therefore majority of the molecules
(95%, n=222) had static fluorescence (Figure 25). We attribute this behavior to the
structure of the short 16-mer strand and the nearness of the fluorophore to its terminal
end. Additionally, these results show that the two fluorophores fluoresce steadily without
blinking, and photobleach in a single step where the 2AP DNA construct is devoid of
any base-stacking interactions (free 2AP), and PC has the possibility of only poor
stacking interaction (Figure 25).
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Figure 24: Detection of 2AP at the single-molecule level. a) The samples were
immobilized using click chemistry, the anchor DNA has the terminal azide while the
quartz slides were functionalized with a terminal alkyne group (described in detail in the
Methods Chapter two and illustrated in (b)). Cy3 present in the immobilized DNA
samples was excited using a 532 nm laser and blocked after photobleaching. The UV
excitation was switched (325 nm) and the 2-aminopurine (2AP) fluorescence emission
was monitored. c) A representative single-molecule trajectory to show the emission of
2AP following Cy3 photobleach is given.

3.4.2 2AP and PC photostability
To determine whether 2AP and PC are sufficiently photostable for feasibility as
single-molecule

probes,

their

photobleaching

lifetimes

were

determined.

The

fluorescence duration lifetimes of hundreds of non-dynamic single-2AP and PC
molecules were fitted to a single-exponential decay equation (shown in Methods
Chapter two), which give photobleaching lifetimes (pb) of 40 s and 90 s, respectively
(Figure 25 a-e). These results show that the fluorophores are sufficiently stable and can
thus be monitored for extended periods before they photobleach. Our experiments were
carried out in the absence of an oxygen scavenger system, since these molecules too
can increase the background fluorescence. To reduce the amount of photo-destructive
molecular oxygen, the imaging buffers were purged with argon.
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Figure 25: Determination of 2AP and PC single-molecule lifetimes. a) Representation of
the immobilized DNA (sequence shown on Figure 24) with non-stacking 2AP attached
on its 5 end. To ensure non-stacking, the base analogue was separated from the
terminal base using a triethylene glycol spacer (as shown in Figure 24), which ensures
non-stacking between the fluorophore and the DNA base. b) A representative 2AP
single-molecule trace shows that the non-stacking fluorophore (‘free’) photobleaches in
a single step and also fluoresces steadily without blinking. c) Fitting of single-molecule
trajectories to a single-exponential decay equation gives a 2AP lifetime of approximately
40 s (the 2AP photobleaching lifetime histogram was determined by Elvin Alemàn). d)
Schematic representation of the immobilized 16-mer PC-labeled RNA used in section
3.9.1 for the immobilization of the tRNAPro to monitor its acceptor stem dynamics. The
fluorophore is near its 3 end. Click chemistry was used for immobilization using the
azide group on the RNA and functionalizing the quartz slides with a terminal alkyne.
Due to this short RNA structural nature and the position of the fluorophore, stacking
interactions are less favorable compared to the full-length tRNAPro. e) Representative
PC single molecule trace showing that placing the fluorophore near the RNA 3 end
favors static behavior similar to the ‘free’ DNA construct above. f) Fitting of singlemolecule trajectories to the single-exponential decay equation show that the PC
photobleaching lifetime is about 90 s.
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3.4.3  stacking 2AP and PC dynamics
When 2AP is moved to the middle of a single-stranded DNA or opposite an
abasic-site within DNA where it can effectively stack with its neighboring bases, it shows
a different kind of behavior from the non-stacking (‘free’) 2AP. Here, the results show
that the fluorophore becomes dynamic and alternates between bright (emissive) and
dark (non-emissive) states. Following extensive controls using the non-stacking
constructs as described in Sections 3.4.1 and 3.4.2, we deduced that the bright and
dark states stem from stacking and unstacking dynamics (Figure 26). Our studies using
the tRNAPro with PC at position 74, which is within the single-stranded acceptor stem
region, also shows similar results (this is explained in detail in Section 3.9).

Figure 26:  stacking nucleotide analogue dynamics. a) Moving of 2AP to the middle of
DNA results in the fluorophore alternating between a dark (non-emissive) and a bright
(high-quantum yield) state. Shown here is 2AP present in a DNA abasic-site mimic
where it can stack with its neighboring bases. The grey line shows click-chemistry
based immobilization while the red line shows the spacer in the DNA used to create the
abasic site (explained in detail in section 3.7, Sequence is shown in Figure 30).
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3.5 2AP and PC display two kinds of behavior
Overall, our characterization results show that both 2AP (utilized in Sections 3.6
& 3.7) and PC (utilized in Section 3.8) have different types of behavior based on their
location within DNA or RNA. When they are not stacking with neighboring residues, the
fluorophores are highly emissive and do not show any dynamics. On the other hand,
when they are stacking with neighboring bases they alternate between a highly
fluorescent state and a quenched state. We therefore utilized these properties to study
base dynamics of 2AP opposite an abasic site, 2AP46 dynamics within the SAM-1
riboswitch and PC74 dynamics within the tRNAPro acceptor stem end, which will be
described in the following sections (Sections 3.6, 3.7 & 3.8, respectively).
3.6 Base flipping motion in an abasic site-containing DNA
During base excision repair (BER), small DNA lesions resulting from, for
instance, the formation of cyclobutane pyrimidine dimers, oxidation of bases, or other
covalent modifications such as alkyl groups, are remedied [177]. The base-excision
process requires DNA glycosylases, which initiate the repair cascade by creating an
abasic site in the DNA. An example of a key BER enzyme is uracil DNA glycosylase,
which catalyzes the excision of uracil or thymine if present opposite guanine [198]. Base
flipping is evident in the repair process, in which it precedes the base excision by the
glycosylase [32]. The depurination or depyrimidination creates an apurinic or
apyrimidinic (AP) site and is followed by the cleavage action of an AP endonuclease.
This step cleaves the phosphodiester bond to remove the lesion. The loss of the base in
the DNA, which creates the abasic site, alters the local DNA geometry and allows
access of the cleavage site to the AP endonuclease (Figure 27) [199]. The loss of the
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base may occur spontaneously or may be due to enzymatic action. This reorganization
of the local geometry is important as has been shown for the dideoxyribose sugar in the
AP endonuclease crystal structure, which captures the abasic site deoxyribose flipped
out of the helix into the endonuclease core, which precedes the cleavage of the
phosphate backbone to allow the DNA repair to proceed.
The creation of the abasic-site mimic changes the DNA local dynamics, resulting
in enhanced dynamics of the base opposite the AP site as it is not under as much
conformational restriction in comparison to the paired bases and therefore has more
freedom to flip out of the helix. To understand these dynamics, we incorporated 2AP
opposite an abasic-site mimic and used our single-molecule setup to monitor its
behavior.

Figure 27: Change of the local DNA geometry following the creation of an abasic site
(AP site) in DNA by glycosylases. The deoxyribose (shown in red) is flipped into the
endonuclease core (PDB: 4B5F) [199].
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3.6.1 2AP fluorescence across a DNA AP site
DNA constructs containing 2AP opposite a DNA abasic site were used in our
studies. Two types of constructs were considered. A ‘true’ abasic site, in which 2AP was
opposite a 1,2-dideoxyribose spacer, and a second construct, in which the 2AP was
opposite a single-nucleotide equivalent 2C spacer connecting the bases (Figure 28).

Figure 28: Abasic site in DNA. a) The natural abasic site deoxyribose in DNA following
the loss of the base. b) The 12-dideoxyribose spacer used to create the ‘true’ abasicsite mimic in our experiments. c) The second type of spacer utilized in our studies to
connect corresponding nucleotides in the DNAs and hence enhance the base flipping
dynamics (the abasic-site sequences are shown in Methods Chapter 2 and the
construct used is shown in Figure 30).

3.6.2 Mg2+ and Ca2+ - induced base flipping in abasic site-containing DNA
The 2AP fluorescence when incorporated opposite an abasic site increases with
[Mg2+] and [Ca2+] inferring to a conformational strain rectified by base rearrangement to
a less-stacking state. In the ensemble-averaged experiments, we determined the Mg2+
and Ca2+ binding constants for our sequences (shown in the Methods section). In the
‘true’ abasic site mimic a KMg2+ of 61 ± 10 mM and a KCa2+ of 65 ± 8 mM were
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determined by fitting the increase in fluorescence to a modified Hill equation (shown in
Methods) (Figure 29). The second construct made of an ethylene glycol spacer abasic
site yielded a KMg2+ of 44 ± 11 mM. ‘Real time’ analysis confirmed that the increase in
fluorescence was a result of metal binding. As a control, the free 2AP DNA construct
was also titrated with Mg2+ in which the increase in fluorescence reported for the abasic
site-mimic was not observed (Figure 29).

Figure 29: Mg2+/Ca2+-dependent increase in 2AP opposite DNA abasic site
fluorescence. a) Increase in 2AP fluorescence incorporated opposite a DNA abasic site
following increase in [Mg2+]. The fluorophore is opposite a dideoxyribose spacer
(referred here as a ‘true’ abasic site). The abasic site conformational change is not
specific to Mg2+, as Ca2+ also leads to similar results. b) A second abasic-site mimic to
understand the behavior of the base by changing the local DNA architecture was used.
In the creation of the ‘non-true’ abasic site, the base opposite the fluorophore was
removed and instead of introduction of a dideoxyribose as the spacer, a one-nucleotide
equivalent ethylene glycol spacer was used. These steady-state fluorescence studies
show that the behavior of the fluorophore is similar in the 2 abasic site-mimics. c) Realtime observation of Mg2+-mediated reorganization of the abasic site containing DNA to
favor the flipped-out conformation. d) The metal ion dependent increase in fluorescence
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is due to changes in the stacking behavior of the base. Introduction of Mg2+ to ‘free’ 2AP
(non-stacking DNA construct), does not show any fluorescence increase.

3.6.3 DNA abasic site single-molecule studies
To understand the etiology of the increase in net 2AP fluorescence with [Mg 2+]
and [Ca2+] across the abasic site in the ensemble, we used our novel UV singlemolecule setup to monitor the behavior of individual 2AP molecules with increase in
[Mg2+] (Figure 30). Two types of 2AP populations were reported across the abasic site.
One population showed the dynamic behavior, while the other population was static, in
agreement with the differences in stacking interaction as explained in Section 3.5
(Figure 31). To further understand the observed increase in fluorescence intensity in
bulk experiments, we determined the base-flipping rates and also the relative fractions
of the two populations at 10, 20, and 50 mM [Mg2+].
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Figure 30: Abasic-site DNA construct used for single-molecule studies. a) Schematic
diagram showing the immobilization of the abasic-site mimic used for single-molecule
studies. In presence of Mg2+, the equilibrium shifts towards the flipped-out configuration.
b) The spacer used to create the abasic-site mimic. c) Illustration of the click chemistry
used for immobilization.

Figure 31: Single-molecule analysis of abasic-site mimic 2AP behavior. a)
Representative single-molecule time trajectories showing a high turnover between the
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bright and dark conformations of 2AP opposite the DNA abasic site. b) Representative
single-molecule time trajectories showing the fully flipped out bright conformation of 2AP
opposite the DNA abasic site.

3.6.4 DNA abasic site base flipping kinetics
We determined the base-flipping rates by fitting the dwell times of the dynamic
populations to single-exponential functions. The flipped-in and flipped-out lifetimes were
picked using home-written Matlab scripts. Our results show an exponential behavior of
2AP flip-in and flip-out lifetimes for the three Mg2+ concentrations investigated. The kflip-in
and kflip-out were 0.2 s
and 0.3 s

-1

and 0.7 s

-1
-1

and 0.6 s

-1

at 10 mM Mg2+, 0.6 s

-1

and 0.4 s

-1

at 20 mM Mg2+,

at 50 mM Mg2+, respectively (Figure 32). Our results show that

the changes in the flip-in and flip-out rates were not significant between 10 and 50 mM
Mg2+. This implies that the observed change in the fluorescence behavior in the
ensemble is not as a result of changes in the base dynamics rates (Figure 32).
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Figure 32: Abasic site DNA 2AP dynamics. a) Dwell time histograms used to determine
the flip-out rates at different [Mg2+]. The flipping out rates at 10, 20 and 50 mM Mg2+ are
similar at about 0.6 s -1. b) Dwell time histograms to determine the flip-in rates at
different [Mg2+]. The flipping in rates at 10, 20 and 50 mM Mg2+ are similar at about 0.3 s
-1
.

3.6.5 Mg2+- mediated 2AP-DNA abasic site population reorganization
We next quantified the fractions of the two types of molecules reported. The first
population alternates between the flipped-in and -out states (dynamic), while the second
population is fully flipped-out (static) as shown in Figure 31. Our results show that the
increase in bulk 2AP fluorescence emanates from an increase in the fraction of
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molecules that are fully flipped-out with an increase in [Mg2+]. The static population at
10 mM [Mg2+] is 22%, which increases to 49% at 50 mM [Mg2+] (Figure 33). The
remainder of the population is dynamic. These results show that once Mg 2+ binds, the
molecule undergoes local base rearrangement towards the flipped-out configuration.
This result is in agreement with the kinetic analysis, which showed that the rates are
insensitive to Mg2+, implying that only the Mg2+-bound population is static.

Figure 33: Mg2+-mediated population abasic-site 2AP reorganization. a) The fraction of
the static 2AP molecules (fully flipped-out, hence non-stacking) increases with [Mg2+].
This shows that the increase in the 2AP fluorescence reported in ensemble-averaged
experiments stems from an increase in the fully flipped out population rather than a
change in the flipping kinetics. n= 107, 169 & 206 for 10, 20 & 50 mM Mg 2+,
respectively.
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3.7 SAM-1 riboswitch binding pocket rearrangements
Riboswitches
Riboswitches are mainly cis-acting elements found within the 5’ end of
messenger RNAs (mRNAs) that bind to a cognate metabolite and modulate the
expression of associated genes [10]. Like other RNAs, to carry out their function,
riboswitches fold to a tertiary native structure(s). The riboswitch folding landscapes have
been well characterized using model constructs [10, 77, 79, 87, 88, 90]. The metabolite
binding takes place within an aptamer domain, which then mediates conformational
changes in a downstream expression platform resulting in either a transcriptional or
translational level of gene regulation. Riboswitches can adopt either a conformationalcapture or induced-fit mode of ligand recognition [95, 104, 105, 115]. In the former, the
RNA in absence of the ligand samples multiple states, which may include the native
state, which is then stabilized once the metabolite binds. In the induced-fit mechanism,
the RNA adopts a conformation that is capable of binding the ligand. Once the ligand
binds, global changes in the conformation result in the native-fold adoption [116]. SAM
is the universal cellular methyl donor and therefore associated with numerous genes
where methyl modifications take place.
The genes necessary for synthesis of SAM precursors and its transport are
under regulation of different types of SAM-binding riboswitches. There are at least five
classes of these riboswitches, called I, II, III, IV, and V [105]. The SAM-1 riboswitch,
which is utilized in this dissertation work, adopts a conformational-capture mode of
ligand recognition [114]. The SAM-1 riboswitch aptamer is made of four helices
stabilized by two long-range interactions, a classic H-type pseudoknot and a kink-turn.
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The ligand-binding pocket is built around a four-way junction (4WJ) (Figure 34). The
global SAM-1 riboswitch folding has been well characterized both structurally and
through smFRET studies [95, 114].

Figure 34: The SAM-1 riboswitch aptamer structure. SAM is shown in blue and the
flipped-out adenosine is shown in red (PDB: 3IQR) [95].

There is growing interest in understanding the structure of the ligand-free
aptamers since they are the forms that sense the metabolite and hence must fold to a
ligand-binding competent conformation [70, 93]. Generally, the structures of the ligandfree riboswitches are poorly understood owing to difficulty in crystallization. A wellcompact SAM-1 riboswitch aptamer is required to bind SAM, which precedes
conformational changes within the expression platform and turning off the gene at the
transcription level [200]. SAM interacts with its aptamer mainly through H-bonding with
specific residues within its binding pocket [95]. The identity of the ligand-binding pocket
residues is thus crucial, as they form the basis of discrimination between closely related
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ligands. The only crystal structure of the ligand-free aptamer from the Batey lab shows
that the aptamer folds to a conformation that is globally similar to the ligand-bound
aptamer [95]. The only discernable difference between the two superimposable
structures is the architecture of the ligand-binding pocket. Hence, the apo aptamer can
fully fold to its native state.
One of the residues (A46) in the vicinity of the ligand-binding pocket behaves in a
similar way as the ligand and it mediates contacts with residues that normally interact
with SAM. This residue is believed to prevent the collapse of the binding pocket. For
SAM to bind, this residue needs to flip out (Figures 35). Whereas this ligand-free
structure has to be a stable conformation to be captured under crystallization, chemicalprobing analysis points to this residue exhibiting high reactivity even in the absence of
the metabolite [95].

Figure 35: A comparison of the SAM-1 riboswitch-binding pocket in the absence and
presence of the ligand. The different conformations of A46 are highlighted in red while
SAM is shown in blue (PDB: 3IQP and 3IQR respectively) [95].
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Residue A46 is hypothesized to prevent collapse of the binding pocket in
absence of the ligand. When flipped into the ligand-binding pocket, A46 mediates
hydrogen-bonding interactions with other neighboring binding pocket residues and
hence, maintains the structure of the binding pocket. Riboswitches may in general
utilize such strategies to preserve the integrity of their metabolite-binding pocket. Similar
residues have been reported in the adenine, c-di-GMP, and preQ-1 riboswitches [100,
127, 128]. Hence, for the ligand to bind, the aptamers only undergo minor
rearrangements.
To understand such local binding pocket rearrangements, single-molecule
studies are key. In this thesis work, we used our single-molecule approach to
characterize the SAM-1 riboswitch aptamer A46 dynamics, both in the absence and
presence of saturating ligand concentration by replacing A46 with 2AP (Figure 36). To
understand the SAM-1 riboswitch ligand-free aptamer structure further, we also carried
out a 10 ns MD simulation in explicit solvation and determined the aptamer’s b factors.
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Figure 36: SAM-1 riboswitch aptamer secondary structure. a) SAM-1 riboswitch
aptamer secondary structure showing A46 replaced with 2AP and the azide-modified
anchor RNA strand for slide immobilization for single-molecule studies. b) Cartoon
representation of the SAM-1 riboswitch aptamer secondary structure c) Click chemistry
illustration of the immobilization of the aptamer on the quartz slide.

3.7.1 Molecular dynamics (MD) simulation
The 10 ns molecular dynamics simulation of the apo aptamer shows that the
pseudoknot and k-turn motifs formed by the key long-range interactions stabilize the
aptamer, as evident from the calculated b factors for these residues (Figure 37). These
remain low during the course of the simulation (green). On the contrary, the aptamer
loops are highly dynamic (high b factor, yellow), while the paired helices and the ligandbinding pocket have intermediary b factors (red and blue). Our simulation also shows
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that the formed binding pocket in the apo aptamer does not collapse, implying that its
integrity is maintained.

Figure 37: SAM-1 riboswitch molecular dynamics analysis. a) Tertiary structures of the
ligand-free (light green) and the ligand-bound (orange) forms of the SAM-1 aptamer
domain. The two structures are superimposable with the only significant differences
being within the ligand-binding pocket. SAM (red) and A46 (using the numbering used
by the Batey lab [95]) within the binding pocket are shown in stick representation. In
absence of SAM, A46 in the crystallized structure is flipped into the ligand-binding
pocket (blue), whereas in the ligand-bound form it’s flipped out (deep green). This
residue is believed to prevent the collapse of the ligand-binding pocket. b) RMSD values
of a 10 ns explicit solvation MD simulation using the AMBER forcefield. The RMSD
values remain below 5 Å within the course of the simulation, implying that the structure
remains intact with
were used to determine the regions/residues most dynamic during the simulation. The
results show that the aptamer is stabilized by the two long-range interactions whose b
factors remains low (shown in green). These interactions form a pseudoknot and a kinkturn motif. The loop regions are highly dynamic, while the stem regions and the ligand-
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binding pocket show similar b factors. d) Secondary structure of the SAM-1 riboswitch
aptamer domain with same color coding as panel c.

3.7.2 SAM-1 riboswitch binding pocket rearrangement in single-molecule studies
Our 2AP single-molecule studies where the aptamer domain of SAM-1 riboswitch
was immobilized on quartz slides and excited with a He-Cd laser (Figure 38) showed
that 2AP46 exists in two distinct stacking conformations, as previously shown in Section
3.6 for 2AP stacking in DNA, both in the ligand-free state and in the presence of
saturating levels of SAM (Figure 39). One type of molecule behavior observed was
static (highly fluorescent and did not exhibit any dynamics). This result is representative
of the fully flipped-out conformation, in which the residue is not sampling any other
states. This A46 conformation corresponds to the open state reported in the ligandbound crystal structure and also the highly reactive conformation reported in the
chemical probing analysis both in the absence and in presence of the ligand [95]. The
second type of molecules reported showed dynamics (alternating between being fully
bright and being fully quenched). This population represents the A46 conformation
alternating between a fully flipped-out state (open) and hence highly bright and the (fully
quenched closed) flipped-in conformation.
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Figure 38: Single-molecule studies of the SAM-1 riboswitch binding pocket
reorganization. Schematic diagram of the single-molecule setup showing the
immobilized SAM-1 aptamer with A46 replaced with 2AP. In presence of SAM, the A46
equilibrium shifts to the flipped-out conformation.

Figure 39: SAM-1 riboswitch A46 behavior. a) Representative single-molecule traces.
Two types of behavior were observed, static and dynamic populations in absence of
SAM. The dynamic molecules are the molecules alternating between the flipped-in and
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flipped-out conformations while the static molecules are the molecules that adopt only
the flipped-out conformation. b) Representative single-molecule traces showing the
dynamic and static behaviors of A46 in presence of the ligand.

3.7.3 SAM-1 riboswitch A46 base kinetics
To determine the A46 reorganization rate both in the absence and the presence
of the ligand and whether these base-flipping rates were influenced by the presence of
the ligand, we fitted the dynamic population to a single-exponential decay rate equation.
Our studies showed that the flipped-in rate (kflip-in) was 0.2 s

-1

for both the ligand-free

and ligand-bound aptamers, while the flipped-out rate was 0.8 s
the riboswitch, and 1.0 s

-1

-1

for the apo form of

for ligand bound (Figure 40). The similarity in the rates

implies that the dynamic population is not ligand-bound and hence, binding of the ligand
results in flipping out of the residue to adopt the open conformation as reported in the
crystal structure as shown in Figure 35.

Figure 40: SAM-1 riboswitch binding pocket rearrangement rate. a) Dwell time
histograms to determine the flipped-out rates of the A46 residue in the absence and
presence of SAM. The kon does not change significantly in the dynamic molecules both
in the ligand-free and in presence of the ligand implying that the dynamic population is
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not ligand-bound. b) Dwell time histograms to determine the flipped-in rates of the A46
residue in the absence and presence of SAM. The off values are the same for the
ligand-free and the ligand-bound structures.

3.7.4 Population redistribution of the closed and open conformation fractions in
presence of the ligand
We sought to understand the behavior of the aptamer in the presence and
absence of the ligand by monitoring the population redistribution following introduction
of the ligand. The fractions of the dynamic and static populations in absence of SAM
were 54% and 46%, respectively (n=103). While, in presence of SAM the fraction of the
dynamic and static population are 7% and 93%, respectively (n=315) (Figure 41). Thus,
the binding of the ligand favored an increase in the flipped-out conformation, further in
agreement with the structural studies and the kinetic analysis, which showed that the
dynamic population is not ligand bound.

Figure 41: Population reorganization of the flipped-in and flipped-out A46 structures. In
absence of SAM, majority of the molecules are dynamic. This population decreases
steadily to 10% in the presence of the ligand.
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3.8 Proline Transfer RNA Acceptor Stem Local Base Dynamics
Transfer RNA
Transfer RNAs function as the adaptor molecules during translation. They are Lshaped and are highly structured with an accessible 3 end and an anticodon loop that
is complementary to their cognate mRNA codon. The amino acid attaches at the 3 end
of the tRNA (the CCA end). The aminoacylated tRNA then interacts with the mRNA
codon by base pairing with its anticodon loop [134, 135]. For charging to take place, the
CCA end moves into the charging aminoacyl tRNA synthetase (aaRS) active site where
the ATP-dependent covalent attachment of the amino acid on the terminal adenosine
takes place. The aaRSs are specific to their cognate tRNAs; however, mischarging may
take place, which if not edited would introduce errors into the growing polypeptide chain
[137, 201].
The tRNA editing takes place either at the pre-transfer or post-transfer levels. In
the pre-transfer editing, the attachment of the non-cognate amino acid onto the tRNA
terminal adenosine is blocked mainly using an amino acid size-exclusion mechanism
(double-sieve mechanism) [201]. The post-transfer editing takes place in some classes
of aaRSs, which in addition to the charging site also contain an editing site. This second
site carries out hydrolysis of the non-cognate amino acid [202, 203]. The tRNAPro is an
example of a tRNA whose non-cognate amino acylation is edited at the post-transfer
level by its charging and editing enzyme, prolyl tRNA synthetase (ProRS) which
contains the two catalytic sites; the charging and editing sites [204].
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3.8.1 Base flipping dynamics in the tRNA acceptor stem
To allow the charging and editing processes, the acceptor stem is highly
versatile. The unpaired bases are dynamic and undergo local unstacking dynamics. Key
stacking interactions involve the discriminator base, the purine 73 [205]. In structures of
tRNAs interacting with their cognate aaRSs, base flipping has been reported in
numerous examples. The human tRNATrp interacting with the tryptophanyl tRNA
synthetase reports evidence of base flipping (Figure 42). Similar C74 base flipping has
been reported in the bacterial Leucyl tRNA synthetase interacting with its cognate
tRNALeu (Figure 43) [206, 207]. There is currently no structural information of the fulllength tRNAPro interacting with its aaRS [179].

Figure 42: Structure of the tRNATrp and the tryptophanyl tRNA synthetase showing base
flipping of C74 PDB:2DR2 [206].
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Figure 43: Structure of the tRNALeu and the leucyl tRNA synthetase showing base
flipping of C74 PDB:4AQ7 [207].

To understand the local base dynamics that take place within the tRNA Pro
acceptor stem, we have in this study introduced pyrrolo-cytosine (PC) at position 74
where it can interact with the discriminator base A73. PC was chosen because when
incorporated in nucleic-acid it behaves like C as explained in Section 3.2, and therefore
it can replace the natural C74 in the tRNA. SM studies were then carried out either in
the absence or presence of prolyl-tRNA synthetase, L-proline, and ATP to allow
aminoacylation. To enable surface immobilization, the tRNA was cleaved on the D loop
for the introduction of a carbon chain spacer and the azide group necessary for click
chemistry (Figure 44). This cleavage does not significantly alter the tRNA function [179]
(the ProRS was expressed and purified in the Karin-Musier Forsyth lab).
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Figure 44: Single-molecule strategy used for immobilization of the tRNAPro for SM
studies. a) tRNAPro secondary structure. PC was substituted for C74 where it can
interact with the discriminator base A73. The tRNA was cleaved in the D loop resulting
in a 57-mer RNA strand and a 16-mer RNA (shown in red) that was modified with an
azide group for immobilization on quartz slides for single-molecule studies. b) The
azide-modified anchor RNA strand was used to immobilize the tRNA using click
chemistry. c) The behavior of the base was investigated in the absence and in presence
of prolyl tRNA synthetase (ProRS).

3.8.2 tRNAPro 3 end PC74 kinetics
Our SM results in which the fluorophore was excited at 325 nm using a He-Cd
laser showed that PC74 in the tRNAPro 3 end just like 2AP in the DNA and RNA
samples explained in previous sections of this chapter, exists in two conformations
corresponding to stacking and unstacking interactions as previously explained (Section
3.6) (Figure 45). One of the populations was static during the duration of the experiment
prior to photobleaching in a single step, whereas the second population showed
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dynamics between a quenched and an emissive state. This second population
undergoes stacking and unstacking contacts with A73. We used the dynamic population
to determine the PC74 reorganization rate by fitting the bright and dark lifetimes to a
single-exponential decay rate equation.

Figure 45: tRNAPro PC74 dynamic and static behavior. a) Representative singlemolecule time trajectories showing dynamic and static behaviors of the residue in
absence of ProRS. b) Representative single-molecule time trajectories showing
dynamic and static behaviors of the residue in presence of ProRS.

In the absence of proRS, a kflip-in of 0.2 s

-1

and kflip-out of 0.9 s

-1

are reported. In

the charging conditions (i.e., in the presence of 4 mM ATP, 1 mM L-proline, and 50 nM
ProRS), a kflip-in of 0.04 s

-1

and kflip-out of 0.7 s

-1

are reported (Figure 46). Whereas the

flipped-out rate is insensitive to the presence of the protein, our results show that the
flipped-in rate decreased by five-fold when the protein is bound. These changes may
stem from a stabilization of the PC74 in the flipped-out conformation by the protein
since it spends more time in the unstacked conformation. These results further imply
that the tRNAPro and its bound ProRS may adopt a similar acceptor stem conformation
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as the reported structures of the tRNATrp and the tRNALeu in which protein binding
reorganizes the acceptor’s stem bases and C74 has been captured in a flipped-out
conformation [206, 207].

Figure 46: tRNAPro PC74 dynamics. a) The flipped-out rates in absence and presence
of ProRS do no change significantly implying that these dynamics are insensitive to the
presence of the protein. b) The flipped-in rates in absence of the protein. A off value of
5 s was reported. In presence of the protein, the flipped-in rate decreases five fold as
the off increases to 25 s.

3.8.3 Population redistribution following tRNAPro aminoacylation
The presence of prolyl-tRNA synthetase, ATP, and L-proline resulted in a change
in the population distribution between the fully flipped-out and the flipped-in
conformations. The static population in absence of the protein was 23% (n=128) and the
dynamic fraction was 77% (n=163). The static population decreases to 7% in presence
of ProRS, ATP, and L-proline with 93% being dynamic (Figure 47). These results
indicate that the protein binding and charging induces a structural change within the
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acceptor stem bases, which may be of importance in the tRNAPro aminoacylation and
editing. Overall, the ProRS makes the acceptor stem to be more versatile increasing the
dynamic PC74 fraction and at the same time decreases its flipped-in rate.

Figure 47: ProRS mediated C74 population reorganization. In absence of ProRS, the
static population is 23%. In presence of ProRS most of the molecules are dynamic and
hence the static population decreases to 7%. This implies that binding of the protein
changes the conformation of the acceptor stem and favors the dynamic behavior. This
may be necessary to allow efficient charging and editing by the enzyme or may be due
to local changes within the acceptor stem as it moves between the ProRS
aminoacylation and the editing sites.

3.9 Conclusions
The 2AP and PC studies show that these fluorescent nucleotide analogues have
applications in single-molecule spectroscopy. This finding is in agreement with previous
fluorescence correlation spectroscopy (FCS), which concluded that 2AP has a sufficient
photon-rate of 2 kHz to allow single-molecule detection [208]. Additionally, the highly
sensitive

CCD

detectors

utilized

have

up

to

single

photon

sensitivity
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(http://www.andor.com/). The emitted 2000 photons per second for each 2AP as
reported in the FCS analysis are more than the number of photons required for CCD
detection above any dark current [209]. Other nucleotide analogues such as 3-methyl-8(2-deoxy--D-ribofuranosyl isoxanthopterin) 3-MI and (4-amino-6-methyl-8-(2-deoxy-D-ribofuranosyl)-7(8H)-pteridone) 6MAP which are G and A analogues, respectively,
have also been characterized using FCS and have also been concluded to be utilizable
for single-molecule studies [209, 210].
The studies to elucidate the photophysical behavior of 2AP and PC show that
when stacking interactions are unfavorable, the two nucleotide analogues fluoresce
steadily without blinking and photobleach in a single step. This shows that the key
quenching processes are dependent on the stacking interactions and the nearness of
the base analogue to the quenching base. The photostability analysis of the two
nucleotide analogues also shows that they are feasible for single-molecule studies.
This is because 2AP has an  40 s photobleaching lifetime, whereas that of PC is  90
s. These lifetimes shows that the two nucleotide-analogues can be monitored for
extended periods without photo-destruction and therefore they are well suited for singlemolecule spectroscopy where biomolecular behavior is monitored for several seconds.
Unlike the non-stacking static behavior, when 2AP or PC interact with other
bases, their fluorescence behavior changes and alternates between an emissive and a
dark state. This shows that 2AP or PC has alternating quenched and emissive states
when stacking with neighboring bases in systems where local base dynamics are
favorable. This key observation formed the basis of our studies in which 2AP was used
to investigate base dynamics in a DNA abasic-site mimic and the SAM-1 riboswitch-
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binding pocket. The 2AP in these two systems reports on its structural isomer A,
behavior in the natural sequences. The PC was used to monitor local dynamics in the
tRNAPro acceptor stem where it was used to replace its analogue C which interacts with
C75 and the discriminator base A73.
These studies also show that the single-molecule immobilization method utilized
that is based on the 1,3 dipolar Hüisgen cycloaddition is a suitable method to suppress
background fluorescence for UV-region single-molecule studies. In this method the
quartz slides were functionalized with a terminal alkyne group and ‘clicked’ via azide
groups present in the DNA/RNA samples [141-143]. The advantage of this method is
that any background fluorescence that may emanate from the general protein adsorbing
on the quartz slides or the tryptophan network present in the more common biotinstreptavidin single-molecule immobilization chemistries is avoided and hence singlemolecules are effectively detected.
Section 3.6 of this chapter describes the 2AP base-flipping dynamics when
incorporated across from an (apurinic) AP site. The DNA abasic site studies were
carried out in varying [Mg2+] and the 2AP across the AP-site base flipping kinetics were
elucidated. In bulk, the 2AP fluorescence across an AP site is dependent on divalent
metal ions concentration. Our SM results show that the base-flipping rates are
insensitive to the metal ion concentration in this system. The kflip-out at 10 mM Mg2+, 20
mM Mg2+and 50 mM Mg2+ remained at  0.6 s -1, while the kflip-in rates were  0.3 s -1.
Whereas the rates did not change with the [Mg2+], the fractions of the static and
dynamic molecules varied with [Mg2+]. The static molecules percentage increased from
22% at 10 mM Mg2+ to 49% at 50 mM Mg2+. These results indicate that the increase in
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fluorescence reported in bulk stems from an increase in the fraction that is flipped-out.
Since the flipped-out conformation is highly bright, the increase in this population would
lead to the net higher fluorescence in the ensemble. The lack of change in the rates
also indicates that the dynamic population is not Mg2+-bound and the interaction with
Mg2+ leads to the conformational rearrangement that flips out this residue so as to
relieve any conformational strain resulting from the metal ion interaction.
The next studies focused on a second larger nucleic-acid system where 2AP was
used to monitor the dynamics of a folded riboswitch ligand-binding pocket. For a
riboswitch to interact with it’s cognate metabolite, a well-folded structure is a
prerequisite [70]. The ligand-sensing structure needs to be well folded to sense the
ligand, but it must not totally behave like the ligand-bound structure, as this would
otherwise result in gene-modulation even in the absence of the metabolite. The
structures of the ligand-free riboswitches are currently of great interest. There is
however, a deficit in structural information owing to the dynamic nature of such
structures, which hinder crystallization [70]. The SAM-1 riboswitch is one example of a
riboswitch that the ligand-free structure has been reported with great similarity between
the ligand-free and ligand-bound forms [95]. The studies in Chapter three Section 3.7 to
monitor how the SAM-1 riboswitch-binding pocket reorganizes, focused on residue A46,
which behaves like SAM in the absence of the metabolite [95]. This residue was
replaced with 2AP and excited at 325 nm both in the presence and the absence of the
ligand. The results show that this residue is dynamic in the absence of the ligand with
54% of the molecules alternating between the dark and the bright states. To understand
how fast the reorganization takes place, the base-flipping rates were determined, which
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results in a kflip-in of 0.2 s

-1

and a kflip-out of 0.8 s -1. In the presence of the ligand, the

population redistributes and the dynamic population decreases to 7%. The k flip-in and
kflip-out, however, do not change and remain at 0.2 s

-1

and 1.0 s -1, respectively. These

results are in agreement with Batey’s crystal structure and biochemical experiments,
which predicted this residue to be dynamic and exist in either an open or closed
conformation [95]. The lack of change in the rates in presence of the ligand implies that
the dynamic population is not ligand-bound.
Finally, in this chapter our UV-region single-molecule setup was used to study
local base dynamics within the tRNAPro 3 end. The tRNA acceptor stem is highly
dynamic with local changes taking place to allow aminoacylation and editing in the
incidence of misacylation. The acceptor stem base interactions change following the
binding of aaRSs as reported in example crystal structures of different tRNAs with their
cognate aaRSs, which have shown that residues within the CCA end have altered
stacking interactions following the protein binding. Of particular interest are the bases
next to the discriminator base owing to its role in editing processes. The crystal
structures of tRNATrp and tRNALeu show that C74 adopts a flipped-out conformation in
the presence of their cognate aaRSs [184, 185].
The behavior of the tRNAPro C74 both in the non-charged form and in the
aminoacylated form is reported by PC fluorescence in these SM studies. The singlemolecule studies show that this residue is highly dynamic both in the absence and
presence of the ProRS and charging conditions. The dynamic populations are 77% and
93% in absence and presence of ProRS, respectively. A kflip-out of 0.9 s -1 in the absence
of ProRS and 0.7 s -1 in the presence of the protein were determined. While the flipping-
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out rate is insensitive to the presence of the protein, the kflip-in decreases from 0.2 s
the absence of ProRS to 0.04 s

-1

-1

in

in the presence of the protein. These results show

that once the protein binds, the adopted C74 configuration changes, which affects its
rearrangement dynamics.
Overall, the base-flipping mechanism remains vaguely understood with ongoing
debate as to whether the process is active or passive [32]. Single-molecule studies
have an advantage over the ensemble-averaged methods as they report on the
behavior of individual molecules and therefore can resolve such ambiguity. These
single-molecule studies show that even in the absence of the protein cofactors, passive
base flipping can take place. This, however, does not rule out the mediation of the
process by binding factors, especially in the double-stranded DNA.
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CHAPTER 4
4.0

RNA GLOBAL DYNAMICS UNDER CELLULAR CROWDEDNESS

4.1 Macromolecular crowding
In the cell, both the present soluble and insoluble biomolecules occupy a large
portion of the total cellular volume. In bacteria, the occupied volume by these
macromolecules reaches up to 30% in comparison to eukaryotic cells where this rises
further to up to 40% of the total cellular volume. The presence of the high number of
macromolecules, which exist in their normal cellular concentrations, is known as
macromolecular crowding (Figure 48) [63, 64]. The macromolecules space occupation
results in volume exclusion to a biomolecule under consideration, since its available
volume is significantly decreased. In eukaryotic cells, the formation of compartments
further impacts on the effects of cellular crowdedness. Further, the presence of the
macromolecules affects the solution’s viscosity and also deceases the fraction of water
available for hydration [211]. Therefore, the structure and hence the behavior of a
biomolecule in vivo can be significantly different from ‘in-dilute’ conditions due to the
effects of the cellular crowdedness. For example, an intrinsically disordered protein in
vitro, FlgM, is actually well structured in vivo [59].
To investigate the effects of molecular crowding in vitro, molecular-crowding
mimics comprising of high molecular weight inert polymers are added to experimental
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buffers in an effort to recreate the in vivo physiologic conditions. The most widely

Figure 48: Cartoon depiction of cellular crowding. Presence of other macromolecules
within the cell lead to a decrease in the accessible volume to a biomolecule under
investigation

employed molecular crowders include polymers such as polyethylene glycol (PEG),
dextran, and ficoll, among others (Figure 49) [211]. High molecular weight proteins such
as bovine serum albulmin (BSA) and hemoglobin or cellular extracts can also serve as
molecular-crowding mimics [187, 188]. The effect of molecular crowding is largely
dependent on the physical nature of the crowding molecules. Thus, the crowding effect
is altered due to changes in the shape or the size of the macromolecular crowder.
Therefore, higher molecular weight crowding macromolecules are preferred for in vitro
experiments designed to replicate the cellular crowdedness, as they better represent
the reduction in the total volume in the cell in comparison to smaller molecules [212].
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To account for the effects of the smaller molecules present in the cell that may
influence the cellular solvent properties, but do not necessarily occupy a large cellular
volume, smaller osmolytes such as glycerol, sucrose, methanol, and ethylene glycol
(EG) are utilized (Figure 50) [187, 189, 190].

Figure 49: Examples of inert commonly utilized high molecular weight molecules used
to recreate the cellular crowdedness. Observed effects in presence of such
macromolecules are due to the volume occupied by the cosolutes.

By including crowding-agent mimics in experiments, studies have shown that
cellular crowding has effects on both the thermodynamic activity and kinetic behavior of
biomolecules. For example, molecular crowding enhances proteins dimerization,
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promotes DNA strand exchange, increases the number of G-quadruplex conformations,
and enhances the catalytic activities of T4 DNA ligase, T4 DNA polymerase, the
hammerhead ribozyme, and the group 1 intron [60, 187, 191-196].

Figure 50: Examples of small, low molecular weight osmolytes that are used to change
the solvent properties and represent smaller molecules present within the cell that can
also influence the behavior of biomolecules.

4.2 Crowding free energy
The molecular crowding effect on the behavior of biomolecules stems from the
altering of the system’s net free energy by the crowding molecules. Both enthalpic and
entropic effects can explain the changes in the crowding free energy as evident from the
Gibbs free energy equation,
G  H  TS

7

in which ∆G is the change in the Gibbs free energy, ∆H is the enthalpy change of the

system, and ∆S is change in the entropy of the system. Since the crowding
macromolecules result in volume exclusion, the formation of the more compact
structures that occupy less volume (less entropy) is favored [63, 197]. The effects
attributed to molecular crowdedness have thus largely been attributed to these entropic
effects and are dependent on the sizes of the molecular crowders and the biomolecules
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under consideration (Figure 51) [198, 199]. On the other hand, specific biomolecular
interactions can also be altered as a result of changes in the solvent properties, which
results due to the presence of the molecular crowders. In particular, changes in the
solution’s dielectric constant can explain some of the reported effects [65, 189, 200].
Therefore, the macromolecular crowding effect may arise from the changes in the
system’s free energy by volume exclusion and/or modulation of the solvent properties,
implying that both the enthalpic and entropic effects may work in compensation to
influence the processes [213].

Figure 51: The excluded volume effect is dependent on the size of the biomolecule
under consideration. a) A large biomolecule has less available volume and b) a smaller
biomolecule has less excluded volume within the cell. Changes in the sizes of the
molecular crowders also have similar effects on the excluded volume.

4.3 Molecular crowding effect on the folding and conformational dynamics of the
cyclic diguanylate monophosphate (c-di-GMP) riboswitch
To understand the cellular crowdedness effect to RNA folding and accompanying
dynamics, we investigated the folding behavior of the c-di-GMP riboswitch aptamer in
the presence of high molecular weight polyethylene glycol (PEG) and dextran
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macromolecular crowders. The c-di-GMP is a common second messenger that is
important in cellular signal transduction [92]. It is widely present in most bacteria, where
it functions in bacterial survival due to its influence on the bacterial virulence, motility,
biofilm formation, and cell cycle proliferation. Its cellular levels are maintained by the
antagonistic roles of diguanylate cyclase (DGC) and phosphodiesterase (PDE). The cdi-GMP is formed following the cyclization of two guanine molecules by DGC whereas
PDE enzymes degrade it [214]. Due to its abundance and involvement in the crucial
action of many bacterial genes with diverse roles, the gene-regulation mechanisms are
of great interest.
The regulation of the c-di-GMP-associated genes is under both protein effectors
and riboswitches (Figure 52) [108, 145, 201-204]. Bacterial genes are regulated at the
transcriptional and translational levels via mechanisms that involve effector proteins or
specific RNA motifs. Riboswitches are RNA examples of gene-regulating elements that
normally act in cis to their host mRNAs, and are hence located within their 5
untranslated regions (UTRs) [10]. Folding of their aptamer regions precede their
recognition of cognate metabolites followed by further downstream reorganizations to
either down- or up-regulate the synthesis of their specific-associated genes.
In vivo, the intracellular physiology dictates the folding landscape of RNAs. In
dilute conditions, RNA-folding pathways have been well elucidated and they provide a
hierarchical picture of RNA’s native structure adoption. However, the cellular volume
available to a biomolecule of interest is dependent on its neighboring soluble and
insoluble molecules [215]. Therefore, macromolecular crowding may influence and
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hence alter the current RNAs folding models and subsequently may revise their mode of
ligand/substrate recognition in comparison to experiments in a non-crowded medium.

Figure 52: The levels of c-di-GMP in the cell are under the control of two enzymes,
DGC, which catalyzes the cyclization of two guanines, and PDE, which breaks down the
c-di-GMP to GMP and pGpG. The c-di-GMP is sensed by both protein and riboswitch
effectors. Once the metabolite interacts with its receptors, different effects occur that
favor the bacterial survival. There is inhibition of cell motility and virulence, and
enhancement of cell cycle and bioflim formation.

In efforts to understand the effects of macromolecular crowding, single-molecule
and steady-state FRET studies were used to show that the presence of molecular
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crowders enhances the docking of a ubiquitous bacterial riboswitch, the cyclicdiguanylate monophosphate riboswitch aptamer region, even in absence of its
metabolite. The adoption of a structure reminiscent of the ligand-bound form even in the
apo state implies that the riboswitch can fully fold in vivo, and hence ligand binding may
only require minimal rearrangements. We hypothesize that this may further decrease
the time between ligand recognition, interaction, and transcription enhancement.
4.3 c-di-GMP riboswitches
There are two classes of c-di-GMP sensing riboswitches, classes I and II [108,
205]. In this dissertation, the class I aptamer domain found upstream of the Vibrio
cholerae tfox gene was used. This domain regulates genes at the transcriptional level
[108, 145, 203]. The second class of c-di-GMP riboswitches regulates genes by
modulating mRNA splicing [205]. To be effective gene regulators, riboswitches fold into
specific tertiary structures. The folding occurs in a sequential manner and takes place
co-transcriptionally. In particular, riboswitches that regulate gene expression at the
transcription level have to fold rapidly so as to recognize their cognate metabolite and
effect modulations before the RNA polymerase can transcribe the downstream
sequences, especially if the gene has to be turned off [38]. Other classes of
riboswitches, such as the c-di-GMP riboswitch, function at the transcription level to
enhance gene expression [145].
The RNA-folding landscape in dilute conditions has been extensively investigated
both for the large and small RNAs [111, 131]. From these studies and in comparison to
protein folding, the RNA-folding problem is more challenging, owing to more degrees of
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freedom stemming from its many dihedral angles, though discrete base-pairing rules
make it possible to investigate [189, 190]. Folding models describing riboswitch
structure-function interfaces paint a picture in which monovalent and divalent cations
promote the adoption of a ligand binding-competent conformation that then undergoes
further reorganization in presence of the ligand to adopt the native state, which is
important for the expression-platform conformational rearrangements. Additionally, the
mode of metabolite recognition is believed to occur either through conformationalselection or induced-fit mechanisms.
A continuum ligand-recognition model in which ligand-sensing progression takes
place concurrently as the aptamer is transcribed and folds is also possible [117]. The cdi-GMP riboswitch may sense its ligand continuously during transcription and folding
[90, 187 216]. Binding of the ligand to its binding pocket leads to structural
rearrangement, resulting in formation of a downstream helix (P1) that is part of the
riboswitch expression platform. This results in conformational changes, which makes
the RNA pol-binding site more accessible and therefore resulting in enhancement of
transcription [145].
The cellular physiology is highly crowded, and therefore a biomolecule under
consideration is sterically constrained by both the soluble and insoluble co-solutes [198,
199]. The surrounding macromolecules occupy significant volume, and hence exclude
the volume available to the molecule under consideration [65]. Occupying up to 400 g/L
of the cellular volume, crowding macromolecules are an important factor to take into
consideration while investigating biomolecule folding, and when drawing conclusions
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about the function. It is evident that under cellular crowding, biomolecules may behave
differently from in vitro experiments [217].
Whereas ensemble-averaged measurements have demonstrated the effects of
molecular crowding on RNA folding [192, 193], the etiology of the observed overall net
compaction cannot be easily deduced from such experiments. Single-molecule studies
get rid of ensemble averaging, and thus report on a sample’s population heterogeneity,
which enables a facile tracking of the RNA folding landscape [57]. In our singlemolecule fluorescence resonance energy transfer (smFRET) experiments, the cellular
crowding conditions was simulated by using PEG 8,000 (8 kDa) and dextran 10,000 (10
kDa) and monitored the folding of the c-di-GMP riboswitch aptamer domain. Both of
these polymers showed enhanced compaction in our single-molecule experiments when
we used up to 25% wt/vol concentrations. As a control, the PEG monomeric unit
ethylene glycol (EG) was used and the experiments did not show any cosolutemediated compaction.
4.5 Results and discussion
The Vibrio cholerae tfox gene c-di-GMP riboswitch aptamer is built on a threeway junction (3WJ) junction and is stabilized by two long-range interactions, a tetralooptetraloop receptor interaction consisting of a ribose zipper formation and planar stacking
of two adenosines, and an interhelical Watson-Crick GC base pair (Figure 53) [108,
145, 203]. Previous smFRET studies established a FRET donor-acceptor (Cy3-Cy5,
respectively) labeling scheme, which showed that the aptamer domain exists in two
distinct conformations, in agreement with previous SAXS results [106, 108]; a compact
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conformation resulting from a side-by-side docking of the two helices P2 and P1b that
form part of the ligand-binding pocket, and a second extended conformation in which
the two arms are further apart and therefore undocked.

Figure 53: Monitoring of docking and undocking of the c-di-GMP riboswitch aptamer. a)
Secondary structure of the c-di-GMP riboswitch used in this study with locations of the
fluorophores shown. Formation and disruption of the interhelical tertiary contacts
required for native structure adoption is monitored by FRET changes. b) Tertiary
structure of the ligand-bound Vibrio chorelae tfox gene c-di-GMP riboswitch aptamer
domain (PDB:3IWN) [128]. Docking of the two helices is monitored by FRET using Cy3
and Cy5 fluorophores. In the ligand bound/docked state, the dyes are approximately 40
Å apart resulting in high FRET efficiency. c) Ensemble-averaged steady state FRET
measurements of the ligand-free c-di-GMP aptamer in absence (broken line) and in
presence (solid line) of 8 kDa polyethylene glycol (PEG) as a molecular crowding agent.
Correlated increase in the acceptor fluorescence in presence of 25% wt/vol PEG
concomitant with a decrease in the donor fluorescence is highlighted. d) Increase in
FRET with increasing PEG concentration. The PEG transition point for docking (PEG 50)
of 10.5  0.2 % is determined by fitting the FRET value with PEG concentration, to a
Langmuir equation.
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Our donor and acceptor reporter fluorophores are located on the periphery of the
two arms (Figure 53a) and thus, based on the adopted conformation, and using a FRET
cutoff of 0.5, the docked and undocked conformations give FRET values of 0.8 and 0.2,
respectively (Figure 54). Two distinct types of molecules populate each of the undocked
and docked conformations; one population shows non-dynamic behavior during the
duration of the experiment, whereas the second population is highly dynamic and
samples multiple states despite spending most of the time either docked or undocked
(Figure 54). Notably, ligand-induced reorganization of the c-di-GMP riboswitch evident
from both the FRET and SAXS analysis, shows that in dilute medium the structures of
the apo and the holo forms of the riboswitch are significantly different, hence making
this model an excellent candidate to elucidate the effect of molecular crowding in RNA
folding [106, 108]. Under molecular crowding, additional conformations lacking in dilute
medium may be populated [60].

Figure 54: The c-di-GMP riboswitch aptamer domain conformations. a) The extended
aptamer conformation is characterized by a 0.2 FRET state. Two distinct populations
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populate this state; static and dynamic undocked populations. b) The compact
conformation is similarly composed of a dynamic and a static population. It’s
characterized by a FRET value of 0.8.

4.5.1 The docked c-di-GMP riboswitch aptamer conformation is favored in a
crowded environment
In presence of molecular crowding agents, PEG 8,000 and dextran 10,000, our
smFRET studies show that the aptamer undergoes reorganization, which leads to
enhanced formation of the compact 0.8 FRET state (Figure 55). In absence of
molecular crowding, the static docked conformation is poorly populated with only 5 ± 1%
of the total molecules adopting this state. Introduction of molecular-crowding mimics
results in a population redistribution with a net decrease in the undocked conformation
and an increase in the docked state (Figure 55). The static docked population increases
gradually with PEG concentration and saturates at close to 40% of the total population
at 20% wt/vol PEG. At 25% wt/vol PEG the percentage of this population is 40 ± 5%.
Fitting the fraction of the static docked molecules to a Langmuir equation (Methods
Chapter 2), results in a PEG transition (PEG1/2) point of 13.0 ± 0.5% wt/vol PEG.
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Figure 55: smFRET monitoring of PEG-induced docking of the aptamer. (a)
Reorganization of the c-di-GMP aptamer following introduction of 15% wt/vol PEG. The
aptamer undergoes structural changes to favor formation of the compact (docked)
conformation following crowding. (b) smFRET histograms to track the population
redistribution towards the docked state with increasing PEG concentration in both the
ligand-free form of the riboswitch and the ligand-bound forms. (c) For analysis in the
presence of ligand, a concentration of 100 nM, which is the previously reported singlemolecule KD, was chosen. (d) Determination of the PEG transition point towards the
docked conformation following the fitting of the static docked population (fD) to the
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Langmuir equation resulted in a PEG1/2 of 13.0  0.5% and 13.5  1.2% for the ligandfree and the ligand-bound aptamer, respectively.

To confirm that the observed docked state stabilization is as a result of molecular
crowding and that there is no adverse effect originating from the surface immobilization
of the aptamer, we carried out steady-state ensemble FRET analysis (Figure 54 c). In
absence of PEG, a FRET value of 0.52 was measured, which increased with PEG
concentration to a maximum FRET value of 0.63 at 25% wt/vol PEG. We fitted the
increase in FRET with PEG concentration to the Langmuir equation and got a PEG 1/2
value of 10.5 ± 0.2% wt/vol PEG (Figure 54 d) This shows that the aptamer tends to
adopt the docked conformation above 10% wt/vol of the molecular crowder. To further
confirm that the observed docking emanates from molecular crowding and not any
specific effects of PEG on RNA, we carried out single-molecule experiments in
presence of a second widely used molecular crowding polymer, dextran 10 kDa. Our
results showed that, similar to in the presence of PEG, the fraction of the static docked
population increases steadily to up to 32% ± 5 of the total population at 25% wt/vol
dextran (Figure 56).
Further, experiments were performed to rule out any specific effects of the
hydroxyl functional groups present in the crowding polymers, utilizing the monomeric
unit of PEG, ethylene glycol (EG). The, smFRET studies in the presence of EG (0-25%
wt/vol) further confirms its non-stabilization of the compact aptamer structure with the
docked population remaining below 5%. At 25% wt/vol, the static docked population is
4.0 ± 2.0% (Figure 56). These results are in agreement with studies that showed a
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destabilization effect of duplex DNA and hairpins by EG with high molecular weight PEG
showing a stabilization effect [208].

Figure 56: Effect of other co-solutes to the c-di-GMP aptamer folding. (a) smFRET
histograms showing compaction of the ligand-free aptamer due to crowding using a
second high molecular weight molecular crowder mimic, dextran 10 kDa. (b) smFRET
histograms of the apo aptamer in increasing ethylene glycol. The docked conformation
remains low implying a lack of crowding unlike in presence of its polymeric product,
PEG. (c) Plot of the static docked populations with varying dextran and ethylene glycol.
The static docked population in presence of dextran gives a dextran transition point of
11.2  1.1% wt/vol.
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4.5.2 c-di-GMP riboswitch docking rates are enhanced by molecular crowdedness
Single-molecule

studies

have

an

advantage

over

ensemble-averaged

experiments as they can readily report on reaction rates. To determine directly the
influence of cellular crowding on the folding rates of the c-di-GMP riboswitch aptamer,
we carried out dwell-time analysis of the dynamic populations in absence and in
presence of molecular crowding conditions (0 - 25% wt/vol PEG). The docking rates
(kdock) increase linearly with PEG concentration. In absence of PEG and the ligand, a
kdock of 1.4 ± 0.1 s-1 is measured with the value increasing to a maximum of 3.3 ± 0.1 s-1
in 25% wt/vol PEG (Figure 57a). The undocking rates do not change in the range of the
experiment, remaining at about 6.0 ± 0.1 s-1 (Figures 57a & 58). The observed 2.5-fold
and linear increase in the docking rates show that within the range of PEG analyses, the
c-di-GMP aptamer folding is not diffusion limited.
The dynamic docked population shows a different trend, in which the k dock does
not change and remains at about 6.0 ± 0.1 s-1. The docked population kundock also does
not change from 0 to 15% wt/vol PEG. Interestingly, in the apo form, at 20 and 25%
wt/vol PEG, the kundock increases from about 1.2 ± 0.1 s-1 to 2.2 ± 0.1 s-1, suggesting that
under molecular crowding the undocking rates may also be enhanced. Hence,
acceleration of reaction rates by molecular crowdedness may not only be towards the
formation of a single conformation. One explanation of the observed enhancements of
the docking rates may stem from a stabilization of intermediate states in the RNA
folding pathway by molecular crowdedness. Dwell-time analyses in presence of 100 nM
of the ligand show a similar trend as the ligand-free form (Figures 57b & 59).
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Figure 57: Docking and undocking rates with increasing molecular crowding. (a)
Increase in the docking rates under molecular crowding. (b) A similar 2.5-fold
enhancement of the docking rates in presence of the 100 nM c-di-GMP as in the ligandfree aptamer in presence of the molecular crowder.
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Figure 58: Dwell-time histograms used to determine the docking and undocking rates in
absence of the ligand by fitting dynamic population lifetimes to single-exponential
decays. The docking rates of the undocked population increase with molecular crowder,
resulting in a 2.5-fold rate enhancement.
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Figure 59: Dwell-time histograms used to determine the docking and undocking rates in
presence of 100 nM c-di-GMP.
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4.5.3 Mg2+-induced docked state formation under molecular crowding
To determine the requirement of magnesium ions for the c-di-GMP riboswitch
aptamer domain folding under macromolecular crowding, we carried out experiments in
presence of 15% wt/vol PEG. During RNA folding, divalent ions are of importance for
the secondary RNA structure transition to the native tertiary conformation. Our smFRET
studies show that in the presence of molecular crowding (15% wt/vol PEG), the static
docked population increases to about 30% of the total number of molecules (Figure 60)
in the [Mg2+] analysis range of 0-50 mM. In comparison, in absence of PEG, the static
docked population remains low (<6%) over the same Mg2+ titration range (Figure 60).
To determine the Mg2+ transition point (KMg2+), the aptamer static docked fraction was
fitted to the Langmuir equation and a KMg2+ of 0.5 ± 0.1 mM was acquired. This shows
that in physiological Mg2+ concentration and under macromolecular crowding, a
significant population of the ligand-free c-di-GMP riboswitch aptamer exists in a
conformation similar to the ligand-bound structure, which is in contrast to in the absence
of crowding. Further, we investigated the Mg2+ requirement in presence of the ligand. In
saturating concentration of c-di-GMP (1 µM), The results show that the requirement of
at least 0.2 mM Mg2+ is retained (Figure 60).
Previous studies on the hammerhead ribozyme folding showed a 10-fold
change in the Mg2+ transition point for folding in absence and presence of PEG [192,
193]. Unlike the hammerhead ribozyme, which has a very high [Mg2+] requirement in
absence of molecular crowding for folding, the c-di-GMP riboswitch has a KMg2+ of 0.5
mM in presence of its ligand under dilute conditions [106]. In this study the presence of
1 µM c-di-GMP and 15% wt/vol PEG yielded a KMg2+ of 0.3 ± 0.1 mM by fitting the static
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docked fraction to the Langmuir equation, showing a requirement of at least 0.2 mM
Mg2+ for efficient docking and ligand binding (Figure 60).

Figure 60: Magnesium-mediated folding requirement under molecular crowding. (a)
smFRET histograms of the ligand-free aptamer with varying [Mg2+]. An increase of the
dynamic docked population results to the observed small increase in the high FRET
state count. (b) smFRET histograms of the ligand-free aptamer with varying [Mg2+] and
15%wt/vol PEG. The high FRET state increases with Mg2+ as a result of increase in
both the dynamic and static docked populations. (c) smFRET histograms of the holo
aptamer with varying Mg2+ and saturating ligand concentration (1 µM). The static docked
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population increases further showing a synergistic effect of both molecular crowding
and ligand binding to the aptamer docking. (d) The Mg2+ transition point for docking of
the ligand-free aptamer in presence of PEG was determined by fitting the fraction of the
static docked population to the Langmuir equation to give a K Mg2+ of 0.5 mM. In contrast,
in absence of PEG the static docked population remains very low over the Mg 2+ titration
range. The role of Mg2+ in the docking of the aptamer even in presence of molecular
crowding and the ligand is evident from a KMg2+ of 0.3 mM in presence of 15% wt/vol
and 1 µM c-di-GMP. This result shows that specific Mg2+ binding sites are probable.
Additionally, these results are in agreement with high-resolution crystal structures,
which showed that the ligand uses metal-metal interactions for binding, in addition to
other interactions with the aptamer residues.

Our results show that the role of Mg2+ in the aptamer region folding is not merely
electrostatic, as the Mg2+ requirement cannot be completely eliminated. It is likely that
the c-di-GMP riboswitch aptamer domain structure may contain specific Mg2+ binding
sites, accounting for the non-abolishment of sub-millimolar concentrations of Mg2+ for
docking. Our results in the presence of the ligand are in agreement with a recent 2.3 Å
crystal structure, which shows that the ligand uses metal-metal interactions to interact
with the riboswitch in addition to canonical and non-canonical H-bonding contacts [203,
204]. These results are comparable to SAXS studies with the group 1 intron in the
presence of molecular crowding agents which reported a Mg2+ transition point of 0.21
mM in 20% PEG [218].
4.5.4 Ligand-mediated rearrangements under macromolecular crowding
Riboswitch conformations are usually reorganized further by their interactions
with their cognate metabolites. Previous smFRET studies from our lab in non-crowded
medium yielded a c-di-GMP binding affinity of approximately 100 nM [106]. To
understand how cellular crowding affects ligand-binding, we studied the aptamer folding
as a function of c-di-GMP (0-1 µM) at a fixed Mg2+ (2.5 mM), and PEG (15% wt/vol)
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concentrations. The c-di-GMP binding leads to a further increase of the static docked
population as expected (Figure 61). The molecules that adopt this state remain statically
docked for the length of the experiments of about five minutes. In absence of the ligand,
the static docked population is 23 ± 4%, which increases to 66 ± 7% of the total
molecules in 1 µM c-di-GMP. We determined the c-di-GMP binding affinity in cellular
crowding conditions by fitting the fraction of the static docked population to the
Langmuir equation to get a c-di-GMP dissociation constant of 47 ± 8 nM (Figure 61).
The two-fold increase in the binding affinity can be attributed to a molecular crowdinginduced increase in the c-di-GMP effective concentration, which may increase the rate
of molecular recognition and thus lead to favored interactions between the aptamer and
its cofactor.
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Figure 61: Ligand-induced c-di-GMP aptamer docking. (a) The fraction of the static
docked population increases with c-di-GMP at fixed 15% wt/vol PEG. Fitting of this
population to the Langmuir equation yields a dissociation constant of 47 ± 8 nM. The
dynamic docked population further increases the high FRET count but was not included
in the fit as it is not ligand bound.

4.5.5 Docking in presence of mutations disrupting long-range tertiary interations
Long-range interactions stabilize RNA folding [219, 220]. The c-di-GMP
riboswitch docking is achieved through two such interactions; a tetraloop-tetraloop
receptor interaction and an interhelical Watson-Crick base pair [108, 203]. We sought to
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understand the effect of macromolecular crowding to mutations that disrupt these
interactions (Figure 62). Previous smFRET data showed that in dilute conditions,
mutating these tertiary interactions disfavor the formation of the docked state in the apo
form of the riboswitch [106].

Figure 62: c-di-GMP riboswitch long-range interactions mutations: a) C44A mutant that
introduces a GA mismatch, b) G83C mutation that introduces a CC mismatch, and c)
A33U mutation, which disrupts the tetraloop-receptor interaction.

Studies on the interhelical mutant in which C44 was mutated to A, thus disrupting
the canonical WC base pair, show that in presence of 5-20% wt/vol PEG, a small
fraction of the aptamer is able to dock and adopt either the static docked or dynamic
docked conformations (Figure 63). At 20% wt/vol PEG and in absence of the ligand, 14
± 4% of the molecules adopt the static docked state while an additional 13 ± 4% adopt
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the dynamic docked conformation. These results are contrary to experiments in
absence of macromolecular crowding in which the ligand-free C44A mutant only adopts
the undocked conformation [106]. We expect the docked conformation to occur through
molecular crowding-induced base interactions alternative to canonical WC G-C base
pairing.

Figure 63: Molecular crowding-induced docking of interhelical GC base pair mutant. (a)
Steady state FRET studies of C44A mutant showing a reorganization of the ensemble
resulting in an increase in FRET in the presence of 20% PEG in comparison to dilute
conditions (b) smFRET histograms show that formation of alternative base interaction in
the C44A mutant in which the interhelical GC base pair is disrupted in the ligand-free
aptamer is favored under molecular crowding. (d) The AG mismatch is favored further in
presence of both molecular crowding conditions and the ligand.

Next, mutation G83C introduced a C-C mismatch. The results in absence of
molecular crowding did not show any docking with this mutant either in absence of the
ligand or at 1 M concentrations of c-di-GMP.

In molecular crowding conditions,

however, the docked conformation was formed in absence of the ligand with 17 ± 4%
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adopting the static docked conformation, in presence of the ligand this percentage
increases further to 30 ± 5% (Figure 64). To understand the effect of the tetraloop–
tetraloop receptor mutation in molecular crowding conditions, we mutated the aptamer
at position 33 by replacing the adenosine with a uracil. Just like the C44A mutant, in the
absence of molecular crowder the apo form of the A33U mutant adopts the undocked
conformation (Figure 65).

Figure 64: Molecular crowding-induced docking of long-range interaction mutants. (a)
Steady-state FRET shows a compaction of the G83C mutant. (b) smFRET histograms
show an increase in the docked population as a result of molecular-crowding-enhanced
formation of a C-C mismatch. (c) smFRET histograms show that molecular crowding
favors ligand binding. In non-crowded conditions, no ligand binding was reported in
saturating conditions. In presence of 20% PEG, however, the aptamer adopts a
conformation that can favorably interact with the metabolite.

We analyzed the population distribution of the A33U mutant as a function of PEG
(5-20% wt/vol) to elucidate the molecular crowding effect. Our results show that
formation of the tetraloop receptor-receptor interaction in cellular crowdedness takes
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place and that the docked population similarly increases with increase in the molecular
crowder concentration (Figure 65). At 20% wt/vol PEG, the static docked population is
18 ± 4% while an additional fraction 17 ± 4% adopts the dynamic docked state. The
observed docking in presence of PEG in the apo form of tetraloop-tetraloop receptor
mutant may result due to the AU base-stacking interactions. The lower percentage of
the docked population in comparison to the WT riboswitch may result from reduced
stacking of the AU bases compared to the AA base stacking in the WT aptamer. The
formation of the docked state in these mutants is not specific to the presence of
molecular crowders since in the presence of the ligand, the C44A and A33U mutants
are able to adopt the high-FRET conformation even in non-crowded conditions, but
molecular crowding increases the ligand-bound conformation by reorganizing the
unbound mutants to a ligand-binding competent conformation. This result is
corroborated by our G83C mutant, which is unable to bind the ligand in dilute
conditions; however, under molecular crowding, a small fraction of the molecules are
able to interact with c-di-GMP [106].
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Figure 65: Molecular crowding-induced docking of long-range interactions mutants. (a)
Ensemble-FRET studies show that under molecular crowding, an average morecompact conformation is adopted. (b) smFRET histograms show an increase in the
docked population in A33U mutant, which disrupts a tetraloop-tetraloop receptor (TL-R)
under molecular crowding in absence of the ligand. (c) smFRET histograms show that
formation of alternative interaction between the tetraloop and its receptor in the A33U
mutant is favored further in presence of both PEG and the ligand.

In presence of the ligand and PEG (5-20% wt/vol), the fraction of the static
docked conformations in the C44A and A33U mutants increases further to reach a
maximum of 37 ± 5% and 57 ± 7%, respectively, at 20% wt/vol PEG, whereas the G83C
mutant docked conformation is 30 ± 5%. Our results under molecular crowding indicate
that the UA stacking interaction necessary for alternative tetraloop-tetraloop receptor
interaction can form more readily compared to the A-G mismatch required for the C44A
mutant to dock, and hence more fraction of the riboswitch is able to adopt the ligandbinding competent conformation in the A33U mutant in comparison to the interhelical
GC base pair mutants. This observation is in agreement with previous ITC studies that
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reported a reduced change in the KD in the A33U mutation in comparison to the C44A
and G83C mutations in dilute conditions [106].
4.6 Conclusions
Single-molecule and steady-state FRET studies have been used to show that in
crowding conditions, the c-di-GMP riboswitch gears towards docking even in absence of
it’s ligand with close to half of the total number of molecules (~ 40%) adopting the static
docked conformation at 25% wt/vol PEG and ~ 30% of the molecules in 25% wt/vol
dextran. These results demonstrate that the behavior of the c-di-GMP aptamer is
different in presence of macromolecular crowding from in dilute conditions where only ~
5% of the population is able to adopt the native-like docked conformation [106]. The
static docked conformation becomes more populated mainly due to a concomitant
decrease of the undocked populations with a minimal change in the dynamic docked
fraction.
The single-molecule analysis showed that the folding of the c-di-GMP aptamer
requires at least 0.2 mM Mg2+ even in the presence of molecular crowders. The role of
magnesium in the folding may thus be binding at specific sites within the aptamer in
addition to charge screening. The folding of the c-di-GMP riboswitch (and probably
other classes of riboswitches), may thus be different from folding of other RNA
biomolecules such as the hammerhead ribozyme, which can effectively adopt the native
structure in absence of divalent ions but in the presence of very high monovalent ions
[221]. Additionally, even the presence of the ligand and macromolecular crowding, the
Mg2+ requirement does not decrease below 0.1 mM. This significant necessity for Mg 2+
may be due to the riboswitch mode of interaction with its ligand in which the ligand uses
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metal-interactions to effect contacts with the aptamer as reported in the higherresolution crystal structure [118]. The metal ion experiments are in agreement with
observations that even though molecular crowding favors the compaction of
biomolecules, it cannot initiate the process [63].
Analysis to compare the c-di-GMP binding affinity in dilute medium and crowded
states shows a two-fold increase in the binding affinity under macromolecular crowding.
The relevance of these results to gene regulation is validated by the fact that the KD still
remains within the nanomolar range. This result implies that under cellular crowding, the
riboswitch only interacts with the metabolite once the ligand concentration reaches a
certain threshold. This is important since there would be otherwise aberrant regulation
of the genes associated with the riboswitch at very low ligand concentrations, which
would adversely affect the bacteria survival.
Since molecular crowding also influences reaction rates, the aptamer docking
rates in the absence and presence of PEG were determined. The results show a 2.5fold increase in the docking rates in the presence of molecular crowding agents. These
results imply that unimolecular rates are not highly influenced by molecular crowding as
expected in comparison to bimolecular events.
Experiments to determine if the effects reported in these studies stem from
volume exclusion or changes in the solvent properties were carried out by comparing
the c-di-GMP riboswitch folding in PEG, dextran, and EG. Whereas the large
macromolecules (PEG and dextran) favor compaction, there are no similar results
observed in the presence of the smaller osmolyte, which may alter the solvent
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properties but not necessarily occupy significant volume.

This result indicates that

volume exclusion and not change in the solvent properties may have the greatest
contribution in docking of the c-di-GMP riboswitch in the cell.
The c-di-GMP riboswitch tertiary structure is stabilized by two key long-range
interactions. In absence of molecular crowding and absence of the ligand, mutating the
interhelical GC and the tetraloop-receptor interactions abolishes docking. In the
presence of molecular crowding, however, formation of the docked conformation is
favored, which shows that non-canonical base interactions are favored by molecular
crowding. These results are in agreement with studies to determine DNA and RNA helix
stability consisting of WC and non-canonical base interactions, which showed that
Hoogsteen base pairings are favored under crowded medium [187, 217]. Further,
molecular crowding reorganizes the long-range mutants to a ligand-binding competent
conformation by enhancing the folding of both the interhelical WC and TL-R mutants
allowing the formation the ligand binding site.

129

CHAPTER 5
CONCLUSIONS
The first part of the thesis describes a new approach that has applications in
monitoring local base dynamics in nucleic acids at the single-molecule level. Explained
in Chapter three, this strategy utilizes the fluorescence quantum yield-dependence of
fluorescent nucleotide analogues on their local environment. Historically, singlemolecule fluorescence studies have focused on the visible region of the electromagnetic
radiation spectrum [122, 129]. In particular, smFRET has gained popularity in the recent
decade with changes in distance in the nanometer range being monitored using high
quantum yield chromophores. These extrinsic dyes have been preferred due to their
brightness, since SM detection requires fluorescence emission above any background
signals with SM studies being equated to searching for a ‘pin in a haystack’ [147]. The
drawback of the traditional methods is that such chromophores are usually bulky and
thus may alter biomolecule function. Additionally, since FRET is a distance- dependent
phenomenon, only the bimolecular changes occurring between 10-100 Å can be
monitored using the traditional smFRET methods.
Crucial nucleic-acid conformational changes take place in the sub-nanometer to
low-nanometer range where FRET is insensitive (10 nm). This challenge motivated the
first part of the thesis work, in which these types of local dynamics were studied with
such new approaches. The quenching phenomenon accompanies the photon
absorption and emission processes, and hence the emitted fluorescence intensity can
report on the position of a fluorophore within a biomolecule [156]. Nucleic-acid bases
stack with their neighbors, and therefore the fluorescence behavior of a fluorescent
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base-analogue is informative of it’s stacking interactions [142]. Additionally, the
nucleotide analogues are small in size, and hence their incorporation does not affect the
structure of a nucleic-acid strand. The challenge, however, is that they are less bright in
comparison to traditional fluorophores and also they absorb within the UV region. This
demands strategies to sufficiently suppress any background signals and also utilization
of ultrasensitive fluorescence detectors. Generally, UV single-molecule studies and the
use of intrinsic fluorophores despite their advantage of labeless detection have largely
been avoided. However, a number of excellent studies have been published
demonstrating the use of cofactors such as NAD+, FAD, and FMN to study enzymatic
turnovers at the single-molecule level [210-212]. In the current studies, we used a HeCd laser, optimal UV-Vis optics, click chemistry-based immobilization strategies and a
highly sensitive CCD camera to characterize 2AP and PC, and then further utilized the
two fluorophores to study base-flipping dynamics in three nucleic-acid systems; an
abasic-site DNA mimic, SAM-1 riboswitch binding pocket reorganization, and tRNAPro
acceptor stem base dynamics. As these studies were ongoing, the Taekjip Ha lab also
demonstrated proof-of-principle by utilizing two dyes that quench each other to monitor
stacking and unstacking behavior of the two fluorophores [222]. However, unlike their
study in which the strategy may not have direct applications in the investigation of local
dynamics since the fluorophores used were attached on proteins, our method directly
reports on nucleic-acid base-stacking changes. In addition, the CCD detectors used
have up to a theoretical, single-photon detection sensitivity. The observation that the
nucleotide analogues can be detected at the single-molecule level is in agreement with
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previous fluorescence correlation spectroscopy (FCS) studies on 2AP, which showed
that it had a photon rate on 2 kHz [208].
Overall, Chapter Three focused on base-flipping dynamics in DNA and RNA.
These studies show that whereas both active and passive base-flipping mechanisms
may take place, the initiation of the process might be a passive process with the protein
or other cofactors stabilizing the flipped-out base conformation. Additionally, the studies
show that base flipping takes place on the second time-scale. These results compare
well with base-pair lifetimes studies, which take place in the millisecond timescale.
However, unlike the base-pair breathing lifetimes measured by proton exchange NMR,
which only require a partial/slight rotation of the base out of the helix for the protons to
exchange, base flipping which requires a total 180 rotation from the helix is slower.
Future studies on the abasic-site DNA 2AP dynamics may be carried out to
compare the Mg2+ binding affinity between the ensemble-averaged experiments and the
single-molecule studies. Additionally, studies in the presence of PspGI, which is the
restriction enzyme that binds to the sequence used in these studies can be carried out
to further understand the role of the protein in the base-flipping dynamics and
mechanism [120].

To further understand the SAM-1 riboswitch, future studies may

involve the determination of the single-molecule KD to determine if the substitution of the
adenosine with 2AP has any adverse structural effects. To elucidate the origin of the
observed decrease in the off rates in tRNAPro C74 in charging conditions, future studies
may involve comparing the rates in presence of the protein and without ATP and Lproline. This will determine if the change stems from protein binding or the attachment
of the amino acid.
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The second major part of the dissertation work focused on a model RNA-folding
landscape under physiological crowding conditions. The c-di-GMP riboswitch was
picked as the model owing to it’s widespread presence in bacteria, the critical role of cdi-GMP as a second messenger and prior studies under dilute conditions, which
showed that the aptamer exists in two major conformations, a compact and an extended
states [106, 108]. Hence, these studies were meant to provide insight on how this
riboswitch would regulate genes in a more physiological state.
The folding and dynamics of the c-di-GMP riboswitch are sensitive to
macromolecular crowding as shown in Chapter Four. The fraction of the similar ligandfree and the ligand-bound riboswitch structure is significantly high under cellular
crowding. This lead to studies to understand if this compact native-like structure formed
in the absence of the ligand is functional. Real-time flow experiments were carried out,
and the results showed that the ligand can interact with the aptamer either in the
extended (low FRET) or the compact (high FRET) conformations. This result is similar
both in the presence and absence of molecular crowding [106]. This shows that all of
the conformations present within the cell are ligand-binding competent.
Since the cellular environment has macromolecules occupying more that 30% of
the cell volume [64], these results show that the structure of the ligand-free and ligandbound conformations may be significantly similar in the cell. Hence, under crowding the
riboswitch may rapidly dock once transcribed with ligand binding, only requiring minimal
rearrangements. Notably, this mode of action may decrease the time between cotranscriptional folding, molecular recognition, and transcription enhancement under a
continuum ligand-recognition mechanism (Figure 66). This is similar to the ligand-free
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and ligand-bound structures of SAM-1 riboswitch determined in dilute conditions
(discussed in Section 3.7), which can adopt similar folds, but use a conformationselection mode of recognition [94, 105]. Compact ligand-free structures have also been
reported in other examples of riboswitches such as the glmS, lysine, and the T.
tengcongensis pre-Q1 aptamers even in non-crowded medium [214-216].

Figure 66: Continuum c-di-GMP ligand-recognition model. The riboswitch can interact
with the ligand from the static undocked conformation and adopt the native state
(induced-fit mechanism) or it can adopt multiple conformations in the absence of the
ligand with the ligand-binding stabilizing the static docked conformation. In the cell the
docked conformation is favored (due to macromolecular crowding). This effect can then
accelerate the gene-regulation process.

The question that arises then is how the gene is turned off once the ligand binds
if the aptamer is already compact, even in the apo form? Currently, biophysical studies
on riboswitches have mainly focused on the aptamer domain. There is evidence,
however, that the switch helix between the aptamers and the expression platform
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reorganizes following binding of the ligand. Future directions of study to understand the
c-di-GMP riboswitch further will seek to employ multiple color FRET in which dyes can
be introduced on the P1 switch helix and the expression platform, and monitor the
changes in the conformations of these additional regions. A probable mode of action to
affect

gene

regulation

only

when

the

ligand

is

present,

would

be

a

reorientation/modulation of the switch helix once the ligand binds. Therefore, even
though the aptamer can fold in the ligand-free state, the orientation/fold of the switch
helix is such that the downstream expression platform does not allow gene regulation to
take place.
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ABSTRACT
SINGLE-MOLECULE STUDIES OF LOCAL AND GLOBAL NUCLEIC-ACID
DYNAMICS
by
ERIC MUTHURI PATRICK
August 2013
Advisor: Dr. Christine S. Chow
Major: Chemistry (Biochemistry)
Degree: Doctor of Philosophy
Nucleic acids undergo both global and local conformational changes that are
important for their function. Structural studies have over the decades been invaluable in
elucidation of various biomolecular mechanisms, hence contributing significantly to the
understanding of biological events. However, a clear understanding of how molecules
function in the cellular context requires investigation of their interconversion between
multiple conformations, including mapping the folding landscape and any coupled
changes in conformation. Work in this thesis focuses on fluorescence experiments,
mainly at a single-molecule level to investigate such processes.
First, a novel single-molecule approach is described focusing on local dynamics
within nucleic acids and taking advantage of the fluorescent properties of 2-aminopurine
(2AP) and pyrrolo-cytosine (PC) to study local dynamics at single base resolution. A
click chemistry-based, single-molecule immobilization methodology that enables
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sufficient minimization of background fluorescence to allow single-molecule detection
was utilized. In the absence of stacking interactions, both PC and 2AP fluoresce
steadily for several seconds hence demonstrating their sufficient photostability for
single-molecule utilization. Local dynamics using 2AP across a DNA abasic-site mimic,
SAM-1 riboswitch binding pocket reorganization, and tRNAPro 3 end are reported.
Additionally, RNA global motions in conditions with molecular crowding, which
mimics

the

cellular

environment,

are

reported

using

the

cyclic-diguanylate

monophosphate (c-di-GMP) riboswitch aptamer domain as a model. Riboswitches are
examples of gene-regulating elements that normally act in cis to their host mRNAs and
are hence located within their 5 untranslated regions. In vivo, the intracellular
physiology, which is highly crowded, dictates the folding landscape of RNAs.
Macromolecular crowding influences, and hence alters, the riboswitch folding pathway,
and subsequently may change their mode of ligand/substrate recognition in comparison
to experiments in a non-crowded medium. Single-molecule and steady-state FRET
studies show that the presence of molecular crowding enhances docking of the
ubiquitous bacterial c-di-GMP riboswitch aptamer region even in the absence of it’s
metabolite. The adoption of a structure reminiscent of the ligand-bound form implies that
in vivo the riboswitch can fully fold, and hence, ligand binding may only require minimal
rearrangements. This may further decrease the time between ligand-recognition,
interaction, and transcription enhancement.
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