Abstract: Accurately predicting response times of service queries is necessary for deployments optimisation in the multi-tenant applications system. This task is particularly challenging owing to the fact that the mixes of tenants with different business scale and operating characteristics and the interaction among the concurrently running queries have a great impact on the response time of queries in the multi-tenant applications systems, and an accurate model needs to capture them. In this paper, our goal is to build such a performance model for the interactions of multi-tenant using an experiment-driven modelling approach. We use a Bayesian approach and build novel Gaussian models that take into account a variety of factors that influence the response time of each interaction that is sent from the different tenants in the multi-tenant environments. We experimentally demonstrate that our models are accurate and effective which have an average prediction error of 12.6% in the worst case.
Introduction
All cost of customisation, deployment and operation of a software application supporting multiple tenants can be lowered through multi-tenancy (Chong et al., 2006) in a new application business model called software as a service (SaaS) (Iod, 2002) . But in the environments of multitenants, we are currently faced with several important issues:
1 from the user's perspective, the functional requirements of the service-tenants tend to be more personalised, and service-providers cannot think of all the possible needs in advance, while the tenant requires service-providers to meet their response time for service and other QoS requirements 2 from the perspective of service providers, service operators should consider the efficiency of the resources, which need to be obtained by reducing operation costs by the using of multi-tenant mode.
Thus, the contradiction between high-performance and low-cost of the services comes up with:
1 the tenants' performance requirements and other QoS requirements must be met 2 the demand for the resource costs of the SaaS-platform must be met 3 the business of the tenants will change, and the changing business will affect system performance 4) the combinations of businesses of all sizes and types of tenants produce different load pressures in the multi-tenant environment.
Dynamic load balancing is a key problem for the efficient use of parallel systems when solving applications with unpredictable load estimates (Cortes et al., 2014) . So before deployment, a tenant application must be pretested. Pretesting must meet the following requirements: functional requirements; performance requirements and other standards of service quality, such as the adequacy of hardware resource allocation; it should have the ability to find redundant configurations. The accurate prediction of the response time for each interactive request which is sent from multi-tenant client can be a good solution for this issue.
Traditionally, the performance of multi-tenant applications has been studied by constructing elaborate analytical models. However, these models need to be carefully constructed by a domain expert and are specific to a particular multi-tenant applications system. Moreover, they cannot capture full complexities of interaction execution and the interactions among the concurrently executing interactions of in the multi-tenant applications system. Furthermore, analytical models do not change with the system, so once the configuration of servers changes, the analysis model becomes obsolete. Experiment-driven modelling techniques (Ahmad et al., 2011a (Ahmad et al., , 2011b Ganapathi et al., 2009; Thummala and Babu, 2010; Tozer et al., 2010) can effectively make up for the above mentioned shortcomings.
Gaussian process (GP) model has the advantage of flexibility and probabilistic, and is based on a Bayesian framework. This makes it suitable to model uncertainty and use the prior knowledge. In this work, we will use Bayesian methods and GP model, by considering a variety of factors (details in Section 3), predicting the response time for each interaction in the multi-tenant applications. We use GP model for its good adaptability. A major contribution of this paper is to use Bayesian methods to adjust the GP model. Bayesian methods enable us to take advantage of prior knowledge gained from previous training data to train the response time model.
We had developed a benchmark suite named S-BM (Di et al., 2013) to execute and analysis the performance of multi-tenant service system. S-BM is built on the foundation of supply business management (SBM) application and designed to evaluate the service performance and system performance in the context of a simulated supply chain business workload. Our experiments based on S-BM demonstrate that GP model outperform other techniques in characters of goodness of fit, accuracy and convergence.
Related work
The multi-tenant applications system traditionally relied on analytical performance models with parameters based on simple statistics. Such analysis model is mainly used in the query optimiser. Recently, there are some work try to adapt the optimiser model online (Narayanan et al., 2005) . Analysis model is also used to set the multi-programming limit (MPL) of the database for improved throughput. There is also some research on the self-predicting databases server that can answer 'what-if' questions (Narayanan et al., 2005; Thereska et al., 2006) . In addition to these models, queuing model for multi-tier structure is also trying to predict the performance of the database (Watson et al., 2010; Zhang et al., 2007) . A significant limitation of all these analytical performance models is that they are notoriously hard to evolve with the system and they necessarily make simplifying assumption, so they cannot capture the complex execution of dynamically changing workloads. So, there is increasing focus on the experiment-driven performance model for multi-tenant applications system in the research community.
The recent work includes several examples of experiment-driven models. Liu et al. (2011) propose that IQPSO_SVM improves the classification accuracy greatly compared to the traditional SVM with grid search, and outperforms such SVM based on genetic algorithm (GA_SVM) without accuracy loss. Tozer et al. (2010) use a linear regression response time model for throttling the long running queries. The linear regression models are typically not as accurate as the GP model (which can be seen by the R 2 correlation coefficient). Deng et al. (2006) explore the applicability of time series analysis for stock trend forecast and presents the self-projecting time series forecasting (STSF) system which they have developed (Deng et al., 2006) . The basic idea behind this system is the online discovery of mathematical formulae that can approximately generate historical patterns from given time series. All of these approaches have a fundamental limitation: they cannot use the prior knowledge in a meaningful way. Furthermore, most of these approaches provide point value predictions with no confidence interval.
The GP (Rasmussen and Williams, 2006 ) is a new machine learning method based on a Gaussian random process and Bayesian learning methods (Bernardo et al., 1992 ) that developed after the artificial neural network (ANN) and support vector machine in recent years. This new machine learning method has a very good statistical learning theory and has good adaptability to the complex machine learning problem of high dimension, nonlinear, small samples and others (Brahim-Belhouari and Bermak, 2004; Girolami and Rogers, 2006; Gramacy, 2007) . GP has been successfully applied in the field of control, soft measurement (Ahmad et al., 2011b; Thummala and Babu, 2010; Grancharova et al., 2008; Kocijan and Likar, 2008; Deisenroth et al., 2009; Gupta et al., 2008) .
Bayesian networks (BNs) (Cooper and Herskovits, 1992) had been established as practical representations of knowledge for reasoning under uncertainty. BNs have had considerable applications in both academic and industrial background. Sheikh et al. (2011) present a Bayesian approach and build novel Gaussian models that take into account the interaction among concurrently executing queries and predict response times of individual DBMS queries.
In our work, the GP model mainly relies on the mixture of tenant, load, the mixture of interaction, and the allocation of resource, to predict the response time of each interaction, and it is not limited by a specific function formula. Each interaction's new models under new condition (with new configurations and tenant mix) can be learned through prior knowledge. As an added advantage, the response time predicted by this model is not only one point (mean) response time but the complete distribution of response times. This distribution can be used to provide the confidence interval for the prediction.
• I i : Interaction type i.
• T: Number of interaction types.
• m -t: The mix of tenants with different business scale and operating characteristics.
• M j : Is a composition of the factors that influence the execution time of an interaction instance I i .
• r ij : The actual average response time of an interaction instance I i when running under the condition of mix M j .
• : ij r The predicted response time of an interaction instance I i when running under the condition of mix M j .
• L: The number of concurrent threads (emulate browsers -EBs) which is generated by multi-tenant respectively.
Factors affect the response time of the interactions

The mix of workload in the multi-tenant service systems
Customised workload
The client of the multi-tenant service systems is often composed of 1 ~ n (n ≥ 1) tenants. When each tenant in the client of a multi-tenant service system generates multiple interactions respectively to enquiry the applications system concurrently, the size of business data and the interaction mix will greatly affect the speed of request and retrieval of data, thus affect the response time of each interaction. The workload of business applications is tenant specified which contains three aspects: Tenant-specific basic data, business data and web interaction number, both of them affect the workload of the business applications in different aspects, as shown in Figure 1 . The scale of basic data reflects the production capability of a specific tenant to a certain extent, and we can simulate different multi-tenant scenarios by changing the scale of basic data. The business data express the frequency of order (FOO) of a manufacturer, which is mostly affected by the market. We simulate the web interaction by EB. So the number of web interaction is affected by the number of EB. 
The mix of workload
Different sizes and different types of business of tenants will produce complex load pressure, which affects the response time of interactions in the applications. In this paper, we simply divide the tenants into the following six types:
Type 1 Small enterprise in slack season (Number of products = 1, FOO = 1).
Type 2 Small enterprise in busy season (Number of products = 1, FOO = 3).
Type 3 Medium enterprise in slack season (Number of products = 3, FOO = 1).
Type 4 Medium enterprise in busy season (Number of products = 3, FOO = 3).
Type 5 Large enterprise in slack season (Number of products = 5, FOO = 1).
Type 6 Large enterprise in busy season (Number of products = 5, FOO = 3).
And we assume that there are only two tenants were combined and deployed in a multi-tenant services system. Each tenant is one of the six types of tenant, so we have 21 groups of multi-tenant composition (m -t): (1, 1), (1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (2, 2), (2, 3), (2, 4), (2, 5), (2, 6), (3, 3), (3, 4), (3, 5), (3, 6), (4, 4), (4, 5), (4, 6), (5, 5), (5, 6), (6, 6). We design a set of experiments under the condition of three cases of m -t: (3, 1), (3, 4) and (5, 4). In Figure 2 , the experimental show the response time comparison of six tenants in three cases of m-t. From the figure, we can see that the mix m -t has great influence on the response time of interactions. The response time of the third type of tenant in the m -t (3, 4) is longer than the response time of the third type of tenant in the m -t (3, 1) when there are the same number of EBs running. The same results showed in the comparison of the forth type of tenant in the m -t (3, 4) and m -t (5, 4). Moreover, we can see that in the case of limited resources, the more EBs that concurrently request to the system, the longer the average response time of each interaction.
The interaction mixes
We briefly explain how the interactions running concurrently impact each other's performance in negative or positive ways. We use the S-BM simulate to generates experimental data, and the application server is configured by four processor cores and 2G memory, the database server is configured by four processor cores and 2G memory. Table 1 shows the response time of the seven kinds of S-BM interactions I 2 , I 3 , I 6 , I 8 , I 9 , I 12 , I 16 in different interaction mixes. The following observation about m -x 1 and m -x 2 can be made from the table: Even they have the same number of instances of a specific interaction type (N ij = 6 of I 2 ) and the same total number of interactions (30), the response time of I 2 in m -x 2 is almost twice longer than it in m -x 1 . So we can get the conclusion that the combination of interactions m -x has great influence on the response time of each interaction. 
Utilisation of resources
In the different configurations of hosting environment, the response time of interactions is certainly different. In this paper, we mainly consider the utilisation of the application server and database server in the multi-tenant service system.
Solution overview
Our aim is to build a model used in predicting the response time of interaction of multi-tenant system under certain circumstances M j . In Section 3, we listed all the factors that have significantly influence on the response time of interaction, so our response time performance model should consider all the factors mentioned above. That is to say that we want to find a function f(.
is a function based on the specific environment M j .
An experiment-driven model requires the following two main steps: 1 sampling the space of possible interaction executions to collect training data 2 fitting statistical or machine learning models to the collected sample data.
So we use a model-driven approach to collect training data, consisting the samples: S i = <M j , r ij >. We use these training data to learn the model, and then used to predict the interaction response time for each interaction. Interaction response time for each interaction, not only is related to the mix of tenants, the mix of interaction, the load, but also to the configuration of application server and database server. When the utilisation of resources changes, the GP model should be changed too. To achieve this goal, we have established two models: the response time model (a model used to predict the response time of each interaction) and the configuration model (based on different allocation of resources, to model the hyper-parameters for initialising response time predicted model). Figure 3 shows the overall workflow for learning and prediction process of our model. First, on the client, we generate different training interaction combinations M j according to all the listed factors that have significantly influenced the response time for each interaction. Then we use the S-BM generated workload data and execute the test. We set the testing time as 4 minutes. Each multi-tenant respectively generates different numbers of concurrent threads (EBs) according to their operational characteristics (each thread represents a user of the tenant). Under limited resources, the more EBs, the higher the SUT load, the longer the interaction response time for each interaction. After Emulator selects the next navigation option, it composes the IP address for next web interaction and Emulator generates the think time. Then Emulator sleeps for that think time to simulate the customer viewing the webpage and thinking. And then it begins the new web interaction. Therefore, in the survival period of thread, each thread will run multiple interactions.
On the client, the response time of each interaction will be obtained separately for each thread for every tenant, to obtain sample data S i = <M j , r ij >. Then, we use these samples to learn the configuration model which accumulate all configuration parameters and the corresponding response time model parameters for the selected configuration. The configuration model is then used to initialise the response time model. Finally, we use the response time model to predict response time of some queries in the special environment M j . The response time model is different for different configuration, tenant mix, and the number of the concurrent EBs and can update itself by incorporating the new response time data.
Gaussian-based multi-tenant applications performance model
Nonlinear Gaussian response time model
The performance of interaction changes in a complex nonlinear manner as the m -x, m -t, L, and configuration changing. Since the response time may not follow a parametric distribution, we choose a non-parametric model. The nonlinear GP model is such a non-parametric model. We used the method proposed by Sheikh et al. (2011) to design the performance model. According to the first three factors (m -x, m -t, L) that affect the response time for each interaction in a multitenant application system, we designed three types of GP models:
• GPM: Gaussian matrix model. Interaction response time prediction model of I i is a function of 23-dimensional parameters composed by the mix of tenants m -t, the mix of concurrent interactions m -x and the type of the tenant be tested.
• GPL: Gaussian load model. Interaction response time prediction model of I i is a function of four-dimensional parameters composed by the mix of tenants m -t, the load L and the type of the tenant be tested.
• GPML: Gaussian matrix and load model. Interaction response time prediction model of I i is a function of 24-dimensional parameters composed by the mix of tenants m -t, the mix of concurrent interactions m -x, the load L and the type of the tenant be tested.
Learning process
In Bayesian inference, the posterior probability is based on the prior probability and likelihood probability. So for the Gaussian model, we need to specify a prior. We specify a GP prior as follows:
This function is called the core function, where the m(x) is the mean function, ( , ) k x x′ is the covariance function. The resulting posterior GP that is used to predict is expressed as follows:
where k T is the transpose of the vector of co-variances of x with each training sample. K is the covariance matrix of the training data. σ 2 is the noise sample, y is a vector of the response time in the training data.
In equation (3), m D (x) is the average predicted value that is the sum of a prior mean function m(x) and a smooth function. Because of the need of the Bayesian inference, we need to specify the prior, m(x) and ( , ) k x x′ in our GP model [equation (1)]. We use the variants of GP model by using the following mean and covariance functions.
• Mean function
In this paper, we use two kinds of mean functions: the first is zero mean function, and the second is a linear mean.
( )
For linear mean function, we follow the discussion in Rasmussen and Williams (2006) on incorporating explicit base functions to obtain the predicted distribution.
• Covariance function
Covariance function is a measure of the similarity between the two input samples. This paper uses the following two covariance functions: 1 Squared exponential function (SEF). Parameters
1 , e x p 2
2 Rational quadratic function (RQF). Parameters
where α controls the shape of the covariance function. γ is the characteristic length scare that indicated how much each dimension of x must be changed before the covariance function changes significantly.
6 Solving the model
Generating training workload
We can generate the data according to the tenant's business features and execute emulation in S-BM system. S-BM includes two utilities for the database population. The basic data population utility first need to get the necessary parameters, such as the number of suppliers, the number of parts, the number of products, and the relationship between these data and so on. Then the basic data population utility produces two excl files, basicData.xls and pps.xls, by executing Java command. Some data of static tables, such as the users table, product category table, parts table, are recorded in the corresponding Excel files of users.xls, parts.xls, supplier.xls, product.xls and pps.xls. While the pps.xls file maintains the relationship among products, parts and suppliers. Finally, we synchronise the data in these excel files to database using synchronisation tool. The remote browser emulator (RBE) is designed to create the EBs to simulate real customers using a browser. The RBE is implemented as a multithreaded programme and each thread represents an EB. Therefore, it can be used to simulate many clients (EBs) browse the website.
Simulating and sampling
Like other experiment-driven models, we need sampling experiments to collect data for training our models. The sampling approach that guarantees relatively good coverage of the space of possible M j will provide a good starting point for GP model. All load levels should also be covered. Since the response time of the interaction of each concurrent EB is often different in the same period of time, for example, a thread run interaction A at time point t and last for 60 ms, while the other thread is running interaction B at the same time point t but last only for 10 ms. So it is difficult to accurately obtain a complete combination of concurrent interaction and the corresponding mix of interaction response time for each interaction. So we take samples only for all concurrent interaction every 20,000 ms among every 4 minutes. That is to take the combination m -x of all concurrent interactions of all the tenants, and the respective average response time for each interaction.
Calculation using MATLAB
We can obtain the hyper-parameters of GP model using the GPCM and establish a GP machine learning model with certain knowledge by learning from these samples. After we obtain new measurement information, we will build new learning samples and insert it in the learning sample set. Then we use the GP model to learn new learning sample set, and update optimal hyper parameters, and obtain GP machine learning model based on updated knowledge. According to these modelling steps, we use MATLAB to solve the model as follows. Here, suppose that we now have a training set of n set of observations data:
x b-dimensional input vector, it is the mix of partial factors (m -t, t, L, m -x) that effects the response time of each interaction, t (1 ≤ t ≤ 6) is the type of the tenant tested. For example, x = <m -t, t, L, m -x> for the GPML model, x is a 24-dimensional vector.
X values n × b-dimensional input matrix, composed by x.
y value n × 1-dimensional output matrix. Each value is the average response time of each interaction for special x-value.
In Figure 4 , each vector in the left part shows the different m -x for Type 1 or Type 2 in the m -t (2, 1) when the number of Ebs is 10. And each number in the right part shows the average response of I 6 for special x-value in the. For new m × b-dimensional input matrix z, GP model will output * f for z by using the prior knowledge. The mean * f of the Posterior Gaussian distribution, is the predicted response time ij r of the model. In Figure 5 , each number in the right part shows the output for the input matrix z in the left. Figure 5 An example of z and * f when we using the GPML model to predict RT of I 6
Experimental evaluation
For each interaction instance, we compare its real response time with the response time predicted by our model. We define the prediction error as formula 9. Where act is the actual response time and pred is the predicted response time. Figure 6 shows the average error rate of prediction for all the 20 S-BM interaction types at different pool sizes by using three types of nonlinear model. By the comparison of the average percentage error of GPL(0, RQF), GPM(0, RQF) and GPML(0, RQF), we can see that under the same selection of mean and covariance functions, the performance of GPML model is better than the other two models. Furthermore, from the comparison of the average percentage error of GPM(0, SEF), GPM(0, RQF) and GPM(LIN, RQF), we can see that when the model is determined, the linear mean function is better than zero mean function, and the covariance function RQF is better than SEF. So the selection of the mean and covariance function for GP model directly affects the accuracy of the model. 
Effect of the selection of mean function and covariance function
Effectiveness under overload
This set of experiments is done when application server is configured to CPU = 4 processors, memory = 2G and the configuration of database server is CPU = 4 processors, memory = 2G, and the m -t is (1, 1). The figure shows the effect of prediction for the 15th interaction using the GPML (0, RQF) model: the distribution of the interaction response time and the predicted response time changes as the number of EBs increases. From Figure 7 , we can see that the variance in response time increase significantly when the multi-tenant applications system is overloaded, i.e., load > 60. But all the GP models are able to capture this variance in the predicted confidence intervals. In Figure 9 , the area between the two red lines represents the 95% confidence interval for the average response time prediction. Prediction curve is a smooth function of a 24-dimensional interaction combinations but shown only as a function of one-dimensional load. As can be seen from the figure, when the multi-tenant system is overloaded, the predicted variance of the GP model increase where there is considerable variance in response time and for test cases which were very far from the training data. This ability to capture the uncertainty of the prediction is another advantage of our model approach. 
Overall accuracy
This set of experiments is done when application server is configured to CPU = 8 processors, memory = 4G and the configuration of database server is CPU = 4 processors, memory = 2G. Figures above shows the comparison of the actual response time and the predicted response time predicted by the GPML (LIN, RQF) model and SVM model for the tenth interaction in the different M j , and the corresponding error rate of the two models. The training samples of the two models were more than 4,000 for each interaction, and the number of test data is 140. It can be seen from the figures that GP model is better than SVM model in the features of adaptability and accuracy.
Conclusions
This paper proposes a GP modelling using GP and Bayesian decision. By using Bayesian decision and GP, we try to get the optimised overall prediction value. Through varieties of experiments, modelling outputs indicate that it has reliable statistical precision and high performance, which is an effective method for modelling. The results of our tests indicate that the Gaussian model using Bayesian methods is superior to other models on the aspects of response-time prediction, such as supporting vector machines (SVM), ANNs, and other indeterministic methods. The high precision and fast convergence of the GP model, making them well suited to do performance models, and Bayesian framework used can efficiently use the prior knowledge obtained from the sample data, to study the response time model. Owing to the interaction among concurrent request processes of different tenants, the response time of each type of interaction has fluctuations, even sometimes the fluctuations might be very violent. We could draw the conclusion that in the training sample S i = <M j , r ij >, if the r ij uses the average response time of all the instances of this kind of interaction, there will be deviation. This problem is to be continued in the further research.
