Abstract-Many efforts in studying network structure and dynamics have been engaged, among which the research on the node search or navigation is one of the most important branches. With a brief analysis of the existing search strategies, the MDS (maximum degree strategy) is found not applicable to large-scale with even degree distribution networks. By importing the minimum cluster coefficient as one parameter for the node search, the MCMDS (Minimum Cluster Coefficient and Maximum Degree Strategy) is presented in order to better its search performance for networks of high power-law exponents. Specific implementation steps for the MCMDS are provided. The strategy is simulated and the results are analyzed. In the end a test to verify the efficiency of the MCMDS on the networks with real data is employed. Simulation results show that the MCMDS presented in the paper can improve the performance in both search steps and search time for its even degree distribution.
INTRODUCTION
The complexity science is a new and flouring crossdisciplinary to study complex systems and the complexity, which is called "science in twenty-first century" by scientists [1] . Any complex systems containing a large number of units or subsystems can be considered as a complex network when the units are abstracted into nodes and the correlation between units is abstracted as edges. Thus the complex network is the abstraction and description of complex systems [2] . Since the smallworld model put forward by Watts and Strogatz in 1998 and the scale-free mode proposed by Albert and Barabasi in the next year [3] , tremendous interests to study network structure and dynamics have been lunched, mainly for a deeper understanding of the underlying mechanisms of complex networks such as the Internet, the WWW and the biological networks [4] . Among these researches, node search or navigation is one of the most important parts [5] . The process of node search can usually be described as the passing process of a query message. In order to search for the required target node, the query message is transferred from a given source node to one or multiple neighbor nodes in accordance with certain rules. If the neighbor node receiving the message does not contain the information searched by the source node, it will deliver the message to its own neighbors. The search process is repeated until the target node with the specified information is found. From the above description, we know if each node in a complex network knows the global information of the whole network, that is, if all nodes are clear how to transfer the message along the shortest paths, and also know the number of the least steps to arrive at another node, the highest efficiency can be achieved. But in most cases, it is impractical for a large-scale complex network.
It can be traced back to the famous Milgram's smallworld experiment since the study on node search begins [6, 7] . In Milgram's small-world experiment, it is assumed that each node not only gets the message stored on all the other nodes, but also knows how to reach them within the least steps. In other words, Milgram's experiment requires not only the short paths remain between any pair of nodes, but also such paths can be obtained easily. However, there are a large number of paths between any pair of nodes in large-scale networks, and whether a source node can find the shortest paths to the target node depends on the network topology and the search strategy chosen. Unfortunately, networks in real world are quite complex and with huge scale. For example, in the Internet, the WWW or the P2P networks, it is impossible for the source node to obtain the global information of the network topology [8] . In this situation, Milgram's small-world experiment is proved to be inefficient. Nevertheless, the search efficiency in largescale networks can be improved by taking advantage of some local information, such as the degrees of neighboring nodes, the geographical location of the target node or the betweenness centrality of local nodes [9, 10] . In this way, it is of great significance to research on efficient search strategies for complex networks.
The main objective of the paper is to propose an improved search strategy called MCMDS for complex networks with even degree distributions on the basis of the analysis of the existing search strategies. The rest of this paper is organized as the following: In Sect. 2, the typical existing search strategies are simply introduced and analyzed. In Sect. 3, the improved MCMDS to better its performance on networks with even degree distribution is presented, and specific implementation steps are put forward based on the MDS introduced in Sect. 2. Also in this Sect, the performance of the MCMDS is simulated and analyzed, and a test of the real data networks is employed. Lastly in Sect. 4, the work of the paper is summarized.
II. BRIEF ANALYSIS OF EXISTING SEARCH STRATEGIES
The study of complex networks has emerged over many years, ranging from physics and mathematics to the computer and social sciences. Among them a large amount of recent research has emphasized on the search problems in complex networks. Researchers have put forward a lot of search strategies and algorithms, such as the breadth-first strategy (BFS) [11] , the random walk strategy (RWS) [12] , the maximum degree strategy (MDS) [13] and so forth. In this section, we briefly analyze these typical search strategies.
A. BFS
The search process of the BFS can be described as follows. When the source node S seeks the specific target node T containing the required information in the network with BFS, S searches all of its neighbor nodes at first, inquiring whether they have the required information it seeks. If one of its neighbor nodes stores the required information, thus this node is the target node T and the search process ends. Otherwise, the query message is delivered by broadcasting to all the other neighbor nodes of the next level at each step, till the target node T is found. The process is demonstrated in Fig. 1 . In Fig. 1 , the node S is the source node and T is the target node. Thin lines indicate the paths not searched while the thick ones display those searched. There are four level neighbors. The source node S's neighbor is the node a marked with "1", namely the first level; the node a's neighbors are the node b and c, which are marked with "2", namely the second level, and so on. Fig. 1 shows that a total of four steps are required for the source node S to find the target T with BFS. The search steps are equal to the neighbor levels. That is to say, the path length between the source node and the target node is the shortest path length of the network. So we can see that the BFS algorithm is quite efficient to search the target node. Meanwhile, the search processes of BFS are parallel, which results in the search scope increases in geometric progression. As a result, the whole network can be searched within several steps and the search speed is rather fast.
However, although only four steps are required to find the target, nine paths have been searched which are indicated with thick lines in Fig. 1 . In other words, nine pieces of query message is delivered to the nodes. If the network scale expends, the BFS will engender a large amount of query message, which may cause query congestion in the network. Apparently, it is quite uneconomical and sometimes even impractical for the memory limitation, especially in huge-size networks.
B. RWS
RWS is a simple and frequently used strategy for complex network search. The search process of RWS is as follows. When the source node S looks for the target node T possessing the required information in the network with RWS, S surveys one of its neighbor nodes at random firstly, inquiring whether the neighbor node comprises the required information it seeks. If it stores the required information, thus this node is the target node T and the search process ends. Otherwise, the query message is delivered to the next neighbor node randomly till the target node T is found. At each step, any one of the neighbors of the current node is chosen at random. The process is demonstrated in Fig. 2 . From Fig.2 we can see that the randomness of the RWS may reduce the searching performance, even result in search failure. However, as the RWS only choose one neighbor node to search, namely only one piece of query message delivered at each step, the message traffic in the network is greatly reduced, especially in huge-scale networks.
C. MDS
As discussed above, the search speed of the BFS is much fast but it unavoidably generates a huge amount of query message; the RWS may reduce the amount of the query message, but its search performance suffers from its "randomness". In view of this situation, MDS was brought forward by Adamic [14] . The precondition for the MDS is that every node knows its neighbor nodes and can find out the degree of each neighbor node. The search process of MDS is as follows.
As the source node S looks for the target node T owning the required information in the network with MDS, S asks about its neighbor node with the highest degree at first, inquiring whether the neighbor node contains the required information it expects. If it has the required information, thus this node is the target node T and the search process finishes. If not, the query message is delivered to the next neighbor node with the highest degree until the target node T is found. At each step, the node searched must be the one with the highest degree of its neighbors. The query process is demonstrated in Fig. 3 . The nodes S and T in Fig. 3 are like those in Fig. 1 . Thin lines express the paths not inquired while the thick ones mean those scanned. When the target node T is not found at each step, the next neighbor node chosen to search is the one with highest degree. Fig. 3 shows that a total of five steps are required for the source node S to find the target T with MDS. Meanwhile, the number of the traversed paths equals to that of the nodes inquired. Obviously, the MDS is the balance of the BFS and the RWS with the searching steps less than that of the RWS and the amount of the query message less than that of the BFS.
III. AN IMPROVED SEARCH STRATEGY
Sect. 2 presents a simple analysis of the existing typical search strategies. It can be seen from Sect. 2 that the BFS is not appropriate for large-scale networks, while the search performance of the RWS is affected by its randomness. For the MDS, its searching speed is faster than that of the RWS and its amount of the query message is less than that of the BFS. However, as pointed out by [15] , the MDS is proved not applicable for freescale networks with low power-law exponents. By referring to [15] and [16] , we combine the minimum clustering coefficient with the maximum degree to improve the MDS, so as to better its search performance over networks with high power-law exponents. We call the improved strategy the MCMDS. To begin with, we analyze how the power-law exponent affects the MDS's search performance at first.
A. The  and the MDS
According to the reference [16] , we set G(x) to be the initial generating function for the distribution of the node degrees k as formula (1):
In formula (1), p k is the probability of a node with the degree k in the network. Then the original degree distribution is a power-law as formula (2):
where  is the power-law exponent; m = 1 N  is the maximum degree; N is the number of the nodes. A node chosen randomly in the network has its outgoing edges distributed according to formula (3):
At each searching step, the highest degree node among the n neighbors is chosen. In general, the cumulative distribution function (CDF) max ( , ) P x n can be expressed by formula (4) [16] for the distribution of the number of links the neighbor with the highest degree among n neighbors has.
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Thus, the expected degree of the richest node among n is expressed by:
By numerically integrating the above equations to derive the ratio R between the degree of a node and the expected degree of its richest neighbor referring to [16] , the ratio is demonstrated in Fig. 4. Fig. 5 Figure 4 . Ratio R vs. n for  Fig. 4 displays that, if the power-law exponent is close to or smaller than 2.2, the MDS can always be successful to choose a node with degree higher than the current node, quickly finding the highest degree node at each step. That is because R (the ratio between the degree of a node and the expected degree of its richest neighbor) is greater than 1. However, when  is greater than 2.2 [16] , the finding of an even higher degree node in a neighborhood starts falling when using MDS, because the number (n) of the neighbors is limited. For example, when the  is close to 3.7, the number (n) of the neighbors almost changes to 0, which indicates that search a network of  approximate to 3.7with the MDS is impossible. That is to say, with the power-law exponent becomes smaller, the degree distribution of the network changes to more uneven.
Combining Fig.4 and 5, it can be derived that the MDS is not suitable for the large-scale with even degree distribution networks.
B. The MCMDS
From the above discussion, the MDS is found not applicable to large-scale with even degree distribution networks. In this section we attempt to make up its weakness by integrating the minimum clustering coefficient with the maximum degree for the MDS, namely the MCMDS. We introduce the clustering coefficient of a node at first.
1) Clustering coefficient of a node
Evidence shows that in most real-world networks especially social networks, a node tend to form tightly knit groups with a relatively high density of ties [17] . To evaluate this phenomenon, the term clustering coefficient is brought into being. The clustering coefficient of a node in an undirected network indicates how close its neighbors are to being a clique, mathematically represented as follows [18] :
Ci: the clustering coefficient of the node i ejk: the edge links the nodes ej and ek vj,vk: the neighbor nodes of the node i Ni: the set of the neighbor nodes of the node i E: the set of the edges between all the nodes in the network ki: the number of the neighbor nodes of the node i
For a better understanding of the term clustering coefficient, an example of the clustering coefficient of a node in an undirected network is given below [19] . The value of the clustering coefficient of the red node is defined as the proportion of the connections among all its neighbors which are actually connected comparing with the number of all possible connections [20] . In Fig.  6 , the red node has three neighbors, which can have a maximum of possible three connections among them. No connections among the neighbors of the red node in Fig.  6 (a) are realized, so the clustering coefficient value is 0. In Fig. 6 (b) , only one connection is realized (with thick black line) and two connections are missing (marked with dotted red lines), producing a cluster coefficient of 1/3. Next in Fig. 6 (c) , two connections are realized and one connection is missing, forming a cluster coefficient of 2/3. Finally in Fig. 6 (d) , all three possible connections are realized; as a result the value of the clustering coefficient is 1.
From Fig. 6 we can see that the clustering coefficient of a node represents the degree of the connections among its neighbor nodes. A smaller clustering coefficient of a node indicates the edges between its neighbor nodes are fewer, which means the search time among its neighbor nodes become shorter to some degree. On the contrary, a larger clustering coefficient of a node implies the edges between its neighbor nodes are much more, resulting in the possibility to search repeatedly among its neighbor nodes, thus lowers the search efficiency. This is the reason why we choose the minimum clustering coefficient as a parameter to improve the MDS.
2) The search strategy of the MCMDS AS the MDS is not applicable to large-scale with even degree distribution networks, we introduce the MCMDS in here. We set a threshold value k 0 for the degree of the node to search at first. If the degree of the current node is smaller than k 0 , the MDS uses the highest degree strategy to search. While if the degree of the current node is larger than k 0 , the minimum clustering coefficient search strategy is applied in the MDS. We choose the average degree <k>.of the network as the threshold k 0, simply because <k> represents the connection density of the network. The search process of the MCMDS is described as follows.
Step 1: Choose the resource node S and the target node T;
Step 2: Set N(s) as the set of the neighbor nodes of the source node S. If the target node T belongs to, the search process ends. Otherwise go to step 3.
Step 3: Compute the value of the average degree <k>.on the network as the threshold value k 0 ;
Step 4: Compute the degree k s of the source node S and its clustering coefficient cc s ;
Step Step 6: Repeat from step 4 to step 5, until the target node T is found.
C. Performance Test
To demonstrate the performance of the MCMDS, we present computer simulation results. We define D s as the practical average path length of the network, which can be calculated by finding the shortest path between all pairs of nodes in the network, adding them up and then dividing by the total number of pairs [21] . D m is defined as the average path length obtained from the search process with the original MDS strategy, while D n is the average path length acquired from the search process with the MCMDS. D m can be calculated from the following methods. Apply the original MDS strategy to search over the network. After the search process, the path from the source node S to the target node T can be obtained by cutting off loops of the initial path and the return paths. The length of the path from the source node S to the target node T is expressed with d m (s,t). For a network with N nodes, N(N-1) paths will be searched by the MDS [22] . Thus we get: Next, we use Pajek software [23] to generate six freescale undirected networks with 20, 50, 100, 200, 500, 1000 nodes respectively. The information of each network is as follows:
We apply the MDS and MCMDS to search each of the six networks multi-times individually, and then we calculate the average search steps and the average search time for each network separately. The simulation results are provided in Fig. 9 . First of all we have a look at Fig. 8 (a) . For the network with 20 nodes, the average degree of the nodes is 3.60000; the maximum degree of the nodes is 15 and the minimum degree of nodes is 1. The values of the average degree, the maximum degree and the minimum degree vary widely, which means the network's degree distribution is much uneven. That is to say, the  of the networks with 20 nodes is much small. This is the same for networks with 50 and 100 nodes in Fig. 8 (b) and (c). Correspondingly in Fig. 9 (a) , the average search steps with the MDS for the networks with 20 nods are 3.1, while searching with MCMDS consumes 2.9 steps on the average. We can see the numbers of the average steps searching with the MDS and the MCMDS for the network of 20 nodes are similar. In other words, the performance in the search steps of the MCMDS is not much improved on the basis of the MDS for the network with a small  . This is the same for networks with 50 and 100 nodes, with the average steps of 5.6 and 8.8 searching with the MDS, comparing those of 5.5 and 8.4 searching with the MCMDS.
On the contrary, Networks with 200, 500 and 1000 nodes have considerably large  s, which can be seen from Fig. 8 (d) , (e) and (f). Take Fig. 8 (d) as an example. The average degree of the nodes is 3.50000 for the network with 200 nodes, while its maximum degree of the nodes is 6 and the minimum degree of nodes is 2. The values of the average degree, the maximum degree and the minimum degree are much close. That is to say, the  of the networks with 200 nodes is much large. This is the same for networks with 500 and 1000 nodes demonstrated in Fig. 8 (e) and (f) . In Fig. 9 (a) accordingly, the average search steps with the MDS for the networks with 200 nods are 9.6, while searching with MCMDS takes 8.2 steps averagely. We can see the numbers of the average steps searching with the MDS and the MCMDS for the network of 200 nodes differ considerably. In other words, the performance in the average search steps of the MCMDS is much improved on the basis of the MDS for the network with a large  . This is the same for networks with 500 and 1000 nodes, with the average steps of 11.4 and 13.6 searching with the MDS, comparing those of 9.1 and 9.3 searching with the MCMDS. Now we analyze the average search time demonstrated in Fig. 9 (b) . Because of the small  s of the networks with 20, 50 and 100 nodes, the performance in the average search time of the MCMDS is almost the same as that searching with the MDS. However, as the MCMDS integrates the minimum clustering coefficient strategy, it is inescapable to add a small amount of calculation. That is the reason why the average search time of the MCMDS is a little more than that of the MDS for the networks with 20, 50 and 100 nodes. As for the networks with 200, 500 and 1000 nodes, the efficiency in the average search time of the MCMDS is rather higher than that of the MDS owing to the large  s of these networks.
In the end, we use the real data collected by Mark Newman forming two scale-free networks to test the MCMDS [24] , comparing with the MDS. The information of the two networks is listed in table. 1 below: As can be seen from Tab. 1, the network composed of Football teams is a typical even degree distribution one for its average degree, the maximum and minimum degree are quite close, while the Power grid network's degrees are rather uneven distributed. We employ the MDS and the MCMDS to search both of the two networks. Fig. 10 demonstrates the search steps and time consumed. Fig. 10 demonstrates that, when searching the network constituted of Football teams with the MCMDS, the performance in both search steps and search time is much improved for its even degree distribution. As the network composed of the Power grid, both the values of the search steps and search time are hardly improved with the MCMDS, comparing with those when searching with the MDS. 
IV. CONCLUSIONS
In this paper we introduce the MCMDS strategy by integrating the minimum cluster coefficient as a parameter for node search based on the MDS. We set the average degree of the network as the threshold value k 0 . If the degree of the current node is smaller than k 0 , we use the maximum degree strategy to search, while the minimum clustering coefficient search strategy is adopted when the degree of the current node is larger than k 0 . We apply the MDS and MCMDS to search each of the six networks intentionally generated by Pajek software individually, and then we compute the average search steps and the average search time for each network separately. The simulation results show the fact that it would be appealing for the improved MCMDS to deal with networks with even degree distributions. However, the efficiency is fairly difficult to improve when applying the MCMDS into the search over networks with small power-law exponents, but this situation is not the case for the motivation of the MCMDS.
