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FRACTIONAL TIME STOCHASTIC PARTIAL DIFFERENTIAL EQUATIONS
ZHEN-QING CHEN, KYEONG-HUN KIM, AND PANKI KIM
Abstract. In this paper, we introduce a class of stochastic partial differential equations (SPDEs)
with fractional time-derivatives, and study the L2-theory of the equations. This class of SPDEs
can be used to describe random effects on transport of particles in medium with thermal memory
or particles subject to sticking and trapping.
1. Introduction
Fractional calculus has attracted lots of attentions in several fields including mathematics, physics,
chemistry, engineering, hydrology and even finance and social sciences. The classical heat equation
∂tu = ∆u describes heat propagation in homogeneous medium. The time-fractional diffusion equa-
tion ∂βt u = ∆u with 0 < β < 1 has been widely used to model the anomalous diffusions exhibiting
subdiffusive behavior, due to particle sticking and trapping phenomena. Here the fractional time
derivative ∂βt is the Caputo derivative of order β ∈ (0, 1), defined by
∂βf(t)
∂tβ
=
1
Γ(1− β)
d
dt
∫ t
0
(t− s)−β (f(s)− f(0)) ds (1.1)
where Γ is the Gamma function defined by Γ(λ) :=
∫∞
0
tλ−1e−tdt.
Fractional diffusion equations are becoming popular in many areas of application [3, 4, 7, 9, 10,
11, 12]. So far, on the basis of either deterministic or probabilistic methods, the study of fractional
calculus is mainly restricted to deterministic equations; see [2, 8, 10, 14] and the references therein.
In this paper, we introduce and investigate a class of stochastic partial differential equations (SPDEs)
with fractional time derivatives.
The SPDEs with fractional time derivative that we are going to study in this paper naturally
arise from the consideration of the heat equation in a material of thermal memory. Let u(t, x), e(t, x)
and ~F (t, x) denote the body temperature, internal energy and flux density, respectively. Then the
relations
∂e
∂t
(t, x) = −div ~F , (1.2)
e(t, x) = βu(t, x), ~F (t, x) = −λ∇u(t, x), β, λ > 0
yield the classical heat equation β ∂u∂t = λ∆u. According to the law of the classical heat equation,
the speed of the heat flow is infinite. However in real modeling, the propagation speed can be finite
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because the heat flow can be disrupted by the response of the material. It has been proved (see e.g.,
[12, 7]) that in a material with thermal memory
e(t, x) = β¯u(t, x) +
∫ t
0
n(t− s)u(s, x)ds (1.3)
holds with some appropriate constant β¯ and kernel n. Typically, n(t) is a positive decreasing function
which blows up near t = 0, for instance n(t) = t−α for α ∈ (0, 1). In this case the convolution implies
that nearer past affects the present more. If in addition the internal energy e(t, x) depends also on
past random effects, then (1.3) becomes
e(t, x) = β¯u(t, x) +
∫ t
0
n(t− s)u(s, x)ds+
∫ t
0
ℓ(t− s)h(s, u(s, x))dWs, (1.4)
whereW is a random process, such as Brownian motion, modeling the random effects. If u(0, x) = 0,
β¯ = 0, n(t) = Γ(1−β1)
−1t−β1 and ℓ(t) = Γ(2−β2)
−1t1−β2 for some constants βi ∈ (0, 1), then (1.4)
(after differentiation in t) becomes
− div ~F =
∂e
∂t
(t, x) =
1
Γ(1− β1)
∂
∂t
∫ t
0
(t− s)−β1u(s, x)ds
+
1
Γ(2− β2)
∂
∂t
∫ t
0
(t− s)1−β2h(s, u(s, x))dWs. (1.5)
Since ∫ t
0
(t− s)−β2
∫ s
0
h(a, u(a, x))dWads =
∫ t
0
∫ t
a
(t− s)−β2dsh(a, u(a, x))dWa
=
1
1− β2
∫ t
0
(t− a)1−β2h(a, u(a, x))dWa,
by the definition of Caputo derivative (1.2) we have
∂β2t
∫ t
0
h(s, u(s, x))dWs =
1
Γ(1− β2)
∂
∂t
∫ t
0
(t− s)−β2
∫ s
0
h(a, u(a, x))dWads
=
1
Γ(2− β2)
∂
∂t
∫ t
0
(t− s)1−β2h(s, u(s, x))dWs.
Thus (1.5) can be rewritten as the following stochastic partial differential equation involving frac-
tional time-derivative
∂β1t u = div ~F + ∂
β2
t
∫ t
0
h(s, u(s, x))dWs. (1.6)
It is this type of stochastic equations and its natural extensions that will be studied in this paper.
Now let (Ω,F ,P) be a complete probability space, {Ft, t ≥ 0} be an increasing filtration of
σ-fields Ft ⊂ F , each of which contains all (F ,P)-null sets. We assume that on Ω we are given
an independent family of one-dimensional Wiener processes W 1t , W
2
t , ... relative to the filtration
{Ft, t ≥ 0}.
Motivated by (1.6), in this paper we consider the following quasi-linear SPDEs of the non-
divergence form type
∂βt u =
(
aijuxixj + b
iuxi + cu+ f(u)
)
+
∞∑
k=1
∂γt
∫ t
0
(σijkuxixj + µ
ikuxi + ν
ku+ gk(u)) dW ks (1.7)
FRACTIONAL TIME SPDES 3
as well as of the divergence form type
∂βt u =
(
Di
(
aijuxj + b
iu+ f i(u)
)
+ cu+ h(u)
)
+
∞∑
k=1
∂γt
∫ t
0
(σijkuxixj + µ
ikuxi + ν
ku+ gk(u)) dW ks , (1.8)
given for ω ∈ Ω, t ≥ 0 and x ∈ Rd, and study the L2-theory of the equations. The constants
β, γ ∈ (0, 1) are assumed to satisfy the condition
γ < β + 1/2. (1.9)
The indices i and j go from 1 to the dimension d with the summation convention on i, j being
enforced. The coefficients aij , bi, c, σijk, µik, νk are functions depending on (ω, t, x) and the functions
f, f i, h, gk depend on (ω, t, x) and the unknown u. By considering infinitely many independent
Brownian motions W kt we cover equations driven by measure-valued processes, for instance, driven
by space-time white noise (see Section 3.3). It is worth mentioning that unlike the classical SPDE,
we allow the second-order derivatives of the unknown solution u to appear in the stochastic part
when γ < 1/2.
As for stochastic differential equations (SDEs), SPDE (1.7) should be interpreted by its integral
form
u(t, x)− u(0, x)
=
1
Γ(β)
∫ t
0
(t− s)β−1
(
aij(s, x)uxixj (s, x) + · · ·+ f(s, u(s, x))
)
ds
+
1
Γ(1 + β − γ)
∫ t
0
(t− s)β−γ
(
σijk(s, x)uxixj(s, x) + · · ·+ g
k(s, u(s, x))
)
dW ks .
Similarly one can write down the integral version of SPDE (1.8) but in the distributional sense with
respect to x variable.
We next explain the constraint (1.9). A special case of the SPDEs for both (1.7) and (1.8) is
∂βt u(t, x) = ∆u(t, x) + ∂
γ
t
∫ t
0
g(s, x)dWs, (1.10)
where W is a one-dimensional Brownian motion. For functions h1 and h2 on R+, we define its
convolution h1 ∗ h2 by
h1 ∗ h2(t) =
∫ t
0
h1(t− s)h2(s)ds.
Let
kβ(t) := Γ(β)
−1tβ−1,
and define
Iβϕ = kβ ∗ ϕ :=
∫ t
0
kβ(t− s)ϕ(s)ds.
One can easily check for any β, γ ∈ (0, 1), kβ ∗ kγ = kβ+γ . So in particular, we have
kβ ∗ k1−β(t) ≡ 1. (1.11)
Suppose u(x, t) is a solution of (1.10). In view of the definition of Caputo derivative (1.1), equation
(1.10) is understood by its integral version
k1−β ∗ (u(t, x)− u(0, x)) =
∫ t
0
∆u(s, x)ds + k1−γ ∗
∫ t
0
g(s)dWs.
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By taking convolution with kβ on both sides, we get from (1.10) and (1.11)∫ t
0
(u(s, x)− u(0, x)) ds =
(
Iβ ∗
∫ ·
0
∆u(s, x)ds
)
(t) +
(
Iβ+1−γ ∗
∫ ·
0
g(s, x)dWs
)
(t).
Since the first two terms are differentiable in t, the last term above should be differentiable in t.
Recall that
Ia : Cb → Ca+b,
and
∫ t
0 g(s)dWs ∈ C
1/2−ε for any ε > 0. Thus we must have
β + 1− γ > 1/2,
which is equivalent to (1.9).
The main results of this paper are Theorems 4.3 and 5.4, on the unique solvability of SPDEs (1.7)
and (1.8), and L2-estimates of their solutions. For SPDE (1.7), we establish in Theorem 5.4 the
unique solvability in the space L2(Ω× [0, T ], H
σ
2 ) for any σ ∈ R under appropriate differentiability
assumption on x-variable of the coefficients. On the other hand, the unique solvability of SPDE
(1.8) in the space L2(Ω × [0, T ], H
1
2) is obtained in Theorem 4.3 under the merely measurability
condition of the coefficients aij .
The rest of the paper is organized as follows. In Section 2 we present some preliminary results
on the fractional derivatives and in Section 3 we introduce stochastic Banach spaces and few key
estimates. Our main results for (1.8) and (1.7) are presented and proved in Section 4 and Subsection
5.1, respectively. Subsection 5.2 contains an application to an equation driven by space-time white
noise.
We close this section with some notation. As usual, Rd stands for the Euclidean space of points
x = (x1, ..., xd). For i = 1, ..., d, multi-indices α = (α1, ..., αd), αi ∈ {0, 1, 2, ...}, and functions u(x)
we set
uxi = ∂u/∂x
i = Diu, D
αu = Dα11 · ... ·D
αd
d u, |α| = α1 + ...+ αd.
We also use the notation Dmx for a partial derivative of order m with respect to x. By C
∞
0 (R
d) we
denote the collection of smooth functions having compact support in Rd. For p ≥ 1, let
Lp = Lp(R
d) := {u : Rd → R, ‖u‖pLp :=
∫
Rd
|u(x)|pdx <∞}
and we use the notation (f, g)L2 :=
∫
Rd
f(x)g(x)dx. We denote
F(g)(ξ) :=
1
(2π)d/2
∫
Rd
e−iξ·xg(x)dx and F−1(f)(ξ) :=
1
(2π)d/2
∫
Rd
eiξ·xf(x)dx
the Fourier transform of g in Rd and the inverse Fourier transform of f in Rd, respectively.
If we writeN = N(a, b, · · · ), this means that the constantN depends only on a, b, · · · . Throughout
this paper, for functions depending on (ω, t, x), usually the argument ω ∈ Ω will be omitted.
2. Preliminary results
First we introduce a few elementary facts on the fractional derivatives. The reader can find further
details in [2] and references therein. Recall that β ∈ (0, 1) and
kβ(t) := t
β−1Γ(β)−1, t > 0.
Let T > 0. If f is absolutely continuous on [0, T ] with f(0) = 0 then
d
dt
(kβ ∗ f) = kβ ∗
d
dt
f, t ∈ [0, T ]. (2.1)
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For functions ϕ ∈ L1([0, T ]), the Riemann-Liouville fractional integral of the order β ∈ (0, 1) is
defined by
Iβϕ(t) = kβ ∗ ϕ(t) =
1
Γ(β)
∫ t
0
(t− s)β−1ϕ(s)ds.
Note that by Jensen’s inequality
|Iβϕ(t)|p ≤
1
(Γ(β))p
(
tβ
β
)p−1 ∫ t
0
(t− s)β−1|ϕ(s)|pds.
Thus it follows that for any p ∈ [1,∞],
‖Iβϕ‖Lp([0,T ]) ≤ N(T, β)‖ϕ‖Lp([0,T ]). (2.2)
Consequently, if ϕn → ϕ in Lp([0, T ]) then I
βϕn also converges to I
βϕ in Lp([0, T ]). Also one can
prove that if fn(ω, t) converges in probability uniformly in [0, T ] then so does I
βfn.
If I1−βϕ is absolutely continuous, then Riemann-Liouville derivative of order β is defined by
Dβt ϕ(t) =
d
dt
(I1−βϕ)(t). (2.3)
If ϕ is continuous and I1−βϕ is absolutely continuous, the generalized functional derivative (or the
Caputo derivative) of order β is given by
∂βt ϕ(t) = D
β
t (ϕ− ϕ(0)) = D
β
t ϕ(t)−
ϕ(0)
tβΓ(1− β)
. (2.4)
It is easy to check for any ϕ ∈ L1([0, T ]),
Dβt I
βϕ = ϕ. (2.5)
Furthermore, if ϕ is absolutely continuous on [0, T ] then by (2.1)
∂βt ϕ = I
1−β d
dt
ϕ. (2.6)
Thus by (2.5)
D1−βt ∂
β
t ϕ =
d
dt
ϕ, a.e.. (2.7)
Denote by
Eβ(z) =
∞∑
k=0
zk
Γ(βk + 1)
, z ∈ C
the Mittag-Leffler function. We will also use the generalized Mittag-Leffler function
Eβ,γ(z) :=
∞∑
k=0
zk
Γ(βk + γ)
, z ∈ C.
We assume β, γ ∈ (0, 1). It is well known (see e.g. (12) in [1, Theorem 1.3-4]) that, when
−1 < γ − β < 1, Eβ,γ(t) is bounded on (−∞, 0] and
lim
R∋t→∞
tEβ,γ(−t) =
1
Γ(γ − β)
. (2.8)
Furthermore, for any constant λ,
ϕ(t) := Eβ(λt
β) (2.9)
is a solution of the equation
∂βt ϕ = λϕ, t > 0
with the initial condition ϕ(0) = 1.
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The following is a classical result. We provide a proof for the readers’ convenience.
Lemma 2.1. Let a ∈ (0, 1) and b ≥ 0, then
DatEβ(−bt
β) = t−aEβ,1−a(−bt
β), (2.10)
IaEβ(−bt
β) = taEβ,1+a(−bt
β). (2.11)
Proof. We first prove (2.10). One can easily check (see e.g. [2, (5.1.2)])
Dat t
b−1 =
Γ(b)
Γ(b − a)
tb−a−1, a, b > 0. (2.12)
Thus,
DatEβ(−bt
β) = Dat
(
∞∑
k=0
(−1)kb2ktβk
Γ(βk + 1)
)
=
∞∑
k=0
(−1)kb2k
Γ(βk + 1)
Γ(βk + 1)
Γ(βk + 1− a)
tβk−a
= t−a
∞∑
k=0
(−btβ)k
Γ(βk + 1− a)
= t−aEβ,1−a(−bt
β).
To prove (2.11), in place of (2.12), it is enough to use
Iatb−1 =
Γ(b)
Γ(b+ a)
tb+a−1, a, b > 0.
The lemma is proved. 
Define
p(t, x) = F−1(Eβ(−|ξ|
2tβ)), q(t, x) = D1−βt p.
Actually (2.8) shows that if d > 1 then Eβ(−|ξ|
2tβ) 6∈ L1(R
d) for fixed t > 0. Thus we understand
p(t, x) as the inverse transform of a radial function in the sense of improper integral, or we can define
p(t, x) first as in [2, Section 5.2.2] so that p(t, ·) ∈ L1(R
d) and F(p(t, x))(ξ) = Eβ(−|ξ|
2tβ).
Since, for x 6= 0, p(t, x)→ 0 as t ↓ 0 (see [2]), the Riemann-Liouville derivative of p(·, x) coincides
with the Caputo derivative of p(·, x) for every x 6= 0.
Here is a list of other useful properties of p and q.
Lemma 2.2. (i) For (t, x) ∈ (0, T ]× Rd \ {0}, we have ∂βt p = D
β
t p = ∆p.
(ii) For each x 6= 0 and m ≤ 3,
lim
t→0+
Dmx p(t, x) = lim
t→0+
Dmx q(t, x) = 0. (2.13)
(iii) Dmx p(t, ·) is integrable for each t > 0 if m ≤ 1.
(iv) For each t > 0 and m ≤ 3, Dmx q(t, ·) is integrable in R
d uniformly on [ε, T ] for any ε > 0.
(v) For each x 6= 0, p(·, x) is absolutely continuous and ∂∂tp(t, x)→ 0 as t ↓ 0. Moreover,
∂
∂tp(t, ·)
is integrable in Rd uniformly on [ε, T ] for any ε > 0.
(vi) For any compact set K ⊂ Rd \ {0} and m ≤ 3, the functions p, q, ∂∂tp(t, ·), D
mp and Dmq
are continuous and bounded on [0, T ]×K.
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Proof. (i) is a consequence of (2.9). See (5.2.44) and (A.19) of [2] for (v). Others can be found in
Propositions 5,1 and 5.2 of [2]. In particular, (vi) is a consequence of (5.2.6) and (5.2.13) of [2]. 
We need the following integration by parts formula.
Lemma 2.3. Suppose that f is absolutely continuous on [0, T ] with f(T ) = 0 and g is continuous
and I1−βg is absolutely continuous on [0, T ]. Then∫ T
0
f(t)Dβt g(t)dt =
∫ T
0
G(t)Dβt F (t)dt,
where F (t) = f(T − t) and G(t) = g(T − t).
Proof. Note that∫ T
0
|f ′(t)|
(∫ t
0
θ−β |g(t− θ)|dθ
)
dt ≤ ‖g‖L∞([0,T ])
∫ T
0
|f ′(t)|dt
∫ T
0
θ−βdθ <∞.
Thus, using f(T ) = 0, the integration by part and the Fubini’s Theorem, we get∫ T
0
f(t)Dβt g(t)dt =
∫ T
0
f(t)
d
dt
(I1−βg)(t)dt
= f(t)(I1−βg)(t)
∣∣∣T
0
−
∫ T
0
f ′(t)(I1−βg)(t)dt
= −
1
Γ(1− β)
∫ T
0
f ′(t)
(∫ t
0
θ−βg(t− θ)dθ
)
dt
= −
1
Γ(1− β)
∫ T
0
θ−β
(∫ T
θ
f ′(t)g(t− θ)dt
)
dθ. (2.14)
As F (0) = f(T ) = 0 and f is absolutely continuous, by (2.4) and (2.6) we have Dβt F = ∂
β
t F =
(I1−βF ′). So by the integration by part and the Fubini’s Theorem∫ T
0
G(t)Dβt F (t)dt =
∫ T
0
G(t)(I1−βF ′)(t)dt
=
1
Γ(1− β)
∫ T
0
G(t)
(∫ t
0
θ−βF ′(t− θ)dθ
)
dt
=
1
Γ(1− β)
∫ T
0
θ−β
(∫ T
θ
G(t)F ′(t− θ)dt
)
dθ
= −
1
Γ(1− β)
∫ T
0
θ−β
(∫ T
θ
f ′(T − t+ θ)g(T − t)dt
)
dθ
= −
1
Γ(1− β)
∫ T
0
θ−β
(∫ T
θ
f ′(s)g(s− θ)ds
)
dθ,
which is
∫ T
0 f(s)D
β
t g(s)ds by (2.14). This proves the lemma. 
Lemma 2.4. For each (t, x) ∈ (0,∞)× Rd \ {0},
∆q(t, x) =
∂
∂t
p(t, x). (2.15)
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Proof. Since both are continuous it is enough to prove that the equality holds for almost all (t, x).
Let φ(t) and ψ(x) be smooth functions with compact support in (0, T ) and Rd \ {0} respectively.
Define Φ(s) := φ(T −s). Since φ(t) is smooth function with compact support in (0, T ), using Lemma
2.2(i), Lemma 2.3 and (2.7), for every x ∈ Rd∫ T
0
D1−βt Φ(s)∆p(T − s, x) ds =
∫ T
0
D1−βt Φ(s)
(
∂βt p(·, x)
)
(T − s) ds
=
∫ T
0
φ(s)
(
D1−βt ∂
β
t p(·, x)
)
(s) ds
=
∫ T
0
φ(s)
∂
∂s
p(s, x) ds. (2.16)
Recall that D2xq, D
2
xp and
∂
∂sp are locally integrable in R
d \ {0} uniformly on the support of φ(t).
By the integration by parts in x, Lemma 2.2(vi), Lemma 2.3, (2.16) and the Fubini’s Theorem,∫
Rd
∫ T
0
φ(s)ψ(x)∆q(s, x) dsdx =
∫ T
0
∫
Rd
φ(s)∆ψ(x)q(s, x) dxds
=
∫
Rd
∆ψ(x)
(∫ T
0
φ(s)D1−βt p(s, x) ds
)
dx
=
∫
Rd
∆ψ(x)
(∫ T
0
D1−βt Φ(s)p(T − s, x) ds
)
dx
=
∫
Rd
ψ(x)
(∫ T
0
D1−βt Φ(s)∆p(T − s, x) ds
)
dx
=
∫
Rd
∫ T
0
φ(s)ψ(x)
∂
∂s
p(s, x) dsdx.
Since φ(t) and ψ(x) are arbitrary, the lemma is proved. 
3. Key Estimates
In this section, we first define a stochastic Banach space and establish key lemmas. Then we
study the L2-theory of a model equation for SPDEs with fractional time-derivatives.
For n = 0, 1, 2, ..., define the Banach spaces
Hn2 := H
n
2 (R
d) = {u : u,Dxu, · · · , D
n
xu ∈ L2} .
In general, for σ ∈ R define the space Hσ2 = H
σ
2 (R
d) = (1−∆)−σ/2L2 as the set of all distributions
u on Rd such that (1−∆)σ/2u ∈ L2. For u ∈ H
σ
2 , we define
‖u‖Hσ
2
:= ‖(1−∆)σ/2u‖L2 := ‖F
−1[(1 + |ξ|2)σ/2F(u)(ξ)]‖L2 . (3.1)
Similarly for ℓ2-valued g = (g
1, g2, . . . ),
‖g‖Hσ
2
(ℓ2) := ‖|(1−∆)
σ/2g|ℓ2‖L2 := ‖|F
−1[(1 + |ξ|2)σ/2F(g)(ξ)]|ℓ2‖L2. (3.2)
Let P be the predictable σ-field and PdP×dt be the completion of P with respect to dP× dt. For
each σ ∈ R, define the Banach space
H
σ
2 (T ) := L2(Ω× [0, T ],P , H
σ
2 ).
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That is, u ∈ Hσ2 (T ) if u is an H
σ
2 -valued P
dP×dt-measurable process defined on Ω× [0, T ] so that
‖u‖Hσ
2
(T ) :=
(
E
∫ T
0
‖u(t, ·)‖2Hσ
2
dt
)1/2
<∞.
For an ℓ2-valued process g = (g
1, g2, ...), we write g ∈ Hσ2 (T, ℓ2) if g
k ∈ Hσ2 (T ) for every k ≥ 1 and
‖g‖Hσ
2
(T,ℓ2) :=
(
E
∫ T
0
‖g‖2Hσ
2
(ℓ2)
dt
)1/2
<∞.
Denote L2(T ) = H
0
2(T ) and L2(T, ℓ2) = H
0
2(T, ℓ2). Write g ∈ H
∞
0 (T, ℓ2) if g
k = 0 for all sufficiently
large k, and each gk is of the type
gk =
n∑
i=1
I(τi−1,τi](t)g
ik(x)
where τi are bounded stopping times with respect to Ft and g
ik ∈ C∞0 (R
d). It is known ([5, Theorem
3.10]) that H∞0 (T, ℓ2) is dense in H
σ
2 (T, ℓ2) for any σ.
Finally we use Uσ2 to denote the family of H
σ
2 (R
d)-valued F0-measurable random variables u0
having
‖u0‖Uσ
2
:=
(
E‖u0‖
2
Hσ
2
)1/2
<∞.
Lemma 3.1. Suppose a > 0. (i) Let h = (h1, h2, · · · ) ∈ L2(Ω× [0, T ],P , ℓ2). Then the equality
Ia(
∞∑
k=1
∫ ·
0
hk(s)dW ks )(t) =
∞∑
k=1
(Ia
∫ ·
0
hk(s)dW ks )(t)
holds for all t ≤ T (a.s.) and also in L2(Ω× [0, T ]).
(ii) Suppose hn = (h
1
n, h
2
n, · · · ) converges to h = (h
1, h2, · · · ) in L2(Ω × [0, T ],P , ℓ2) as n → ∞.
Then, as n→∞,
∞∑
k=1
Ia
∫ ·
0
hkndW
k
s converges to
∞∑
k=1
Ia
∫ ·
0
hk(s)dW ks (3.3)
in probability uniformly on [0, T ].
Proof. Since the series
∑∞
k=1
∫ t
0
hk(s)dW kt converges in L2(Ω× [0, T ]), by (2.2) we have
Ia
( ∞∑
k=1
∫ ·
0
hk(s)dW ks
)
(t) = lim
n→∞
Ia
( n∑
k=1
∫ ·
0
hk(s)dW ks
)
(t)
= lim
n→∞
n∑
k=1
Ia
(∫ ·
0
hk(s)dW ks
)
(t) in L2(Ω× [0, T ]).
Thus, the series
∑∞
k=1 I
a
∫ t
0 h
k(s)dW ks converges in L2(Ω× [0, T ]) and
Ia
∞∑
k=1
∫ t
0
hk(s)dW ks =
∞∑
k=1
Ia
∫ t
0
hk(s)dW ks (3.4)
in L2(Ω× [0, T ]), and thus the equality holds (a.e.). Also by Burkholder-Davis-Gundy inequality
E
[
sup
t≤T
∣∣∣ m∑
k=n
Ia
∫ t
0
hk(s)dW ks
∣∣∣2]
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≤ NE
[
sup
t≤T
∣∣∣ m∑
k=n
∫ t
0
hk(s)dW ks
∣∣∣2] ≤ N m∑
k=n
E
[ ∫ T
0
|hk(s)|2ds
]
→ 0 (3.5)
as n,m → ∞. Therefore the series
∑∞
k=1 I
a
∫ t
0 h
k(s)dW ks converges in probability uniformly on
[0, T ]. It follows that both sides of (3.4) are continuous, and therefore the equality above holds for
all t ≤ T (a.s.). 
Remark 3.2. Let σ ∈ R. Suppose gn → g in H
σ
2 (T, ℓ2) as n → ∞, and φ ∈ C
∞
0 (R
d). Then
(gn(t, ·), φ)L2 → (g(t, ·), φ)L2 in L2(Ω×[0, T ],P , ℓ2), and therefore Lemma 3.1(ii) holds with hn(t) :=
(gn(t, ·), φ)L2 and h(t) := (g(t, ·), φ)L2 .
Lemma 3.3. Let α > 1/2 and g ∈ H∞0 (T, ℓ2). Then I
α
∑∞
k=1
∫ ·
0
gk(s)dW ks is differentiable in t and
(a.s.) for all t ≤ T
∂
∂t
(Iα
∞∑
k=1
∫ ·
0
gk(s)dW ks )(t) =
1
Γ(α)
∞∑
k=1
∫ t
0
(t− s)α−1gk(s)dW ks .
Proof. We integrate the right hand side and then use the stochastic Fubini’s theorem (see e.g. [6])
to get
1
Γ(α)
∞∑
k=1
∫ t
0
∫ s
0
(s− r)α−1gk(r)dW kr ds =
1
Γ(α)
∞∑
k=1
∫ t
0
∫ t
r
(s− r)α−1dsgk(r)dW kr
=
1
αΓ(α)
∞∑
k=1
∫ t
0
(t− r)αgk(r)dW kr .
Similarly, by Lemma 3.1(i)
Iα
∞∑
k=1
(∫ ·
0
gk(s)dW ks
)
(t) =
1
Γ(α)
∞∑
k=1
∫ t
0
(t− s)α−1
(∫ s
0
gk(r)dW kr
)
ds
=
1
αΓ(α)
∞∑
k=1
∫ t
0
(t− r)αgk(r)dW kr .
The lemma is proved. 
Lemma 3.3 can be easily extended for any g ∈ L2(T, ℓ2).
For the remainder of this paper, we assume that (1.9) holds. For a ∈ R, denote a+ = max{a, 0}.
Define
γ0 :=
(2γ − 1)+
β
< 2. (3.6)
Note that since γ < β + 1/2 we have
γ0 < 2, and γ0 = 0 if γ ≤ 1/2. (3.7)
Definition 3.4. We write u ∈ Hσ+22 (T ) if u ∈ H
σ+2
2 (T ), u(0) ∈ U
σ+1
2 , and for some f ∈ H
σ
2 (T ) and
g ∈ Hσ+γ02 (T, ℓ2) it holds that
∂βt u(t, x) = f(t, x) +
∞∑
k=1
∂γt
∫ t
0
gk(s, x) dW ks (3.8)
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in the sense of distributions. That is, for any φ ∈ C∞0 (R
d) the equality
(I1−β(u− u(0))(t), φ)L2 =
∫ t
0
(f(s, ·), φ)L2ds+
∞∑
k=1
(I1−γ
∫ ·
0
(gk(s, ·), φ)L2 dW
k
s )(t) (3.9)
holds for all t ≤ T (a.s.). In this case we write
f = Du, g = Su
and define
‖u‖Hσ+2
2
(T ) = ‖u(0)‖Uσ+1
2
+ ‖u‖
H
σ+2
2
(T ) + ‖Du‖Hσ2 (T ) + ‖Su‖Hσ+γ02 (T,ℓ2)
. (3.10)
Finally define
Hσ+22,0 (T ) = H
σ+2
2 (T ) ∩ {u : u(0) = 0}. (3.11)
Remark 3.5. By (1.11), (2.1) and Lemma 3.3, (3.9) is equivalent to
(u(t, ·)− u(0, ·), φ)L2 =
1
Γ(β)
∫ t
0
(t− s)β−1(f(s, ·), φ)L2ds
+
1
Γ(1 + β − γ)
∞∑
k=1
∫ t
0
(t− s)β−γ(gk(s, ·), φ)L2 dW
k
s .
Lemma 3.6. (i) Hσ+22 (T ) is a Banach space.
(ii) Let u ∈ Hσ+22 (T ). Then u is a continuous H
σ
2 -valued process.
(iii) Assume that u ∈ H22(T ) and (3.8) holds. Then (a.s.)
(k1−β ∗ ‖u− u(0)− v‖
2
L2)(t) ≤ 2
∫ t
0
(f(s, ·), u(s, ·)− u(0, ·)− v(s, ·))L2ds for t ≤ T, (3.12)
where
v(t, x) = Γ(1 + β − γ)−1
∞∑
k=1
∫ t
0
(t− s)β−γgk(s, x)dW ks . (3.13)
Proof. (i) We only need to prove the completeness of the space. Let un, n = 1, 2, · · · , be a Cauchy
sequence in Hσ+22 (T ) with
fn = Dun, gn = Sun.
Then there exist u, f, g, u0 so that un, fn, gn, un(0) converge to u, f, g, u0 respectively in their cor-
responding spaces. To prove un → u in H
σ+2
2 (T ), it suffices to show (3.9) holds for all t ≤ T
(a.s.). Since the series
∑∞
k=1
∫ t
0
(gkn(s), φ)dW
k
s converges in probability uniformly on [0, T ], so does
(I1−γ
∑∞
k=1
∫ ·
0(g
k
n(s), φ)dW
k
s )(t). By Remark 3.2, considering the limit of
(I1−β(un − un(0)))(t), φ)L2 =
∫ t
0
(fn(s, ·), φ)L2ds+
∞∑
k=1
(I1−γ
∫ ·
0
(gkn(s, ·), φ)L2 dW
k
s )(t)
for t ≤ T , we get (3.9) for all t ≤ T (a.s.) since both sides of (3.9) are continuous in t.
(ii) We only prove the case σ = 0. The general case is covered by applying (1 −∆)σ/2 to (3.8).
Denote f = Du and g = Su. Notice that as an L2(R
d)-valued process, u(t)− u(0) satisfies
k1−β ∗ (u(·, x) − u(0, x))(t) =
∫ t
0
f(s, x)ds+ (k1−γ ∗ (
∞∑
k=1
∫ ·
0
gk(s, x)dW ks ))(t) all t ≤ T (a.s.).
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Taking the convolution with kβ and using
∂
∂t
(kβ ∗
∫ ·
0
f(s, x)ds)(t) = (kβ ∗ f)(t, x),
∂
∂t
(kβ ∗ k1−γ ∗ (
∞∑
k=1
∫ ·
0
gk(s, x)dws))(t) =
∞∑
k=1
1
Γ(1 + β − γ)
∫ t
0
(t− s)β−γgk(s, x)dW ks ,
where the second equality is from Lemma 3.3, we get for all t ≤ T (a.s.)
u(t, x)− u(0, x) = (kβ ∗ f)(t, x) +
∞∑
k=1
1
Γ(1 + β − γ)
∫ t
0
(t− s)β−γgk(s, x)dW ks . (3.14)
Hence the claim follows.
(iii) Denote w(t, x) = u(t, x) − u(0, x) − v(t, x). Then we have ∂βt w(t, x) = f(t, x). Now we use
the fact (see e.g. [14, Lemma 2.1]) that if κ is a positive decreasing function on [0, T ] then
κ ∗ ‖w‖2L2(t) ≤ 2
∫ t
0
(
∂
∂s
(κ ∗ w)(s, ·), w(s, ·))L2ds.
We take (see [14]) a sequence of such functions κn ∈ H
1
1 ([0, T ]) so that κn → k1−β in L1([0, T ] and
∂
∂t (κn ∗ w)→
∂
∂t (k1−β ∗ w) in L2([0, T ], L2). Finally for (3.12) it is enough to note that
κn ∗ ‖w‖
2
L2 → k1−β ∗ ‖w‖
2
L2 in L1([0, T ])
and both sides of (3.12) are continuous in t. The lemma is proved. 
Recall that for any σ,
‖u‖2
H
σ
2
(t) := E
∫ t
0
‖u(s)‖2Hσ
2
ds.
Proposition 3.7. Let u ∈ Hσ+22 (T ). Then for any t ≤ T ,
(k1−β ∗ E‖u‖
2
Hσ
2
)(t) ≤ N(E‖u(0)‖2Hσ
2
+ ‖Du‖2
H
σ
2
(t) + ‖Su‖
2
H
σ
2
(t,ℓ2)
+ ‖u‖2
H
σ
2
(t)) ≤ N‖u‖
2
Hσ+2
2
(t)
, (3.15)
where N depends only on T, β and γ. In particular, for any t ≤ T ,
‖u‖2
H
σ
2
(t) ≤ N
∫ t
0
(t− s)−1+β‖u‖2
Hσ+2
2
(s)
ds. (3.16)
Proof. We only consider the case σ = 0. In general, one can consider ∆σ/2u in place of u. Denote
v as (3.13) in Lemma 3.6. Then by (3.12),
(k1−β ∗ E‖u‖
2
L2)(t) ≤ 2(k1−β ∗ E‖u(0) + v‖
2
L2)(t) + 2E
∫ t
0
(f(s, ·), u(s, ·)− u(0, ·)− v(s, ·))L2ds.
Note that by Fubini’s theorem and Davis’s inequality
E
∫ t
0
‖v(s)‖2L2ds =
∫ t
0
E‖v(s)‖2L2ds
≤ NE
∫ t
0
∫ s
0
(s− r)2(β−γ)‖g(r, ·)‖2L2(ℓ2)drds ≤ N‖g‖
2
L2(t,ℓ2)
. (3.17)
For the last inequality we use the fact 2(β − γ) > −1. Therefore, by young’s inequality
E
∫ t
0
(f(s, ·), u(s, ·)− u(0, ·)− v(s, ·))L2ds ≤ N(E‖u(0)‖
2
L2 + ‖f‖
2
L2(t)
+ ‖g‖2
L2(t,ℓ2)
+ ‖u‖2
L2(t)
).
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Also,
(k1−β ∗ E‖u(0) + v‖
2
L2)(t) ≤ NE‖u(0)‖
2
L2 +Nk1−β ∗ E‖v‖
2
L2(t),
k1−β ∗ E‖v‖
2
L2(t) ≤ N
∫ t
0
(t− s)−β
∫ s
0
(s− r)2(β−γ)E‖g(r, ·)‖2L2(ℓ2)drds ≤ N‖g‖
2
L2(t,ℓ2)
.
This proves (3.15).
Note that the second equality in (3.15) just follows from the definition (3.10) of ‖u‖2
Hσ+2
2
(t)
. Hence
to prove (3.16) it is enough to consider a convolution with kβ and use (1.11), which implies
(kβ ∗ k1−β ∗ E‖u‖
2
L2)(t) =
∫ t
0
E‖u‖2L2ds = ‖u‖
2
L2(t)
.
Hence the theorem is now proved. 
Define
Pβ,γ(t, x) =
{
Iβ−γp(·, x)(t) if β ≥ γ
∂γ−βt p(·, x)(t) if β < γ.
Lemma 3.8. Let g ∈ H∞0 (T, ℓ2) and u be defined by
u(t, x) =
∞∑
k=1
∫ t
0
∫
Rd
Pβ,γ(t− s, x− y)g
k(s, y)dydW ks .
Let σ ≤ 2 ∧ (1−2γβ + 2) if γ 6= 1/2, and σ < 2 if γ = 1/2. Then it holds that
E
∫ T
0
‖∆σ/2u(t, ·)‖2L2dt ≤ N‖g‖
2
L2(T,ℓ2)
.
In general, for any γ1 ∈ R,
E
∫ T
0
‖u(t, ·)‖2
H
γ1+σ
2
dt ≤ N‖g‖2
H
γ1
2
(T,ℓ2)
.
Proof. Let a := γ − β < 1/2. Recall that Eα,γ(t) is bounded on (−∞, 0]. By the Fourier transform
and Lemma 2.1, we have for any σ ≥ 0
E
∫ T
0
‖∆σ/2u(t, ·)‖2L2dt
≤ N
∞∑
k=1
E
∫ T
0
∫ t
0
∫
Rd
|ξ|2σ(t− s)−2aE2β,1−a(−|ξ|
2(t− s)β)|gˆk(s, ξ)|2dξds dt
≤ N‖g‖2
L2(T,ℓ2)
+NE
∫ T
0
∫ T
s
∫
|ξ|≥1
|ξ|2σ(t− s)−2aE2β,1−a(−|ξ|
2(t− s)β)|gˆ(s, ξ)|2ℓ2dξ dt ds.
By the substitution r = |ξ|2/β(t− s), the last term above is bounded by constant times of
E
∫
|ξ|≥1
∫ T
0
|gˆ(s, ξ)|2ℓ2
∫ T |ξ| 2β
0
|ξ|2(σ+(2a−1)/β)r−2aE2β,1−a(−r
β)drds dξ.
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Let γ > 1/2. Then, since Eβ,1−a(−r
β) is bounded on [0,∞) and Eβ,1−a(−r
β) ≤ Nr−β if r ≥ 1 (see
(2.8)), we have
∫ T |ξ| 2β
0
|ξ|2(σ+(2a−1)/β)r−2aE2β,1−a(−r
β)dr
≤
∫ ∞
0
r−2aE2β,1−a(−r
β)dr
≤ N
(∫ 1
0
r−2adr +
∫ ∞
1
r−2γdr
)
<∞.
If γ = 1/2, then since |ξ| ≥ 1 and σ < 2,
∫ T |ξ| 2β
0
|ξ|2(σ+(2a−1)/β)r−2aE2β,1−a(−r
β)dr
=
∫ T |ξ| 2β
0
|ξ|−2(2−σ)r−2aE2β,1−a(−r
β)dr
≤
∫ 1
0
r−2aE2β,1−a(−r
β)dr +N |ξ|−2(2−σ)
∫ T |ξ| 2β
1
r−1dr
≤ N
∫ 1
0
r−2adr +N |ξ|−2(2−σ) ln |ξ| ≤ N <∞.
The case γ < 1/2 is treated similarly using σ ≤ 2. Indeed,
∫ T |ξ| 2β
0
|ξ|2(σ+(2a−1)/β)r−2aE2β,1−a(−r
β)dr
≤
∫ 1
0
r−2aE2β,1−a(−r
β)dr +N |ξ|2(σ+(2a−1)/β)
∫ T |ξ| 2β
1
r−2βdr
≤ N
∫ 1
0
r−2adr +N |ξ|2σ−4 ≤ N <∞.
Therefore the lemma is proved. 
Lemma 3.8 says that u (which is a solution of (3.18) below) is smoother than g by order 2∧ ((1−
2γ)β−1+2) if γ 6= 1/2 and 2− ε if γ = 1/2, where ε > 0. Thus, for example, to estimate the second
derivative of solution u we need to assume
‖g‖
H
γ0
2
(T,ℓ2)
<∞ if γ 6= 1/2, and ‖g‖Hε
2
(T,ℓ2) <∞ if γ = 1/2.
Recall γ0 = (2γ − 1)+/β < 2, which is defined in (3.6).
We first consider the equation
∂βt u(t, x) = ∆u(t, x) + f(t, x) +
∞∑
k=1
∂γt
∫ t
0
gk(s, x) dW ks . (3.18)
Note that by letting β → 1 and γ → 1 we get the classical stochastic partial differentia equations.
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Lemma 3.9. Let f ∈ L2(T ), g ∈ H
∞
0 (T, ℓ2) and u ∈ H
2
2(T ). Then u satisfies (3.18) with initial
data u0 ∈ U
1
2 in the sense distributions (see Definition 3.4) if and only if
u(t, x) =
∫
Rd
p(t, x− y)u0(y)dy +
∫ t
0
∫
Rd
q(t− s, x− y)f(s, y)dyds
+
∞∑
k=1
∫ t
0
∫
Rd
Pβ,γ(t− s, x− y)g
k(s, y)dydW ks . (3.19)
Proof. Suppose u satisfies (3.18). Recall that for the solution of the (deterministic) equation
∂βt u¯ = ∆u¯+ f, u(0) = u0
is given by the formula
u¯(t, x) :=
∫
Rd
p(t, x− y)u0(y)dy +
∫ t
0
∫
Rd
q(t− s, x− y)f(s, y)dyds. (3.20)
In fact, in [2, Section 5.2] the representation (3.20) is proved for sufficiently smooth f . This and
the estimate of the solution obtained in [14, Theorem 3.1] allow us to use an approximation (see the
proof of Theorem 3.10) and get (3.20) for general f ∈ L2(T ).
Thus by considering u − u¯, where u¯ is defined above, we may assume without loss of generality
that u0 = 0 and f = 0. Suppose first β ≤ γ. Set a = γ − β,
v(t, x) :=
∞∑
k=1
∫ t
0
gk(s, y)dW ks ,
and
w(t, x) := Dat v(t, x) =
1
Γ(1− a)
∞∑
k=1
∫ t
0
(t− s)−agk(s, x)dW ks .
Then u− w satisfies the following fractional diffusion equation
∂βt (u− w) = ∆u = ∆(u − w) + ∆w, (u− v)(0) = 0.
Thus by (3.20) with ∆w in place of f , we have
u(t, x) = w(t, x) +
∫ t
0
∫
Rd
q(t− s, x− y)∆w(s, y)dyds.
Nota that for any s < t∫
Rd
q(t− s, x− y)∆w(s, y)dy =
∫
Rd
∆q(t− s, x− y)Dat v(s, y)dy
=
∫
Rd
∂
∂t
p(t− s, x− y)Dat v(s, y)dy
=
∂
∂t
∫
Rd
p(t− s, x− y)Dat v(s, y)dy.
Indeed, the first equality is from Lemma 2.2(iv) and the integration by parts, the second equality is
from Lemma 2.4 and the third equality is from Lemma 2.2(v). Therefore u(t, x) is equal to
Dat v(t, x) +
∫ t
0
∂
∂t
∫
Rd
p(t− s, x− y)Dat v(s, y)dyds
=
∂
∂t
∫ t
0
∫
Rd
p(t− s, x− y)Dat v(s, y)dyds
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=
1
Γ(1− a)
∞∑
k=1
∂
∂t
∫ t
0
∫
Rd
p(t− s, x− y)
∫ s
0
(s− r)−agk(r, y)dW kr dyds
=
1
Γ(1− a)
∞∑
k=1
∂
∂t
∫ t
0
∫
Rd
p(s, x− y)
∫ t−s
0
(t− s− r)−agk(r, y)dW kr dyds.
Hence it is enough to prove
1
Γ(1 − a)
∞∑
k=1
∫ t
0
∫
Rd
p(s, x− y)
∫ t−s
0
(t− s− r)−agk(r, y)dW kr dyds
=
∞∑
k=1
∫ t
0
∫ s
0
∫
Rd
Dat p(s− r, x− y)g
k(r, y)dydW kr ds. (3.21)
The latter equals
∞∑
k=1
∫ t
0
∫
Rd
∫ t−r
0
Dat p(s, x− y)dsg
k(r, y)dydW kr
=
∞∑
k=1
∫ t
0
∫
Rd
I1−ap(t− r, x− y)gk(r, y)dydW kr (3.22)
=
1
Γ(1− a)
∞∑
k=1
∫ t
0
∫
Rd
∫ t−r
0
(t− r − s)−ap(s, x− y)dsgk(r, y)dydW kr .
For (3.22) above we used the fact that
∫ t
0
Dat pds = I
1−ap. We thus get (3.21) using the stochastic
Fubini’s theorem (see [6]).
We now consider the case β ≥ γ. Put a = β − γ and define
v(t, x) =
∫ t
0
gk(s, x)dW ks , w(t, x) = I
av(t, x) =
1
aΓ(a)
∫ t
0
(t− s)agk(s, x)dW ks .
From this point on it is enough to repeat the case β ≤ γ. Indeed, following the previous steps, we
get
u(t, x) =
1
aΓ(a)
∞∑
k=1
∂
∂t
∫ t
0
∫
Rd
p(s, x− y)
∫ t−s
0
(t− s− r)agk(r, y)dW kr dyds.
Note that
∞∑
k=1
∫ t
0
∫ s
0
∫
Rd
Iap(s− r, x− y)gk(r, y)dydW kr ds
=
∞∑
k=1
∫ t
0
∫ t−r
0
∫
Rd
Iap(s, x− y)gk(r, y)dydsdW kr
=
1
aΓ(a)
∞∑
k=1
∫ t
0
∫ t−r
0
∫
Rd
(t− s− r)ap(r, x− y)gk(r, y)dydsdW kr .
This clearly proves the case γ ≥ β.
On the other hand, going backward of the above equalities one easily finds that if u is given as
in (3.19), then it satisfies (3.18). The proof of the lemma is now complete. 
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Recall γ0 = (2γ − 1)+/β < 2. Fix ε0 ∈ (0, 1) and define
σ0 := γ0 + (ε01γ=1/2) =


(2γ − 1)/β if γ > 1/2
ε0 if γ = 1/2
0 if γ < 1/2.
(3.23)
Theorem 3.10. For any f ∈ Hσ2 (T ), g ∈ H
σ+σ0
2 (T, ℓ2) and u0 ∈ U
σ+1
2 , equation (3.18) has a unique
solution u ∈ Hσ+22 (T ), and for this solution we have
‖u‖
H
σ+2
2
(T ) ≤ N
(
‖u0‖Uσ+1
2
+ ‖f‖Hσ
2
(T ) + ‖g‖Hσ+σ0
2
(T,ℓ2)
)
, (3.24)
where N depends only on d and T .
Proof. Without loss of generality we only need to prove the case σ = 0.
For the deterministic equation, the theorem including the estimate is proved in [14]. Thus the
uniqueness for equation (3.18) easily follows.
Define w as in (3.20). Then by considering u−w, we may assume without loss of generality that
u0 = 0 and f = 0.
First, assume g ∈ H∞0 (T, ℓ2). Then by Lemmas 3.8 and 3.9, equation (3.18) has a unique solution
u ∈ H22(T ) and estimate (3.24) holds.
For general g ∈ Hσ02 (T, ℓ2), take a sequence of gn ∈ H
∞
0 (T, ℓ2) so that gn → g in H
σ0
2 (T, ℓ2).
Define un as the solution of equation (3.18) with gn in place of g, that is,
(I1−βun)(t) =
∫ t
0
∆un(s)dt +
∞∑
k=1
(I1−γ
∫ ·
0
gkn(s) dW
k
s )(t). (3.25)
Then by Lemmas 3.8 and 3.9
‖un‖H2
2
(T ) ≤ N‖gn‖Hσ0
2
(T,ℓ2), (3.26)
‖un − um‖H2
2
(T ) ≤ N‖gn − gm‖Hσ0
2
(T,ℓ2)
.
Thus un → u in H
2
2(T ) for some u. Letting n → ∞ in (3.25) and using Remark 3.2, we see that u
is a solution of (3.18). Also we easily get (3.24) from (3.26). The theorem is proved. 
The following lemma is taken from [13, Corllary 2].
Lemma 3.11. (Gronwall’s lemma) Suppose b > 0 and a(t) is a nonnegative nondecreasing locally
integrable function on [0, T ), and suppose η(t) in nonnegative locally integrable on [0, T ) with
η(t) ≤ a(t) + b
∫ t
0
(t− s)β−1η(s)ds, ∀t < T.
Then it holds that
η(t) ≤ a(t)Eβ(bΓ(β)t
β).
4. SPDE of divergence form type
In this section, we study the equation of divergence type
∂βt u = Di
[
aijuxj + b
iu+ f i(u)
]
+ cu+ h(u)
+
∞∑
k=1
∂γt
∫ t
0
(σijkuxixj + µ
ikuxi + ν
ku+ gk(u)) dW ks (4.1)
where the coefficients aij , bi, c, σijk, µik, νk are functions depending on (ω, t, x) and the functions
f i, h, gk depend on (ω, t, x) and the unknown u.
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For a ℓ2-valued continuous function v in R
d, we define the space Cα(ℓ2), α ∈ [0, 1] by the norm
|v|Cα(ℓ2) = sup
x
|v|ℓ2 + sup
x 6=y
|v(x)− v(y)|ℓ2
|x− y|α
.
Assumption 4.1. (i) The coefficients aij , bi, c, σijk, µik, νik are P ⊗ B([0, T ]× Rd)-measurable.
(ii) There exist constants δ,K1 > 0 so that for any ξ ∈ R
d
δ|ξ|2 ≤ aijξiξj ≤ K1|ξ|
2 ∀i, j, ω, t, x.
|bi|+ |c|+ |σij |ℓ2 + |µ
i|ℓ2 + |ν|ℓ2 ≤ K1 ∀i, j, ω, t, x. (4.2)
(iii) σijk = 0 if γ ≥ 1/2, and µik = 0 if γ ≥ 1/2 + β/2 for every i, j, k, ω, t, x.
Recall that σ0 is the constant defined in (3.23).
Assumption 4.2. (i) There exist constant κ,K2 > 0,
|σij(t, ·)|C1(ℓ2) + |µ
i(t, ·)|C|σ0−1|+κ(ℓ2) + |ν(t, ·)|C|σ0−1|+κ(ℓ2) ≤ K2, ∀i, j, ω, t.
(ii) For any ε > 0 there exists K3 = K3(ε, T ) so that
‖f i(t, ·, u(·))− f i(t, ·, v(·))‖L2 + ‖h(t, ·, u(·))− h(t, ·, v(·))‖H−1
2
+ ‖g(t, ·, u(·))− g(t, ·, v(·))‖
H
−1+σ0
2
(ℓ2)
≤ ε‖u‖H1
2
+K3‖u‖L2,
for any u, v ∈ H12 and ω, t.
See Example 5.3 for examples satisfying Assumption 4.2(ii).
Denote
f i0 = f
i(t, x, 0), h0 = h(t, x, 0), g0 = g(t, x, 0).
We will use a well-known inequality (eg. [5, Lemma 5.2])
‖au‖Hσ
2
≤ N(σ, d)|a|Cγ‖u‖Hσ
2
, (4.3)
where γ ≥ |σ| is σ is an integral, and otherwise γ > |σ|.
The following is the one of the two main results of this paper.
Theorem 4.3. Suppose Assumptions 4.1 and 4.2 hold. There exists κ0 > 0 depending only on
K, γ, β, d, T so that if supω,i,j,t≤T |σ
ij(t, ·)|C1(ℓ2) ≤ κ0 then equation (4.1) with initial data u0 ∈ U
0
2
has a unique solution u ∈ H12(T ), and for this solution
‖u‖2H1
2
(T ) ≤ N
(
E‖u0‖
2
L2 + ‖f
i
0‖
2
L2(T )
+ ‖h0‖
2
H
−1
2
(T )
+ ‖g0‖
2
H
−1+σ0
2
(ℓ2)
)
, (4.4)
where N depends only on γ, β, δ, d,K and T .
Proof. A: Linear case. Let f i, h and gk depend only on (ω, t, x). Due to the method of continuity
and solvability result of Lemma 3.10, it is enough to show that there exists κ0 > 0 so that if
|σij(t, ·)|C1(ℓ2) ≤ κ0 and u ∈ H
1
2(T ) is a solution of (4.1), then the estimate (4.4) holds. We refer
the reader to the proof of [5, Theorem 5.1] for details.
Step 1. Assume bi = c = µik = νk = 0.
By Theorem 3.10, the equation
∂βt v = ∆v +Dif
i + h+
∞∑
k=1
∂γt
∫ t
0
(σijkuxixj + g
k)dW ks
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with initial data u0 has a unique solution v ∈ H
1
2(T ), and
‖v‖2
H
1
2
(T ) ≤ N
(
E‖u0‖
2
L2 + ‖Dif
i + h‖2
H
−1
2
(T )
+ ‖σijuxixj + g‖
2
H
−1+σ0
2
(T,ℓ2)
)
. (4.5)
Note that for each ω, u¯ = u− v satisfies the deterministic equation
∂βt u¯ = Di(a
ijuxj )−∆v = Di(a
ij u¯xj + a
ijvxj − vxi) = Di(a
ij u¯xj + f¯
i), u¯(0) = 0
where f¯ i =
∑d
j=1 a
ijvxj − vxi . By a result for the deterministic equations (see [14]),
‖u¯‖H1
2
(T ) ≤ N‖f¯
i‖L2(T ) ≤ N‖v‖H12(T ).
Note that σij = 0 if γ ≥ 1/2. If γ < 1/2 then −1 + σ0 = −1 and so by (4.3) for every t ≤ T
‖σij(t, ·)uxixj (t, ·)‖H−1
2
(ℓ2)
≤ N |σij(t, ·)|C1(ℓ2)‖uxixj (t, ·)‖H−1
2
≤ N sup
ω,i,j,t≤T
|σij(t, ·)|C1(ℓ2)‖u(t, ·)‖H12 .
This and (4.5) certainly lead to
‖u‖2
H
1
2
(T ) ≤ N0 sup
ω,i,j,t≤T
|σij(t, ·)|C1(ℓ2)‖u‖
2
H
1
2
(T ) (4.6)
+N0
(
‖u0‖
2
U0
2
+ ‖Dif
i + h‖2
H
−1
2
(T )
+ ‖g‖2
H
−1+σ0
2
(T,ℓ2)
)
,
where N0 depends only on β, γ, δ, d, T and K. Note that ‖Dif
i‖H−1
2
≤ N‖f i‖L2 . Hence for the
desired estimate it is enough to take
κ0 = (2N0)
−1/2.
Step 2. Take κ0 from Step 1, and assume supω,i,j,t≤T |σ
ij(t, ·)|C1(ℓ2) ≤ κ0. Then by the result of
Step 1, for each t ≤ T ,
‖u‖2
H
1
2
(t) ≤ N‖b
iu+ f i‖2
L2(t)
+N‖cu+ h‖2
H
−1
2
(t)
+N‖µiuxi + νu+ g‖
2
H
−1+σ0
2
(t,ℓ2)
. (4.7)
Note that, by (4.2)
‖biu‖L2 + ‖cu‖H−1
2
≤ ‖biu‖L2 + ‖cu‖L2 ≤ N‖u‖L2 ≤ ε‖u‖H12 +N‖u‖H−12
.
Also, since −1 + σ0 < 1, by a Sobolev embedding theorem and (4.3), for any ε > 0
‖νu‖
H
σ0−1
2
≤ N |ν|C|σ0−1|+κ(ℓ2)‖u‖Hσ0−1
2
≤ Nε‖u‖H1
2
+N(ε)‖u‖H−1
2
.
By the assumption, νi = 0 unless −1 + σ0 < 0. Therefore,
‖µiuxi‖H−1+σ0
2
≤ N |µi|C|σ0−1|+κ(ℓ2)‖ux‖H−1+σ0
2
≤ N‖u‖Hσ0
2
≤ Nε‖u‖H1
2
+N(ε)‖u‖H−1
2
.
Taking sufficiently small ε > 0 and using (4.7), we get for any t ≤ T ,
‖u‖2
H
1
2
(t) ≤ N‖u‖
2
H
−1
2
(t)
+N(‖u0‖
2
U0
2
+ ‖f i‖2
L2(t)
+ ‖h‖2
H
−1
2
(t)
+ ‖g‖2
H
−1+σ0
2
(t,ℓ2)
). (4.8)
Since
Du = Di(a
ijuxj + b
iu+ f) + cu+ h, Su = σijuxixj + µ
iuxi + νu+ g
and Di : H
γ
2 → H
γ−1
2 is a bounded operator, we have
‖Du‖2
H
−1
2
(t)
≤ N
(
‖u‖2
H
1
2
(t) + ‖f‖
2
L2(t)
)
and ‖Su‖2
H
−1
2
(t,ℓ2)
≤ N
(
‖u‖2
H
1
2
(t) + ‖g‖
2
H
−1
2
(t,ℓ2)
)
. (4.9)
This, (4.8) and Proposition 3.7 (with σ = −1) yield
(k1−β ∗ E‖u‖
2
H−1
2
)(t) ≤ N(‖u0‖
2
U0
2
+ ‖f i‖2
L2(t)
+ ‖h‖2
H
−1
2
(t)
+ ‖g‖2
H
−1+σ0
2
(t,ℓ2)
+ ‖u‖2
H
−1
2
(t)
).
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Denote η(t) = E
∫ t
0
‖u(s, ·)‖2
H−1
2
ds. Then taking the convolution with kβ (recall kβ ∗ k1−β = 1), we
get
η(t) ≤ NM +N(kβ ∗ η)(t), (4.10)
where
M := ‖u0‖
2
U0
2
+ ‖f i‖2
L2(T )
+ ‖h‖2
H
−1
2
(T )
+ ‖g‖2
H
−1+σ0
2
(T,ℓ2)
.
Consequently (4.8), (4.10) and Gronwall’s lemma (Lemma 3.11) finish the proof for the linear case.
B: Non-linear case. The proof is identical to that of the non-divergence type case. See the
proof of Theorem 5.4 below (it is enough to replace σ by −1). 
5. SPDE of non-divergence form type
5.1. L2-theory for fractional time SPDE of non-divergence form type. In this subsection,
we study the equation of non-divergence type
∂βt u =
(
aijuxixi + b
iu+ cu+ f(u)
)
+
∞∑
k=1
∂γt
∫ t
0
(σijkuxixj + µ
ikuxi + ν
ku+ gk(u)) dW ks (5.1)
where the coefficients aij , bi, c, σijk, µik, νk are functions depending on (ω, t, x) and the functions
f, gk depend on (ω, t, x) and the unknown u. Recall that σ0 is the constant defined by (3.23)
Assumption 5.1. (i) The coefficients aij are uniformly continuous in x, that is for any ε > 0, there
exists δ > 0 so that
|aij(t, x) − aij(t, y)| < ε, ∀i, j, ω, t
whenever |x− y| < δ.
(ii) Ho¨lder continuity of aij when σ 6= 0 : if σ 6= 0, there exists constants κ,K1 > 0 so that
|aij(t, ·)|C|σ|+κ < K1, ∀i, j, ω, t. (5.2)
(iii) For any i, j, ω and t
|bi(t, ·)|C|σ|+κ + |c(t, ·)|C|σ|+κ + |σ
ij(t, ·), µi(t, ·), ν(t, ·)|C|σ+σ0|+κ(ℓ2) ≤ K2 <∞. (5.3)
(iv) |σij(t, x)|ℓ2 ≤ κ0, where κ0 is the constant in Theorem 4.3.
(v) For any ε > 0 there exists K3 = K3(ε) so that
‖f(t, ·, u(·))− f(t, ·, v(·))‖Hσ
2
+ ‖g(t, ·, u(·))− g(t, ·, v(·))‖
H
σ+σ0
2
≤ ε‖u‖Hσ+2
2
+K3‖u‖Hσ+1
2
, (5.4)
for any u, v ∈ Hσ+22 .
Remark 5.2. If σ is integer then one can slightly weaken (5.2) and (5.3) and take κ = 0 as is done
in [5].
Example 5.3. (i) Let δ := σ + 2− d/2 > 0 and f0 = f0(x) ∈ H
σ
2 . Take
f(x, u) = f0(x) sup
x
|u|.
Then by a Sobolev embedding
‖f(u)− f(v)‖Hσ
2
≤ ‖f0‖Hσ
2
sup
x
|u − v| ≤ N‖u− v‖
H
σ+2−δ/2
2
≤ ε‖u− v‖Hσ+2
2
+K‖u− v‖Hσ
2
. (5.5)
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(ii) Fix ε > 0 and take δ ∈ (0, 1) and a random C|σ|+ε-function a(t, x). Let
f(t, x, u) = a(t, x)(−∆)δu, |a(t, ·)|C|σ|+ε ≤ K, ∀ω, t.
Then the argument used to prove (5.5) easily leads to (5.4).
Denote
f0 = f(t, x, 0), g0 = g(t, x, 0).
Here is the second main result of this paper.
Theorem 5.4. Let σ ∈ R and Assumptions 4.1 and 5.1 hold. Then for any f ∈ Hσ2 (T ), g ∈
H
σ+σ0
2 (T, ℓ2) and u0 ∈ U
σ+1
2 , equation (5.1) admits a unique solution u ∈ H
σ+2
2 (T ), and for this
solution we have
‖u‖
H
σ+2
2
(T ) ≤ N
(
‖u0‖Uσ+1
2
+ ‖f0‖Hσ
2
(T ) + ‖g0‖Hσ+σ0
2
(T,ℓ2)
)
, (5.6)
where N depends only on d, β, γ, δ,K and T .
Proof. By considering u− v if needed, where v is the solution of ∂βt v = ∆v with v(0) = u0, we may
assume without loss of generality that u0 = 0.
A: Linear case. Let f i, h and gk depend only on (ω, t, x). Due to the method of continuity we
only need to prove that the estimate (5.6) holds given that a solution already exists.
Step 1. Assume that all the coefficients are independent of x, so that equation (5.1) is of type (4.1).
By applying the operator (1−∆)(σ+1)/2 to equation (5.1), one can simplify the problem to the case
σ = −1. In this case all the claims follow from Theorem 4.4.
Step 2. Next, we weaken the condition in Step 1 by proving that there exists a ε1 ∈ (0, κ0] so that
the theorem holds if
|aij(t, x)− aij(t, y)|+ |σij(t, x)− σij(t, y)|ℓ2 ≤ ε1 ∀i, j, ω, t, x, y. (5.7)
Fix x0 ∈ R
d and denote
aij0 (t, x) = a
ij(t, x0), σ
ij
0 (t, x) = σ
ij(t, x0).
Note that equation (5.1) can be written as
∂βt u =
(
aij0 uxixi + f¯
)
+
∞∑
k=1
∂γt
∫ t
0
(σijk0 uxixj + g¯
k) dW ks ,
where
f¯ := (aij − aij0 )uxixj + b
iuxi + cu+ f,
g¯k := (σijk − σijk0 )uxixj + µ
ikuxi + ν
ku+ gk.
Note that the coefficients aij0 and σ
ij
0 are independent of x. By the result of Step 1, for each t ≤ T ,
‖u‖
H
σ+2
2
(t) ≤ N
(
‖u0‖Uσ+1
2
+ ‖f¯‖Hσ
2
(t) + ‖g¯‖Hσ+σ0
2
(t,ℓ2)
)
. (5.8)
To estimate f¯ and g¯ we use the following well known embedding result: for 0 ≤ α1 ≤ α2 and α2 > 0
|v|Cα1 ≤ N |v|
1−α3
C0 |v|
α3
Cα2 , α3 :=
α1
α2
. (5.9)
If σ = 0, then
‖(aij(t, ·)− aij0 (t))uxixj (t, ·)‖L2 ≤ N sup
x
|aij(t, ·)− aij0 (t)| · ‖u(t, ·)‖H22 ,
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and otherwise, by first using (4.3) and then taking α1 = |σ|+ κ/2 and α2 = |σ|+ κ in (5.9),
‖(aij(t, ·)− aij0 (t))uxixj (t, ·)‖Hσ2 ≤ N |a
ij(t, ·)− aij0 (t)|C|σ|+κ/2 · ‖u(t, ·)‖Hσ+2
2
≤ N sup
x
|aij(t, ·)− aij0 (t)|
δ · ‖u(t, ·)‖Hσ+2
2
.
where
δ := 1−
|σ|+ κ/2
|σ|+ κ
> 0.
The term ‖(σij(t, ·)− σij0 (t))uxixj (t, ·)‖Hσ+σ0
2
and others can be handled similarly. For instance,
by (4.3)
‖bi(t, ·)uxi(t, ·)‖Hσ2 ≤ N |b
i(t, ·)|C|σ|+κ · ‖u(t, ·)‖Hσ+1
2
≤ ε‖u(t, ·)‖Hσ+2
2
+N‖u(t, ·)‖Hσ
2
,
and, since µi = 0 unless σ0 < 1,
‖µi(t, ·)uxi(t, ·)‖Hσ+σ0
2
(ℓ2)
≤ N |µ(t, ·)|C|σ+σ0|+κ(ℓ2)‖u(t, ·)‖Hσ+σ0+1
2
≤ ε‖u(t, ·)‖Hσ+2
2
+N‖u(t, ·)‖Hσ
2
.
Hence, from (5.8) it follows
‖u‖
H
σ+2
2
(t) ≤ N
(
sup
x,t≤T
|aij − aij0 |
δ + sup
x,t≤T
|σij − σij0 |
δ
ℓ2 + ε
)
· ‖u‖
H
σ+2
2
(t)
+N‖u‖Hσ
2
(t) +N
(
‖u0‖Uσ+1
2
+ ‖f‖Hσ
2
(t) + ‖g‖Hσ+σ0
2
(t,ℓ2)
)
.
Take ε, ε1 > 0 so that ε, ε1 < (4N)
−1. If we assume (5.7) then for each t ≤ T ,
‖u‖
H
σ+2
2
(t) ≤ N‖u‖Hσ2 (t) +
(
‖u0‖Uσ+1
2
+ ‖f‖Hσ
2
(t) + ‖g‖Hσ+σ0
2
(t,ℓ2)
)
. (5.10)
Just as (4.9) and the rest of the argument in the proof of Theorem 4.3, this and Gronwall’s lemma
(Lemma 3.11) lead to the desired estimate.
Step 3. General linear case without condition (5.7). Extension of Step 2 to the general case is quite
straightforward and can be found for example in the proof of [5, Theorem 5.1]. One introduces a
partition of unity {ζn : n = 1, 2, ·} of C
∞
0 (R
d)-functions so that (5.7) holds on each support of ζn.
Then one estimates uζn using the result of Step 2 and by summing up these estimate one easily gets
(5.10), which is sufficient for our estimate.
B: Non-linear case. We modify the proof of [5, Theorem 5.1]. Recall that Hσ+22,0 (T ) is defined
in (3.11). For each u ∈ Hσ+22,0 (T ) consider the equation
∂βt v =
(
aijvxixi + b
iv + cv + f(u)
)
+
∞∑
k=1
∂γt
∫ t
0
(σijkvxixj + µ
ikvxi + ν
kv + gk(u)) dW ks
with initial data v(0) = 0. By the above results, this equation has a unique solution v ∈ Hσ+22,0 (T ).
By denoting v = Ru we can define an operator R : Hσ+22,0 (T )→ H
σ+2
2,0 (T ).
Note that due to the interpolation ‖ξ‖Hσ+1
2
≤ ε‖ξ‖Hσ+2
2
+N‖ξ‖Hσ
2
, (5.4) is equivalent to
‖f(t, ·, u(·))− f(t, ·, v(·))‖Hσ
2
+ ‖g(t, ·, u(·))− g(t, ·, v(·))‖
H
σ+σ0
2
≤ ε‖u‖Hσ+2
2
+K‖u‖Hσ
2
(5.11)
for some K = K(ε) > 0.
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By the results for the linear case and (5.11) and Proposition 3.7, for each t ≤ T ,
‖Ru−Rv‖2
Hσ+2
2
(t)
≤ N‖f(u)− f(v)‖2
H
σ
2
(t) +N‖g(u)− g(v)‖
2
H
σ+σ0
2
(t,ℓ2)
≤ Nε2‖u− v‖2
Hσ+2
2
(t)
+NK2‖u− v‖2
H
σ
2
(t)
≤ N0ε
2‖u− v‖2
Hσ+2
2
(t)
+N1
∫ t
0
(t− s)−1+β‖u− v‖2
Hσ+2
2
(s)
ds,
where N1 depends also on ε. Next, we fix ε so that θ := N0ε
2 < 1/4. Then repeating the above
inequality and using the identity∫ t
0
(t− s1)
−1+β
∫ s1
0
(s1 − s2)
−1+β · · ·
∫ sn−1
0
(sn−1 − sn)
−1+βdsn · · · ds1 =
Γ(β)
βΓ(nβ + 1)
tnβ ,
we get
‖Rmu−Rmv‖2
Hσ+2
2
(t)
≤
m∑
k=0
(
m
k
)
θm−k(T βN1)
k Γ(β)
βΓ(kβ + 1)
‖u− v‖2
Hσ+2
2
(t)
≤ 2mθm
[
max
k
(
(θ−1T βN1)
k Γ(β)
βΓ(kβ + 1)
)]
‖u− v‖2
Hσ+2
2
(t)
≤
1
2m
N2‖u− v‖
2
Hσ+2
2
(t)
.
For the second inequality above we use
∑m
k=0
(
m
k
)
= 2m. It follows that if m is sufficiently large
then Rm is a contraction in Hσ+22,0 (T ), and this yields all the claims. The theorem is proved. 
5.2. An application to SPDE driven by space-time white noise. In this subsection, we
consider a SPDE driven by space-time white noise. We consider
∂βt u =
(
aijuxixj + b
iuxi + cu+ f(u)
)
+
∞∑
k=1
∂γt
∫ t
0
h(u) dBt (5.12)
where the coefficients aij , bic and are functions depending on (ω, t, x), the functions f and h depends
on (ω, t, x) and the unknown u, and Bt is a space-time white noise.
Let {ηk : k = 1, 2, · · · } be an orthogonal basis of L2(R
d). Then (at least formally)
Bt =
∞∑
k=1
ηkW kt
where W kt := (Bt, η
k)L2are independent one dimensional Wiener processes. Hence one can rewrite
(5.12) as
∂βt u =
(
aijuxixj + b
iuxi + cu+ f(u)
)
+
∞∑
k=1
∂γt
∫ t
0
h(u)ηk dW kt .
Denote
gk(t, x, u) = h(t, x, u)ηk(x).
To apply Theorem 5.4, we only need to find σ and conditions on h so that (5.4) holds. The following
lemma is a consequence of [5, Lemma 8.4].
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Lemma 5.5. Let γ < −1/2. Then
‖g(t, ·, u(·))− g(t, ·, v(·))‖Hγ
2
(ℓ2) ≤ N‖h(t, ·, u(·))− h(t, ·, v(·))‖L2 .
The following is an easy consequence of Theorem 5.4 and Lemma 5.5. Recall that f0 = f(t, x, 0).
We also denote h0 = h(t, x, 0).
Corollary 5.6. Let
σ + σ0 < −1/2, σ + 2 > 0. (5.13)
Assume
|f(t, x, v1)− f(t, x, v2)|+ |h(t, x, v1)− h(t, x, v2)| ≤ K|v1 − v2| ∀ω, t, x, v1, v2,
and Assumptions 4.1 and 5.1 hold with σ satisfying (5.13). Then equation (5.12) with initial data
u0 ∈ U
σ+1
2 has a unique solution u, and for this solution we have
‖u‖
H
σ+2
2
(T ) ≤ N
(
‖f0‖Hσ
2
(T ) + ‖h0‖L2(T ) + ‖u0‖Uσ+1
2
)
.
Proof. It is enough to note that, since σ + 2 > 0,
‖f(t, ·, u(·))− f(t, ·, v(·))‖Hσ
2
+ ‖g(t, ·, u(·))− g(t, ·, v(·))‖
H
σ+σ0
2
(ℓ2)
≤ N‖u− v‖L2 ≤ ε‖u− v‖Hσ+2
2
+K‖u− v‖Hσ
2
.
The corollary is proved. 
The constant σ + 2 gives the regularity of solution u. To see how smooth the above solution is,
we recall
σ0 := γ0 + (ε01γ=1/2) =


(2γ − 1)/β if γ > 1/2
ε0 if γ = 1/2
0 if γ < 1/2.
Since σ + 2 = (σ + σ0) + (2 − σ0) < −1/2 + (2− σ0), it follows
σ + 2 <
{
3
2 −
2γ−1
β if γ > 1/2
3
2 if γ ≤ 1/2.
Since we are assuming σ + 2 > 0, we need
γ <
1
2
+
3
4
β,
which is slightly stronger than (1.9).
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