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Nella sua versione piu` semplice, il Modello Standard per la Cosmologia prevede che l’Universo abbia
attraversato un periodo iniziale di espansione accelerata, l’inflazione, e sia stato inizialmente dominato
dalla radiazione, poi dalla materia oscura, piu` tardi dall’energia oscura. Secondo questo modello, la
spiegazione della struttura dell’Universo va ricercata in piccole fluttuazioni iniziali, poi amplificate
dall’inflazione. Per studiare l’evoluzione di queste fluttuazioni viene utilizzata la teoria delle pertur-
bazioni: si aggiungono termini perturbativi alla soluzione di Friedmann-Lemaˆıtre-Robertson-Walker,
e si studiano le equazioni che ne governano la dinamica [1].
Il problema e` stato dapprima affrontato all’ordine lineare. Tuttavia, da un lato e` necessario forni-
re predizioni piu` accurate di fronte a dati sperimentali sempre piu` precisi, dall’altro la teoria della
gravitazione e` intrinsecamente non lineare: pertanto e` naturale chiedersi cosa accada a ordini superiori.
1.1 Teoria delle perturbazioni
L’obiettivo della teoria delle perturbazioni in Relativita` Generale e` la descrizione dello spaziotempo
fisico tramite approssimazioni via via migliori, a partire dalle soluzioni esatte delle equazioni di Einstein
che sono note per il background imperturbato.
L’approccio perturbativo si basa sull’assumere che esista una famiglia a un parametro Mλ di soluzioni
delle equazioni di campo, con λ reale, e λ = 0 indica lo spaziotempo imperturbato. Rispetto al
parametro λ si possono espandere le quantita` geometriche e fisiche, rappresentate da campi tensoriali
Tλ, su ciascun Mλ.
Va evidenziata una differenza fondamentale rispetto all’applicazione della teoria delle perturbazioni
in altri ambiti: nel caso della Relativita` Generale si ha a che fare con perturbazioni non solo delle
quantita` fisiche, ma anche della geometria stessa.
1.2 Invarianza per diffeomorfismi
La Relativita` Generale e` invariante per diffeomorfismi, o meglio non ha una geometria data “a priori”:
la metrica e` dinamica, quindi non esiste una scelta preferenziale di sistema di coordinate che permetta







le componenti 0−ν hanno il significato di condizioni iniziali, e le componenti i−j governano l’evoluzione
dinamica della metrica; ma queste ultime sono sei equazioni, mentre le componenti indipendenti di
gµν sono dieci. Rimangono quindi quattro gradi di liberta`, che corrispondono alla scelta di altrettante
funzioni coordinate [2].
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Questo fatto e` cruciale nel definire cosa sia una perturbazione. Vorremmo descrivere la perturbazione
di un campo tensoriale T come la differenza tra il valore che la quantita` assume nello spaziotempo
fisico e il valore di background, ∆T = T−T0. Per far questo e` necessaria una prescrizione che permetta
l’identificazione tra punti dello spaziotempo fisico e punti del background, serve cioe` una mappa, un
diffeomorfismo tra i due spazi. Questo definisce una scelta di gauge: la mappa stessa e` chiamata
“gauge”. Una trasformazione di gauge si traduce quindi nel cambiare diffeomorfismo, mantenendo
fissate le coordinate del background.
Questa ambiguita` e` dovuta al fatto che suddividere le variabili in una parte di background e una
parte perturbata non e` una procedura covariante, ma introduce una dipendenza dalle coordinate. Per
costruzione pero` la dipendenza riguarda solo le perturbazioni: la definizione stessa di perturbazione e`
soggetta ad una dipendenza dalla gauge, mentre le quantita` di background non sono toccate da questo
problema e rimangono invariate [3].
Prima di affrontare la teoria delle perturbazioni, ci concentreremo sulla formalizzazione del problema
della gauge.
1.3 Convenzioni
Gli indici greci corrono da 0 a 3, gli indici latini da 1 a 3. Si usano convenzionalmente δij e δij per
alzare e abbassare gli indici, rispettivamente, anche nelle quantita` perturbate.
Per evitare di appesantire la notazione, si usano le seguenti convenzioni sulle derivate. Le quantita`
primate sono derivate rispetto al tempo conforme τ , le virgole indicano derivate parziali, le barre
verticali indicano derivate covarianti rispetto alla metrica spaziale tridimensionale.
Si indica con t il tempo cosmico e con τ il tempo conforme, i due sono legati dal fattore di scala





Sara` necessario confrontare campi tensoriali in punti diversi del background, dunque tensori che vivono
in spazi tangenti diversi: servira` una legge di trasporto. Ci sono due tipi di approccio a questo
problema, attivo e passivo.
2.1.1 Trasformazione attiva
Una trasformazione attiva mantiene fissato il sistema di coordinate nel background, e permette di
muoversi sulla varieta` utilizzando un campo vettoriale ξ che genera un insieme di curve integrali. Dati





Dato un punto su M, esso giacera` sempre lungo una delle curve integrali; sia dunque p corrispondente
a λ = 0, un punto q a distanza λ da p lungo la stessa curva sara` dato da:
x˜µ(λ) = xµ + λξµ + . . . (2.2)
La (2.2) definisce una trasformazione infinitesima di coordinate, ed e` una soluzione di (2.1) all’ordine
lineare. La soluzione generale e` data dalla mappa esponenziale:
x˜µ(λ) = eλ£ξxµ (2.3)
dove £ξ e` la derivata di Lie lungo il campo vettoriale. La (2.3) forma un gruppo a un parametro di
trasformazioni.
L’equazione (2.1) definisce l’operazione di Lie dragging di un tensore da parte di un campo vettoriale
su M1.
2.1.2 Trasformazione passiva
Una trasformazione passiva mantiene fissato il punto nello spaziotempo fisico e cambia le coordinate
nel background, ovvero definisce un nuovo sistema di coordinate tale che
yµ(q) = xµ(p) (2.4)
1Si puo` apprezzare qui il fatto che la derivata di Lie e` una costruzione piu` primitiva della derivata covariante, nel
senso che non ha bisogno di una connessione, ma solamente di un campo vettoriale.
3
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che usando la trasformazione infinitesima (2.2) diventa
yµ(q) = xµ(q)− λξµ(x(p)) + . . . ≈ xµ(q)− λξµ(x(q)) (2.5)
da cui
yµ(λ) = xµ − λξµ (2.6)
e questa e` una trasformazione passiva di coordinate.
Dunque l’interpretazione attiva si puo` pensare come una trasformazione di M (stesso sistema di
coordinate, punti diversi), l’interpretazione passiva come un cambiamento della carta usata su M
(stesso punto in due diversi sistemi di coordinate).
Figura 2.1: Le mappe ϕλ e ψλ sono due diverse gauge: lo stesso punto dello spaziotempo fisico puo` essere fatto
corrispondere a due punti diversi sul background p e q. Una trasformazione di gauge puo` anche essere vista
come una corrispondenza uno a uno tra punti del background, componendo le due mappe come Φλ = ϕ
−1
λ ◦ ψλ
e questa e` una trasformazione attiva. Figura adattata da [4].
Supponiamo di avere due campi tensoriali Z e Z˜ tali che Zµ(y(q)) = Z˜µ(x(p)). Vorremmo mettere in
relazione tra loro Z e Z˜ in un unico sistema di coordinate, diciamo xµ. Dalle leggi di trasformazione
dei tensori per cambiamento di coordinate






e dalla trasformazione passiva di coordinate (2.6) si ottiene:
Z˜µ(λ) = Zµ + λ£ξZ
µ (2.8)
Z˜µ e` il pull-back di Z, definito “portando indietro” Z da q a p, e questo da` a p un nuovo tensore Z˜.
Il nuovo tensore e` dunque pari a quello vecchio piu` una correzione data dalla derivata di Lie lungo il
campo vettoriale che genera la trasformazione.
2.1.3 Pull-back e espansione in serie di Taylor di campi tensoriali
Richiamiamo brevemente la nozione di pull-back nella Figura 2.2. Siano date ϕ : M→ N e f : N→ R.
Il pull-back di f tramite ϕ e` ϕ∗f = (f ◦ ϕ) : M→ R.
Grazie all’operazione di pull-back possiamo confrontare tra loro tensori su punti diversi di una varieta`.
Sfruttiamo questo fatto per scrivere l’espansione in serie di Taylor di un campo tensoriale.
Siano M una varieta` differenziabile, ξ un campo vettoriale sulla varieta` che genera un flusso φ :
M× R→ M, con φ(0, p) = p e φλ(p) := φ(λ, p), ∀ p ∈ M. Sia T un campo tensoriale su M, la mappa
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Figura 2.2: Figura adattata da [2].
φ∗λ definisce un nuovo campo tensoriale φ
∗
λT che e` funzione di λ. Il campo φ
∗
λT si puo` espandere
2







2.1.4 Caso generale: diffeomorfismo dell’alfiere
Finora abbiamo considerato il caso in cui un solo campo vettoriale e` coinvolto: la (2.3) e` un flusso,
un gruppo a un parametro di diffeomorfismi. Se pero` ammettiamo piu` campi vettoriali, otteniamo un
caso piu` generale in cui la struttura di gruppo viene meno: possiamo combinare i campi ξ(1), ..., ξ(n)
per ottenere una famiglia a un parametro di diffeomorfismi Ψ : R×M→M data da:
Ψλ = ψ
(n)




e i campi vettoriali ξ(1), ..., ξ(n) sono i generatori di Ψ.
Questo e` il diffeomorfismo dell’alfiere o knight diffeomorphism. E´ fondamentalmente una composizione
di n flussi. Al secondo ordine, si traduce nel muoversi lungo la curva integrale di ξ(1) per un tratto λ,
poi lungo quella di ξ(2) per un tratto λ
2/2, come in una scacchiera. L’idea e` illustrata in Figura 2.3b.
La proprieta` fondamentale data dalla struttura di gruppo che qui viene meno e` il fatto che ogni punto
di M giace su una e una sola curva integrale. Caduta l’unicita`, ψσ ◦ ψλ(p) 6= ψλ+σ(p). Il solo caso in
cui Ψ forma un gruppo e` quello in cui i generatori non sono indipendenti tra loro.
I diffeomorfismi dell’alfiere sono di una forma molto particolare, ma si puo` mostrare che ogni famiglia
a un parametro di diffeomorfismi si puo` approssimare, bene quanto si vuole, con una famiglia a un
parametro di diffeomorfismi dell’alfiere.
Al primo ordine perturbativo solo un campo vettoriale ξ e` coinvolto, pertanto la situazione coincide
formalmente con l’avere un gruppo ad un parametro di diffeomorfismi. Salendo ad ordini piu` alti,
pero`, si ha che fisicamente la descrizione si arricchisce e si introducono nuovi gradi di liberta`, che
corrispondono a nuovi campi vettoriali. All’ordine n sono necessari altrettanti campi ξ(1), ..., ξ(n).
2.2 Perturbazioni
A questo punto si puo` definire la perturbazione di un campo tensoriale T come la differenza tra il
valore che la quantita` assume nello spaziotempo fisico e il valore di background ∆T = T−T0. Vediamo
per punti come formalizzare la richiesta.
2Nella dimostrazione di questo fatto e` essenziale la struttura di gruppo del flusso generato da ξ. Per la dimostrazione
e per il punto esatto in cui si fa uso della struttura di gruppo si rimanda a [4].
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(a) Azione di un diffeomorfismo dell’alfiere Ψλ generato
da ξ(1) e ξ(2). Le linee continue rappresentano alcune
curve integrali di ξ(1), mentre quelle tratteggiate sono
curve integrali di ξ(2).
(b) Azione di un diffeomorfismo dell’alfiere di rango 2.
Entrambe le figure sono tratte da [4].
Figura 2.3
• Consideriamo una famiglia di modelli dello spaziotempo {(M, gλ, τλ)}, a indicare spaziotempo,
metrica, campi di materia - dove questi ultimi due soddisfano alle equazioni di campo. Inoltre
λ ∈ R e λ = 0 identifica il background. Assumiamo che gλ e τλ dipendano in modo C∞ da λ,
cos`ı che il parametro dia una misura di quanto un certo modello differisca dal background.
• Introduciamo una varieta` (m + 1)-dimensionale3 N, foliata in sottovarieta` diffeomorfe a M e
indicizzate da λ, cos`ı che N = M × R. La varieta` N ha una struttura naturale di varieta`
differenziale, data dal prodotto di quelle di M e di R.
• Scegliamo le coordinate in modo che le prime m− 1 siano coordinate su ciascuna foglia Mλ e la
m-esima coordinata corrisponda a λ.
• Dato un campo tensoriale Tλ su Mλ, automaticamente abbiamo un campo T su N poiche´
T (p, λ) = Tλ(p) per ogni p ∈Mλ. I campi tensoriali cos`ı ottenuti sono tutti tangenti a M.
• Il confronto tra Tλ e T0 richiede ora un diffeomorfismo φλ : N → N in modo che valutato sul
background restituisca quanto voluto φλ
∣∣
M0







cioe` il pull-back di T al background tramite φ meno il valore di background. Espandendo in


















kT sono definite su M0, per questo si usa dire che le perturbazioni sono campi che vivono
sul background.
Le variazioni ad un ordine k arbitrario si possono calcolare iterativamente.
Supponiamo ora di avere due campi vettoriali X e Y su N con Xm = Y m = 1. Le rispettive curve
integrali definiscono due flussi ϕ e ψ. X e Y sono ovunque trasversali alle foglie e connettono punti
su foglie diverse, percio` punti connessi dalla stessa curva integrale vanno visti come lo stesso punto (i
due campi sono due scelte di gauge).
3Nel nostro caso ci interessera` m = 4.
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I campi X e Y possono essere usati per “portare indietro” un generico campo tensoriale T da una










































= T0 + ∆
ψTλ (2.14)
Abbiamo ora due casi: una quantita` puo` essere gauge invariante oppure puo` dipendere dalla particolare
scelta fatta.
2.2.1 Quantita` che sono per definizione gauge invarianti
T e` totalmente gauge invariante se TXλ = T
Y
λ per ogni X, Y . Questa e` una condizione molto forte,
nella pratica si e` interessati a richiedere che T sia invariante all’ordine n, cioe` δkTX = δkT Y per ogni
X, Y e per ogni k ≤ n. La condizione e` verificata se e solo se T0 e tutte le sue perturbazioni δkT di
ordine inferiore a n sono, in ogni gauge, nulli o scalari costanti o combinazioni di delta di Kronecker a
coefficienti costanti. Inoltre, T e` totalmente gauge invariante se e solo se e` una combinazione di delta
di Kronecker a coefficienti che dipendono solo da λ.
E´ bene sottolinare la differenza tra indipendenza e invarianza. Una quantita` gauge indipendente e`
la stessa in tutte le gauge, con lo stesso significato fisico – ad esempio la perturbazione tensoriale al
prim’ordine della metrica. Una quantita` gauge invariante ha un ben preciso significato fisico solo in
una particolare gauge.
2.2.2 Trasformazioni, forma generale
Se invece T non e` invariante, definiamo il diffeomorfismo
Φλ : M0 →M0 Φλ = ϕ−λ ◦ ψλ (2.15)
Va sottolineato che Φ : R×M0 →M0 non e` un gruppo a un parametro di diffeomorfismi, fondamen-
talmente perche´ in generale X e Y hanno commutatore non nullo. Tuttavia, come abbiamo visto, e`
sempre possibile approssimarlo con un diffeomorfismo dell’alfiere di rango opportuno.
I campi tensoriali definiti dalle gauge ϕ e ψ sono collegati da Φ∗λ come segue:




















ovvero T Yλ e` il pull-back tramite ψ di T sul background, inseriamo l’identita` ϕ
∗
−λ ◦ ϕ∗λ e isoliamo il
pull-back tramite ϕ di T , TXλ (sottolineiamo che Φ agisce su oggetti del background). Approssimando





numero n di campi vettoriali indipendenti, seguendo le rispettive curve integrali, come in Figura 2.4.
In generale, all’ordine n:













· · · λ
l1+2l2+···+klk+···
2l2 · · · (k!)lk · · · l1!l2! · · · lk! · · · £
l1
ξ(1)
£l2ξ(2) · · ·£
lk
ξ(k)
· · ·TXλ (2.17)
Esplicitamente, al terz’ordine:















£3ξ(1) + 3 £ξ(1)£ξ(2) + £ξ(3)
)
TXλ + . . . (2.18)
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Figura 2.4: Azione di una trasformazione di gauge Φλ sul background, approssimata al secondo ordine. I campi
X e Y sono i generatori dei flussi, i punti p e q di M0 sono mandati dalle due mappe nello stesso punto fisico.
Sul background la trasformazione viene approssimata da un diffeomorfismo dell’alfiere con generatori ξ(1) e ξ(2).
Figura tratta da [4].
Sostituendo l’espansione in serie di Taylor di parametro λ dei campi (2.13) nell’espressione esplicita
fino al terz’ordine (2.18) si ottengono le relazioni tra due diverse gauge:
δT Y − δTX =£ξ(1)T0 (2.19)








δ3T Y − δ3TX =
(













Si vede che, salendo di ordine, compare ogni volta un nuovo campo vettoriale.
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Decomposizione in modi scalari,
vettoriali, tensoriali
L’assunzione di partenza e` lo splitting (3 + 1) standard dello spaziotempo: la varieta` e` foliata in
una famiglia a un parametro di ipersuperfici spaziali tridimensionali a tempo costante, indicizzate dal
tempo conforme τ . Dopo la foliazione, si possono scomporre vettori e tensori come segue.
3.1 Scalari
Sono quantita` scalari quelle che trasformano come tali su ipersuperfici spaziali.
3.2 Vettori
Possiamo spezzare ogni quadrivettore in parte temporale e parte spaziale ωµ = (ω0, ωi), anche dette
scalare e vettoriale con notazione dovuta a Bardeen a causa di come le due parti trasformano su
ipersuperfici spaziali. A sua volta, la parte spaziale puo` essere decomposta usando il teorema di
Helmholtz in una parte a rotore nullo – che quindi scriviamo come gradiente di un campo scalare – e
una parte a divergenza nulla:
ωi = ∂iω
‖ + ω⊥i (3.1)
con ω⊥i vettore solenoidale, cioe` ∂
iω⊥i = 0. Va sottolineato che rotore e divergenza sono presi rispetto
al background, perche´ le perturbazioni sono definite sul background. In trasformata di Fourier, ω‖ e`
parallelo al vettore d’onda ed e` quindi detto parte longitudinale, ω⊥ e` perpendicolare al vettore d’onda
ed e` la parte trasversale.
3.3 Tensori di rango 2
Consideriamo tensori di rango 2, richiediamo che siano:
• simmetrici, perche´ e` questo il caso di interesse pratico, dato che la metrica si prende sempre
simmetrica;
• a traccia nulla, perche´ la traccia e` uno scalare e puo` essere inglobata in un modo scalare a se´
stante.
Abbiamo due indici, dunque tre possibilita`: entrambi gli indici sono longitudinali (modo scalare),
un indice e` longitudinale e uno trasverso (modo vettoriale), entrambi gli indici sono trasversi (modo
9
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tensoriale).
χij = Dijχ





dove χ‖ e` una funzione, χ⊥i e` un campo vettoriale solenoidale, χ
>
ij non puo` essere ottenuto ne´ da scalari
ne´ da vettori ed e` tale che ∂iχ>ij = 0 e χ
>
i
i = 0, inoltre






E´ sempre vero a qualsiasi ordine perturbativo n che modi scalari, vettoriali e tensoriali di ordine n
sono indipendenti. Ma, ad ordini superiori al primo, i modi di ordine n ricevono contributi misti dagli
ordini precedenti, fino all’(n− 1)-esimo.
Vediamo dapprima come scomporre le singole quantita` coinvolte in modi, poi come ricavare le trasfor-
mazioni di gauge.
4.1 Decomposizione delle quantita` geometriche e fisiche
4.1.1 Metrica
Consideriamo una metrica piatta di Robertson-Walker (c = 1):
ds2 = −dt2 + a2(t)(dx2 + dy2 + dz2)
= a2(τ)(−dτ2 + dx2 + dy2 + dz2) (4.1)
















































ij rappresentano le perturbazioni di ordine r della
metrica. La parte perturbata della traccia, in quanto scalare, e` tutta raccolta in ψ(r) e φ(r).
4.1.2 Quantita` scalari e vettoriali
Siano ρ la densita` di energia (o un qualsiasi altro scalare che, per isotropia e omogeneita` dello spazio,
dipende solo da τ all’ordine zero) e uµ la quadrivelocita` della materia:
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con la condizione di normalizzazione usuale uµuνgµν = −1. La perturbazione nella velocita` vi(r) potra`







4.1.3 Generatori della trasformazione
La trasformazione di gauge e` determinata dai campi vettoriali indipendenti ξ(r). Anch’essi possono








4.2.1 Relazioni tra v0(r) e ψ(r)
Esplicitando le espressioni per la metrica e per la quadrivelocita` all’ordine voluto, e sostituendo nella
condizione di normalizzazione, si ottengono le relazioni tra componente temporale v0(r) e lapse function
ψ(r).
Al primo e al secondo ordine, in qualsiasi gauge:
v0(1) = −ψ(1) (4.9)
v0(2) = −ψ(2) + 3ψ2(1) + 2ω(1)i vi(1) + v(1)i vi(1) (4.10)
4.2.2 Al primo ordine
I modi tensoriali sono gauge invarianti all’ordine lineare.
Le perturbazioni al primo ordine trasformano come (2.19):


































dove nel secondo passaggio si e` esplicitata la derivata di Lie, e nel terzo si e` sviluppata la sommatoria
su σ, distinguendo tra la parte scalare σ = 0 data da (4.7) e la parte vettoriale σ = i data da (4.8).
Ora scegliendo ad esempio µ = 0 = ν si ha:
δg˜00 = −a2 2ψ˜(1) = −a2 2ψ(1) + ∂0(−a2)α(1) + ∂0α(1)(−a2) + ∂0α(1)(−a2)
= −2a2ψ(1) − 2a(∂0a)α(1) − 2a2(∂0α(1))
da cui si ricava la legge di trasformazione per ψ(1). Procedendo nello stesso modo per le altre combi-
nazioni di µ−ν, si ottengono le trasformazioni per le quantita` che compaiono nella metrica perturbata
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(4.2)-(4.4):










i − ∂iα(1) + ∂iβ(1)′ + d(1)′i





















dove le quantita` primate sono derivate rispetto al tempo conforme τ .
Per uno scalare ρ scritto come (4.5), dalla regola generale (2.19) ed esplicitando la derivata di Lie:
δρ˜ = δρ+ ρ′(0)α(1) (4.15)
Per la quadrivelocita` uµ scritta come (4.6), dalla regola generale (2.19):












(1) − ∂iβ′(1) − di′(1)
(4.17)
(4.18)
Ma a causa di (4.9) per cui deve essere v0(1) = −ψ(1), (4.17) si riconduce a (4.11).
4.2.3 Al secondo ordine
Da (2.20) si ha:
δ2g˜µν = δ











































































































− α(2),i + ξ(2)′i
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spatial metric, trace






























































































































































Per uno scalare otteniamo da (2.20):
















Per la quadrivelocita` uµ, dalla regola generale (2.20):


















































− 2α(1),i vi(1) + α(1),i ξi′(1) (4.26)
v˜i(2) = v
i































Di nuovo, la quadrivelocita` e` soggetta alla normalizzazione uµuνgµν = −1, da cui la condizione (4.10);
percio` (4.26) si riduce a (4.20).
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Capitolo 5
Come trattare la liberta` di gauge
Il modo usuale di trattare la liberta` di gauge e` imporre condizioni sulla forma del tensore metrico e/o
delle perturbazioni nella materia.
Il generatore ξµ coinvolge due scalari α, β e un vettore solenoidale di. Questo e` vero ad ogni ordine.
Percio` ci sono quattro gradi di liberta` associati all’invarianza per diffeomorfismo, e una scelta di gauge
si traduce in una scelta opportuna di due scalari e un vettore.
Infatti la metrica e` un tensore a due indici (16 dof) simmetrico (16 − 6 = 10 dof), dei suoi 10 gradi
di liberta` 6 sono fisici e 4 sono di gauge. Abbiamo a disposizione un generatore ξµ per eliminare la
liberta` di gauge, quindi possiamo fissare due scalari e un vettore.
Risolvendo le equazioni perturbate, si trovano in generale modi fisici (o che possono essere in parte
ricondotti a modi fisici) e modi di gauge, che corrispondono allo spaziotempo imperturbato scritto in
coordinate differenti.
5.1 Gauge sincrona
E´ definita dalla scelta ψ = 0. Questo lascia delle ambiguita` residue: mancano da fissare uno scalare e
un vettore. Con le condizioni aggiuntive ω‖ = 0 e ω⊥ = 0 (o in totale equivalentemente g00 = −a2(τ)
e g0i = 0) e` detta gauge sincrona e time-orthogonal.
In questo modo, il tempo proprio nello spaziotempo fisico per osservatori a coordinate spaziali fissate
corrisponde al tempo cosmico del background.
5.2 Gauge di Poisson
E´ definita dalla scelta ω‖ = 0, χ‖ = 0, χ⊥i = 0. Questo generalizza la gauge longitudinale o Newtoniana
conforme, nella quale le perturbazioni vettoriali e tensoriali non sono considerate (attenzione, questa
non e` una scelta di gauge ma un’affermazione sulla dinamica).
Nella gauge Newtoniana o longitudinale la metrica assume la forma ds2 = −(1 − 2ψ)dt2 + a2(t)(1 −
2φ)dl2, e` detta longitudinale perche´ la metrica e` diagonale, e Newtoniana con riferimento al limite di
campo debole. Il motivo per cui e` necessario generalizzarla sara` chiaro in seguito, ed e` legato al fatto
che, quando si va oltre l’ordine lineare, anche imponendo che le perturbazioni vettoriali e tensoriali
siano inizialmente assenti, esse vengono generate dinamicamente con l’evoluzione temporale.
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5.3 Quantita` gauge invarianti
Un’ambiguita` nel fissare la gauge, ovvero eventuali liberta` di gauge residue, si traduce nella comparsa
di modi di gauge non fisici nella soluzione delle equazioni di Einstein. Solo quantita` che sono invarianti
di gauge hanno un significato fisico. Invece quantita` che sono dipendenti dalla gauge hanno significato
fisico nella misura in cui, in una certa gauge, riescano ad essere ricondotte anche approssimativamente
a quantita` gauge invarianti.
Allora un altro modo di affrontare il problema della gauge, che citiamo qui per completezza, e` cercare
quantita` gauge invarianti e lavorare solo con queste. Per trovare quantita` gauge invarianti si guarda
a come trasforma una quantita` (una perturbazione della metrica, un campo scalare, la trivelocita`...)
passando da una gauge all’altra, come (2.19)-(2.20), e si prendono opportune combinazioni algebriche.
Affinche´ abbiano significato fisico, le quantita` gauge invarianti si dovrebbero costruire a partire dalle
variabili gia` presenti nel problema, evitando di introdurne ad hoc.




La metrica di Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) e` una soluzione esatta delle equazioni
di Einstein, e descrive un Universo omogeneo, isotropo, in espansione o in contrazione, connesso per
archi ma non necessariamente semplicemente connesso. La forma generale della metrica segue dalle
proprieta` di omogeneita` e isotropia:
ds2 = −c2dt2 + a2(t)
[
dr2
1− kr2 + r










dove k rappresenta la curvatura dello spazio. Porremo k = 0, cioe` parte spaziale piatta.
Le equazioni di campo di Einstein entrano in gioco nel derivare il fattore di scala a come funzione del
tempo, che caratterizza completamente la dinamica per la geometria dello spaziotempo.
Modellizziamo l’Universo come un fluido perfetto, caratterizzato dalla densita` propria ρ e dalla







uµuν + pgµν (6.2)















e tenendo conto del fatto che nelle coordinate (t, r, θ, φ) si ha uµ = (1, 0, 0, 0) = δµ0 , si ottengono
equazioni per R00 e per Rii, queste ultime tre equivalenti grazie all’omogeneita` e isotropia dello spazio.
Riarrangiando si trovano le equazioni cosmologiche di campo di Friedmann-Lemaˆıtre, o equazioni di


















Λc2a2 − c2k (6.4)
La conservazione dell’energia e del momento richiede ∇µTµν = 0: nello spazio piatto, in cui la derivata
covariante si riduce alla derivata parziale, esprime una legge di conservazione cui sono associate le
opportune cariche Noetheriane conservate; in generale contiene anche termini legati ai coefficienti di
1Si rimanda a [6] per una trattazione piu` approfondita.
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∇µp equazioni del moto (6.6)
Le (6.6) esprimono il fatto che le galassie si muovono lungo geodetiche.









+ #»u · #»∇
)
#»u = − #»∇p (6.7)
Dall’equazione di continuita` (6.5), utilizzando che ρ = ρ(t) per omogeneita` e isotropia dello spazio e










= 0 equazione di continuita` (6.8)
Solo due equazioni sono indipendenti tra (6.5), (6.6), (6.8).
Assumiamo che l’equazione di stato di ciascuna delle componenti del fluido sia:
p = ωρc2 equazione di stato (6.9)
con ω costante – a volte si assume ω = ω(t) ma sono modelli piuttosto esotici. L’equazione che descrive




(ρa3) = −3ωρa2 ρ ∝ a−3(1+ω) (6.10)





ω = −1 vuoto, se Λ = 0
Ricaviamo ora l’espressione del fattore di scala in un Universo dominato dalla materia. Da qui torniamo
alla convenzione c = 1.



























































Evoluzione nella gauge sincrona
Consideriamo un fluido irrotazionale di polvere, in coordinate sincrone g00 = −a(τ), g0i = 0 e co-
moventi uµ = δµ0 /a. La possibilita` di imporre simultaneamente queste due scelte di gauge e` una
particolarita` propria della polvere irrotazionale ed e` valida ad ogni tempo anche oltre il regime lineare.
7.1 Scelta della gauge sincrona e time-orthogonal
Ricordiamo che la gauge sincrona e time-orthogonal e` definita dalle condizioni:
g00 = −a2(τ) g0i = 0 (7.1)
Questa gauge ha la seguente proprieta`. Esiste un insieme di osservatori comoventi, detti “fondamen-
tali”, che non cambiano coordinate spaziali: il tempo proprio letto dagli orologi di questi osservatori
e` quello conforme τ =
∫
dt
a(t) . Le coordinate x
i di ciascun osservatore fondamentale sono tenute fisse
nel tempo, percio` coincidono con le coordinate Lagrangiane in questa gauge. Il fatto di poter lavo-
rare in coordinate comoventi non va confusa con un’ulteriore scelta di gauge: in questo caso e` una
particolarita` dinamica propria della polvere1.
7.1.1 Motivazione
Scegliamo la gauge sincrona e time-orthogonal perche´ vogliamo uno slicing di tipo (3 + 1) dello spa-
ziotempo, che separi la parte spaziale e la parte temporale ad ogni τ .
In generale, possiamo sempre introdurre una tale suddivisione a un dato istante, ma l’evoluzione tem-
porale mescolera` parte spaziale e parte temporale, rendendo la suddivisione inservibile. In questo caso
pero`, grazie alle particolari ipotesi dinamiche di fluido perfetto, una volta imposto lo slicing al tempo
iniziale esso sara` valido ad ogni tempo.
Quando assumiamo che il flusso del fluido sia irrotazionale, i piani ortogonali alle linee di universo di
osservatori fondamentali fondono a formare ipersuperfici spaziali. Se le quadrivelocita` degli osservatori
definiscono una congruenza, queste ipersuperfici normali ad essa sono ipersuperfici di simultaneita`.
Ma quando introduciamo la vorticita`, il teorema di Frobenius impedisce l’esistenza di ipersuperfici
integrabili di questo tipo. Consideriamo infatti l’ipersuperficie relativa a un osservatore: due vetto-
ri nello spazio tangente non necessariamente hanno commutatore appartenente anch’esso allo spazio
tangente, a causa della vorticita`. Allora le ipersuperfici relative a osservatori diversi non si uniscono
piu` in modo liscio, non costituiscono piu` una foliazione tridimensionale dello spaziotempo.
1Osservazione. Le coordinate spaziali possono deformarsi anche molto quando le perturbazioni di densita` diventano
grandi. Se le traiettorie di due osservatori fondamentali si intersecano, le coordinate diventano singolari: due diversi set
di coordinate xµ etichettano lo stesso punto dello spaziotempo. Questo problema non sussiste se
∣∣∣ ρ−ρ0)ρ(0) ∣∣∣  1, e nello
studio delle perturbazioni questa condizione e` soddisfatta per ipotesi [7].
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La gauge sincrona, nelle ipotesi fatte, permette di definire le quantita` perturbate con il formalismo
precedentemente introdotto, mantenendo la suddivisione (3 + 1) dello spaziotempo.
7.1.2 Gauge residua
Rimane un’ambiguita` residua, che nasce dalla liberta` di scegliere le condizioni iniziali, e questa e`
una particolarita` propria della gauge sincrona. Se infatti scriviamo la metrica in questa gauge ds2 =
−dt2 + gijdxidxj vediamo che ammette qualsiasi trasformazione delle coordinate spaziali che lasci
invariato il tempo, il che fisicamente corrisponde all’arbitrio nella scelta della ipersuperficie spaziale
iniziale [8].
Consideriamo una generica trasformazione di coordinate infinitesima:
xµ 7−→ x˜µ = xµ − ξµ



















gαβ ≈ gµν + gµβ∂νξβ + gαν∂µξα +O(ξ2)
Imponiamo ora le condizioni di gauge (7.1) anche sulla metrica trasformata. Otteniamo:
g˜00 = −a2 → ∂0ξ0 = 0 g˜0i = 0→ −∂iξ0 + γij∂0ξj = 0
Queste sono quattro equazioni, che corrispondono ai quattro gradi di liberta` di gauge che possiamo
fissare.
Per quanto riguarda la componente i− j, essa cambia come:
g˜ij = gij + gih∂jξ
h + gkj∂iξ
k
Selezionando la traccia i = j e sfruttando (7.24) che deriva dalla condizione sul momento (7.13) si
trova qualcosa del tipo ddτ∇2χ˜‖ = f(φ, χ‖, ξ). Vorremmo scegliere ξ in modo che f = 0, cos`ı che
∇2χ˜‖ = costante, per poi scegliere la costante opportunamente in modo da semplificare le equazioni
del moto.
Un altro modo per vedere la gauge residua e` il seguente. Riprendiamo la trasformazione di ψ(1) (4.11):



















































dτ + C(xi, xj)
Le funzioni B(τ, xj) e C(xi, xj) riguardano il labelling delle ipersuperfici spaziali iniziali. Tuttavia, la
funzione A(xi) riguarda perturbazioni scalari, e percio` la gauge sincrona non definisce in modo univoco
lo slicing temporale dello spaziotempo [9].
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7.2 Dinamica relativistica della polvere irrotazionale
Per il formalismo delineato in questa sezione si rimanda a [10].







∇µTµν = 0 (7.3)
con tensore energia-impulso:
Tµν = ρuµuν (7.4)
ρ densita` di massa, uµ = (1, 0, 0, 0) quadrivelocita` del fluido normalizzata uµu
µ = −1. L’elemento di
linea, in coordinate spaziali che rappresentano le coordinate Lagrangiane per l’elemento di fluido, e`:
ds2 = −c2dt2 + hαβ( #»x , t)dxαdxβ (7.5)






hλν ≡ Θµν (7.6)
Il tensore Θµν rappresenta la curvatura estrinseca2 di ipersuperfici spaziali ortogonali alla quadrivelo-
cita`. Calcolando i simboli di Christoffel, da questi il tensore di Riemann, contraendo una volta e poi
un’altra per ottenere il tensore e lo scalare di Ricci, e sostituendo tutto nelle equazioni di Einstein si
ottengono:
• dalla componente 0− 0 la condizione sull’energia;
• dalle componenti i− 0 le condizioni sul momento;
• dalle componenti i− j le equazioni di evoluzione, che contengono le derivate seconde rispetto al
tempo del tensore metrico e governano l’evoluzione del tensore di curvatura estrinseca.
Dalla traccia di quest’ultima e dalla condizione sull’energia si ricava l’equazione di Raychaudhuri3.
A questo punto sottraiamo il background fattorizzando l’espansione omogenea e isotropa dell’Universo.
Scriviamo l’elemento di linea per il background nella forma:
ds2 = a2(τ)(−dτ2 + γij( #»x , t)dxidxj) (7.7)
Il fattore di scala obbedisce alle equazioni di Friedmann per un fluido perfetto di polvere, dunque
a(τ) ∝ τ2.







γµλγ′λν ≡ θµν (7.8)
dove u˜µ = (1/a, 0, 0, 0). Grazie a questo nuovo tensore, e usando la curvatura conforme di Ricci dello
spazio tridimensionale Rij(γ) = a
2 Rij(h) cioe` quella dello spazio tridimensionale corrispondente alla
metrica γij , possiamo riscrivere le equazioni di Einstein:
θ2 − θµν θνµ + 4
a′
a
θ + c2R = 16piGa2ρ(0)δ (7.9)
2La curvatura intrinseca e` quella determinabile soltanto con operazioni eseguite sull’oggetto. La curvatura estrinseca e`
quella posseduta dall’oggetto in relazione ad uno spazio piatto di dimensione superiore in cui e` immerso, ed e` determinabile
solo confrontando elementi dell’oggetto in relazione ad elementi dello spazio contenitore.
3In generale l’equazione di Raychaudhuri descrive come si comporta un fluido lungo un flusso, cioe` lungo l’insieme di
curve integrali di un certo campo vettoriale. Per una derivazione si rimanda a [11] e [12].
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Al primo ordine ad esempio ρ ≈ ρ(0) + ρ(1) e dunque ρ(1) = ρ(0)δ.
Si ottengono:






δ condizione sull’energia (7.12)


























δ = 0 equazione di Raychaudhuri (7.15)
dove la derivata covariante in (7.13) e` intesa nello spazio tridimensionale con metrica γij , e θ e` lo
scalare di espansione di volume peculiare, ovvero la traccia di θµν , che evolve secondo l’equazione di
Raychaudhuri4 (7.15).
Un vantaggio di questa gauge e` il fatto che nelle equazioni compaiono solo termini geometrici, il
tensore metrico spaziale con le sue derivate temporali e spaziali. L’unica ulteriore variabile e` il density
contrast, che puo` essere riscritto in termini di γij risolvendo l’equazione di continuita`:





γ( #»x , τ)
− 1 (7.16)
dove γ = detγij e lo 0 indica le quantita` valutate al tempo conforme 0.
Seguendo ora [13] ricaviamo l’espressione delle quantita` perturbate al primo e al secondo ordine in
gauge sincrona. Poi con una trasformazione di gauge riportiamo i risultati in gauge di Poisson, e ne
osserviamo le implicazioni fisiche.
7.3 Perturbazioni al primo ordine
La metrica spaziale conforme diventa:








)−1 ≈ δij − γ(1)ij
γ
(1)
ij = −2φ(1)δij + Dijχ(1)‖ + ∂iχ(1)⊥j + ∂jχ(1)⊥i + χ(1)>ij (7.17)

































k − ∂iγ(1) jk
)
(7.18)








Sostituendo le espressioni per a(τ) e ρ(0) ci si riconduce alla forma riportata sopra.
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Dai coefficienti di Christoffel si ricava R, che e` riferito a ipersuperfici conformi con metrica γij percio`











traccia R = Ri i = 4∇2φ+ 2
3
(∇2)2χ‖ (7.21)





Essendo al prim’ordine, i modi lineari scalari, vettoriali, tensoriali evolvono indipendentemente.
7.3.1 Modi tensoriali
Per ottenere l’equazione di evoluzione dei modi tensoriali e` necessario guardare alla parte a traccia nulla
(i 6= j) dell’equazione di evoluzione (7.14) e linearizzarla. I termini che rimangono sono θ′ij + 4τ θij+Rij =








ij −∇2χ(1)>ij = 0 (7.23)
E´ l’equazione che descrive la propagazione libera di onde gravitazionali.
7.3.2 Modi vettoriali














Poiche´ le condizioni al bordo impongono che i campi si annullino all’infinito, le eventuali costanti di


























con l’assunzione δ0  1.







∇2χ(1)‖ = −2φ(1) (7.26)
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Linearizzando la soluzione per l’equazione di continuita` si ottiene:
δ(1) = δ0 − 1
2
∇2(χ(1)‖ − χ(1)‖0 ) (7.28)






δ(1) = 0 (7.29)







in cui si riconoscono un termine che cresce con τ e uno che decade.
A questo punto utilizziamo la gauge residua, e fissiamo χ(1)‖ in modo che ∇2χ(1)‖0 = −2δ0. Sostituendo
nell’equazione (7.27) per l’evoluzione di χ(1)‖, alcuni termini si cancellano, lasciando un’equazione che
ha esattamente la stessa forma di (7.29). La soluzione si puo` scrivere, analogamente alla fluttuazione
di densita`, come combinazione di un growing mode e di un decaying mode:




con χ± che danno le ampiezze dei due modi. Ci restringiamo al growing mode.




che a sua volta obbedisce all’equazione di Poisson cosmologica:















e il rimanente modo scalare:
φ(1)( #»x , τ) =
5
3
ϕ( #»x ) +
τ2
18
∇2ϕ( #»x ) (7.34)
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7.4 Perturbazioni al secondo ordine
La metrica spaziale conforme portata al second’ordine e`:


























ij = −2φ(2)δij + χ(2)ij (7.37)
Prima di tutto vanno sostituite le espansioni al second’ordine nelle equazioni esatte (7.12)-(7.15). Si
ottengono equazioni per i vari termini che compaiono in γ
(2)
ij , con sorgenti che contengono combinazioni
quadratiche di termini di γ
(1)
ij e altri termini contenenti δ0. Il pedice S indica che le quantita` sono






























































































































































































































































































































Sj ,k` + γ
(1) ,i
























∇2γ(1)Sk` + γ(1)mSm ,k` − 2γ(1)mSk ,m`
)
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Poi si vogliono risolvere queste equazioni per φ(2) e per χ
(2)
ij in termini del potenziale gravitazionale
peculiare iniziale ϕ e dei modi tensoriali al prim’ordine χ
(1)>
ij .
Si assume, per semplificare i conti, che le condizioni iniziali siano prese a τ0 = 0, e quindi δ0 = 0.
Nel risolvere le equazioni, si apprezzano gia` effetti di non linearita`: e` ancora vero che modi diversi
del secondo ordine evolvono indipendentemente tra loro, ma ricevono contributi misti da termini del
primo ordine. Questo fenomeno, detto di mode-mixing, emergera` ora dal punto di vista matematico
nello scrivere le quantita` perturbate; vedremo in seguito cosa significhi fisicamente.
Per quanto riguarda il modo scalare φ
(2)
S , chiamiamo φ
(2)
S(t) la parte legata unicamente ai modi tensoriali
del primo ordine χ
(1)









































χ(1)>ijχ(1)>ij − χ(1)>ij0 χ(1)>0ij
)
≡ Q( #»x , τ)
(7.42)
dove il membro di destra e` un termine sorgente Q( #»x , τ) che viene solo dai termini tensoriali del primo














dτ ′τ ′4Q(τ ′) (7.43)























A questo punto, noto φ
(2)



























S(t)ij e` la parte del tensore a traccia nulla χ
(2)
Sij che e` generata dai modi tensoriali del primo
ordine: include gli effetti dell’accoppiamento scalare-tensore e tensore-tensore.
Viceversa, si puo` individuare un contributo di natura tensoriale al secondo ordine derivante da pertur-
bazioni iniziali scalari al prim’ordine, p˜iij . Questo termine segue un’equazione delle onde non omogenea
che si puo` risolvere con il metodo di Green.








(∇2ϕ)2 + 2ϕ,ijϕ,ij)+ τ2
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Si vede che modi tensoriali del primo ordine compaiono come sorgenti al secondo ordine per tutti i modi,
scalari, vettoriali, tensoriali: fisicamente, onde gravitazionali possono dare origini a perturbazioni
del secondo ordine di tutti questi tre tipi. Ad esempio, nella formula (7.46) per il mass-density




Da gauge sincrona a gauge di Poisson






Mostriamo che queste condizioni effettivamente corrispondono alla definizione data in precedenza. La





(r)‖ + ∂iω(r)⊥i = ∂
i∂iω
(r)‖ + 0 = ∇2ω(r)‖ → ∇2ω(r)‖ = 0
Date le condizioni al bordo per cui i campi devono svanire all’infinito, la soluzione e` unica ed e` ω(r)‖ = 0.
La seconda equazione, scomponendo in modi e poi separandoli – cosa lecita, perche´ all’ordine r i modi






























Seguono anche χ(r)‖ = χ(r)⊥i = 0. Abbiamo eliminato due scalari e un vettore, i gradi di liberta` di
gauge sono fissati.
8.1 Al primo ordine
Riportiamo le formule per le trasformazioni al primo ordine (4.11)-(4.14), a sinistra nel caso generale
e a destra in questo caso particolare:





gauge di Poisson ω
‖






















i − ∂iα(1) + ∂iβ(1)′ + d(1)′i ω⊥Pi = −∂iα(1) + ∂iβ(1)′ + d(1)′i




































Contraendo la seconda equazione con ∂i e ricordando le condizioni al bordo per cui i campi e le loro
derivate devono annullarsi all’infinito, si ottiene α(1) = β(1)′, da cui ω⊥Pi = d
(1)′
i . Poiche´ siamo al
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prim’ordine, possiamo separare i modi scalari, vettoriali, tensoriali nella quarta equazione, che sono





















































Le equazioni (8.1b)-(8.1e)-(8.1f) determinano i parametri della trasformazione di gauge in termini delle
quantita` della gauge sincrona, cioe` fissano d
(1)
i da (8.1f), β
(1) da (8.1e), α(1) da (8.1b). Le restanti
determinano le quantita` perturbate nella gauge di Poisson. Notiamo in particolare (8.1g), che sancisce
l’invarianza di gauge dei modi tensoriali al prim’ordine.
Vogliamo determinare il vettore ξµ, generatore della trasformazione. Da (8.1f), avendo fissato a zero

































































Ricaviamo ora le espressioni delle quantita` perturbate nella gauge di Poisson. Facciamo l’assunzione
semplificatrice τ0 = 0 e quindi anche δ0 = 0, cioe` inizialmente non ci sono perturbazioni di densita` e la
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P = ϕ (8.2)
Da (8.1c):
ω⊥Pi = 0
Da (8.1d) e utilizzando l’espressione (7.34) per il modo scalare:
φ
(1)
P = ϕ (8.3)
Infine i modi tensoriali sono invarianti di gauge.
Per quanto riguarda le quantita` fisiche, per la fluttuazione di densita` ricorriamo a (4.15):





P ρ(0) = δ
(1)














































8.2 Al secondo ordine
Riportiamo (4.22)-(4.23), eliminando i termini nulli secondo le condizioni date dalle due gauge. Senza
perdita di generalita`, anche nella prima poniamo a zero i modi vettoriali, che sono di gauge.





gauge di Poisson ω
‖











































































































































































































































Si puo` usare il fatto che d
(1)
i = 0 e α
(1) = β(1)′ (8.1b) per esprimere le componenti del generatore ξ(1)i





































































































































































































Capitolo 8. Da gauge sincrona a gauge di Poisson 8.2. Al secondo ordine
A questo punto, nell’ultima equazione, si puo` sfruttare il fatto che ∂iχ
(2)
Pij = 0. Segue che anche
∂i∂jχ
(2)
Pij = 0, inoltre ∂
idri = 0 percio`, derivando due volte, i termini ignoti scompaiono e si trova
un’equazione per ∇2∇2β(2).
Noto β(2), si puo` sostituire nella condizione ∂iχ
(2)





Pi = 0 e sostituendo β
(2) si ricava un’equazione per α(2).
In questo modo vengono ottenuti, almeno in forma implicita, i parametri della trasformazione.
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Capitolo 9
Evoluzione nella gauge di Poisson
9.1 Al primo ordine
I parametri della trasformazione sono α(1) = τ3ϕ, β
(1) = τ
2
6 ϕ e d
(1)i = 0 poiche´ nelle condizioni iniziali
i modi vettoriali sono assenti.


















Le perturbazioni nella quadrivelocita` sono:
v
(1)0















∇2Θ0 = Ψ0 − 1
3
ϕ,iϕ,i (9.6)















































9.2. Al secondo ordine Capitolo 9. Evoluzione nella gauge di Poisson
I termini indicati con (t) sono quelli provenienti da modi tensoriali del primo ordine, e si vede che









dove il termine sorgente e` definito da:





La sua soluzione contiene un termine costante piu` un termine con andamento ondulatorio della stessa
forma dei modi tensoriali lineari, ma che ha come sorgente combinazioni quadratiche di termini scalari
del primo ordine [14].
Il confronto tra (7.45) e (9.7) mostra che i primi termini sono scomparsi nella trasformazione di
gauge, lasciando solamente una parte proveniente dai modi tensoriali lineari e una parte ondulatoria
proveniente da combinazioni di modi scalari. Quest’ultima ha la stessa forma dei modi tensoriali del
prim’ordine, che abbiamo interpretato come onde gravitazionali: e infatti si puo` vedere come onde
gravitazionali generate da fluttuazioni scalari di densita` o da perturbazioni di curvatura. Sottolineiamo
una differenza cruciale nel passare da primo a secondo ordine: mentre al primo ordine la dinamica
dei modi tensoriali e` descritta da un’equazione di onda libera (7.23), al secondo ordine compaiono
sorgenti. Questo significa ad esempio che, quando sono presenti perturbazioni scalari, inevitabilmente
sono generate onde gravitazionali secondarie, anche quando a livello lineare sono assenti.
Avviene anche il fenomeno opposto: cos`ı come fluttuazioni scalari al prim’ordine provocano pertur-
bazioni tensoriali al secondo, anche perturbazioni tensoriali del prim’ordine possono fare da sorgente
per fluttuazioni di densita` del second’ordine [13]. I primi lavori sulle perturbazioni di densita` al
second’ordine furono quelli di K. Tomita [15].
Infine, notiamo che sono comparsi dei modi vettoriali, che avevamo escluso nelle condizioni iniziali.




Prima di commentare i risultati delle sezioni precedenti, vediamo un caso piu` semplice di mode-mixing,
che puo` aiutare a interpretare meglio fisicamente cosa accade quando si va oltre l’ordine lineare.
Prima di tutto precisiamo che per mode-mixing si intendono due fenomeni diversi: da un lato il
mescolamento dei modi di Fourier, per cui un sistema con determinati modi normali oscilla anche a
frequenze che sono somme e differenze di quelle normali; dall’altro il mescolamento dei modi scalari,
vettoriali, tensoriali. Finora nel derivare le equazioni ci siamo soffermati sul secondo effetto, ma anche
il primo e` presente, essendo una peculiarita` delle teorie non lineari.
Il mescolamento dei vettori d’onda si puo` vedere studiando cosa accade nell’applicare la teoria delle
perturbazioni in trasformata di Fourier. L’idea di fondo e` la seguente.
Consideriamo oscillazioni governate da un’equazione della forma:
Lˆφ(t, #»x ) = f(t, #»x )
con Lˆ operatore differenziale lineare e f sorgente, vogliamo risolvere perturbativamente.
L’assunzione fondamentale della teoria delle perturbazioni e` la possibilita` di espandere un certo campo,
soluzione delle equazioni del moto, attorno alle soluzioni dell’equazione lineare:




dove φ(1) e` lineare nel campo iniziale, φ(2) e` quadratico, e cos`ı via.
Per la soluzione di background si ha qualcosa del tipo oscillatore armonico (Lˆ+ k2)φ = 0: le autofun-
zioni evolvono indipendentemente, ciascuna con il proprio modo di oscillazione.
Al primo ordine perturbativo si scrive il campo come φ = φ(1) + φ(2), si sostituisce nell’equazione
originale tenendo solo termini del primo ordine e si ottiene un’equazione per φ(2). Al secondo ordine si
procede in modo analogo per determinare φ(3), e cos`ı via. Questa procedura di linearizzazione ricorsiva
porta a un’espressione per la trasformata di Fourier della perturbazione di ordine n di φ(t, #»x ) del tipo:
φ˜(n)(k) =
∫
d3k1 · · · d3kn
(2pi)3n
Kφ(k1, ..., kn)f(λ)φ
(1)(k1) · · ·φ(1)(kn)δD(k − k1 − ...− kn)




k 1 + ... +
#»
k n viene
dall’invarianza traslazionale in un Universo spazialmente omogeneo. Si rimanda a [16], [17], [18] per
una trattazione piu` approfondita.
Compaiono cos`ı termini all’ordine n che oscillano come somme o differenze di frequenze proprie di
termini a ordini inferiori.
Seguendo [19], riportiamo una breve trattazione dell’oscillatore anarmonico unidimensionale, in cui
si puo` apprezzare il mode-mixing. Cominciamo aggiungendo un termine perturbativo all’equazione
dell’oscillatore armonico:
x¨+ ω20x+ αx
2 = 0 (10.1)
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Sia x(0)(t) = a cos(ωt) la soluzione di background. Al primo ordine espandiamo x(t) = x(0)(t)+x(1)(t)
e ω = ω0 + ω1, sostituiamo nell’equazione (10.1) e linearizziamo:
x¨(1)(t) + ω20x
















Analogamente al secondo ordine x(t) = x(0)(t) + x(1)(t) + x(2)(t) e ω = ω0 + ω1 + ω2:
x¨(2)(t) + ω20x
(2)(t) = 2ω0ω2acos(ωt)− 2αacos(ωt)x(1)(t) (10.4)





Compaiono combinazioni lineari di frequenze del sistema, sovrapposte alle oscillazioni normali, inclusa
la frequenza nulla che corrisponde a una costante.
Di seguito sono riportate graficamente le soluzioni per valori arbitrari delle perturbazioni. La soluzione
numerica esatta di (10.1) e` riportata in rosso. Nell’ultimo grafico si e` lasciato evolvere il sistema
per il doppio del tempo, in modo da poterne osservare meglio il comportamento. Naturalmente,
all’aumentare di α e di ω2, l’approssimazione perturbativa perde di validita`.
Figura 10.1: ω2 = 0.01ω0, α = 0.2a.
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Figura 10.2: ω2 = 0.1ω0, α = 0.2a.






Abbiamo osservato come al second’ordine perturbazioni di densita` possano dare origine a onde gravi-
tazionali e viceversa.
Per poter rilevare modi tensoriali secondari con rivelatori terrestri o spaziali cio` che conta e` la parte
oscillante di χ
(2)>
ij , ovvero di p˜iij : il problema principale e` il fatto che la densita` di energia associa-
ta a questi modi e` diluita come a−4 all’interno del raggio di Hubble. Infatti da (6.10) si ha che la
densita` di materia va come 1/a3 mentre la densita` di radiazione va come 1/a4. Quando l’Universo e`
dominato dalla radiazione, l’ampiezza dei modi tensoriali del second’ordine e` circa costante rispetto
al background. L’inflazione stira lunghezze d’onda sufficientemente grandi su scale oltre l’orizzonte di
Hubble, in modo tale che l’ampiezza di queste onde risulta quasi “congelata”: rientrando all’interno
dell’orizzonte, le onde possono incontrare un Universo dominato dalla radiazione, e quindi mantener-
si costanti per poi smorzarsi in seguito, oppure possono gia` trovarsi in un Universo dominato dalla
materia, e in questa situazione oscillano con ampiezza che si riduce rapidamente [20].
Figura 11.1: Rappresentazione grafica del processo inflazionario e dell’andamento del raggio di Hubble. Sull’asse
verticale sono rappresentate le distanze comoventi: una lunghezza d’onda fissata corrisponde a una retta parallela
all’asse x. Prima dell’inflazione, le scale di interesse erano minori del raggio di Hubble e soggette a processi
microscopici; molto dopo l’inflazione, le scale di interesse cosmologico rientrano all’interno del raggio di Hubble.
Figura tratta dalle note al corso “Cosmology” di Daniel Baumann.
La presenza di un background di onde gravitazionali primordiali e` una delle previsioni centrali del
modello inflazionario, la loro generazione puo` avere basi quantistiche (fluttuazioni del vuoto) o classiche
(presenza di un termine sorgente nelle equazioni del moto, dovuto a produzione di particelle o a
campi scalari). Le perturbazioni del secondo ordine sono solo una delle componenti previste. Un
background di onde primordiali costituirebbe una firma del periodo inflazionario: la sua osservazione
da un lato sarebbe una prova decisiva a favore del modello, dall’altro fornirebbe una gran quantita`
di dati preziosi. Ad esempio, le onde gravitazionali portano informazioni sul meccanismo che le ha
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generate, in particolare l’ampiezza permetterebbe di fissare le scale di energia di questi processi. O
ancora, il rapporto tra perturbazioni tensoriali e scalari aiuterebbe a discriminare tra diversi modelli
di inflazione e tra teorie quantistiche della gravita`. Per maggiori dettagli sulle onde gravitazionali
primordiali si rimanda a [20].
Sperimentalmente, gli interferometri che abbiamo a disposizione non hanno la sensibilita` richiesta per
osservare un eventuale background di onde gravitazionali primordiali, a causa dell’ampiezza ridotta e
delle frequenze estremamente basse, dell’ordine di 10−17 Hz (Ligo e Virgo lavorano attorno ai 100 Hz,
Figura 11.2).
Figura 11.2: Densita` di energia di onde gravitazionali in diversi modelli (curve continue) confrontata con le
curve di sensibilita` dei rivelatori.
Tuttavia, la ricerca di onde gravitazionali primordiali puo` essere effettuata in modo indiretto studiando
le conseguenze sul Cosmic Microwave Background: anisotropie di temperatura e polarizzazione. Le
due polarizzazioni di base sono E-mode e B-mode, parallela o perpendicolare al vettore d’onda nel
primo caso, ruotata di 45◦ nel secondo (Figura 11.3).
I B-mode in particolare sono causati unicamente da modi tensoriali o vettoriali, poiche´ modi scalari
possono agire solamente su anisotropie di temperatura e sugli E-mode: percio` una osservazione di
B-mode primordiali nel pattern di polarizzazione rivelerebbe la presenza di un background di onde
gravitazionali, e consentirebbe di separare gli effetti di perturbazioni tensoriali e scalari [21].
In realta` i B-mode sono difficili da misurare a causa della loro ampiezza ridotta, per di piu` il lensing
gravitazionale dovuto alla distribuzione di materia tende a convertire E-mode in B-mode, ed e` neces-
saria una correzione a posteriori molto accurata per risalire ai modi primordiali veri e propri. Fino ad
ora, temperatura ed E-mode sono stati misurati con grande precisione; una certa quantita` di B-mode
e` stata rilevata, ma e` compatibile con eventuali contaminazioni e con il lensing degli E-mode [22], [23].
Un altro problema e` dato dal fatto che una polarizzazione B viene inevitabilmente generata anche








































Figura 11.4: Dati da BICEP2 [22]. A sinistra le mappe di E-mode e B-mode, a destra le simulazioni in un modello
ΛCDM tenendo conto del rumore. Le linee mostrano intensita` e orientazione dell’equivalente polarizzazione
lineare.
Per quanto riguarda perturbazioni di densita` associate a modi tensoriali, si rimanda a [24], che mostra
l’esistenza di una classe particolare di onde gravitazionali.
Citiamo un ultimo esempio di mode-mixing, da [25]. In molti sistemi astrofisici sono stati osservati
campi magnetici, la cui origine ancora non e` del tutto chiara: e` possibile spiegarli attraverso effetti di
non linearita`.
Si possono generare correnti e quindi campi magnetici se ammettiamo che il fluido di elettroni e fotoni
accoppiati e il fluido di ioni abbiano velocita` angolari diverse da zero, in modo che ci sia un moto
di cariche. Tuttavia va rispettato il teorema di Kelvin, per cui in un fluido perfetto in assenza di
forze dissipative la vorticita` e` conservata. Le singole componenti possono avere una propria vorticita`,
purche´ il totale sia zero, ma se ipotizziamo che la vorticita` iniziale sia nulla per tutte le componenti del
fluido allora e` necessario un meccanismo fisico che permetta alle singole parti di acquistare momento
angolare.
Ignoriamo i modi tensoriali primordiali. Modi vettoriali lineari non sono generati durante l’inflazione.
Nella gauge di Poisson la metrica perturbata assume la forma:
ds2 = a2(τ)
{−(1 + 2φ)d2τ + 2χidτdxi + [(1− 2ψ)δij + χij ] dxidxj} (11.1)
con φ(1) = ψ(1) = ϕ, χ
(1)
i = 0, χ
(1)
ij = 0. L’evoluzione non lineare delle perturbazioni scalari primordiali
genera perturbazioni vettoriali e tensoriali al secondo ordine: dalle equazioni di conservazione del
momento e del momento angolare, le due componenti del fluido acquistano vorticita` di segno opposto.
La generazione di campi magnetici si puo` spiegare dunque come vorticita` di particelle cariche indotta
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