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Abstract - The ﬁlters of the ﬁnite-length minimum mean-square
errordecision-feedbackequalizer(MMSE-DFE)canbecomputed
by assuming perfect knowledge of the channel impulse response
and the input and noise second-order statistics. In practice, we
estimate the unknown quantities and thus inevitable estimation
errors arise. In this work, we model the estimation errors as
small perturbations and we derive a second-order approxima-
tion to the excess MSE. Then, assuming that the input and noise
SOS are perfectly known, we derive an expression for the mean
excess MSE in terms of the channel estimation error covariance
matrix. Analogousexpressions involvingthe noiseandinputSOS
estimation error covariance matrices appear on [1].
1. INTRODUCTION
The ﬁnite-length MMSE-DFE has proved to be an efﬁcient struc-
ture toward intersymbol interference (ISI) mitigation in packet-based
communication systems [2]. It is determined by two optimal ﬁlters,
namely, the feedforward and the feedback ﬁlter. These ﬁlters, as
well as related performance measures, can be computed by assum-
ing perfect knowledge of the channel impulse response and the in-
put and additive channel noise second-order statistics (SOS) [2]. In
practice, we estimate the unknown quantities and thus inevitable es-
timation errors arise. Consequently, the analysis of the robustness
of the ﬁnite-length MMSE-DFE with respect to mismatch is of great
importance.
This problem was ﬁrst considered in [3], where the authors de-
veloped closed-form expressions for the perturbed MMSE-DFE ﬁl-
ters and the corresponding performance measures. In this work, we
present a detailed second-order perturbation analysis, that explicitly
reveals the factors that govern the performance of the MMSE-DFE
under mismatch.
2. FINITE-LENGTH MMSE-DFE
In this section, we recall known results concerning the ﬁnite-length
MMSE-DFE [2]. We assume that the channel impulse response and
the input and noise SOS are perfectly known.
2.1. Channel model
Let us consider a baseband discrete-time fractionally-spaced noisy
communication channel modeled by the
￿ -th order 1-input/
￿ -output
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Fig. 1. Channel model.
linear time-invariant system depicted in Fig. 1. Its input-output rela-
tion is given by the convolution
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￿
￿ denotes the input sequence and the
￿ -dimensional vectors
￿
￿ ,
%
￿
and
￿
￿ denote, respectively, the terms of the output, noise and chan-
nel ﬁnite impulse response sequences. The impulse response terms
￿
￿ are vectors composed of the samples of the continuous-time im-
pulse response modeling the combined effect of the transmit ﬁlter,
the physical channel and the receiver ﬁlter [2]. By grouping the
impulse response terms, we construct the impulse response vector
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2.2. Finite-length MMSE-DFE
Our aim is to recover (a delayed version of) the input sequence
￿
￿
by passing the noisy output data
￿
￿ through an equalizer structure.
To this end, we employ the ﬁnite-length DFE depicted in Fig. 2. The
DFE is determined by the following parameter vectors:
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Fig. 2. Finite-length DFE.
the decision device
x is given by
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The MMSE-DFE settings are computed by minimizing the mean
square error (MSE)
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At the optimal settings, the error
y
￿ is uncorrelated with the data vec-
tor
￿ , i.e.,
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where
ﬂ
￿ is the vector with 1 at its ﬁrst position and zeros elsewhere.
The corresponding minimum MSE,
￿ , is derived by putting in (2)
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3. MMSE-DFE: PERFORMANCE ANALYSIS UNDER MISMATCH
3.1. The framework
Let us assume that an estimation procedure has furnished the es-
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The errors in the input and noise SOS can be expressed as:
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3.2. MMSE-DFE: Perturbation analysis
Under mismatch, efforts toward computation of
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corresponding ﬁrst-order perturbations are computed as:
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The ﬁrst-order perturbation
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1Another way to estimate
￿
￿
2
￿ is through the output data samples.j
￿
* can be easily derived from the deﬁnitions of
‡
￿
* and
j
￿ .
The resulting “optimal” ﬁlters are given by
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By inspection of (2) and (12), we deduce that
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The summand “f.o.t” (ﬁrst-order-terms) is zero due to the optimality
of the point
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- . Thus, the excess MSE is approximated
by the second-order error terms. We must note that an expression
analogous to (13) has appeared in [3]. However, expression (13) is
not very informative because it does not explicitly reveal the factors
which govern the size of the excess MSE. This is our subject in the
sequel. At ﬁrst, we derive ﬁrst-order approximations to the pertur-
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› . Then, these expressions will be used for the
derivation of the second-order approximation to the excess MSE.
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Result 2 [1]: Let SOT denote the second-order error terms in
(13). Then
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Using (14) and the relation
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4. MEAN EXCESS MSE: CHANNEL ESTIMATION ERRORS
In this section, we assume that the input and noise SOS are per-
fectly known and we derive an analytic expression for the mean ex-
cess MSE in terms of the channel estimation error covariance matrix
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In the sequel, we shall use the following relations and deﬁnitions:
1. The product
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G expresses the convolution of the multi-
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2. We deﬁne the combined impulse response
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Now, we consider each term of SOT separately.
A) Term SOT1: Let us consider the ﬁrst term of SOT in (16),
denoted SOT1. Using (19), (21), (22) and (23), we obtain [1]
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Thus, the term SOT1 can be expressed as
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B) Term SOT2
@ : The ﬁrst term of the right-hand side of (17),
denoted SOT2
@ , is expressed as SOT2
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Using (6), (20), (21) and (23) we obtain [1]
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Fig. 3. Channel impulse response.
C) Term SOT2
￿ : The second term of the right-hand side of (17),
denoted SOT2
￿ , is given by [1]
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Using (24), (25) and (26), we obtain the second-order approximation
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where Tr denotes the matrix trace and
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Using some simpliﬁcationsand approximations it is shown in[1]that
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ß denotes the matrix Frobenious norm. For the analogous
resultsrelating
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a and thenoiseand inputSOS estimationerror
covariance matrices the reader is referred to [1].
5. SIMULATIONS
In our simulations, we use the communication channel whose im-
pulse response is depicted in Fig. 3. It models a multipath scenario
resulting in severe ISI, and is derived by oversampling, by a factor
of 2, the impulse response
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the corresponding 1-input/2-output system is constructed by group-
ing together the even and the odd terms of this oversampled impulse
response. The input is a BPSK signal, taking, with equal probability,
the values
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put, we add temporally and spatially white Gaussian noise with vari-
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In the sequel, we consider the performance of the MMSE–DFE
with ﬁlter lengths
5
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5
b
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￿ , for the delay
j
￿
￿
￿
. Due to
space limitation, we consider only the channel estimation errors.
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Fig. 4. MMSE
￿ (dotted line), mean excess MSE
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a (dashed line) and bound(29) (*-), versus SNR.
Thus,weassume thattheinputandadditivewhite Gaussianchan-
nel noise SOS are perfectly known. Also, we assume that thechannel
order is perfectly known. The channel is estimated by the applica-
tionofthemaximum-likelihood methodtothetrainingsequencecon-
sisted of
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￿ consecutive training symbols (a packet consists
of
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,
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￿ data symbols) [4, Sect. 15.2]. The channel estimate
is used for the computation of the DFE ﬁlters. In Fig. 4, we plot
the MMSE
￿ (dotted line), the mean of the theoretical excess MSE
￿
9
Z
˝
￿
e
r
￿
a (solid line),
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a (dashed line) and the bound (29).
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a is computed experimentally over 500 indepen-
dent input and additive noise realizations as follows:
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a , can be computed by extending results of [4, Sect.
15.2] to the 1-input/2-output channel setting. We observe that:
1.
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a provides an accurate measure of the mean excess
MSE. This has been observed in many simulations validating
the usefulness of our second-order approximation. We also
observe that the bound (29) is pessimistic.
2. The excess MSE is larger than the MMSE. The same has been
observed in simulations with severe ISI channels, while for
less severe channels it is usually smaller than the MMSE.
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