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The rapid expansion of wireless information technology (IT) coupled with a dramatic 
increase in security breaches forces organizations to develop comprehensive strategies for 
managing security risks. The problem addressed was the identification of security risk 
management practices and human errors of IT administrators, putting the organization at 
risk for external security intrusion. The purpose of this non-experimental quantitative 
study was to investigate and determine the security risk assessment practices used by IT 
administrators to protect the confidentiality and integrity of the organization’s 
information. The research questions focused on whether the security risk management 
practices of IT administrators met or exceeded the minimally accepted practices and 
standards for wireless networking. The security risk assessment and management model 
established the theoretical framework. The sample was 114 participants from small to 
medium IT organizations comprised of security engineers, managers, and end users. Data 
collection was via an online survey. Data analysis included both descriptive and 
inferential statistical methods. The results revealed that greater than 80% of participants 
conducted appropriate risk management and review assessments. This study underscored 
the need for a more comprehensive approach to managing IT security risks. IT managers 
can use the outcome of this study as a benchmark for evaluating their current risk 
assessment procedures. Experiencing security breaches in organizations may be 
inevitable. However, when organizations and industry leaders can greatly reduce the cost 
of a data breach by developing effective risk management plans that lead to better 
security outcomes, positive social change can be realized. 
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Chapter 1: Introduction to the Study 
Introduction 
The topic of this study focused on the exploration of wireless networking and the 
management of associated security risks. Network and computer security threat incidents 
are on the rise, and both corporations and governments are continuing to investigate ways 
to effectively manage the challenges those threats create (Sabnis, Verbruggen, Hickey, & 
McBride, 2012). The rapid growth of wireless networking for personal and business use 
has forced the division of wireless applications into different standards directions. Many 
common standards such as Zigbee (IEEE 802.15.4-2006) and Wi-Fi (IEEE 802.11) are 
being used in wireless networks (Maheshwari & Kemp, 2012). With the development of 
new wireless technologies and new devices with more features and ease of use come new 
security risks.  
The reality of security breaches is not limited to large, public organizations. 
Careless and reckless employees present serious threats to their organizations when they 
fail to follow information security policies (Siponen, Mahmood, & Pahnila, 2009). Sabnis 
et al. (2012) reported that in 2010, approximately three billion cyber-attacks on 
companies and government agencies, costing large organizations an average of 7.2 
million dollars, with the greatest conveyed expenditures exceeding $35 million for 
security breaches (successful attacks). Large organizations are targeted because, in many 
cases, they do not protect their large databases with the best technology available 
(Shipley, 2010). In 2014, the University of Maryland detected a cyber-attack to a 
database that held records and social security numbers for students, alumni, faculty, and 
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others associated with the school over a 20-year period (Dance, 2014). The Chief 
Information Officer (CIO) was among the 287,000 victims (Dance, 2014).  
The Department of Veterans Affairs had their eBenefits website malfunction, 
which allowed customers to log into the accounts of others without the account holders’ 
permission (Veteran’s, 2014). The website was supposed to make transactions easier for 
veterans; however, because of the breach, the website was shut down, the old system was 
re-instated, until the glitches were fixed within a few days and the newly established 
system fully operational (American Legion, 2014). 
In South Carolina, the Department of Revenue experienced two attempts by 
hackers, in August and September of 2012, to crack into state-protected personal 
information (Zolkos, 2012). It was then revealed in October 2012 that hackers breached 
the Department of Revenue’s database and collected in excess of 3.5 million social 
security numbers and an additional 387,000 credit and debit cards (Zolkos, 2012). On 
September 1, 2013, the South Carolina State newspaper reported that the cost to the state 
equaled $21,660,022, whereas a $25,000 dual logon system would have prevented the 
breach. Since the initial breach, the South Carolina Department of Revenue took several 
measures to secure the system and contracted with an Information Systems (IS) company 
to assist with investigation of the breach. New equipment and software were installed and 
controls on access to the system were tightened. The system is believed to be more secure 
now (Zolkos, 2012). 
Target, a large major retailer, had its database breached in late 2013 and over 40 
million customers had their personal information, including financial information, stolen 
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(Crosman, 2014). Almost all established enterprises are targets, and the attacks have 
become more sophisticated as evidenced by the emergence of advanced persistent threats. 
However, public organizations are not the only ones that have security breaches.  
A security breach that had the potential to affect 70 million people occurred with 
Sony in 2011 (Yen, 2011). Sony’s PlayStation Network was the victim of hackers 
accessing personal data for approximately 70 million Sony’s PlayStation Network 
members. The information that was taken, in many cases, included addresses, credit card 
information, passwords, logins, and even security answers for the passwords (Yen, 2011). 
This fraudulent access can cause personal devastation for years.  
The aforementioned incidents clearly indicated a need for this study. The 
situations presented provided evidence that any person or organization can be affected by 
such an attack. Positive social change will be realized when Information Technology (IT) 
professionals can find ways to ensure that critical assets remain protected. That means 
implementing security measures that allow using wireless networks free of attacks on the 
system. 
Chapter 1 presents a detailed overview of this study beginning with an 
introduction to the background of the study followed by a statement of the problem. 
Other major headings included in this chapter are Purpose of the Study, the Nature of the 
Study, Research Questions, Definitions, Assumptions, Limitations and Scope, 
Significance of the Study, and Summary. 
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Background of the Study 
Security breaches have overwhelming effects on an organization’s mission and 
goals, leaving organizations puzzled with how to proceed next. Obviously, Information 
System Administrators want to prevent security breaches to minimize rising costs. Too 
often, cost/benefit analysis has an impact on the magnitude of prevention efforts. 
Organizations want to manage their risks sensibly, but because many lack knowledge of 
the important parameters, they cannot make good decisions or explain their policies to 
users (Lampson, 2009). To address these challenges, a need is present to assess and 
determine how organizations successfully manage security risks to make systems 
trustworthy. 
Information security has become an essential resource for corporations to conduct 
business operations and to communicate with their clients and investors (Ayyagari, 
2012). Consequently, the burden is on corporations to preserve the confidentiality, 
integrity, and availability of these systems to operate and to sustain the confidence of 
stakeholders. Not surprisingly, this kind of reliance on Automated Information System 
(AIS) has also seen an increased in the number of attacks and security breaches (Privacy 
Rights Clearinghouse, 2011). Therefore, issues related to information security and 
privacy have become one of the core apprehensions of corporations and information 
technology (IT) managers (Information Systems Audit and Control Association, 2009-
2014). 
Alshboul (2010) reported that security-related losses cost the U.S. economy an 
estimated at $117.5 billion a year, causing devastating aftereffects on both the 
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marketplace and nationwide safety. Additionally, a security breach could cost an 
organization to lose personal information, resulting in a breach of confidentiality and 
integrity. The security of data is the main requirement of any IT organization (Kaur, 
Rana, & Rishma, 2012). In this technological era, data are sent and received in many 
electronic forms, often exposing companies to increased data hacks, threats, and losses. 
Many employees in IT organizations handle sensitive personal identification data on a 
daily basis; therefore, having secure network connections is of the utmost importance.  
In many IT organizations, wireless communication is one of the most rapidly 
developing telecommunications technologies that allows users to integrate their personal 
network with a global network and access a wide range of services (Kim, 2013). To 
access the Internet today, many laptops or other mobile computer devices are equipped 
with multiple heterogeneous wireless network interfaces (Kassar, Kervella, & Pujolle, 
2008). Wireless networking provides many advantages, but poses new security threats 
and alters the organization's overall information security risk profile. Unlike wired 
networks, where data are stored in cables, a wireless network uses open air as a broadcast 
medium. This form of wireless networking introduces a greater risk from would-be 
intruders (Dhull & Singh, 2010; Likhar, Yadav, & Rao, 2011).  
Although implementation of technological solutions is the normal response to 
wireless security breaches and threats, wireless security remains an organizational 
management issue (Kirankumar, Babu, Prasad, & Vishnumurthy, 2012). Many users may 
know that wireless communications are susceptible to security risks. However, the 
6 
 
reasons for these risks and how network managers manage security risks are not well 
understood by users of the networks (Berghel & Uecker, 2005). 
Wireless networking presents many advantages. These advantages include 
improved productivity due to increased accessibility to information resources 
(Kirankumar et al., 2012). The second most notable advantage is network configuration 
and reconfigurations are simpler, quicker, and less costly. Nevertheless, along with the 
advantages of wireless technology, associated vulnerabilities are present. Wireless 
networks can alter the existing information security risk, which results in a host of risk 
issues for information systems (IS) managers. IS managers can face unauthorized access 
points, broadcasted Service Set Identifier (SSIDs), and spoofed Media Access Control 
(MAC), just a few of the problems Wireless Local Area Networks (WLAN) present 
(Kirankumar et al., 2012). Wireless networks are more susceptible to security risks than 
wired networks due to the mode of data dissemination. Wireless sensor network nodes 
are placed in unprotected, hostile, or dangerous environments using radio frequencies. 
The risk of interception becomes greater than with wired networks (Kirankumar et al., 
2012). 
Internet services offer many advantages to business organizations, including 
worldwide trade, cost reduction, and increased productivity (Bojanc & Jerman-Blazic, 
2013). Any unwanted Internet invasion or unforeseeable attack on IS will result in 
substantial losses and stalled business operations. These security risks may occur in 
several ways, most notably from human errors, fraud, or external intrusions. For these 
reasons, more businesses invest in technologies for protection of the company’s 
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information assets. Although modern security technologies have greatly improved in 
ways to protect the assets, confidentiality, and integrity of businesses, more innovations 
and interventions are needed to improve the security levels of computers and networks 
(Bojanc & Jerman-Blazic, 2013). 
All organizations that have AIS, Websites, intranet, and Internet are subject to an 
increased number of security threats (Alshboul, 2010). Garfinkel (2012) claimed that the 
penetrations and data thefts of the most sensitive systems occur weekly. This means that 
modern computer systems are actually less secure than systems were a decade ago and 
the problem is getting worse (Garfinkel, 2012). This study was needed to address gaps in 
the literature and in key technical aspects of information security, and to deliver possible 
security solutions. It is important to raise organizational awareness of security risks and 
the development and performance of security controls (Spears & Barki, 2010).  
Problem Statement 
The problem this study addressed was the lack of effective security practices 
required for managers and IT administrators to protect and manage the security threats 
associated with wireless networking in the organization. The aim was to investigate the 
security measures managers take to protect the availability, confidentiality, and integrity 
of the IT organizations, both to ensure more reliable communication and to increase 
security (Vanitha, Selvakumar, & Subha, 2013). The cost of recovery from a security 
breach is many times greater than the cost of prevention (Jones, McCarthy, & Halawi, 
2010). Furthermore, Jones et al. (2010) reported that when a data breach occurs, 
companies with volumes of customer accounts can spend upwards of $90 per customer 
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for recovery compared to a range between $6 and $16 per customer on data encryption, 
intrusion detection, and prevention. 
The risks associated with wireless technology are considerable, despite numerous 
benefits such as employee mobility, convenience, and ease of use. This risk is especially 
true when wireless technology can transmit confidential or sensitive information. Thus, 
maintaining a secure wireless network requires greater effort than traditional wired 
networks. Yet, the overall security objectives for IS managers of wireless networks 
remain the same as for wired networks: (a) preserving confidentiality, (b) ensuring 
integrity, and (c) maintaining availability of the information (Bojanc & Jerman-Blazic, 
2013). With the rapid growth of wireless networking in IT organizations, more research 
is needed on specific techniques and measures to identify and manage the security threats 
uniquely associated with wireless networking. 
Every company fears a stoppage of business and interruption of the flow of vital 
information due to security breaches, among other problems, which prevent employees 
from performing vital work functions (Bojanc & Jerman-Blazic, 2013). Such security 
breakdowns interrupt the processing of information to consumers and vendors on a real-
time basis (Vanitha et al., 2013). Chickowski (2013) claimed that IT is fraught with 
vulnerabilities, which is a growing problem that organizational leaders must come to 
understand. Security risks in the transmission of sensitive information are exacerbated by 
continual technological innovation. In response, more and more organizations are 
devising risk management plans to handle situations involving incidents of hacking, 
copyright infringement, and defamation (Chickowski, 2013). It is crucial that 
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organizations employ effective methods for conducting IT risk assessment. The 
frequency with which they conduct the risk assessment process is almost as important as 
the means by which they do so. Although organizations may be thorough in performance 
of  routine IT risk assessments, such efforts should be repeated often enough to keep 
abreast of new risks (Chickowski, 2013). 
In summary, IT managers should understand that threats of information breaches 
are real, and they should be willing to exercise appropriate measures to ensure that 
information security strategies, policies, and procedures are communicated and enforced. 
Destruction or loss of information or AIS could seriously affect the bottom-line of the 
organization as well as the company’s reputation. 
Purpose of the Study 
The purpose of this nonexperimental quantitative study was to investigate and 
determine the security risk assessment practices IT administrators use to protect the 
confidentiality and integrity of each organization’s information. The aim was to assess 
how IT managers of these organizations identify security threats associated with wireless 
networking. Security is one of the major concerns with wireless networks because a 
typical wireless network is easy to access (Kirankumar et al., 2012). Software is available 
that can intercept radio signals traveling through the atmosphere. Individuals near the 
vicinity of the organization with the right software can easily intercept the signals. 
To prevent security breaches, management needs to identify the vulnerabilities that exist 
within the organization and decide how to eliminate or minimize them (Taylor & Brice, 
2012). Practicing IT/IS managers should be able to control security risks to develop 
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systems and services that satisfy clients' requirements (Bojanc & Jerman-Blazic, 2013). 
Many users today utilize weak security techniques, and their wireless networks can easily 
be attacked for unauthorized access. For example, a security feature such as Wired 
Equivalent Privacy (WEP) could easily be attacked with the ample availability of tools 
(Vanitha et al., 2013).  
Xu, Hu, and Zhang (2013) maintained that organizations should perform security 
assessments before implementing wireless technologies  to determine the specific threats 
and vulnerabilities of wireless networks in organizational environments. Consideration of 
existing security policies, potential threats and vulnerabilities, company policies, safety 
issues, and costs for security measures are necessary (Borrett, Carter, & Wespi, 2013; 
Spears & Barki, 2010). When the risk assessment is complete, the organization can begin 
planning and implementing the measures necessary to safeguard their systems and reduce 
their security risks to a manageable level. The policies and measures put in place should 
periodically be re-assessed because technologies and malicious threats are constantly 
changing.  
Research Questions and Hypotheses 
The research questions of this study were designed to investigate and assess the 
security practices by which IT administrators handle the security threats associated with 
wireless networking in the IT organization. They are the following: 
RQ1: What security risk assessments, if any, do IT administrators perform to 
protect the confidentiality and integrity of the organization’s information?  
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H01: IT administrators do not regularly perform security risk assessments to 
protect the confidentiality and integrity of the organization’s information. 
Ha1: IT administrators regularly perform security risk assessments to 
protect the confidentiality and integrity of the organization’s information. 
Central to this study is network security risk management practices of IT 
administrators, which involve mainly wireless networking. However, network security 
includes the entire system of transport and storage technologies system, which is 
comprised of computers, routers, cables, switches, and wireless access points (Ansilla, 
Vasudevan, & Ravi, 2015). Research question one was designed to obtain information in 
general about the security risk management practices of the organization. It is important 
to conduct risk assessment regularly in order to identify and prioritize vulnerabilities for 
remediation. The frequency to which risk assessment should be performed depends on 
numerous factors, such as magnitude of the network and number of workforce personnel 
(SECNAP, 2012). After the initial risk assessment, most companies select a mixture of 
monthly external analyses and quarterly internal analyses. Extremely, large corporations 
commonly choose to perform both internal and external analyses on a monthly basis. 
RQ2: Do network security risk management practices of IT administrators meet 
the minimally accepted practices and technical standards for wireless networking 
as measured by a security self-assessment survey? 
H02: The network security risk management practices of IT administrators do 
not meet the minimally accepted practices and technical standards for wireless 
networking as measured by a security self-assessment survey. 
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Ha2: The network security risk management practices of IT administrators do 
meet the minimally accepted practices and technical standards for wireless 
networking as measured by security self-assessment survey. 
Researchers believe significant security risks are associated with handling of 
personal information using wireless networks. Therefore, it is important that IT managers 
carefully explore and consider how they use wireless technology to handle personal 
information and ensure that their wireless technology is as secure as possible. IT 
administrators may already be aware of the proper techniques for securing the wired 
medium itself, yet it is unclear whether IT administrators perform security risk 
assessments that follow generally accepted practices and meet technical standards. 
Chickowski (2013) argued that while it may be essential that security organizations 
employ effective IT risk assessments, it is imperative that acceptable standards are 
achieved during implementation. When IT administrators fail to adhere to generally 
accepted practices and technical standards, they could be exposing their systems to 
significant security risk. With new developments in wireless communications networks 
and with the ubiquitous use of wireless user devices, new security risks arise  that IT 
managers of organizations must address (Kim, 2013).  
Steps should be taken to ensure that critical assets remain protected. Therefore, it 
is important to examine the management of security issues of wireless and wired 
networks for information processing in the corporate or organizational environment. 
Many security problems can be traced back to the end user in wired networks. As 
network perimeters expand, IT administrators should find solutions that provide defenses 
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that are appropriate and manageable for wired and wireless organizational environments 
(Thangavel & Thangaraj, 2011).  
Theoretical Foundation 
The theoretical foundation for this study was the risk management theory 
proposed by Kwo-Shing Hong, Yen-Ping, Chao, and Tang (2003). The key tenet of this 
risk management theory is that threats and vulnerabilities could be evaluated and assessed 
through organizational risk analysis and assessment. The results from the assessments 
could be used for designing data security prerequisites and risk control instruments. The 
primary aim is to minimize security risk to a target level in a business. The considerable 
usage of wireless transmission mechanisms and the increasing interconnectivity among 
systems expose businesses to major security risk and vulnerabilities, including 
premeditated threat. Therefore, interest is growing in applying risk analysis and risk 
management to identify and reduce security issues and protect systems (Kwo-Shing Hong 
et al., 2003). 
A risk assessment framework is needed with an approach for categorizing and 
sharing information about the security risks of the IT infrastructure (Saleh, Refai, & 
Mashhour, 2011). Saleh et al. (2011) defined security risk assessment as a model for 
evaluating security risks. They conducted the assessment at the first stages of the system 
development and as changes to data or its infrastructure occurred. The process was 
important to identify threats and vulnerabilities that could penetrate the IT infrastructures.  
The primary objective of risk management is to avoid not only business losses, 
but also to provide a way to recognize opportunities that can benefit the society and 
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businesses. Because it is impossible to identify all risks in the early stages, risk 
assessment should be reviewed continuously. The framework established provisions for 
design, collection, analysis, and reporting of survey data in this study. An in-depth 
discussion is presented in the Chapter 2 literature review. 
Maintaining secure wireless networks takes more frequent risk assessment and 
control evaluation than is required for other systems and networks (Radack, 2013). 
Several steps can be taken by IT managers to achieve quality management of wireless 
systems. They should (a) fully understand wireless network topology, (b) conduct 
frequent inventory on handheld and wireless devices, and (c) back up data continually. 
Additionally, they should (d) periodically test and assess wireless network security, and 
(e) track for standard changes in the wireless industry that would not only improve 
security, but also allow the release of new merchandise (Radack, 2013).  
Nature of the Study 
The research design selected for this non-experimental quantitative study was a 
self-reported, web-based survey using a cross-representation of industries and company 
sizes. SurveyMonkey was selected as the online survey vendor. The targeted population 
was experienced IS managers, security engineers, and other individuals responsible for 
designing, implementing, securing, using, and maintaining wireless networking security. 
They were positioned to provide reliable assessments of the study variables at both the 
organizational and consumer levels. Data analysis included both descriptive and 
inferential statistics. A detailed description of the research design, methodology, and 




The following is a list of definitions and interpretations of key variables and terms 
that are used throughout the dissertation. 
Automated information system (AIS): AIS is a system that performs functions 
such as collecting, processing, storing, transmitting and displaying information (Defense 
Acquisition University, 2014). 
Information security: The set of practices, polices, personnel, and technology 
charged with safeguarding a business's data assets (Alshboul, 2010). 
Information technology (IT): IT is any equipment such as computers, ancillary 
equipment, or software used in the storage, manipulation, management, movement, 
control, display, transmission, or reception of data or information by the executive 
agency (Defense Acquisition University, 2014). 
Information technology organization: Information technology organization is an 
organization with a division within the company that oversees the establishing, 
monitoring, and maintaining of information technology systems and services by ensuring 
no concerns were present about the compromise of data when distributed (Pazos, Chung, 
& Micari, 2013).  
IT organization: IT organization is any organization that is a consumer of 
computer services utilizing wired or wireless services. IT organization members include 
managers, administrators, engineers, and end users. 
Security risk management (SRM): SRM refers to established plans and processes 
for assessing network security risks (Bojanc, & Jerman-Blazic, 2013). 
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Security measures: Security measures are actions taken to prevent or minimize 
the damage caused by the invasion of single or multiple threats (Bojanc, & Jerman-
Blazic, 2013). 
Security threat:  A security threat is a state of vulnerability where information 
security might be compromised (Kumar, Park, & Subramaniam, 2008). 
System vulnerabilities: System vulnerabilities are weaknesses that reduce a 
system’s ability, data integrity, and confidentiality (Bojanc & Jerman-Blazic, 2013). 
Assumptions, Limitations and Scope 
Assumptions 
As in all research, assumptions and limitations exist. In the present study, the 
following underlying assumptions were: 
1. The participants’ responses to survey questions would reflect honesty and 
thoughtfulness.  
2. The sample was representative of the population of IT organization members, 
which included managers, administrators, engineers, and end users. 
3. Anonymity and confidentiality were preserved and that the participants were 
volunteers who would withdraw from the study at any time and with no 
ramifications. 
Limitations 
Geographically, the survey was conducted within IT industries within the 
Northeastern region of the United States. As a result, findings may not generalize to other 
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organizations and businesses in regions throughout the United States. A key limitation 
was reliance on self-reported data, which might have been subject to recall biases 
inherent to questions being asked. A possibility was present that participants completing 
the Internet-based survey might have skipped questions or not completed the survey, 
resulting in self-reporting errors. 
Scope 
The scope of this study was limited to investigating the management of wireless 
security issues from the perspectives of IT managers or individuals responsible for 
designing, securing, using, and maintaining wireless networking security. The findings in 
this survey might not have reflected the thoughts of all IT managers.  
Significance of the Study 
Secure networks are needed within organizations to build trusting relationships 
with customers, suppliers, and other business partners. Creating trust relationships can 
improve the cash flow and profitability of the organization (Saleh et al., 2011). With 
increasingly high-speed networks, wired and wireless Internet services are targets for 
security threats.  
Significance to Theory 
All corporations need secure networks and should become more proactive in their 
security stances (Pandey, 2011). This study makes several contributions to theory and 
practice. It applies concepts from risk management literature for the purpose of looking 
for ways to effectively manage risk in the IT organization. From a theoretical perspective, 
the researcher needs to have visibility into the complete risk picture of the organization 
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and an understanding of how those risks interrelate in impacting the business. In an effort 
to effectively mitigate risk, I was able to assess and evaluate those risks through a risk 
management survey.  
Significance to Practice  
As businesses become more attractive to cybercriminals, risk management and 
data security and protection are increasingly important.  Although the focus of this study 
was risk management assessment, which mainly addressed the technical aspects of risk 
such as data confidentiality and wireless security, it also addressed the need for risk 
management to encompass not just the technology risk aspects, but also organizational 
goals, objectives, and operating environment.  
When the results of the study are disseminated in publications, it will afford 
industry experts intelligence on how employee acquiescence to security strategies can be 
adopted and managed successfully. As information security continues to be a major 
concern for corporations, studies of this nature can aid in the implementation of security 
strategies and recommendations as indicated in the survey. Understanding the 
management of risks and threats is essential for IT managers to make their corporations 
as secure as possible. The findings are available to be used as a significant part of an 
overall information security strategic plan. It could encourage IT managers to convince 
personnel that data security threats are real and these threats can produce irreversible 
damages to their business. The information gained will assure that IT employees are 




Additionally, given the demand for a highly trained and qualified information 
security workforce, this study can offer useful insight to prospective IT security 
professionals, employers, and educational institutions. Specifically, this study’s results 
should help companies and AIS security professionals understand and address the 
security issues pertaining to the increasing demands for wireless networking. By 
providing centralized control of wireless access and security policies and centralized 
management of the infrastructures, operational costs could decrease and best practices 
could increase the productivity of IT personnel (Kim, 2013).  
Significance to Social Change  
This study has many implications for positive social change in today’s age of 
information technology. The spread of information networks in organizations has created 
a huge volume of information exchange between different networks, resulting in new 
security threats to national organizations (Roozbahani & Azad, 2015). Therefore, 
identification of these threats and ways of dealing with them is essential. The question 
raised in this regard is what are the needed strategies and policies to deal with security 
threats?  
Both organizations and individuals can greatly benefit when security measures are 
properly addressed to protect the wireless networks and wireless devices used for 
business applications. When IT managers properly and frequently assess the risks 
associated with wireless technologies in their companies, they can effectively decrease 
the exposure to risk by taking early actions to communicate identifiable threats and 
vulnerabilities. These measures may include supervisory, operational, and technological 
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constraints. While this study may not avert all security infiltrations in an organization, it 
can be effective in bringing attention to how IT managers can reduce many of the 
common risks associated with wireless technology. 
Summary 
In Chapter 1, I presented an overview of the study of wireless networking and the 
management of associated security risks in IT organizations. The section headings 
include background information, the problem statement, the purpose statement, research 
questions and hypotheses, theoretical framework, nature of the study, and operational 
definitions. Researchers argued that network security is one of the basic elements of any 
AIS organization, creating the need for increased information security management 
(Bojanc & Jerman-Blazic, 2013). More organizations are required to implement 
comprehensive and logical forms of protection (Choi, Kim, Goo, & Whitmore, 2008). 
Weak security measures can lead to data breaches, which can cripple an organization 
from an economic and reputational standpoint (Rhodes & Kunis, 2011).  
The focus of Chapter 2 is a review of peer-reviewed journals on the selected topic 
of this study. I reviewed a concise synopsis of the current literature that supported and 
established the relevance of the problem. The literature review includes an investigation 
of common security issues and challenges in wireless networking relevant to 
confidentiality, integrity, reliability, and authentication. In Chapter 3, I explain the 
methodology and research design of this study. The focus of Chapter 4 is a presentation 
of the results of the study followed by Chapter 5, conclusions and recommendations. 
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Chapter 2: Literature Review 
Introduction 
Both security and wireless communications in IT organizations are central to the 
focus of this study. The primary research question of this study queried the process of 
how AIS managers identify and manage the security threats associated with wireless 
networking in the IT organization as measured by the security risk assessment and 
management model. As conveyed in the problem statement, while IT administrators may 
already be aware of the proper techniques for securing the WLAN itself, it may be 
unclear what measures they should take to protect the organization from wireless threats. 
The term wireless refers to data transmitted from one point to another without the use of a 
physical medium, such as wires. Wireless technologies operate in the radio frequency 
(RF) spectrum between 3 Hz and 300 GHz (Wilkie & Mensch, 2012). The purpose of this 
non-experimental quantitative study was to examine the practices that IT administrators 
incorporate in their organizations to assess security risk toward protecting organizational 
integrity and confidentiality. The goal is to assess how well IT managers identify security 
threats that arise in an environment of wireless networking. 
Literature Search Strategy 
The literature review highlights key concepts of security of wireless networks; 
that is, how issues of wireless networks affecting corporations and residential setups 
should be addressed. Current studies and related methodologies are presented. The 
literature search strategy included a comprehensive search for primary resources in 
journals, books, and dissertation databases. Search terms and descriptors included: 
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wireless security, wireless threats, security network, wireless security, wireless 
networking, security level, vulnerability and risk analysis, Ad-hoc network, security, 
IEEE 802.11, attacks, and breaches to AIS security. The goal was to conduct separate 
searches using as many alternative words as possible.  
In the literature section, the theoretical foundation based on risk assessment and 
analysis begins the discussion. I discussed wireless and wired networking and the risks 
associated with various threats to security. While wireless networks are exposed to many 
of the same risks as wired networks, they are vulnerable to additional risks as well. 
Therefore, the overall security objectives for wireless remains the same as with wired 
networks that preserve confidentiality (Manikandan, Parameshwaran, Hariharan, 
Kalaimani, & Sridhar, 2013). In the concluding section, I present my recommendations 
for future possible solutions to security issues. 
Theoretical Foundation 
The theoretical foundation for this study was based on a risk assessment and 
analysis framework. A risk assessment framework was needed for categorizing and 
sharing information about the security risks of the IT infrastructure (Saleh et al., 2011). 
The security risk assessment provided a view of existing security risk and the necessary 
safeguards needed for security management. A proper and efficient security risk 
assessment could result in improved outcomes (Saleh et al., 2011).  
The term risk was used to describe the possible impact of threats to exposed and 
vulnerable information assets. Information assets were presented as values by using the 
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properties of confidentiality, integrity, availability and other properties essential to the 
organization. The value of information assets was described as the impact level of 
these properties (Spears & Barki, 2010). Edward Snowden, a former Central Intelligence 
Agency and National Security Agency (NSA) employee who had a top-level United 
States security clearance presented a major risk to valuable information when he took 
advantage of his access (Wall, 2013). It was reported that he stole hundreds of thousands 
of documents over a period of years from the NSA and revealed many of the documents 
to the rest of the world (Scherer & Shuster, 2013). He had access to millions of United 
States secrets without the concern that someone was supervising and watching what he 
did with the documents (Wall, 2013). The information that he possessed was so coveted 
by the rest the world that the Ecuadorian, Russian, and Venezuelan governments offered 
Snowden political asylum. He ended up accepting Russia’s offer (Weisbrot, 2013). 
Interest in applying risk analysis and risk management is on the rise.  
Tsai and Huang (2011) presented a wireless risk assessment method for managing 
wireless network security administratively. Both an assessment measure and a risk model 
were used. The former was an algorithm to determine “the risk value of the wireless 
network according to the risk model” (p. 801), while the latter monitored the wireless 
network risk modeling. In the model, Tsai and Huang took into consideration wireless 
attacks, system configurations, and security requirements. The four layers of this 
extended analytic hierarchy process were the following: risk, requirement, attack, and 
configuration. These distinct layers could help in addressing wireless network dynamics 
“because only the related layers are introduced to the assessment measure when changes 
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of the network are detected” (p. 801). The researchers’ assessment determines risk in 
relationships among attacks, configurations, and devices. Therefore, this assessment 
measure/risk model could competently predict risk as well as wireless network 
dependencies.  
Bischoff, Sinay, and Vargová (2014) posited that risk management at an 
organizational level must be integrated with managerial processes and strategic planning, 
which includes, inter alia, having to review and monitor the processes of risk 
management. Bischoff et al. stated that to approach risk management comprehensively, 
an organization must interconnect security processes and safety generically.  
In the present era of climate change, where disasters such as tornadoes can destroy entire 
towns in minutes, risk management is particularly important in the health management 
field that covers millions of patient medical records. Liao and Chueh (2012) posited that 
most of the negative information security events in health organizations are due to 
improper management.  
Research Information Ltd. (2011b) summarized several steps from Recall, a 
leader on a worldwide scale in managing crucial business records in over 20 countries to 
have the following strategies set in the event of a disaster:  
1. All critical documents as well as data backups should be stored off site, 
though if not available, then on-site infrastructure must be developed to 
protect against unauthorized users and natural events. 
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2. A Reliance Mobile Prepaid (RIM) plan must be created that contains lifecycle 
status of past and present documents communicated to employees so that 
critical business can keep functioning in all locations. 
3. The functional and organizational areas like crucial departments, resources, 
vendors, and procedures, as well as other ways to obtain supplies that are 
critical to a secure document in emergencies must be identified. 
4. Risk assessments must be performed for facility safety, physical document 
security, and who can access documents. 
5. Annual document audits must be conducted as well as enactments of disaster 
retrieval. 
Risk assessment and analysis was an appropriate choice for the theoretical 
framework of this study due to the significant rise in security breaches that organizations 
have to address, with the goal of determining how organizations can identify risks and 
address them to protect organizational integrity and confidentiality (Research Information 
Ltd., 2011b).  
Additional Theoretical Perspective and Wireless Security Models 
Yu and Weng (2013) discussed how hierarchical security can be introduced into 
wireless communication networks, demonstrating how information that is controlled and 
restricted flows through different security levels. I presented a two-tier hierarchical 
security model including intelligence data collection and command distribution. With 
communication of these two nodes, communication is effective if two additional models 
are fulfilled: Discretionary Access Control (DAC) and Mandatory Access Control 
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(MAC). The DAC offers the means for access control for the users themselves, and MAC 
uses mechanisms that are centralized to control access with formal policies. In order for 
messages to flow effectively from receivers and senders, wireless networks should fulfill 
both the DAC and MAC at the same time (Yu & Weng, 2013). 
 Yu and Weng (2013) noted that two conditions should be satisfied with a node 
that has the permission to send an e-mail. The first condition is if both the releaser and 
receiver nodes are located in the same cluster, and secondly, if the cluster being sent 
allows the e-mail to stream out and the receiver’s cluster allows the e-mail to stream in. 
Every cluster head supports a portion of the entire distribution. The routing method 
described by Yu and Weng (2013) ensures that information confidentiality is not 
violated.  
Friesen and McLeod’s (2014) research on wireless security focused on the 
privacy with Wi-Fi connections in networks that may be unsecured, such as coffee shops. 
Places such as Ottawa Downtown area are described as having approximately 50% of the 
Wi-Fi unsecured. In such settings, people’s card numbers and social network accounts 
such as Facebook and Twitter may be exposed to potential hackers. One respondent 
mentioned that just because it says it is free Wi-Fi, it does not mean it will not cost you 
later. Officials were aware of privacy issues, but specialists recommended that if there is 
private information to send, do not do it in public areas. Additionally, a recommendation 
was made that when sending information, especially when banks look for the HTTPS 
(Friesen & McLeod, 2014). 
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Wireless security ensures that a network is secure and provides the user with 
confidence that attackers cannot gain access to restricted areas. Security within networks 
continues to be a prevalent issue in all areas involving computing. Liu, Stimpson, 
Antonopoulos, Ding and Zhan (2014) examined the problems relating to the topic of 
wireless security and the background literature.  Secretive information is continuously 
being transferred through Wi-Fi daily, such as emails and instant messaging (Liu et al., 
2014). Many end users have little knowledge about computing. A recent example seen by 
many end users is the use of Wi-Fi on airplanes. Also, down loadable programs that are 
easily accessed by anyone compromise security on various networks at home or work.  
Liu et al. (2014) indicated that poorly configured routers, with default passwords 
allow the attacker to connect or exploit weaknesses in the security system. A common 
trend Liu et al. found in an earlier study from 2006 to 2009 was the decreasing of older 
security types, which were identified as insecure. The results show that from 2006 to 
2009 the drop in WEP usage was large and the slowing down from 2009 to 2012 may be 
attributed to the difficulty in ensuring that wireless security settings were changed by 
novice users. The overall findings indicated that encryption in wireless technology is 
improving.  
Singh and Sharma (2014) discussed how protocols should be designed taking 
security issues and the most frequently observed attacks into consideration. His research 
identifies several frequently observed attacks associated with WSNs. Singh and Sharma 
illustrated how most attacks were caused by compromised nodes inserting false 
information. Attacks were divided into two categories, attacks against the security 
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mechanisms and attacks against the routing mechanisms. The most frequently observed 
attacks were denial of service (DoS), selective forwarding attack, sinkhole attack, and 
sybil attack.  
Lalitha, Kumar, and Hamsaveni (2014) discussed a cluster-based technique for 
key management in wireless sensor network.  The researchers noted that for supervising 
the physical world, the wireless sensor networks were the promising technology. Lalitha 
et al.  reported that the threats and challenges of sensor networks are (a) spoofed, altered, 
or replayed routing information; (b) selective forwarding; (c) sinkhole attacks; (d) sybil 
attacks; (e) wormholes; (f) HELLO flood attacks; and (g) acknowledgement spoofing. 
The researchers categorize wireless channels into two possible security threats, inside 
threat and outside threat. A major difference between inside and outside threat was that 
he attacker does not possess control over the cryptographic material, whereas inside the 
attacker will possess some key materials and trust of some sensor nodes. Without tamper 
resistant hardware, compromising of the sensor nodes can be done easily. 
Lalitha et al. (2014) viewed the proposed Energy Efficient Cluster Based Key 
Management (EECBKM) technique, which is evaluated through NS2 simulation. The 
EECBKM was compared to the SecLEACH scheme used by previous researchers. The 
performance was evaluated according to several metrics; average packet drop, average 
packet delivery ratio, and energy. The researchers found in the initial experiment that the 
numbers of attackers varied as 2, 4, 6, 8, and 10 from different clusters performing node 
capture attacks (Lalitha et al., 2014). The researchers noted that since the EECBKM 
decreases node capture attacks, the packet drop quantity resulted in less, when contrasted 
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with the present schemes. Whenever the quantity of attackers was increased, the packet 
drop followed resulting in an increase also (Lalitha et al., 2014).  
Lalitha et al. (2014) noted that authentication in Wireless Sensor Networks 
(WSN) is a critical service for an unmanned system. The authentication is classified into: 
user authentication and authenticated querying. The user sends proof of his/her name of 
his identity to sensor node and user verification. WSN provides the authenticated query if 
the following properties are satisfied. First is safety, which is the query accepted by a 
sensor node only if the query was posted by an authorized user or derived from the WSN. 
Second is liveness: all sensors in WSN obtain legitimate query.  
Data Integrity ensures data is not altered in transit by unauthorized parties  
Data Freshness is defined as data that are current. A mechanism to monitor the age of 
messages is to include monotonically increasing counter with every message and reject 
messages with old counter values (Ramos & Holanda Filho, 2015). Data confidentiality is 
defined as keeping the data secure and unaltered by unauthorized parties. By encrypting 
the data with a secret key it will ensure only the correct receiver will only be able to 
receive the information. Symmetric key encryption methods are most highly used since 
public-key cryptography is expensive to use on complex sensor networks (Ramos & 
Holanda Filho, 2015). 
Data authenticity prevents unauthorized parties from retrieving messages 
unintended for them. It can be attained through a sender and receiver sharing a secret key 
to compute a message authentication code (MAC) of all transmitted data. LEAP monitors 
whether nodes have been compromised since it shares a globally shared key for mass 
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messaging. Layered encryption and authentication mechanisms are essential to 
combatting security breaches. In today’s society multiple users send data to multiple 
receivers over the same channel increasing the risk of security infrastructure. While this 
field is extremely broad, a huge concern is keeping networks completely security (Ramos 
& Holanda Filho, 2015). 
Venkatraman et al. (2013) discussed various threats and challenges in keeping 
networks secure. A Denial of Service attack (DoS Attack) attempts to make a network 
unavailable for specific users. The attacker tampers with data prior to it being read by the 
sensor nodes by increasing the communication traffic (Venkatraman et al., 2013). This 
server overload results in inaccurate and slow readings. A Sybil Attack is when an 
attacker impersonates other nodes identities in the MAC. The attack can affect other 
protocol layers. An Eavesdropping attack is when the privacy of data is compromised. An 
attacker collects data such as the MAC address, cryptographic information user ID, 
password etc. The major concern with this attack is that the cryptographic information 
has been compromised which could lead to further data being accessed such as financial 
information (Venkatraman et al., 2013)   
To increase the security of Wireless Body Area Networks (WBAN) 
Sivaprasatham and Venkateswaran (2012) proposed a key management technique to 
increases security. The WBAN is connected to the master server via the backend server 
using authentication channel. The information is relayed from the master server to the 
backend server. The nodes and master server will be able to transfer information by using 
a unique key. When a node wants to join a network, it sends the request message 
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protected by the MAC to the master server (Sivaprasatham & Venkateswaran, 2012). The 
master server verifies the MAC and generates a message key and a master key for the 
node. The message is encrypted by both servers and sends it to the node to initiate 
(Sivaprasatham & Venkateswaran, 2012). 
Dong et al. (2012) discussed a security management system that has an effective 
and efficient scheme in wireless sensor networks. The researchers described a Wireless 
Sensor Network as consisting of a large number of micro, spatially distributed 
autonomous electronic devices using sensors to cooperatively monitor conditions both 
physical and environmental (Dong et al., 2012). The scheme was based on hierarchical 
structure of sensor networks. The simulation presented by the researchers demonstrated 
how the dynamic key management and behavior-based node abnormal detection method 
provide an entire security mechanism after the sensor nodes are deployed.   
Dong et al. (2012) presented a diagram of topology of WSNs focusing on three 
entities: normal nodes, group heads, and sink nodes. Normal node has the capability of 
sensing and propagating the sensed data or receive the data and propagate to the  
next level node. The sink node is responsible for receiving, storing, and processing data 
from common nodes. Two layer structures are present, both lower and upper layers. The 
researcher’s performance analysis was based on response time, detection rate, and false 
positive rate. The researchers concluded that the scheme presented provides a secure 
communication environment but also can detect the failure node or any suspicious nodes. 
Dong et al. (2012) found that the density and detection rate of the scheme increased, 
which was accompanied by the increase in the size of the WSNs. The number of sensor 
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nodes increased from 100 to 800, with the detection rate and false positive rate both 
having stable performance. The researchers found that scheme is flexible and adaptive to 
the network and expansion of the network (Dong et al., 2012).  
 Abiona et al. (2013) suggested the use of mobile agents to disperse dependable 
internet services delivery to clients. The proposed mobile agent approach guarantees 
secure authentication in wireless networks further examining the feasibility of the 
solution and wireless security model. The security in the wireless network environment is 
important since the transmission medium is pooled, which increases the difficulty in 
providing effective physical security controls in restricting ingress to the network.  
The researchers proposed the mobile agent method to decipher the fundamental 
anomalies and security flaws in 802.1x authentication protocol (Abiona et al., 2013). The 
proposed security model involved three components supplicant, authenticator; and 
authentication server. The proposed mobile agent wireless authentication involves agent 
platforms, which are installed on both the authentication server and supplicant server. 
This allows Mobile Agents (MA) to run directly on them. Whenever a supplicant comes 
within range of an authenticator, a request is sent for identification of the supplicant. The 
supplicant later dispatches the Supplicant Mobile Agent (SMA) transmitting all data that 
is necessary for the supplicant (Abiona et al., 2013). The researchers noted that security is 
increased and re-authentication of client is completed in intervals during the connection. 
The process further ensures that a client cannot change their identity during a session. 
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Wireless Learning Theoretical Framework 
Throughout the literature, it is evident that end users should be trained in the 
wireless technology and safety for security to be more effective. The technology 
acceptance model (TAM) outlined that perceived ease of use and perceived usefulness 
determine an individual’s interaction to use a system with the intention to use serving as a 
mediator of the actual system use (Davis, 1989; Figure 1). The literature on security 
system focuses on the end user, and security management issues because of the lack of 
knowledge or implementation of the system (Friesen, 2014). The TAM proposed by 
Davis (1989) focused on the individual and intended use of a technological system. The 
model derives from the theory of reasoned action. TAM has behavioral elements, which 
outline that when a person forms an intention to act, the person will be free to act without 
limitation (Davis, 1989).  
The theory of reasoned action originally proposed by Fishbein and Ajzen (1975) 
suggested that a person’s actual behavior could be determined by considering his or her 
prior intention along with the beliefs that the person would have for the given behavior. 
Bandura (1982) demonstrated a similar theory, which complements areas of TAM, 
focusing on perceived usefulness and perceived ease. As demonstrated in the literature, 
the way a person implements the technology, takes the proper precautionary steps, and 
uses the correct technology to protect privacy is reflective of Bandura’s (1982) theory. 
Bandura (1982) noted that behavior can be predicted by self-efficacy, perceived ease of 




Figure 1. Technology acceptance model 
Much of the literature on security management is progressive in the way that new 
ideas are being brought to life. One thing researchers noted is that the field is constantly 
progressing with new ideas to keep information safe (Gejian, 2013; Liu et al., 2012). 
Literature Review 
Outsiders can easily intercept wired and wireless information, which is a real 
concern for organizations (Manikandan et al., 2013). Although many security systems are 
designed for wired networks, far more security challenges exist in wireless networks than 
in wired networks. Manikandan et al. (2013) posited that in wireless network, 
communications take place using radio frequencies over airwaves, which increases the 
risk of interception more so than with wired networks. This means that if the message is 
not encrypted, attackers may modify the contents of packets during transmission. 
Gregor and Krone (2006) maintained system access is the main difference 
between wired and wireless networks. Wired networks have physical connections; 
whereas, wireless networks are accessible through wireless access points (hotspots), 
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meaning that an unsecured wireless network is extremely susceptible to unintentional or 
deliberate intrusion. Many organizations install wireless communications and devices for 
convenience, flexibility, and ease of use. Users can move their laptop computers from 
one place to another while maintaining connectivity with the network (Moorthy & 
Sathiyabama, 2012; Radack, 2013; see Table 1). 
Table 2 
Types of Wireless Connectivity 
Abbreviation  Name  Example  Distance 
WWAN Wireless wide area 
network 
Users’ mobile phones 10 km 
WMAN Wireless metropolitan 
area network (IEEE 
802.16) 
Internet at broadband 
speeds connections in 
suburbs of city 
1 km 
WLAN Wireless local area 
network (IEEE 802.11) 
Connectivity on the floor 
of a building connecting all 
workstations and servers 
100 m 
WPAN Wireless personal area 
network (Bluetooth, 
Infrared) 
Connectivity for various 
products and devices 
1 m 
Note. Adapted from Trusted Information Sharing Network (2006). Note that terminology 
varies and further technical variations exist within each of these categories.  
 
As shown in Table 1, wireless connectivity can occur in a number of ways. 
WLAN (IEEE 802.11) is presently viewed as the most common wireless standard, which 
operates in a license-free spectrum. Extensions of the standards are 802.11b, 802.11g, 
802.11a, and 802.11n. The 802.11b operates in the 2.4 GHz range and provides data rates 
up to 11megabit per second (Mbit/s). The new generation standard is the IEEE 802.11n, 
designed to improve networking over the previous standards (Xiong et al., 2011). The 
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IEEE 802.11 series of standards provide higher access speeds with each generation. The 
maximum raw data rate from 54 Mbit/s to 600 Mbit/s increases significantly with the use 
of four spatial streams at a channel width of 40 MHz.  
WLANs are extremely popular and many corporations and homeowners are 
avoiding the wired expenses and delays associated with installing wired networks 
(Moorthy & Sathiyabama, 2012). Nonetheless, anyone with a wireless device in the close 
range area can intercept data being transferred unless the network is secured (Vakil, 
2005). Such interception leaves the organization exposed to serious damage (Siponen, 
Mahmood, & Pahnila, 2009). These breaches can irreparably harm an organization by 
wiping out computers hard drives, or freezing computers, which causes businesses to lose 
potential revenues and possible leaking corporate confidential information.  
WLANs networks offer wireless access to data rates of 1 mbps or more for both 
indoor and outdoor applications (Dhull & Singh, 2010). Wireless networks allow users to 
share data among users with compatible devices such as printers and other handheld 
devices. Many public businesses, such as McDonald and Starbucks offer wireless access 
to their customers free of charge, and wireless communications can help organizations 
cut their wiring costs (Dhull & Singh, 2010).     
Wireless networks consist of basically four components for data transmission, 
which include radio frequencies, access points for connection to the organizational 
network, the actual mobile devices (e.g., laptops, cell phones, and the human element, the 
end users (Gregor & Krone, 2006). Each is a source for possible attack and can 
compromise the fundamental security objectives of confidentiality, integrity, and 
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availability. This means is that prior to establishing wireless networks and mobile 
devices, the organization IT managers should consider the risks involved and take steps 
to reduce and maintain an acceptable level of risk by setting up risk management. This 
process would allow managers to some cost-effective protection for the application of 
new technologies. 
Ammari, Ghallali, El Kalam, El Hami, Ouahman, and El Ouahidi (2014) argued 
that in recent years, the evolution of iPhones has multiplied dramatically due to enhanced 
sophisticated features, applications, and the miniature size of portable devices. People 
using mobile devices can surf the Internet and exchange data. Consequently, many of 
their features have triggered serious security issues.  
Ammari et al. (2014) sought to develop security guidance and process for mobile 
phones that met the anticipations of users by restraining the distribution of malware via 
SMS / MMS and emails. The phases entailed investigating, classifying, and safeguarding 
traffic in the mobile networks. They began by a developing the MPSS (Mobile Phone 
Security Scheme) Framework that increased the level of data security across the network 
of the telecommunications operator and reduced the risk of problems related to mobile 
devices, such as loss of data users (individuals, companies). The primary objective is to 
provide ameliorate security against the risk of information leakage due to malware, and to 
address the enigmas previously stated. 
The MPSS consisted primarily of four modules. They are the following: 
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• Module 1: Strategy and policies. Create all mobile security policies aimed to 
decrease the probability of attacks via malicious software that disseminate via 
SMS / MMS or email. 
•  Module 2: Security of mobile telephony and integrity. This characteristic will 
enable the telecommunication operator to ameliorate comprehend the make-up 
and occurrence of malware by locality and cycle.  
• Module 3: Security Audit. Every cell phone is scanned when the cell phone 
battery is charging for vulnerabilities and threats. This evaluation is conducted by 
a built in security system in the mobile phone operating system installed during 
manufacturing. 
• Module 4: Warning system. The cell phone provider should notify the customer in 
real time of the security status of their mobile device. The owner of the mobile 
device should then start a system’s built in security scan from their cell phone. 
(Ammari et al., 2014) 
It is important to note that the design and implementation of this framework will 
encompass the node support, the selection of routers and switches, the site of servers and 
components of security, and the needed instruments necessary to execute the test and 
evaluate the inclusive scheme of the MPSS Framework. 
Wireless Security Threats and Issues 
Security remains a major problem associated with wireless networks because of 
easy access compared to wired networks. Businesses announce their services so that 
potential customers can link up and use the services provided by the business. Still, 
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individuals in the vicinity can intercept these frequencies with wireless devices. As a 
result, if not properly configured, the signals can be located and monitored quite readily 
(Vakil, 2005). 
Another security problem involves rogue access points, which can be purchased 
and connected without authorization to a business or home network. Rogue access can 
pose great security risks because of a lack of market protection against these kinds of 
attacks. The main risk is that these standards do not provide a way to secure data in 
transit against eavesdropping. Many home computer users may not be aware of the risks 
posed by wireless networks.  
Businesses as well as home users enjoy the benefits that wireless networking 
provides, such as cost effectiveness, flexibility, and easy to use. With the mandate for 
wireless connections comes an increasing concern regarding the security and protection 
of the wireless networks from threats and vulnerabilities (Fenz, Ekelhart, & Neubauer, 
2011). Security threats are physical and virtual in nature, which if unprotected can lead to 
attacks such as pilfering of information, distortion, and computing hacking (Gregor & 
Krone, 2006). Human threats can be accidentally or deliberately to existing 
vulnerabilities and are mainly caused by human factors or errors (Fenz et al., 2011; 
Greengard, 2013). These errors are usually committed through mishandling of 
confidential data and violations of industry and government regulations.  
Wireless networks are typically more susceptible to security attacks than wired 
networks, due to the broadcast nature of the transmission medium (Mashhour & Saleh, 
2013). Most network threats come from the obliviousness of users, the reserved mindset 
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of corporations, and the lack implementation of security features by wireless devices 
manufacturers (Loo, 2010). Insufficient training materials or support for users’ wireless 
connections off site and in public places increase exposures to wireless systems security 
breach by external intruders. 
Security and Information Security 
Mohamad, Zakaria, and Nabil (2013) argued that the terms security and 
information security are different concepts. Security is a process undertaken to reduce 
risk or threats that can expose or place an organization in a vulnerable position, whereas, 
information security is an established business requirement to protect the organization’s 
confidentiality, integrity, and availability of costly assets. Although definitions may vary, 
the most important feature of information security is protecting information assets from 
open disclosure, integrity violation, and denial of service. To ensure appropriate measures 
and to help minimize the internal security threats and risks, managers need to be 
knowledgeable of the elements of information security.  
Information Systems Security Risk Management 
It is estimated that personnel inside the organization make at least 50% of all 
breaches to IT systems security through unauthorized system access (Gordon, Loeb, 
Lucyshyn, & Richardson 2005). In the 2011 Benchmark Study on Patient Privacy and 
Data Security report, senior-level employees were interviewed at healthcare facilities for 
getting information on data theft and loss. This benchmark study was from the Ponemon 
Institute. ID Experts was the sponsor (Research Information Ltd., 2011a). The prices for 
such breaches are approximately between $4.2 and $8.1 billion each year. Personal 
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medical data are compromised for millions of patients, and the main cause of these 
breaches is mistakes from employees. In spite of policies, data breaches are rising 32% in 
recent years and compromised patient records are at 46%. ID experts found that 55% of 
healthcare organizations are not confident or are only somewhat confident that they can 
identify these invasions of privacy. Regarding people who are not confident they can 
even locate these data physically, that number is 61% (Research Information Ltd., 
2011a).  
Added to this serious dilemma is the outsourcing of many services both medical 
and administrative to third parties. These third parties have made many mistakes in 
relation to data breaches. A full 49% of the participants related that stolen or lost 
computing or data hardware contribute the most to events involving data breaches 
(Research Information Ltd., 2011a). Many negative issues are present in the healthcare 
industry that can lead to medical identity theft among other problems. Some of them are 
(a) The fact that over 80% of healthcare organizations collect, store, and send data via 
mobile devices, yet more than 50% of the participants revealed that they do not protect 
the data on the devices. (b) In spite of new government regulations and policies, breaches 
are virtually unaffected. (c) Healthcare organizations report that they often lack the 
resources or the finances or good procedures and policies to prevent breaches. (d) Data 
breaches leading to medical identity theft were reported by 29% of respondents, a 26% 
rise since 2010 (only one year earlier than the report). Although 90% of the respondents 
acknowledge the harm that data breaches can bring to patients, only 25% monitor 
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services after the breach; and (e) it is the patients, 35% of the time, that have to report the 
breach (Research Information Ltd., 2011a). 
Research Information Ltd. (2011a) cited Rick Kam at ID Experts, who suggested 
the following three steps to minimize security risk management:  
1. Inventory all elements of personally identifiable information whether 
electronically or on paper to see how data are used, collected, and stored.  
2. In order to meet HIPAA and HITECH regulations, an incident response plan 
can be prepared to confront data breaches. Each employee’s responsibilities, 
actions, and roles are designated in the plan. 
3. Organizations must review the agreements, contracts for all business 
associates so that they comply with regulators, and are consistent in managing 
Protected Health Information in healthcare. 
Hu, Xu, and Dinev (2011) posited that hacking, for both individual PCs and 
corporate systems has gone from sport to organized criminal actions to control significant 
profits. The impact of these crimes costs over $1 trillion annually. Still, in spite of 
preventive efforts, people are “the weakest link in the defense against outside attacks and 
the most dangerous to the organizations within” (p. 54). Hu et al. argued that humans also 
develop preventive methods including procedures and policies in addition to regulations 
from the government because humans know the most, intimately, about permissions 
(given to them or taken by them) and organizational systems. Hu et al. conducted their 
research via a survey of employees from five big Chinese firms.  
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Hu et al. (2011) found that “individuals with low self-control are more likely to be 
tempted by the appeal of the violations in terms of perceived benefits and thus more 
likely to commit the acts” (p. 59). Hu et al. found that deterrence because of the presence 
of many individuals with low self-control does little to lesson violations of policy. They 
also found that rational choice for deviant behavior was supported; perceived benefits 
overrule perceived risks. As a result, Hu et al. recommended that because deterrence was 
overruled by low self-control, firms can lower violations of policy by doing screening for 
employees who exhibit high more standards and self-control to avoid self-centered 
individuals with low self-control. According to the 2007 Global State of Information 
Security Study by Price Waterhouse Cooper, insiders commit 69% of database breaches, 
the opposite of what has been believed in the past – that hackers compromise database 
security (Aldhizer, 2008). Therefore, those who audit organizations usually recommend 
the use of firewalls to prevent hacking. However, because the biggest threat is from 
employees and third parties, such precautions would do little.  
A study done by InformationWeek.com found that 45% of employees who are 
trusted by their supervisors confessed to taking sensitive data with them when they left 
the organization. Aldhizer (2008) emphasized that internal auditors refocus their attention 
on internal risks. One suggestion is to use “centralized and automated identity and access 
management (IAM) controls ... to enforce security policies by monitoring employee and 
third-party access and use of sensitive data” (p. 71). These steps need to be taken “in real 
time across multiple databases in numerous locations” (p. 71). Siponen, Mahmood, and 
Pahnila (2009) argued that careless employees can create serious threats to their 
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organizations when they do not follow information security policies. Their survey 
research suggested that if employees realized how vulnerable their organizations were to 
security threats, they would more likely to comply with information security policies or 
demonstrate intent. Siponen et al. (2009) reported that an overwhelming majority of 
company own employees frequently violate security policies and pave the way for such 
breaches.  
Wireless communications, coupled with high risk for unauthorized users with 
access to the computer networks, dictate the need for greater measures to be taken to 
protect sensitive information and the assets of the company (Mashhour & Saleh, 2013). 
In taking such measures, organizations should encourage and enforce safe practices 
through education (Loo, 2008). Successful management of security risk program requires 
communicating to all users and providing education about potential threats and 
vulnerabilities to the organization (Chenoweth, Minch, & Tabor, 2010). In placing more 
emphasis on identifying employee related threats, the occurrence of security breaches 
may lessen. People, policies, and processes are real sources of vulnerabilities and should 
be an active part of security risk management. 
Users 
Mohamad, Zakaria, and Nabil (2013) maintained that all users from IT personnel 
to top management are the end users. A user is defined as anyone who accesses any 
information and communications technology asset, such as employees, administrative 
personnel, contractors, or vendors. IT personnel includes security managers, security 
administrators, analysts, security staff members, and security officers. Mohamad, 
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Zakaria, and Nabil (2013) claimed that all users’ knowledge is based on their roles and 
responsibilities regarding their work. The premise is that every employee needs to know 
the importance of information security in order to protect and preserve valuable sensitive 
information and the assets of the organization. What this implies is that to avoid human 
error, all users must have the appropriate behavior and knowledge of information 
security. These components should be aligned so that the associated risk of information 
security in organization can be achieved (Mohamad, Zakaria, & Nabil, 2013). (See Table 
2)   
Aldhizer (2008) recommended that when users leave the organization their 
accounts pose insider risks. One organization that Aldhizer uses as an exemplary 
organization is Wellspan, a healthcare network in York, Pennsylvania. The organization 
checks for files that have not been accessed within the last two or three months and see if 
they may be deleted. They experienced delays but mitigated the problem by using an 
automated link between human resources and the TAM system the day after the 
employee leaves the organization. WellSpan’s IAM system records all accounts accessed 
by all users the entire time of their employment. The company especially monitors 
accounts that users creates during their last few weeks of employment, which are more 
apparent to include data that employee may purposefully remove from the organization. 
Because employees tend to send sensitive data via email, all messages are 
scanned for rich information, which can be deleted. Because outgoing employees can use 
paper and pen to record sensitive information, the risk is mitigated by recording login and 
logout times and access frequency in real time. If the frequency and duration of accessing 
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sensitive files rises suddenly, the forensic team is called in to investigate. Another insider 
problem involves third parties. Thus, Wellspan will not permit these parties to access 
internal networks, but instead can only access known as a demilitarized zone, an isolated 
network situated between the Internet and the organization's internal network that stores 
regularly requested data. Moreover, the IAM controls are in place to make sure separately 
tagged sensitive data are not uploaded to the demilitarized zone, and third parties cannot 
have email accounts through the organization (Aldhizer, 2008, p. 73.).  
Table 3 
Categories of Users 
Users Necessary information security knowledge  
End users Strong password creation and protection 
Computer viruses and safe use of email 
IT personnel Knowledge of Information Security and 
technical controls 
Top management Knowledge on security policy and procedures, 
user training and education 
 
 
Table 2 provides a summary of the minimal knowledge needed for users at all 
human levels in the organization. Loo (2008) suggested several measures that corporate 
officers should consider: (a) educating their employees through professional seminars, (b) 
encourage vigilance in reporting suspected intruders as soon as possible, and (c) teaching 
employees how to turn on common security features of their routers. Loo (2008) 
acknowledged that it is virtually impossible to make computing safe because too many 
basic weaknesses exist in new technologies and routers. 
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Federal Trade Commission (FTC) Standards and Enforcement 
 In the aftermath of many major organizational security breaches, the FTC became 
more involved in the security of personal data. The FTC is a law enforcement agency 
with authority rendered under the Division of Privacy and Identity Protection to enforce 
data security and fine companies that do not institute reasonable safeguards (Rhodes & 
Kunis, 2011). The sensitivity of the data and the costs of avoiding potential risks 
determine the reasonable standard. Companies should commit to time and financial 
resources, not only to avoid data breaches, but also to prepare for damages, which may 
result (Rhodes & Kunis, 2011). 
Weise (USA Today, 2014) reported a Russian data breach involving a crime ring, 
which amassed a supply of 1.2 billion username and password combinations. The breach 
was reported as the largest ever and included information from individuals and 
companies worldwide. This breach is just another indicator of the type of major security 
issues that continues to exists, despite the use of sophisticated countersecurity measures. 
Weise claimed that very few of those email addresses had been affected, but cautioned 
that although security is improving and is much more robust than was 10 years ago, 
things seemed to be getting worse even as security improves (USA Today, 2014).    
Kirankumar, Babu, Prasad, and Vishnumurthy (2012) reported several ways to 
secure a wireless network from intruders. Kirankumar et al. claimed that the most 
effective way was encryption or scrambling of communications over the network. Most 
wireless routers have built-in encryption mechanisms that can be turned off and on by the 
user. The second suggestion was to install anti-virus and anti-spyware software and 
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insure that the latest version is the current version in use. The third way was to turn off 
the mechanism called identifier broadcasting that sends out a signal to any device in the 
vicinity announcing its presence. This prevents hackers from honing in on vulnerable 
wireless networks. United States Computer Emergency Readiness Team (2014) reported 
an increased threat from software attacks that take advantage of vulnerable web browsers. 
This problem was made worse by a number of user actions, which included (a) clicking 
on links without considering the risks of their actions, (b) web addresses can be disguised 
and take users to an unexpected site, and (c) using computer systems with bundled 
software packages can increase the number of vulnerabilities.  
New attacks on WLAN securities forms are continually being discovered. These 
range from misconfigured WAP to hijacking (Dhull & Singh, 2010). It was suggested 
that organizations employ a security system that includes an intrusion detection system 
(IDS). At minimum, these could help defend and detect these potential threats. 
Organizations without a WLAN are at risk of wireless threats and should consider an IDS 
solution. Dhull and Singh (2010) cautioned that some IDS systems have limited 
capabilities for detecting attacks that differ significantly from previously known attacks.  
Security Risk Assessment (SRA) Model 
Security decisions, planning, and implementation of security measures should be 
based on sound SRA (Saleh et al., 2011). SRA is a process of evaluating security risks 
and identifying the required security measures. Saleh et al. (2011) suggested that 
assessment should be conducted at the earliest stage of the system development as well as 
when changes occur to the IS environment. In other words, to be effective, risk 
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assessment should be an ongoing process. The process includes identifying the threats 
and vulnerabilities that could gain access to confidentiality, integrity, and setting controls 
required to manage the risk.  
Other Studies and Methodologies on Wireless Securities 
The primary research question of this study queried how IT managers identify and 
manage the security threats associated with wireless networking in the IT organization as 
measured by the SRA and management model. This question forms the basis for 
investigating and assessing the security measures organizations take to protect the 
confidentiality and integrity of the business. Although IT administrators may already be 
aware of the proper techniques for securing the WLAN itself, the measures they take to 
protect the organization from wireless threats is unclear. 
Many studies reviewed addressed security breaches in various organization or 
business industries. These include, but are not limited to, the healthcare industry, 
government, education, and financial institutions. Tiong, Hafeez-Baig, Gururajan, and 
Soar (2006) explored users’ understandings of security issues associated with wireless 
technology in the healthcare industry situated in Australia. They used a mixed research 
method to investigate user interests for wireless technology and security requirements in 
the healthcare industry. The study was conducted in two phases: exploratory and 
confirmatory. Participants of the focus group (first phase) felt that any security measures 
of wireless LAN should be beneficial to their work. The conclusion drawn was that 
healthcare workforce was organically mobile in performing their daily work functions. 
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Using wireless technology combined with robust security features would bring benefits to  
work.  
Based on these findings, Tiong et al. (2006) hypothesized that using wireless 
technologies in healthcare organizations that could impact the design of the business, 
economic performance, and the working conditions of staff. Tiong et al.emphasized the 
importance of assessing IT risks in the health-care industry. Tharp (2008) states assessing 
general IT control and high-risk areas can better enable auditors to address key security 
issues in the health-care sector.  
 Chenoweth, Minch, and Tabor (2010) reported that approximately 60% of all 
wireless networks use no form of encryption and often used aging technology with 
several security weaknesses. The problem was more evident with public hotspots, 
because consumers seemed more interested in ease and convenience of use than the level 
of security. Wireless consumers who connect with many different public access points 
increase their chances of picking up malicious codes, which in turn are easily transferred 
to wired networks. 
 Chenoweth et al. (2010) conducted a study on a university campus to explore 
wireless consumers vulnerabilities and security practices and determine the number of 
computers that were not adequately secure. The aim was to investigate precisely how 
well wireless consumers secured their computers and the risk level associated with 
wireless networks. Data collection was performed continuously with 3,331 computers 
access to the wireless network for 41 days. The data collection process entailed of two 
essential constructs: device detection and vulnerability scans. User vulnerability scans 
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were performed using Nmap, a tool for port scanning. The results indicated that an 
distressing number of wireless network consumers were not using a firewall (9.13%) and 
had detectable open ports (8.62%), leaving them vulnerable to outsider attack. Various 
forms of malware compromised several computers Chenoweth et al. (2010).  
 The outcome of the study was significant implications for business without the 
resource to deploy automated assessments products. Chenoweth et al. (2010) suggested 
that using the scanning technique as in their study would strengthen organizational 
policy. Consumers would be made aware that they can be audited, and are more likely to 
remain compliant. Organizations are aware that if they are not compliant, their 
information is not safe. The technique is easily replicated and is noninvasive in terms of 
individual privacy (WatchGuard, 2013).  
 Teer, Kruck, and Kruck (2007) presented the results of a study involving the 
security practices and perceptions of students majoring in computer information systems 
and related technology courses. Students’ were questioned about their usages of various 
antivirus programs, firewalls, opening attachments, password security, and security 
patches. The researchers found that 28% of student participants either did not or were 
uncertain if they consistently installed updates to their antivirus software. Forty-seven 
percent of the students reported one or more viruses during the past twelve months. The 
majority of respondents (73%) stated that they did not validate the sender of an email 
before opening an attachment (Teer et al., 2007).  
 Those results indicated students are leaving their personal computers vulnerable 
to viruses. The combination of these two responses may point to a general lack of 
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knowledge among students on both the need for home computer security and how to 
protect their home computers better. However, when students were asked to respond to 
the importance of computer security for business, they responded almost unanimously 
that it was important (Teer et al., 2007). 
 The significance of this study was that the university should do more to assure 
that students in the campus workplace are not bringing unsafe computer practices to the 
corporate environment and to a university environment. Vulnerability is growing in 
corporate computer information systems. The threats to the security of personal 
computers, dictates that those responsible for curriculum in all programs throughout the 
university should ensure that students are obtaining an adequate level of understanding 
and skill on the fundamentals of computer security. Internal user practices and human 
factors focusing on end user perceptions and attitudes leading to behavior are identified 
as critical elements for understanding how to move forward with IT security 
(McCafferty, 2010).  
 Warner (2011) conducted a cross-sectional study to examine student’s perceptions 
of the environment and the meaning they applied to their experiences with the 
environment. The study was described as a psychological climate research. The 
participants were university 259 students responsible for the IT security on the computer 
they used to in the workplace to perform data processing (Warner, 2011). The findings 
indicated that students believing they were in a safe and positive work environment were 
more driven to participate in safe activities than students who felt they were not. The 
researcher concluded that awareness, attitude, and behavior were important human 
53 
 
factors that should be considered to gain understanding and knowledge of users’ 
experiences regarding IT security (Warner, 2011). 
  Butt (2013) reported the findings from a survey of security approaches for 
wireless ad-hoc networks in wireless technologies known as ad-hoc networking, 
commonly used when users use Bluetooth, IEEE 802.11 technologies. Mobile users 
participate in setting up the network for communication within the range of the wireless 
link. Butt (2013) argued that security is just as critical and important in ad-hoc networks 
as in traditional networks and that sensitive data should be protected from malicious 
eavesdroppers and network services should only be provided to eligible users. Many 
different approaches can be used in order to achieve security-aware routing in wireless 
ad-hoc networks as shown in Table 3 that follows.  
Table 4 
Secure Aware Routing Properties and Techniques 










Digest, digital signature 
Encryption 





Note. Adapted from S. Butt, A survey of security approaches for wireless ad-hoc 
networks, 2013. Golden Research Thoughts, 2(9), pp. 1-10. 
 
 Farahmand, Navathe, Sharp, and Enslow (2005) argued that before managers can 
determine how much time and resources are needed for a security strategy, they should 
know what type of attacks may threaten the networks and the departments connected to 
that network. The most common types of attacks described were the following: 
• IP spoofing attacks: A hacker steals an authorized Internet Protocol (IP) address, 
which is a unique address. The hacker determines the IP address of an idle 
computer when no one using that computer, and then using the temporarily 
inactive IP address. 
• Packing sniffs: The hacker listens to Transmission Control Protocols/Internet 
Protocol (TCP/IP) packets and steals the information, which includes user logins, 
e-mail messages, and credit card numbers. 
• Password attack: The most common weak-point in any system. Hackers generally 
find a user with an easy password or use a special program, which cycles through 
a range of words from a dictionary. 
• Session hijacking attacks: The hacker taps into a connection between a client and 
a server. The hacker then simulates the connection by using its IP address 
(Farahmand et al. (2005). 
The main premise of this report was that both businesses and consumers benefit 
when wireless networks and devices are safeguarded. Applying the appropriate wireless 
risk analysis can reduce specific threats and vulnerabilities. While these measures cannot 
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prevent all infiltrations, they can be effective in reducing many of the common risks 
associated with wireless technology.  
Summary and Conclusions 
The previous sections provided valuable insight into the risk and chances of 
threats that can penetrate information systems and subsequently cause tremendous losses 
and or damages, which effect an organization directly or indirectly. It is important for IT 
managers and users to understand the attacks that might affect the WLAN. To avoid the 
adverse effects, IT organization should apply risk analysis in wireless threat management. 
When risk analysis is applied as an effective tool, security policies can be developed and 
applied to guard the WLAN against internal and external attacks. Continuous monitoring 
and periodic testing should be employed to verify that a deployed WLAN meets defined 
objectives (Phifer, 2008). The vulnerabilities previously noted are exposed and the 
appropriate fixes can be applied. This process of risk analysis is illustrated in the 










Figure 2. Security as a process (Phifer, 2008).  
Phifer (2008) noted that understanding the vulnerabilities and attacks that can 
occur within the organization is crucial; however, some attacks are more damaging than 
are others. Phifer indicated that regardless of what countermeasures are applied, it is not 
feasible or attainable to defend any organization or business against all of the countless 
conceivable attacks; suggesting that a more realistic objective is to decrease the 
associated risk to a more acceptable level. A good first step is to begin by identifying 
one’s own wireless vulnerabilities and possible attackers.  
Steps in Performing Risk Analysis 
 An organizational IT manager should follow several steps considered necessary in 
performing risk analysis as recommended by Phifer (2008). They are the following: 
• Define the business needs of the organization. 
• Identify and certify who needs wireless networking access and where. 
• Carefully classify individuals or departments allowed to use 802.11 in the 
workplace and with mobile devices off site. 
• Regulate which applications and databases should be accessible to wireless  
Users. (Phifer, 2008; Radack, 2013) 
Aside from these key steps, the IT manager needs to assess and quantify any new 
risks to the business that may be caused by adding wireless networking. That is, mangers 
should estimate the potential cost to business during downtime and recovery expenses. 
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Base on the risk analysis outcome, the manager is able to write and implement 
enforceable security policies (Radack, 2013).   
Vulnerability assessment. Another type of assessment that may be used to 
identify security weaknesses and risks is the vulnerability assessment proposed by Phifer 
(2008).  The primary purpose is to evaluate and determine the severity of and the 
necessary steps to reduce or eliminate the security threats. Phifer (2008) argued that to be 
truly useful, assessments should be performed recurrently to detect new vulnerabilities 
and to confirm that installed security measures are functioning as intended. These 
assessments may be conducted internally or by independent persons who are 
knowledgeable or have no knowledge of the organization’s security networks. The 
premise is that organizations and individuals reap benefit when wireless networks and 
devices are protected from deliberate and intentional threats. Again, it is important to 
stress that although no perfect system exists that can prevent all penetrations; 
countermeasures can offer some managerial solutions to reduce many common risks 
associated with wireless technology.   
Managerial solutions. The literature reviewed clearly indicated that wired 
networks compared with wireless networks might be more vulnerable and easy to attack 
(Kirankumar et al., 2012). In a wired network, hackers or attackers gain access by 
penetrating some physical security perimeter to gain network access, whereas, in wireless 
networking, attackers easily gain access without getting into a building or physical 
setting. However, the literature indicated that wireless security is not solely a technical 
issue, a human factor is also present (Guo, Yuan, Archer, & Connelly, 2011). These 
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factors must be addressed by appropriate countermeasures that involve employee 
awareness of the issues, user education, clearly stated organizational policies, and 
practices by management.  
Taylor and Brice (2012) argued that too often when managers make security 
decisions, they do not always have the requisite expertise regarding threats to their 
businesses’ data. Consequently, they end up relying on only information readily available 
and a technology-based approach to addressing organization security risks. Taylor and 
Brice (2012) noted that most managers turn to trusted advisors, whom they consider as 
the experts to protect the organizational from security breaches (example, the Information 
Technology (IT) manager).  The premise is that if management relies solely on this 
advice, the human element of organization security management may go unnoticed.  
The data from a case study conducted by Taylor and Brice (2012) revealed that 
the perceptions of managers were significant factor in risk causing behavior of 
employees. Therefore, management should not rely solely on technology-based 
countermeasures and ignore the human element of risk compliance. This behavior may 
lead to insufficient countermeasures to protect organizational information from the 
deliberate or unintentional risks caused by employee actions. The findings in their case 
study pointed to evidence that security management practices and controls are especially 
critical to maintaining and operating a secure wireless network (Taylor & Brice, 2012). 
These practices included: (a) controlling the wireless LANs coverage area, (b) 
management and proper configuration of access points, (c) establishing security policies, 
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(d) regularly conducting security audits, (e) providing user education, and (f) controlling 
for physical security in wireless network facilities. 
 Security of information is paramount to corporations, which use wireless 
networks. If these corporations’ networks are left vulnerable, they can suffer a variety of 
negative repercussions. Fenz et al. (2011) reported that organizations lose an average of 
approximately 2.1 % of their market values within two days surrounding security 
breaches. An overwhelming majority of security breaches are caused by human and 
system errors (Greengard, 2013).  
The literature review indicated a scarcity in research on various security and risk 
measures from the perspective of different researchers. This gap in literature reviewed 
remains a vital concern.  More research was needed generated from employees who have 
access to its resources and are familiar with the system to fill this gap in literature 
(Maqousi, Balikhina, & Mackay, 2013). It was unreasonable to expect perfect wireless 
solutions. Nevertheless, companies with wireless networks needed to ensure they were 
managed effectively. This means conducting regular risk assessments of their specific 
security needs, policies, and standards in an effort to ensure that ever evolving security 
needs are addressed (Cox, 2010; Hyeokchan & Sin-Hyo, 2013).  
The literature reviewed clearly indicated that human factors play an important 
role in the wireless security breach in the organization. The end users can put the 
organization at risk for threats and security breaches. Conversely, humans must protect 
the company’s assets. Top management and all users must be made aware of their 
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responsibilities to the organization. The focus of Chapter 3 is the research design and 
methodology.   
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Chapter 3: Research Method 
Introduction 
The purpose of this study was to investigate the security risk practices that IT 
administrators used to protect and manage the confidentiality and integrity of information 
in small to medium IT organizations using wireless networking. Cereola, Wier, and 
Norman (2012) claimed that small to medium enterprises differ from large enterprises 
mainly in their assignments of decision makers. Large firms typically have a Chief 
Technology Officer (or Chief Information Officer [CIO]) for IT decision making, while 
small to medium enterprises often rely on the collective IT knowledge and experience of 
the top management team. In any size firm, it is important for leaders to understand the 
security measures that managers take to protect the confidentiality and integrity of the IT 
organizations (Vanitha, Selvakumar, & Subha, 2013). The focus of this chapter is a 
discussion of the research design, methodology, population and sampling, threats to 
validity, and ethical considerations of this study. 
Research Design and Rationale 
This study employed the non-experimental quantitative survey design to examine 
and investigate the security practices by which managers of small to medium IT 
organizations protect and manage the security threats associated with wireless and wired 
networking in the organization. Creswell (2009) suggested that the method of a study 
should match the researcher’s plan to address the research problem.  
The quantitative research design was selected to answer two research questions 
and four hypothesis statements.  
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RQ1: What security risk assessments, if any, do IT administrators perform to 
protect the confidentiality and integrity of the organization’s information?  
H01: IT administrators do not regularly perform network security risk 
assessments to protect the confidentiality and integrity of the organization’s 
information. 
Ha1: IT administrators regularly perform network security risk assessments to 
protect the confidentiality and integrity of the organization’s information. 
Research Question 2: Do network security risk management practices of IT 
administrators meet the minimally accepted practices and technical standards for 
wireless networking as measured by security self-assessment survey? 
H02: The network security risk management practices of IT administrators do 
not meet the minimally accepted practices and technical standards for wireless 
networking as measured by security self-assessment survey. 
Ha2: The network security risk management practices of IT administrators do 
meet the minimally accepted practices and technical standards for wireless 
networking as measured by security self-assessment survey. 
Quantitative studies attempt to report how many people are in a particular 
category, and they explain relationships between one category and another (Jourdan, 
Rainer, Marshall, & Ford, 2010). 
I used the quantitative design to quantify the attitudes and opinions of 
 IT managers and IT administrators in an effort to, generalize the results from a larger 
sample population of IT organizations. Quantitative data collection methods are 
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considered to be more structured than qualitative data collection methods. In contrast, 
qualitative interview data tend to be narrative in nature. A qualitative researcher produces 
rich, detailed descriptions in a narrative while a quantitative researcher produces data that 
can be coded and processed quickly (Creswell, 2009; Trochim & Donnelly, 2008). 
Additionally, qualitative data collection methods use unstructured or semi-structured 
techniques. Some common data collection methods include individual interviews, focus 
groups, and observations. The sample size is typically smaller, and participants are 
usually purposefully selected (Creswell, 2009). 
 Fink (2013) noted that some research requires a design, which includes no 
applied treatment or experiment. This method is often referred to as a non-experimental 
design. Although many possible quantitative research designs exist, the method I selected 
for this study is the non-experimental design. Using the non-experimental design for this 
study was easy to implement because in this study, I do not have to manipulate any of the 
variables or conditions of the study. Consequently, the non-experimental design was a 
good choice because the relationship among the variables was unknown and required no 
manipulation. 
I used a quantitative survey research design primarily to generate numerical data 
or data that can be transformed into descriptive and inferential statistics. My data 
collection method was the online survey. Many researchers consider surveys as the 
primary method of quantitative research because of statistical accuracy. Several types of 
surveys can be chosen such as mail, telephone, and online. I selected online in 
consideration of time and cost. In this technological age, most people have computers, 
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especially the population that I sampled. Some researchers consider online surveys as the 
least expensive format and a quick way to collect data (Fink, 2013). Participants can also 
be recruited easily.  
Methodology 
Population and Sampling 
The population of this study consisted of 25,000 small to medium IT 
organizations in the United States that were comprised of IT managers, network and 
security engineers, and other professionals. According to SurveyMonkey, a commercial 
online survey company, the sampling frame for this study was comprised of more than 
1,500 IT organizations. An IT organization is defined as an organization with a division 
within the company that oversees the establishing, monitoring, and maintaining of 
information technology systems and services (Pazos, Chung, & Micari, 2013). 
The sampling selection was both random and convenience sampling. Random 
sampling was used to select a group of participants (sample) from the larger group (a 
population). It is called random because each individual was selected entirely by chance 
and each member of the population had a known, but possibly non-equal, chance of being 
included in the sample. By using random sampling, the likelihood of bias is reduced 
(Fink, 2013; Trochim & Donnelly, 2008). Convenience sampling includes individuals 
who are available and willing to take the survey. The minimum sample size of 111 for 
this study was calculated using G*Power version 3.0 with a regression statistical test. 
Given the effect size of 30 (a medium effect size), alpha .05, and .95 power, the minimal 




Upon approval by Walden University’s Institution Review Board (IRB), the 
sample for the study was obtained from a commercial online database produced by 
SurveyMonkey and disseminated by email invitation. According to the administrator of 
SurveyMonkey, its service relies on informational sources obtained from databases 
comprised of members from directories, new business filings, press releases, corporate 
websites, and user-generated feedback. The sampling frame is comprised of more than 
5,000 members. The database is populated with members from organizations, which 
include but are not limited to the National Institute of Standards and Technology, 
Toastmaster International, Career Field Information Resource Management Level II and 
III certified from the Federal Government Acquisition Workforce, and members of the 
commercial business sector.  
All data collected were stored on the hard drive of a secured computer and all data 
files are password protected and will be retained for the required period of five years. At 
the completion of this period, I will erase and properly delete the surveys from the hard 
drive of the secured computer.  
Instrumentation 
Instrumentation was developed replicating previously validated web-based 
questionnaires to test the hypotheses. The instrument is entitled Securing Personal 
Information: A Self-Assessment Tool for Organizations (see Appendix A), previously 
published by Office of the Information and Privacy Commissioner for British Columbia, 
(2012). The instrument is comprised of 17 key categories or constructs for assessment; 
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however, only six constructs were used in the present study: (a) risk management, (b) 
physical security, (c) systems security, (d) network security, (e) wireless, and (f) data 
integrity and protection. 
The authors of the instrument noted that reasonable safeguards in the organization 
should include several layers of security. These safeguards should include, but not be 
limited to, risk management, security policies, human resources security, physical 
security, technical security, incident management, and business continuity planning 
(Office of the Information and Privacy Commissioner for British Columbia. 2012). Each 
category contains several questions or items. The items on the instrument were color-
coded blue by the author, which indicated the minimum-security requirements for any 
organization regardless of its size. The remaining questions were color coded in black 
indicating that organizations should raise their security standards beyond those minimum 
levels. The authors of the instrument maintained that the goal of the survey was for each 
participant to be able to answer “yes” to each question.  
Operationalization 
Six constructs (independent variables) and two-outcome variables (dependent 
variables) are central to this study. The independent variables (risk assessment practices) 
were defined by the six constructs being assessed as measured by the self-reporting 
survey instrument developed by the Office of the Information and Privacy Commissioner 
(2012) of Canada. The constructs are: (a) risk management, (b) physical security, (c) 
systems security, (d) network security, (e) wireless, and (f) data integrity and protection. 
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Each construct represents the generally accepted security practices and technical 
standards that organizations employ. The constructs serve as tools for organizations to 
evaluate their information protection readiness and performance. Each of the constructs 
has several items that were scored as categorical data: risk management (17), physical 
security (17), systems security (19), network security (7) wireless (15), and data integrity 
and protection (15), for a total of 83 items (See Appendix). The following section 
presents an example of the type of survey questions asked: 
• Has the organization identified what personal information assets are being held  
and their sensitivities? 
• Do physical security measures used for storing personal information include: 
• Locked cabinets?  Locked office doors?  
• Are terminals and personal computers used for handling personal 
information positioned so that unauthorized personnel cannot see their screens? 
• If a user walks away from his or her terminal, does an automatic process exist to 
lock out all users after a defined period of inactivity? (Office of the Information and 
Privacy Commissioner for British Columbia, 2012). 
The Office of the Privacy Commissioner of Canada (OPC Privacy Policy),  
(2012) granted full permission for noncommercial use. In sum, it stated that: 
Individuals may reproduce the materials in whole or in part for noncommercial 
purposes, and in any format, without charge or further permission, provided the 
user exercised due diligence in ensuring the accuracy of the materials 
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reproduced.” The user has to state the complete title of the materials reproduced, 
as well as cite the author (OPC Privacy Policy, 2012). 
Compared to other questionnaires, this survey fulfilled three basic requirements as 
follows: (a) the survey was prepared for self-administration, (b) participants were able to 
complete survey in 15 minutes or less, and (c) the use of yes and no responses made the 
survey easy to understand and complete. All were scored as categorical data. At the end 
of the surveys, all data were reviewed and inspected for missing data. Fink (2013) stated 
that it is reasonable to expect some data would be missing. Data from the surveys were 
analyzed using the Statistical Package for the Social Sciences (SPSS).  
Data Analysis Plan 
To recapitulate, this quantitative research design addressed two research questions 
and four hypothesis statements.  
Research Question 1: What security risk assessments, if any, do IT administrators 
perform to protect the confidentiality and integrity of the organization’s 
information?  
H01: IT administrators do not regularly perform network security risk 
assessments to protect the confidentiality and integrity of the organization’s 
information. 
Ha1: IT administrators regularly perform network security risk assessments to 
protect the confidentiality and integrity of the organization’s information. 
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Research Question 2: Do network security risk management practices of IT 
administrators meet the minimally accepted practices and technical standards for 
wireless networking as measured by security self-assessment survey? 
H02: The network security risk management practices of IT administrators do 
not meet the minimally accepted practices and technical standards for wireless 
networking as measured by security self-assessment survey. 
Ha2: The network security risk management practices of IT administrators do 
meet the minimally accepted practices and technical standards for wireless 
networking as measured by security self-assessment survey. 
All data were collected for the study via Internet using SurveyMonkey, an online 
commercial database. To begin, I uploaded the self-assessment tool online. I uploaded an 
introductory letter explaining the purpose of the survey, a description of the role of the 
participant, explanation of how the data were used, and an estimated time to complete the 
survey. Participants interested in the study were directed to the web-link to read the 
consent page. Continued participation implied consent, as all responses were anonymous. 
No direct contact was made with the participants. The self-assessment tool took 
approximately 10 minutes to complete.  
The surveys were self-administered using random sampling. Using random 
sampling, each participant had an equal chance of being selected for the study (Fink, 
2013). Participation was strictly voluntary and the participants could have discontinued or 
exited the survey at any time without penalty. Because of time constraints and the survey 
design, follow up or exit interviews were not conducted. Once I collected the survey data 
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from participants, the next step was to perform the appropriate statistical analyses, 
interpret the data, and begin writing up the results. 
 Several steps were taken in data analysis. These included coding the survey data, 
uploading to SPSS, doing basic analysis, and testing the hypotheses. Data analysis 
included both descriptive and inferential statistics. Descriptive statistics is a commonly 
used analysis method for survey research, which includes numbers of frequencies, 
percentages, and measures of central tendencies (Trochim & Donnelly, 2008). Inferential 
statistics is concerned with making predictions or inferences about a population from the 
sample. 
 Coding is the process of assigning numeral or character codes to all responses for 
each question in the survey (Creswell, 2009). I began by printing off a hard copy of the 
data and checking to make sure that all entries were correct. As a convention, I entered 
the code Yes = 1 and No = 2. I then assigned a name to the variables. For example, all 
blue areas on the survey sheet indicated the minimum-security requirements for any 
organization; whereas, the remaining questions could help organizations raise their 
security standards beyond those minimum levels. Therefore, the output variable was the 
labeled as the minimum-security requirements. These responses were analyzed to address 
research question two, which examined whether the network security risk management 
practices of IT administrators met the minimally accepted practices and technical 




Data analysis for this survey research involved computing and reporting 
frequencies, means, and percentages in table format. The descriptive statistics included 
computing the mean and standard deviation. The questions on the survey had only two 
possible response options which were Yes/No, which is considered a binary or 
dichotomous) response variable.  The responses were analyzed as categorical data type. 
All responses were tabulated according to the minimum and non-minimum categories as 
coded in blue.  
Statisticians have devised and reported a number of ways to analyze and explain 
categorical data. The most frequently used technique for analyzing categorical data is the 
Chi-square test for independence (Fink, 2013).  The chi-square test was used in this study 
to determine whether a significant difference was present between the expected 
frequencies of the IT participants and the observed frequencies in the yes/no categories. 
When using Chi-Square, the researcher should use only numerical data, have at least one 
or more categories, use simple random sampling, and have an adequate sample size of at 
least 10 (Fink, 2013). All data were entered into SPSS. 
Threats to Validity 
 As in any research, known threats to validity and reliability existed. I accepted 
and applied procedures adopted by Walden University’s IRB. I provided appropriate 
explanations and justifications for actions taken during the survey, which included 
describing the data accurately and following sound research methods and procedures. A 
common threat that may be noted involves internal validity, which is concerned with the 
rigor of the study design (Fink, 2013). The degree of control exerted over potential 
72 
 
extraneous variables determines the level of internal validity. Using random sampling 
helped to minimize this risk and effectively control all threats to internal validity (Fink, 
2013).  
Prior to wide distribution of the survey, SurveyMonkey’s web administrators 
reported that survey was pre-tested by five members in their organizations’ database who 
met similar criteria of study participants any necessary adjustments were made to 
facilitate clarity and understanding of the six constructs. The internal validity of the 
constructs was measured using Cronbach’s alpha coefficient, which represents the 
reliability of the measurement scale for the constructs. A coefficient greater than 0.7 
represented satisfactory reliability and was considered satisfactory.  
Ethical Procedures 
Whenever research involves human subjects, the survey researcher needs to be 
attentive to the ethical manner in which the research is carried out (Fink, 2013). The key 
ethical issues that were considered in this study were data management and data 
protection.  Data were collected in an ethical and reliable manner, which did not cause or 
produce harm to participants.  Participation in the study was completely voluntary. 
Participants had the option to discontinue participation in the survey at any time. 
Participation and all responses were confidential.  Only the researcher can have access to 
individual responses. The potential risks of the research include the researcher not having 
control over the participants’ environment, participants being uncomfortable in answering 
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Before the data were collected, I obtained approval from Walden University’s 
Institution Review Board (IRB). On approval by IRB, participants were invited to 
participate in the survey distributed by SurveyMonkey. The consent form contained 
statements of (a) purpose, (b) procedures, (c) potential risks, (d) potential benefits, (e) 
confidentiality, (f) participation and withdrawals, and (g) personal identification of the 
researcher.  
 I provided written instructions to the participations that this study was strictly 
voluntary and at any time during the survey, he or she could change their mind and could 
terminate the survey any time. Participants’ names or any other identifying information 
were not reported in the study. All electronic survey data and printed documents were 
stored in a locked file cabinet in my office where only I have access. All information 
stored on my computer was password protected. All data will be deleted from computer 
hard drive or shredded in 5 years. Because the study was anonymous, participants were 
not required to sign consent forms. The participant’s completion of the survey implied 
consent.  
Summary 
In Chapter 3, I provided the research design and data collection process for this 
non-experimental quantitative study. I summarized arguments in support of using 
qualitative research with categorical outcomes. The purpose of this non-experimental 
quantitative study was to investigate and determine the security risk assessment practices 
IT administrators use to protect the confidentiality and integrity of the organization’s 
information. The data collection method for this study was a self-reported, web-based 
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survey method using a cross-representation of industries and company sizes. 
SurveyMonkey was selected as the online survey vendor. The targeted population was 
25,000 small to medium IT organizations with experienced IS managers, and security 
engineers that provided reliable assessments of the study variables at both the 
organizational and consumer levels.  
The instrument, a Self-Assessment Tool for Organizations, measured the variables 
of this study. Using this instrument, six constructs were measured: (a) risk management, 
(b) physical security, (c) systems security, (d) network security, (e) wireless, and (f) data 
integrity and protection. Descriptive and inferential statistics were used.  Appropriate 
measures were taken to ensure the ethical protection of the participants. The focus of 
Chapter 4 was the results of the study with a detailed discussion of the data collection and 
analysis process. Chapter 5 concludes the study with a detailed discussion of the results 
in relation to the reported literature. Additionally, recommendations for practice and 
future research are discussed. 
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Chapter 4: Results 
Introduction 
The purpose of this non-experimental quantitative study was to investigate and 
determine the security risk assessment practices IT administrators use to protect the 
confidentiality and integrity of the organization’s information. I aimed to assess how IT 
managers of these organizations identify security threats associated with wireless 
networking, a major concern because of its relatively easy access (Kirankumar et al., 
2012).  
The following research questions and hypothesis statements of this study were 
constructed to investigate and assess the security practices by which IT administrators 
handle the security threats associated with wireless networking in the IT organization:  
RQ1: What security risk assessments, if any, do IT administrators perform to 
protect the confidentiality and integrity of the organization’s information?  
H01: IT administrators do not regularly perform security risk assessments to 
protect the confidentiality and integrity of the organization’s information. 
Ha1: IT administrators regularly perform security risk assessments to 
protect the confidentiality and integrity of the organization’s information. 
Research Question 2: Do network security risk management practices of IT 
administrators meet the minimally accepted practices and technical standards for 
wireless networking as measured by a security self-assessment survey? 
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H02: The network security risk management practices of IT administrators do 
not meet the minimally accepted practices and technical standards for wireless 
networking as measured by a security self-assessment survey. 
Ha2: The network security risk management practices of IT administrators do 
meet the minimally accepted practices and technical standards for wireless 
networking as measured by security self-assessment survey. 
Chapter 4 is organized by following the headings: data collection, study results, 
and summary of findings. 
Data Collection 
Data were collected using the Securing Personal Information: A Self-Assessment 
Tool for Organizations instrument, with written permission from the authors. The six 
constructs measured were: (a) risk management, (b) physical security, (c) systems 
security, (d) network security, (e) wireless, and (f) data integrity and protection. Some of 
the questions on the original instrument were identified as minimum standards security 
requirements that all organization should meet or exceed. Questions shaded in blue on the 
survey indicated the minimum security requirements for any organization, regardless of 
its size or the sensitivity of the personal information it holds. The remaining questions 
help organizations raise their security standards beyond those minimum levels. The goal 
was for all IT participants to be able to answer “yes” to each question. However, to avoid 
response bias, I did not shade or reference minimum requirements on the survey in this 
study. All responses were tabulated in SPSS and coded as 1 = Yes, 2 = No. Other 
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questions represented additional levels of security that an organization may wish to 
consider when attempting to improve safeguarding personal and other sensitive data.  
All data were collected via Internet using SurveyMonkey, an online commercial 
database. I uploaded an introductory letter explaining the purpose of the survey, a 
description of the role of the participant, explanation of how the data would be used, and 
an estimated time to complete the survey. Participants interested in the study were 
directed to the web-link to read the consent page. Participants were assured anonymity 
and therefore were not required to sign consent forms. Taking the survey implied 
consent.  
On approval by Walden University’s IRB (Approval Number 02-05-15-0129954), 
I sent more than 700 invitations to small and medium IT organizations ranging in sizes 
from 100-1,500 number of employees. Initially, only 25 individuals responded; therefore, 
I sent weekly reminders three times until I received 114 surveys. Data were then checked 
for missing items and incompletions. Of the 114 received, 113 were acceptable and 
complete. Raw data were then uploaded to Microsoft Excel spreadsheets for data 
analysis. The sampling selection was both random and convenient, which included 
members from both private and public organizations.  
Data Analysis 
In the present study, data analyses were conducted in three phases. First, I 
conducted a reliability test of the categorical responses (yes and no), followed by a series 
of descriptive analyses to compute the demographic variables. Although the authors 
previously validated the instrument, reliability testing is recommended when a different 
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population, in different settings is the target. The test for internal consistency of the items 
and reliability in the instrument was run in SPSS using Cronbach's alpha reliability test. 
The results showed an overall raw alpha of .955 for the 83 survey items, which is 
considered strong and acceptable. The cutoff value for being acceptable is reported to be 






Cronbach's alpha based on 
standardized items 
N of Items 
.954 .955 83 
 
Second, a series of descriptive analyses were conducted which computed the 









1 Public 35 30.7 31.0 31.0 
2 Private 15 13.2 13.3 44.2 
3 Government 48 42.1 42.5 86.7 
4 Not for profit 15 13.2 13.3 100.0 
Total 113 99.1 100.0  
Missing system 1 .9   





As shown in Table 6, the participants were 114 self-described IT personnel from 
various industries comprised of public (30.7%), private (13.2%), government (42.1%), 
and not for profit (13.2%). All were from organizations ranging in sizes from small to 
large with 35% reporting from organizations with 1500 or greater, 35% from 
organizations with 100-499, and the remainder between 500 or greater.  
The frequency analysis for each of the six categories was summarized and 
reported as multiple responses in SPSS because of the large number of questions listed in 
each category (see Table 7). Overall, in every category participants responded “yes” 
greater than 79% of the time, an indication that most participants used generally accepted 
or common practices in each sector.  
Table 8 
Frequency Summary for All Categories 
Categories Responses N Percent 
Risk management Yes 92 81.3% 
 No 22 18.7% 
Physical security Yes 90 79.4% 
 No 24 20.6% 
Security systems Yes 94 82.6% 
 No 20 17.4% 
Wireless Yes 96 84.1% 
 No 18 15.9% 
Data integrity Yes 98 85.8% 




As explained at the outset, some of the questions from each sector related to 
security requirements that an organization should, at minimum, meet or exceed. As 
shown in Table 3, all of the responses were tabulated according to the combined 
minimum and non-minimum categories. The data indicated that a majority (79%-86%) of 
the participants met the combined security requirements for managing security risks in 
the organization.  
The means, standard deviation, and frequency count were computed in SPSS for 
the 83 survey items. The results indicated that the means and standard deviations were 
relatively similar for all variables ranging from high (m = 1.51, SD .502) to low (m = 
1.05, SD .228) respectively. These findings indicated that the survey items were normally 
distributed (See Appendix B).  
A one sample Chi-square test was conducted to determine whether a significant 
difference existed between the expected frequencies of the IT participants and the 
observed frequencies in the yes/no categories of each group of variables identified as 
minimum categories. To begin, I divided each data set into minimum categories. For the 
Risk Management category, 17 questions were listed. The author identified questions 1-6 
and 8-14 as minimum yes responses. These questions were categorized as minimum. The 
results of the Chi-square test for this category were significant (Χ2 [1, n  = 114]  = 25.7- 
64.87, p < .001). That is, because the Sig. value is .000 (see Table 8), which is less than 
.05, I can say there was a significant difference between the observed frequencies of the 


















a 49.782b 30.364c 74.028c 56.467d 64.877e 
df 1 1 1 1 1 1 
Asymp. 
sig. .000 .000 .000 .000 .000 .000 
 
 
As shown in Table 8, the value labeled Asymp. Sig. (which is the p-value of the 
Chi-Square statistic) is .000 for all variables. The number of participants who responded 
yes (n = 82) was much greater than the number who responded no. The expected value 
was 52 and less. In every case, since the P-value (0.000) was less than the significance 
level (0.05), I rejected the null hypothesis. As a follow up test, I conducted a one-
sample t-test for tests of the sample mean since the Chi square indicated a strong 
statistical difference between the categorical variables as indicated by the yes and no 
responses (see Table 9). The average of the sample (M) suggested that the participants 
came from a different population, which may have contributed to the significant 




One Sample Test 
 
 Test Value = 0 




95% Confidence interval of 
the difference 
Lower Upper 
RM 36.365 113 .000 1.123 1.06 1.18 
RM 36.365 113 .000 1.123 1.06 1.18 
RM 34.293 113 .000 1.149 1.08 1.22 
RM 37.257 113 .000 1.114 1.05 1.17 
RM 31.371 112 .000 1.212 1.14 1.29 
RM 32.135 113 .000 1.193 1.12 1.27 
RM 31.437 111 .000 1.205 1.13 1.28 
RM 33.055 112 .000 1.168 1.10 1.24 
RM 31.561 107 .000 1.185 1.11 1.26 
RM 32.390 109 .000 1.173 1.10 1.24 
RM 32.168 108 .000 1.174 1.10 1.25 
RM 31.990 109 .000 1.182 1.11 1.26 
RM 30.028 105 .000 1.226 1.15 1.31 
RM 29.896 108 .000 1.257 1.17 1.34 
RM 31.118 108 .000 1.202 1.13 1.28 
RM 31.118 108 .000 1.202 1.13 1.28 
RM 29.520 108 .000 1.294 1.21 1.38 
 
Study Results 
The first research question asked, “What security risk assessments, if any, do IT 
administrators perform to protect the confidentiality and integrity of the organization’s 
information?” The null hypothesis stated, “Administrators do not regularly perform 
security risk assessments to protect the confidentiality and integrity of the organization’s 
information.” Two of the six survey constructs (questions 9 & 14) were used to assess 
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this question, Risk Management and Data Integrity and Protection. The overall results 
indicated that risk assessments were conducted at planned intervals to review the residual 
risks and the identified acceptable levels of risks. Overall, a large significant difference 
existed between the yes and no responses which indicated that an overwhelming majority 
of the IT administrators did regularly perform security risk assessments; therefore, the 
null hypothesis was rejected (See Table 10).  
Table 11 
Risk Management 
Categories Responses N Percent Percent of 
cases 
Risk management Yes 92 81.3% 1346.5% 
 No 22 18.7% 308.8% 
Total  114 100.0% 1655.3% 
 
In addition to assessing Risk Management reviews, I closely examined the 
variables of Data Integrity and Protection output returns (questions 77-83) to determine 
what percentage of participants met the minimum required responses of yes. This section 
was intended to be specific to securing the data from unauthorized modification. The 
results showed that overall 85% of the participants responded yes to questions related to 
data confidentiality and protection. More specifically, question 78 asked, if there was an 
archiving process that ensured the secure storage of data, and guarantees the continued 
confidentiality, integrity, and availability of the data. As displayed in Table 11, ninety-
eight (92.5%) participants responded yes. For this reason, I concluded that IT 
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administrators regularly perform security risk assessments to protect the confidentiality 
and integrity of the organization’s information; thereby, rejecting the null hypothesis. 
Table 12 
Data Integrity and Protection 
Categories Responses N Percent Percent of 
cases 
Data integrity Yes 718 85.8% 677.4% 
 No 119 14.2% 112.3% 
Total  837 100.0% 789.6% 
 
Research Question 2: Do network security risk management practices of IT 
administrators meet the minimally accepted practices and technical standards for wireless 
networking as measured by a security self-assessment survey? Two of the six constructs 
were used to assess this question, Network security (questions 54-60), and Wireless 
(questions 61-75). Computers, routers, and wireless access points make up the network 
security system, which transports and store technologies.  Overall, 85.1% of participants 
responded yes to questions of network security.  
Specifically, two items (62 and 63) required yes responses to meet the minimally 
accepted practices and technical standards. These were related to (a) the organization use 
of defense safeguards, such as firewalls and intrusion detection; and (b) servers 
supporting sensitive applications by removing unnecessary services and applications. 
Participants (n = 102) responded yes 94.4% and 86.1% respectively.  
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With regard to wireless assessment, a minimum of yes was required for survey 
questions (61 and 62): (a) Is there a policy in place that addresses the use of wireless 
technology? (b) Does the organization ensure that wireless networks are not used until 
they comply with the organization’s security policy? Overall, 86.9 % to 91.6 % 
responded yes. The null hypothesis was rejected in favor of the alternative. 
Summary 
Chapter 4 provided the results of the descriptive and inferential statistics for the 
study population. The purpose of this non-experimental quantitative study was to 
investigate and determine the security risk assessment practices IT administrators use to 
protect the confidentiality and integrity of the organization’s information. The data 
collection method for this study was a self-reported instrument using a cross-
representation of industries and company sizes. Six constructs were used in the present 
study to address the research questions. (a) risk management, (b) physical security, (c) 
systems security, (d) network security, (e) wireless, and (f) data integrity and protection. 
The participants were 114 self-described IT administrators from organizations throughout 
the United States.          
 The analyses outcome in SPSS showed significant difference in participant 
responses to both research questions 1 and 2.  The overall results indicated that an 
overwhelming majority (81.3%) of the IT administrators conducted risk assessments at 
planned intervals; therefore, I rejected the null hypothesis that stated, “Administrators do 
not regularly perform security risk assessments to protect the confidentiality and integrity 
of the organization’s information.” Additionally, the findings revealed that an 
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overwhelming majority (86.9%) of participants met or exceeded the minimally accepted 
practices and technical standards for wireless networking as measured by the security 
self-assessment survey. Therefore, I rejected the hypothesis for RQ2 that stated, “The 
network security risk management practices of IT administrators do not meet the 
minimally accepted practices and technical standards for wireless networking as 
measured by a security self-assessment survey. Chapter 5 concludes the study with a 
summary discussion of the findings, recommendations for future research, implications 




Chapter 5: Summary, Conclusion, and Recommendations 
Introduction 
The purpose of this non-experimental quantitative study was to investigate and 
determine the security risk assessment practices IT administrators used to protect the 
confidentiality and integrity of each organization’s information when using wireless 
networking. The participants were 114 men and women IT administrators from various 
organizations throughout the United States.  
The central focus of the study was assessing the generally accepted or common 
practices of IT managers relevant to the relevance of a security safeguard. The self- 
assessment survey tool was used to assess the minimum-security requirements for any 
organization regardless of its size or the sensitivity of the personal information it held. 
The goal was for IT administrators to be able to answer “yes” to each question. The 
findings indicated that an overwhelming majority (89%) of participants answered yes to 
the survey questions in each sector of the survey. Chapter 5 summarizes the results of the 
study with respect to the following: interpretation of the findings, limitations of the study, 
recommendations, and conclusion. 
Interpretation of Findings 
The theoretical foundation for this study was based on a risk assessment and 
analysis framework, which was used for categorizing and sharing information about the 
risks and the necessary security safeguards needed for security management. Saleh et al. 
(2011) noted that a proper and efficient security risk assessment should result in 
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improved outcomes. The term risk was used in this study to describe the possible impact 
of threats to exposed and vulnerable information assets. Information assets were 
presented as values by using the properties of confidentiality, integrity, availability, and 
other properties essential to the organization.  
The first research question asked, What security risk assessments, if any, do IT 
administrators perform to protect the confidentiality and integrity of the organization’s 
information? Risk management was the first sector of the survey assessed, which focused 
on the actions of IT administrators when identifying the personal information assets of 
the organization. In addition, this sector assessed how organizations documented, 
analyzed, and evaluated the losses and damages resulting from personal information 
security invasions. The findings indicated that over 80% of IT administrators reported yes 
to analyzing, evaluating, and documenting information with respect to the personal 
impacts on customers and employees; possible threats and vulnerabilities; and the levels 
of acceptable risk.  
A key component of risk management in the survey report was the risk review 
section. This sector examined the availability of a risk treatment plan that managed 
personal information security risks. More than 83% (n  =  94) responded yes to this 
question. These findings suggested that more and more organizations are devising risk 
management plans to handle situations involving security related incidents such as 
hacking, copyright infringement, and defamation. It is crucial that organizations employ 
effective security methods for conducting IT risk assessment. For research question 1, I 
accepted the alternative hypothesis, which stated that IT administrators regularly perform 
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network security risk assessments to protect the confidentiality and integrity of the 
organization’s information.  
Chickowski (2013) noted that although security organizations may cover all of 
their bases in a routine IT risk assessment, such coverage should be carried out often 
enough to keep apprised of a growing number of new risks. The frequency with which IT 
administrators conduct the risk assessment process is almost as important as the means of 
carrying them out (Chickowski, 2013). Eighty-two percent (82%) of IT administrators 
reported they conducted risk assessments at planned intervals to review the residual and 
acceptable levels of risks, taking into account changes to the organization, technology, 
identified threats, and possible future threats.  
The second research question examined the network security risk management 
practices of IT administrators relevant to meeting the minimally accepted practices and 
technical standards for wireless networking. Radack (2013) argued that maintaining 
secure wireless networks takes more frequent risk assessment and control evaluation than 
is required for other systems and networks. Overall, 83% of the IT administrators 
responded yes to the wireless sector of the survey. Over 90% claimed a policy was in 
place that addressed the use of wireless technology. These results were significant for 
wireless network security risk management (Tsai & Huang, 2011).  
Other wireless actions reported by the IT administrators were confirmed as 
significant in the literature. For example, Radack (2013) argued that several steps should 
be taken by IT managers to achieve quality management of wireless systems. Radack 
believed that administrators should fully understand wireless network topology, conduct 
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frequent inventory on handheld and wireless devices, and back up data continually. 
Additionally, they should periodically test and assess wireless network security, and track 
for standard changes in the wireless industry that would not only improve security, but 
also allow the release of new merchandise (Radack, 2013).  
Consistent with Radack (2013), more than 82% of participants responded yes to 
having strong available security features enabled. However, only 70% said yes when 
asked whether the organization performed regular and random comprehensive security 
assessments, which included identifying unauthorized wireless access points and 
removing the devices. These findings suggested that the wireless networks of some 
organizations may be vulnerable and easy to attack. The literature indicated that wireless 
security is not solely a technical issue; a human factor is also present (Guo, Yuan, Archer, 
& Connelly, 2011; Kirankumar, Babu, Prasad, & Vishnumurthy, 2012). These factors 
must be addressed by appropriate countermeasures that involve employee awareness of 
the issues, user education, clearly stated organizational policies, and practices by 
management.  
The self-assessment of physical security and system security responses were 
positive with a range of 85-92% responses for yes. Radack (2013) noted that  
physical controls should be implemented to protect wireless systems and information.   
Minimal physical security measures should include storing personal information in 
locked cabinets, locked office doors, pass cards, and intrusion alarm systems. The 
premise is that physical countermeasures can lessen risks such as theft of equipment and 
insertion of rogue access points or wireless network monitoring devices (Radack, 2013). 
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Security is just as critical and important in ad-hoc networks as in traditional 
networks. The sensitive data there should be protected from malicious eavesdroppers and 
network services should only be provided to eligible users (Butt, 2013). Taylor and Brice 
(2012) argued that too often when managers make security decisions, they do not have 
the requisite expertise regarding threats to their businesses’ data. Consequently, they end 
up relying only on information readily available and a technology-based approach to 
addressing organization security risks. Taylor and Brice (2012) noted that most managers 
turn to trusted advisors such as IT managers to protect the organization from security 
breaches.  The premise is that if management relies solely on this advice, the human 
element of organization security management may go unnoticed.  
Toxen (2014) argued that a periodic security audit should be an ongoing process. 
Toxen believed that an outside security audit performed quarterly or 
annually and reviewed by senior management would have found the NSA’s problems 
and, perhaps, fixed them in time to stop Edward Snowden who, while a contractor for the 
government NSA in Hawaii, copied and smuggled up to 1.7 million top-secret documents 
while working in the secured facility. These documents were leaked to the press and 
consequently altered the relationship of the United States government with other 
countries.  
A key sector of the survey addressed the organization’s policy relevant to the 
personal information stored on mobile and wireless devices. At minimum, all 
organizations should conduct a policy review and update policies at regularly scheduled 
intervals. The findings indicated that a majority (82%) of the participants responded yes 
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to having a policy in place for the organization. Written IT security policies are deemed 
necessary; however, organizations should have a way to check compliance (Aruba 
Networks, 2012). As such, many companies draft their own policies banning all wireless 
devices. However, since many users in the workplace demand mobility, users will install 
their own wireless connections or hotspots. These unauthorized access points effectively 
open an organization’s network to intrusion by anyone in the neighborhood. Chenoweth 
et al. (2010) suggested that using a scanning technique would strengthen organizational 
policy. Users would be aware that they can be audited and would be more likely to 
remain compliant.  
Most representatives in the study were aware that noncompliance put their 
information at a potential security risk. According to Meyer (2015), most corporations 
can honestly state they have a good set of security policies. However, where most 
companies fail is in executing these policies. This becomes a significant factor in data 
breaches. When a corporation has a data breach, the first question any external assessor, 
regulator or court official will ask is whether the proper policies were followed.  If it was 
discovered, they were in noncompliance, that corporations will be viewed as negligent in 
its responsibilities. Therefore, it is essential for corporations to measure their policy 
compliances consistently. Implementing policies requires processes, procedures and 
standards that need to be established within the company, including ones for security 
breaches (Siponen, Mahmood, & Pahnila, 2009). 
The last sector. Data Integrity and Protection, addressed procedures for securing 
employees removing authorized personal information from the premises. At minimal, 
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85% of the participants responded yes to this question. A security-related breach could 
cost an organization to lose personal information, resulting in a breach of confidentiality 
and integrity (Alshboul, 2010).  
Aforementioned in the literature review, almost all established enterprises are 
targets, and the attacks have become more sophisticated as evidenced by the emergence 
of advanced persistent threats. Companies like Target, Sony’s PlayStation Network, and 
many government agencies have firsthand knowledge the reputational and financial 
damage that occurs when private information is compromised or breached. The large 
retailer Target had its database breached in late 2013 and over 40 million customers had 
their personal information, stolen (Crosman, 2014). Sony’s PlayStation Network was the 
victim of hackers accessing personal data for approximately 70 million Sony’s 
PlayStation Network members. The information that was taken included addresses, credit 
card information, passwords, logins, and even security answers for the passwords (Yen, 
2011). The Sony breach affected everyone, from executives to employees. Confidential 
information was leaked online and several Sony employees sued the company because of 
the breach. When news of the attack leaked, Sony’s stock prices dropped dramatically. 
Another reminder, in South Carolina, the Department of Revenue reported two hackers 
breached the Department of Revenue’s database and collected in excess of 3.5 million 
social security numbers and an additional 387,000 credit and debit cards (Zolkos, 2012). 
Elkind (2015) described the recent breach security at Sony Pictures as the inside 
hack of the century. In November 2014, a devastating cyberattack was launched on Sony 
Pictures. Employees were met with menacing sounds, images and threats looming over 
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computer screens of personal computers and servers.  Sony’s IT staff immediately tried to 
pull the plug, but not before the hackers had wiped out erased everything stored on 3,262 
of the company’s 6,797 personal computers and 837 of its 1,555 servers. That was just 
the beginning of Sony’s nightmare. Damages included dumping confidential files onto 
public file-sharing sites, destroying unfinished movie scripts, gaining access to emails, 
salary lists, and more than 47,000 Social Security numbers. The hackers threatened 
a 9/11-style attack against theaters, prompting Sony to abandon; “The Interview’s 
Christmas” release. These are just a few examples of how security breaches in the 
corporate world can impact so many lives. Prakash and Singaravel (2014) described these 
type acts as information related terrorism; it means security violations and cyber 
terrorism through access control and other means.  
As indicated in the literature review and as previously mentioned, so much 
personal and private information is now available electronically and on the web. These 
attacks on the databases, computers, networks, and the Internet can wreak havoc for 
businesses. Prakash and Singaravel (2014) argued that cyber terrorism could cause 
billions of dollars in damage to businesses if terrorists attack a company’s information 
system and deplete accounts valuable accounts. Aforementioned, crippling a company’s 
computer system means millions of dollars lost in productivity. It is therefore critical that 
the information systems be secure. 
In summary, the security of data should be the main requirement of any IT 
organization. It is clear that in today’s workplace, data sent and received in many 
electronic forms, expose companies to increased data hacks, threats, and losses (Kaur, 
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Rana, & Rishma, 2012). To minimize the security risk, organizations should perform 
security assessments before implementing wireless technologies to determine the specific 
threats and vulnerabilities that wireless networks are capable of producing in the 
organizational environments. Consideration for existing security policies, threats and 
vulnerabilities, company policies, safety issues, and costs for security measures are 
necessary (Spears & Barki, 2010). When the risk assessment is complete, the 
organization can begin planning and implementing the measures necessary to safeguard 
their systems and reduce their security risks to a manageable level. The policies and 
measures put in place should periodically be re-assessed because technologies and 
malicious threats are constantly changing (Xu, Hu, & Zhang, 2013). 
Although the survey did not specifically address the level of employee training, 
education is important for many organizations. From a theoretical perspective, the way a 
user implements the various technologies, take the precautionary to protect the privacy of 
the organization is reflective of Bandura’s (1982) theory. Bandura noted that behavior 
can be predicted by self-efficacy, perceived ease of use, and outcome judgments, how 
well an action can be executed by the individuals.  
In the survey, many businesses answered that they did, in fact, have official 
strategies or processes for training employees on business’ security policies. 
It is essential, however, for IT managers to make sure employees make the right decision 
in their daily execution of their assigned tasks. For instance, employees know not to share 
passwords at workstations; however, an employee may find it simpler to just give his or 
her password to the next user, which can ultimately lead to vulnerabilities and potential 
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security breaches. That password can fall into the hands of someone who is less than 
honest. The key tenent is that it is not just about training employees but also making sure 
that they do the right thing to safeguard against a security breach. 
In summary, security breaches are on the rise and as the number of information 
security incidents continues to escalate so do financial losses to the organization. A 
recent survey report in 2014 revealed the number of detected incidents costed 42.8 
million dollars (PWC, 2015). It is a given fact that cyber risks will never completely be 
eliminated; however, organizations must remain vigilant and proactive in risk 
management and assessment in the face of a continually evolving vulnerabilities and 
threats.  
Limitations of the Study 
The limitations of the current study include the small sample size and the use of 
only six indicators assessing risk management. However, adding more than 83 questions 
could create response bias. Modifying some of these factors, such as survey length and 
the wording or items may help to decrease non-response for specific items. Per a shorter 
would insure that respondents are more likely to complete it. For IT managers, factors 
such as motivation, boredom, difficulty as well as time constraints could impact response 
time and completion.   
Another limitation was geographical location. The survey was generated from  IT 
industries within the Northeastern region of the United States of different sizes. Practices 
in larger organizations may differ for the smaller organization with fewer employees. As 
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a result, findings may not generalize to other organizations and businesses in regions 
throughout the United States.  
Several limitations of this study can be addressed in future research. First, 
I believe that objective measures of security protection behaviors, though somewhat 
obtrusive in nature, should be considered. For instance, researchers could observe the 
workplace behavior of employees to obtain an assessment of the level of security 
compliance in the organization. Additionally, future studies could examine the behavior 
of employees before and after the implementation of new security training policies. The 
survey was tested in the United States, context and results might not be representative of 
the generalized global population. Therefore, the study could be replicated in other 
countries and in different organizational settings, and with larger sample groups for more 
generalizable findings. Additionally, further research is required for incorporating the 
identified key issues into information security management systems.  
Recommendations 
The results of this study set the stage for additional future research and 
recommendations. The key recommendations I suggest are literature based beginning 
with the theoretical concept of Risk Management. Although an overwhelming majority of 
participants indicated with yes responses that they conducted risk reviews on a regular 
basis, a substantial number had not (20-30%). More and more organizations should 
devise risk management plans to handle situations involving data integrity. It is crucial 
that organizations employ effective security methods for conducting IT risk assessment. 
With the rapid changing hacking climate, the frequency with which they conduct the risk 
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assessment process is almost as important as the means of carrying them out. The 
premise is that assessments should be carried out often enough to keep apprised of a 
growing number of new risks (Chickowski, 2013). 
Radack (2013) described a whole range of actions or approaches that 
organizations can take to secure their devices and mobile networks, beginning with 
reviewing policies and understanding some of the associated risks. Most suggestions 
were related to mobile devices. A proper risk assessment should include a minimal of the 
following: (a) identifying the personal information assets of the organization and their 
sensitivities, (b) analyzing, evaluating and documenting the business losses or damages 
that might result from personal information security failures. This should include 
assessing the personal impact on the customers and employees and understanding the 
acceptable risks.  
Business organizations rely heavily on Internet services to reduce cost and speed 
production. As such, regular reviews and risk assessments should be conducted at 
scheduled intervals to identify high levels of security risks. (Bojanc & Jerman-Blazic, 
2013). Any penetration or threats may cause substantial loss for the company, 
subsequently stalling or shutting down business operations. 
With regard to the wireless networking, Kirankumar, Babu, Prasad, and 
Vishnumurthy (2012) reported several ways to secure a wireless network from intruders. 
The most effective way was encryption or scrambling of communications over the 
network. Most wireless routers have built-in encryption mechanisms that can be turned 
off and on by the user. The second suggestion was to install anti-virus and anti-spyware 
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software and keeping them up-to-date. The third way was to turn off the mechanism 
called identifier broadcasting that sends out a signal to any device in the vicinity 
announcing its presence. This prevents hackers from honing in on vulnerable wireless 
networks (Kirankumar et al., 2012).  
It is not possible to predict all areas of security risks needed for future research; 
however, in light of the findings and method used in the present research, I believe other 
methods would be suitable to explore the topic further. Future research using a qualitative 
approach is needed to gain an understanding of current issues in information security and 
IT management, together with an in-depth knowledge of a variety of techniques for 
strategically managing IT, both as a resource as well as for analyzing and controlling 
security risks.  
C. Harrington (personal communication, 2015), Deputy Program Executive 
Officer of Health Service Systems, suggested the following:  
The instrument may need updating to allow for additional responses to the 
questions such as do not know, not applicable, and written responses. 
Additionally, since some questions concerning physical security may be out dated 
since technology has evolved to Common Access Cards (CAC). The CAC is a 
"smart" card about the size of a credit card used to enable physical access to 
buildings and controlled spaces, and it provides access to computer networks and 
systems. Many buildings are secured by CAC entry and departure (personal 
communication, June 15, 2015). 
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I believe that every IT administrator should be able to say yes to all of the survey 
questions. Obviously, this did not happen. Perhaps, a qualitative approach using a focus 
group would better capture the views of several participants. In addition, it would be a 
useful body of research to review the written policies of various organizations and 
compare what actually takes place with the written policy.  
Implications  
The overarching goal of this study is to strive for positive social change that 
impacts organizations and society in general. As part of a degree requirement Walden 
University defines positive social change as a deliberating process of creating and 
applying ideas and actions to promote the worth, dignity, and development of individuals, 
communities, organizations, institutions, cultures, and societies.  Positive social change 
results in the improvement of human and social conditions. Information and 
communication technologies have been a key driving force in reshaping and improving 
our quality of life (Tiong, et al., 2006). It is a given fact that wireless technology 
initiatives provide greater opportunities for social impact than many other information 
and communications technologies. For example, physical access to mobile phones, 
tablets, and laptops is obviously more prevalent compared to computers and other less 
readily available technologies. Many organizations are installing and implementing 
wireless networks.  
With the widespread growing mobile network coverage and use of mobile and 
handheld devices, obviously come security risk that can impact lives forever. Outside 
intruders can connect to wireless access points. Internet connections used by employees 
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to download music, games, and other applications, reduce employee productivity and 
place the company at risk for unauthorized users to use the Internet connection for 
malicious purposes such as hacking. By using the Internet line, intruders often conceal 
themselves under protective cover and appear to be a part of your business. Businesses 
are at risk if the intruder is doing illegal activity, such as collecting and distributing 
private information. This was demonstrated in the recent security breach at Sony Pictures 
with the inside work described as the hack of the century (Elkind, 2015). 
In recent weeks, a reporter for the Washington Post reported that China hacked 
into the federal government’s network, compromising four million current and former 
employees' information (Nakashima, 2015).  The hack was the largest breach of federal 
employee data in recent years. It was the second major intrusion of the same agency by 
China in less than a year and the second significant foreign breach into United States 
government networks in recent months. Last year, Russia compromised White House and 
State Department e-mail systems in a campaign of cyberespionage. When these types of 
activities occur into restricted government networks, the government image and 
reputation are at stake. Organizations are largely responsible for any and all activities 
related to the Internet connection. 
Based on the recent turn of events of breach in the literature and news media, the 
implications of this study for the practice of Systems’ Information Management and other 
related disciplines are unlimited. With wireless and mobility permeating in organizations 
and society in general, now is a good time for IT administrators to review the risks, 
security policies, and protection that are in place in their various organizations.  
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The recent events clearly validate the literature reviewed, which provided 
evidence that wired networks compared with wireless networks might be more vulnerable 
and easy to attack (Kirankumar et al., 2012). In a wired network, hackers or attackers 
gain access by penetrating some physical security perimeter to gain network access, 
whereas, in wireless networking, attackers easily gain access without getting into a 
building or physical setting. However, the literature indicated that wireless security is not 
solely a technical issue, a human factor is also present (Guo, Yuan, Archer, & Connelly, 
2011). These factors must be addressed by appropriate countermeasures that involve 
employee awareness of the issues, user education, clearly stated organizational policies, 
and practices by management.  
Taylor and Brice (2012) argued that too often when managers make security 
decisions, they do not always have the requisite expertise regarding threats to their 
businesses’ data. Consequently, they end up relying on only information readily available 
and a technology-based approach to addressing organization security risks. Taylor and 
Brice (2012) noted that most managers turn to trusted advisors, whom they consider 
experts, to protect the organizational from security breaches (example, the Information 
Technology (IT) manager).  The premise is that if management relies solely on this 
advice, the human element of organization security management may go unnoticed.  
As the findings indicated, most companies have policies for wireless and mobility 
in place. Reviewing policies will send a clear message to the business and users that 
administrators are serious about wireless and mobile security. It is important to note that 
many of the security threats have changed and migrated down from enterprises to smaller 
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businesses. However, as the findings indicated, many organizations (20% or greater) have 
not reviewed their wireless and mobility risks in line with increasing wireless use. 
The literature reviewed makes it clear that regardless of what countermeasures are 
applied, it is not practical or possible to defend any organization or business against all of 
the many possible attacks; suggesting that a more realistic goal is to reduce the associated 
risk to a more acceptable level (Phifer, 2008). Aforementioned, a good first step is to 
begin by identifying one’s own wireless vulnerabilities and possible attackers. With this 
in mind, an organizational IT manager should follow several steps considered necessary 
in performing risk analysis recommended by Phifer (2008). They were the following: (a) 
define the business needs of the organization; (b) identify and certify who needs wireless 
networking access and where; (c) carefully classify individuals or departments who are 
allowed to use 802.11 in the workplace and mobile devices off site: and (d) regulate 
which applications and databases should be accessible to wireless users (Phifer, 2008; 
Radack, 2013). 
Aside from these key steps, the IT manager needs to regularly assess and quantify 
any new risks to the business caused by adding wireless networking. That is, mangers 
should estimate the potential cost to business during downtime and recovery expenses. 
This positions the manager to be able to write and implement enforceable security 
policies (Radack, 2013).  Phifer (2008) argued that to be truly effective, managers should 
carry out regular assessments to spot new vulnerabilities and to verify that installed 
security measures are working as intended. These assessments may be performed 
internally or by third-party individuals who are knowledgeable or have no knowledge of 
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the organization’s security networks. The premise is that organizations and individuals 
reap benefit when wireless networks and devices are protected from deliberate and 
intentional threats. Again, it is important to stress that although no perfect system exists 
that can prevent all penetrations; countermeasures can offer some managerial solutions to 
reduce many common risks associated with wireless technology.   
 The IT organizations in this study ranged in sizes from small to medium with 100-
1500 number of employees. Meyer (2015) argued that regardless of organizational size or 
regulatory requirement, companies should establish a risk committee that has oversight of 
business resilience risks and make cyber threats and vulnerabilities a focal pillar of the 
risk management program reporting to the board. Having a business resilience plan that 
includes cyber will not only save money on impacting events, but will also allow 
business to resume much more quickly than if data are lost or compromised. 
All corporations are subject to the risk of a data security breach. While it can be a 
gut-wrenching ordeal, known how to manage a breach can make it much easier to contain 
the damage. Although, the survey did not specifically address the training aspects of IT 
employees, the findings clearly indicated that training is needed for all employees and 
managers to ensure at a minimum, they are aware of and understand their security 
responsibilities, as well as their security policies and practices. This should include 
understanding permitted access, and use and disclosure of personal information.  
Risk management involves a number of human activities which are based on the 
way the various stakeholders perceive risk associated with IS assets.  I believe that both 
organizations and individuals can greatly benefit when security measures are properly 
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addressed to protect the wireless networks and wireless devices used for business 
applications. When IT managers properly and frequently assess the risks associated with 
wireless technologies in their companies, they can effectively reduce the risks by taking 
early actions to address specific threats and vulnerabilities.  While this study may not 
prevent all penetrations and adverse events in the organization, it can be effective in 
bringing attention to how IT managers can reduce many of the common risks associated 
with wireless computing. 
Additionally, this study is able to contribute to theory and practice. Results of the 
study demonstrated support for the IT management perspective and thus provided a valid 
framework in studying employee security behavior in the organization. When the results 
of the study are published, industry experts will gain insight on how employee behaviors 
is relevant to security guidelines can be addressed and managed effectively.  
Conclusions 
Security risk in wireless networks is one of the major problems facing wireless IT 
organizations today. The findings from the study demonstrated that with the rapid rise of 
wireless technology in organizations, risk management is necessary to secure the 
information and assets of the company. IT managers from all sizes and types of 
organizations used measures to reduce the risks by applying the appropriate actions to 
counter the specific threats. Also, security risk assessments can aid in the implementation 
of security policies and guidelines. While, not all measures will prevent all possible 
invasions and threats, researchers confirmed they can be effective in reducing many of 
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Appendix A: Wireless Questions from Security Self-Assessment Tool  
 







Appendix B: Descriptive Statistics 
Risk Management (RM)  
 
 N Mean Std. 
Deviation 




         
RM 114 1.12 .330 1 2 1.00 1.00 1.00 
RM 114 1.12 .330 1 2 1.00 1.00 1.00 
RM 114 1.15 .358 1 2 1.00 1.00 1.00 
RM 114 1.11 .319 1 2 1.00 1.00 1.00 
RM 113 1.21 .411 1 2 1.00 1.00 1.00 
RM 114 1.19 .396 1 2 1.00 1.00 1.00 
RM 112 1.21 .406 1 2 1.00 1.00 1.00 
RM 113 1.17 .376 1 2 1.00 1.00 1.00 
RM 108 1.19 .390 1 2 1.00 1.00 1.00 
RM 110 1.17 .380 1 2 1.00 1.00 1.00 
RM 109 1.17 .381 1 2 1.00 1.00 1.00 
RM 110 1.18 .387 1 2 1.00 1.00 1.00 
RM 106 1.23 .420 1 2 1.00 1.00 1.00 
RM 109 1.26 .439 1 2 1.00 1.00 2.00 
RM 109 1.20 .403 1 2 1.00 1.00 1.00 
RM 109 1.20 .403 1 2 1.00 1.00 1.00 
RM 109 1.29 .458 1 2 1.00 1.00 2.00 








Physical Security (PS) 
 N Mean Std. 
Deviation 




         
PS 109 1.13 .336 1 2 1.00 1.00 1.00 
PS 111 1.08 .274 1 2 1.00 1.00 1.00 
PS 111 1.23 .425 1 2 1.00 1.00 1.00 
PS 110 1.35 .478 1 2 1.00 1.00 2.00 
PS 107 1.26 .442 1 2 1.00 1.00 2.00 
PS 107 1.06 .231 1 2 1.00 1.00 1.00 
PS 110 1.14 .345 1 2 1.00 1.00 1.00 
PS 105 1.09 .281 1 2 1.00 1.00 1.00 
PS 109 1.33 .472 1 2 1.00 1.00 2.00 
PS 108 1.51 .502 1 2 1.00 2.00 2.00 
PS 109 1.10 .303 1 2 1.00 1.00 1.00 
PS 110 1.25 .438 1 2 1.00 1.00 2.00 
PS 107 1.19 .392 1 2 1.00 1.00 1.00 
PS 105 1.18 .387 1 2 1.00 1.00 1.00 
PS 106 1.25 .438 1 2 1.00 1.00 2.00 
PS 106 1.30 .461 1 2 1.00 1.00 2.00 
PS 110 1.05 .228 1 2 1.00 1.00 1.00 
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System Security (SS) 
 N Mean Std. 
Deviation 




         
SS 110 1.16 .372 1 2 1.00 1.00 1.00 
SS 110 1.09 .289 1 2 1.00 1.00 1.00 
SS 109 1.08 .277 1 2 1.00 1.00 1.00 
SS 107 1.17 .376 1 2 1.00 1.00 1.00 
SS 108 1.19 .398 1 2 1.00 1.00 1.00 
SS 108 1.20 .405 1 2 1.00 1.00 1.00 
SS 105 1.19 .395 1 2 1.00 1.00 1.00 
SS 109 1.16 .364 1 2 1.00 1.00 1.00 
SS 109 1.12 .326 1 2 1.00 1.00 1.00 
SS 106 1.16 .369 1 2 1.00 1.00 1.00 
SS 106 1.21 .407 1 2 1.00 1.00 1.00 
SS 105 1.39 .490 1 2 1.00 1.00 2.00 
SS 109 1.17 .373 1 2 1.00 1.00 1.00 
SS 105 1.10 .308 1 2 1.00 1.00 1.00 
SS 109 1.14 .346 1 2 1.00 1.00 1.00 
SS 109 1.14 .346 1 2 1.00 1.00 1.00 
SS 109 1.39 .489 1 2 1.00 1.00 2.00 
SS 107 1.11 .317 1 2 1.00 1.00 1.00 
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Network Security (NS) 
 N Mean Std. 
Deviation 




         
NS 107 1.23 .425 1 2 1.00 1.00 1.00 
NS 108 1.06 .230 1 2 1.00 1.00 1.00 
NS 108 1.14 .347 1 2 1.00 1.00 1.00 
NS 106 1.20 .400 1 2 1.00 1.00 1.00 
NS 107 1.11 .317 1 2 1.00 1.00 1.00 
NS 107 1.16 .367 1 2 1.00 1.00 1.00 






 N Mean Std. 
Deviation 




         
WI 107 1.08 .279 1 2 1.00 1.00 1.00 
WI 107 1.13 .339 1 2 1.00 1.00 1.00 
WI 107 1.10 .305 1 2 1.00 1.00 1.00 
WI 106 1.16 .369 1 2 1.00 1.00 1.00 
WI 106 1.24 .427 1 2 1.00 1.00 1.00 
WI 104 1.30 .460 1 2 1.00 1.00 2.00 
WI 104 1.08 .268 1 2 1.00 1.00 1.00 
WI 103 1.18 .390 1 2 1.00 1.00 1.00 
WI 105 1.11 .320 1 2 1.00 1.00 1.00 
WI 105 1.16 .370 1 2 1.00 1.00 1.00 
WI 101 1.15 .357 1 2 1.00 1.00 1.00 
WI 104 1.30 .460 1 2 1.00 1.00 2.00 
WI 105 1.20 .402 1 2 1.00 1.00 1.00 
WI 103 1.08 .269 1 2 1.00 1.00 1.00 






Data Integrity (DI) 
 N Mean Std. 
Deviation 




         
DI 105 1.13 .342 1 2 1.00 1.00 1.00 
DI 106 1.08 .265 1 2 1.00 1.00 1.00 
DI 103 1.12 .322 1 2 1.00 1.00 1.00 
DI 105 1.16 .370 1 2 1.00 1.00 1.00 
DI 102 1.10 .299 1 2 1.00 1.00 1.00 
DI 106 1.10 .306 1 2 1.00 1.00 1.00 
DI 105 1.14 .352 1 2 1.00 1.00 1.00 
DI 105 1.30 .463 1 2 1.00 1.00 2.00 
 
