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ANALISIS SENTIMEN PROGRAM TELEVISI 
INDONESIA LAWYERS CLUB MENGGUNAKAN         
K-NEAREST NEIGHBOR, NAÏVE BAYES CLASSIFIER, 
DAN DECISION TREE 
ABSTRAK 
 Oleh: Nico Nathanael Wilim  
 
 
Text mining merupakan salah satu penerapan konsep dan teknik data mining yang 
dapat digunakan untuk menganalisa data dalam bentuk teks yang merupakan tulisan opini 
atau pendapat masyarakat terhadap suatu program televisi. Penelitian ini menggunakan 
teknik analisis sentimen yang merupakan bagian dari konsep text mining, untuk melakukan 
analisis data dari kumpulan opini yang  diambil dari kolom-kolom komentar, cuitan-cuitan 
netizen di twitter, dan berbagai sumber unggahan orang-orang yang terkait akan opini atau 
pandangannya terhadap program televisi Indonesia Lawyer Club (ILC) yang pernah 
memenangkan penghargaan Panasonic Gobel Awards 2018. Namun pada tahun 2019 ILC 
tidak memenangkan penghargaan tersebut karena direbut program televisi Mata Najwa di 
peringkat pertama. Penelitian ini dilakukan karena adanya kekalahan ILC pada tahun 2019. 
Hasil dari analisis sentimen nantinya berupa persentase sentimen positif dan negatif dan 
juga perbandingan antara ILC dengan Mata Najwa.  
Penelitian analisis sentimen ini menggunakan alat bantu software Python 
programming dan Rapidminer yang digunakan untuk mengambil cuitan-cuitan twitter dan 
melakukan pra-proses mulai dari cleansing, case folding, tokenization, filtering, stemming, 
weighting word, hingga klasifikasi. Proses klasifikasi dilakukan untuk menentukan kelas 
dari sentimen yang menggunakan tiga metode algoritma, yaitu K-NN, Naïve Bayes 
Classifier, dan Decision Tree. Algoritma-algoritma tersebut akan digunakan untuk 
melakukan evaluasi accuracy yang terbaik dari penelitian.  
 




SENTIMENT ANALYSIS ABOUT INDONESIAN 
LAWYERS CLUB TELEVISION PROGRAM USING      
K-NEAREST NEIGHBOR, NAÏVE BAYES CLASSIFIER, 
AND DECISION TREE 
 
ABSTRACT 
By: Nico Nathanael Wilim 
 
 
Text mining is one of the applications of data mining concepts and techniques that can 
be used to analyze data in the form of text which is written opinion or public opinion of a 
television program. This study uses sentiment analysis techniques that are part of the 
concept of text mining, to analyze data from a collection of opinions taken from comments 
columns, tweets of netizens on Twitter, and various uploading sources of people related to 
their opinions or views of Indonesian Lawyer Club (ILC) television program which won 
the 2018 Panasonic Gobel Awards. However in 2019 ILC did not win the award because it 
was won by Mata Najwa television program in the first place. This research was conducted 
because of the defeat of ILC in 2019. The results of the sentiment analysis will be in the 
form of a percentage of positive and negative sentiments and also a comparison between 
ILC and Mata Najwa. 
This sentiment analysis research uses Python programming and Rapidminer software 
tools that are used to retrieve Twitter tweets and pre-process from cleansing, case folding, 
tokenization, filtering, stemming, word weighting, to classification. The classification 
process is done to determine the class of sentiments using three algorithm methods, K-NN, 
Naïve Bayes Classifier, and Decision Tree. These algorithms will be used to evaluate the 
best accuracy of the research. 
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