Abstract. We study the zero viscosity and thermal diffusivity limit of an initial boundary problem for the linearized Navier-Stokes-Fourier equations of a compressible viscous and heat conducting fluid in the half plane. We consider the case that the viscosity and thermal diffusivity converge to zero at the same order. The approximate solution of the linearized NavierStokes-Fourier equations with inner and boundary expansion terms is analyzed formally first by multiscale analysis. Then the pointwise estimates of the error terms of the approximate solution are obtained by energy methods. Thus establish the uniform stability for the linearized Navier-Stokes-Fourier equations in the zero viscosity and heat conductivity limit. This work is based on [8] and generalize their results from isentropic case to the general compressible fluid with thermal diffusive effect. Besides the viscous layer as in [8] , the thermal layer appears and couples with the viscous layer linearly.
Introduction
The evolution of a compressible viscous and heat conducting fluid occupying in the half-plane can be described by the density ρ(t, x) ≥ 0, the velocity u(t, x) = (u 1 , u 2 )(t, x) ∈ R 2 , and the temperature θ(t, x) ≥ 0 obeying the Navier-Stokes-Fourier system of equations:
∂ t ρ + ∇ x ·(ρu) = 0 , ∂ t (ρu) + ∇ x ·(ρu ⊗ u) + ∇ x p = ∇ x ·S , ∂ t (ρQ(θ)) + ∇ x ·(ρQ(θ)u) + θp θ ∇ x ·u = S : ∇ x u − ∇ x ·q , (1.1) with (t, x) ∈ R + × Ω. Here Ω = {(x 1 , x 2 ) ∈ R 2 , x 1 > 0} is the half plane with boundary Γ = ∂Ω = {(0 , x 2 ) : x 2 ∈ R}. In the system (1.1), Q ∈ C 2 ([0, ∞)) is a given function such that
The quantities p, S, and q are determined in terms of ρ, ∇ x u and θ through constitutive equations: The first, Newton's law of viscosity, S(u) = µ(∇ x u + ∇ x u ) + λ∇ x ·uI, with constant viscosity coefficients µ, λ satisfying µ > 0 , ξ = λ + µ ≥ 0 . The second, the state equation p = p e (ρ) + θp θ (ρ) . The third, Fourier's law q = −κ∇ x θ with the thermal diffusivity κ > 0. More details of the derivation of the system (1.1) can be found in [1] .
In this paper, we study the system (1.1) imposed with the non-slip boundary condition : 2) and the initial data (ρ, u 1 , u 2 , θ) (x, t)| t=0 = (ρ 0 , u 1,0 , u 2,0 , θ 0 ) (x) , x ∈ Ω.
(1.3)
On the other hand, the motion of an inviscid compressible fluid without thermal diffusivity is governed by the compressible Euler equations, which are obtained by formally setting the viscosity coefficients µ, λ and the thermal diffusivity κ as zeros in (1.1).
∂ t ρ + ∇ x ·(ρu) = 0 , ∂ t (ρu) + ∇ x ·(ρu ⊗ u) + ∇ x p = 0 , ∂ t (ρQ(θ)) + ∇ x ·(ρQ(θ)u) + θp θ ∇ x ·u = 0 . (1.5)
Furthermore, we impose the same initial data for (1.4) as in (1.1), i.e. (1.3). Xin and Yanagisawa [8] studied the zero viscosity limit of the linearized Navier-Stokes equations for an isentropic compressible viscous fluid in the half plane. In other words, they considered the equations (1.1) without the energy equation, and the pressure p = p(ρ) depending only on the density ρ. Under the assumption that the coefficients of viscosity µ and the bulk viscosity ξ = µ + λ have the same order O(ε 2 ), they investigated the asymptotic behavior of the solution of an Dirichlet boundary value problem of the linearized Navier-Stokes equation as the parameter ε goes to zero. It is well-known that due to the disparity of the boundary conditions between Navier-Stokes and Euler equations, a thin region, the so-called boundary layer comes out near the boundary Γ in which the values of the unknown functions change drastically in this zero viscosity limit.
In [8] , by clarifying the special structure of the boundary matrix of the Euler part of the linearized Navier-Stokes equations, Xin and Yanagisawa introduced the boundary characteristic variables and used the asymptotic analysis with multiple length scales to construct an approximate solution to the initial boundary value problem of the linearized Navier-Stokes equations, which included the inner and boundary layer terms. The first order term of the inner expansion is determined by the solution of the linearized Euler equations, i.e. acoustic system, while the terms in the boundary expansion are solutions of a family of ODEs and Prandtl-type equations. Next, they used the energy method to show the pointwise error estimates of the approximate solution with respect to the viscosity, and established the uniform stability results of the linearized Navier-Stokes solutions in the zero-viscosity limit.
The present work could be considered as a follow up of [8] . We also only study the linearized problem of the Navier-Stokes-Fourier equations for a compressible viscous fluid with thermal diffusivity. The major difficulty in the research of the boundary layers of the original nonlinear problem lies in the fact that the leading boundary layer terms satisfy the nonlinear Prandtl-type equations, for which even the local in time existence and regularity in usual Sobolev spaces are wide open problems so far. The only available zero-viscosity limit result for analytic solutions to the nonlinear incompressible Navier-Stokes equations in half-space is due to Sammartino and Caflisch [4] , [5] . The analogue of the same type results for the compressible Navier-Stokes equations is not known.
The purpose of the current paper aims to extend Xin-Yanagisawa's result by including the energy (or equivalently temperature) equation. We assume that the thermal diffusivity κ is proportional to ε 2 , the same order with viscosities. This assumption is for the simplicity of analyzing the structure of viscosity and thermal boundary layers. Physically, the viscosity and thermal diffusivity could have different order. For example, the viscosity is of order O(ε 2 ) while the thermal diffusivity is of order O(ε γ ) for some γ > 0. For this more physical case, even at the formal level, the viscous and thermal layers are not clear so far.
We would like to remark that the case the viscosity and thermal diffusivity having the same order O(ε 2 ) is physically meaningful and of great interest itself. If we start from mesoscopic level of gas dynamics, say, the Boltzmann equation and set the Knudsen number as ε 2 . It can be derived formally under the assumption that the deviation from the global Maxwellian with size much smaller than the Knudsen number, the leading fluid dynamics is the linearized Navier-Stokes-Fourier equations for ideal gas with the viscosity and thermal diffusivity of the same order ε 2 . In the work under preparation by the second author and N. Masmoudi [2] , the acoustic dynamics of the linearized Boltzmann equation with Maxwell reflection boundary condition in half space is studied. The limiting process considered there includes the zero viscosity and thermal diffusivity limit in the current paper (for ideal gas).
For the linearized Euler equations, i.e. the acoustic system, the boundary condition is (1.5), and no boundary condition for θ. The disparity between the boundary conditions for the linearized Navier-Stokes-Fourier equations, (1.2) and the condition (1.5) suggests that during the limit ε → 0, both viscous and thermal boundary layers are generated.
In this paper, we employ the strategy used in [8] . We first construct an approximate solutions of the linearized Navier-Stokes-Fourier equations with non-slip boundary condition which includes inner and boundary layer terms. Then using the energy method, we established the pointwise estimates for the error terms, thus derive the uniform stability results for the linearized Navier-Stokes-Fourier solutions in the zero viscosity and thermal diffusivity limits. Our result in this paper is a preliminary consideration of the coupling thermal and viscous layers of the compressible fluid with both viscosity and thermal diffusivity effects.
Comparing with [8] , the main novelty of this work is the appearance of the thermal layer. The key point is that because the viscosity and the thermal diffusivity have the same order, the viscous layer and thermal layer appear also at the same order. More importantly, these two types of layers are coupled linearly . Technically, this fact is reflected by that the viscous layer in [8] was described by a single Prandtl-type equation, while in the current work, the viscous and thermal layers are described by a linear system of two Prandtl-type equations. Furthermore, the coupling of viscous and thermal layers are linear and weak in the sense that the coupling of the system is only on the unknown functions themselves, but not on their derivatives. This fact also make the analysis easier. We believe that for the case that the viscosity if of order ε 2 , while the thermal diffusivity is of order ε γ with 0 < γ = 2, these two layers will strongly coupled together. We plan to study this interesting and challenging problem in near future.
The organization of the paper is as follows: In the rest of this section, we introduce the setting of the problem and state the main theorem. In Section 3, using the method of multiple scales, the approximate solution of initial boundary problem of the linearized Navier-Stokes-Fourier equations (1.7) is constructed. Section 3 is devoted to the estimates of the error term by energy method. In the last section, we collect some know results and prove the existence of the linear system of Prandtl-type equation.
1.1. The Setting of the Problem and the Main Result. Now, we first set up the linearized problem of (1.1)-(1.3). Let V = (ρ, u 1 , u 2 , θ) , we rewrite the (1.1) as the following symmetric form
where
θpρ , p ρ , p θ denote the partial derivatives ∂p ∂ρ , ∂p ∂θ , and ∂ ij denotes ∂ x i x j . Let µ = µε 2 , ξ = ξε 2 = (µ + λ)ε 2 and κ = κε 2 where ε is a small positive parameter, the constants µ, λ, κ are of order 1 and independent of ε. We linearize equations (1.1) around smooth functions V (t) = (ρ , u 1 , u 2 , θ ) which is a solution to the equations (1.1) for t ∈ [0, T ] for some T > 0. Then the linearized equations of (1.1) can be written as equations for
and
We can rewrite D ε V as matrices form:
(1.9)
The corresponding initial boundary value problems of the linearized Euler equation are
where M 0 = (0, 1, 0, 0). Before we state our results, we introduce some function spaces and the notion of compatibility condition. Let m ≥ 0 be an integer and U ⊂ R d , d ≥ 1 be a domain. Then H m (U ) denotes the usual Sobolev space of order m equipped with the norm · m,U and the inner product (·, ·) m,U . For 0 < α < 1, C α (U ) denotes the Hölder space on U with the exponent α, endowed with the norm · C α (U ) . The space C m (I ; X) denotes the set of functions u(t), t ∈ I, the m-times continuously differentiable functions on the interval I with value taken in the Banach space X.
To study the initial boundary value problem (1.7), we need the following compatibility condition: Define inductively the n-Cauchy data of (1.7) bẏ
The initial data V in (x) is said to satisfy the compatibility condition of order m for the initial boundary value problem (1.7) for any
(1.12)
The condition (1.12) implies the corresponding compatibility condition of order m of the initial boundary value problem for linearized Euler equation (1.10):
where∂ n t V 0 (x, 0) are defined by (1.11) in which ε is taken as zero. Then we state the main theorem of this paper 
, θ E ) of (1.10) and the correcting term K ε = U ε − E, W ε is defined in (2.29), exist uniquely in the following spaces:
and for 0 < ε < 1, there exist constants C 1 and C 2 which are independent of ε, such that the following estimate hold:
and sup
Construction of an Approximate Solution
Throughout this section, we denote the solution of (1.7) by V instead of V ε for simplicity.
Boundary Characteristic Variables.
In the isentropic case [8] , the matrix A 1 (V ) is diagonalized. In this paper, for the non-isentropic case, this diagonalization process is not easy. Instead, we decompose A 1 (V ) into two parts: one is easy to be diagonalized, the other vanishes on the boundary Γ. Let
Note that the matrix A 1r vanishes on the boundary Γ × [0, T ]. In other words, A 1r does not contribute the nonzero eigenvalues and eigenvectors of A 1 on the boundary. In this sense, we call A 1m the main part of the matrix A 1 (V ) of the hyperbolic part of the equation (1.7).
Simple calculations show that the eigenvalues of A 1m are λ 0 = λ 1 = 0, λ 2 = √ α 2 + 1, and
Note that for the isentropic case p θ = 0, so the eigenvalues are 0, 1, −1, which are reduced to the case considered in [8] . The corresponding right orthonormal eigenvector of A 1m are given by e 0 = (0, 0, 1, 0) ,
, 0, 0,
.
(2.20)
Let Q = (e 0 , e 1 , e 2 , e 3 ) , then Q is an orthogonal matrix, Q −1 = Q . We define the boundary characteristic variables by
in terms of which the linearized Navier-Stokes-Fourier equations (1.7) can be transformed into
The boundary condition of (1.7) can be rewritten in terms of the boundary characteristic variables as:
which can be simplified as
The initial conditions of (1.7) can be rewritten as:
Furthermore, the boundary condition for the linearized Euler equations (1.10) becomes
i.e.
It is clear that the initial data U 0 satisfies the compatibility condition of order l ≥ 0 for (2.21), (2.24) and (2.26) for any ε > 0 if and only if V 0 satisfies the compatibility condition of order l ≥ 0 for any ε > 0. The same statement is also true for the linearized Euler case. 
Formally, for the inner term E ε ,
For the boundary term B(
(2.31)
Note that in the above expansion of the differential operator A 0 ∂ t − L ε , all the coefficients are functions of (x 1 , x 2 , t) = (εz 1 , z 2 , t). In the construction of the boundary layer part of the approximate solution B ε , we only concern the values on the boundary Γ×[0, T ]. So we expand all the coefficients around (0, z 2 , t) as follows: We use the notation that, for a smooth matrix-valued function
Here we use the notation K(z 2 , t) = K(0, z 2 , t) for a function K. In (2.32), the precise forms of the "higher order term" are lengthy and not important for the later analysis, so we omit writing out the details. In fact, only L b −1 and L b 0 play important roles in the later boundary layer analysis. Note that
+higher order terms .
(2.34) 2.3. Construction of Inner and Boundary Expansions. We now construct the inner and boundary expansions at each order in details. We plug W ε = E ε + B ε into the equation (2.21) and compare the coefficients of the same order in both inner and boundary terms. It should be noted that the same order of inner and boundary functions will be constructed simultaneously due to their coupling at the boundary.
Order O( 
Note that we impose the decay condition at infinity that
The only solution of (2.36) and (2.37) is given as
Order O(1) of inner expansion:
We determine the leading order term E 0 in the inner expansion by setting the O(1)-order term in (2.30) to zero and then equipping the resulting equations with the same initial and boundary conditions as in (2.24) and (2.27). So we deduce the following initial boundary value problem for E 0 :
Note that from the definition of M 0 , see (2.28), only the third and fourth components of B 0 and E 0 are involved, and B 0 2 and B 0 3 are solved in (2.38). Thus the boundary condition for E 0 in (2.39) is M 0 E 0 = 0, more specifically, E 0 2 − E 0 3 = 0. It is easy to see that Q −1 E 0 is a solution of the initial boundary value problem of the linearized Euler equations with the same boundary and initial conditions as in (1.10). Then it follows by Proposition 4.2 that there exists a unique E 0 of the problem (2.39), such that
Order O(1) of boundary expansion:
By setting the term of O(1) in (2.34) equal to zero, we have
Noticing that the second term in the first line of (2.41) vanishes, i.e. there are no ∂ z 2 terms in (2.41), the first two components of (2.41) give the equations of B 0 0 and B 0 1 which are Prandtl-type linearly coupled equations: 
The third and the fourth equations of (2.41) could be written as the following ODEs for z 1 (z 2 and t are parameters):
where H 1 j (j = 2, 3) are linear functions of the known functions B 0 0 and B 0 1 . By the condition (2.37), we have
It follows from (2.47) that
(2.52)
Order O(ε) of inner expansion: By setting the order O(ε) in the inner expansion (2.30), we are led to the follow initial boundary value problem of E 1 : 
To obtain the existence of the unique solution E 1 to (2.53), we need verify the compatibility conditions. We set
It follows from (2.53) and (2.52),Ẽ 1 satisfies the equation
(2.54)
It follows from (2.51) that 
(2.55)
The first two components of (2.55) are a linear system of Prandtl-type equations
where the inhomogeneous term F 1 (B 0 , (B 1 ) II ) is a two components vector-valued function:
57) Here we use the notation that for a four components vector U , U I denotes the first two components, and U II denotes the last two components. Note that E 1 is already solved in the last step, so the boundary and initial condition of (2.56) are 
(2.61)
Thus, the solution to (2.60)-(2.61) are uniquely given by
and they have the following properties
(2.63)
General cases:
For general i ≥ 2, to solve E i and B i , it includes 3 steps: The first step is to solve (B i 2 , B i 3 ) by ODEs which comes from the third and fourth components of equation
with the condition at infinity
The second step is to solve E i by setting the order O(ε i ) in the inner expansion (2.30) to zero to derive the equation of E i which is a linearized Euler equation with inhomogeneous term: 
Similar as before, after verifying the compatibility conditions, we obtain a unique solution E i to the initial boundary problem (2.68) by Proposition 4.2:
The third step is to solve (B i 0 , B i 1 ) by setting the O(ε i )-order term in (2.34) equal to zero which gives
(2.69)
The first two components of (2.69) are a linear system of Prandtl-type equations
where the inhomogeneous term
is a two components vector-valued function:
(2.71)
Note that E 1 is already solved in the last step, so the boundary and initial condition of (2.56) are 
The same as before, the third and fourth components of (2.69) are ODEs for (B 3 ). Then we can continue the process and solve all B j and E j for j = 0, 1, · · · , N for any N ∈ N.
Error Terms.
We can conclude that the approximate solution W ε (x, t) for ε > 0 in (2.29) has at least the smoothness such that
and W ε satisfies the equation
with the boundary and initial conditions
where the precise expressions of g ε E (x, t) and g ε B (
ε , x 2 , t) are lengthy and not important. The smoothness and the compatibility conditions satisfied by g ε E and g ε B are
75) and g B (ε;
(2.77) Moreover, it is easy to see that there exists a constant C which is independent of ε, such that
Estimates of the Error Term of the Approximate Solution
In this section we estimate the error term of the approximate solution. Let V ε be the solution of the linearized Navier-Stokes-Fourier equations (1.7), and W ε be the approximate solution we constructed in the previous sections.
Let
. By Proposition 4.1 and the (2.73), we have that
We also have that w ε satisfies the equation
with the boundary and initial condition
Here G(ε,
Let m ≥ 2(7N + 4), By (2.74)-(2.79), we have G(ε;
and ∂ k t G(ε;
ε , x, 0) = 0 , k = 0, 1, for x ∈ Ω. Then Theorem 1.1 is a conclusion of the following proposition: Proposition 3.1. Assume that m ≥ 2(7N + 4), w ε satisfies (3.81)-(3.82), then we have
and the following estimates hold
We write w = (w 0 , w 1 , w 2 , w 3 ) instead of w ε for simplicity. We rewrite the equation as
where β = ρ cv(θ ) θ p ρ and
In the rest of this section, we will denote ·, · as the inner product in L 2 (Ω) and · as the norm in L 2 (Ω), the generic constants C i , i = 1, 2, ... are positive depending only on V and its derivatives. First we derive the basic energy estimate on w:
Lemma 3.1. For any t ∈ [0, T ], we have that
Proof. Taking the inner product in L 2 (Ω) of (3.83)-(3.86) with w, by integration by parts we have that:
(3.90)
Adding the above four equations shows that
and obviously
Then inequality (3.91) reads that
It is easy to check that G(ε, s) 2 ≤ Cε .
Then by Gronwall inequality we complete the proof of this lemma.
Next, we will get some estimates of the derivatives of w, by the compatibility condition, one could get that
However, we could not get zero boundary condition for ∂ x 1 w j , then we need to define the tangential derivatives of w:
We have the following estimate:
Lemma 3.2. For any t ∈ [0, T ], we have that
Proof. Applying ∂ t to the equation (3.83)-(3.86), we have that:
(3.96)
Take the inner product in L 2 (Ω) of the above equations with ∂ t w, integrating by parts we have:
(3.97)
Integrating (3.97) with respect with t, we have that
by Lemma 3.1 we could have that
Similarly, apply ∂ 2 to the equation (3.83)-(3.86), by energy estimate we could have
Apply χ(x 1 )∂ 1 to (3.83)-(3.86) we have that 
Proof. By estimate (3.91), we have that
by Lemma 3.1 and Lemma 3.2 we have that
then we complete the proof of this lemma.
Lemma 3.4. For any t ∈ [0, T ], the following estimate holds
Proof. Apply ∂ 1 to the equation (3.83) and we get that
by (3.84), we have that
Thus we could eliminate ∂ 11 w 1 from (3.109), and take the inner product in L 2 (Ω) of this equality with ∂ 1 w 0 (t), and integrating with respect to t, we obtain
by Lemma 3.2, we deduce that
Next, we will derive some estimates of higher-order derivatives of w.
Lemma 3.5. For any t ∈ [0, T ], we have that
(3.112)
Proof. First, apply ∂ 22 to the equation (3.83)-(3.86), and take the inner product in L 2 (Ω) with ∂ 22 w, we could get that
Applying ∂ 2 to the equation (3.100)-(3.103), and taking the inner product in L 2 (Ω) with ∂ 2 (χ∂ 1 w), we could get that
take inner product in L 2 (Ω) of (3.100) with χ∂ 1 w 0 , we derive
By the same way, applying ∂ 2 to (3.83) and taking inner product in L 2 (Ω) with ∂ 2 w 0 , we have that
Plugging (3.115) and (3.116) into (3.114), we obtain that
Also by (3.113) and (3.116) we get
Next, applying χ∂ 11 to the equation (3.83)-(3.86) and taking inner product in L 2 (Ω) with χ∂ 11 w, then we could get that
From (3.110), we could get that
Similarly, we could also have
Plugging (3.120) and (3.121) into (3.119), we obtain that
Collecting the estimates (3.118), (3.120), (3.121) and (3.122), we finally complete the proof of this lemma.
Lemma 3.6. For any t ∈ [0, T ], we have that
Proof. Applying ∂ 12 to (3.83), taking the inner product in L 2 (Ω) with ∂ 12 w 0 , one can show that
∂ 12 w 0 , ∂ j (∂ 12 w j ) (s)) ds + ε To get the L ∞ norm estimate of w, we need the following proposition which has been also used in [8] :
Proposition 3.2. Let f (x 1 , x 2 ) ∈ H 1 (Ω), and ∂ 12 f ∈ L 2 (Ω). Then we have Based on the above estimates and this proposition, we established proposition 3.1.
Linear System of Prandtl-type Equations
In this section, we collect results on the existence on the initial boundary problems for linearized Navier-Stokes-Fourier equations, linearized Euler equations and the linear system of Prandtl-type equations which are frequently used in the previous sections.
First, for the problem (1.7) of the linearized Navier-Stokes equations of a compressible viscous fluid for fixed ε, one can show the following result by the similar argument in [3] with suitable modifications. It was also stated in [8] (see Proposition 1.3 in [8] ). As explained in [8] , by modifying the argument in [6] , we have the following existence of the initial value problem (4.133): In the rest of this section, we shall prove the property of the linear system of the Prandtl-type equations. The notation of of the following part of this section is different from that of the other sections. The initial boundary value problem of linear system of the Prandtl-type equations can be written as a 1 (0, z 2 , t)∂ t u 1 + b 11 (0, z 2 , t)z 1 ∂ z 1 u 1 + b 12 (0, z 2 , t)z 1 ∂ z 1 u 2 +c 11 (0, z 2 , t)u 1 + c 12 (0, z 2 , t)u 2 − ∂ and f δ = (f δ 1 , f δ 2 ) which is smooth and satisfies 
