Community detection is one of the fundamental problems of network analysis. A number of methods for community detection have been proposed, including spectral clustering, modularity, and likelihoodbased methods. Most of these methods have to solve an optimization problem over a discrete set of labels, which is computationally infeasible. Some fast algorithms have been proposed for specific methods or models have been proposed, but only on a case by case basis. Here we propose a general approach for maximizing a function of a network adjacency matrix over discrete labels by projecting the set of labels onto a subspace spanned by leading eigenvectors of the adjacency matrix. The main idea is that projection onto a low-dimensional space makes the feasible set of labels much smaller and the optimization problem much easier. We prove a general result on this method and show how to apply it to several previously proposed community detection criteria, establishing its consistency for label estimation in each case. Simulations and applications to real-world data are included to demonstrate our method performs well for multiple problems over a wide range of parameters.
1. Introduction. Networks are studied in a wide range of fields, including social psychology, sociology, physics, computer science, probability, and statistics. One of the fundamental problems in network analysis, and one of the most studied, is detecting network community structure. Community detection is the problem of inferring the latent label vector c ∈ {1, . . . , K} n for the n nodes from the observed n × n adjacency matrix A, specified by A ij = 1 if there is an edge from i to j, and A ij = 0 otherwise. While the problem of choosing the number of communities K is an important open problem, for the purposes of this paper we will assume K is fixed, as does most of the existing literature. We will also focus on the undirected network case, where the matrix A is symmetric. Roughly speaking, the large recent literature on community detection has followed one of two tracks: fitting probabilistic models for the adjacency matrix A, or optimizing global cri-teria derived from other considerations over label assignments c, often via spectral approximations.
The simplest and most popular probabilistic model for fitting community structure is the stochastic block model Holland et al. (1983) . The label vector c is assumed to be drawn from a multinomial distribution with parameter π = {π 1 , . . . , π K }, where 0 ≤ π k ≤ 1 and K k=1 π k = 1. Edges are then formed independently between every pair of nodes (i, j) with probability P c i c j , and the K × K matrix P = [P kl ] controls the probability of edges within and between communities. Thus the labels are the only node information affecting edges between nodes, and all the nodes within the same community are stochastically equivalent to each other. This rules out the commonly encountered "hub" nodes, which are nodes of unusually high degrees that are connected to many members of their own community, or simply to many nodes across the network. To address this limitation, a relaxation that allows for arbitrary expected node degrees within communities was proposed by Karrer and Newman (2011) : the degree-corrected stochastic block model has P (A ij = 1) = θ i θ j P c i c j , where θ i 's are "degree parameters" satisfying some identifiability constraints. In the "null" case of K = 1, both the block model and the degree corrected block model correspond to well-studied random graph models, the Erdos-Renyi graph (Erdős and Rényi, 1959 ) and the configuration model (Chung and Lu, 2002) , respectively. Many other network models have been proposed to capture the community structure, for example, the latent space model (Hoff et al., 2002) and the latent position cluster model (Handcock et al., 2007) . There has also been work on extensions of the block model which allow nodes to belong to more than one community (Airoldi et al., 2008; Ball et al., 2011) . For a more complete review of network models, see Goldenberg et al. (2010) .
Fitting models such as the stochastic block model typically involves maximizing a likelihood function over all possible label assignments, which is in principle NP-hard. MCMC-type and variational methods have been proposed, see for example Snijders and Nowicki (1997) , Nowicki and Snijders (2001) , Mariadassou et al. (2010) , as well as maximizing profile likelihoods by some type of greedy label-switching algorithms. The profile likelihood was derived for the block model by Bickel and Chen (2009) and for the degree-corrected block model by Karrer and Newman (2011) , but the labelswitching greedy search algorithms only scale up to a few thousand nodes. Amini et al. (2013) proposed a much faster pseudo-likelihood algorithm for fitting both the regular and the degree-corrected block model, which is based on compressing A into block sums and modeling them as a Poisson mixture. Another fast algorithm for the block model based on belief propagation has been proposed by Decelle et al. (2012) . Both these algorithms rely heavily on the particular form of the block model likelihood and are not easily generalizable.
The block model likelihood is just one example of a function that can be optimized over all possible node labels in order to perform community detection. Many other functions have been proposed for this purpose, often not tied to a generative network model. One of the best-known such functions is modularity (Newman and Girvan, 2004; Newman, 2006) . The key idea of modularity is to compare the observed network to a null model that has no community structure. To define this, let e be an n-dimensional label vector, n k (e) = n i=1 I{e i = k} the number of nodes in community k,
A ij I{e i = k, e j = l} the number of edges between community k and l, and O k = K l=1 O kl the sum of node degrees in community k. Let d i = n j=1 A ij be the degree of node i, and m = n i=1 d i be (twice) the total number of edges in the graph. The Newman-Girvan modularity is derived by comparing the observed number of edges within communities to the number that would be expected under the Chung-Lu model for the entire graph, and can be written in the form (1.2) Q N G (e) = 1 2m
The quantities O kl and O k turn out to be the key component of many community detection criteria. The profile likelihoods of the stochastic block models (BM) and the degree-corrected block models (DCBM) discussed above can also be expressed in this form, as
Another example is the extraction criterion proposed by Zhao et al. (2011) to extract one community at a time, allowing for arbitrary structure in the remainder of the network. The main idea of extraction is to recognize that that some nodes may not belong to any community, and the strength of a community should depend on ties between its members and ties to the outside world, but not on ties between non-members. This criterion is therefore not symmetric with respect to communities, unlike the criteria discussed, and has the form (using slightly different notation due to lack of symmetry),
where V is the set of nodes in the community to be extracted, V c is the complement of V , O(V ) = i,j∈V A ij , B(V ) = i∈V,j∈V c A ij . The only known method for optimizing this criterion is through greedy label switching, such as the tabu search algorithm (Glover and Lagunas, 1997) . For all these methods, finding the exact solution requires optimizing a function of the adjacency matrix A over all possible label vectors, which is an infeasible optimization problem. In another line of work, spectral decompositions have been used in various ways to obtain approximate solutions that are much faster to compute. A generic algorithm relying on a spectral decomposition is spectral clustering (see, for example, Ng et al. (2001) ), a general clustering method which became popular for community detection. In this context, the method has been analyzed by Rohe et al. (2011 ), Chaudhuri et al. (2012 , Riolo and Newman (2012) , and Lei and Rinaldo (2013) , among others, while Jin (2012) proposed a spectral method specifically for the degree-corrected block model. In spectral clustering, typically one first computes the normalized Laplacian matrix L = D −1/2 AD −1/2 , where D is a diagonal matrix with diagonal entries being node degrees d i , though other normalizations and no normalization at all are also possible (see Sarkar and Bickel (2013) for an analysis of why normalization is beneficial). Then the K eigenvectors of the Laplacian corresponding to the first K largest eigenvalues are computed, and their rows clustered using K-means into K clusters corresponding to different labels. It has been shown that spectral clustering performs better with further regularization, namely if a small constant is added either to D or to A (Chaudhuri et al., 2012; Amini et al., 2013) . This phenomenon was further analyzed by Qin and Rohe (2013) and Joseph and Yu (2013) .
The contribution of this paper is a general method of optimizing a function f (A, e) over labels e by projecting the set of labels onto the subspace spanned by leading eigenvectors of A. The main idea of the method is that projecting the feasible set of labels onto a low-dimensional space makes it much smaller and the optimization problem much easier. This approach is distinct from spectral clustering since one can specify any objective function f to be optimized (as long as it satisfies some fairly general conditions), and thus applicable to a wide range of network problems. We show how our method can be applied to maximize the likelihoods of the stochastic block model and its degree-corrected version, Newman-Girvan modularity, and community extraction, which all solve different network analysis problems. While spectral approximations to some specific criteria that can otherwise be only maximized by a search over labels have been obtained on a caseby-case basis (Newman, 2006; Riolo and Newman, 2012; Newman, 2013) , ours is, to the best of our knowledge, the first general method that would apply to any function of the adjacency matrix. In this paper, we focus on the case of two communities (K = 2). For methods that are run recursively, such as modularity and community extraction, this is not a restriction. For the block model, the case K = 2 is of special interest and has received a lot of attention in the probability literature (see Mossel et al. (2013) for recent advances). For both the regular and the degree-corrected block models, the general case can be treated similarly for the most part in our method but becomes cumbersome, and we leave it for future work.
The rest of the paper is organized as follows. In Section 2, we set up notation and describe our general approach to solving a class of optimization problems over label assignments via projection onto a low-dimensional subspace. In Section 3, we show how the general method can be applied to several community detection criteria. Section 4 compares numerical performance of different methods. The proofs are given in the Appendix.
2.
A general method for optimization via low-rank approximation. It is often the case that a community detection method is equivalent to the problem of maximizing an objective function f (A, e) ≡ f A (e) over a discrete set of labels e, for example, {−1, 1} n for detecting two communities. Since A can be thought of as a noisy realization of E[A], the "ideal" solution corresponds to maximizing f E[A] (e) instead of maximizing f A (e). For a natural class of functions f described below, f E[A] (e) is essentially a function over the set of projections of labels e onto the subspace spanned by eigenvectors of E[A] and possibly some other known vectors. In many cases E[A] is a low-rank matrix, which makes f E[A] (e) a function of only a few variables. It is then much easier to investigate the behavior of f E[A] (e), which typically achieves its maximum on the set of extreme points of the convex hull generated by the projection of the label set e. Further, Proposition 1 shows that most of the 2 n possible label assignments e become interior points after the projection, and in fact the number of extreme points is at most polynomial in n. Therefore, we can find the maximum simply by performing an exhaustive search over the labels corresponding to the extreme points. Section 3.5 provides an alternative method to the exhaustive search, which is faster but approximate.
In reality we do not have access to eigenvectors of E[A], so we use the eigenvectors of A instead. The algorithm works as follows.
1. Compute leading eigenvectors of A. 2. Find the labels e associated with the extreme points of the projection of the cube [−1, 1] n onto the leading eigenvectors of A. 3. Find maximum of f A (e) by performing an exhaustive search over the set of labels found in step 2.
Note that the first step of replacing eigenvectors of E[A] with those of A is very similar to spectral clustering. However, this is where the similarity ends, because instead of following the dimension reduction by an ad-hoc clustering procedure like K-means, we proceed to maximize the original objective function over a particular subset of labels. This subset of labels is found by taking into account the specific behavior of f E[A] (e), and in turn, the behavior of f A (e). While our goal in the context of community detection is to compare f A (e) to f E[A] (e), the results and the algorithm in this section apply in a more general setting, where A may be any deterministic symmetric matrix. To emphasize this generality, we write all the results in this section for a generic matrix A and a generic low-rank matrix B, even though we will later apply them to an adjacency matrix A and B = E [A] .
Let A and B be n × n symmetric matrices with entries bounded by an absolute constant, and assume B has rank m n. Assume that f A (e) has the general form (see Section 3 for specific examples of such functions)
where g j are scalar functions on R and h j (e) are quadratic forms of A and e, namely
Here κ is a fixed number, s j1 and s j2 are constant vectors in {−1, 1} n . We similarly define f B and h B,j , by replacing A with B in (2.1) and (2.2).
By allowing e to take values on the cube [−1, 1] n , we can treat h and f as functions over [−1, 1] n . Note that the algorithm does not use this relaxation. Let U A and U B be m × n matrices whose rows are the m leading eigenvectors of A and B, respectively. For any e ∈ [−1, 1] n , U A (e) and U B (e) are the coordinates of the projections of e onto the column spaces of U A and U B , respectively. Since h B,j are quadratic forms of B and e and B is of rank m, h B,j 's depend on e through U B (e) only, and therefore f B also depends on e only through U B (e). In a slight abuse of notation, we also use h B,j and f B to denote the corresponding induced functions on U B [−1, 1] n .
Let E A and E B denote the subsets of labels e ∈ {−1, 1} n corresponding to the sets of extreme points of U A [−1, 1] n and U B [−1, 1] n , respectively. The output of our algorithm is (2.3) e * = argmax f A (e), e ∈ E A .
Note that every x ∈ U A [−1, 1] n has the form x = s 1 v 1 + ... + s n v n , where v i are column vectors of U A and s i ∈ [−1, 1]. Proposition 1 shows that the number of points in E A and E B is at most polynomial in n.
Proposition 1. Let x 1 , x 2 , ..., x n be vectors in R m and
Then the number of extreme points of M m,n is bounded by 2n m−1 .
The proof of Proposition 1 by induction on m and n is given in Appendix A.
Our goal is to get a bound on the difference between the maxima of f A and f B that can be expressed through some measure of difference between A and B themselves. In order to do this, we make the following assumptions.
(1) Functions g j are continuously differentiable and there exists
Assumption (1) essentially means that Lipschitz constants of g j do not grow faster than log(t + 2). The convexity of f B in assumption (2) ensures that f B achieves its maximum on U B E B .
Let c ∈ {−1, 1} n be the maximizer of f B over the set of label vectors {−1, 1} n . As a function on U B [−1, 1] n , f B achieves its maximum at U B (c), which is an extreme point of U B [−1, 1] n by assumption (2). Lemma 1 provides a upper bound for f A (c) − f A (e * ).
Throughout the paper, we write · for the l 2 norm (i.e., Euclidean norm on vectors and the spectral norm on matrices), and · F for the Frobenius norm on matrices. Note that for label vectors e, c ∈ {−1, 1} n , e − c 2 is four times the number of nodes on which e and c differ.
Lemma 1. If assumptions (1) and (2) hold then there exists a constant M 2 > 0 such that
where T is either A or B.
Note that in some cases (see Section 3), convexity of f B can be replaced with a weaker condition. The proof of Lemma 1 is given in Appendix A. To get a bound on c − e * , we need further assumptions on B and f B .
(3) There exists M 3 > 0 such that for any e ∈ {−1, 1} n ,
(4) There exists M 4 > 0 such that for any
Assumption (3) rules out the existence of multiple label vectors with the same projection U B (c). Assumption (4) implies that the slope of the line connecting two points on the graph of f B at U B (c) and at any x ∈ U B [−1, 1] n is bounded from below. Thus, if f B (x) is close to f B (U B (c)) then x is also close to U B (c). These assumptions are satisfied for all functions considered in Section 3. Theorem 1. If assumptions (1)-(4) hold, then there exists a constant M 5 such that
Theorem 1 follows directly from Lemma 1 and assumptions (3) and (4). When A is a random matrix and B = E[A], a standard bound on A − B can be applied (see Lemma 5), which in turn yields a bound on U A − U B by the Davis-Kahan Theorem. Under certain conditions, the upper bound in Theorem 1 is of order o(n) (see Section 3), which shows consistency of e * as an estimator of c (i.e., the fraction of mislabeled nodes goes to 0 as n → ∞).
3. Applications to community detection. In this section we apply the general results from Section 2 to a network adjacency matrix A and B = E[A], for the purpose of maximizing several community detection criteria. Our goal is to show that applying our maximization method to A gets us an estimate close to the true label vector c, which is the maximizer of the corresponding function with B plugged in for A. We focus on the case of two communities and use m = 2 for our method.
Note that the quantities O 11 , O 22 , and O 12 defined in (1.1) are quadratic forms of A and e, and can be written as
3.1. Maximizing the likelihood of the degree-corrected block model. When a network has two communities, (1.4) takes the form
Thus, Q DCBM has the form defined by (2.1).
We parameterize the degree corrected block model as follows. For simplicity, instead of drawing c from a multinomial distribution with parameter π = (π 1 , π 2 ), we fix the true label vector by assigning the firstn 1 = nπ 1 nodes to community 1 and the remainingn 2 = nπ 2 nodes to community 2. Let r be the out-in probability ratio, and P = λ n 1 r r ω be the probability matrix. Denote by θ i the node degree parameters. We assume that θ i is a bounded (away from zero and infinity) i.i.d sample from a distribution with E[θ i ] = 1. The adjacency matrix A is symmetric and for i > j has independent entries generated by
Throughout the paper, we let λ n depend on n, and fix r, ω, and π. Since λ n and the network expected node degree are of the same order, with little abuse of notation, we also denote by λ n the network expected node degree. The regular block model is a special case when θ i = 1 for all i. Theorem 2 shows the consistency of our method in this setting. The upper bound in Theorem 2 depends on the parameters of the network, and can be computed explicitly.
Theorem 2. Assume A is generated from a degree corrected block model with expected node degree λ n growing faster than log 3 (n) as n → ∞. Let δ ∈ (0, 1) and e * be defined by (2.3) with f A = Q DCBM . Then with probability at least 1 − δ, the fraction of mis-clustered nodes goes to zero as n → ∞,
Note that assumption (2) is difficult to check for Q DCBM but a weaker version, namely convexity along a certain direction, is sufficient for proving Theorem 2. The proof of Theorem 2 consists of checking assumptions (1), (3), (4), and a weaker version of assumption (2). For details, see Appendix B.1.
3.2.
Maximizing the likelihood of the block model. When a network has two communities, (1.3) admits the form
where n 1 = n 1 (e) and n 2 = n 2 (e) are the numbers of nodes in two communities and can be written as
Theorem 3. Assume A is generated from a block model with expected node degree λ n growing faster than log 3 (n) as n → ∞. Let δ ∈ (0, 1) and e * be defined by (2.3) with f A = Q BM . Then with probability at least 1 − δ, the fraction of mis-clustered nodes goes to zero as n → ∞, namely
Note that Q BM does not have the exact form of (2.1) but a small modification shows that Lemma 1 still holds for Q BM . Also, assumption (2) is difficult to check for Q BM but again a weaker condition of convexity along a certain direction is sufficient for proving Theorem 3. The proof of Theorem 3 consists of showing the analog of Lemma 1, checking assumptions (3), (4), and a weaker version of assumption (2). For details, see Appendix B.2.
3.3. Maximizing the Newman-Girvan modularity. When a network has two communities, up to a factor of 1/2m, the modularity in (1.2) takes the form
Note that Q N G does not have the exact form (2.1), but with a small modification, the argument used for proving Lemma 1 and Theorem 1 still holds for Q N G under regular block models.
Theorem 4. Assume A is generated from a degree corrected block model with expected node degree λ n growing faster than log(n) as n → ∞. Let δ ∈ (0, 1) and e * be defined by (2.3) with f A = Q N G . Then with probability at least 1 − δ, the fraction of mis-clustered nodes goes to zero as n → ∞, namely
It is easy to see that Q N G is Lipschitz with respect to O 1 , O 2 , and O 12 , which is stronger than assumption (1) and ensures that the argument in the proof of Lemma 1 holds. The proof of Theorem 4 consists of checking assumptions (2), (3), (4), and the Lipschitz condition for Q N G . For details, see Appendix B.3.
3.4. Maximizing the community extraction criterion. The community to be extracted V can be identified with the label vector e. The criterion (1.5) can be written as
where n 1 , n 2 are defined by (3.1). We assume that the data are generated from the regular block model described in Section 3.1 with ω = r. Note that Q EXT R also does not have the exact form (2.1), but with a small modification, the argument used for proving Lemma 1 and Theorem 1 still holds for Q EXT R .
Theorem 5. Assume A is generated from a block model with ω = r, such that the expected node degree λ n grows faster than log(n) as n → ∞. Let δ ∈ (0, 1) and e * be defined by (2.3) with f A = Q EXT R . Then with probability at least 1 − δ, the fraction of mis-clustered nodes goes to zero as n → ∞, namely
The proof of Theorem 5 consists of showing the analog of Lemma 1 and assumptions (2), (3), and (4). For details, see Appendix B.4.
3.5. An Alternative to Exhaustive Search. While the projected feasible space is much smaller than the original space, we may still want to avoid the exhaustive search for finding e * in (2.3). In this section, we derive an alternative estimator of the label vector based on the geometry of the projection of the cube.
Recall that U A and U E[A] are 2 × n matrices whose rows are the leading eigenvectors of A and E[A], respectively. For block models it is easy to see that
, where 1 ∈ R n is a vector of all 1s. 
where U A = (u 1 , u 2 ) T and (U A (1)) ⊥ is the unit vector perpendicular to U A (1). Note that the estimatorĉ does not depend on the form of the likelihood. Therefore, when the community detection problem is relatively easy, we expect it to perform well, but when the problem becomes harder, the exhaustive search should provide better results. This intuition is confirmed by simulations in Section 4. Theorem 6 shows thatĉ is a consistent estimator. The proof is given in Appendix B.5.
Theorem 6. Assume that data are generated from the degree-corrected block models such that the expected node degree λ n grows faster than log(n) as n → ∞. Then the fraction of nodes mis-clustered byĉ defined in 3.2 tends to zero as n → ∞, namely for δ ∈ (0, 1), with probability at least 1 − δ, 4. Numerical comparisons. In this section, we perform a brief numerical comparison of our extreme point projection method to several other approximate methods for community detection, both general (spectral clustering) and those designed specifically for optimizing a particular community detection criterion. The methods are compared on simulated networks for the block model fitting, degree-corrected block model fitting, modularity maximization, and community extraction. We also illustrate the different methods on two real networks, the political blogs and the dolphins datasets described in detail in Section 4.5. Since many algorithms have been developed specifically for these community detection approaches already, our goal is to show that our general method does as well as the algorithms tailored to a particular criterion, and thus we are not trading off accuracy for generality.
For the four criteria discussed in Section 3, we compare our method of maximizing the relevant criterion by exhaustive search over the set E A of label vectors corresponding to the set of extreme points of U A [−1, 1] n (EP, for extreme points), the approximate version based on the geometry of the feasible set described in Section 3.5 (AEP, for approximate extreme points), and regularized spectral clustering (SCR) as proposed by Amini et al. (2013) , which are all general methods. Further, we include one method specific to the criterion in each comparison. For the stochastic block model, we compare to the (unconditional) pseudo-likelihood (UPL) and for the degreecorrected version, to the conditional pseudo-likelihood (CPL), both currently considered state-of-the-art methods developed by Amini et al. (2013) . For Newman-Girvan modularity, we compare to the spectral algorithm of Newman (2006) , which assigns labels based on the signs of the entries of the leading eigenvector of the modularity matrix (see details in Section 4.3). Finally, for community extraction we compare to the algorithm proposed in the original paper (Zhao et al., 2011 ) based on greedy label switching, as there are no faster approximate algorithms available.
The simulated networks are generated using the parametrization of Amini et al. (2013) , as follows. Throughout this section, the number of nodes in the network is fixed at n = 300, the number of communities K = 2, and the true label vector c is fixed. The number of replications for each setting is 100. First, the node degree parameters θ i are drawn independently from the distribution P(Θ = 0.2) = γ, and P(Θ = 1) = 1 − γ. Setting γ = 0 gives the standard stochastic block model, and γ > 0 gives the degreecorrected block model, with 1 − γ the fraction of hub nodes. The matrix of edge probabilities P is controlled by two parameters: the out-in probability ratio r, which determines how likely edges are formed within and between communities, and the weight vector w = (w 1 , w 2 ), which determines the relative node degrees within communities. Let
The difficulty of the problem, in addition to r, is controlled by the overall expected network degree λ. Thus we rescale P 0 to obtained the desired overall expected degree, setting
where π = n −1 (n 1 , n 2 ), and n k is the number of nodes in community k. Finally, edges A ij are drawn independently from a Bernoulli distribution with P(A ij = 1) = θ i θ j P c i c j .
As pointed out by Amini et al. (2013) , when the network is sparse, the leading eigenvectors of a small perturbation of A better approximate the eigenvectors of E[A] than those of A itself. Therefore, for all the methods using eigenvectors of the adjacency matrix (SCR, EP and AEP) we replace the leading eigenvectors of A by the leading eigenvectors of A+τ 11 T , where τ is a tuning parameter set to 0.5λ/n (see Amini et al. (2013) for more details). For the second step of spectral clustering, we use the kmeans function in Matlab with 40 random initial starting points. For CPL and UPL, following Amini et al. (2013) , we initialize with the SCR solution, and set the number of outer iterations to 20. We measure the accuracy of all the methods by the normalized mutual information (NMI) between the label vector c and its estimate e (see Strehl and Ghosh (2003) ). NMI takes values between 0 (random guessing) and 1 (perfect match). 4.1. The degree-corrected stochastic block model. Figure 4 .1 shows the performance of the four methods for fitting the DCMB under different parameter settings. We use the notation EP[DCBM] to emphasize that EP here maximizes the log-likelihood of the degree corrected block model. In this case, all methods perform similarly, with EP a little better than the benchmark CPL and overall the best method when the community weights are unbalanced (w = (1, 3) ), but a little worse than CPL when w = (1, 1). The AEP is always somewhat worse than the exact version, especially when 4.3. Newman-Girvan Modularity. Newman (2006) derives an approximate spectral solution to the problem of maximizingQ N G when the network has two communities. Let B = A − P where P ij = d i d j /m, thenQ N G can be written asQ N G (e) = 1 2m e T Be. The approximate solution (LES, for leading eigenvector signs) assigns node labels according to the signs of the corresponding entries of the leading eigenvector of B. For a fair comparison to our other methods, we also use A + τ 11 T instead of A here, since empirically we found that adding a small perturbation to A slightly improves the performance of LES. from the regular block model with two communities as follows: set n 1 = 60, n 2 = 240, and take the probability matrix proportional to
Thus, nodes within the first community are tightly connected, while the rest of the nodes have equally weak links with all other nodes and represent the background. The average expected node degree is varied in the set [15, 20, 25, 30] . Figure 4 .4 shows that EP[EXTR] performs better than SC, AEP, but slightly worse than the Tabu search in maximizing the community extraction criterion (TS). However, this slight improvement is achieved at a high computational cost, since tabu search is very computationally intensive.
4.5. Real-world Network Data. In this section we apply different methods to two real-world networks where node labels that can be viewed as ground truth are available, so we can compare the estimated communities to this ground truth.
The first network, assembled by Adamic and Glance (2005) , consists of blogs about US politics and hyperlinks between blogs. Each blog has been manually labeled as either liberal or conservative, which we use as the ground This is consistent with previous analyses which showed that the degree correction has to be used for this network to achieve the correct partition. The second network, assembled by Lusseau et al. (2003) , has as its nodes 62 bottlenose dolphins living in Doubtful Sound, New Zealand. The edges represent the social ties between dolphins. At some point one well-connected dolphin left the group, and the group split into two separate subgroups, which we use as the ground truth in this example. Table 1 and Figure 4 .6 show the performance of different methods. In Figure 4 .6, shapes of nodes 
APPENDIX A: PROOF OF RESULTS IN SECTION 2
Proof of Proposition 1. Denote by Ext(M m,n ) the set of all extreme points of M m,n . We prove Proposition 1 by induction on m and n. For m = 1, it is trivial that |Ext(M 1,n )| = 2 for all n. For m = 2, each time when we add a new vector to M m,n , the number of extreme points of the set
For m ≥ 3, suppose that |Ext(M m,n )| < 2n m−1 holds for every n. We show that for every n, the inequality |Ext(M (m+1),n )| < 2n m also holds. For each k consider the set
Let P be the projector onto the m-dimensional subspace orthogonal to x k+1 and N k = P M m+1,k+1 . Since
and P x 1 , P x 2 , ..., P x k are vectors in an m-dimensional subspace, N k and M m,k have the same form. Therefore by induction |Ext(N k )| ≤ 2k m−1 and so
The last inequality shows that by changing from k to k + 1, the number of extreme points increases by at most 2k m−1 . Therefore
which completes the proof.
The following Lemma bounds the Lipschitz constants of h B,j and f B on
Lemma 2. Assume that Assumption (1) hold. For any j ≤ κ (see 2.1), and x, y ∈ U B [−1, 1] n , we have
where M is a constant independent of n.
Proof of Lemma 2. Let e, s ∈ [−1, 1] n such that x = U B (e), y = U B (s) and denote L = h B,j (x) − h B,j (y) . Then
Therefore L ≤ 4 √ n B · x − y . Since h B,j are quadratic, they are of order O(n 2 ). Hence by Assumption (1), the Lipschitz constants of g j are of order log(n). Therefore
In the following proofs we use M to denote a positive constant independent of n, whose value may change from line to line.
Proof of Lemma 1. Since e + s j1 ≤ 2 √ n and e + s j2 ≤ 2 √ n,
Since h A,j and h B,j are of order O(n 2 ), g j are bounded by log(n). Together with assumption (1) it implies that there exists M > 0 such that
Letê = arg max{f B (e), e ∈ E A }. Then f A (e * ) ≥ f A (ê) and by (A.1) we get
Denote by conv(S) the convex hull of a set S. Then U A (c) ∈ conv(U A E A ) and therefore, there exists η e ≥ 0, e∈E A η e = 1 such that
Let y ∈ conv(U B E A ) be the closest point from conv(U B E A ) to U B (c), i.e.
By A.3 and Lemma 2, we have
The convexity of f B implies that f B (y) ≤ f B (U B (ê)), and in turn,
Note that f B (U B (e)) = f B (e) for every e ∈ [−1, 1] n . Adding (A.2) and (A.5), we get (2.4) for T = B. The case T = A then follows from (A.1) because replacing B with A induces an error which is not greater than the upper bound of (2.4) for T = B.
APPENDIX B: PROOF OF RESULTS IN SECTION 3
We first present the closed form of eigenvalues and eigenvectors of E[A] under the regular block models. It will be used to verify Assumption (3).
Lemma 3. Under regular block models (described in Section 3.1), the nonzero eigenvalues ρ i and corresponding eigenvectorsū i of E[A] have the following form. For i = 1, 2,
(r i , r i , ..., r i , 1, 1, ..., 1) T , where
The firstn 1 = nπ 1 entries ofū i equal r i n(π 1 r 2 i + π 2 ) −1/2 and the last
Proof of Lemma 3. It is easy to verify directly that E[A]ū i = ρ iūi for i = 1, 2.
Lemma 4 gives the form of the projection of the cube under regular block models, which will be used to replace Assumption (2). See Figure 3 .1 for an illustration.
Lemma 4. Consider the regular block models and let
where c is a true label vector. The angle between two adjacent sides of R does not depend on n.
Proof of Lemma 4. Eigenvectors of E[A] are computed in Lemma
, 1]}, and it is easy to see that R is a parallelogram. Vertices of R correspond to the cases when 1 = · · · = n 1 = ±1 and n 1 +1 = · · · = n = ±1. The angle between two adjacent sides of R equals the angle between √ nx and √ ny, which does not depend on n.
Lemma 5 provides a way to simplify the upper bound of Theorem 1.
Lemma 5. Consider the degree-corrected block model such that the expected node degree λ n grows faster than log(n). Let U A and U E[A] be 2 × n matrices whose rows are leading eigenvectors of A and E[A] respectively. For any ξ > 0 there exists C = C(ξ) > 0 such that the following holds. If the expected node degree λ n > C log(n) and n −ξ ≤ δ ≤ 1/2, then there exists M > 0 such that with probability at least 1 − δ,
Proof of Lemma 5. Inequality (B.1) follows directly from Theorem 3.1 of Oliveira (2010) and the fact that the maximum of the expected node degrees is of order λ n . Inequality (B.2) is a consequence of (B.1) and DavisKahan Theorem (see Theorem VII.3.2 of Bhatia (1996) ) as follows. By Lemma 7, the nonzero eigenvalues ρ θ 1 and ρ θ 2 of E[A] are of order λ n . Let
Then ρ θ 1 , ρ θ 2 ∈ S and the gap between S and zero is of order λ n . LetP be the projector onto the subspace spanned by two leading eigenvectors of E[A]. Since λ n grows faster than A − E[A] by B.1, only two leading eigenvalues of A belong to S. Let P be the projector onto the subspace spanned by two leading eigenvectors of A. By Davis-Kahan Theorem,
B.1. Proof of results in Section 3.1. In the degree-corrected model setting, eigenvalues and eigenvectors of E[A] may not have a closed form. Nevertheless, we can approximate them using ρ i andū i from Lemma 3. To do so, we need the following lemma.
, where x 1 , x 2 ∈ R n , x 1 = x 2 = 1, ρ 1 = 0, and ρ 2 = 0. If c = x 1 , x 2 then the eigenvalues z i and corresponding eigenvectors y i of M have the following form. For i = 1, 2,
If ρ 1 and ρ 2 are fixed, ρ 1 ≥ ρ 2 , and c = o(1) as n → ∞ then eigenvalues and eigenvectors of M have the form
,
Proof of Lemma 6. It is easy to verify that M y i = z i y i for i = 1, 2. The asymptotic formulas of z i and y i then follow directly from the forms of z i and y i .
The next lemma shows the approximation of eigenvalues and eigenvectors of E[A]. It will be used to verify Assumption (3).
Lemma 7. Consider the degree-corrected block models (described in Section 3.1), and let θ = (θ 1 , ..., θ n ) T and D θ = diag(θ). Then for any δ ∈ (0, 1), with probability at least 1 − δ, the nonzero eigenvalues ρ θ i and corresponding
where ρ i ,ū i , and r i are defined in Lemma 3.
Proof of Lemma 7. Let M = ρ 1ū1ū
T 2 be the expectation of the adjacency matrix in the regular block model setting. In the degreecorrected block model setting, given θ, we have
We are now in the setting of Lemma 6 with
Note that the two sums in the formula of c θ have the same expectation. It remains to apply Hoeffding's inequality to each sum.
Under degree-corrected block models, we do not have closed-form formulas for eigenvectors of E[A], and therefore we can not describe U E[A] [−1, 1] n explicitly. Lemma 7 provides an approximation of U E[A] [−1, 1] n . It will be used to replace Assumption (2).
Lemma 8. Consider the setting of Lemma 7 and let
ThenR θ is a parallelogram and the angle between two adjacent sides does not depend on n; R θ is well approximated byR θ in the sense that
as n → ∞.
Proof of Lemma 8.
Following the same argument in the proof of Lemma 4, it is easy to show that R V is a parallelogram with vertices {±V c, ±V 1}.
The distance between two parallelograms R V andR θ is bounded by the maximum of the distances between corresponding vertices, which is also of order O(1)
The angle between two adjacent sides ofR θ equals the angle between √ nx and √ ny, where x and y are defined in the proof of Lemma 4, which does not depend on n.
Before showing properties of the profile log-likelihood, let us introduce some new notations. LetŌ 11 ,Ō 12 ,Ō 22 , andQ DCBM be the population version of O 11 , O 12 , O 22 , and Q DCBM , when A is replaced with E[A]. We also useQ BM ,Q N G , andQ EXT R to denote the population version of Q BM , Q N G , and Q EXT R respectively. The following discussion is aboutQ DCBM , but it can be carried out forQ BM ,Q N G , andQ EXT R with obvious modifications and the help of Lemma 10.
Note thatŌ 11 ,Ō 12 , andŌ 22 are quadratic forms of e and E[A], thereforē Q DCBM depends on e through U E[A] e, where U E[A] is the 2 × n matrix whose rows are eigenvectors of E [A] . With a little abuse of notation, we also useŌ ij , i, j = 1, 2, andQ DCBM to denote the induced functions on
To simplifyQ DCBM , let ρ θ 1 and ρ θ 2 be eigenvalues of E[A] as in Lemma 7 and let
We parameterize
Note thatŌ 11Ō22 −Ō 2 12 = 4β 2 ab > 0 since ρ θ 1 and ρ θ 2 are positive by Lemma 7. With a little abuse of notation, we also useQ DCBM (α, β) to denote the value ofQ DCBM in the (α, β) coordinates described above. We now show some properties ofQ DCBM . (c)Q is convex on the boundary ofR θ . Thus,Q achieves maximum at
.
(e) For any δ ∈ (0, 1), maxR θQ − minR θQ is of order nλ n with probability at leat 1 − δ.
Parts (a) and (b) are used to prove part (c), which together with Lemma 8 will be used to replace Assumption (2). Parts (d) verifies Assumption (4), and part (e) provides a way to simplify the upper bound in part (d).
Proof of Lemma 9. Note that becauseR θ ⊂ R θ ,Ō 11 ,Ō 12 , andŌ 22 are nonnegative onR θ . Also, if we multiplyŌ 11 ,Ō 12 , andŌ 22 by a constant η > 0 then the resulting function has the form ηQ+C, where C is a constant not depending on (α, β), and therefore the behavior ofQ that we are interested in does not change. In this proof we use η = 1/a. SinceQ is symmetric with respect to β, after multiplying by 1/a, we replace β 2 b/a with β and only consider β ≥ 0. Thus, we may assume that
(a) With (B.4) and β = 0, it is straightforward to verify that Q(α, 0) does not depend on α.
(b) Simple calculation shows that
(c) We show thatQ is convex on the boundary line connecting U E [A] (1) and U E[A] (c). Let (α 0 , β 0 ) T be the coordinates of U E[A] (c), where β 0 > 0 and α 0 ∈ (−1, 1). We parameterize the segment connecting U E[A] (c) and
With this parametrization,Ō 11 ,Ō 12 , andŌ 22 have the forms
Simple calculation shows that 1 2
Note that the value of the right-hand side at α = 1 is (ρ+1) log(ρ+1)−ρ ≥ 0 for any ρ ≥ 0. Therefore to show that
dα 2 is non-increasing. Simple calculation shows that
Note that if (3α + 1)(α − 1) ≥ 0 then (3α + 1)(α − 1)ρ + 3(α + 1) 2 ≥ 0. Otherwise 3α + 1 ≥ 0 and since ρ(α − 1) ≥ −(1 + α), it follows that (3α + 1)(α − 1)ρ + 3(α + 1) 2 ≥ −(3α + 1)(α + 1) + 3(α + 1) 2 = 2(α + 1) ≥ 0.
We have shown thatQ is convex on the segment connecting U E[A] (c) and U E [A] (1). The same argument applies for other sides of the boundary ofR θ .
(d) Let (α x , β x ) be the parameters of x,x be the point with parameters (α x , 0), and x * be the point on the boundary ofR U with parameters (α x , β * x ). Without loss of generality we assume that x * is on the line connecting x c = U E[A] (c) and
(1). Note that (a),(b), and (c) implȳ
SinceQ is convex on the boundary ofR θ , we have
(e) Note that minR θQ =Q(α 0 , 0) =Q(0, 0). Also, to findQ(c) −Q(0) we do not have to calculateŌ 1 logŌ 1 +Ō 2 logŌ 2 since along the line α = α 0 , O 1 andŌ 2 do not change. Simple calculation with Hoeffding's inequality show that with probability at least 1 − δ the following hold
By the remark at the beginning of the proof of Lemma 9, we can take η = nλ n , and thereforeQ(U E[A] (c)) − minR θQ is of order nλ n .
Proof of Theorem 2. Note thatQ =Q DCBM does not satisfy all Assumptions (1)-(4), therefore we can not apply Theorem 1 directly. Instead we will follow the idea of the proof of Lemma 1.
We first show thatQ satisfies Assumption (1). ForQ, the functions g j in (2.1) has the form g(z) = z log(z). We can assume that z > 1 because otherwise g(z) is bounded by a constant. Since g (z) = 1 + log(z), g (z) does not grow faster than log(z), and therefore assumption (1) holds.
Note that by Lemma 8, dist R ,R θ is bounded by a constant; by Lemma 2, the Lipschitz constant ofQ is of order O ( √ n log(n) E[A] ). Therefore, to
prove Lemma 1, and in turn Theorem 2, it is enough to considerQ onR θ . Note also thatQ may not be convex, therefore Assumption (2) may not hold. But we now show that the convexity ofQ is not needed. In the proof of Lemma 1, the convexity of f B is used only at one place to show that (A.4) implies (A.5), or more specifically, that
. By Lemma 9 part c,Q achieves maximum at U E[A] (c), a vertex ofR θ ; by Lemma 8, the angle between two adjacent sides ofR θ does not depend on n. Thus, there exists s ∈ E A such that
. By Lemma 2 we have
Therefore in (A.4) we can replace y with U E[A] (s), and (A.5) follows by definition ofê. We now check assumptions (3) and (4).
To check the assumption (3), we first assume that U E[A] = (D θ (ū 1 ,ū 2 )) T , whereū 1 andū 2 are from Lemma 3, and D θ = diag(θ). The firstn 1 = nπ 1 column vectors of (ū 1 ,ū 2 ) T are equal and we denote by ξ 1 . The lastn 2 = nπ 2 column vectors of (ū 1 ,ū 2 ) T are also equal and we denote by ξ 2 . Then
(1 + e i ), and e − c 2 = k 1 + k 2 . By Lemma 3, entries of ξ 1 , ξ 2 are of order 1/ √ n and the angle between ξ 1 , ξ 2 does not depend on n, it follows that
(e) is of order k 1 + k 2 . By Lemma 7, it is easy to see that the argument still holds for the actual U E [A] . Assumption (4) follows directly from part (e) of Lemma 9. Hence, Theorem 1 holds. The upper bound in Theorem 1 is simplified by Lemma 5 and part d of Lemma 9.
B.2. Proof of Results in Section 3.2. We follow the notation introduced in the discussion before Lemma 9. Lemma 10 provides the form of n 1 and n 2 as functions defined on the projection of the cube.
Lemma 10. Consider the block models and let R = U E[A] [−1, 1] n . In the coordinate system x e = U E[A] (e), the functions n 1 and n 2 defined by (3.1) admit the forms
where ϑ is a vector with ϑ < M for some M > 0 not depending on n. In the coordinate system (α, β), n 1 and n 2 admit the forms
where s is a constant.
Proof of Lemma 10.
By Lemma 4, the firstn 1 row vectors of U E[A] are equal, and the lastn 2 row vectors of U E[A] are also equal. Therefore U * has rank two, and R U * is contained in a hyperplane. It follows that z is a linear function of x, and in turn, a linear function of (α, β).
In the coordinate system x, n 1 (0) = n/2 implies z(0) = 0; n 1 (1) = n implies z(x 1 ) = √ n; n 1 (c) =n 1 = nπ 1 implies z(x c ) = (2π 1 − 1) √ n. Since x 1 and x c are of order √ n by Lemma 3 and Lemma 7, there exists a constant M > 0 such that z = ϑ T x for some vector ϑ with ϑ < M .
In the coordinate system (α, β), n 1 (0) = n 2 (0) = n/2 implies z(0) = 0; n 1 (1) = n implies z(1, 0) = √ n; n 1 (−1) = 0 implies z(−1, 0) = − √ n.
Therefore along the line β = 0, z(α, 0) = √ nα. For any fixed α, z is a linear function of β with the same coefficient, so z(α, β) = √ nα + s √ nβ for some constant s.
Lemma 11 show some properties ofQ BM . Parts (b) gives a weaker version of convexity ofQ BM . Part (c) together with Lemma 4 will be used to replace Assumption (2). Part (d) verifies Assumption (4), and part (e) simplifies the upper bound in part (d). , thenQ BM = Q DCBM + 2G. By Lemma 9, to show (a), (b), and (c), it is enough to show that G satisfies those properties. Parts (d) and (e) follow from (a), (b), and (c) by the same argument used to prove Lemma 9. Note that if we multiplȳ O 1 andŌ 2 by a positive constant, or multiply n 1 and n 2 by a positive constant, then the behavior of G does not change, sinceŌ 1 +Ō 2 is a constant. Therefore by Lemma 10 we may assume that O 1 = 2(1 + α),Ō 2 = 2(1 − α), n 1 = (1 + α) + sβ, n 2 = (1 − α) − sβ. Note that when α = 1, the right hand side equals s 2 ≥ 0. Therefore, to show that G is convex, it is enough to show that the second derivative of G is non-increasing. The third derivative of G has the form d 3 G dα 3 = 8s 2 n 3 1 (1 + α) 2 (3α + 1)s − 3α − 3 .
Note that n 1 ≥ 0 implies s ≥ − Note thatQ BM does not have the exact form of (2.1). A small modification shows that Lemma 1 still holds forQ BM .
Lemma 12. LetQ =Q BM . Under the assumptions of Theorem 3, there exists a constant M > 0 such that with probability at least 1 − δ, (B.6)Q(c) −Q(e * ) ≤ M n log(n) λ n log(n/δ). , it is enough to show that the statement holds forḠ =Ō 1 log n 1 . Let G = O 1 log n 1 . We follow the argument of Lemma 1.
Note that 1 + e 2 = 2(1 + e) T 1 = 4n 1 , therefore
|G ( 
and there exists a constant M > 0 such that
≤ M n λ n log(n/δ).
The last inequality follows from Lemma 5. By Lemma 4, the angle between two adjacent sides of R does not depend on n. Therefore, there exists s ∈ E A such that
Note thatQ EXT R does not have the exact form of 2.1. The following Lemma shows that the argument used in the proof of Lemma 1 holds for Q EXT R .
Lemma 14. LetQ =Q EXT R and assume that the assumption of Theorem 5 holds. Then there exists constant M > 0 such that with probability at least 1 − δ, (B.8)Q(c) −Q(e * ) ≤ M n λ n log(n/δ).
Proof of Lemma 14. Note that 1 + e 2 = 2(1 + e) T 1 = 4n 1 . By inequality (B.1) we have
≤ M n 2 λ n log(n/δ) ≤ M n λ n log(n/δ), |O 12 −Ō 12 | ≤ M n λ n log(n/δ).
Therefore |Q(e) −Q(e)| ≤ M n λ n log(n/δ). Letê = arg max{Q(e), e ∈ E A }. Then Q(e * ) ≥ Q(ê) and hencē Q(ê) −Q(e * ) ≤Q(ê) − Q(ê) + Q(e * ) −Q(e * ) (B.9) ≤ M n λ n log(n/δ). The last inequality follows from Lemma 5. For e ∈ [−1, 1] n let x e = U E[A] (e). By Lemma 10, there exist M > 0 not depending on n and a vector ϑ such that ϑ ≤ M and for i = 1, 2,
Note that n i (x c ) =n i = π i n, therefore by Lemma 5, n 2 n 1 − n 2 (y) n 1 (y)
Together with (B.10) and the fact thatŌ 11 (y) ≤ n E[A] , it implies that |Q(x c ) −Q(y)| ≤n 2 n 1 |Ō 11 (x c ) −Ō 11 (y)| + n 2 n 1 − n 2 (y) n 1 (y) Ō 11 (y) + |Ō 12 (y) −Ō 12 (x c )| ≤ M n λ n log(n/δ).
The convexity ofQ by Lemma 13 then imply (B.11)Q(x c ) −Q(xê) ≤ M n λ n log(n/δ).
Finally, adding (B.9) and (B.11) we get (B.8).
