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Abstract
The paper addresses an important but difﬁcult class of concave cost supply management problems which consist in minimizing
a separable increasing concave objective function subject to linear and disjunctive constraints. We ﬁrst recast these problems into
mixed zero-one nondifferentiable concave minimization over linear constraints problems and then apply exact penalty techniques to
state equivalent nondifferentiable polyhedral DC (Difference of Convex functions) programs. A new deterministic approach based
on DC programming and DCA (DC Algorithms) is investigated to solve the latter ones. Finally numerical simulations are reported
which show the efﬁciency, the robustness and the globality of our approach.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The concave cost supply management problem considered in this paper consists in optimization of product delivery
from a set of providers to themanufacturing units (single and/or several manufacturing units and single planning period)
with respect to delivery cost functions of concave type. Given the lower and upper bounds on the shipment size for
each provider, the demand of each manufacturing unit has to be satisﬁed. The main difference between this problem
and the well-known transportation problem with concave cost (see e.g. [3,14]) is the fact that a provider does not
deliver anything or a quantity that lies between a lower bound and an upper bound. This disjunctive constraint makes
the problem difﬁcult. The lower bound is the economical production quantity imposed by the provider and the upper
bound is the maximum quantity able to produce during the period under consideration. It has been shown in [1] that the
concave cost supply management problem for single manufacturing unit is NP-hard even to ﬁnd a feasible solution. The
authors investigate there a dynamic programming technique for solving the just mentioned problem. In [2] heuristic
algorithms based on the properties of the local optima and the order have been developed to both cases: single and
several manufacturing units. This approach works well for single manufacturing case but the several manufacturing
case still is difﬁcult.
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The approach studied in this paper is completely different: it is a deterministic continuous approach based on DC
(Difference of Convex functions) programming. By introducing the binary variables we ﬁrst express the constraints as
mixed zero-one linear constraints. Next, approximating the discontinuous cost function, we cast the problem as a mixed
zero-one program with concave cost. Finally, using an exact penalty result, we reformulate the last problem in terms
of nonsmooth concave minimization program subject to linear constraints. Since a concave minimization program is
a DC program, we investigate the solution method for solving it by a DC programming approach called DCA (DC
Algorithms).
DC programming and DCA constitute the backbone of nonconvex programming. They are introduced, in their
preliminary form, by Pham Dinh Tao in 1986 as a natural and logical extension of Pham Dinh Tao’s earlier work since
1974 concerning concave programming and its subgradient algorithms, and extensively developed by Le Thi Hoai An
and Pham DinhTao since 1994 (see [4–11] and references therein). The DCA is a descent method without linesearch for
solving a general DC program that is the minimization of a difference of convex functions on a closed convex set. More
precisely it is primal–dual subgradient method based on local optimality and DC duality . DCA has been successfully
applied to many large-scale (smooth or nonsmooth) nonconvex programs in various domains of applied sciences and
becomes now classic, and more and more popular (see e.g. [4–13]). From a suitable starting point it converges quite
often to a global solution and proved to be more robust and efﬁcient than standard methods (see e.g. [4–7,11]). This is
our main motivation when studying the solution methods for the concave cost supply management problem.
The paper is organized as follows. The concave cost supply management problem statement is presented in
Section 2. Section 3 is devoted to the reformulation of this problem in terms of a mixed zero-one concave program
and of a concave program. The solution method via DC programming and DCA is investigated in Section 4 and the
numerical results are reported in Section 5. For the reader not familiar with DC programming and DCA, we will outline
them, at the beginning of Section 4, in order to give a description of DCA in a comprehensible way.
2. Problem statement
2.1. One manufacturing unit and several providers
A set of providers N = {1, 2, . . . , n} can deliver raw material to a manufacturing unit. The quantity to be delivered
during a standard period (say a week) is constant and equal to A. For any provider i ∈ N , there must hold:
• The minimum quantity the provider i is prepared to deliver for economical reason is ﬁxed and denoted by mi .
• The maximum quantity the provider i is able to deliver is Mi .
The manufacturing cost ki(xi) of a quantity xi bought from provider i ∈ N is
ki(xi) =
{
0 if xi = 0,
ai + gi(xi) if xi > 0, (1)
where ai0, limxi→0+ gi(xi)0 and gi is a concave, continuously differentiable, and increasing function of xi on
R+\{0}.
Thus, this problem can be formulated as follows [2]:
(UMP) min
n∑
i=1
ki(xi)
s.t.
n∑
i=1
xi = A, (2)
xi ∈ {0} ∪ [mi,Mi], i = 1, . . . , n. (3)
2.2. Multi-providers and multi-manufacturing units
A set of providers N = {1, . . . , n} can deliver raw material to a set of manufacturing units M = {1, . . . , m}. The
quantity to be delivered to every manufacturing unit j ∈ M during speciﬁc period (say a week) is constant and equal
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to Aj . For any provider i ∈ N , there must hold:
• The minimum quantity the provider i ∈ N is prepared to deliver to any manufacturing unit j ∈ M is ﬁxed and
denoted by mij .
• The maximum quantity the provider i ∈ N is able to deliver is Mi .
The manufacturing cost kij (xij ) of a quantity xij bought by the manufacturing unit j ∈ M from provider i ∈ N is
kij (xij ) =
{
0 if xij = 0,
aij + gij (xij ) if xij > 0, (4)
where aij 0, limxij→0+ gij (xij )0 and gij is a concave, continuously differentiable, and increasing function of xij
on R+\{0}.
Finally, the problem can be written as follows [2]:
(MMP) min
x∈Rn·m+
F(x) :=
∑
(i,j)∈N×M
kij (xij )
s.t.
n∑
i=1
xij = Aj , j ∈ M ,
m∑
j=1
xij Mi, i ∈ N ,
xij ∈ {0} ∪ [mij ,Mi] for (i, j) ∈ N × M
inwhichF is a concave, continuously differentiable and increasing function on {x ∈ Rn·m+ : xij > 0, for (i, j) ∈ N×M}.
3. Reformulation
3.1. Mixed zero-one reformulation
Since Problem (UMP) is a particular case of (MMP) when m = 1, Aj = A and mij = mi , we will only consider in
the next the Problem (MMP). We will reformulate it as a mixed zero-one programming problem.
Let yij , (i, j) ∈ N × M , be the binary variables deﬁned by
yij =
{
1 iff xij ∈ [mij ,Mi],
0 iff xij = 0,
then the disjunctive constraint xij ∈ {0} ∪ [mij ,Mi] is equivalent to
mijyij xij Miyij and yij ∈ {0, 1}.
Thus, Problem (MMP) can be rewritten in the form of mixed 0-1 concave minimization problem
(MICP) min
(x,y)
F (x) =
∑
(i,j)∈N×M
kij (xij )
s.t.
n∑
i=1
xij = Aj , j ∈ M , (5)
m∑
j=1
xij Mi, i ∈ N , (6)
mijyij xij Miyij , (i, j) ∈ N × M , (7)
yij ∈ {0, 1}, (i, j) ∈ N × M . (8)
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3.2. Concave minimization reformulation via exact penalty
The convex functions −kij (xij ) are discontinuous at xij = 0 at which the subdifferential of −kij is empty
((−kij )(0) = ∅), and so we cannot apply DCA (see Section 4.1). To avoid this inconvenience we approximate
the function −kij by a continuous and subdifferentiable function on R+.
Approximate cost function: Let 0< ij <mij , (i, j) ∈ N × M , be given. Deﬁne the function kij : R+ → R by
kij (xij ) =
⎧⎨⎩
1
ij
(aij + gij (ij ))xij if 0xij ij ,
aij + gij (xij ) if xij ij .
(9)
Hence−kij is a continuous convex function and subdifferentiable on thewholeR+ and then the functionF : Rn·m+ → R
deﬁned by −F(x) =∑(i,j)∈N×M (−kij )(xij ) is also continuous convex and subdifferentiable on the whole Rn·m+ . We
have:
Proposition 1. Problem (MICP) is equivalent to the next one
(MICP′)
{
min
x,y
F (x) := ∑
(i,j)∈N×M
kij (xij )
s.t. (5), (6), (7), (8).
Proof. Since Problems (MICP) and (MICP′) have the same feasible set, it sufﬁces to prove that they have the same
optimal value. Indeed, from (4) and (9) we see that, for any xij ∈ {0} ∪ [mij ,Mi],
kij (xij ) = kij (xij )
and then, for any feasible point (x, y) of these problems we have F(x) = F(x). 
Using an exact penalty result we will reformulate (MICP′) in the form of a concave minimization problem with
continuous variables. Let
K :=
⎧⎨⎩(x, y) ∈ Rn·m × [0, 1]n·m :
n∑
i=1
xij = Aj ,
m∑
j=1
xij Mi, mij yij xij Miyij , (i, j) ∈ N × M
⎫⎬⎭ . (10)
Deﬁne the function p(x, y) := p1(y) := ∑i∈N,j∈M yij (1 − yij ). Clearly, p is a concave function with nonnegative
values on K and the feasible set of (MICP) can be written as
{(x, y) ∈ K : yij ∈ {0, 1}} = {(x, y) ∈ K : p(x, y) = 0} = {(x, y) ∈ K : p(x, y)0}.
Hence (MICP) can be reformulated as
min{F(x) : (x, y) ∈ K,p(x, y)0} (11)
which is minimizing a nonsmooth concave function over a nonconvex set. Since K is a bounded polyhedral convex set
and the concave function p is nonnegative over K , then according to [9,6], there is t00 such that for any t > t0, (11)
is equivalent to
min{F(x) + tp(x, y) : (x, y) ∈ K} = min{F(x) + tp1(y) : (x, y) ∈ K}, (12)
where the smallest t0 veriﬁes
t0 min
{
F(x) − 

: (x, y) ∈ K,p(x, y)0
}
(13)
with
 := min{F(x) : (x, y) ∈ K} = min{F(x) : (x, y) ∈ V (K)},
 := min{p1(y) : (x, y) ∈ V (K), p(x, y)> 0}.
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Remark 2. It is easy to show that if (x∗, y∗) is a local solution (resp. global solution) of (12) with p1(y∗) = 0, then
(x∗, y∗) is a local solution of (11) (resp. a global solution of (11) and t t0).
4. Solution method via DC programming and DCA
It is clear that concave minimization over a convex set is a DC program. A natural DC formulation of (12) is
min{g(x, y) − h(x, y) : (x, y) ∈ Rn·m × Rn·m},
with g(x, y) := K(x, y), h(x, y) := −F(x) − tp1(y), (14)
where K denotes the indicator function of K, i.e. K(x, y) = 0 if (x, y) ∈ K,+∞ otherwise.
In the next subsection we will outline the main features of DC programming and DCA which should allow the reader
to understand more easily these tools and the validity of our approaches.
4.1. DCA for general DC programs
Let 0(Rn) denote the convex cone of all lower semicontinuous proper convex functions on Rn. The vector space of
DC functions, DC(Rn)=0(Rn)−0(Rn), is quite large to contain almost real life objective functions and is closed
under all the operations usually considered in optimization.
Consider the general DC program
 = inf{f (x) := g(x) − h(x) : x ∈ Rn} (Pdc)
with g, h ∈ 0 (Rn). Such a function f is called DC function, and g − h, DC decomposition of f while the convex
functions g and h are DC components of f . Note that a constrained DC program whose feasible set C is convex
inf{k(x) − h(x) : x ∈ C}
can always be transformed into an unconstrained DC program by adding the indicator function of C to the ﬁrst DC
component g
inf{g(x) − h(x) : x ∈ Rn} where g := k + C
according to the natural convention in DC programming [8,10]:
+∞ − (+∞) = +∞. (15)
Let
g∗(y) := sup{〈x, y〉 − g(x) : x ∈ Rn}
be the conjugate function of g. By using the fact that every function h ∈ 0(Rn) is characterized as a pointwise
supremum of afﬁne functions, say
h(x) := sup{〈x, y〉 − h∗(y) : y ∈ Rn},
we have
 = inf{g(x) − sup{〈x, y〉 − h∗(y) : y ∈ Rn} : x ∈ Rn} = inf{(y) : y ∈ Rn}
with
(y) := inf{g(x) − [〈x, y〉 − h∗(y)] : x ∈ Rn} (Py).
It is clear that (Py) is a convex program and
(y) = h∗(y) − g∗(y) if y ∈ domh∗ and + ∞ otherwise. (16)
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Finally we state the dual program of (Pdc)
 = inf{h∗(y) − g∗(y) : y ∈ domh∗}
that is written, in virtue of (15)
 = inf{h∗(y) − g∗(y) : y ∈ Y } (Ddc).
We observe the perfect symmetry between primal and dual DC programs: the dual to (Ddc) is exactly (Pdc).
A function f ∈ 0(Rn) is a polyhedral convex function if
f (x) := max{〈x, yi〉 − i : i = 1, . . . , m} + C(x),
where yi ∈ Rn, i ∈ R for i = 1, . . . , m and C is a nonempty closed convex set.
A DC program (Pdc) is called polyhedral DC program if either g or h is a polyhedral convex function. This class of
DC programs, which is frequently encountered in practice and has been extensively developed in our previous works
(see e.g. [5] and references therein), enjoys interesting properties (from both theoretical and practical viewpoints)
concerning the local optimality and the convergence of the DCA. Note that (14) is a polyhedral DC program since K
is a polyhedral convex function.
DC programming investigates the structure of the vector space DC(Rn), DC duality and optimality conditions for
DC programs. The complexity of DC programs resides, of course, in the lack of practical optimal globality conditions.
We developed instead the following necessary local optimality conditions for DC programs in their primal part, by
symmetry their dual part is trivial (see [4–11] and references therein):
h(x∗) ∩ g(x∗) = ∅ (17)
(such a point x∗ is called critical point of g − h or for (Pdc)), and
∅ = h(x∗) ⊂ g(x∗). (18)
Condition (18) is also sufﬁcient for many classes of DC programs. In particular it is sufﬁcient for the next cases quite
often encountered in practice:
• In polyhedral DC programs with h being a polyhedral convex function [7,8,10,11]. In this case, if h is differentiable at
a critical point x∗, then x∗ is actually a local minimizer for (Pdc). Since a convex function is differentiable everywhere
except for a set of measure zero, one can say that a critical point x∗ is almost always a local minimizer for (Pdc).
• In case the function f is locally convex at x∗ [8].
The transportation of local and global solutions between (Pdc) and (Ddc) is expressed by⎡⎣ ⋃
y∗∈D
g∗(y∗)
⎤⎦ ⊂ P, [ ⋃
x∗∈P
h(x∗)
]
⊂ D, (19)
whereP andD denote the solution sets of (Pdc) and (Ddc), respectively. Under technical conditions, this transportation
holds also for local solutions of (Pdc) and (Ddc) [8].
Based on local optimality conditions and duality in DC programming, the DCA consists in the construction of two
sequences {xk} and {yk}, candidates to be solutions of primal and dual programs, respectively, such that the sequences
{g(xk) − h(xk)} and {h∗(yk) − g∗(yk)} are decreasing, and {xk} (resp. {yk}) converges to a primal solution x˜ (resp. a
dual solution y˜) verifying local optimality conditions and
x˜ ∈ g∗(y˜), y˜ ∈ h(˜x). (20)
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These two sequences {xk} and {yk} are determined in the way that xk+1 (resp. yk) is a solution to the convex program
(Pk) (resp. (Dk)) deﬁned by
inf{g(x) − h(xk) − 〈x − xk, yk〉 : x ∈ Rn} (Pk),
inf{h∗(y) − g∗(yk−1) − 〈y − yk−1, xk〉 : y ∈ Rn} (Dk).
The ﬁrst interpretation of DCA is simple: at each iteration one replaces in the primal DC program (Pdc) the second
component h by its afﬁne minorization hk(x) := h(xk) + 〈x − xk, yk〉 at a neighbourhood of xk to give birth to the
convex program (Pk) whose the solution set is nothing but g∗(yk). Likewise, the second DC component g∗ of the
dual DC program (Ddc) is replaced by its afﬁne minorization (g∗)k(y) := g∗(yk)+〈y − yk, xk+1〉 at a neighbourhood
of yk to obtain the convex program (Dk) whose h(xk+1) is the solution set. DCA performs so a double linearization
with the help of the subgradients of h and g∗ and the DCA then yields the next scheme:
yk ∈ h(xk), xk+1 ∈ g∗(yk). (21)
First of all, it is worth noting that our works involve the convex DC components g and h but not the DC function f
itself. Moreover, a DC function f has inﬁnitely many DC decompositions which have crucial impacts on the qualities
(speed of convergence, robustness, efﬁciency, globality of computed solutions, etc.) of DCA. For a given DC program,
the choice of optimal DC decompositions is still open. Of course, this depends strongly on the very speciﬁc structure
of the problem being considered. In order to tackle the large-scale setting, one tries in practice to choose g and h such
that sequences {xk} and {yk} can be easily calculated, i.e. either they are in explicit form or their computations are
inexpensive.
We mention now the main convergence properties of DCA ([4–11] and references therein). In this paragraph, denote
by C (resp. D) a convex set containing the sequence {xk} (resp. {yk}) and (g, C) (or (g) if C = Rn) the modulus of
strong convexity of g on C given by
(g, C) = sup{0 : g − (/2)‖ · ‖2 be convex on C}.
DCA’s convergence properties [7,8,10,11]: DCA is a descent method without linesearch which enjoys the following
properties:
(i) The sequences {g(xk) − h(xk)} and {h∗(yk) − g∗(yk)} are decreasing and
• g(xk+1) − h(xk+1) = g(xk) − h(xk) iff yk ∈ g(xk) ∩ h(xk), yk ∈ g(xk+1) ∩ h(xk+1) and [(g, C) +
(h, C)]}‖xk+1 − xk‖ = 0. Moreover if g or h are strictly convex on C then xk = xk+1.
In such a case DCA terminates at the kth iteration (ﬁnite convergence of DCA)
• h∗(yk+1) − g∗(yk+1) = h∗(yk) − g∗(yk) iff xk+1 ∈ g∗(yk) ∩ h∗(yk), xk+1 ∈ g∗(yk+1) ∩ h∗(yk+1) and
[(g∗,D) + (h∗,D)]‖yk+1 − yk‖ = 0. Moreover if g∗ or h∗ are strictly convex on D, then yk+1 = yk .
In such a case DCA terminates at the kth iteration (ﬁnite convergence of DCA).
(ii) If (g, C)+ (h, C)> 0 (resp. (g∗,D)+ (h∗,D)> 0)) then the series {‖xk+1 − xk‖2} (resp. {‖yk+1 − yk‖2})
converges.
(iii) If the optimal value  of problem (Pdc) is ﬁnite and the inﬁnite sequences {xk} and {yk} are bounded then every
limit point x˜ (resp. y˜) of the sequence {xk} (resp. {yk}) is a critical point of g − h (resp. h∗ − g∗).
(iv) DCA has a linear convergence for general DC programs.
(v) DCA has a ﬁnite convergence for polyhedral DC programs.
Before closing this outline of DCA, it is crucial to keep in mind the second interpretation of DCA:
Let x∗ be an optimal solution of primal DC program (Pdc) and y∗ ∈ h(x∗). In virtue of (19) y∗ is an optimal
solution of the dual DC program (Ddc). Let h∗ be the afﬁne minorization of h deﬁned by
h∗(x) := h(x∗) + 〈x − x∗, y∗〉
and consider the next convex program
∗ := inf{g(x) − h∗(x) : Rn} = inf{f (x) + h(x) − h∗(x) : x ∈ Rn}. (22)
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Since the function f∗(x)= f (x)+ h(x)− h∗(x) is a convex majorization of f , ∗. But f∗(x∗)= f (x∗)= . Hence
∗ = . On the other hand, the optimal solution set of (22) is g∗(y∗) that is contained in the optimal solution setP of
(Pdc) following (19). Taking into account of (19) and the decrease of the sequence {g(xk)−h(xk)}, one can understand
better the role played by the linearized programs (Pk) and (22) and explain partially the reason why DCA converges to
an optimal solution of (Pdc) from a good initial point.
Finally it is important to point out the deeper insight into DCA. Let h and (g∗) be the polyhedral convex functions
(which underapproximate, respectively, the convex functions h and g∗) deﬁned by
h(x) := sup{hi(x) : i = 0, . . . , }, ∀x ∈ Rn,
(g∗)(y) = sup{(g∗)i(y) : i = 1, . . . , }, ∀y ∈ Rn. (23)
Let k := inf{ : g(x)− h(x)= g(x+1)− h(x+1)}. If k is ﬁnite, then the solution computed by DCA, xk+1 and yk ,
are global minimizers for the polyhedral DC programs
k = inf{g(x) − hk(x) : x ∈ Rn} (Pk)
and
k = inf{h∗(y) − (g∗)k(y) : x ∈ Rn} (Dk),
respectively. This property holds especially in polyhedral DC programs where DCA has a ﬁnite convergence.
The hidden features reside in (k is ﬁnite or equal to +∞):
• xk+1 (resp. yk) is not only an optimal solution of (Pk) (resp. (Dk)) but also an optimal solution to the more tightly
approximate problem (Pk) (resp. (Dk)),
• k +kk where k := inf{hk(x)−h(x) : x ∈ P}0 and the more k is near zero (i.e. the more the polyhedral
convex minorization hk is close to h over P), the more xk+1 is near P.
• If h and hk coincide at some optimal solution to (Pdc) or g∗ and (g∗)k coincide at some optimal solution to (Ddc)
then xk+1 (resp. yk) is also an optimal solution of (Pdc) (resp. (Ddc)).
For a complete study of DC programming and DCA the reader is referred to [4–11] and references therein. The
solution of a nonconvex program by DCA must be composed of two stages: the search of an appropriate DC decom-
position and that of a good initial point. We shall apply all these DC enhancement features to solve problems (MICP′)
in its equivalent form (12).
4.2. DCA for solving (MICP′)
According to (21) we ﬁrst need computing a subgradient of the function h(x, y) := −F(x) − tp1(y). Remark that
h is differentiable everywhere except at (	, y) with 	 = (ij ) ∈ Rn·m. We have
(uk, vk) ∈ h(xk, yk) ⇔ uk ∈ (−F)(xk), vk ∈ t(−p1)(yk)
⇔ uk = (ukij ) with ukij ∈ (−kij )(xkij ), vk = 2t (yk − 12e),
where e denotes the vector of ones in Rn.m. Thus, a subgradient (uk, vk) of h at (xk, yk) can be chosen as: uk = (ukij )
for i ∈ N, j ∈ M and vk = 2t (yk − 12e), where
ukij =
{ 1
ij
(aij + gij (ij )) if 0xkij < ij ,
g′ij (x
k
ij ) if x
k
ij ij .
(24)
Second, we have to compute an optimal solution of the convex program
min{K(x, y) − 〈(x, y), (uk, vk)〉 : (x, y) ∈ Rn·m × Rn·m} = min{〈(x, y), (uk, vk)〉 : (x, y) ∈ K}
which is actually a linear program.
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Finally the DCA applied to (12) can be described as follows:
Algorithm 1 (DCA applied to (12))
1. Initialization: Let 1, 2 be sufﬁciently small positive numbers. Let (x0, y0) ∈ Rn·m × [0, 1]n·m. Set k = 0.
2. Iteration k = 0, 1, . . .
k1. Set uk = (ukij ) for i ∈ N, j ∈ M following (24) and set vk = 2t (yk − 12e)
k2. Solve the linear program
min{〈(x, y), (uk, vk)〉 : (x, y) ∈ K} (25)
to obtain (xk+1, yk+1).
3. If
|F(xk+1) + tp1(yk+1) − F(xk) − tp1(yk)|1 and ‖xk+1 − xk‖ + ‖yk+1 − yk‖2
then stop, (xk+1, yk+1) is a solution computed by DCA; otherwise, set k = k + 1 and go to Step 2.
Convergence of the algorithm:
Theorem 3. Algorithm 1 generates the sequence {(xk, yk)} in the vertex set V (K) of K that veriﬁes:
(i) The sequence {F(xk) + tp1(yk)} is decreasing.
(ii) The sequence {(xk, yk)} converges, after a ﬁnite number of iterations, to (x∗, y∗) which belongs to V (K) and
(x∗, y∗) is a critical point for (MICP′).
(iii) Let t1 =max{(F (x)−)/ : (x, y) ∈ V (K), p1(y)0}. For any t > t1, if at an iteration r one has yr ∈ {0, 1}n·m,
then yk ∈ {0, 1}n·m for all kr , where  := min{F(x) : (x, y) ∈ V (K)} and  := min{p1(y) : (x, y) ∈ V (K),
p1(y)> 0}.
(iv) For t > t1 and suppose that there is an iteration r such that yr ∈ {0, 1}n·m. Then (x∗, y∗) is almost always a strict
local minimizer for (MICP′).
Proof. (i) and (ii) are immediate consequences, respectively, of the DCA’s convergence properties (i) and (v) displayed
above.
(iii) Let {(xk, yk)} ⊂ V (K), k1, be generated by Algorithm 1. If y ∈ {0, 1}n·m for every (x, y) ∈ V (K) then the
assertion is trivial. Otherwise, let yr ∈ {0, 1}n·m and (xr+1, yr+1) ∈ V (K) be an optimal solution of the linear program
(25). Then from (i) we have
F(xr+1) + tp1(yr+1)F(xr) + tp1(yr).
Since p1(yr) = 0, it follows
tp1(y
r+1)F(xr) − F(xr+1)F(xr) − .
If p1(yr+1)> 0, then
t F(x
r) − F(xr+1)
p1(yr+1)
 F(x
r) − 

 t1
which contradicts the fact t > t1. 
(iv) For a general DC program (Pdc) we have proved the following results [5,8,10]:
Result 1. DCAA converges to a critical point x∗ for (Pdc). If, in particular, h is differentiable at x∗, then ∇h(x∗) ∈
g(x∗).
Result 2. If x∗ is a point such that
h(x∗) ⊂ int g(x∗),
then x∗ is a strict local minimizer for (Pdc) (int(.) denoting the interior of the set (.)).
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Consider now the polyhedral DC program (MICP′)
min{K(x, y) − (−F(x) − tp1(y)) : (x, y) ∈ Rn·m × Rn·m}, (26)
where the indicator function K is a polyhedral convex function. By (iii) y∗ ∈ {0, 1}n·m and then x∗ ∈ {0} ∪ [mij ,Mi].
Consequently −F is differentiable at x∗ and so −F(.) − tp1(.) is differentiable at (x∗, y∗). Thus, if (x∗, y∗) ∈ V (K)
is a solution computed by Algorithm 1 such that
(−∇F(x∗),−t∇p1(y∗)) ∈ int K(x∗, y∗), (27)
then (x∗, y∗) is strict local minimizer for (MICP′) (Result 2). Clearly that the (27) is almost always satisﬁed if (x∗, y∗)
is a vertex of K because the interior of the normal cone K(x∗, y∗) of K at (x∗, y∗) is nonempty and K(x∗, y∗) \
int(K(x∗, y∗)) is a set of measure 0. More precisely, from Result 1 (−∇F(x∗),−t∇p1(y∗)) ∈ K(x∗, y∗), and
then (−∇F(x∗),−t∇p1(y∗)) ∈ intK(x∗, y∗) if and only if (−∇F(x∗),−t∇p1(y∗)) is a linear combination, with
positive coefﬁcients for linear inequality constraints, of (n · m) linear constraints which are linearly independent and
active at (x∗, y∗). To check this condition in case (x∗, y∗) is a nondegenerate vertex of K, it sufﬁces to solve the
corresponding linear system.
Remark 4. (i) We have the following relation between t0 given in (13) and t1 deﬁned in Theorem 3: t0 t1.
The property (iii) of Theorem 3 is crucial because DCA applied to the penalty equivalent DC program (26) works
in fact with the original (11) from the rth iteration if (xr , yr ) veriﬁes p1(yr) = 0 and it decreases the objective values
of (11).
(ii) According to [6], to ﬁnd efﬁciently a feasible point of (11), one can apply DCA to the concave minimization
program
0 := min{p(x, y) : (x, y) ∈ K, p(x, y)0}
whose optimal value is 0.
(iii) Remark 2 and Theorem 3 suggest the following choice of a penalty parameter t : one is given a positive number
t and a feasible point (x0, y0) of (12), (or better in the feasible set of (11)), to apply DCA to (12) with t = t . If the ﬁnite
sequence {(xk, yk)} veriﬁes p1(yk)= 0, i.e. (xk, yk) is a feasible point of (11), for k l, then this value t will be taken
as a penalty parameter. Otherwise one replaces t by 2 t and repeats the procedure until the above property holds.
4.3. Restarting DCA for globally solving (MICP′)
For improving the quality of the solution in order to obtain a global solution of (MICP′) we investigate a restarting
procedure based on DCA. Let (x∗, y∗) be a solution computed by DCA applied to (12), then the crucial question is
that how to ﬁnd a feasible point (x, y) of (12) such that F(x) + tp1(y)<F(x∗) + tp1(y∗)?
Result 3. Let (x, y) be a feasible point of (12). Then (x, y) deﬁned as
xij = xij , yij = yij if yij ∈ {0, 1}, yij = 1 if 0<yij < 1 and xij mij (28)
is a feasible point of (12) verifying F(x)+ tp1(y)F(x)+ tp1(y), and F(x)+ tp1(y)<F(x)+ tp1(y) if there exists
some (i, j) such that 0<yij < 1 and xij mij . Moreover, for any penalty parameter t, such a point (x, y) is a feasible
point of (MICP′) if and only if
there exists no (i0, j0) such that 0<yi0j0 < 1 and xi0j0 <mi0j0 . (29)
Proof. Immediate from the deﬁnition of (x, y) and by observing that p1(y)=0 when (29) holds and p1(y)> 0 if there
exists some (i, j) such that 0<yij < 1. 
Result 4. Let (x, y) be a feasible point of (12). If there exists (i0, j0) such that 0<yi0j0 < 1 and xi0j0 <mi0j0 and
there exists i1 = i0 satisfying∑nj=1 xi1j + xi0j0Mi1 and ki1j0(xi0j0 + xi1j0)< ki1j0(xi1j0) + ki0j0(xi0j0), then (x, y)
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deﬁned as
xij = xij , yij = yij , ∀i = i0, i1, ∀j = j0 and xi0j0 = yi0j0 = 0, xi1j0 = xi1j0+xi0j0
is a feasible point of (12) verifying F(x) + tp1(y)<F(x) + tp(y).
Proof. Immediate from the deﬁnition of (x, y). 
Solutions computed byDCAmay then be improved by incorporating the simple restarting procedure intoAlgorithm1:
Algorithm 2 (DCA with restarting procedure)
1. Apply Algorithm 1 from the starting point (x0, y0) to obtain a solution (x∗, y∗).
2. Find a feasible point (x, y) of (12) such thatF(x) + tp1(y)<F(x∗) + tp1(y∗) by using Results 3 and 4.
3. If (x, y) is found, then set x0 := x, y0 := y and return to 1, otherwise stop, set (x∗, y∗) as the solution.
5. Numerical results
We have tested the algorithms on two types of tests problems studied in [2]: the single manufacturing unit case and
the multi-manufacturing units case (see the appendix for the description of these problems). The code was written in
C++ that used CPLEX 8.1 solver for linear programs.
5.1. Single manufacturing unit case
We start the algorithm from a point (x0, y0) such that x0i ∈ [mi,A] and y0i = 0. For all test problems (20 examples)
DCA found an optimal solution after 2 or 3 iterations. We get the same optimal solution as showed in Table 2. We have
tested on several values of parameter t in the interval [10, 100] and obtained the same results.
Note that we run Algorithm 2 but we did not need restart DCA. More precisely, after applying Algorithm 1 we get a
feasible point of (12) with almost yi ∈ {0, 1} except for some i verifying 0<yi < 1 and ximi . Then by using Result
3 we obtain a feasible point of (MICP′) from which DCA is unchanged.
5.2. Multi-manufacturing units case
We run Algorithm 2 on 10 test problems. The starting point X0 is chosen as X0 = (x0, y0) with x0ij being random
numbers in the interval [0, Aj ], and y0ij = 0. The results are summarized in Table 1. Each row is showing the solution
obtained by DCA, the DCA iterations (“iter”) and the DCA values. Furthermore, the optimal value and the heuristic
cost [2] are given in the column labelled “Opt” and “Heur. cost”, respectively. Like the single manufacturing unit case,
we did not need the restarting procedure for any example.
From the numerical results we see that DCA is efﬁcient: it found an -solution with 0.06 in all examples.
More precisely, among 10 test problems, DCA provided an exact optimal solution ( = 0) in six cases, and  =
0.003, 0.007, 0.015, 0.06 in the remaining cases. We say that X is an -solution when = (f (X) − f∗)/f∗, where f∗
denotes the optimal value.
Conclusion: We have presented a nonstandard deterministic approach, based on DC programming and DCA, for
solving concave cost supply management problems which have been beforehand recast into a polyhedral DC programs.
It is worthy to note that the resulting DCA applied to the penalty equivalent DC program (26) works in fact with the
original problem (MICP′) from the qth iteration if (xq, yq) veriﬁes p1(xq) = 0 and it decreases the objective values
of (MICP′). The algorithm with its ﬁnite convergence is quite simple and inexpensive as it only needs solving a few
number of linear programs. It can then handle the large-scale setting. Preliminary numerical simulations show that DCA
provides quite often global solutions. In practice, to enhance the globality of DCA, it is crucial to elaborate deeper
works on the choice of initial points and especially on the combination of DCA with global optimization techniques
like branch and bound procedures. Such a combination turns out to provide efﬁcient restarting procedures for DCA
and permits to check globality of its computed solutions. These issues are currently in progress.
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Table 1
Multi-providers and multi-manufacturing units
Pb. no Solution Iter DCA value Opt Heur. value
x11 x12 x13 x14 x21 x22 x23 x24 x31 x32 x33 x34
1 0 0 0 80 70 0 90 0 0 50 0 0 2 294 294 309
2 0 0 0 80 70 0 90 0 0 50 0 0 2 274 272 279
3 0 0 0 80 70 0 90 0 0 50 0 0 2 294 294 309
4 0 0 0 80 0 0 90 0 70 50 0 0 2 294 294 301
5 0 0 0 80 70 0 90 0 0 50 0 0 2 294 294 309
6 0 0 0 80 0 0 90 0 70 50 0 0 2 239 239 239
7 0 0 0 80 0 0 90 0 70 50 0 0 2 239 239 239
8 0 0 0 80 70 0 90 0 0 50 0 0 2 294 293 299
9 0 0 0 80 70 0 20 0 0 50 70 0 2 269 253 265
10 70 0 10 0 0 10 0 80 0 40 80 0 2 259 253 265
Table 2
One manufacturing unit case
Pb. no Value of parameters Solution Opt
p1 p2 p3 p4 p5 p6 x1 x2 x3 x4 x5 x6
1 0.1 0.1 0.3 5 0.3 0.2 80 80 0 120 0 60 23.98
2 3 0.1 0.3 5 0.3 0.2 0 80 50 120 30 60 30.99
3 0.1 0.1 0.3 50 0.3 0.2 100 80 50 0 50 60 44.01
4 0.1 0.1 0.3 5 0.1 0.3 80 80 0 120 0 60 23.98
5 0.1 0.1 0.2 5 0.1 0.3 80 80 0 120 0 60 23.98
6 0.1 0.1 0.3 5 0.2 0.3 80 80 0 120 0 60 23.98
7 0.1 0.5 0.3 5 0.2 0.3 80 80 0 120 0 60 23.99
8 0.1 0.5 0.3 5 0.2 0.1 80 80 0 120 0 60 23.98
9 0.5 0.5 0.3 5 0.2 0.1 0 80 50 120 30 60 27.99
10 0.5 0.5 0.3 50 0.2 0.1 0 80 50 120 30 60 72.62
11 0.5 0.8 0.3 5 0.2 0.1 0 80 50 120 30 60 27.993
12 0.5 0.8 0.3 5 0.2 0.5 0 80 50 120 30 60 27.999
13 0.5 0.5 0.3 5 0.2 0.5 0 80 50 120 30 60 27.996
14 0.5 0.1 0.3 5 0.2 0.5 0 80 50 120 30 60 27.99
15 0.1 0.1 0.3 5 0.2 0.5 80 80 0 120 0 60 23.98
16 0.1 0.1 0.3 5 0.2 0.9 80 80 0 120 0 60 23.99
17 0.1 0.1 0.3 5 0.2 0.9 100 80 50 0 50 60 30.02
18 3 0.1 0.3 50 0.2 0.9 0 80 50 120 30 60 72.62
19 3 0.1 0.3 50 0.2 0.1 0 80 50 120 30 60 72.61
20 3 0.1 0.1 50 0.2 0.1 0 80 50 120 30 60 72.60
Test problems for one manufacturing unit case: The problem being considered is composed of six providers whose
capacity and cost functions are as follows:
k1(x) =
{
p1x + 2 if (x > 0),
0 if (x = 0), k2(x) =
{
4 − e−p2x if (x > 0),
0 if (x = 0),
k3(x) =
{
7 − e−p3x if (x > 0),
0 if (x = 0), k4(x) =
{ p4x + 2
x + 1 if (x > 0),
0 if (x = 0),
k5(x) =
{
1 + p5x if (x > 0),
0 if (x = 0), k6(x) =
{
5 − e−p6x if (x > 0),
0 if (x = 0),
m1 = 20, M1 = 100, m2 = 30, M2 = 80, m3 = 10, M3 = 50,
m4 = 40, M4 = 120, m5 = 15, M5 = 70, m6 = 5, M6 = 60.
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Table 3
Multi-manufacturing units case
Pb. no a11 a12 a13 a14 a21 a22 a23 a24 a31 a32 a33 a34
b11 b12 b13 b14 b21 b22 b23 b24 b31 b32 b33 b34
1 20 10 50 40 30 25 45 25 50 10 10 5
1 1.1 0.1 0.5 0.8 0.9 0.7 1.2 0.8 0.2 1.4 1.5
2 20 10 20 20 30 25 45 25 50 10 10 5
1 1.1 0.1 0.5 0.8 0.9 0.7 0.8 0.2 1.2 1.4 1.5
3 20 10 50 40 30 40 45 25 30 10 10 5
1 1.1 0.1 0.5 0.8 0.9 0.7 1.2 0.8 0.2 1.4 1.5
4 20 10 50 40 80 40 45 25 30 10 10 10
1 1.1 0.1 0.5 0.8 0.9 0.7 1.2 0.8 0.2 0.8 1.0
5 10 10 50 40 30 40 45 25 30 10 10 5
0.8 0.8 0.1 0.5 0.8 0.9 0.7 1.2 0.8 0.2 1.4 1.5
6 10 10 50 40 30 10 10 25 10 10 10 5
0.8 0.8 0.1 0.5 0.8 0.9 0.7 1.2 0.8 0.2 1.4 1.5
7 40 40 50 40 30 10 10 25 10 10 10 5
0.8 0.8 0.5 0.5 0.8 0.9 0.7 1.2 0.8 0.2 1.4 1.5
8 10 10 50 40 30 25 45 25 50 10 30 5
0.5 1.1 0.1 0.5 0.8 0.9 0.7 1.2 0.8 0.2 1.0 1.2
9 10 10 50 40 30 25 45 25 50 10 10 5
0.5 1.1 0.5 0.5 0.8 0.9 0.7 1.2 0.8 0.2 0.2 1.2
10 10 10 10 40 30 25 45 25 50 10 10 5
0.5 1.1 0.5 0.5 0.8 0.9 0.7 1.2 0.8 0.2 0.2 1.2
The values pi , i = 1, . . . , 6 for 20 examples are given in the left part of Table 2. The optimal solution and the
optimal value are reported in the two last columns. In [2] an optimal solution is obtained by enumerating all the feasible
solutions.
Test problems formulti-manufacturing units case: These test problems involve three providers and fourmanufacturing
units. The maximum limit Mi at the provider i and the minimum limit the provider i is prepared to deliver to the
manufacturing unit j, mij are given by M1 = 80, M2 = 180, M3 = 120 and mij = 10 for i = 1, 2, 3 and j = 1, . . . , 4.
The cost functions fij are deﬁned as
kij (x) =
{
aij x + bij if x > 0,
0 if x > 0, i = 1, . . . 3, j = 1, . . . 4.
with aij and bij being given in Table 3 for 10 examples. The demand Aj of the manufacturing units j = 1, . . . , 4 are
the following: A1 = 70, A2 = 50, A3 = 90, A4 = 80. A strategy to reach the optimal solution has been described in [2].
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