In this note, we show that in two-dimensional incompressible flows, contrary to common intuition, also attracting Lagrangian Coherent Structures (LCSs) can show up as ridges of the forward finite-time Lyapunov exponent (FTLE) field. This raises the issue of characterization of attracting LCSs from forward time FTLE analysis. First, we extend recent results of Haller & Sapsis (2011) [12] on the relation between forward and backward maximal and minimal stretching rates to the whole finite-time Lyapunov spectrum and to stretching directions by considering the singular value decomposition (SVD) of the deformation gradient. We show two significant advantages of the SVD compared to the usual eigendecomposition of the Cauchy-Green strain tensor: (1) one gains theoretical insight into local deformation under a finite-time dynamical system, and (2) one obtains both complete forward and backward strain information from a single grid advection. Furthermore, we give a short and direct proof of the main result of [7] and prove a characterization of attracting Lagrangian Coherent Structures (LCSs) in forward time for Haller's variational approach to hyperbolic LCSs [10] . We apply these results to the attracting FTLE ridge of the incompressible saddle flow.
Introduction
In recent years, there has been an increasing interest in dynamical systems given on a finite time interval, driven by applications in geophysical fluid flows, biological models and engineering. Hyperbolic Lagrangian Coherent Structures (LCSs), i.e. codimensionone material surfaces with locally the strongest normal repulsion or attraction, have been identified as the key structures governing transient pattern formation. As such, they are considered as finite-time analogues to stable and unstable manifolds of hyperbolic fixed points/trajectories in steady/unsteady flows admitting time-asymptotic solutions. Many approaches to numerical LCS detection have been developed, among most of which aim at identifying hyperbolic LCSs as ridges in scalar separation measure fields such as finitetime Lyapunov exponents (FTLEs) or finite-size Lyapunov exponents.
A relation between hyperbolic LCSs and the FTLE field was first suggested by Haller in [8] . The guiding intuition in [8, 9] was that repelling LCSs should be indicated by curves (or surfaces) of (locally) maximal values, subsumed by an intuitive notion of ridges, of some separation measure, computed in forward time, while their attracting counterparts should appear as ridges obtained from a backward-time computation. This intuition has been picked up by [21, 16] for the FTLE case, and is also present in the majority of approaches based on ridges of separation measures. It is known that structures of strong shear imply strong particle separation and, hence, may show up as ridges in separation measure fields.
In this note, we show in Section 2 that in the two-dimensional incompressible case, also strongly attracting structures induce particle separation and may appear as ridges in separation measure fields. To the best of our knowledge, this phenomenon has been unknown, and proves purely ridge-based LCS notions to give possibly results, which are inconsistent with expectation, cf. also [10] . Apparently, FTLE ridges may be induced by all sorts of dynamical phenomena, ranging from normal attraction via shearing to normal repulsion.
Our example raises the question of how to determine attracting LCSs in forward time. One possible solution is to include directions of attraction and repulsion in the LCS approach, as provided by the variational theory [10] and the more recent geodesic theory of LCSs [11, 5] .
In Section 3, we extend the results of [12] on the relationship between forward and backward FTLEs to forward and backward strain directions. We build our analysis on the singular value decomposition of the deformation gradient tensor, instead of on the usual eigendecomposition of the Cauchy-Green strain tensor. This will turn out to have both theoretical and computational advantages.
Section 4 is devoted to the characterization of attracting LCSs in the geodesic [7, 2, 5 ] and the variational [10] sense in forward time. In the first case, we provide a short and direct proof of the main result of [7] , in the latter, the characterization is new. We apply both approaches to the saddle flow discussed in Section 2 and show that both methods detect repelling and attracting LCSs correctly, irrespective of the orientation of a visual FTLE ridge. Middle: FTLE field for T = 1, cut off at an FTLE level of 0.29 for visualization purposes, showing a ridge along the y-axis, i.e. the unstable, attracting subspace. Right: FTLE field for T = 20, cut off at an FTLE level of 0.25, showing a ridge along the x-axis, i.e. the stable, repelling subspace.
An Example -A Nonlinear Incompressible Saddle
Consider dynamics around the nonlinear incompressible saddle, described by the Hamiltonian
, where L > 0 governs the strength of hyperbolicity, and q 1 , q 2 localize the saddle behavior. The equations of motion are given bẏ
We set the parameters to L = 2, q 1 = 1 and q 2 = 0.15, and the resulting vector field on [−1, 1] 2 is shown in Fig. 1 on the left. For (forward) integration time T = 1, we observe that actually the y-axis appears visually as a ridge and would be commonly misinterpreted as a repelling LCS on [0, 1], as opposed to its attracting nature. For a longer integration time of T = 20, the x-axis appears visually as a ridge, while the y-axis ridge seems to have disappeared, see the middle and right plots of Fig. 1 . However, for both integration times, the respective invisible axes can be shown to be height ridges [4] . First of all, the directional derivative of the FTLE field along the x-and y-axis in the respective normal direction vanishes identically over the whole considered length, while the second-order directional derivative is negative on x ∈ [−0.25, 0.25] and y ∈ [−0.14, 0.14], respectively, see Fig. 2 . Thus, locally around the origin, repelling and attracting material lines would be detected by a height ridge extraction algorithm. In this simple example, increasing the integration time makes the stable, i.e. the normally repelling, subspace more and more pronounced in the FTLE field, while the normally attracting LCS seems to disappear. This is due to the fact that under longer integration times, more initial values from the stable subspace get to the separating saddle point and do feel strong separation, normally aligned to the subspace. On the other hand, initial values from the unstable subspace, initially close to the origin, diverge from the saddle point and do not feel strong attraction on average. Based on this example, FTLE fields computed with a sufficiently long integration time seem to tend to indicate repelling or shearing material structures rather than attracting ones. However, in an a priori unknown flow, with possibly unknown underlying time scales, it may be unclear whether the time length of a given data set is sufficiently large to make the appearance of attracting LCSs as FTLE ridges unlikely. In summary, defining attracting and repelling LCSs as FTLE ridges in backward and forward time, respectively, is mathematically inconsistent. This holds true for any other approach based solely on the topography of some separation measure field. The reason is that separation measures do not indicate directions of stretching or compression, but only the pure fact that there is stretching. However, the orientation of a specified structure with respect to certain directions is defined only after its determination, and obviously cannot be obtained from the scalar field a priori. Additionally, in incompressible two-dimensional vector fields repulsion and attraction balance at each point, such that normally attracting structures come along with high particle separation values and may show up as ridges.
As we show in this note, one way to resolve this observed inconsistency is to consider directional information in LCS theory and computations. We are going to show in the next section, how this can be obtained in an elegant and efficient way.
The Geometry of Linearized Deformation
In this section, we introduce notation and at the same time show how forward and backward dynamics are related to each other, and how to obtain both types of information from a single grid advection computation. This extends the results obtained by Haller & Sapsis [12] from the level of maximal and minimal strain rates to the whole finitetime Lyapunov spectrum and to strain directions. Also, it helps to completely clarify the relationship between forward and backward strain rates, strain directions and the consequences for two-dimensional incompressible flows.
Let M be an n-dimensional Riemannian manifold, i.e. a smooth manifold with a Riemannian metric. We denote the tangent space of M at x ∈ M by T x M. The Riemannian metric gives rise to an inner product, and hence a norm, on each tangent space, and therefore induces a notion of length of and angles between tangent vectors.
Consider an unsteady smooth vector field v on M, defined on a finite time interval
The associated equation of motion is then given by the ordinary differential equationẋ
The t 1 -based flow map is denoted by F t t 1 : D ⊆ M → M and maps initial values x 1 ∈ D from time t 1 to their position at time t ∈ I according to the unique solution of (2) passing through x 1 at time t 1 . Recall that the flow map is as smooth in x 1 as is v in x. In continuum mechanical terms, the flow map can be considered as a one-parametric family of deformations of the original domain. For several reasons, regions of largest deformation are often considered as the key material surfaces, governing finite-time pattern formation. To that end, we consider what is referred to as deformation gradient (tensor), the spatial derivative of the flow map Remark 1. The fact, that the deformation gradient is a mapping between two different vector spaces makes it impossible to pose an eigenvalue problem for DF(x 1 ). Passing to a matrix representation of DF(x 1 ), its eigendecomposition depends on the choice of bases in the two tangent spaces with respect to which the matrix representation is computed. This phenomenon is sometimes paraphrased as the lack of frame-invariance, cf., for instance, [17] .
The linearized deformation effect of the flow map F is best studied with the singular value decomposition (SVD) of DF, i.e.
DF = ΘΣΞ ,
where, pointwise, Θ, Ξ are n × n orthogonal matrices, and Σ = diag (σ n , . . . , σ 1 ) is a diagonal matrix with positive entries DF = σ n ≥ . . . ≥ σ 1 > 0, called the singular values of DF. We will sometimes refer to them as strain rates as well. Note, that we changed the order of indices compared to the usual SVD notation for consistency with literature related to finite-time Lyapunov analysis, see below. It is worth recalling that the SVD is well-defined in the following sense: requiring an ordering of the diagonal Figure 3 : The flow geometry.
entries as above makes Σ uniquely defined. Accordingly, an ordering of the normalized singular vectors is induced, which in turn are uniquely defined up to direction if the associated singular value is simple. Throughout this work, we assume the SVD of DF to be well-defined, and restrict, if necessary, our analysis to the open subset of the domain in which this holds true.
The columns of Ξ, denoted by ξ n , . . . , ξ 1 , are called right-singular vectors, and the columns of Θ, denoted by θ n , . . . , θ 1 , are called left-singular vectors. It is well-known and readily seen that right-and left-singular vectors are eigenvectors of right and left Cauchy-Green strain tensors, respectively, which are defined as
Here, the super-script denotes the adjoint operator with respect to the metric on M.
Hence, we will also refer to ξ i and θ j as strain vectors or strain directions. In contrast to DF, the right and left Cauchy-Green strain tensor fields are fields of tangent space automorphisms of, respectively, the domain and the image of the flow map F. Therefore, one can consider associated eigenvalue problems, and Eq. (3) shows that right and left Cauchy-Green strain tensors, evaluated at x 1 and F(x 2 ), respectively, have the same eigenvalues λ n ≥ . . . ≥ λ 1 > 0. They are related to the singular values of DF via λ i = σ 2 i . The assumption of well-defined SVD gives rise to two sets of smooth vector fields, the right-singular vector fields on the domain of the flow map, and the left-singular vector fields on the image of the flow map. We choose to consider the singular value functions σ i to be defined on the domain of F. The SVD can be reformulated in differential geometric notation as
One also says that θ i and ξ i are F-related, up to the non-vanishing, positive coefficient function σ i . Eq. (4) states that the ξ i are the forward strain directions, that they are mapped by DF onto θ i and thereby stretched by σ i , see Fig. 4 . In words, ξ n (x 1 ) and ξ 1 (x 1 ) are the displacements around x 1 of, respectively, largest and smallest stretching under the linearized flow DF(x 1 ). At some point x 1 , the rate of Figure 4 : The local geometry of linearized deformation in the two-dimensional incompressible case. Solid unit circles are mapped to dashed ellipses of the corresponding color by DF and DF −1 , resp. The black curve connecting x 1 and x 2 represents the trajectory of x 1 under F t t 1 . Due to incompressibility, see Eqs. (5) and (7), the lengths of the ellipses' major and minor semiaxes equal each other, respectively. largest stretching over the time interval [t 1 , t 2 ] of length T is defined as
and is referred to as (forward) finite-time Lyapunov exponent (FTLE). It is well-known that if v is incompressible, then the associated flow is volume-preserving, i.e. det (DF) = n i=1 σ i = 1, and therefore Λ f ≥ 0; see, for instance, [15, Proposition 14.20 ] for the precise meaning of det(DF) in the manifold framework. For two-dimensional incompressible flows we have in particular
Here and in the following, the superscript −1 at strain rate fields is meant pointwise, i.e. the reciprocal at each point.
Remark 2. It is more common to introduce the FTLE and the strain directions via the eigendecomposition of C than via the SVD of DF, see [20] for an SVD-based approach, but with a different focus. However, there are at least two good reasons to do so, a theoretical and a numerical one. First, DF is the natural object of study, whereas the Cauchy-Green strain tensor C is more a technical consequence of the fact that the norm is assumed to be derived from an inner product, typically the standard Euclidean inner product. Also, the SVD gives the initial displacements of, for instance, strongest and weakest stretching, together with their final displacements, see Fig. 4 . The numerical advantage is that the implementation of the SVD guarantees non-negative singular values and an orthogonal set of right-and left-singular vectors. Opposed to that, general eigendecomposition algorithms do not necessarily exploit the symmetry and positivedefiniteness of the Cauchy-Green strain tensor. Hence, they may not yield positive eigenvalues and pairwise orthogonal eigenvectors. Finally, and most important, SVD algorithms are less sensitive to perturbations than eigenvalue problem solvers, see [22, Chapter 31].
As mentioned in the Introduction, the flow map is also considered under backward integration, may it be from t 1 to t 1 − T , or from t 1 + T to t 1 . To keep our analysis related to the same time interval [t 1 , t 2 ] := [t 1 , t 1 + T ], see also the discussion in [7] , we continue with our previous choice. The linearized deformation under the backward flow is then given by
where we have used (DF) −1 = DF −1 by the chain rule and the orthogonality of Ξ and Θ. Formally introducing "backward" strain rate fields κ n ≥ . . . ≥ κ 1 > 0, defined on the domain of F −1 , i.e. the image of F, and respective strain directions θ 1 , . . . , θ n , we obtain from Eq. (6) the relations
where F * denotes the pullback by F [1] . Note the reversed ordering of θ-indices compared to the κ-indices, which is due to the fact that we keep the index order induced from the forward dynamics, see Fig. 4 . Consequently, the backward FTLE is 
see [12, Prop. 2] . The most significant benefit from introducing deformation terms by the SVD of DF instead of eigendecomposition of the forward and backward right Cauchy-Green strain tensors C and B −1 , respectively, is that we obtain forward and backward strain information from a single forward time flow computation. This consequence of the SVD seems to be overlooked so far. Analogously, forward time strain information can be obtained from a backward time computation.
LCS Approaches Including Strain Directions
The issue with a purely ridge-based LCS approach in Section 2 was the lack of means to recognize that the FTLE ridge along the y-axis, for forward integration time T = 1, corresponds to an attracting LCS. Apparently, for most LCS approaches, there do not exist explicit characterizations of attracting LCSs in forward time. In this section, we provide a short and direct proof of such a characterization for the geodesic approach, recently obtained in [7] , and the new corresponding result for the variational approach, which was formulated in [10] and refined in [6, 13] . We revert the chronological order of the development of these two concepts, as the variational approach contains more conditions, including those of the geodesic approach.
Technical Preliminaries
Definition 1 (Generalized maximum, [3] ). Let f be a smooth scalar field, defined on an open subset D ⊆ M, and v be a smooth vector field on D. Then x ∈ D is a generalized maximum of f with respect to v, if
denote, respectively, the first-and second-order Lie derivatives of f with respect to v at x. A generalized minimum is defined as a generalized maximum of −f .
The first-and second-order Lie derivatives correspond to directional derivatives. In the literature and the Euclidean case, they are also written as
Lemma 1. Let ξ and θ be smooth, normalized vector fields on the domain and the image of the flow map, respectively, and f and g be smooth scalar functions on the domain and the image of the flow map, respectively. Suppose the vector fields and the functions are F-related, i.e. F * ξ = (F * σ) θ with a smooth, nowhere vanishing weight function σ, and F * f = g or equivalently F * g = f . Then the following equation holds for any x 1 and
If (10) vanishes at x 1 , then
Proof. We use (4) 
Eq. (11) follows similarly:
, where the last equality holds by the assumption L θ g (x 2 ) = 0.
Remark 3. By Eqs. (4) and (7), Lemma 1 applies in particular to Lie derivatives of forward and backward strain rates with respect to strain directions, which will be used to prove Theorem 2.
The Relaxed Variational/Geodesic Approach to Hyperbolic LCSs
In the following, we will work with material surfaces, i.e. flow-invariant time-parametric families of codimension-one submanifolds S(t) of M, t ∈ [t 1 , t 2 ], satisfying F r s (S(s)) = S(r) for any s, r ∈ [t 1 , t 2 ].
Definition 2 (Strain-and stretch-surface). We call a material surface S(t) a forward strain-and stretch-surface if S(t 1 ) is everywhere normal to the eigenvector field ξ n and ξ 1 , respectively, i.e., for any x 1 ∈ S(t 1 ) one has, respectively,
and
We call S(t) a backward strain-and stretch-surface if S(t 2 ) is everywhere normal to the vector field θ 1 and θ n , respectively, i.e., for any x 2 ∈ S(t 2 ) one has, respectively,
, and
Strain-surfaces are normally repelling flow structures, while stretch-surfaces are normally attracting. Both types have, in particular, no Lagrangian shear, as is shown in [11] . In dimension 2, strain-and stretch-surfaces are referred to as strain-and stretchlines. They have the local property, that they are, at each point, aligned with the direction of strongest compression or stretching, respectively. In [5] it is shown that they also satisfy a global variational principle, and that they are null-geodesics of a Lorentzian metric. In dimension 3 and higher, strain-and stretch-surfaces arise from a local variational principle, which compares candidate material surfaces to those perturbed in tangent orientation pointwise. Existence of (hyper-)surfaces orthogonal to a given (nonlinear) vector field as well as their numerical construction are challenging, see, for instance, [1, 19] , and [2] for the local variational approach in dimension 3.
The main result in [7] states the following.
Theorem 1 ([7, Theorem 1]).
Forward strain-surfaces coincide with backward stretchsurfaces, and forward stretch-surfaces coincide with backward strain-surfaces.
Proof. We prove only that backward strain-surfaces coincide with forward stretch-surfaces, the other statement can be shown analogously. The condition θ 1 (x 2 ) ⊥ T x 2 S(t 2 ) is equivalent to the fact that T x 2 S(t 2 ) is spanned by (θ 2 (x 2 ), . . . , θ n (x 2 )), which is mapped bijectively to T x 1 S (t 1 ) by DF −1 by invariance of S(t). In turn, T x 1 S (t 1 ) is spanned by (ξ 2 (x 1 ), . . . , ξ n (x 1 )) and consequently orthogonal to ξ 1 (x 1 ).
Example 1. We apply the geodesic LCS approach to the autonomous, two-dimensional incompressible saddle flow from Section 2. Here, we only focus on checking the hypothesis, coming from the common assumption that FTLE ridges computed in forward time correspond to repelling LCSs. First, we plot strainlines in Fig. 5 (left) , which are guaranteed to be normally repelling. Note that strainlines do not pick up the visual FTLE ridge. On the contrary, stretchlines, which are guaranteed to be normally attracting, do align with the ridge orientation, and the FTLE ridge is picked up by the one passing through the saddle at the origin, see Fig. 5 (right).
The Variational Approach to Hyperbolic LCSs
In physical terms, hyperbolic LCSs are defined variationally as locally strongest normally repelling material lines in [10] . The local variational principle compares LCS candidate material surfaces to surfaces smoothly perturbed in position and tangent orientation. Variational hyperbolic LCSs are characterized by four conditions, which reduce to three conditions in our terminology here. 1. S(t) is a forward strain-surface, i.e. ξ n ⊥ T S(t 1 ), 2. each x 1 ∈ S(t 1 ) is a generalized maximum of σ n with respect to ξ n , i.e. L ξn σ n = 0 and L 2 ξn σ n < 0 on S(t 1 ), and 3. at each x 1 ∈ S(t 1 ) one has σ n−1 (x 1 ) = σ n (x 1 ) > 1.
We call S(t) a variational attracting LCS over [t 1 , t 2 ] if it is a variational repelling LCS over [t 1 , t 2 ] for the backward flow.
Note that the differentiability assumption appearing in [13, Thm. 4.2] is satisfied by our general hypothesis on simplicity of singular values. The third condition in Definition 3 requires normal repulsion to dominate all tangential stretching.
Theorem 2 (Characterization of variational attracting LCSs). Assume that S(t) is a variational attracting LCS over [t 1 , t 2 ]. Then the following statements hold:
1. S(t) is a forward stretch-surface, 2. each x 1 ∈ S(t 1 ) is a generalized minimum of σ 1 with respect to ξ 1 , and 3. at each x 1 ∈ S(t 1 ) one has σ 2 (x 1 ) = σ 1 (x 1 ) < 1.
Proof. Item 1. is the statement of Theorem 1. Item 2. follows from Lemma 1, cf. Remark 3, and strict monotonic decay of the inversion on R >0 . Finally, σ 2 (x 1 ) = σ 1 (x 1 ) < 1 is clearly equivalent to the assumption κ 1 (x 2 ) = σ
Corollary 1. Let S(t) be a variational attracting LCS over [t 1 , t 2 ] for a two-dimensional incompressible vector field. Then each x 1 ∈ S(t 1 ) satisfies in particular:
Corollary 1 states that variational attracting LCSs appear as curves of generalized maxima of the forward FTLE field, just as the variational repelling LCSs. However, the distinction between these two types is via the direction field of differentiation. For attracting variational LCSs, the direction of largest stretching is tangential to the curve, as the direction of strongest attraction is normal to it. In contrast to the topological ridge approaches such as the height ridge, the variational approach, roughly speaking, sees or ignores ridges according to their orientation with respect to the directions of strongest attraction and repulsion, respectively. Example 2. We apply the variational LCS approach to the saddle flow from Section 2. In Fig. 6 we show curves of generalized maxima of the forward FTLE with respect to ξ 2 (in red, left) and with respect to ξ 1 (in green, right). Irrespective of the orientation of the visual FTLE ridge, (parts of) the x-and y-axes are correctly detected as repelling and attracting LCSs, respectively. The vertical curves of generalized maxima of σ 2 w.r.t. ξ 2 on the left of Fig. 5 are discarded by checking for orthogonality with respect to ξ 2 or, equivalently, for tangency with ξ 1 . In general flows, this orthogonality requirement must be relaxed, cf. [6] , and is numerically challenging anyway.
Conclusions
In this article, we showed with a simple example that defining attracting and repelling LCSs as the ridges of scalar separation measure fields, computed in backward and forward time, respectively, is mathematically inconsistent. This adds to a collection of previously discovered issues in ridge-based LCS detection [10, 18] . These include non-invariance when computed on sliding time-windows, non-equivalence between FTLE ridges and hyperbolic LCSs, and overdetermined conditions in the definition of second-derivative ridges. The reason for the presented inconsistency is the fact that separation measures reflect separation in an undirected fashion. The question, whether or not a certain structure of interest, such as a ridge, aligns with a certain direction field, can be answered only after the computation of the separation measure field and after the specification of the structure. In two-dimensional flows, incompressibility worsens the situation additionally, in that at each point, particle separation and particle compression always balance. Therefore, normally attracting material lines come along with high particle separation and may appear as ridges in separation measure fields.
This issue cannot be resolved by refinements in ridge notions, more accurate computations of separation measure fields or improvements in numerical ridge extraction, but rather by more involved LCS concepts. A natural extension of purely ridge-based LCS approaches is to incorporate strain directions in order to get a self-consistent notion of hyperbolic LCSs. In the recently developed geodesic approach [11, 6, 2, 5] , in fact, the strain direction fields are used to first define candidate structures. Only in a second step those structures are selected, which locally have the strongest intended dynamical impact. In this way, normal repulsion and normal attraction are guaranteed from the beginning, while the second step guarantees the relevance for explaining finite-time pattern formation and transport.
We will report on the exploitation of the singular value decomposition of the deformation gradient and the characterization of attracting LCSs for efficient and consistent LCS detection in a forthcoming publication. discussions, and to Mohammad Farazmand for sharing his strainline integration code. I am also thankful to Clancy Rowley for pointing out Ref. [22] .
