We study a time dependent eddy current equation for the magnetic field H accompanied with a non-linear degenerate boundary condition (BC), which is a generalization of the classical Silver-Müller condition for a non-perfect conductor. More exactly, the relation between the normal components of electrical E and magnetic H fields obeys the following power law × E = × (|H × | −1 H × ) for some ∈ (0, 1]. We establish the existence and uniqueness of a weak solution in a suitable function space under the minimal regularity assumptions on the boundary and the initial data H 0 . We design a non-linear time discrete approximation scheme based on Rothe's method and prove convergence of the approximations to a weak solution. We also derive the error estimates for the time-discretization.
Introduction
Let us consider an open bounded domain ⊂ R 3 (with a Lipschitz boundary ), which is occupied by a ferromagnetic material. The electromagnetic field in can be described by the vector fields B-the magnetic induction, H-the magnetic field, and E-the electric field. We assume linear magnetic materials, i.e.,
where 0 denotes the magnetic permeability of free space. We consider quasi-static Maxwell equations of the form
where J is the current density and > 0 denotes the conductivity of the medium. This system (2) will be accompanied with a non-linear boundary condition (BC) between the normal components of H and E, which corresponds to a non-perfect contact of different materials at the boundary. This means that the material on one side of the boundary does not allow the field to penetrate without loosing the energy. This can be described in terms of an absorbing BC, where
see, e.g., [7, Section 7 .12]-and stands for the outward normal vector on the boundary. In this paper we consider the following power law non-linearity
Let us note that (3) gives the following the dissipation of the energy on the boundary
Sometimes is the nonlinearity in (3) written in an opposite way, namely
see [4, 5] . One can also consider a more general function g, which is continuous, monotone and coercive in appropriate spaces. When g(x) = x, the BC (3) represents the classical Silver-Müller condition and has its own interest. The classical Silver-Müller BC (cf. [2, 8] ) is a first order approximation to the so-called "transparent" BC. It can be also found under other names in the literature as Leontovich or impedance BC, cf. [7, 10, 11] .
The stabilization of Maxwell's equations with space-time variable coefficients by means of linear or non-linear Silver-Müller BC has been studied in [13] . This is based on some stability estimates that are obtained using the "standard" identity with multiplier and appropriate properties of the feedback.
The authors in [4, 5] derived the decay rates for the energy for the full Maxwell system. The Galerkin approximation of a solution for a linear Silver-Müller BC has been studied in [3] .
The main goal of this paper is to design a time-discrete numerical scheme for the approximation of an exact solution. First, we prove some stability results for semi-discrete approximations. Then we show the convergence and we derive the error estimates under the minimal regularity assumptions on the boundary and the initial data H 0 .
Stability
We shall work in a variational framework. We denote by (w, z) the usual L 2 -inner product of any real or vector-valued functions w and z in , i.e., (w, z) = w · z and w = √ (w, w). The L 2 -inner product on the boundary will be written as (w, z) = w · z. We shall use standard function spaces H(curl; ) and L p ( ) for some p > 1, see [12] . The norm in H(curl; ) is defined as
The space of test functions will be denoted by
This is a natural choice for our problem (2) and (3). V is a reflexive Banach space, which will be endowed with the sum-norm
We denote by V * the dual space to V. For ease of exposition, we set 0 = = 1 and J = 0, in order to focus ourself on the non-linearity in the problem setting. Eliminating B and E in (2), we get the equation
Then the variational formulation of (3) and (4) together with initial condition reads as
for any ∈ V and for almost all t ∈ (0, T ).
The time-discretization is based on backward Euler's method. We use an equidistant partitioning with a time step = T /n, for any n ∈ N. Therefore, we divide the time interval [0, T ] into n subintervals [t i−1 , t i ] for t i = i . We introduce the following notation:
We suggest the following non-linear recurrent approximation scheme for i = 1, . . . , n and ∈ V
The existence and uniqueness of a weak solution on each time step is guaranteed by the following lemma.
Lemma 2.1. Assume H 0 ∈ V * . Then there exists a uniquely determined h i ∈ V solving (6) for any i = 1, . . . , n.
Proof. We are going to apply the theory of monotone operators (see [9, 14] ) to show the existence of a weak solution to the boundary value problem (6). We consider a non-linear operator A(h) :
for any ∈ V. Now, we introduce the non-linear operator a(x) :
The gradient of a(x) in the direction h is
The monotonicity of a(x) follows for some ∈ (0, 1) from
Further, we can write
One can easily see that for 0 < < 1 Our next step is to derive some a priori estimates for h i . Then there exists a positive constant C such that (for any j = 1, . . . , n)
Proof. Setting = h i in (6), multiplying by and summing up for i = 1, . . . , j we have
For the first term on left-hand side, we use the Abel summation and we deduce
For next a priori estimates we shall need the following technical lemma.
Lemma 2.3. Let g : R → R be a non-negative continuous function such that G(s) := g(s)s is monotonically increasing. Let G be the primitive function of G. Then for any vectors a, b ∈ R 3 we have

G (|b|) − G (|a|) g(|b|)b(b − a).
Proof. Using the mean-value theorem and the Cauchy inequality we successively deduce
for some between |a| and |b|.
A little bit higher regularity of the initial data H 0 will imply better regularity of h j .
Lemma 2.4. Assume H 0 ∈ V. Then there exists a positive C such that (for any
Proof. Setting = h i in (6), multiplying by and summing up for i = 1, . . . , j we get
For the third term we apply Lemma 2.3 and we have
Thus, applying the Abel summation for the second term in (9), we can write
Convergence
In this section we prove the convergence of our approximate solution to a weak solution of (5) in suitable function spaces.
First, we introduce the continuous piecewise linear in time vector field h n (i = 1, . . . , n) given by
Next, we define the step vector field h n
Using the new notation we rewrite (6) as (for any ∈ V)
Now, we prove that the sequences {h n } and {h n } are Cauchy in appropriate function spaces. 
Proof. Let n and m be arbitrary natural numbers. We subtract (10) for n = m from (10). Then we put = h n − h m and we integrate the equation over (0, t) for any t ∈ [0, T ]. We get
The first term on the left-hand side can be written as
For the second term in (11) we shall use the following algebraic inequality, which can be proved in a standard way and which is valid for any a, b, y, z 0
Using (12) and the Cauchy inequality, we deduce
Therefore, the boundary term in (11) can be estimated from below as follows:
The right-hand side in (11) can be estimated using the Cauchy inequality. We successively deduce
Collecting all estimates we arrive at
which is valid for any t ∈ [0, T ]. From this we easily derive the desired result.
Our next step is to show the existence of a weak solution of (5) . To do this, we will use the stability results of previous lemmas and Theorem 3.1. 
Thus h n and h n have the same limit in L 2 ([0, T ], L 2 ( ) ). This and Theorem 3.1 imply that h n is a Cauchy sequence in
, from which we easily conclude the proof.
(iii) The assertion follows readily from Lemma 2.4 and
passing to the limit for n → ∞. (iv) Using (i) and the continuous imbedding :
From Lemma 2.4 we see that
, which is a reflexive Banach space. According to (13) we deduce that
In particular, the trace of H(t) belongs to L +1 ( ) a.e. in (0, T ), so H(t) belongs to V a.e. in (0, T ). Now, we are going to use the Minty-Browder trick (cf. [6] ), which uses the monotone structure of a non-linear operator. Due to the monotonicity (see Lemma 2.1) we can write
which is valid for any vector field u with u × ∈ L +1 ((0, T ), L +1 ( )). Now, we let n → ∞ in (14) . We have 
