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A computational complexity theory of real functions was introduced in 
[ 11, where the basic definition of polynomial time computable functions from 
(0, 1 ] into R (and polynomial time computable real numbers) is given in 
terms of oracle machines. 
A number of computational complexity questions concerning basic real 
analysis are considered in [l] such as the following. Is the maximum value 
of every polynomial time computable real function on [0, 1 ] a polynomial 
time computable real number? Is the definite integral of every polynomial 
time computable real function on [0, l] a polynomial time computable real 
number? 
These two continuous computational complexity problems were shown to 
be related to standard computational complexity problems in the usual 
discrete setting through the following results. In [ 1 ] it is established that the 
first question has an affirmative answer if P = NP, and the second question 
has an affirmative answer if P = PSPACE. In [2] it is established that an 
affirmative answer to the first question implies P = NP for sets of unary 
strings (an apparently weak form of P = NP). 
In this paper we prove that these two problems, as well as others involving 
maximization and integration, are equivalent to natural discrete 
computational complexity problems, most of which have been extensively 
discussed in the literature. 
1. COMPUTATIONAL COMPLEXITY OF REAL FUNCTIONS FROM [O,l] 
In this section we give a somewhat different treatment of the 
computational complexity of real functions on [0, l] than that given in [I]. 
The principal difference is that here we do not rely on oracle Turing 
machines. We prove the equivalence of the two approaches, and obtain some 
basic results to be used later. 
We let N be the set of all strictly positive integers, and let A * be the set of 
all finite strings from A (the empty string is not allowed). We reserve the 
term polynomial for non-trivial polynomials with positive integer coefficients. 
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A dyadic decimal consists of the symbol + or the symbol -, followed by a 
first possibly empty string of O’s and l’s, followed by a decimal point, 
followed by a second nonempty string of O’s and 1’s. If the first string is 
nonempty, it must begin with 1. This obviously constitutes a system of 
notations for the dyadic rationals. Note that every dyadic rational has 
infinitely many representations in this system. 
We let 23 denote the set of all dyadic decimals. Let 9, denote the dyadic 
rationals which begin with + and have no entries to the left of the decimal 
point. 
A dyadic approximation function is any pair (f, i) such thatfi 9, + 92 and 
(V n)(3 m)(V d E g,)(Zth(d) > m + Zth(f(d)) > n). Here Zth(d) denotes the 
total number of digits in d. (We use the integer i > 0 later.) 
For d E G9 we let pcs(d) be the total number of digits to the right of the 
decimal point in d. For x E IR, we write d - x if ] d - XI < 2 -prs(d). @cs 
stands for “precision”). 
We say that (f, i) approximates g: [0, l] + R if and only if (f, i) is a 
dyadic approximation function such that (Vx) E [0, l])(Vd E ~3~) ((Zth(d) > 
i & d - x) -f(d) - g(x)), and we write (f, i) - g. 
If h is a function on N such that (Vn)(Vd E CSJ(Zth(d) > h(n)+ 
Zth(f(d)) > n), then h is called a modulus for the dyadic approximation 
function (f, i). 
Corresponding to each d E G2, there is the closed interval Id = (x E R: 
d-x). Let (f, i) be a dyadic approximation function. We can view every 
statementf(d) = e, for Eth(d) > i, as a declaration that g[Z,] c Z,. Obviously, 
(f, i) approximates g if and only if every one of these declarations is true of 
g. 
THEOREM 1.1. Let (f, i) be a dyadic approximation function. Then (f, i) 
approximates some g: [0, l] --t R if and only zy (Vd, eE Q,) (&h(d)> 
i & &h(e) > i& Id Cl Z, # 0) -+ Zfcdj n I,(,,, # 0). The function g is uniquely 
determined by f, and is uniformly continuous. In fact, if h is a modulus for 
(f, i) then there is a constant c such that for all x, y E [0, I], n EN, 
Ix - yl < yW+c)+e + If(x) -f(Y)1 G 2-“* 
ProoJ The forward direction is trivial. Now suppose that Id n Z, # 0 + 
Zftdj n Zftej # 0, for Zth(d) > i, Eth(e) > i. Since for all d E gI, d E I+ .. or 
Z + , , we see that for Zth(d) > i, ZfCdj meets I,,, .0j or ZfcdJ meets Zf(+. ,, . Hence 
for Zth(d) > i, 1 f(d) -f(+.O)l < 1 or ] f(d) - f(+. 1)1< 1. Therefore f is 
bounded. 
Define g: [0, 1 ] + R as follows. Let x E [0, 11. Let J, be the set of all 
intervals ZfcdJ such that d-x and Zth(d) > i. Then any two elements of J, 
intersect. Therefore, the left endpoints of intervals in J, are all < the right 
endpoints of intervals in .Z,. Hence, J, has nonempty intersection. 
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Since f is bounded and f has a modulus, it is easy to see that the intervals 
in J, tend to a point in the sense that V’E > 0, at most finitely many elements 
of J, have length at least E. Thus n J, is a singleton. Define g(x) to be the 
element of n J,. 
Evidently (f, i) - g, and g is uniquely determined by J: 
Let h be a modulus for J: Let b be greater than all Mr(f(d)) --&f(d)). 
Let x,y E [O, I], n E o, Ix-y] < min(2-“+I’, 2-h’“+b’+3). Let do s1 such 
that Ith(d) > max(i, h(n + b) + 2), and d - x, d-y. Then lth(f(d)) > n + b. 
Since f(d) - g(x), f(d) - g(y), we see that If(d) - g(x)1 < 2-(“+I), If(d) - 
dY)l G 2- (ntl). Hence ] g(x) -g(y)] < 2-“. This completes the proof. 
We say that g: [0, 1] -t R is recursive if there is a recursive f, and i, such 
that (f, i) has a recursive modulus and (f, i) -g. 
THEOREM 1.2. Let g: [0, l] + R be given. Then g is recursive in the 
sense above if and on& if g is recursive in rhe sense of [ I]. 
Proof. Suppose that (f, i) -g and f is recursive. An oracle TM M 
operates as follows. Let A(x, rp), as defined in [ 11. We describe the action of 
M when presented with the input n (in unary), using cp as the oracle. 
M runs through all numbers m = i, i + l,..., in unary evaluating f (q(m)). If 
f(p(m)) has precision at least n, then M converges, and yields the truncation 
off (p(m)) of precision exactly n. This must eventually happen, since f has a 
modulus and is bounded. Obviously M computes g in the sense of [I]. 
Conversely, suppose that M computes g: [0, l] + R in the sense of [ 11. 
We first claim that for every n there is an m = a(n) such that for every 
x E [0, l] and A(x, rp), M converges in <m steps using oracle 9 and input n. 
Implicit in this is that only the first m values of the oracle a, are used for the 
computation. 
Suppose this is false for n. Consider the tree of all finite initial segments v/ 
of 50 such that (lx)(A(x, 9)) and M does not converge in <Zth(w) steps using 
w as (an initial segment of) its oracle. This is a finitely bracnhing tree subject 
to the Konig tree lemma, which asserts that if it is infinite, then it has an 
infinite path. Since this tree cannot have an infinite branch (since M 
converges using any oracle o with A(x, p) and any n), this tree is finite. This 
establishes our claim. 
We now define (f, i). Let i = a(1). Let d E G1 be given. If Ith(d) < i then 
let f (d) = + .O. Assume lth(d) > i. Consider d, ,..., d, as an initial segment of 
an oracle, where dj is the truncation of d of length j, and k = Ith(d). Note 
that d, ,..., d, can be extended to a (o with (3x)(A(x, q)). 
Compute the largest n such that M converges at input n using d, ,..., d, as 
an initial segment of an oracle, in <k steps. (Thus, only d, ,..., d, are to be 
used.) Set f(d) to be the resulting output. 
It is clear that f has a modulus, and that d - x -+ f (d) - g(x), if x E [0, 11, 
Zth(d) > i. Hence (S, i) - g. This completes the proof of the theorem. 
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We now consider the computational complexity of real functions. For 
simplicity, we consider only polynomial time computability. 
It is clear what we mean by a polynomial time computable function 
f: GZ, + G2: there is a Turing machine M which accepts elements of g1 as 
inputs, and which prints out values in 22 on a special output tape, and the 
length of computation is bounded by a polynomial function in the length of 
the input. A special consequence of this is of course that the length of values 
is bounded by a polynomial function in the length of arguments. 
We say that g: [0, l] + R is polynomial time computable if there is a 
polynomial time computable f and an i such that (f, i) has a polynomial 
modulus, and (f, i) -g. 
THEOREM 1.3. Let g: [0, l] + R be given. Then g is polynimial time 
computable in the above sense if and only if it is polynomial time computable 
in the sense of [I], if and only if there is a linear time computable (f, i) - g 
with a polynomial modulus. 
Proof: Suppose that (f, i) -g, f is polynomial time computable, and f 
has a polynomial modulus, h. An oracle TMM operates as follows. Let 
A(x, 9). We describe the action of M when presented with the input n (in 
unary), using 9 as the oracle. 
By Theorem 1.1, f is bounded, and so let c be at least as large as all 
W4 - pcs(f (4). 
M simply computes f(q(h(n + c) + i)), and yields the truncation of it with 
precision exactly n. 
Conversely, suppose that M computes g: [0, I] + R in polynomial time in 
the sense of [ 11. Let i be such that for any oracle 9 with (3x) (A(x, 9)), A4 
converges using 9 at input 1 in <i steps. Implicit in this is that at most 
9(l),..., p(i) are used in the course of computation. 
Let d E g, . If lth(d) < i then let f(d) = +.O. Assume lth(d) > i. Consider 
d 1 ,..., d, as an initial segment of an oracle, where dj is the truncation of d of 
length j, and k = lth(d). 
Compute the largest n such that M converges at input it using d, ,..., dk as 
an initial segment of an oracle, in <k steps. (Thus only d, ,..., dk can be 
used.) Set f(d) to be the resulting output. 
We claim that (f, i) has a polynomial modulus. Let n be given. There is a 
polynomial a such that at any 9 with (3x)(,4(x, 9)), M converges in <a(n) 
steps using oracle 9 and input IZ (in unary). Therefore if lth(d) > 
max(a( l), a(n)), then f (d) will have precision at least n. 
It is also clear that f is linear time computable, and (f, i) - g. 
We now prove quite a general convergence theorem. 
Let {(f,, i,)} be an infinite sequence of dyadic approximation functions. 
We say that {f,,} is polynomial time computable if there is a Turing machine 
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A4 which accepts integers n in unary, and elements d of CS, as inputs, and 
yields outputsf,(d), and i, on two output tapes, where i, is to be outputed in 
unary, and such that the computation time is bounded by a polynomial in 
the sum of the lengths of the two inputs (as before, we include the time taken 
to write the outputs). 
We say that h is a modulus for ((f,, i,)} if lth(d) > h(n, m) implies 
WLh4) > m. 
THEOREM 1.4. Let {(f,, i,)) b e an injmite sequence of dyadic approx- 
imation functions and {g,} be an infinite sequence of functions 
g,: [0, l]+ R. Assume that (1) each (f,,,i,)-g,, (2) {(f,,i,)} is 
polynomial time computable, (3) {(f,, i,)} has a polynomial modulus, and 
(4) there is a polynomial a such that for n, m > a(r), 1 g, - g, I< 2-‘. Then 
g = lim g, is polynomial time computable. 
Proof: Firstly, since each g, is uniformly continuous, by (4) there is a 
uniform upper bound to the {g,}. It then follows that there is a constant c 
such that for all d E g, with lth(d) > i,, lth(f,(d)) -pcs(f,(d)) < c. Let h be 
a polynomial modulus for {(f,, i,)}. 
Observe that for all n > a(m), 1 g, -g/ < 2-“. Also, if d E ~9~) lth(d) > 
max(i,(,+,,, h(a(r + 2), r + c + 2)), then fatr+*)(d) has length at least 
r+c+2, and d-x-tlf 
W4 > max(L(,+ 2) y 
h(a(r ,-~;l:“,‘,-,“~~~~(x)~~t~~~r~). Therefore, if 
2-(‘+l), and pcs(f,,,+,,(d)) > r’+ 1. 
3 -3 cz,r+ d4 - &)I G 
We are now in a position to define (f *, i*). Take i* = max(i,,,, , 
h(a(3), c + 3)). Let d E g, be given. If lth(d) < i*, then set f*(d) = +.O. 
Assume lth(d) > i*. Then compute the largest r < lth(d) such that lth(d) > 
max(i,(,+ *), h(a(r + 21, r + c + 2)), and set f*(d) to be the truncation of 
f nCr+2j(d) with precision exactly r. It is easily verified that (f *, i*) wg, 
(f *, i*) has a polynomial modulus, and is polynomial time computable. 
This completes the proof of the theorem. 
We now apply Theorem 1.4 to give a special way of constructing 
polynomial time computable g: [0, l] -+ R. 
A subset A c g1 U {+l.O} is called special if +.O, + 1.0 E A; no two 
distinct elements of A denote the same rational number ; and is infinite. 
Let J A + R. We write G(S, n) for the continuous piecewise linear 
function whose break points consist of all elements of A of precision at most 
n, and which agrees with f at these break points. 
THEOREM 1.5. Let A be special, and J A + R. Assume that there is a 
constant c such that for all x, y E A, 1 f(x) -f (y)l < c Ix - y I. Then the 
sequence {(G(f, n)} converges uniformly on [0, 11. 
Proof: It is clear that there is a function a such that for all n, every 
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element of A has distance at most 2-” from some element of A of precision 
<a(n). 
Let a(n) < m < r. We wish to place an upper bound on ] G(f, m) - G(f, r)]. 
Clearly G(f, m) - G(f, r) takes on its value of greatest magnitude (absolute 
value) at a break point. Thus let d E A be of precision <r, such that 
1 G(f, m)(d) - G(f, r)(d)] = ] G(f, m) - G(f, r)l. Let e E A be of precision <m 
with ] d - e I< 2 -“. Then If(d) -f(e)1 ( 2 -“c. 
Because of the inequality on f, it is clear that the slope of every linear 
section of G(f, m) has magnitude at most c. Hence the slope of the line 
segment between any two distinct points on the graph of G(f, m) has 
megnitude at most c. Therefore ] G(f, m)(d) - G(f, m)(e)1 = 1 G(f, m)(d) - 
f(e)l<cld-el<2-“c. Hence I W m)(d) - GU WI = I W m)(d) - 
f(d)\ < 2 -(“- ‘)c. This completes the proof. 
We say that A c g, U { +l.O} is polynomially special if (1) A is special, 
(2) given any d E 8, we can find the endpoints of the closed interval 
d E [x, y] of smallest length (perhaps zero) with x, y E A and PCS(X), 
pcs(y) < Zth(d), in polynomial time, and (3) there is a polynomial a such 
that every element of A has distance at most 2-” from some element of A of 
precision <a(n). 
THEOREM 1.6. Let A be polynomially special and f: A + ~8 be 
polynomial time computable. Assume that there is a constant c such that for 
all x, y E A, If(x) --f(y) < c Ix -y 1. Then the sequence {G(f, n)} uniformly 
converges to a polynomial time computable function g: [0, l] --) IR. 
Proof: Let a be as in clause (3) in the definition of “A is polynomially 
special.” Then the proof of Theorem 1.5 establishes the 4th hypothesis of 
Theorem 1.4 for g, = G(f, n). 
We now wish to construct an appropriate sequence (.&, i,} of dyadic 
approximation functions approximating the {G(f, n)}. 
As in the proof of Theorem 1.5, for all x, yE [0, 11, n < co, we have 
I (3.L 4(x) - W nU>l < c Ix -Y I. 
Choose each i, to be the least positive integer so large that 2-‘nc Q l/8 
and i, > n. 
Let d E ~3, be given. We wish to define f,(d). If Ith(d) < i, then set 
f,(d) = f.0. Assume hh(d) > i, . 
Choose the largest k such that 2- ‘lhcd)c < 2-‘k+Z’. Clearly k > 1. Use 
clause (2) in the definition of “A is polynomially special” to locate d 
between two adjacent break points of G(f, n), (or to find that d is itself a 
break point of G(f, n)). Then use the polynomial time computation off and 
simple precision arithmetic to find an e E g of precision k + 2 so that 
G(f, n)(d) N e. Let e* be the result of dropping the last two digits in e. If the 
second to last digit in e is 0, let f,(d) = e*. If the second to last digit in e is 
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1, let f,(d) be the dyadic representation of e* + 2-k with precision k. 
Observe that 1 e -f,(d)] < 2 -(k + ‘), and f,(d) is simply e rounded off to 
precision k. 
Note that if Id-xl < 2- lfhcd) then ) G(f, n)(d) - G(f, n)(x)1 < 2-“h’d’~ < 
2-‘ktZ’. Also IG(f, n)(d) - el < 2-(k+z). Hence I G(f, n)(x) - el Q 2-‘kf1). 
Therefore I G(f, n)(x) --f,(d)/ < 2-k. This establishes the first hypothesis of 
Theorem 1.4. The rest of the hypotheses of Theorem 1.4 are immediate, and 
we are done. 
2. COMPUTATIONAL COMPLEXITY OF MAXIMIZATION 
In this section we consider the status of a number of propositions 
concerning absolute maxima, the first one being: 
A. The maximum value of every polynomial time computable function 
g: [0, I] + R is a polynomial time computable real number. 
(A real number x in polynomial time computable if there is a Turing 
machine which accepts integers n in unary and yields as outputs, dyadic 
decimals d, of precision n such that d, - x, in polynomial time). 
We first prove that A implies a similar statement about binary tree space: 
Let T be the set of all finite nonempty sequences (of length >0) of O’s and 
l’s, and let T, be the set of all infinite sequences of O’s and 1’s. We call T,, 
tree space. 
Elements of T approximate elements of T or T, as follows: s -x if and 
only if s is an initial segment of x. (Warning: - is reflexive but not 
symmetric on 7). We can develop a theory analogous to that developed in 
Section 1, for T, T, instead of g, I?. Instead we just concentrate on 
polynomial time computability. 
A T-approximation function consists of a pair (f, i), where f: T-+ T and 
(V n)(3 m)(V s)(W) > m -+ lth(f(s)) > n). A modulus for f consists of any 
function a such that It/z(s) > a(n) + Zth(f(s)) > n. 
We say that (f, i) approximates g: T, + T, if and only if (f, i) is a T- 
approximation function such that (Vx E T,)(V s E T)((lth(s) > i & s - x) -+ 
f(s) -f(x)), and we write (f, i) -g. 
It is easy to see that a T-approximation function (f, i) approximates some 
g: T, + T, if and only if (Vs - t E T)(Zth(s), Ith(t) > i +f(s) -f(t)), and 
that such a g must be (uniformly) continuous in the usual Cantor topology 
on T,. 
If f: T+ T is polynomial time computable, (f, i) has a polynomial 
modulus, and (f, i) - g, then we say that g: T, + T, is polynomial time 
computable. 
We use < for the lexicographic ordering on TU T, (0 comes before 1, 
and (s - t & s # t) + s < t). 
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We consider the following proposition. 
B. The lexicographically greatest value of every polynomial time 
computable function g: T, + T, is polynomial time computable. 
(Elements of T, are computed by accepting arguments in unary) 
LEMMA 2.1.1. Suppose that B holds for all g: T, + T, such that 
(3f )(3 i)((f, i) - g9 f is polynomial time computable, and (Vx E T) 
(lth( f (x)) > Zth(x))). Then B holds for all g. 
ProojI Let g: T, -+ T, be polynomial time computable, and let 
(f, i) - g, where f: T-+ T is polynomial time computable and has a 
polynomial modulus, a. 
We now define f *: T+ T as follows. Let x E T be given. Write down a(l) 
O’s followed by f(x)(l). Then write down a(2) O’s followed by f(x)(2). 
Continue in this way till you write down a(lth(f(x))) O’s followed by 
f (x)(lth(f (x))). S ince a(lth(f (x))) > lth(x), we see that lth(f *(x)) > lth(x). 
It is also clear that f * is polynomial time computable and that s - t + 
f*(s) -f*(t), if i < lth(s), i < lth(t). 
Let (f *, i) - g*. Then by hypothesis, the lexicographically greatest value 
of g* is polynomial time computable. Now clearly g*(x) is obtained from 
g(x) by writing down a( 1) O’s followed by g(x)(l), then a(2) O’s followed by 
g(x)(2), etcetera. 
It is then clear that the lexicographically greatest value of g* is also 
obtained from the lexicographically greatest value of g by writing down the 
appropriate 0’s. Hence the latter must be a polynomial time computable 
element of T,, and so we are done. 
Throughout this section we fix A to be the following subset of Q,. A 
consists of all elements of .@, of even length k such that for all odd i < k, the 
ith and (i + 1)st digits are different. 
LEMMA 2.1.2. A U { +.O, + 1 .O} is polynomially special. 
ProoJ: Note that every element of A U { +.O, + 1.0) has distance at most 
2 -‘+I from some element of A U (+.O, + l.O} of precision at most n. 
Let d E A be of length n. We wish to compute the largest element of 
A U { +.O, +l.O} which is at most d, and the smallest element of 
A U { +.O, +l.O} which is at least d. 
We can assume that d & A. Write down the larger of 01, 10 which is 
smaller than d. Next write down either 01 or 10, so that the resulting dyadic 
decimal is smaller than d. Continue in this way until continuation is 
impossible, or until the length of the dyadic decimal is at least lth(d) - 1. If 
this process never gets started, give out +.O. The result will be the first 
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element we are looking for. The second element is computed analogously. 
This completes the proof. 
We now define the natural bijection 0: T+ A as follows. a(O) = +.Ol, 
a(l) = +l.O, a(s0) = o(s) 01, and a(s1) = a(s) 10. 
Observe that for all s, t E T, s - t if and only if o(s) - u(t) and 
lth(s) < &h(t). This is crucial. 
Note that we can extend u to T, by continuity. Thus we have 
0: TV T, -+ cl(A), where cl(A) is the topological closure of A. Clearly u is a 
bijection, and is order preserving. 
Now letf: T+ T, and i < co be given. DetinefT:A U {+.O, +l.O} + 59 by 
f,+(us) = u(f(s)) for s E A of length >i, and f:(x) = 0 for other 
x E A u {+.o, +l.O}. 
LEMMA 2.1.3. Let f: T+ T be polynomial time computable and (Vx E r) 
(Ith(f(x)) > Zth(x)). Let (f, i) - g. Then the sequence { G(fT, n)} converges 
uniformly to a polynomial time computable function h: [0, l] -+ R. 
Furthermore, the maximum value of h is the value of u at the 
lexicographically greatest value of g. 
Proof. We can apply Theorem 1.6 to f T: A U (+.O, + 1 .O} -+ Q provided 
we verify that 1 f F(x) -f T( y)] < c ] x - y 1 for some universal constant c. 
It is clear that for x # y E A, if the first 2n digits of x and y are the same, 
II > i, and it is not the case that the (2n + 1)st digits of x and y both exist 
and are equal, then ]x -y] > 2-(2”+3) and If:(x) -f,?(y)1 < 2-*“. Therefore 
for x, y E A U { +.O, +l.O} outside a finite subset of A U { +.O, +l.O}, we 
have If?(x)-fi*(y)I < 8 lx-YI. S ince f * is bounded and every element of 
A U { +.O, +l.O} is isolated in A U {+.O, +l.O}, we see that there is a c such 
that (Vx,yEAU{+.O,+l.O})(jf~(x>-fT(y)l<cIx-~1). 
By Theorem 1.6, G(f *, n) converges uniformly to a polynomial time 
computable function h: [0, l] -+ R. By elementary real analysis 
considerations, the maximum value of a uniform limit of continuous 
functions on [0, l] is the limit of the maximum values of the functions in the 
sequence. Hence the maximum value of h is the supremum of all values of 
fT. This is the same as 
2: o(f (x))* 
/th(x)>i 
Since u is an order preserving bijection, this is the same as 
4 ;;y f(x)), 
If/t(x) > i 
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where this sup is the lexicographically least element of T, which is 
lexicographically at least thosef(x). It is easy to verify that this sup is the 
lexicographically greatest value of g, and we are done. 
THEOREM 2.1. A implies B. 
ProoJ: This follows immediately from Lemmas 2.1.1 and 2.1.3. 
We now consider the following proposition. 
C. Let E c T be such that membership in E can be decided in 
polynomial time. Then the function f: N-+ T given by: f(n) is the 
lexicographically greatest element of E of length n if there is one; (0) 
otherwise, is polynomial time computable (where inputs are given in unary). 
THEOREM 2.2. B implies C. 
Proof. Assume B, and let E c T be polynomial time computable. Let 
g: T, + T, be defined as follows. Let x E T, be given. 
First define the sequence y,, n > 1, of elements of length n of T by: y, 
consists of the first value of x; y, + , consists of the next n + 1 values of x 
after yi ,..., y,. 
Define z, by: z, =yn if yn E E; z, consists of n O’s if y, & E. Finally, let 
g(x) be zIzz .... We leave it to the reader to check that g is polynomial time 
computable. 
By hypothesis, the lexicographically greatest value of g is polynomial time 
computable. It is evident that this value is simply U, u, es., where ui is the 
lexicographically greatest element of E of length i if there is one; i O’s 
otherwise. The theorem is now evident. 
THEOREM 2.3. A, B and C are equivalent. 
ProoJ We merely have to show that C implies A. Assume C. Let 
(f, i) N g, where S: 9Ji -+ 69 is polynomial time computable and has a 
polynomial modulus, a. It is clear that by adding an appropriate integer 
constant to g, we can assume without loss of generality that f is bounded 
below by 1. Fix k to be the greatest value of lth(f(d)) -pcs(f(d)). 
For each n, let a, be the largest value of f at arguments of length 
max(i, a(n + k)), and let 6, be the truncation of a, to precision exactly n. Let 
M be the maximum value of g. 
Observe that (V n)(3 x E [0, l])(] b, - g(x)] < 2-“). Also observe that by 
approximating any argument at which g takes on the value M, (Vn)(b, > 
M - 2-“). Hence (V n)(] b, - M] Q 2-7, and so in order to prove that it4 is 
polynomial time computable, it is enough to prove that the sequence {b,} is 
polynomial time computable, where inputs n are taken in unary. 
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We define the crucial polynomial time computable E c T to which we 
apply C. 
For each n < co let E, be the set of all elements of T of length k + 2n + 
max(i, a(n + k)) obtained as follows. Write down n - 1 O’s followed by a 1. 
Next choose any d E gi of length max(i, a(n + k)) and write down the trun- 
cation off(d) to precision exactly n, without the decimal point, without the 
+ sign, and with enough O’s out in front to make this whole string of length 
n + k. Finally, write down d without the decimal point and + sign. The 
concatenation of such triples of strings constitute the elements of E,. Let 
E=U,,E,. 
It is clear that E is polynomial time computable, and that elements of E 
can be decomposed into their three constituents in polynomial time. 
It is also clear that if s E E, is the lexicographically largest element of E, 
then the third constituent t has the property thatf(+.t) = a,, and the second 
constituent is a dyadic decimal for b, if we insert the decimal point in front 
of the nth term from the right, get rid of initial O’s, and put + in front. 
From C, we can compute the lexicographically greatest element of E, 
given n in unary as input, in polynomial time. Therefore we can compute the 
sequence {b,} as desired. This completes the proof of Theorem 2.3. 
We now consider the following two propositions. 
D. Let E c T be such that membership in E can be decided in 
polynomial time. Then membership in {n: there is an element of E of length 
n} is polynomial time computable, where the n are given in unary. 
E. P = NP for sets of unary strings. I.e., every nondeterministic 
polynomial time computable set of unary strings is polynomial time com- 
putable. 
The following result of [2] is a consequence of Theorem 2.3. 
COROLLARY 2.4. A implies D and E. (Zt is well known that D, E are 
equivalent.) 
We now consider stronger forms of maximization. The notion of 
polynomial time computable function g: [0, 1] + R has a trivial 
multivariable generalization, as follows. 
An m-dimensional dyadic approximation function is a pair (f, i), 
where f:!Py+P and for some a, Zth(d,),..., Zth(d,) > a(n)-, 
Wt-(4 ,...> d,)) > n. Such an a is called a modulus off: 
Let g: [0, llm+ R. We write (f, i) -g if and only if for all 
x1 ,..., x, E [0, 11, if Ith(d,) ,..., lth(d,) > i and if d, - x1 ,..., d, - x,, then 
f(d , ,..., d,) - g(xl ,...v x,,J. 
We say that g: [0, 11” + R is polynomial time computable if there is an 
COMPUTATIONALCOMPLEXITY 91 
(f, i) - g such that f is polynomial time computable and has a polynomial 
modulus. 
F. Let g: [0, 1 ] x [0, 1 ] + IR be polynomial time computable. Then the 
function h: [0, l] -+ R given by h(x) = max Ys,O,ll g(x,y) is polynomial time 
computable. 
We first show that the following is a consequence of proposition F. 
G. Let g: [d, l] -+ IR be polynomial time computable. Then the function 
h: [0, l] + IR given by h(x) = maxYGX g(y) is polynomial time computable. 
THEOREM 2.5. F implies G. 
Proof: Assume F and let g: [0, l] -P IR be polynomial time computable. 
Let J [0, 1 ] x [0, l] + IR be given by f(x, y) = g(min(x, y)). We leave it to 
the reader to verify that f is also polynomial time computable. More 
generally, if the domains and ranges are appropriate, compositions of 
polynomial time computable are polynomial time computable. To complete 
the proof, just apply proposition F toJ 
H. Let g: T, + T, be polynomial time computable. Then the function 
h: T, + T, given by h(x) = max,,,g(y) is polynomial time computable. 
LEMMA 2.6.1. Suppose that H holds for all g: T, + T, such that 
(3fF O((f, i> - a f is polynomial time computable, and (Vx E T) 
(Ith(f(x)) > Ith(x)). Then H holds for all g. 
Proof: Let g: T, + T, be polynomial time computable, and let 
(f, i) -g, where f: T+ T is polynomial time computable and has a 
polynomial modulus, a. 
Let f*: T-t T be as in the proof of Lemma 2.1.1. Let (f*,i)-g*. Then 
by hypothesis, the function h*(x) = maxyGX g*(y) is polynomial time com- 
putable. 
Recall that g*(x) is obtained from g(x) by writing down a(1) O’s followed 
by g(x)(l), then a(2) O’s followed by g(x)(2), etc. 
It is then clear that the lexicographically greatest value of g* on {y: y < x} 
is also obtained from the lexicographically greatest value of g on {y: y < x) 
by writing down the appropriate 0’s. Hence the function h(x) = maxYGX g(y) 
can be obtained from h* by suppressing the appropriate O’s, and so is 
polynomial time computable since h* is. This completes the proof. 
LEMMA 2.6.2. Let f: T-1 T be polynomial time computable and (Vx E T) 
(lth( f (x)) > lth(x)). Let (f, i) - g. Then the sequence { G( f T, n)} converges 
uniformly to a polynomial time computable function h: [0, l] + R with the 
following property: For all x E T,, u(maxYGX g(y)) = max,<,,,, h(y). 
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Proof. The proof proceeds as in the proof of Lemma 2.1.3. Let x E T, . 
We have that maxy<,(X) h(y) is the limit of the max,,(,(,) G(fj”, n). It is 
easily seen that this in turn is the supremum of all values of fi* on 
{ y: y < a(x)}. Note that this is the same as 
Since cr is an order preserving bijection, this is the same as 
It is easily seen that this sup is the lexicographically greatest value of g on 
{yE T,:y<x}, and so we are done. 
THEOREM 2.6. G implies H. 
Proof: This follows from Lemmas 2.6.1 and 2.6.2. 
THEOREM 2.7. H implies P = NP. 
Proof. Assume proposition H, and let R c T x T be polynomial time 
computable. In order to prove P = NP, it suffices to let a be any polynomial 
such that a(n) > 1 for all n, and prove that S = (s E T: (3 t E r> (/h(t) = 
a(Zth(s) & R(s, t))} is polynomial time computable. This special set up is for 
convenience. 
We define the function g: T, + T, as follows. Let x E T, be given. 
If x is all l’s, let g(x) = x. Otherwise, let IZ be least such that x(n) = 0. Let 
s E T consist of x(n + 1) ,.,., x(2n) , and let t E T consist of x(2n + 1) ,..., 
x(2n + a(n)). If R(s, t) then set g(x) =x(l),..., x(2n) followed by all 1’s. If 
R(s, t) fails, set g(x) = x(l),..., x(2n) followed by all 0’s. 
We leave it to the reader to verify that g is polynomial time computable. 
Let s E T be given of length k. Let x, consist of k - 1 l’s followed by a 0, 
then followed by s, and finally followed by all 1’s. 
We wish to compute the lexicographically greatest value M of g at all 
Y<x,. Letg(y)=My<x,. 
It is clear that M must start with k - 1 l’s followed by a 0, and so must y. 
It is also evident that the next k values of M as well as y must be s. 
Clearly, if there is no t of length a(k) with R(s, t) then the (2k + 1)st value 
of M is 0. On the other hand, if there is a t of length a(k) with R(s, t) then 
the (2k + 1)st value of M is 1. 
We now apply H to g. Let h(x) = max y(X g(y). Then h is polynomial time 
computable. Note that s E S if and only if the (2Zth(s) + I)st value of h(x,) 
is 1. It is easy to see that there is a polynomial time computable function 
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j: T+ {O, 1 } such that j(s) is the (2 It/r(s) + l)st value of h(q), using dyadic 
approximation functions. Hence the characteristic function of S is 
polynomial time computable. This completes the proof. 
THEOREM 2.8. F, G, H, and P = NP are equivalent. 
ProoJ: It suIIices to prove F from P = NP. Let f: @, X 23, + G2, where f 
is polynomial time computable, and a is a polynomial modulus for f. Let 
(f, i) -g, where g: [0, l] x [0, l] --t R. Let h(x) = max, g(x, y). It is clear 
that by adding an appropriate integer constant to g, we can assume without 
loss of generality that f is bounded below by 1. Fix k to be the greatest value 
of wf(4 9 4)) -Pw-(4 3 4)). 
Define f’: g1 -+ 23 as follows. Let d E 3, be of length n. If 
n < max(i, a(k + l)), let f’(d) = +.O. Assume n > max(i, a(k + 1)). Choose 
m to be the largest integer m such that n > max(i, a(m + k)). Observe that 
for h(d) = M(e) = n, d - x, e -y, we havef(d, e) - g(x, y). Let f’(d, e) be 
the round off of f(d, e) to precision exactly m. Then it is easy to see that 
under the above conditions, we have maxlth(cj=n f’(d, e) - h(x), (since we 
still have f’(d, e) - g(x, y)). Thus let f”(d) = maxllhcej =n f’(d, e). 
Thus we have shown that (f”, max(i, a(k + 1))) - h. It is clear that f” 
has a polynomial modulus. It remains only to show that f” is polynomial 
time computable. 
Let d E ?2, be given. We can obviously compute its length n and compare 
it to the constant max(i, a(k + 1)) in polynomial time, and produce t.0 if it 
is less. Assume n > max(i, a(k + 1)). We can obviously compute the largest 
integer m such that n > max(i, a(k t m)). 
Consider the set Q of all pairs (d, s), where d E g,, M(d) is some 
n > max(i, a(k t l)), such that s E T, It/z(s) < k t m, and s forms an initial 
segment, from left to right, of some f’(d, e) with It/z(e) = n. Here, for our 
present purposes, every such f’(d, e) is viewed as having exactly k digits to 
the left of the decimal point, where O’s are of course inserted in front if need 
be. 
This set is obviously in NP, and so by hypothesis, is in P. 
We compute f”(d) for M(d) > max(i, a(k + 1)) as follows. Let s,,..., 
sk+,,, E T be defined by: s, = (1) if (d, s,) E Q; (0) otherwise. sj+ 1 = sj 1 if 
(d, sj 1) E Q; siO otherwise. Finally, yield tsi ..a sk . sk+ I ... sk+,,,, where the 
initial O’s in this expression are to be removed. This will be f”(d). This 
completes the proof. 
3. COMPUTATIONAL COMPLEXITY OF INTEGRATION 
In this section we consider the status of a number of propositions 
concerning integrals, the first one being: 
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I. Let g: [0, l] + R be a polynomial time computable function. Then 
j: g(x) dx is a polynomial time computable real number. 
We wish to prove that I implies the following proposition. 
II. Let E c T be polynomial time computable. Let g: N+ T be given by 
g(n) = the base 2 representation of the sum of all integers represented in base 
2 by an element of E of length n (where O’s at the beginning of elements of E 
are allowed, and ignored). Then g is polynomial time computable, where 
inputs are taken in unary. 
THEOREM 3.1. I implies II. 
ProoJ: Assume I and let E c T be polynomial time computable. We 
define functions h,: [0, 1] + R for ultimate use in Theorem 4.1. 
Each h, will be a piecewise linear function with the elements of G9, of 
length n + 1 together with f1.0 as its break points. We will also arrange for 
ji h,(x) dx to be representable in 8, by a dyadic decimal of length 
2(n + 1)’ - 1 starting with 2nZ O’s right after the decimal point, and ending 
with 01. 
If d has length n + 1 and ends in 0, or if d = +l.O, then set h,(d) = 
2- z(n+ 1)2+n+ 1 . If d has length n + 1 and ends in 1, and the first n digits do 
not constitute an element of E (of length n), then also set h,(d) = 
2-2(n+1)2+n+‘. Finally, if It/z(d) = it + 1, d ends in 1, and the first n digits of 
d constitute an element s of E, then set h,(d) = (2-*“~“)S+ 2-2(n+‘)2’n+1, 
where S is the integer represented by s in base 2 notation. 
It is clear that IA h,(x) dx = (C E,) . 2-2n*-2n-’ + 2-2(n+‘)*f’, where E, 
is the set of all elements of E of length n. Since C E, < 2*“, we see that 
J-i h,(x) dx < 2-***. Hence the dyadic representation of ji h,(x) dx starts 
with 2n2 0’s. Since 2n2 + n + 1 < (2(n + l)* - 1) - 2, we see that this 
representation must be of length 2(n + 1)’ - 1, and end with 01. 
It is clear that En”= i h, uniformly converges to some g: [0, l] + R. Once 
we show that g is polynomial time computable, we can complete the proof as 
follows. By I, jJg(x) dx = C,“, ]i h,(x) dx = c is polynomial time com- 
putable. 
For each n, compute an element d, E g of precision 2(n + l)* such that 
Id, - cl < 2-2(n+1)2. 
It is clear that since digit numbers (2(n + 1)’ - 2) and (2(n + 1)’ - 1) in 
the decimal expansion of c are respectively 0 and 1, that d, must agree with 
the decimal expansion of c up through the first 2(n + 1)’ - 3 digits. We can 
therefore read off the dyadic representation of (C E,) . 2-2n2-2n-‘, and 
hence of card (E,). 
It thus remains to only prove that g is polynomial time computable. We 
use Theorem 1.4 for this purpose. 
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Let g, = Ct=, h,. The fourth hypothesis of Theorem 1.4 evidently holds. 
Examination of our construction of the h, reveals that in order to compute 
the values at the break points in PZ,, we need only polynomial time. 
Furthermore, because all of the slopes of the linear segments of h, are 
bounded by 1 in magnitude, we see that by simple precision arithmetic, in 
order to obtain m significant digits of a value of h,, we need only supply at 
most a polynomial in n and m number of significant digits. 
Now the same applies to g, = xi= 1 h,. Only here the errors add. 
However, if a(n, m) significant digits are sufficient to obtain m significant 
digits for h,, then rnaxkc;” a(k, m) significant digits are sufficient to obtain 
m - [log(n)] significant digits for g,. Thus maxkGn a(k, m + n) signilicant 
digits suffice to obtain m significant digits for g,, and this quantity is 
certainly bounded by a polynomial in n, m. This completes the proof, using 
Theorem 1.4. 
III. Let E c T be polynomial time computable. Let g: N-1 T be given by 
g(n) = the base 2 representation of the number of elements of E of length n. 
Then g is polynomial time computable, where inputs are taken is unary. 
IV. #P, = P in the sense of [3]. 
THEOREM 3.2. II implies III. 
Prooj Assume II and let E c T be polynomial time computable. For 
each n we define a set S, c T as follows. 
Elements of S, are obtained by writing down 1 followed by n O’s followed 
by any element of E, (E, is the set of all elements of E of length n). 
Observe that 2 S, = 2’“+’ card(E,) + C E,. Hence 22ni1 card(E,) < 
C S, < 22”t1(card(E,) + 1). So card(E,) = [(C S,J/2*““]. Since U, S, is 
polynomial time computable, we are done II. 
THEOREM 3.3. I, II, III, and IV are equivalent. (It is well known that III, 
IV are equivalent.) 
Proof: Assume III. We have only to prove I. Let g: [0, 1 ] + R be a 
polynomial time computable function. Let (J; i) - g, where f: g, -+ g is 
polynomial time computable and has a polynomial modulus, a. 
Without loss of generality we can assume that a is strictly increasing. 
Also by adding a sufficiently large integer constant to g if necessary, we can 
assume that $ is bounded below by 1. Let k be the maximum value of 
MfV)) - pMf(d)). 
For each n > i we define a subset S, of T as follows. Elements of S, are 
obtained by first writing down from left to right, the truncation of f(d) to 
precision n without + and without the decimal point, where lth(d) = m = 
a(n + k), and then following this with d, again without f and without the 
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decimal point. The result is, of course, the base 2 notation for 
2”+“f(d) + 2”d. Thus every element of S, is of length at most k + n + m. 
Observe that C S, = 2”+* ~,th~d~~mf(d) + (2m(2m - 1)/2). Hence 
2-“’ J&dJ=mf(d) = (C S, - 2m-1(2m - 1))/22min. Since 12-” ClthCdj=,,, 
.W)-~~g(x)dxlG2-“, we see that I(C S, - 2m-1(2m - 1))/22m+n - 
[;g(x)dxI < 2-“. 
Thus ]i g(x) dx will clearly be a polynomial time computable real number 
provided we are able to compute the base 2 representation of C S, in 
polynomial time. 
We now define new sets E, from T for n > i, as follows. Elements of E, 
are obtained by first starting with a c E S, and then putting k + n + 
m - M(t) O’s in front of it. Then by appending any base 2 representation s 
of any strictly positive integer which is smaller than the number represented 
by C, after appending k + n + m - M(s) O’s in front of s. Obviously every 
element of E, is of length 2(k + n + m). 
It is clear that card(E,) = C S,. Furthermore, it is also easy to see that 
U, E, = E is polynomial time computable. An application of III to E 
completes the proof. 
We now consider stronger forms of integration. 
V. Let g: [O, l] x [0, l] 4 R be polynomial time computable. Then the 
function h: [0, 1 ] + W given by h(x) = ji g(x, y) dy is polynomial time com- 
putable. 
VI. Let g: [0, 1 ] + IR be polynomial time computable. Then the function 
h: [0, l] -+ R given by h(x) = ltg(y) dy is polynomial time computable. 
THEOREM 3.4. V implies VI. 
ProoJ Assume V and let g: [0, 1 ] + R be polynomial time computable. 
Let g*: ]O, l] x [0, l] .+ R be given by g*(x,y) =g(min(x,y)). Then g* is 
polynomial time computable. Applying V we see that h*(x) = 
j: g(min(x, y)) dy is polynomial time computable. Now s: g(min(x, y)) dy = 
I;; g(y) & + g(x)U - xl. Hence h(x)= hb(y) dy = h*(x) -&)(l -xl. 
Therefore h is also polynomial time computable. 
VII. Let R c T x T be polynomial time computable, and let a be a 
polynomial. Then the function h: T + T given by h(x) is the base 2 represen- 
tation of the sum of all integers represented in base 2 notation by some y E T 
of length a(Zth(x)) such that R(x,y), is polynomial time computable. 
THEOREM 3.5. VI implies VII. 
Proof. Assume VI and let R c T x T be polynomial time computable, 
and a be a polynomial. 
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We define a function 7: T-+ G9, as follows. For s E T, 7(s) consists of 
If/z(s) l’s followed by a 0, followed by s (all after the decimal point). For 
each n > 1 we define a piecewise linear function g, as follows. The break 
points of g, consist of all dyadic decimals of the form .7(s) 0 t 0, .7(s) 0 t 1, 
.z(s)l, .O, and 1.0, where &h(s) < n and h(t) = c@(s)). 
Take g,(O) = g,(l) =g,W) 0 t 0) = g,(.7(s)l) = a g,(.7(s) 0 t 1) = 
2-*a’lfh’s’) . I if R(s, t), g,(.t(s) 0 t 1) = 0 if not R(s, t). (Here-i is the integer 
represented by t in base 2 notation.) 
Observe that if g,,(x) # 0 and n < m, then g,,‘(x) = g,,(x). It is easy to see 
that Theorem 1.4 applies to {g,}, and so {g,} converges uniformly to be a 
polynomial time computable function g: [0, l] -+ IR. 
It is also easy to see that for every s E T, I::{:;’ g,(x) ak = j::~~~’ g(x) dx = 
2 ({t: It/t(t) = a(lth(s)) and R(s, t)}) . 2-‘2’rh’s)t3a”‘h(s))+3). Hence 
,JJ ({t: It/z(t) = a(lth(s)) and R(s, t)}) = 2* M”~)+~~“u”~))+ 3 
j”$” g(x) dx). Th’ 
(Jbr’s)’ g(x) dx - 
is completes the proof of the Theorem using VI. 
VIII. Let R c T x T be polynomial time computable, and let a be a 
polynomial. Then the function h: T+ T given by h(x) is the base 2 represen- 
tation of the number of y E T of length a(lth(x)) such that R(x, y), is 
polynomial time computable. 
VIII is well known to be equivalent to the following. 
IX. #P = P in the sense of [3]. 
THEOREM 3.6. VII implies VIII. 
Proof. Assume VII, and let R c TX T be polynomial time computable, a 
a polynomial. 
For each s E T we define the set Q, c T as follows. Elements of Q, consist 
of 1 followed by a(lth(s)) O’s followed by any t with R(s, t) and M(t) = 
a&h(s)). 
Observe that 2 Q, = 22a”‘h’s)‘+ ’ card( (t: It/z(t) = a(Zth(s)) and R(s, t))) 
; Z({t: It/z(t) = a(lth(s)) and R(s, t))). H ence 22n”fh’s)) ” card(R,) < C Q, < 
2~“‘h’s))t ‘(card(R,) + 1). So card(R,) = [(C Qs)/22a”““s))+1]. (Here 
R, = {t: It/z(t) = a(lth(s)) and R(s, t)}). Since Q = {(s, t): t E Q,} is 
polynomial time computable, we are done by VI. 
THEOREM 3.7. V, VI, VII, VIII and IX are equivalent. 
ProoJ Assume VIII. We have only to prove V. Let g: [0, l] x [0, 1] -+ iR 
be polynomial time computable. Let f: C9, x g1 -+ c?Z be polynomial time 
computable, and have a polynomial modulus a. Assume that (f, i) -g. 
Without loss of generality we can assume that a is strictly increasing. 
Also by adding a sufficiently large integer constant to g if necessary, we can 
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assume that f is bounded below by 1. Let k be the maximum value of 
Mf(d, e)) -~cU(d, e)). 
Let lth(d) 2 max(i, a(1 + k)), d E gi. We define a set Qd as follows. 
First compute the largest r such that M(d) 2 max(i, a(r + k)). Elements of 
Qd are obtained by first writing down from left to right, the truncation of 
f(d, e) to precision r without + and without the decimal point, where 
It/z(e) = m = max(i, a(r + k)), and then following this with e, again without 
+ and without the decimal point. The result is, of course, the base 2 notation 
for 2’tmf(d, e) + 2”e. Thus every element of Qd is of length at most 
k+r+m. 
Now clearly C Qd = 2’+” Ctth~+,JW 4 + V’P” - W). 
Let d-x, xE [0, 11. Now ii~g(x,y)dy-2-mC,th(e)=mf(d,e)l~2-r. 
Hence Ilig(x,y) dy - (C Qd - 2”-1(2m - 1))/22m+rl < 2-‘. 
Define f *: G3i + 9 as follows. Let d E G3i be given, and let r, m be as 
above. Then set f*(d) to be the round off of (C Qd- 2”-‘(2”’ - 1))/22”‘tr 
to precision r - 1 if h(d) > max(i, a(1 + k)); +.O otherwise. 
Clearly f * is a dyadic approximation function with polynomial modulus, 
and (f*, max(i, a(i + k))) - h, where h(x) = j: g(x, y) dy. To complete the 
proof, we merely have to show that j(d) = C Qd is polynomial time com- 
putable. 
To this end, for each d (with &h(d) > max(i, a(1 + k))), we define a set 
S, c T as follows. Elements of S, are obtained by starting with any element 
t E Qd, and any s E T which represents a smaller number than t does in base 
2 notation. Write down k + r + m - Z&(t) O’S followed by t, followed by 
k + r + m - Zth(s) O’s followed by s. It is apparent that the length of all 
elements of S, is exactly 2(k + r + m). 
It is clear that card(S,) = 2 Qd, and that R(d, t) e t E S, is polynomial 
time computable. Furthermore, there is a polynomial j3 such that R(d, t) + 
It/z(t) = j?(Zth(d))). The proof is now complete by an application of VIII. 
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