Summary. A variation of an adaptive random search algorithm for the optimization of functions of continuous variables is presented. The scheme does not require any assumptions about the function to be optimized, apart from the availability of evaluations at selected test points. The main design criterion of the Reactive Affine Shaker (RASH) scheme consists of the adaptation of a search region by an affine transformation. The modification takes into account the local knowledge derived from trial points generated with a uniform probability in the search region. The aim is to scout for local minima in the attraction basin where the initial point falls, by adapting the step size and direction to maintain heuristically the largest possible movement per function evaluation. The design is complemented by the analysis of some strategic choices, like the double-shot strategy and the initialization, and by experimental results showing that, in spite of its simplicity, RASH is a promising building block to consider for the development of more complex optimization algorithms.
Introduction
Finding the global minimum of a function of continuous variables f (x) is a well known problem for which substantial effort has been dedicated in the last decades, see for example the bibliography in [12] . Apparently, no generalpurpose panacea method exists which can guarantee its solution at a desired accuracy within finite and predictable computing times. In fact, the different versions of the so called "no free lunch theorems" imply that "for any algorithm any elevated performance over one class of problems is paid for in performance over another class" [16] .
On the other hand, most real-world optimization tasks are characterized by a rich correlation structure between candidate solutions which are close, in a suitable metric defined over the independent variables. Local search techniques capitalize on this local structure by postulating that a better solution can usually be found in the neighborhood of the current tentative solution. In this manner, after starting from an initial configuration of the independent variables x (0) , a search trajectory of a discrete dynamical system is generated, in which point x (t+1) is chosen in the neighborhood of point x (t) . Under suitable conditions (e.g., lower-bounded function, decreasing values of f (x (t) ) during the search with a sufficiently fast rate of decrease) the trajectory will converge at a local minimizer. The set of initial points which are mapped to a specific local minimizer by the local search dynamical system is called the basin of attraction of the minimizer.
Many recent global optimization techniques deal with ways to use a local search technique without being trapped by local minimizers, notably the Simulated Annealing technique based on Markov chains, see for example [5] and [13] .
Because of the growing awareness that no single general-purpose method can be efficiently applied to different problems, recent research considers the appropriate integration of basic algorithmic building blocks, like various stochastic local search techniques [11] , the so-called meta-heuristic techniques [7] , the various combinations of genetic operators [8] , the algorithm portfolio proposals [9] . The crucial issue is that of tailoring the appropriate combination of components and values of critical parameters, a process that implies an expensive learning phase by the user and that can be partially automated by machine learning techniques, as it is advocated in the reactive search framework [2] , see also the web site www.reactive-search.org.
Research and applications demand a careful design of each component, which should be studied in isolation before considering integration in more complex schemes. In this manner, the added value of the combination w.r.t. the components can be judged in a statistically sound manner.
In this paper we focus on a "direct method" for optimization [10] which considers only function evaluations. We furthermore assume no a priori knowledge about f , the knowledge will be only that acquired during evaluations f (x) at different values of the independent parameters. In particular we develop an algorithm based on the stochastic (or random) local search framework originally proposed in [14] . We state the main design criteria and study some critical choices in the development of this method, in particular the initial phase and the adaptation of the search neighborhood based on the local structure of a given attraction basin, leading to a version which we term "Reactive Affine Shaker" (RASH) for reasons explained later. We present experimental results on a widely used set of benchmark functions. This paper is structured as follows. In Section 2 the RASH technique is described and motivated. In Section 3 some crucial aspects of the technique are mathematically analyzed. In Section 4 the experimental results are shown, together with the comparison with other published algorithms.
The Reactive Affine Shaker Algorithm
The Reactive Affine Shaker algorithm (or RASH for short) is an adaptive random search algorithm based on function evaluations. The seminal idea of the scheme was presented for a specific application in neural computation in [1] . The current work presents a detailed analysis of the specific form of search executed (called "double shot"), and it proposes a more effective strategy during the initial part of the search by analyzing the evolution of the search direction in the first iterations, when the search succeeds with probability close to one.
Motivation and analysis
The algorithm starts by choosing at random, in the absence of prior knowledge, an initial point x in the configuration space. This point is surrounded by an initial search region R where the next point along the trajectory is searched for.
In order to keep a low computation overhead, the search region is identified by n vectors, b 1 , . . . , b n ∈ R n which define a "box" around the point x:
The search occurs by generating points in a stochastic manner, with a uniform probability in the search region. For a reason which will become clear in the following description, a single displacement ∆ is generated and two specular points x (t) + ∆ and x (t) − ∆ are considered in the region for evaluation (double shot, see also [3] ). An evaluation is "successful" if the f value at at least one of the two trial points is better than the value at the current point.
By design, RASH is an aggressive local minima searcher : it aims at converging rapidly to the local minimizer in the attraction basin where the initial point falls.
We assume that most computational effort during the search is spent by calculating function values f (x) at tentative points. Because of the algorithm simplicity, the assumption is valid for non-trivial real-world problems.
The search speed is related to the average size of the steps
executed along the search trajectory. Let's consider two extreme cases. If the search region is very small and the function is smooth, the "double shot" strategy will produce a new successful point with probability close to one, see Section 3.1, but the step will be very small. Vice versa, if the search region is very large and it coincides with the initial range of interest, the search strategy will become that of naïf random search: points are generated at random in the entire search space. The step can be large, but the locality assumption is lost and, unless the problem is very simple, a potentially very large number of points will have to be evaluated before finding a successful one. Ideally, to maximize the usage of the information derived from the costly f (x) computations, one should aim at the largest possible step per function evaluation. This optimal criterion cannot in general be fulfilled, in particular if the analytic form of the function is not known and values f (x) are obtained by simulation. RASH aims at maintaining the search region size as large as possible, while still ensuring that the probability of a success per evaluation will be reasonably close to one. Success probabilities in the range 0.3 -0.5 are considered acceptable. Now, the success probability is related both to the area of the search region, and to its form. For example, if the attractor basin consists of an elongated and narrow valley leading to a local minimizer, for a fixed area, a search region elongated along the bottom of the valley will guarantee a higher success rate of the double shot strategy, and therefore longer average step sizes.
RASH obtains both design objectives: (i) success probability per sample close to one and (ii) largest possible step size per successful sample, through a "reactive" determination of the search area during the search. For objective (i) the area is enlarged if the search is successful, reduced if unsuccessful, for objective (ii) the area is elongated along the last successful direction. Of course, "largest possible" has a heuristic meaning: given the partial knowledge about f and the lack of constraints about its functional form we are satisfied if a reasonably large step is determined by a simple reactive scheme.
With more detail, the algorithm proceeds by iterating the following steps:
1. A new tentative point is generated by sampling the local search region R with a uniform probability distribution and by using the "double shot" strategy. The second specular shot is only evaluated if the first one does not succeed. 2. The search region is modified according to outcome of the tentative point.
It is compressed if the new function value is greater than the current one (unsuccessful sample), it is expanded otherwise (successful sample). The region is modified by taking into account the direction of the last tentative step. In RASH, the search area defined by vectors b i undergoes an affine transformation, see equations (1) and (2) below. 3. If the sample is successful, the new point becomes the current point, and the search region R is translated so that it becomes centered around the new point.
A last design decision concerns the initial size of the search area, in the absence of initial information about the local attraction basin of f . Two simple options, which do not require critical parameters to be tuned, are to start with a search area corresponding to the initial search range, which will be rapidly compressed in the following iterations until it leads to a success, or, on the contrary, to start with a very small search area, which will be rapidly expanded. The first option is in conflict with the requirement that RASH should scout for the local minimizer corresponding to the basin of attraction of the initial point. If arbitrarily large jumps are permitted at the beginning, all attraction basins could be reachable, with a probability depending on their sizes. Therefore we adopted the second option.
As it is demonstrated in Section 3.1, when the function is smooth and the search region area goes to zero, the probability of success of the "double shot" strategy tends to one, no matter what the initial direction is. This fact creates an undesired effect: after picking the first tentative direction, one will have an uninterrupted sequence of successes. At each step, the search area will be expanded along the last direction, which in turn will be generated with uniform probability in an already elongated region. Through this self-reinforcing mechanism one may easily get an extremely elongated search region, where the elongation tends to be collinear with the first random direction, with no influence from the form of the current basin. To avoid this spurious effect, the expansion of the search region is isotropic in the initial part of the search, until the first unsuccessful direction is encountered, i.e., all box vectors are expanded by the same factor.
The details about the evolution of directions during the initial phase of the search, as well as the experiments related to the correlation between initial search directions, are explained in Section 3.2.
After explaining the design choices, let's now comment on the name (Reactive Affine Shaker). The solver's movements try to minimize the number of jumps towards the minimum region, and this is achieved by constantly changing the movement direction and size. Search region and therefore step adjustments are implemented by a feedback loop guided by the evolution of the search itself, therefore implementing a "reactive" self-tuning mechanism. The constant change in step size and direction creates a "shaky" trajectory, with abrupt leaps and turns. Last, modifications of the search parameters are through an affine transformation on the shape of the search region.
RASH pseudo-code
Details of the RASH algorithm are shown in Figure 1 . At every iteration, a displacement ∆ is generated so that the point x+∆ is uniformly distributed in the local search region R (line 4). To this end, the basis vectors are multiplied by different random numbers in the real range [−1, 1] and added:
Rand(−1, 1) represents a call of the random-number generator. If one of the two points x + ∆ or x − ∆ improves the function value, then it is chosen as the next point. Let us call x ′ the improving point. In order to enlarge the box along the promising direction, the box vectors b i are modified as follows. The direction of improvement is ∆. Let us call ∆ ′ the corresponding vector normalized to unit length:
6.
x ← x + ∆;
7.
9.
x ← x -∆;
10.
11.
else 12.
13.
∀j bj ← P bj;
14.
t ← t+1
15.
until convergence criterion; 
Then the projection of vector b i along the direction of ∆ is
To obtain the desired effect, this component is enlarged by a coefficient ρ > 1, so the expression for the new vector b
Fig. 2. Affine Shaker geometry: two search trajectories leading to two different local minima. The evolution of the search regions is also illustrated.
where
The fact of testing the function improvement on both x + ∆ and x − ∆ is called double-shot strategy: if the first sample x + ∆ is not successful, the specular point x − ∆ is considered. This choice drastically reduces the probability of generating two consecutive unsuccessful samples. The motivation is clear if one considers differentiable functions and small displacements: in this case the directional derivative along the displacement is proportional to the scalar product between displacement and gradient ∆ · ∇f . If the first is positive, a change of sign will trivially cause a negative value, and therefore a decrease in f for a sufficiently small step size. The empirical validity for general functions, not necessarily differentiable, is caused by the correlations and structure contained in most of the functions corresponding to real-world problems. See Section 3.1 for a thorough analysis motivating the double-shot strategy.
If the double-shot strategy fails, then the affine transformation (1) is applied by replacing the expansion factor ρ with its inverse ρ −1 (line 12 of Figure 1 ), causing a compression of the search area.
An illustration of the geometry of the Reactive Affine Shaker algorithm is shown in Figure 2 , where the function to be minimized (in this case the domain is a square in n = 2 dimensions) is represented by a contour plot showing isolines at fixed values of f , and two trajectories (ABC and A'B'C') are plotted. The search regions are shown for some points along the search trajectory. A couple of independent vectors define the search region as a parallelogram
5.
x' ← AffineShaker(f , x, ( bj ), ρ);
return best position found; Fig. 3 . The Repeated RASH algorithm centered on the point. The design criteria are given by an aggressive search for local minima: the search speed is increased when steps are successful (points A and A' in Figure 2 ), reduced only if no better point is found after the double shot. When a point is close to a local minimum, the repeated reduction of the search frame produces a very fast convergence of the search (point C in Figure 2 ). Note that another cause of reduction for the search region can be a narrow descent path (a "canyon", such as in point B' of Figure 2 ), where only a small subset of all possible directions improves the function value. However, once an improvement is found, the search region grows in the promising direction, causing a faster movement along that direction.
Termination and repeated runs
For most continuous optimization problems, an effective estimation of the number of steps required for identifying a global minimum is clearly impossible. Even when a local minimum is located, it is generally impossible to determine whether it is the global one or not, in particular if the knowledge about the function derives only from evaluations of f (x) at selected points. Because RASH does not include mechanisms to escape from local minima, it should be stopped as soon as the trajectory is sufficiently close to a local minimizer. Suitable termination criteria can be derived, for instance a single RASH run can be terminated if the search region becomes smaller than a threshold value. In fact, the box tends to reduce its volume in proximity of a local minimum because of repeated failures in improving the function value.
By design, RASH searches for local minimizers and is stopped as soon as one is found. A simple way to continue the search after a minimizer is found is to restart from a different initial random point. This approach is equivalent to a "population" of RASH searchers where each member of the population is independent, completely unaware of what other members are doing, see on Figure 3 . The parallel execution of RASH optimizers is considered in the experimental Section.
Analysis and motivation of the design choices
As explained in Section 2, the evolution of the size and the shape of the search region should lead to a ratio of successes in the double-shot strategy comparable to 50%. In this manner both successes and failures will occur and the search area will adapt to the local structure of the function f .
A case in which this assumption is wrong is during the initial phase of the search, when the search region is very small. In fact, Section 3.1 proves that, under reasonable assumptions, the success probability of the double-shot strategy tends to 1 as the size of the search region is reduced.
An important issue in the RASH strategy, strongly related to a very high double-shot success ratio, is the dependency between the direction of the initial step (which is random and with high probability of success) and the direction of subsequent steps. The average angle between two random directions in R n is exactly determined in Section 3.2. In order to experimentally verify such dependency, the relation shall be used in Section 4.2 to discuss experimental data about this "memory effect".
The final conclusion of this analysis leads to the choice of isotropic expansions (b ′ i = ρb i for all i) of the search region in the initial phase until the first failure is encountered and the normal affine transformation process (1) starts.
Double-shot success probability
If the function f is linear, an increase of the function value at the displaced point x + ∆ implies a decrease of the value at the specular point x − ∆, and therefore the "double shot" strategy is trivially bound to be successful. The intuition supporting this strategy for a general function is that, if the function f is smooth, it can be approximated around a given point by a tangent hyperplane with a good accuracy for small displacements. The "double shot" should therefore be successful with a high probability if the search region, and therefore the displacement, becomes very small. The purpose of this section is to analyze in detail the success probability of the strategy used in RASH.
Without loss of generality, suppose that the current point is 0. Let B be the current box, shown in light grey in the left side of Figure 4 : Let us define as r B = max{ b 1 , . . . , b n } the radius of the box. Of course, the box B is contained in the circle with radius n · r B .
Let H B be the subset of B where the double shot strategy does not succeed:
In Figure 4 (left side) the set H B is contained in the dark grey area, whose exact meaning shall be made clear later. We want to show that as the box becomes smaller and smaller, the probability of failure of the double shot strategy tends to zero. Since the choice of the vector h ∈ B is uniform, we just need to show that the ratio between the measure of H B and the measure of B tends to zero, where by measure we mean the ordinary (Lebesgue) measure in R n . More formally, we want to prove the following.
Theorem 1. Let D ⊆ R n , a point P ∈ D, a function f : D → R continuous in P with continuous first partial derivatives, a real constant K > 0.
Then, for every ε ∈ R, ε > 0, there exists δ ∈ R such that, for every set of vectors b 1 , . . . , b n ∈ R n , defining the box B (where P + B ⊆ D) with r B < δ and measure(B) ≥ Kr n B , we have measure(H B ) measure(B) < ε.
Note that, in addition to function regularity hypotheses, a constraint on the measure of B to be greater of Kr n B for some constant K > 0 has been introduced; this is necessary in order to avoid degenerate cases where two vectors tend to be arbitrarily aligned.
In order to prove Theorem 1 we need the following lemma (see the right side of Figure 4 
In other words, all vectors in H are "more perpendicular" than h ′ with respect to v.
Proof. We just need to show that for every h ∈ H the normalized projection of h on v, i.e., the cosine of their angle, is smaller than that between h ′ and v. Indeed,
This leads to the following corollary (again, see the right side of Figure 4 for a visual representation):
Proof. Such cylinder is the set of vectors w such that the projection of vector w along the direction of v is less than d, and the norm of the component of w perpendicular to v is less than 1:
Both conditions are satisfied for all w ∈ H. In fact, by Lemma 1,
The last lemma enables us to find a convenient upper bound on the measure of the set H B .
Proof
Let σ ′ (h) = max{σ(h), σ(−h)}. Then (3) implies:
Equation (4) is still valid for σ ′ , therefore we can find constants C and r 0 such that σ ′ (h) ≤ C h 2 as soon as h ≤ r 0 . Consequently,
The left side of Figure 4 shows the set H ′ C,B in dark grey. Given a box B having r B ≤ r 0 and constrained by the theorem's hypothesis, let us choose a vector h max such that h max = nr B (so that its "tip" lies on the sphere) and h max · ∇f (P ) = C(nr B ) 2 (so that it lies at the border of the set H ′ C,B ). As proved in Lemma 2, H ′ C,B is contained in the n-dimensional cylinder P + nr B · X ∇f (P ),
, i.e. centered in P , with axis directed as ∇f (P ) having base radius nr B and height 2d, where
is the projection of h max along the direction of ∇f (P ). Consequently, whenever r B ≤ r 0 , as
where M is the measure of the (n − 1)-dimensional sphere with unit radius. It follows that
therefore, given ε > 0, it is sufficient to let
to obtain the thesis. 
Angle between random directions in R n
As we mentioned in Section 2, if RASH starts with a very small and isotropic search region and enjoys an uninterrupted sequence of successes afterwards (caused by the fact that the search region is very small and not by the fact that the chosen directions are suited to the local attraction basin), the average direction obtained after some steps can be very different from a random direction as it can "remember" the initial step. In fact, the affine transformation will elongate the region along the first direction, and therefore the second directions will tend to be approximately collinear with the first one, an effect that will continue for the future iterations. In order to quantify this initial "memory effect", it is of interest to compare the probability distribution of directions obtained after a sequence of affine expansions with a uniform probability.
The problem we are addressing is therefore the following one:
Problem 1. If we draw two random lines in R n intersecting at the origin (e.g., by placing two random points on the unit sphere and connecting them to the center), what is the average angle between them?
The problem can also be stated as follows.
Problem 2.
Given an n-dimensional hypersphere, consider the positive-x hemisphere (the case n = 3 is shown in the left side of Figure 5 ). Choose a random point P on the surface, i.e., a point P = (x, y, z, . . . ) ∈ R n such that x ≥ 0 and P = 1. What is the average value for the angle P Ox?
An inductive expression for the hemisurface Let S n (R) be the value of the hemisurface (half the surface of the sphere) for a given number n of dimensions and a given radius R of the n-dimensional hypersphere.
Then, the hemisurface of the (n + 1)-dimensional hypersphere of radius R can be obtained by integrating the grey ring surface of the right side of Figure 5 for α moving from 0 (the upper point) to π/2 (the equator):
Consider in fact that the grey ring has radius R sin α, and thus its perimeter is 2S n (R sin α) (twice the hemiperimeter) and its "width" -in the (n + 1)-th dimension -is equal to R dα, since α is expressed in radians.
Notice that the hemisurface of the n-hypersphere is also proportional to the (n − 1)-th power of R because it is an (n − 1)-dimensional variety:
for some positive real constant C n . This expression shall be useful in the following.
The average angle
Equation (6) is very helpful in calculating the average value of α, which we are looking for. In fact, letᾱ n be the average value of α in n dimensions. Then
where S is the hemisurface, the point P scans S and |S| is the measure of S.
Consider that angle P Ox is precisely the angle α of equation (6), and that it is constant within the same ring; then, the probability distribution function of the angle P Ox is
and equation (8) becomes
Considering the due simplifications and equation (7), we get where
With the notation introduced by equations (11), the probability density function (9) can be written as
Determining I n and J n
The values of I n and J n can be obtained by straightforward calculations (integration by parts) leading to the following inductive expressions:
(12) Table 1 reports some representative values ofᾱ n in obtained from the analytical expression. Let us note that the average value of the angle tends to become close to 90 degrees as the number of dimensions increases. In other words, two random directions in a high-dimensional space tend to be almost perpendicular.
Experimental results
Several tests have been performed in order to both validate and motivate the chosen strategy and to compare it with other state-of-the-art techniques. The proposed RASH algorithm has been tested on various classical test functions, whose analytical formulation and properties are reported in many optimization papers, see for example [4] . After some experiments on the success rate of the double-shot strategy (Section 4.1), a discussion of some spurious effects during the initial phase of the search which are solved by our version 
Success rate of the double-shot strategy
A measure of the effectiveness of the RASH heuristic can be the double-shot success rate during the search. In Section 3.1 we show that the success rate must be very high at the beginning, when the search region is very small; however, after the initial transient phase, the rate should be reduced because the algorithm dynamically sets a balance between step size and success rate. Figure 6 shows two representative cases. In both plots, the x axis (logarithmic) reports the number of function evaluations, while the y axis reports a simple moving average of the rate of double-shot successes over the previous 100 steps on a representative run. After an initial phase when the success rate is very high due to the small size of the search region (which confirms the analysis of Section 3.1), during a significant portion of the search the double-shot success ratio varies from 30% to 55%.
In the first plot, where a local minimum of a Shekel 4,5 function is reached, we observe a sharp reduction of success rate at the end. This happens when a local minimum is reached, and further improvement becomes impossible. The steep reduction of the double-shot success rate can therefore be used as a restart criterion. In the Rosenbrock case (right plot), the system proceeds slowly towards better values, by following the very narrow valley leading to the global optimum. The success rate remains close to 50% during the descent.
These results confirm the "aggressive" attitude of the RASH heuristic, whose search region R is continuously adjusted to allow steps as large as possible while still ensuring a large success probability of each double shot trial. 
Influence of initial conditions
An issue that deserves further study is the dependence of the search strategy on the initial conditions. In particular, the choice of the first displacement vector ∆ may influence the subsequent behavior in an improper way, because on successful moves the search box will expand along ∆, thus influencing the next choice of ∆, and so on. At the beginning, with a very small search region, the double-shot strategy succeeds with probability close to one, and the local characteristics of the f function do not have a chance of influencing the evolution of the search region in an effective way. The successes depend on the very small size of the box more than on the local properties. In order to study this effect, we simulated the algorithm's behavior during a sequence of 10 successful applications of the double-shot procedure, by repeatedly generating a ∆ vector in the search box R, then updating R according to equation (1) . Finally, the angle between the directions of the first and the tenth value of ∆ is computed. Figure 7 shows the average and standard error of 100 runs on different problem dimensions. The continuous plot shows the theoretically calculated average angle between two random directions, as obtained in Section 3.2. It can be seen how a memory effect can be detected after the first iterations. The initial and final directions are correlated, not random. As expected, they tend to be collinear. Because the box elongation can be very large (the search region becomes "needle-like"), a potentially large number of successive iterations can be spent to adapt it to the structure of the local attraction basin.
In order to avoid this spurious effect, as mentioned, in the initial phase of RASH the box is enlarged in an isotropic manner, by multiplying each basis vector b i by the same ρ factor, until the first lack of success is encountered and the affine transformation (1) is used.
Robustness w.r.t. parameter variations
The RASH technique depends on two parameters: the size of the initial search region and the box expansion factor ρ. The search region is defined by a set of vectors, initially having the same length and orthogonal. Tests have been performed on the statistical dependence of the optimization outcome on the initial length of box vectors. Results of these tests suggest independence, which is easily justified by the observation that the search region adjusts to its proper value after a short transient period, so the overall behavior is affected by different choices in the initial size only at the beginning of its evolution. Figure 8 reports the outcome of experiments on the dependence of the optimization outcome versus the box expansion factor. Every point in the graph is obtained by averaging 100 runs of 500 function evaluations each, with the same value of ρ, while the error bars represent the 99% confidence interval of the mean. Note that the horizontal axis actually plots the box reduction factor ρ −1 , which can be represent more regularly, since its useful values lie in the range (0, 1), where ρ −1 ≈ 0 means a great variability of the search region.
The left plot in Figure 8 shows the average outcome of RASH optimizations of the 5-dimensional Zakharov function, whose global minimum is 0. The right plot shows the equivalent results for the 5-dimensional Shekel function, whose global minimum is below −10.
The two plots report very different behaviors. In particular, all runs locate the minimum of the Zakharov function, which is unimodal, and different values of ρ tend to condition the "fine tuning" to the actual minimum; in this particular case, the optimal value for the reduction parameter is ρ −1 ≈ .5. The multimodal Shekel function shows a behavior which is far less dependent on the reduction factor. This depends on the fact that many runs do not locate the global minimum, and the chance of falling towards a better minimum is not conditioned by ρ −1 . The conclusion is that the robustness of the RASH heuristic with respect to the value of the search region expansion factor ρ is confirmed for the localization of local minima, while the choice of a correct value is important to improve the precision of the result. In the following, the value ρ = 2 shall be used.
Benchmarks
This section reports the results obtained by running the RASH algorithm on a benchmark suite of various classical test functions, see for example [4] for the definitions.
Every optimization run of RASH begins with a cubic search region defined by an orthogonal set of vectors of length b i = 10 −4 . The box expansion factor is ρ = 2 and the vectors are expanded isotropically until the first doubleshot value fails, after which equation (1) is used as motivated in Section 4.2. Table 2 shows the results for 100 independent optimization runs for each function. A run is considered successful if the heuristic finds a point x such that f (x) − f min < ε rel |f min | + ε abs (13) where f min is the known global minimum. Following [4] , we have set ε rel = 10 −4 and ε abs = 10 −6 . Runs are stopped, and lack of success is recorded, if the global minimum is not located after 5000n function evaluations. In the experiments, the termination criteria described in Section 2.3 are disabled in order to evaluate the effectiveness of RASH when applied to the known test cases. The only retained criterion is the maximum number of iterations, while the execution is artificially interrupted, for the experimenters' convenience, when the known global minimum is located with the given degree of accuracy.
The number of successful runs is shown in column Success. The average number of function evaluations required in successful runs is shown in column Evals, (figures in parentheses include unsuccessful runs). Column CPU time reports the average execution time of successful runs (in parentheses, also unsuccessful runs are accounted for), given in standard CPU time units as defined in [6] .
Column ∆Min reports the average value of the differences between the minima achieved by 100 runs (including unsuccessful ones) and the actual global minimum.
It can be noted that, for some functions like Goldstein-Price, Hartmann, and Zakharov, the success rate is large and the number of function evaluations is comparable to, and in some cases better than, the number of function evaluations used by more complex techniques like Enhanced Simulated Annealing, see for comparison Table I of [13] . These results confirm that the standard behavior of RASH is to rapidly locate a local minimum in the basin of attraction where the initial point lies. However, by design, RASH has no mechanism to escape local minima after they are identified. Therefore it is not surprising that the percentage of success is lower for other functions, like for example for Shekel. While the RASH algorithm shows a good performance on most test functions, a very ill-conditioned problem, such as the Rosenbrock function, is solved in a satisfactory way only for a small number of dimensions. The effects of high dimensionality are also apparent on the CPU time column of Table 2 . Due to the relative simplicity of the benchmark functions, the dominating factor for a large number of dimensions is the affine transformation of the search region vectors, amounting to n vector multiplications by an n × n matrix, totaling to O(n 3 ) time per optimization step. For high-dimensional problems and functions requiring small computation more specialized techniques like ESA of [13] should be considered. In any case, let's note that many functions are extremely costly to compute, see for example evaluations requiring the simulation of an industrial plant or a real-world experimentation.
In order to obtain higher success rates, we exploited the fast convergence speed of the successful runs by parallelizing independent solvers on the same function. Considering independent repetitions is in fact the simplest way to use the simple RASH component to obtain a more robust scheme. In this case, an optimization session is achieved by instantiating 2n independent solvers, where n is the dimension of the function's domain, and by executing one step of each solver in a round-robin fashion until either one of the solvers Table 3 . Number of successes, average function evaluations and average minimum found for 100 optimization runs on the test functions on 2n parallel threads. finds a value that satisfies equation (13) or the maximum number of function evaluations is reached. The total number of evaluations by all independent threads is counted.
The results of interest, where parallelization actually leads to an improvement, are shown in Table 3 . Note that most problem instances benefit from parallel search. However, highly dimensional problems such as Zakharov are already solved with a single thread. In this case, a single solver is more effective, and the success rate for a fixed number of iterations decreases if parallel threads are exploited.
Comparison with other techniques
The RASH algorithm behavior has been compared with other local search heuristics, and results are presented in Table 4 . In particular, we focused on two recent proposals, Enhanced Simulated Annealing [13] and Enhanced Continuous Tabu Search [4] , which, like RASH, aim at minimizing functions of continuous variables. Another classical proposal, the Improved Simulated Annealing algorithm [15] is shown in two different variants (wide and narrow search domain). Techniques have been selected on the basis of similar hypotheses (continuous functions, no analytical tools other than evaluation) and on similar criteria for estimating success and efficiency. For comparison purposes, we rely on data provided in [4] and on the original sources. The definition of "successful" run takes into account the criteria defined in [4, 13] , where the maximum number of allowed evaluations is 5000n, as described before. For RASH, we chose to employ the multi-thread results shown on Table 3 . Since the RASH algorithm is targeted at local minimization, while the other techniques implement global mechanisms, comparison of such techniques with the parallel version of RASH is more fair.
The results clearly show that the RASH heuristic achieves state-of-the-art results on various classical problems, ranging from 85% to 100% successful minimizations. This result is of interest because of the simplicity of the technique, which can be an effective building block for more complex heuristic schemes. Table 5 , on the other hand, shows that techniques such as ECTS and ESA require less evaluations on the average. When confronted with the number of successful runs, this result suggests that the termination criteria adopted in ECTS and ESA could be actually relaxed in order to achieve a better success ratio, and that a good termination criterion must be devised for the RASH heuristic to become competitive in terms of function evaluations.
Conclusions
We proposed and analyzed the Reactive Affine Shaker adaptive random search algorithm based on function evaluations. The main algorithmic contribution of this paper consists of a careful analysis of the double-shot strategy motivating and quantifying what was originally proposed based on intuition. Furthermore, the paper motivates and analyzes a modified initial phase to avoid a dangerous effect during the initial growth of the search region. Finally, it considers the evaluation of a simple "portfolio" consisting of independent runs of the local RASH searcher started from different random initial configurations.
The conclusions of the experiments show a performance which is in some cases comparable or better w.r.t. competitive techniques. The results are unexpected given the algorithmic simplicity of RASH, in particular its design based on converging rapidly to the local minimizer in the attraction basin of the initial point. The effectiveness is caused by the rapid and effective adap-tation of the search region based on feedback from function evaluations at random points. This work motivates the consideration of this component for more complex meta-heuristic schemes.
The algorithm has been designed and implemented as a set of reusable software components to facilitate the experimentation within more advanced schemes. The package is available for evaluation purposes and scientific research at http://www.reactive-search.org/
