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Abstract
In this paper, Laplace transform and new homotopy perturbation methods are adopted to study variable coefﬁcient
coupled Burgers’ equation analytically. Unlike the previous approach (NHPM) implemented by the present author
for these problems, the present method does not consider the initial approximation as a power series. The method is
tested on two examples and results show that new method is more effective and convenient to use and high accuracy
of it is evident.
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1 Introduction
In the recent years, an increasing interest of scientists and engineers has been devoted to the analytical asymptotic
techniques for solving nonlinear problems. Various powerful methods have been presented so far, such as homotopy
perturbation method [1]-[4], variational iteration method [5]-[6], Adomian decomposition method [7], tanh-function
method [8]-[9], sine–cosine method [10], and Exp-function method [11]-[13].
Recently the modiﬁed HPMs have been used to solve various functional equations. These methods have been applied
to solve linear and nonlinear equations of conservative oscillator with strong odd-nonlinearity [14], MHD viscous
ﬂow over a stretching sheet [15], Troesch’s problem [16], approximation of normal distribution integral [17] and
many other subjects [18]-[22].
In the present work, a new modiﬁcation of HPM based on the Laplace transform is proposed, which we call it Laplace
Transform New Homotopy Perturbation Method and then applied to the nonlinear systems of variable coefﬁcient
coupled Burgers’ equation that can be written as the following basic form [23]
ut +r1(t)uxx+s1(t)uux+ p1(t)(uv)x = 0;
vt +r2(t)vxx+s2(t)vvx+ p2(t)(uv)x = 0;
where the subscripts r1(t);r2(t);s1(t);s2(t);p1(t) and p2(t) are arbitrary smooth functions of t: In section two, we
illustrated basic idea of the new method. In section three, the uses of the new method for solving nonlinear variable
coefﬁcient coupled Burgers’ equation is presented. Two examples are solved by the proposed method in this section.
Conclusion will be appeared in Section four.
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2 Basic ideas of the Laplace Transform New Homotopy Perturbation Method
To illustrate the basic ideas of this method, let us consider the following system of nonlinear differential equation
A(U)− f(r) = 0; r ∈ Ω; U ∈ Rn (2.1)
with the following initial conditions
U(0) = α0;U′(0) = α1;:::;U(n−1)(0) = αn−1 (2.2)
where A is a general differential operator and f(r) is a known analytical function. The operator A can be divided into
two parts, L and N, where L is a linear and Nis a nonlinear operator. Therefore equation (2.1) can be rewritten as
L(U)+N(U)− f(r) = 0 (2.3)
By the NHPM [1], we construct a homotopy V(r;p) : Ω×[0;1] → Rn, which satisﬁes
H(V;p) = (1− p)[L(V)−v0]+ p[A(V)− f(r)] = 0; p ∈ [0;1]; r ∈ Ω; (2.4)
or equivalently,
H(V;p) = L(V)−v0+ pv0+ p[N(V)− f(r)] = 0; (2.5)
where p ∈ [0;1] is an embedding parameter, u0 is an initial approximation of solution of Equation (2.1). Clearly, we
have from Equations (2.4) and (2.5)
H(V;0) = L(V)−v0 = 0; (2.6)
H(V;1) = A(V)− f(r) = 0: (2.7)
By applying Laplace transform on both sides of (2.5), we have
L{L(V)−v0+ pv0+ p[N(V)− f(r)]} = 0 (2.8)
Using the differential property of Laplace transform we have
snL{V}−sn−1V(0)−sn−2V′(0)−···−V(n−1)(0) = L{v0− pv0− p[N(V)− f(r)]} (2.9)
or
L{V} =
1
sn
{
sn−1V(0)+sn−2V′(0)+···+V(n−1)(0)+L{v0− pv0− p[N(V)− f(r)]}
}
(2.10)
By applying inverse Laplace transform on both sides of (2.10), we have
V = L−1
{
1
sn
{
sn−1V(0)+sn−2V′(0)+···+V(n−1)(0)+L{v0− pv0− p[N(V)− f(r)]}
}}
(2.11)
According to the HPM, we can ﬁrst use the embedding parameter pas a small parameter, and assume that the solutions
of Equation (2.11) can be represented as a power series in p as
V =
∞
∑
n=0
pnVn: (2.12)
Now let us write the Equation (2.12) in the following form
∞
∑
n=0
pnVn = L−1
{
1
sn
{
sn−1V(0)+sn−2V′(0)+···+V(n−1)(0)
+L{v0− pv0− p[N(∑
∞
n=0 pnVn)− f(r)]}
}}
(2.13)
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Comparing coefﬁcients of terms with identical powers of p, leads to
p0 : V0 = L−1
{
1
sn
(
sn−1V(0)+sn−2V′(0)+···+V(n−1)(0)+L{v0}
)}
;
p1 : V1 = L−1{
− 1
sn (L{N(V0)+v0+ f(r)})
}
;
p2 : V2 = L−1{
− 1
sn (L{N(V0;V1)})
}
;
p3 : V3 = L−1{
− 1
sn (L{N(V0;V1;V2)})
}
;
. . .
pj : Vj = L−1{
− 1
sn
(
L
{
N(V0;V1;V2;:::;Vj−1)
})}
;
. . .
(2.14)
Suppose that the initial approximation has the form V(0) = v0 = α0;V′(0) = α1;:::;V(n−1)(0) = αn−1, therefore the
exact solution may be obtained as following
U = lim
p→1
V = V0+V1+V2+··· (2.15)
3 Examples
3.1 Example 1.
Consider the following variable coefﬁcient coupled Burgers’ equation
∂u
∂t = t
1−t
∂2u
∂x2 −u∂u
∂x + 1+t
1−t
∂(uv)
∂x ;
∂v
∂t = t
1+t
∂2v
∂x2 −v∂v
∂x + 1−t
1+t
∂(uv)
∂x ;
t ̸= −1;1:
(3.16)
subject to the initial condition
u(x;0) = v(x;0) = x:
The exact solution of the equation is u(x;t) = x
1−t and v(x;t) = x
1+t.
For solving this equation by new method, we construct the following homotopy [1]:
(1− p)(∂U
∂t −u0(x;t))+ p
{
∂U
∂t − t
1−pt
∂2U
∂x2 +U ∂U
∂x − 1+t
1−pt
∂(UV)
∂x
}
= 0;
(1− p)(∂V
∂t −v0(x;t))+ p
{
∂V
∂t − t
1+pt
∂2V
∂x2 +V ∂V
∂x + 1−t
1+pt
∂(UV)
∂x
}
= 0;
(3.17)
where p ∈ [0;1] is an embedding parameter, u0(x;t) and v0(x;t) are initial approximation of solution of equation
(3.16). By applying Laplace transform on both sides of (3.17), we have
L
{
∂U
∂t −u0(x;t)+ p
{
u0(x;t)− t
1−pt
∂2U
∂x2 +U ∂U
∂x − 1+t
1−pt
∂(UV)
∂x
}}
= 0;
L
{
∂V
∂t −v0(x;t)+ p
{
v0(x;t)− t
1+pt
∂2V
∂x2 +V ∂V
∂x + 1−t
1+pt
∂(UV)
∂x
}}
= 0;
(3.18)
Using the differential property of Laplace transform we have
sL{U}−U(x;0) = L
{
u0(x;t)− p
{
u0(x;t)− t
1−pt
∂2U
∂x2 +U ∂U
∂x − 1+t
1−pt
∂(UV)
∂x
}}
;
sL{V}−V(x;0) = L
{
v0(x;t)− p
{
v0(x;t)− t
1+pt
∂2V
∂x2 +V ∂V
∂x + 1−t
1+pt
∂(UV)
∂x
}}
;
(3.19)
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or
L{U} = 1
s
{
U(x;0)+L
{
u0(x;t)− p
{
u0(x;t)− t
1−pt
∂2U
∂x2 +U ∂U
∂x − 1+t
1−pt
∂(UV)
∂x
}}}
;
L{V} = 1
s
{
V(x;0)+L
{
v0(x;t)− p
{
v0(x;t)− t
1+pt
∂2V
∂x2 +V ∂V
∂x + 1−t
1+pt
∂(UV)
∂x
}}}
;
(3.20)
By applying inverse Laplace transform on both sides of (3.20), we have
U(x;t) = L−1
{
1
s
{
U(x;0)+L
{
u0(x;t)− p
{
u0(x;t)− t
1−pt
∂2U
∂x2 +U ∂U
∂x − 1+t
1−pt
∂(UV)
∂x
}}}}
;
V(x;t) = L−1
{
1
s
{
V(x;0)+L
{
v0(x;t)− p
{
v0(x;t)− t
1+pt
∂2V
∂x2 +V ∂V
∂x + 1−t
1+pt
∂(UV)
∂x
}}}}
;
(3.21)
For solving system (3.21), by new method, we use the Taylor series of
1
1− pt
=
∞
∑
n=0
pntn;
1
1+ pt
=
∞
∑
n=0
(−1)npntn (3.22)
and suppose the solutions of system (3.21) to be in the following form
U =U0+ pU1+ p2U2+··· ;
V =V0+ pV1+ p2V2+··· :
: (3.23)
whereUi and Vi, i = 0;1;2;::: are functions which should be determined.
Substituting equations (3.22) and (3.23) into equation (3.21), collecting the same powers of p and equating each
coefﬁcient of p to zero, and suppose that the initial approximations have the form U(x;0) = u(x;0) = V(x;0) =
v(x;0) = x, therefore we have
U0(x;t) = L−1{1
s (U(x;0)+L{u0(x;t)})
}
= x(1+t);
V0(x;t) = L−1{1
s (V(x;0)+L{v0(x;t)})
}
= x(1+t);
U1(x;t) = L−1
{
−1
s
(
L
{
u0(x;t)−t
∂2U0
∂x2 +U0
∂U0
∂x −(1+t)
∂(U0V0)
∂x
})}
= 2xt2+ 5
3xt3+ 1
2xt4;
V1(x;t) = L−1
{
−1
s
(
L
{
v0(x;t)−t
∂2V0
∂x2 −V0
∂V0
∂x +(1−t)
∂(U0V0)
∂x
})}
= −2xt +xt3+ 1
2xt4;
U2(x;t) = L−1
{
−1
s
(
L
{
−t2 ∂2U0
∂x2 −t
∂2U1
∂x2 +U0
∂U1
∂x +U1
∂U0
∂x
−(t +t2)
∂(U0V0)
∂x −(1+t)
∂(U0V1+U1V0)
∂x
})}
= −xt2− 2
3xt3+2xt4+ 43
15xt5+ 25
18xt6+ 2
7xt7;
V2(x;t) = L−1
{
−1
s
(
L
{
t2 ∂2V0
∂x2 −t
∂2V1
∂x2 −V0
∂V1
∂x −V1
∂V0
∂x
+(t2−t)
∂(U0V0)
∂x +(1−t)
∂(U0V1+U1V0)
∂x
})}
= xt2−2xt3− 7
3xt4+ 3
5xt5+ 19
18xt6+ 2
7xt7;
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U3(x;t) = L−1

 
 
−1
s


L

 
 
−t
∂2U2
∂x2 −t2 ∂2U1
∂x2 −t3 ∂2U0
∂x2 +U0
∂U2
∂x +U1
∂U1
∂x +U2
∂U0
∂x
−(1+t)
∂(U0V2+U1V1+U2V0)
∂x −(t +t2)
∂(U0V1+U1V0)
∂x
−(t2+t3)
∂(U0V0)
∂x

 
 




 
 
= −2xt4− 52
15xt5− 16
45xt6+ 46
15xt7+ 1199
420 xt8+ 2399
2268xt9+ 23
140xt10;
V3(x;t) = L−1

 
 
−1
s


L

 
 
−t
∂2V2
∂x2 +t2 ∂2V1
∂x2 −t3 ∂2V0
∂x2 −V0
∂V2
∂x −V1
∂V1
∂x −V2
∂V0
∂x
+(1−t)
∂(U0V2+U1V1+U2V0)
∂x +(t2−t)
∂(U0V1+U1V0)
∂x
+(t2−t3)
∂(U0V0)
∂x

 
 




 
 
= 10
3 xt4− 2
5xt5− 22
5 xt6− 446
315xt7+ 1597
1260xt8+ 1985
2268xt9+ 23
140xt10
. . .
Therefore we gain the solution of equation (3.16) as
u(x;t) =U0(x;t)+U1(x;t)+U3(x;t)+··· =
= x(1+t +t2+t3+···)
= x
1−t;
v(x;t) =V0(x;t)+V1(x;t)+V3(x;t)+··· =
= x(1−t +t2−t3+···)
= x
1+t;
which is exact solution of equation (3.16).
3.2 Example 2.
Consider the following variable coefﬁcient coupled Burgers’ equation
∂u
∂t = −∂2u
∂x2 +2e2t sin(2t)u∂u
∂x −sin(2t)
∂(uv)
∂x
∂v
∂t = −∂2v
∂x2 −2e−2t cos(2t)v∂v
∂x +cos(2t)
∂(uv)
∂x
(3.24)
subject to the initial condition
u(x;0) = v(x;0) = ex:
The exact solution of the equation is u(x;t) = ex−t and v(x;t) = ex+t.
For solving this equation by new method, we construct the following homotopy:
∂u
∂t = u0(x;t)− p
{
u0(x;t)+ ∂2U
∂x2 −2e2pt sin(2pt)U ∂U
∂x +sin(2pt)
∂(UV)
∂x
}
∂v
∂t = v0(x;t)− p
{
v0(x;t)− ∂2V
∂x2 +2e−2pt cos(2pt)V ∂V
∂x −cos(2pt)
∂(UV)
∂x
} (3.25)
where p ∈ [0;1] is an embedding parameter, u0(x;t) and v0(x;t) are initial approximation of solution of equation
(3.24).
By applying Laplace transform on both sides of (3.25), we have
L
{
∂U
∂t −u0(x;t)+ p
{
u0(x;t)+ ∂2U
∂x2 −2e2pt sin(2pt)U ∂U
∂x +sin(2pt)
∂(UV)
∂x
}}
= 0;
L
{
∂V
∂t −v0(x;t)+ p
{
v0(x;t)− ∂2V
∂x2 +2e−2pt cos(2pt)V ∂V
∂x −cos(2pt)
∂(UV)
∂x
}}
= 0;
(3.26)
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Using the differential property of Laplace transform we have
sL{U}−U(x;0) = L
{
u0(x;t)− p
{
u0(x;t)+ ∂2U
∂x2 −2e2pt sin(2pt)U ∂U
∂x
+sin(2pt)
∂(UV)
∂x
}}
;
sL{V}−V(x;0) = L
{
v0(x;t)− p
{
v0(x;t)− ∂2V
∂x2 +2e−2pt cos(2pt)V ∂V
∂x
−cos(2pt)
∂(UV)
∂x
}}
;
(3.27)
or
L{U} = 1
s
{
U(x;0)+L
{
u0(x;t)− p
{
u0(x;t)+ ∂2U
∂x2 −2e2pt sin(2pt)U ∂U
∂x
+sin(2pt)
∂(UV)
∂x
}}}
;
L{V} = 1
s
{
V(x;0)+L
{
v0(x;t)− p
{
v0(x;t)− ∂2V
∂x2 +2e−2pt cos(2pt)V ∂V
∂x
−cos(2pt)
∂(UV)
∂x
}}}
;
(3.28)
By applying inverse Laplace transform on both sides of (3.28), we have
U(x;t) = L−1
{
1
s
{
U(x;0)+L
{
u0(x;t)− p
{
u0(x;t)+ ∂2U
∂x2 −2e2pt sin(2pt)U ∂U
∂x
+sin(2pt)
∂(UV)
∂x
}}}}
;
V(x;t) = L−1
{
1
s
{
V(x;0)+L
{
v0(x;t)− p
{
v0(x;t)− ∂2V
∂x2 +2e−2pt cos(2pt)V ∂V
∂x
−cos(2pt)
∂(UV)
∂x
}}}}
;
(3.29)
For solving system (3.29), by new method, we use the Taylor series of
sin(2pt) = ∑
∞
n=0(−1)n (2pt)2n+1
(2n+1)! ; cos(2pt) = ∑
∞
n=0(−1)n (2pt)2n
(2n)! ;
exp(2pt) = ∑
∞
n=0
(2pt)n
n! ;exp(−2pt) = ∑
∞
n=0(−1)n (2pt)n
n! ;
(3.30)
and suppose the solutions of system (3.29) to be in the following form
U =U0+ pU1+ p2U2+··· ;
V =V0+ pV1+ p2V2+··· :
: (3.31)
whereUi and Vi, i = 0;1;2;::: are functions which should be determined.
Substituting equations (3.30) and (3.31) into equation (3.29), collecting the same powers of p and equating each
coefﬁcient of p to zero and suppose that the initial approximations have the form U(x;0) = u(x;0) = V(x;0) =
v(x;0) = ex, therefore we have
U0(x;t) = L−1{1
s (U(x;0)+L{u0(x;t)})
}
= ex(1+t);
V0(x;t) = L−1{1
s (V(x;0)+L{v0(x;t)})
}
= ex(1+t);
U1(x;t) = L−1
{
−1
s
(
L
{
u0(x;t)+
∂2U0
∂x2
})}
= −2ext − 1
2ext2;
V1(x;t) = L−1
{
−1
s
(
L
{
v0(x;t)−
∂2V0
∂x2 +2V0
∂V0
∂x −
∂(U0V0)
∂x
})}
= −1
2ext2;
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U2(x;t) = L−1
{
−1
s
(
L
{
∂2U1
∂x2 −4tU0
∂U0
∂x +2t
∂(U0V0)
∂x
})}
= ext2+ 1
6ext3;
V2(x;t) = L−1
{
−1
s
(
L
{
−
∂2V1
∂x2 −4tV0
∂V0
∂x +2(V0
∂V1
∂x +V1
∂V0
∂x )−
∂(U0V1+U1V0)
∂x
})}
=
(1
6ex+ 2
3e2x)
t3+ 1
2e2xt4;
U3(x;t) = L−1
{
−1
s
(
L
{
−
∂2U2
∂x2 −4t(U0
∂U1
∂x +U1
∂U0
∂x )−8t2U0
∂U0
∂x +2t
∂(U0V1+U1V0)
∂x
})}
= −1
3ext3+
(
− 1
24ex+e2x)
t4+ 4
5e2xt5;
V3(x;t) = L−1
{
−1
s
(
L
{
−
∂2V2
∂x2 +2(V0
∂V2
∂x +V1
∂V1
∂x +V2
∂V0
∂x )−4t(V0
∂V1
∂x +V1
∂V0
∂x )
−
∂(U0V2+U1V1+U2V0)
∂x +2t2 ∂(U0V0)
∂x
})}
= −2
3e2xt3+
( 1
24ex− 1
3e2x− 1
2e3x)
t4+
(1
5e2x− 7
10e3x)
t5− 1
4e3xt6;
. . .
Therefore we gain the solution of equation (3.24) as
u(x;t) =U0(x;t)+U1(x;t)+U3(x;t)+··· =
= ex(1−t + t2
2! − t3
3! +···)
= ex−t;
v(x;t) =V0(x;t)+V1(x;t)+V3(x;t)+··· =
= ex(1+t + t2
2! + t3
3! +···)
= ex+t;
which is exact solution of equation (3.24).
4 Conclusions
In this paper, we have introduced a combination of Laplace transform and new homotopy perturbation methods for
thesystemsofvariablecoefﬁcientcoupledBurgers’equation. Wehavediscussedthemethodologyfortheconstruction
of these schemes. The advantage of the LTNHPM over ADM and HPM is that it solves the problem without any
need to linearization and discretization. The efﬁciency and accuracy of the present scheme are validated through two
examples. The solution is very rapidly convergent by utilizing the new homotopy perturbation method by modiﬁcation
of Laplace operator.
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