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Kurzzusammenfassung
In der vorliegenden Arbeit werden die Reaktionsmechanismen einer mechanisch induzier-
ten Reaktion und die Redoxchemie von Wasser sowie die Reduktion des Nitrat-Anions
mit First-Principles-Moleküldynamik untersucht. Zur Simulation der Reaktionen wur-
den die im CPMD-Programm implementierte Car-Parrinello-Moleküldynamik genutzt.
Zusätzlich wurden statische Vergleichsrechnungen durchgeführt.
Die Car-Parrinello-Moleküldynamiksimulationen zur mechanisch induzierten Chemie
lehnen sich an Experimente an, bei denen Proteine, die an definierten Stellen Disul-
fidbrücken enthalten, mit unterschiedlich großen, konstanten Kräften in Gegenwart von
Nucleophilen gestreckt wurden. Dabei zeigte sich, dass sich die Reaktionsgeschwindigkeit
in unterschiedlichen Bereichen der angelegten Kraft verschieden stark ändert. In den hier
vorgestellten Car-Parrinello-Moleküldynamiksimulationen wird das Diethyldisulfid, als
Modellsystem für die Disulfidbrücke in Proteinen, in Gegenwart von Hydroxidanionen
in wässriger Lösung mit konstanten Geschwindigkeiten gestreckt. Die dabei simulierten
Reaktionen der Nucleophile mit dem Diethyldisulfid werden geschildert. Zusätzlich wird
mit Hilfe statischer Rechnungen und Car-Parrinello-Moleküldynamiksimulationen eine
Erklärung für die unterschiedliche Abhängigkeit der Reaktionsgeschwindigkeit von der
angelegten Kraft vorgeschlagen.
Bei der Elektrolyse von Wasser wurden abseits der Elektrodenoberfläche auftretende
Reaktionen betrachtet. Hierfür wurden, ausgehend von Hydroxylradikalen in Lösung,
die Reaktionen, die zur Bildung von molekularem Sauerstoff führen, simuliert und be-
schrieben. Oxoniumkationen und die gleiche Anzahl von Elektronen in Wasser waren
die Ausgangsverbindungen für die Bildung von molekularem Wasserstoff. Neben der
Sauerstoff- und Wasserstoffbildung wurden als Nebenprodukt Wasserstoffperoxid und
als wichtiges Zwischenprodukt das HO2·-Radikal gefunden.
Ebenfalls in Lösung wurde die Reduktion des Nitrat-Anions zu Hydroxylamin simuliert.
Dabei wurden zwei unterschiedliche Reaktionssequenzen vom Nitrit-Anion zu Hydro-
xylamin gefunden. Sie unterscheiden sich darin, dass die erste von mehreren Protonie-




In the present study the reaction mechanism of a mechanically induced reaction as well as
the redox chemistry of water and the reduction of the nitrate anion are investigated with
first-principles molecular dynamics. Car-Parrinello molecular dynamics as implemented
in the CPMD code was used for performing the simulations. Static calculations were
carried out for comparison.
The Car-Parrinello molecular dynamics simulations of mechanically induced chemistry
are motivated by experiments in which proteins that contain disulfide bonds at defined
positions have been stretched with constant forces in the presence of nucleophiles. The
reaction rate depending on the applied force changes differently in different ranges of
the applied force. As a model molecule for disulfide bonds in proteins, diethyl disulfide is
stretched in the presence of hydroxide anions in aqueous solution at constant velocities in
the presented Car-Parrinello molecular dynamics simulations. The simulated reactions
of the nucleophiles with diethyl disulfide are described. The results of static calculations
and Car-Parrinello molecular dynamics simulations are used to propose an explanation
for the different behaviour of the reaction rate in the different ranges of the applied
force.
For the electrolysis of water, reactions in bulk water without the electrode surface were
considered. Starting from hydroxyl radicals, the reactions that lead to the formation of
molecular oxygen were simulated. In addition to the formation of oxygen, hydrogen
peroxide was found as a byproduct. An important intermediate is the HO2· radical.
Oxonium cations and the same number of electrons were the precursors for the formation
of molecular hydrogen.
Also in solution, the reduction of the nitrate anion to hydroxylamine was simulated.
Starting from nitrite, two different reaction sequences leading to hydroxylamine were
found. Either the nitrogen atom or one of the oxygen atoms in the nitrite anion can be
protonated at the beginning of the reduction sequence.
v
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Die vorliegende Arbeit beschäftigt sich mit der First-Principles-Moleküldynamiksimula-
tion chemischer Reaktionen, die durch Anwendung mechanischer Kräfte auf ein Molekül
in Gegenwart von Reaktionspartnern oder Reduktion bzw. Oxidation verschiedener Mo-
leküle ausgelöst werden. Dabei sollen Reaktionsabläufe simuliert und somit mögliche
Reaktionsmechanismen gefunden werden.
Der Schwerpunkt liegt auf der Car-Parrinello-Moleküldynamik zur Simulation der
zeitlichen Entwicklung der betrachteten Systeme. Daneben wurden statische (d. h. zeit-
unabhängige) Einzelpunktrechnungen durchgeführt, um Informationen zu Strukturen,
Potentialverläufen und Übergangszuständen zu erlangen.
In Kapitel 2 werden die Grundlagen der First-Principles-Moleküldynamik vorgestellt.
First-Principles-Moleküldynamiksimulationen bieten die Möglichkeit, Systeme zu be-
trachten, die im Experiment nicht oder nur indirekt untersucht werden können. Mit ih-
nen kann das Reaktionsgeschehen direkt verfolgt werden, indem die Positionen der Ker-
ne beobachtet werden. Der Nachteil gegenüber Experimenten ist, dass aus praktischen
Gründen (die Simulation chemischer Reaktionen ist zeitaufwändig) nicht beliebig viele
Simulationen durchgeführt werden können. Aus dem gleichen Grund ist die Zeitspanne,
die simuliert werden kann, kurz, so dass langsame Reaktionen (Reaktionszeit > 1 ns)
kaum beschrieben werden können. Schnelle Reaktionen, etwa photochemische Reaktio-
nen, solche bei hohen Temperaturen oder Reaktionen, die aus anderen Gründen schnell
ablaufen, sind dagegen geeignet. Im Unterschied zu statischen Rechnungen, die Systeme
in der Regel bei null Kelvin betrachten, besitzen die mit Moleküldynamik untersuchten
Systeme eine Temperatur und somit thermische Bewegung.
Kapitel 3 beschäftigt sich mit der mechanisch induzierten Chemie des Diethyldisulfids.
Disulfidbindungen tragen in Proteinen zur Ausbildung der Tertiärstruktur bei. Man kann
sie gezielt in Proteine einbringen, indem an entsprechenden Stellen der Aminosäurese-
quenz Cysteine eingefügt werden. Diese bilden die Disulfidbrücke aus. Rasterkraftmikro-
skopie kann dann genutzt werden, um auf die Proteine eine definierte Kraft auszuüben.
Erfolgt in Gegenwart von Reaktionspartnern zum Bindungsbruch der Schwefel-Schwefel-
Bindung, wird dies detektiert und liefert so Informationen über das System. Solche
1
1 Einleitung
Experimente dienten als Vorlage für die in dieser Arbeit vorgestellten Car-Parrinello-
Moleküldynamiksimulationen. Die mechanisch induzierte Reaktion von Nucleophilen mit
einem Diethyldisulfid, das als Modell für eine Disulfidbrücke dient, wurden simuliert. Ne-
ben möglichen Reaktionsmechanismen sollte eine Erklärung gefunden werden, weshalb
sich die im Experiment beobachtete Abhängigkeit der Reaktionsgeschwindigkeit von der
von außen angelegten Kraft ab einem bestimmten Wert der Kraft ändert.
In Kapitel 4 wird die Elektrolyse von Wasser zu molekularem Sauerstoff und Was-
serstoff sowie die Reduktion des Nitrat-Anions zu Hydroxylamin untersucht. Die Elek-
trolyse von Wasser ist schon seit 200 Jahren bekannt und ein Musterbeispiel für die
elektrolytische Zersetzung. Gerade mit dem aktuellen Ziel, Wasserstoff als Energieträger
zu nutzen, gibt es neues Interesse an der Wasserelektrolyse. Zudem erweitern Einblicke
in die Reaktionsmechanismen der Elektrolyse von Wasser das Wissen über elektroche-
mische Reaktivität. Gleiches gilt für die Reduktion von Nitrat-Anionen. Die Stoffwech-
selprodukte von Nitrat sind für den Menschen und die Umwelt schädlich. Nitrat liegt in
industriellen Abwässern und auch in der Landwirtschaft vor. Nicht alle existierenden Ver-
fahren zum Entfernen des Nitrats sind für jegliches Abwasser brauchbar. Nitrat-Anionen
kostengünstig und effizient zu Verbindungen zu reduzieren, die weniger schädlich oder
sogar von Nutzen sind, ist ein Ziel früherer und gegenwärtiger Forschung.
Die der Arbeit zugrunde liegenden Details zur Durchführung der Simulationen werden
in Kapitel 5 vorgestellt.
2
2 Theoretische Grundlagen
Detaillierte Ausführungen zu den theoretischen Grundlagen finden sich in den Büchern
von Levine (Quantum Chemistry) [1], Szabo und Ostlund (Modern Quantum Chemistry)
[2], Engel und Dreizler (Density Functional Theory - An Advanced Course) [3], Griebel,
Knapek, Zumbusch und Caglar (Numerische Simulation in der Moleküldynamik) [4]
sowie von Marx und Hutter (Ab Initio Molecular Dynamics - Basic Theory and Advanced
Methods) [5].
2.1 Quantenmechanik
Die Regeln der klassischen Mechanik sind für sehr kleine Teilchen, wie Elektronen und
Atomkerne, nicht mehr gültig. Diese Erkenntnis führte Anfang des 20. Jahrhunderts
zur Quantenmechanik und zur Formulierung der Schrödingergleichung im Rahmen der
Wellenmechanik.
2.1.1 Hamiltonoperator
Ausgangspunkt für die quantenmechanische Beschreibung eines chemischen Systems ist





































= Te + VeK + Vee
+ TK + VKK
(2.1)
Bei ~ handelt es sich um die Planckkonstante h, geteilt durch 2pi, me ist die Masse des
Elektrons und ∇2i die zweite Ableitung nach den x-, y- und z-Koordinaten des i-ten
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Elektrons, MA die Masse des Atomkerns A dividiert durch die Elektronenmasse me, zA
die Ladung des Atomkerns A, e die Elementarladung, ε0 die Permittivität des Vakuums
und rAi der Abstand zwischen den Teilchen A und i. Die fünf Terme sind die kinetische
Energie der Elektronen Te, das Elektron-Kern-Potential VeK , das Elektron-Elektron-
Potential Vee, die kinetische Energie der Kerne TK und das Kern-Kern-Potential VKK .
2.1.2 Born-Oppenheimer-Näherung
Unter der Annahme, dass sich die, im Vergleich zu den Elektronen, viel schwereren
Atomkerne deutlich langsamer als die Elektronen bewegen, lässt sich die Bewegung der
Elektronen von derjenigen der Atomkerne trennen. Man stellt sich vor, dass sich die
Elektronen in einem Feld aus unbeweglichen Atomkernen bewegen. Dies beschreibt die
Born-Oppenheimer-Näherung [6].
Sie führt dazu, dass die kinetische Energie der Atomkerne TK null und die Kern-Kern-
Wechselwirkung VKK konstant ist. Aus dem Hamiltonoperator Hˆ wird der elektronische
Hamiltonoperator Hˆelek:





















Er beschreibt die Bewegung der N Elektronen im Feld derM unbeweglichen Atomkerne.
Die Lösung der elektronischen Schrödingergleichung
EelekΦelek = HˆelekΦelek (2.3)
ist die Wellenfunktion Φelek = Φelek({ri}; {rA}). Die Energie des Systems hängt dabei
explizit von den Koordinaten der Elektronen ri und parametrisch von den Kernkoordi-
naten rA ab: Eelek = Eelek({rA}).
Wird die Abstoßung der Atomkerne untereinander (VKK) berücksichtigt, ergibt sich
für die Gesamtenergie Etot eines Systems









Wird die Gesamtenergie Etot gegen eine Reaktionskoordinate RK (dies kann der Bin-
dungsabstand rAB zwischen zwei Atomen A und B oder auch eine allgemeine Reak-
tionskoordinate sein) aufgetragen, erhält man einen Potentialverlauf, der schematisch
für eine Dimension in Abbildung 2.1 gezeigt ist. Bei Re besitzt das System die größte
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Abbildung 2.1: Etot in Abhängigkeit der Reaktionskoordinate RK.
2.2 Dichtefunktionaltheorie
Die elektronische Wellenfunktion eines Systems mit N Elektronen hängt von 3N Raum-
undN Spinkoordinaten ab. Die Dichtefunktionaltheorie (DFT) verwendet zum Beschrei-
ben bestimmter Eigenschaften molekularer Systeme statt der Wellenfunktion die Elek-
tronendichte ρ(r), eine Funktion von nur 3 Raumkoordinaten. Mit DFT können Systeme
im Grundzustand, jedoch nicht in angeregten Zuständen, beschrieben werden.
2.2.1 Hohenberg-Kohn-Theoreme
Die DFT basiert auf den Theoremen von Hohenberg und Kohn [7]. Sie besagen, dass
es zu jedem externen Potential vext(r) (das sich aus den Kernen und deren Position im
Raum ergibt) genau eine Wellenfunktion |Ψ〉 und eine Dichte ρ0(r) gibt. Jede Observable
des Grundzustandes, z. B. die Energie E, ist ein Funktional der Dichte ρ0(r):




Für die Dichte des Grundzustandes ρ0(r) gilt, dass die aus ihr resultierende Energie
kleiner ist als die aus anderen Dichten ρ′(r) resultierenden Energien.




Das Energiefunktional E[ρ] wird durch die Hohenberg-Kohn-Theoreme nicht angegeben.
Das Kohn-Sham-Verfahren dient dazu, aus der Grundzustandsdichte ρ0(r) die Energie
eines Systems zu ermitteln. Dieses führt zu den von Kohn und Sham aufgestellten Glei-




∇2i + vext(r) + vH[ρ0](r) + vxc[ρ0](r)
}
φi(r, σ) = εiφi(r, σ). (2.7)







vxc[ρ0(r)] ist das Austausch-Korrelations-Potential, das all die Elektron-Elektron-Wech-






Das Austausch-Korrelations-Funktional Exc[ρ0(r)] enthält:
• die kinetische Korrelationsenergie, die aus dem Unterschied des realen Systems
und dem Referenzsystem nicht wechselwirkender Elektronen stammt,
• die Austauschenergie, die sich aus der Antisymmetrieforderung ergibt,
• die Coulomb-Korrelationsenergie, die aus der interelektronischen Abstoßung und
der Selbstwechselwirkungskorrektur durch die Wechselwirkung eines Elektrons mit
sich selbst stammt.
Die Einteilchenfunktionen φi(r, σ) sind Funktionale der Elektronendichte ρ0(r). Aus







Um die Energie eines Systems zu bestimmen, wird die Kohn-Sham-Energie
EKS [ρ0(r)] = T [ρ0(r)] + EH[ρ0(r)] + Eext[ρ0(r)] + Exc[ρ0(r)], (2.11)
die ebenfalls ein Funktional der Elektronendichte ist, minimiert. Dazu werden die Kohn-
Sham-Gleichungen iterativ gelöst: Ausgehend von einer Versuchsdichte ρ˜(r) werden die
Potentiale vH[ρ0(r)] und vxc[ρ0(r)] ermittelt. Über Gleichung 2.7 werden die Orbita-
le φi(r, σ) berechnet, aus denen über Gleichung 2.10 wiederum eine neue Dichte ρ′(r)
ermittelt wird. Diese Schritte werden solange wiederholt, bis die Differenz der Dich-
ten ρ′(r) in zwei aufeinander folgenden Iterationsschritten kleiner als ein festgelegter
Schwellenwert ist.
Beim Lösen der Kohn-Sham-Gleichungen können alle Elektronen entweder als gepaart
angesehen werden (RKS, restricted Kohn-Sham), so dass jedes Orbital φi(r, σ) für Paare
von Elektronen optimiert wird. Oder die Orbitale werden für jedes einzelne Elektron
optimiert (UKS, unrestricted Kohn-Sham).
2.2.3 Funktionale
Das Austausch-Korrelations-Funktional Exc[ρ(r)] und damit auch vxc[ρ(r)] sind unbe-
kannt. Es gibt verschiedene Näherungen für das Austausch-Korrelations-Funktional, die
in der DFT verwendet werden.
Lokale Dichtenäherung
In der Lokale Dichtenäherung (LDA, engl. local density approximation) wird jedes Sys-
tem lokal als homogenes Elektronengas (HEG) betrachtet. Hohenberg und Kohn [7]
haben gezeigt, dass die Austausch-Korrelations-Energie Exc[ρ(r)] durch
ELDAxc [ρ(r)] =
∫
ρ(r)εHEGxc [ρ(r)] dr (2.12)
beschrieben wird, falls sich die Dichte ρ(r) nur langsam mit dem Ort r ändert. εxc[ρ(r)]
ist die Summe von Austausch- und Korrelationsenergie pro Elektron im homogenen









Zur Beschreibung offenschaliger Systeme und homolytischer Bindungsbrüche ist die Lo-
kale Spindichtenäherung LSDA (engl. local spin-density approximation) besser als die
7
2 Theoretische Grundlagen
LDA geeignet. Während bei der LDA mit entgegengesetztem Spin gepaare Elektronen
gleiche Kohn-Sham-Raumorbitale φKSi besetzen, können die Elektronen bei LSDA un-




LDA und LSDA beruhen auf dem Modell des homogenen Elektronengases. Reale Sys-
teme sind dagegen meist inhomogen. Zudem hat das Austausch-Korrelations-Potential
vLDAxc [ρ(r)] nur eine kurze Reichweite, da es nur von der lokalen Dichte abhängt. Um eine
höhere Genauigkeit zu erreichen ist eine Möglichkeit, zusätzlich zur Dichte des Systems,
deren Gradienten in das Austausch-Korrelations-Funktional einzubinden:
EGGAxc [ρα(r), ρβ(r)] =
∫
f(ρα(r), ρβ(r),∇ρα(r),∇ρβ(r))dr (2.14)
Das Akronym GGA steht für “generalized-gradient approximation”. f ist eine Funktion
der Spindichten und deren Gradienten. Das Austausch-Korrelations-Funktional EGGAxc







Das in der First-Principles-Moleküldynamik und einigen statischen Einzelpunktrechnun-
gen dieser Arbeit verwendete BLYP-Funktional nutzt das Austauschfunktional EBx von
Becke (B) [9] und das Korrelationsfunktional ELYPc von Lee, Yang und Parr (LYP) [10].
Hybridfunktionale
Neben den Funktionalen, deren Austausch- bzw. Korrelationsterme durch je ein Funk-
tional beschrieben werden, gibt es Hybridfunktionale, die unterschiedliche gradienten-
korrigierte Terme kombinieren. Zusätzlich wird ein Hartee-Fock-Austausch-Term EHFx
zugefügt. Ein solches Hybridfunktional, das auch in einigen der statischen Einzelpunkt-
rechnungen dieser Arbeit verwendet wurde, ist das B3LYP-Funktional. Dieses enthält
drei Parameter a0, ax und ac, die an experimentelle Werte angepasst wurden [11,12].
EB3LYPxc = (1− a0 − ax)ELSDAx + a0EHFx + axEBx + (1− ac)EVWNc + acELYPc (2.16)
Zwar verbessern Hybridfunktionale die Ergebnisse gegenüber GGA-Funktionalen. Aber
die Berechung des Hartee-Fock-Austausch-Terms bereitet bei Rechnungen mit ebenen
Wellen, wie sie im CPMD-Programm verwendet werden, Performance-Probleme [5]. Dies





Um quantenchemische Rechnungen durchführen zu können, brauchen die angesproche-
nen Funktionale Wellenfunktionen, um die Orbitale berechnen zu können.
Einfache Orbitale sind die Slaterorbitale (STO, engl. slater-type orbital) φSTO(r), die








Der Exponent ζ ist in diesem Fall 1.0. In der Praxis werden allerdings meist nicht











mit dem Gauß-Orbitalexponenten α. STOs eignen sich besser, um Molekülorbitale zu
beschreiben. Mit GTOs können dagegen Zweielektronenintegrale schneller ausgewertet
werden als mit STOs. Daher werden die Vorteile beider Funktionen kombiniert, indem
ein STO näherungsweise durch mehrere GTOs beschrieben wird.








Es sind in der Regel die äußeren Elektronen (Valenzelektronen) eines Atoms, die an che-
mischen Reaktionen (Bindungsbruch, Bindungsbildung) teilnehmen, während die kern-
nahen Elektronen dies nicht tun. Das wird durch Split-Valence-Shell-Basissätze berück-
sichtigt. Sie beschreiben die Valenzelektronen und die kernnahen Elektronen durch ver-
schiedene Linearkombinationen aus GTOs. Für die Beschreibung der Valenzelektronen
werden zwei oder drei Linearkombinationen aus GTOs verwendet, um noch bessere Er-
gebnisse zu erhalten. Basissätze, die zwei Linearkombinationen nutzen, werden, nach
dem Exponenten ζ, double-zeta genannt, solche, die drei Linearkombinationen verwen-
den triple-zeta.
Zusätzlich können noch Polarisationsfunktionen und diffuse Funktionen verwendet
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werden. Polarisationsfunktionen erlauben den Orbitalen an den einzelnen Atomen, sich
asymmetrisch zu verformen, wenn etwa die chemische Umgebung dies erfordert. Diffuse
Funktionen sind flach und reichweitig und werden für Systeme verwendet, die zusätzliche,
negative Ladung tragen oder eine „weiche“ Elektronenhülle besitzen.
Ein Beispiel für einen Split-Valence-Shell-triple-zeta-Basissatz ist 6-311++G(d,p). Die
kernnahen Elektronen werden durch eine Kontraktion aus 6 GTOs beschrieben, die Va-
lenzelektronen aus einer Kontraktion von 3 GTOs sowie von 2 einzelnen GTOs. Bei „++“
wird eine weitreichende s-förmige Funktion auf Wasserstoffatome und vier unterschiedli-
che (s- und p-förmige) Funktionen auf alle übrigen Atome addiert. Das „(p,d)“ bedeutet,
dass Wasserstoffatome mit zusätzlichen p-förmigen Orbitalen beschrieben werden und
die Elemente der 1. Reihe des Periodensystems mit zusätzlichen d-förmigen Funktionen.
2.3 Car-Parrinello-Moleküldynamik
In der von Car und Parrinello [13] entwickelten und nach ihnen benannten Car-Parrinello-
Moleküldynamik (CPMD), werden die Bewegungsgleichungen von Elektronen und Ker-
nen gekoppelt. Zu Beginn einer jeden Simulation ist das Lösen des elektronischen Pro-
blems notwendig. Dies geschieht durch eine, der Simulation vorangestellte, Wellenfunk-
tionsoptimierung. Die daraus erhaltenen Orbitale bewegen sich dann entlang der Poten-
tialfläche der Kerne. Im Vergleich zu beispielsweise der Born-Oppenheimer-Moleküldy-
namik, die in jedem Simulationschritt das elektronische Problem löst, wird Rechenzeit
gespart. Da die Wellenfunktion bei der CP-Moleküldynamik nicht in jedem Schritt neu
berechnet wird, muss allerdings der Zeitschritt zwischen den einzelnen Punkten der Si-
mulation bei der CP-Moleküldynamik in der Regel kleiner sein, damit sich die Orbitale
nicht zu weit von der Potentialfläche entfernen.
2.3.1 Bewegungsgleichungen
Neben den bekannten Newtonschen Gleichungen lassen sich die Bewegungen für Teilchen














2 ist die Summe der kinetischen Energien der Teil-
chen A, mA die Masse von A, r˙A die zeitliche Ableitung ddtrA des Ortes von A rA,
also die Geschwindigkeit des Teilchens A und Vel(r) = E0 die Grundzustandsenergie des
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auf die Lagrangefunktion L(r, r˙) angewendet, erhält man folgende Bewegungsgleichung:
FA = mAr¨A(t) = −∇rAE0(r(t)) (2.22)
Dabei ist r¨A die zweite Ableitung des Ortes von A nach der Zeit d
2
dt2
rA, also seine Be-
schleunigung aA und Nabla∇r die zweite Ableitung nach dem Ort von A d2dr2A . Das zweite
Newtonsche Gesetz FA = mAaA ist das grundlegende Modell für die Moleküldynamik.
Die Kräfte FA, die auf die Kerne wirken, erhält man also aus der Ableitung der Lagrange-
funktion L(r, r˙) nach den Kernkoordinaten rA. In der Car-Parrinello-Moleküldynamik
werden die Orbitale wie klassische Teilchen behandelt. Die auf sie wirkenden Kräfte
werden durch die Funktionalableitung einer geeigneten Lagrangefunktion nach den Or-
bitalen ermittelt. Eine solche geeignete Lagrangefunktion LCP ist


















φ∗0(rA, ri)Hˆe(ra, ri)φ0(ra, ri)dr = E0(rA). (2.24)
Hier erscheint die „fiktive Masse“ µi, die mit den Orbitalen ψi verknüpft ist, und eine
geeignet zu wählende Nebenbedingung ϕ. Aus den Euler-Lagrange-Gleichungen für die




































A, die Elektronen besitzen eine „fiktive Temperatur“, proportional zu




ψ˙∗i ψ˙idr. Für kleine Temperaturen der Elek-
tronen bewegen sich die Elektronen nahezu auf der exakten Potentialfläche. Sie muss
jedoch ausreichend hoch sein, damit die Elektronen der Kernbewegung folgen können.
Die Gesamtenergie des Systems setzt sich aus der kinetischen Energie der Kerne,
der fiktiven kinetischen Energie der Elektronen und der Grundzustandsenergie E0 zu-
sammen. Letztere bildet für unterschiedliche Koordinaten rA die Potentialfläche des
Systems.
2.3.2 Ebene Wellen und Pseudopotentiale
Atomzentrierte Funktionen, wie die in Abschnitt 2.2.4 angesprochenen GTOs, sind ge-
eignet, einzelne Moleküle zu beschreiben. Zur Beschreibung großer periodischer Systeme,
z. B. von Festkörpern mit periodisch angeordneten Kernen, die eine Dichte mit der glei-
chen Periodizität zur Folge hat, eignen sich dagegen ebene Wellen besser. Ebene Wellen








die Normierung, V das Zellvolumen, i die imaginäre Einheit und G die
Matrixrepräsentation des reziproken Basisvektors. Je größer der Basissatz, also die Zahl
der verwendeten ebenen Wellen, desto größer die maximale Frequenz der verwende-
ten ebenen Wellen. Ebene Wellen bilden einen kompletten und orthonormalen Satz von
Funktionen, so dass aus ihnen durch Linearkombination Orbitale entwickelt werden kön-
nen.
Da die kernnahen Rumpforbitale eine komplizierte radiale Knotenstruktur aufweisen,
ist eine große Anzahl ebener Wellen notwendig, um die inneren Elektronen zu beschrei-
ben. Dies hat einen hohen zeitlichen Rechenaufwand zur Folge. Da es vor allem die
Valenzelektronen sind, die bei chemischen Reaktionen eine Rolle spielen, kann Rechen-
zeit eingespart werden, wenn das Potential um die Kerne durch Pseudopotentiale ersetzt
wird. Pseudopotentiale beschreiben das Potential um die Kerne und die Rumpforbitale
der kernnahen Elektronen. Die Valenzelektronen bewegen sich in diesem Potential, das
ab einem bestimmten Radius rc vom Kern entfernt identisch ist mit dem eigentlichen
Potential. Pseudopotentiale bieten weiterhin die Möglichkeit, relativistische Effekte, die




In dieser Arbeit werden Troullier-Martins-Pseudopotentiale [14] verwendet. Die Troullier-
Martins-Wellenfunktionen haben nahe des Kerns die Form
Φl(r) = r
l+1eP (r) mit r < rc,l, (2.28)
wobei P (r) ein gerades Polymon ist:







Dadurch, dass alle ungeraden Koeffizienten gleich null gesetzt werden, wird das asym-
ptotische Verhalten der Pseudowellenfunktion verbessert. Dies trägt dazu bei, glatte
Pseudopotentiale zu erhalten. Die sieben Koeffizienten sind so gewählt, dass sie ver-
schiedene Bedingungen einhalten: die Ladung innerhalb des Radius rc bleibt erhalten,
die Pseudowellenfunktion und ihre ersten vier Ableitungen verlaufen an rc stetig und
das Pseudopotential ist am Ursprung nicht gekrümmt.
Periodische Randbedingungen
Damit ein endliches System durch ebene Wellen beschrieben werden kann, muss die
Simulationszelle des betrachteten Systems periodisch in alle drei Raumrichtungen fort-
gesetzt werden. Das heißt, Atome, die sich aus einer Seite der Simulationszelle „hinaus“
bewegen, betreten die Simulationszelle damit von der entgegengesetzten Seite.
2.3.3 Thermostate
Die Gesamtenergie ist während der Moleküldynamiksimulation konstant, wenn das Sys-
tem thermisch und mechanisch abgeschlossen ist. Sind auch die Zahl der Teilchen N
und das Volumen V der Simulationszelle konstant, so handelt es sich um ein NVE-
Ensemble (mikrokanonisches Ensemble). Wird die Temperatur T des Systems durch
einen Thermostat konstant gehalten, so liegt ein NVT-Ensemble (kanonisches Ensem-
ble) vor. Im Experiment findet der Temperaturaustausch zwischen dem System und
einem umgebenden Wärmebad durch die Kollision der Teilchen im System mit der Be-
hälterwand statt. Für Moleküldynamiksimulationen stehen verschiedene Thermostaten
zur Verfügung, bei denen die Geschwindigkeit der Teilchen verändert wird. Dies kann
direkt durch entsprechende Skalierung geschehen oder indirekt durch Verwendung eines
zusätzlichen Reibungsterms ζ˙, der in die Bewegungsgleichungen eingeführt wird. Die
letztere Methode wird beim Nosé-Hoover-Thermostaten verwendet [15–17]. Für man-
che Arten von Hamiltonoperatoren führt dies jedoch zu Ergodizitätsproblemen. Des-
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halb wird im CPMD-Programm eine besondere Form des Nosé-Hoover-Thermostaten
verwendet, der Nosé-Hoover-Ketten-Thermostat [18]. Bei diesem wird der ursprüngli-
che Thermostat selber thermostatisiert, der zweite von einem dritten und so fort. Die
den Nosé-Hoover-Ketten-Thermostaten im CPMD-Programm zugrunde liegenden Be-
wegungsgleichungen [19] lauten für die Kerne















−Qnk ζ˙kζ˙k+1(1− δkK) mit k = 2, . . . ,K
(2.30)
und für die Elektronen



















−Qel η˙lη˙l+1(1− δlL) mit l = 2, . . . , L.
(2.31)
T ist die für die Kerne gewünschte Temperatur, T 0e die für die Elektronen gewünschte
fiktive kinetische Energie. Qni und Q
e














werden sie durch geeignete Wahl von ωn und ωe angepasst. ωn ist dabei eine typische,
im System vorhandene Schwingungsfrequenz.
2.3.4 Wannierfunktionen
Wannierfunktionen sind für kondensierte Materie die Äquivalente zu lokalisierten Mo-
lekülorbitalen. Sie bieten Einblicke in Koordination und chemische Bindung, die aus
Orbitalen, die über das gesamte System verteilt sind, nicht erhalten werden können.
Dazu werden Änderungen in Form oder Symmetrie der Wannierfunktionen oder Ände-
rung ihres Ladungszentrums (Wannierzentrum) betrachtet.
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Wenn b(kν , r) eine Bloch-Funktion ist, dann gilt für die Wannierfunktion a(r−R) [20]:








N ist die Anzahl der Elementarzellen im System, r der Ortsvektor, k der Wellenvektor
und R sind Gittervektoren.
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3 Diethyldisulfid unter mechanischer
Belastung
Der Einfluss mechanischer Kraft auf die Disulfidbindung und deren Reaktion mit Nucleo-
philen wurde schon mehrfach mit quantenchemischen Methoden untersucht. Beispiels-
weise wurde der Einfluss mechanischer Kraft auf das Redoxpotential von Disulfidbin-
dungen mit QM/MM betrachtet [21], ebenso die Reaktion von Dithiothreitol (DTT, Cle-
lands Reagenz) mit der Disulfidbindung [22]. Die Reaktion von DTT mit der Disulfidbin-
dung des Diethyldisulfids in Lösung wurde mit Car-Parrinello-Moleküldynamik simu-
liert [23]. Das Abreißverhalten von Siloxanelastomeren von Silicaoberflächen [24] und die
kraftinduzierte Ringöffnung [25,26] wurden ebenfalls mit First-Principles-Moleküldyna-
mik untersucht.
In dieser Arbeit wurde die Reaktion des Disulfids mit Hydroxidanionen in Lösung
simuliert und eine Erklärung für die experimentell beobachtete Änderung der Abhän-
gigkeit der Reaktionsgeschwindigkeit von der angelegten Kraft gesucht.
Zunächst werden die experimentellen Grundlagen, an die dieser Teil der Arbeit an-
knüpft, vorgestellt. Anschließend wird das Modellsystem für die Disulfidbindung, Di-
ethyldisulfid, und dessen Geometrieänderung unter mechanischer Belastung erläutert.
Auf einige statische Rechnungen zu möglichen Übergangszuständen folgt die Darstellung
beobachteter CP-Moleküldynamiksimulationen, bei denen das Disulfid in Gegenwart von
Nucleophilen in Lösung gestreckt wird.
3.1 Experimenteller Hintergrund
Garcia-Manyes et al. beschäftigten sich experimentell mit dem Einfluss mechanischer
Kräfte auf chemische Reaktionen. In einer ihrer Veröffentlichungen berichteten sie über
den nucleophilen Angriff an eine Disulfidbrücke durch Hydroxidanionen [27]. Dabei wird
die Disulfidbrücke durch eine von außen angelegte Kraft gestreckt. Dazu exprimierten
sie eine Kette von acht modifizierten I27-Domänen. In jedem I27 dieses Polyproteins
befand sich eine Disulfidbrücke, die wegen der Faltung des Proteins zur Tertiärstruktur
nicht dem umgebenden Lösemittel zugänglich war. Wurde die Polyproteinkette zwischen
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der Spitze eines Rasterkraftmikroskops (AFM, engl. atomic force microscope) und ei-
nem Objektträger befestigt und auseinandergezogen, so entfalteten sich die einzelnen
Domänen und die Disulfidbrücken waren dem Lösemittel und damit den Nucleophilen
ausgesetzt.
Garcia-Manyes et al. streckten das Polyprotein und damit die Disulfidbindungen mit
konstanten Kräften zwischen 0 und 2 000 pN in Anwesenheit verschieden hoher Nucleo-
philkonzentrationen. Die einzelnen Reaktionsereignisse wurden durch eine momentane
Änderung der Kraft am AFM-Cantilever und die Verlängerung des Abstandes zwischen
Objektträger und Cantileverspitze um den Betrag der Länge der Aminosäurekette zwi-
schen den beiden Cysteinen, die die Disulfidbindung ausbilden, detektiert.
Sie beobachteten eine Zunahme der Reaktionsgeschwindigkeit bei zunehmender Kraft.
Die Zunahme der Reaktionsgeschwindigkeit unterhalb einer Kraft von 0.5 nN war größer
als die Zunahme oberhalb von 0.5 nN. Abbildung 3.1 zeigt die Zunahme der Reaktions-
geschwindigkeit in Abhängigkeit der von außen angelegten Kraft.
Mit diesen Experimenten war es möglich, den Einfluss einer von außen angelegten
Kraft auf die Reaktionsgeschwindigkeit von Nucleophil und Disulfidbrücke zu bestim-

























Abbildung 3.1: Halblogarithmische Auftragung der Reaktionsgeschwindigkeit (s−1) in Abhän-
gigkeit der einwirkenden Kraft (pN) nach Garcia-Manyes et al. [27].
Garcia-Manyes et al. schlugen drei verschiedene Erklärungen für diesen Knick bei
500 pN vor.
1) Die Reaktion der Disulfidbindung könnte durch ein Energieprofil beschrieben wer-
den, das zwei aufeinander folgende Energiebarrieren besitzt, die sie die „innere“ und die
„äußere“ Barriere nannten. Die äußere Barriere sei höher und somit geschwindigkeitsbe-
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stimmend. Durch das Anlegen einer äußeren Kraft wird diese äußere Barriere abgesenkt,
da sie empfindlicher auf den Zug reagiert. Ab einer Kraft von 500 pN sind beide Bar-
rieren gleich hoch. Für Kräfte größer 500 pN wird somit die innere Energiebarriere zum
geschwindigkeitsbestimmenden Schritt. Da sie nicht so stark von der Kraft abhängt,
steigt die Reaktionsgeschwindigkeit mit zunehmender Kraft nicht mehr so stark an.
2) Als wahrscheinlichere Möglichkeit diskutierten Garcia-Manyes et al. eine plötzliche
Konformationsänderung, sobald die Disulfidbrücke einer Kraft von 500 pN ausgesetzt
ist. Dadurch soll die Disulfidbindung eine Struktur annehmen, die der im Übergangs-
zustand ähnlich ist. Konkret hielten die Autoren eine abrupte Änderung des CSSC-
Diederwinkels auf 180◦ für möglich, so dass das ursprünglich gewinkelte Molekül in der
trans-Konformation vorliegt.
3) Neben diesen beiden Erklärungen hielten sie auch komplexe Reaktionsabläufe, bei
denen mehr als zwei Moleküle beteiligt sind oder schon vor dem nucleophilen Angriff
ein Bindungsbruch stattfindet, für möglich.
Modellierung des Systems
Um das System aus Polypeptid, Lösemittel, Nucleophilen und Rasterkraftmikroskop
zu modellieren, mussten Vereinfachungen getroffen werden. Die vollständige Simulati-
on des Experiments mit allen Teilkomponenten hätte die uns zur Verfügung stehende
Computerkapazität vom Zeitaufwand her überschritten. Dies gilt umso mehr, wenn die
CP-Moleküldynamiksimulation einen Zeitraum von mehreren Pikosekunden umfassen
soll. Als Modellsystem für die Disulfidbrücken in Polypeptiden diente Diethyldisulfid.
Dieses weist die charakteristische Schwefel-Schwefel-Bindung auf und besitzt auf beiden
Seiten dieser Disulfidbindung jeweils zwei Kohlenstoffatome, die das nähere chemische














Abbildung 3.2: Lewis-Struktur von l-Cystein, einer Disulfidbrücke, die Bestandteil einer Ami-
nosäurekette ist (hier durch eine graue Linie dargestellt) und dem Modellsystem Diethyldisulfid.
Die endständigen Kohlenstoffatome des Diethyldisulfids entsprechen dabei den α-
Kohlenstoffatomen der Aminosäure Cystein. Die Koordinaten dieser terminalen Kohlen-
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stoffatome Cα wurden in den nachfolgend beschriebenen quantenchemischen Rechnun-
gen bei unterschiedlichen Abständen festgehalten, um das Molekül zu dehnen. Auf diese
Weise wurde, ohne Teile des Rasterkraftmikroskops im System explizit zu berücksich-
tigen, das Auseinanderziehen der Disulfidbindung ermöglicht. Als Lösemittel diente in
den Simulationen Ammoniak. Nucleophile waren, wie in dem Experiment von Garcia-
Manyes et al. auch, Hydroxidanionen. Um eine nach außen neutrale Gesamtladung des
Systems zu erhalten, wurden Natriumkationen verwendet.
3.2 Ergebnisse für das isolierte Diethyldisulfid
3.2.1 Statische Einzelpunktrechnungen
Um einen Einblick in das Verhalten des Modellsystems Diethyldisulfid, das der besse-
ren Lesbarkeit wegen im Folgenden einfach Disulfid genannt wird, unter Zugspannung
kennenzulernen, wurden Einzelpunktrechnungen durchgeführt. Dabei wurden zum einen
die Geometrien unterschiedlicher Konformationen und deren relative Energien berech-
net. Zum anderen wurde, ausgehend von der energetisch günstigsten Konformation, der
Verlauf der Energie als Funktion des Abstandes der terminalen Kohlenstoffatome dCαCα
ermittelt, wie später im Einzelnen angegeben. Aus diesem Verlauf wurde die Kraft be-
stimmt, die notwendig ist, das Disulfid bis zu einem festgelegten Punkt auszulenken.
Neben dem Energieverlauf wurden Informationen über die Änderung der Geometrie mit
zunehmender Streckung des Moleküls erhalten.
Diese Berechnungen erfolgten mit zwei Programmen: Mit dem CPMD-Programmpaket
[28], mit dem die First-Principles-Moleküldynamiksimulationen durchgeführt wurden.
Darüber hinaus wurden die Berechnungen auch mit dem Programm Gaussian 03 [29]
durchgeführt. Für die Berechnungen mit Gaussian 03 wurden zwei Dichtefunktionale
verwendet: Das in den später beschriebenen Moleküldynamiksimulationen verwende-
te BLYP-Funktional und zum Vergleich das B3LYP-Funktional. Im Gegensatz zu dem
CPMD-Paket, bei dem ebene Wellen als Basisfunktionen dienten, wurden bei Gaussi-
an 03 lokale Basisfunktionen verwendet.
Verschiedene Konformationen des Disulfids
Für die Konformation des isolierten Disulfids gibt es zwei ausgezeichnete Energieminima.
Die Konformation des Disulfids im globalen Energieminimum ist eine helikale Struktur
wie sie in Abbildung 3.3 gezeigt ist (GZ 1). Die gewinkelte Struktur des Disulfids (GZ 2)
befindet sich in einem lokalen Minimum, das etwas weniger als 1 kcalmol−1 über dem
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globalen Minimum liegt. Beim Übergang von der helikalen zur gewinkelten Konforma-
tion durchläuft das Molekül die Übergangsstruktur ÜS 1. Dabei flippt die S–S-Bindung
über die beiden C–H-Bindungen, der SSCH-Diederwinkel ist hier 0◦. Deren Energie
liegt 3 kcalmol−1 über der der helikalen Konformation (GZ 1). Beträgt jeder der drei
Diederwinkel des Disulfids 180◦, so erreicht das Disulfid seine maximale Länge (ÜS 2).
Diese Struktur ist der Übergangszustand zwischen den beiden gewinkelten Strukturen
mit CSSC-Diederwinkeln von etwa +90◦ bzw. −90◦. Er liegt 7 kcalmol−1 über dem glo-











Abbildung 3.3: Verschiedene Konformationen des Disulfids: Helikale (GZ 1), ekliptische (ÜS
1), gewinkelte (GZ 2) und langgestreckte Konformation (ÜS 2); Bindungsabstände und Dieder-
winkel sowie relative Energien in Tabellen 3.1 und 3.2.
des globalen und lokalen Minimums und ÜS 1 annähernd gleich ist, verlängert er sich
bei der langen Konformation ÜS 2 um 3%. Die sonstigen Bindungsabstände bleiben in
allen vier Konformationen nahezu unverändert. Der CSSC-Diederwinkel beträgt 90◦ für
die drei linken Strukturen in Abbildung 3.3. Einzig bei der Geometrieoptimierung mit
CPMD wird ein kleinerer Wert von 84◦ erhalten. In Übergangsstruktur ÜS 2 beträgt
er definitionsgemäß 180◦. Die beiden CCSS-Diederwinkel sind bei der helikalen Konfor-
mation GZ 1 70◦. Wird das Disulfid gestreckt und in ÜS 1 überführt, weiten sie sich
auf 120◦. In der gewinkelten Konformation GZ 2 sind sie, ebenso wie in ÜS 2, 180◦: Die
CCSS-Diederwinkel sind somit ein geeignetes Maß für die Konformation des Moleküls.
Für einen detaillierten Einblick sind die angesprochenen Werte in den beiden Tabellen
3.1 und 3.2 einander gegenübergestellt. Abbildung 3.4 zeigt Newmanprojektionen der
vier Konformationen.
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Tabelle 3.1: Geometrieparameter (Bindungsabstände d (Å), Diederwinkel θ (◦)) und relative
Energien (kcalmol−1) für die in Abbildung 3.3 gezeigten Konformationen des Disulfids mit
CPMD und ebenen Wellen berechnet. Der in fett angegebene Wert von 0◦ für den SSCH-
Diederwinkel wurde während der Geometrieoptimierung festgehalten.
Funktional Wert Konformation
GZ 1 ÜS 1 GZ 2 ÜS 2
BLYP
dSS 2.07 2.06 2.06 2.13
dCS 1.86 1.87 1.86 1.84
dCC 1.53 1.53 1.53 1.53
θCSSC 88.5 90.9 83.6 179
θCCSS 67.5 122 169 181
θSSCH −58.1 0 47.1 59.7
Erel 0.0000 2.491 0.7410 7.297
Tabelle 3.2: Geometrieparameter (Bindungsabstände d (Å), Diederwinkel θ (◦)) und relative
Energien (kcalmol−1 für die in Abbildung 3.3 gezeigten Konformationen des Disulfids mit Gaus-
sian 03 und dem 6-311++G(d,p)-Basissatz berechnet. Die in fett angegebenen Werte wurden
während der Geometrieoptimierung festgehalten.
Funktional Wert Konformation
GZ 1 ÜS 1 GZ 2 ÜS 2
BLYP
dSS 2.12 2.12 2.12 2.18
dCS 1.87 1.89 1.88 1.86
dCC 1.53 1.54 1.54 1.54
θCSSC 89.2 91.4 89.5 180
θCCSS 67.3 122 177 180
θSSCH −58.3 0 55.7 59.0
Erel 0.0000 2.737 0.8618 6.844
B3LYP
dSS 2.09 2.09 2.09 2.15
dCS 1.85 1.86 1.85 1.84
dCC 1.52 1.52 1.53 1.53
θCSSC 88.9 91.2 89.1 180
θCCSS 67.6 122 177 180
θSSCH −57.8 0 56.1 59.0
Erel 0.0000 3.117 0.8170 6.693
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Abbildung 3.4: Newmanprojektionen des Disulfids. Bei der helikalen Konformation stehen die
beiden Methylgruppen gauche zur S–S-Bindung. Der HCSS-Diederwinkel beträgt bei der Über-
gangsstruktur ÜS 1 null Grad, die H–C-Bindung steht ekliptisch zur S–S-Bindung. Die Methyl-
gruppen stehen bei der langen Konformation ÜS 2 trans zur S–S-Bindung.
Experimentelle Untersuchungen von Disulfidbrücken in Polypeptidketten haben ge-
zeigt, dass die häufigste Konformation von Disulfidbindungen in Proteinen die linksgän-
gige helikale Struktur ist (θCCSS = −60◦, θCSSC = −90◦, θSSCC = −60◦) [30]. Auch wenn
die Struktur der Disulfidbrücke der im Experiment von Garcia-Manyes et al. verwende-
ten Proteine unbekannt ist, lassen es diese Untersuchungen und die Energien der hier
gezeigten Konformationen wahrscheinlich erscheinen, dass auch dort die Disulfidbrücke
eine helikale Strukur besitzt.
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Potentialkurve des Disulfids mit frei rotierbaren Methylgruppen
Da die Änderungen der Geometrie und der Energie des Moleküls beim Dehnen von
Interesse sind, wurde der Verlauf der Potentialfläche entlang des Abstandes der termi-
nalen Kohlenstoffatome Cα ermittelt. Dazu wurde dieser Abstand ausgehend von der
energetisch günstigsten, der helikalen Struktur GZ 1, schrittweise erhöht. Bis auf die in
den Einzelpunktrechnungen festgehaltenen Koordinaten der endständigen Kohlenstoff-
atome Cα konnten die Koordinaten der restlichen Atome relaxieren. Der Abstand der
terminalen Kohlenstoffatome Cα, die in Abbildung 3.5 rot dargestellt sind, wurde dabei
bis zum Auftreten von Konvergenzproblemen bei großen Abständen schrittweise ver-
größert. Um die Änderung der Geometrie als Funktion dieses Abstandes darzustellen,
Abbildung 3.5: Helikale Konformation des Disulfids. Die endständigen Kohlenstoffatome Cα
sind rot markiert.
werden verschiedene Bindungsabstände und Diederwinkel graphisch dargestellt. Diese
Bindungsabstände und Diederwinkel sind in Abbildung 3.6 farbig markiert. Es handelt
sich dabei um den S–S-Abstand, die beiden C–S- und die beiden C–C-Abstände sowie
den CSSC- und die beiden CCSS-Diederwinkel. Die zwei C–S-Bindungen werden in den
später gezeigten Abbildungen zu den Moleküldynamiksimulationen aufgetragen. In Ab-
Abbildung 3.6: Farbliche Markierung der Bindungsabstände und Diederwinkel des Disulfids.
Oben, von links nach rechts: S–S-Abstand (rot), die beiden S–C- (rosa und lila) und die beiden
C–C-Abstände (hell- bzw. dunkelgrün). Unten, von links nach rechts: CSSC- (violett), SSCC-
(dunkelblau) und CCSS-Diederwinkel (hellblau).
bildung 3.7 ist das Ergebnis der Berechnung mit dem CPMD-Programmpaket gezeigt,
die mit dem BLYP-Funktional und ebenen Wellen als Basissatz durchgeführt wurde. In
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den Abbildungen 3.8 und 3.9 sind die Ergebnisse der Rechnungen mit Gaussian 03 zu
sehen. Hier wurden das BLYP- und das B3LYP-Funktional mit einem lokalen Basissatz
verwendet.
Im oberen Teil jeder Abbildung ist jeweils der Verlauf der relativen Energie in grün
(linke Ordinate), sowie die aus diesem Verlauf abgeleitete Kraft in orange (rechte Ordi-
nate) gezeigt. Im unteren Teil der Abbildung ist der S–S-Bindungsabstand in rot (linke
Ordinate) und die beiden C–C-Abstände in hell- bzw. dunkelgrün aufgetragen. Der
CSSC-Diederwinkel (violett) und die beiden CCSS-Diederwinkel (hell- und dunkelblau)


































































Abbildung 3.7: Relative Energie (kcalmol−1, grün), resultierende Kraft (nN, orange, beide
oben), S–S-Abstand (Å, rot), C–S-Abstände (Å, grün) und verschiedene Diederwinkel (◦, Farb-
markierung nach Abbildung 3.6, unten) gegen den Abstand der beiden terminalen Kohlenstoff-
atome Cα (Å) des Disulfids aufgetragen. CPMD, BLYP, ebene Wellen.
sen sich in zwei Bereiche einteilen. Der erste Bereich erstreckt sich von 5.8 Å bis 6.8 Å,
während der zweite Bereich von 6.8 Å bis 8.9 Å reicht.
Im ersten Bereich steigt die Energie mit zunehmender Streckung des Moleküls an. Bei
einem Abstand von 6.8 Å erreicht sie ein Maximum und fällt daraufhin ab. Die aus der
Energie resultierende Kraft erreicht ihren höchsten Wert bei einem Abstand dCαCα der
terminalen Kohlenstoffatome von 6.6 Å.
Der S–S-Bindungsabstand bleibt in diesem ersten Bereich unverändert. Der CSSC-Di-
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ederwinkel wird etwas größer. Die beiden CCSS-Diederwinkel werden deutlich größer.
Beim Übergang vom ersten zum zweiten Bereich überschreiten sie den Wert von 120◦
und nehmen deutlich auf 165◦ zu.
Im zweiten Bereich der Abbildungen steigt die Energie zunehmend an. Während die
Kraft bei den mit Gaussian 03 berechneten Kurven ein Maximum durchläuft und bei
noch größerer Auslenkung wieder abnimmt (die Steigung des Energieverlaufs wird also
kleiner), steigt sie bei den quantenchemischen Rechnungen mit CPMD bis zum Ende der
Einzelpunktrechnungen bei einem Abstand dCαCα der terminalen Kohlenstoffatome von
8.9 Å an. Im zweiten Bereich der Graphik nimmt nun auch der S–S-Bindungsabstand
zu. Bei Gaussian 03 zuerst moderat, bei großer Auslenkung, wenn die maximale Kraft
überschritten ist, sehr stark. Dieser starke Anstieg fehlt bei den Rechnungen mit CPMD
hingegen. Der CSSC-Diederwinkel durchläuft sowohl bei Gaussian 03 als auch bei CPMD
bei einem Abstand dCαCα der endständigen Kohlenstoffatome von 8.3 Å ein Maximum






































































Abbildung 3.8: Relative Energie (kcalmol−1, grün), resultierende Kraft (nN, orange, beide
oben), S–S-Abstand (Å, rot), C–S-Abstände (Å, grün) und verschiedene Diederwinkel (◦, Farb-
markierung nach Abbildung 3.6, unten) gegen den Abstand der beiden terminalen Kohlenstoff-
atome dCαCα (Å) des Disulfids aufgetragen. Gaussian 03, UBLYP, 6-311++G(d,p).
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Abbildung 3.9: Relative Energie (kcalmol−1, grün), resultierende Kraft (nN, orange, beide
oben), S–S-Abstand (Å, rot), C–S-Abstände (Å, grün) und verschiedene Diederwinkel (◦, Farb-
markierung nach Abbildung 3.6, unten) gegen den Abstand der beiden terminalen Kohlenstoff-
atome dCαCα (Å) des Disulfids aufgetragen. Gaussian 03, UB3LYP, 6-311++G(d,p).
folgend im Kraftverlauf am Übergang von Bereich 1 zu Bereich 2 hat seine Ursache in
einer spontanen Konformationsänderung des Disulfids. Beim Strecken geht die ursprüng-
lich helikale Konformation, bei der die Bindungen zwischen den Heteroatomen gestaffelt,
sind zunehmend in die Konformation über, in der die Bindungen ekliptisch sind (vgl.
Abbildung 3.4). Die S–S-Bindung und die beiden C–H-Bindungen gleiten bei einem Ab-
stand dCαCα der endständigen Kohlenstoffatome von 6.8 Å übereinander hinweg und die
helikale Konformation geht über in die gewinkelte Konformation. Dazu wurde, je nach
verwendetem Programm und Funktional, eine Kraft zwischen 310 und 430 nN ermittelt.
Diese Konformationsänderung wird im Folgenden als „Flippen“ bezeichnet. Unmittelbar
nach dem Flippen des Moleküls ist die bis dahin zugeführte potentielle Energie verlo-
ren, da das Molekül eine energetisch günstigere Konformation annimmt. Dies hat das
Abfallen der Energie und damit der Kraft zur Folge.
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Potentialflächenscan des Disulfids mit fixen Methylgruppen
Um zu vermeiden, dass das untersuchte Molekül dem von außen angelegten Zwang durch
Änderung der Konformation ausweicht und seine Energie verringert, wurde die Potenti-
alkurve entlang des Abstandes dCαCα zwischen den terminalen Kohlenstoffatomen erneut
berechnet, wobei das Flippen des Moleküls unterbunden wurde. Dies geschah dadurch,
dass die Rotation der Methylgruppen verhindert wurde. Auch bei diesen Rechnungen
wurde der Abstand dCαCα bis zum Auftreten von Konvergenzproblemen bei großen Ab-
ständen vergrößert.
Abbildung 3.10: Helikale Konformation des Disulfids. Die endständigen Kohlenstoffatome Cα
und je ein an diese gebundenes Wasserstoffatom sind rot markiert.
Zu diesem Zweck wurden nicht nur die Koordinaten der endständigen Kohlenstoff-
atome Cα bei jedem Geometrieoptimierungsschritt festgehalten, sondern auch jeweils
ein an diese gebundenes Wasserstoffatom (Illustration in Abbildung 3.10). Ausgehend
von der Geometrie des helikalen Disulfids im globalen Energieminimum wurde, wie schon
bei den eben beschriebenen Rechnungen, der Abstand der Kohlenstoffatome Cα schritt-
weise vergrößert und die Geometrie des Moleküls bei festgehaltenem Abstand dCαCα
optimiert. Der in diesem Scan ermittelte Energieverlauf (grüne Punkte) und der dar-
aus resultierende Kraftverlauf (orangene Punkte) sind im oberen Teil der Abbildun-
gen 3.11, 3.12 und 3.13 dargestellt. Im unteren Teil der jeweiligen Abbildung sind der
S–S-Bindungsabstand (rote Punkte) und die beiden C–C-Bindungsabstände der Ethy-
lengrupppen (hell- und dunkelgrüne Punkte) gegen die linke Ordinate aufgetragen. Der
CSSC-Diederwinkel (violette Punkte) und die beiden CCSS-Diederwinkel (hell- und dun-
kelblau) sind gegen die rechte Ordinate aufgetragen.
Wie bei den Potentialflächen des Disulfids, dessen Methylgruppen frei rotieren kön-
nen, kann man die drei folgenden Abbildungen in zwei Abschnitte unterteilen. Die Ver-
änderungen im Verlauf der einzelnen Kurven entsprechen qualitativ den schon in den
Abbildungen 3.7, 3.8 und 3.9 beschriebenen. Allerdings sind die Sprünge in den Kur-
venverläufen bei einem Abstand dCαCα von 6.7 Å nicht mehr vorhanden. Sowohl der
Energie- als auch der aus dieser resultierende Kraftverlauf zeigen keine spontane Än-
derung der Konformation mehr. Auffällig ist, dass die beiden CCSS-Diederwinkel nun
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Abbildung 3.11: Relative Energie (kcalmol−1, grün), resultierende Kraft (nN, orange, bei-
de oben), S–S-Abstand (Å, rot), C–S-Abstände (Å, grün) und verschiedene Diederwinkel (◦,
Farbmarkierung nach Abbildung 3.6, unten) gegen den Abstand der beiden terminalen Kohlen-
stoffatome dCαCα (Å) des Disulfids aufgetragen. CPMD, BLYP, ebene Wellen.
nicht gleichzeitig den Wert von 165◦ annehmen. Einer der beiden steigt steiler an, wäh-
rend der zweite langsamer größer wird. Auch nähern sich die beiden CCSS-Diederwinkel
einem Wert von 140◦ statt 165◦, wie im Falle des sich frei bewegenden Disulfids. Der
Verlauf des CSSC-Diederwinkels ist glatter, wenn sich das Molekül nicht vollkommen
frei bewegen und auf den Einfluss von außen reagieren kann.
Zusammenfassung
Die statischen Einzelpunktrechnungen entlang des Abstandes dCαCα , ausgehend von der
energetisch günstigsten, der helikalen Konformation des Disulfids, zeigen, dass bei einer
Streckung auf 6.7 Å eine Konformationsänderung eintritt. Das Molekül geht dabei von
seiner helikalen in eine gewinkelte Konformation über. Dabei wird eine Energiebarrie-
re von 3 kcalmol−1 überwunden. Weder die S–S-Bindung noch der CSSC-Diederwinkel
nehmen in diesem Bereich der Potentialkurve deutlich höhere Werte an als im Energie-
minimum. Die aus dem Energieverlauf ermittelte maximale Kraft zum Überwinden des
lokalen Maximums beträgt 310–430 pN.
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Abbildung 3.12: Relative Energie (kcalmol−1, grün), resultierende Kraft (nN, orange, bei-
de oben), S–S-Abstand (Å, rot), C–S-Abstände (Å, grün) und verschiedene Diederwinkel (◦,
Farbmarkierung nach Abbildung 3.6, unten) gegen den Abstand der beiden terminalen Kohlen-
stoffatome des Disulfids dCαCα (Å) aufgetragen. Gaussian 03, UBLYP, 6-311++G(d,p).
Wird das Molekül weiter gestreckt, so behält es seine gewinkelte Konformation bei.
Die beiden CCSS-Diederwinkel bleiben bei einem konstanten Wert unterhalb 180◦, der
CSSC-Diederwinkel durchläuft ein Maximum von 120◦. Der S–S-Bindungsabstand wird
langsam größer. Erst bei einer Auslenkung auf über 8.5 Å steigt er stark an. DemMolekül
wurden zu diesem Zeitpunkt etwa 40–50 kcalmol−1 an Energie zugeführt. Die Steigung
des Energieverlaufs und damit die Kraft nimmt bei den quantenchemischen Rechnungen
mit CPMD immer weiter zu, bis sie einen Wert von 3.7 nN erreicht. Bei den Rechnungen
mit Gaussian 03 durchläuft die Kraft ein Maximum von 3 bzw. 3.5 nN (BLYP bzw.
B3LYP).
Wird die Rotation der Methylgruppen verhindert, dann kann das Disulfid nicht mehr
von der helikalen in die gewinkelte Konformation übergehen. Am qualitativen Verlauf
des S–S-Bindungsabstandes und des CSSC-Diederwinkel ändert sich nichts. Die beiden
CCSS-Diederwinkel werden jedoch nicht mehr gleichzeitig größer. Während beim Di-
30






































































Abbildung 3.13: Relative Energie (kcalmol−1, grün), resultierende Kraft (nN, orange, bei-
de oben), S–S-Abstand (Å, rot), C–S-Abstände (Å, grün) und verschiedene Diederwinkel (◦,
Farbmarkierung nach Abbildung 3.6, unten) gegen den Abstand der beiden terminalen Kohlen-
stoffatome des Disulfids dCαCα (Å) aufgetragen. Gaussian 03, UB3LYP, 6-311++G(d,p).
sulfid, dessen Methylgruppen frei rotieren können, beiden CCSS-Diederwinkel zugleich
größer werden und auf 165◦ ansteigen, geschieht dies beim Disulfid, dessen Methylgrup-
pen nicht frei rotieren können, versetzt. Sie nehmen beide auch nur einen Wert von
140◦ an. Der Energieverlauf enthält keinen Sprung, die Kraft fällt somit auch nicht auf
0 nN ab. Die Struktur des gestreckten Disulfids befindet sich am Übergang zwischen
der helikalen und der gewinkelten Konformation. Diese Geometrie ähnelt ÜS 1 aus den
Übergangszustandsrechnungen.
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3.2.2 CP-Moleküldynamiksimulationen
Die bisher besprochenen Potentialkurven entlang des Abstandes dCαCα berücksichti-
gen weder die kinetische Energie, also die Bewegung der Atome im Molekül, noch die
Zuggeschwindigkeit, mit der das Molekül gestreckt wird. Deshalb werden im Folgenden
CP-Moleküldynamiksimulationen besprochen, bei denen das isolierte Disulfid ausgehend
von seiner helikalen Konformation bei unterschiedlichen Temperaturen und mit verschie-
denen konstanten Geschwindigkeiten auseinander gezogen wurde. Bei 0 K wurden vier
Abbildung 3.14: Der Abstand dCαCα zwischen den terminalen Kohlenstoffatomen des Disulfids
wird mit konstanten Geschwindigkeiten vergrößert.
verschiedene Sätze von Simulationen durchgeführt: Um einen möglichen Einfluss der
Zuggeschwindigkeit festzustellen, wurden Simulationen durchgeführt, bei denen bis auf
die beiden, entlang einer Koordinate festgehaltenen, Kohlenstoffatome alle weiteren Ato-
me frei beweglich waren.
In den CP-Moleküldynamiksimulationen wurde im Anschluss an die Äquilibrierung
der Abstand dCαCα in äquidistanten Schritten erhöht. Je nach Größe dieser Schritte
entspricht dies einem Auseinanderziehen des Moleküls an seinen Kohlenstoffatomen Cα
mit den Zuggeschwindigkeiten 4, 11, 22 und 44 m s−1. Die Zuggeschwindigkeit sollte ei-
nerseits so groß wie möglich sein, um die Simulationszeit kurz zu halten. Andererseits
soll das untersuchte System ausreichend Möglichkeit haben, auf den äußeren Zwang
zu reagieren. Deshalb darf die Zuggeschwindigkeit nicht zu groß sein. Obergrenze ist
die Schallgeschwindigkeit, die bei etwa 300 m s−1 liegt. Die verwendeten Zuggeschwin-
digkeiten orientieren sich an der, eine Größenordnung kleineren, Geschwindigkeit von
22 m s−1. Diese beträgt in den vom CPMD-Programm verwendeten atomaren Einheiten
1 · 10−5 a.u.
Der Einfluss der Temperatur wurde untersucht, indem das Molekül mit einer Ge-
schwindigkeit von 22 m s−1 auseinander gezogen wurde, nachdem die Äquilibrierung bei
unterschiedlichen Temperaturen (50, 100, 200 und 300 K) erfolgte. Auch hier waren nur
die Koordinaten der Kohlenstoffatome Cα festgehalten, während die Methylgruppen des
Moleküls frei drehbar waren.
Da der Verlauf der in Kapitel 3.2.1 besprochenen Potentialkurven von der freien Dreh-
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barkeit der Methylgruppen und damit der Flexibilität des Moleküls abhängt, wurden
auch die Simulationen zu den Temperaturen und den Zuggeschwindigkeiten mit verhin-
derter Rotationsmöglichkeit für die Methylgruppen wiederholt.
In den folgenden Abbildungen sind die Verläufe der Kohn-Sham-Energie (dunkelgrün),
der klassischen Energie (hellgrün) und der Gesamtenergie (orange) oben links gezeigt.
Die geglättete Gesamtenergie (grau) und der daraus resultierende Kraftverlauf (orange)
sind darunter dargestellt. Rechts oben sind der S–S-Bindungsabstand (rot), die beiden
C–S-Bindungsabstände (rosa bzw. lila) und die beiden C–C-Bindungsabstände (hell-
und dunkelgrün) dargestellt. Darunter der CSSC- und die beiden CCSS-Diederwinkel
(violett und hell- bzw. dunkelblau).
Verschiedene Zuggeschwindigkeiten bei 0 Kelvin und freier Rotation der
Methylgruppen
Die in diesem Abschnitt beschriebenen Moleküldynamiksimulationen wurden bei 0 K für
5 000 Schritte äquilibriert. Die Temperatur beträgt während der Äquilibrierung durch-
schnittlich 2.2 K. Ausgehend vom äquilibrierten System wurde mit vier unterschiedlichen
Geschwindigkeiten an den Kohlenstoffatomen Cα des Moleküls gezogen. Aufgrund der
hohen Zahl an Simulationsschritten wurde das Disulfid beim Strecken mit einer Zug-
geschwindigkeit von 4 m s−1 lediglich bis auf einen Abstand von 7.0 Å zwischen den
Kohlenstoffatomen Cα auseinander gezogen. Bei den höheren Zuggeschwindigkeiten 11,
22 und 44 m s−1 wurde das Molekül bis auf 9.0 Å gestreckt.
Stellvertretend für die vier Simulationen sind die Ergebnisse der beiden Simulationen
bei 4 und 22 m s−1 in den Abbildungen 3.15 und 3.16 gezeigt. Der qualitative Ver-
lauf der vier Kurven ist gleich. Dies deutet darauf hin, dass die Zuggeschwindigkeit im
untersuchten Bereich zwischen 4 und 44 m s−1 auf das Verhalten der Disulfidbindung
keinen Einfluss hat. Anhand der gezeigten Kurvenverläufe können die Simulationen in
drei Abschnitte unterteilt werden.
Vergleich der Energien
Im ersten Abschnitt bis etwa 6.7 Å, in Abbildung 3.15 detailliert dargestellt, steigt
die Energie des Systems mit zunehmender Streckung des Moleküls an. Dem System
wird etwa 2 kcalmol−1 an Energie zugeführt. Die gleichbleibende Schwingungsamplitude
der ansteigenden Kohn-Sham-Energie (dunkelgrün) zeigt, dass sämtliche dem System
zugeführte Energie in Form von potentieller Energie aufgenommen wird und der Anteil
an kinetischer Energie vernachlässigbar bleibt.
Am Übergang vom ersten zum zweiten Abschnitt bei etwa 6.7 Å fällt die Steigung
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Abbildung 3.15: Gegen den Abstand der terminalen Kohlenstoffatome dCαCα (Å) sind die
relativen Energien (kcalmol−1, oben links), die aus der Gesamtenergie resultierende Kraft (nN,
unten links, orange), S–S-, C–S- und C–C-Abstände (Å, oben rechts) und Diederwinkel (◦, unten
rechts) im Disulfid aufgetragen. Zuggeschwindigkeit 4 m s−1, frei rotierbare Methylgruppen. Die
Farben der Abstände und Diederwinkel entsprechen denen in Abbildung 3.6.
der Gesamtenergie auf Null ab, die Kohn-Sham-Energie beginnt deutlich erkennbar zu
schwanken. Im zweiten Abschnitt steigt die Gesamtenergie wieder an und die Kohn-
Sham-Energie schwankt deutlich. Die dem Molekül im ersten Abschnitt zugeführte ki-
netische Energie wandelt sich am Übergang vom ersten zum zweiten Abschnitt in kine-
tische Energie um. Die Schwingungen des Moleküls verstärken sich, seine Temperatur
steigt. Am Übergang vom zweiten zum dritten Abschnitt (in Abbildung 3.16 bei etwa
8.5 Å) knickt der Verlauf der Energien ab, die Steigung der Gesamtenergie wird Null und
die Schwankung der Kohn-Sham-Energie nimmt nochmals zu: An dieser Stelle ist das
Molekül in zwei Teile zerfallen. Potentielle Energie wird in kinetische Energie umgewan-
delt, so dass die beiden Teile stark schwingen. Das weitere Auseinanderziehen erfordert
keine Energie und somit auch keine Kraft mehr.
Vergleich des Kraftverlaufes
Wenn das helikale Disulfid auf eine Länge von ca. 6.7 Å auseinander gezogen wird, nimmt
die Kraft zu, durchläuft bei 6.5 Å ein Maximum von etwa 0.3 nN und sinkt anschließend
auf 0.0 nN ab. Während das Maximum der Kraft für alle Zuggeschwindigkeiten bei 6.5 Å
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liegt, verschiebt sich das lokale Minimum der Kraft mit zunehmender Zuggeschwindigkeit
von 6.7 bis 6.9 Å (vgl. Abbildung 3.24).
Bei weiterem Strecken des Moleküls steigt die Kraft, bis sie bei einem Kohlenstoffab-
stand von 8.4 bis 8.5 nN ein Maximum von 3.5 nN erreicht und dann steil abfällt.
Dabei lassen sich grundsätzlich zwei Verläufe beobachten: Entweder fällt die Kraft
sehr steil auf einen Wert von Null ab, um den sie dann schwankt, oder die Kraft fällt
erst auf einen niedrigen Wert von etwa 1 nN oder kleiner und nähert sich dann konti-
nuierlich 0 nN. Diese Reaktion scheint nicht von der Zuggeschwindigkeit beeinflusst zu
sein. In der in Abbildung 3.16 gezeigten Simulation erfolgt ein Abfallen der Kraft auf
0 nN. Beim Bruch der S–S-Bindung bleibt zwischen den beiden neu entstandenen Frag-
menten eine bindende Wechselwirkung bestehen. Diese äußert sich in einem langsamen
oder stufenweisen Abflachen des Verlaufs der Gesamtenergie. Daraus folgt eine Steigung
größer Null und damit eine Kraft größer 0 nN. Beim Bruch einer der C–S-Bindungen






































































Abbildung 3.16: Gegen den Abstand der terminalen Kohlenstoffatome dCαCα (Å) sind die
relativen Energien (kcalmol−1, oben links), die aus der Gesamtenergie resultierende Kraft (nN,
unten links, orange), S–S-, C–S- und C–C-Abstände (Å, oben rechts) und Diederwinkel (◦, unten
rechts) im Disulfid aufgetragen. Zuggeschwindigkeit 22 m s−1, frei rotierbare Methylgruppen. Die
Farben der Abstände und Diederwinkel entsprechen denen in Abbildung 3.6.
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Vergleich der Bindungsabstände
Im ersten Abschnitt bleiben alle betrachteten Abstände (S–S-, C–S- und C–C-Abstände)
auf der verwendeten Skala unverändert. Auch während des Flippens der Ethylengruppen
beim Übergang vom ersten zum zweiten Abschnitt ändern sie sich praktisch nicht.
Bei weiterem Auseinanderziehen werden sowohl die Abstände als auch deren Schwin-
gungsamplituden größer. Bei einem Abstand der Kohlenstoffatome von 8.4 bis 8.5 Å
bricht die S–S-Bindung bzw. eine der beiden C–S-Bindungen. Die übrigen Bindungs-
längen werden in Folge davon kleiner. Ob die S–S-Bindung oder eine der beiden C–S-
Bindungen bricht scheint nicht von der Zuggeschwindigkeit abhängig zu sein. Der Ver-
gleich mit Werten für Bindungslängen verschiedener Spezies (Tabelle 3.5 auf Seite 55)
weist auf homolytischen Bindungsbruch hin.
Vergleich der Diederwinkel
Wie schon der Verlauf von Energie, Kraft und Bindungsabständen, lässt sich auch der
Verlauf der Diederwinkel in drei Abschnitte einteilen.
Die beiden CCSS-Diederwinkel durchlaufen in der ersten Phase der Simulation kein
Maximum sondern werden bei zunehmendem Abstand dCαCα kontinuierlich größer. Bei
einem Kohlenstoffabstand von 6.6 Å ist ihr Wert von ursprünglich 70◦ auf 100◦ ange-
stiegen. Zwischen 6.7 und 6.8 Å steigen die CCSS-Diederwinkel stark an, überschreiten
den Wert von 120◦ und schwanken um 160◦.
Der CSSC-Diederwinkel durchläuft bis zu einer Auslenkung von etwa 6.7 Å ein Ma-
ximum, das mit 95◦ kaum höher liegt als der Wert zu Beginn der Simulation (92◦).
Im zweiten Abschnitt vergrößert sich der CSSC-Diederwinkel, wobei auch seine Schwin-
gungsamplitude größer wird. Bei einem Kohlenstoffabstand von 8.3 Å ist der CSSC-
Diederwinkel etwa 120◦.
Die geschilderten Beobachtungen haben ihre Ursache darin, dass bei dem Abstand
dCαCα von 6.6 – 6.7 Å die S–S-Bindung über die C–H-Bindungen der beiden Ethylenreste
gleitet und die helikale Konformation in die gewinkelte übergeht. Wenn das geschehen
ist kann sich die im Molekül angesammelte potentielle Energie in kinetische Energie
umwandeln. Dies äußert sich in den starken Schwankungen der Kohn-Sham-Energie und
der CCSS-Diederwinkel. Aus dem Verlauf der Gesamtenergie lässt sich ablesen, dass die
Energie, die notwendig ist, um diese Barriere bei wenigen Kelvin zu überwinden, bei
etwa 2 kcalmol−1 liegt. Aus dem Verlauf der Gesamtenergie folgt eine notwendige Kraft
von 0.3 nN.
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Verschiedene Temperaturen bei 22 m s−1 und freier Rotation der Methylgruppen
Das Flippen des Disulfids soll für unterschiedliche Temperaturen näher betrachtet wer-
den. Dazu wurde das System bei 50, 100, 200 und 300 K äquilibriert und im Anschluss
an die Äquilibrierung bis auf 7.0 Å mit 22 m s−1 auseinander gezogen. Die Zuggeschwin-
digkeit von 22 m s−1 ist ein guter Kompromiss zwischen Rechenzeitaufwand und Zeit,
die dem Molekül zur Verfügung steht auf die von außen wirkende Kraft zu reagieren.
Bis auf die Kohlenstoffatome Cα, die entlang der Zugrichtung verschoben wurden, wa-
ren alle Atome frei beweglich. Abbildung 3.17 zeigt die schon bekannten Kurven für die
Simulation bei 50 K, in Abbildung 3.18 sind diejenigen bei 300 K dargestellt.
Vergleich der Energien
Mit zunehmender Temperatur und damit mit zunehmender kinetischer Energie der Ato-
me im Molekül nehmen die Schwankungen der Kohn-Sham-Energie, der klassischen
Energie und der Gesamtenergie zu. Im Verlauf der Kohn-Sham-Energie ist bei 50 (und
auch bei 100 K) ein Minimum vorhanden, das bei höheren Temperaturen nicht vor-
handen ist. Dort sind die CCSS-Diederwinkel etwa 180◦ und das Disulfid liegt in der
gewinkelten Konformation GZ 2 vor.
Vergleich der Kräfte
Entsprechend der Simulation bei 0 K und den statischen Einzelpunktrechnungen durch-
läuft die Kraft bei 50 K ein Maximum von etwa 0.3 nN, fällt anschließend auf 0 nN ab
und steigt bei weiterem Strecken des Moleküls. Bei 100 K ist dieses Maximum nur noch
schwach ausgeprägt, bei 200 und 300 K nicht mehr vorhanden.
Vergleich der Abstände
Im Bereich der Simulation bis 7.0 Å nimmt die Schwingungsamplitude mit zunehmender
Temperatur der S–S- und C–S-Bindungsabstände leicht zu. Die Bindungslängen bleiben
unverändert, wie es auch die statischen Einzelpunktrechnungen ergeben haben (vgl.
Tabelle 3.3).
Tabelle 3.3: Durchschnittlicher Bindungsabstand (Å) in Abhängigkeit von der Temperatur (K)
während der Äquilibrierung.
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Vergleich der Diederwinkel
Mit zunehmender Temperatur nehmen die Schwingungsamplituden des CSSC-Dieder-
winkels zu. Der Wert, um den dieser schwankt, bleibt dagegen unverändert. Auch die
Schwingungsamplituden der CCSS-Diederwinkel nehmen mit zunehmender Temperatur
zu.
Bei 0, 50 und 100 K steigen die CCSS-Diederwinkel mit zunehmendem Abstand dCαCα
an. Wie in den statischen Rechnungen werden auch hier die CCSS-Diederwinkel mit zu-
nehmender Streckung des Moleküls größer und weiten sich bis auf unter 120◦ auf. Dieser
Wert wird plötzlich überschritten. Bis zum Ende der Simulation fluktuieren sie zwischen
120◦ und 180◦. Bei den beiden CP-Moleküldynamiken bei 50 und 100 K übersteigen sie































































Abbildung 3.17: Gegen den Abstand dCαCα (Å) der terminalen Kohlenstoffatome sind die
relativen Energien (kcalmol−1, oben links), die aus der Gesamtenergie resultierende Kraft (nN,
unten links, orange), S–S-, C–S- und C–C-Abstände (Å, oben rechts) und Diederwinkel (◦, unten
rechts) im Disulfid aufgetragen. Zuggeschwindigkeit 22 m s−1, Temperatur 50 K, frei rotierbare
Methylgruppen. Die Farben der Abstände und Diederwinkel entsprechen denen in Abbildung 3.6.
Mit zunehmender Temperatur geht die helikale Konformation des Disulfids verloren.
In Abbildung 3.18 ist zu sehen, dass die beiden CCSS-Diederwinkel bei 300 K schon
während der Äquilibrierung größer 120◦ sind. Bei Raumtemperatur ist die thermische
Energie so groß, dass das Molekül schon von Beginn an alle vier Konformationen an-
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Abbildung 3.18: Gegen den Abstand der dCαCα terminalen Kohlenstoffatome (Å) sind die
relativen Energien (kcalmol−1, oben links), die aus der Gesamtenergie resultierende Kraft (nN,
unten links, orange), S–S-, C–S- und C–C-Abstände (Å, oben rechts) und Diederwinkel (◦,
unten rechts) im Disulfid aufgetragen. Zuggeschwindigkeit 22 m s−1, Temperatur 300 K, frei
rotierbare Methylgruppen. Die Farben der Abstände und Diederwinkel entsprechen denen in
Abbildung 3.6.
nimmt. Bei den bei 50 K (Abbildung 3.17) und 100 K äquilibrierten Simulationen ist
das Flippen noch zu beobachten, bei höheren Temperaturen dagegen nicht mehr (Ab-
bildung 3.18).
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Verschiedene Zuggeschwindigkeiten bei 0 Kelvin und verhinderter Rotation der
Methylgruppen
Im Unterschied zu dem in den CP-Moleküldynamiksimulationen verwendeten Modell-
system Diethyldisulfid liegen die Disulfidbindungen im Experiment nicht isoliert vor.
Die beiden Enden von Disulfidbindungen in Proteinen sind über Aminosäureketten mit-
einander verknüpft.
Abbildung 3.19: Ausschnitt aus einem Polyprotein, wie es von Garcia-Manyes et al. im Ex-
periment verwendet wurde. Gezeigt ist die Aminosäurekette zwischen den Aminosäuren Alanin
(Cα blau markiert) und Glycin (Cα grün markiert), die beide für das Experiment durch Cystein
ersetzt wurden. Die Koordinaten für die hier gezeigte Struktur stammen aus der Protein Da-
ta Bank (DOI:10.2210/pdb1tit/pdb) [31], Zwei ursprünglich vorhandene Cysteine wurden im
Experiment und in dieser Abbildung durch Alanine ersetzt.
Abbildung 3.19 zeigt einen Ausschnitt aus einem Polyprotein, wie es im Experiment ver-
wendet wurde. Die Aminosäuren Glycin (Cα in grün) und Alanin (Cα in blau), wurden
im Experiment durch Cysteine ersetzt, so dass sich eine Disulfidbrücke ausbildete. Wie
im Experiment wurden in der Abbildung zwei im natürlichen Protein vorkommenden
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Cysteine durch Alanine ersetzt. Der helle Schlauch markiert das Peptidrückgrat. Der
Abstand zwischen den beiden Cα-Atomen der, im Experiment durch Cystein ersetzten,
Aminosäuren beträgt in der hier gezeigten Struktur 4.11 Å und ist damit 2 Å kürzer,
als beim isoliert vorliegenden helikalen Disulfid (GZ 1). Garcia-Manyes et al. haben für
die von ihnen verwendeten Proteine keine Strukturdaten angegeben, doch werden die
Strukturen der in Abbildung 3.19 ausschnittsweise gezeigten ähnlich sein. Die dreidi-
mensionale Struktur des hier gezeigten Aminosäureabschnitts lässt es wahrscheinlich
erscheinen, dass die Beweglichkeit des Disulfids in Proteinen gegenüber der im freien
Molekül deutlich eingeschränkt ist.
Sowohl für statische Rechnungen zur Bestimmung des Potentialverlaufs beim Aus-
einanderziehen des Disulfids als auch bei First-Principles-Moleküldynamiksimulationen
war es nicht praktikabel, eine Aminosäurekette mit einer realen Anzahl von Aminosäu-
ren zu modellieren: Zunächst sollte für ein möglichst realitätsnahes Modell die Struktur
bekannt sein. Darüber hinaus wäre der zeitliche Rechenaufwand zur Beschreibung einer
realistisch langen Aminosäurekette nicht zu bewältigen gewesen.
Um die Beweglichkeit der Disulfidbindung einzuschränken, ohne die für quantenche-
mische Verhältnisse große Anzahl an Aminosäuren berücksichtigen zu müssen, wurde
die Beweglichkeit des Disulfidmoleküls dadurch eingeschränkt, dass die Rotation der
Methylgruppen auf einfache Weise verhindert wurde: Wie schon bei den statischen
Rechnungen, durfte jeweils ein, an ein Cα gebundenes, Wasserstoffatom während der
Simulation seine Position nur entlang der Achse verändern, entlang der das Molekül
gestreckt wurde (vgl. Abbildung 3.10).
Abbildung 3.20 zeigt die schon bekannten Parameter für die Zuggeschwindigkeit von
4 m s−1. Wie schon bei den Simulationen ohne jegliche Beschränkung der Beweglich-
keit, bei denen das Disulfid dem von außen angelegten Zwang durch Flippen von der
helikalen zur gewinkelten Konformation ausweichen kann, wurde das Disulfid bei dieser
Zuggeschwindigkeit bis auf 7.0 Å auseinandergezogen.
Im Gegensatz zu den CP-Moleküldynamiksimulationen, bei denen die Methylgruppen
frei beweglich sind, steigen die Energien hier immer weiter an, ohne dass es zwischenzeit-
lich zu einem Plateau mit der Steigung Null durchlaufen wird. Am Ende der Simulation
ist dem System etwa 2 kcalmol−1 mehr Energie zugeführt worden. Die Schwankung der
Kohn-Sham-Energie bleibt während dieser Zeit klein, d. h. die Atome im Molekül be-
wegen sich kaum. Nachdem der Abstand dCαCα = 6.7 Å überschritten wird, beginnt sie
stärker zu schwanken. Im Vergleich zu der in Abbildung 3.15 gezeigten Simulation, ist
diese Schwankung jedoch gering. Es wird also beim Übergang von der ersten zur zweiten
Phase kaum potentielle Energie in kinetische Energie umgewandelt.
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Abbildung 3.20: Gegen den Abstand dCαCα der terminalen Kohlenstoffatome (Å) sind die re-
lativen Energien (kcalmol−1, oben links), die aus der Gesamtenergie resultierende Kraft (nN,
unten links, orange), S–S-, C–S- und C–C-Abstände (Å, oben rechts) und Diederwinkel (◦,
unten rechts) im Disulfid aufgetragen. Zuggeschwindigkeit 4 m s−1, Temperatur 0 K, Methyl-
gruppen nicht frei rotierbar. Die Farben der Abstände und Diederwinkel entsprechen denen in
Abbildung 3.6.
Dem zufolge unterscheiden sich auch die Kraftverläufe. Wird die Rotation der Me-
thylgruppen verhindert, so gibt es weder ein lokales Maximum noch ein darauf folgendes
lokales Minimum. Vielmehr entsteht bei einem Abstand dCαCα von etwa 6.6 Å ein Sat-
telpunkt mit einem Wert von 0.38 nN. Dann steigt die Kraft weiter an, wobei sie nun
stärker fluktuiert.
Wie im zuvor betrachteten Fall, in dem die Methylgruppen frei beweglich waren,
verändern sich weder der S–S-Bindungsabstand noch die beiden C–S-Bindungsabstände
signifikant wenn das Molekül auseinandergezogen wird.
Das Gleiche gilt für den CSSC-Diederwinkel. Er weitet sich leicht von anfangs 93◦ auf
95◦ am Ende der Simulation auf. Die beiden CCSS-Diederwinkel betragen anfänglich
70◦ und werden von Beginn an mit zunehmender Länge des Moleküls größer. Bei einem
Abstand dCαCα der beiden terminalen Kohlenstoffatome zwischen 6.6 und 6.7 Å steigt
einer der beiden CCSS-Diederwinkel auf etwa 130◦, um den er fluktuiert. Der zweite
CCSS-Diederwinkel hat am Ende der Simulation mit 110◦ den schon zuvor angespro-
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Abbildung 3.21: Gegen den Abstand dCαCα der terminalen Kohlenstoffatome (Å) sind die re-
lativen Energien (kcalmol−1, oben links), die aus der Gesamtenergie resultierende Kraft (nN,
unten links, orange), S–S-, C–S- und C–C-Abstände (Å, oben rechts) und Diederwinkel (◦,
unten rechts) im Disulfid aufgetragen. Zuggeschwindigkeit 11 m s−1, Temperatur 0 K, Methyl-
gruppen nicht frei rotierbar. Die Farben der Abstände und Diederwinkel entsprechen denen in
Abbildung 3.6.
Energieverläufe
Für die Simulationen mit Zuggeschwindigkeiten von 11, 22 und 44 m s−1 werden wie
im Falle der Simulationen mit frei rotierenden Methylgruppen ähnliche Beobachtungen
gemacht: Die Energien steigen an, bis bei einem Kohlenstoffabstand von 8.4 bis 8.5 Å
der Bruch einer Bindung erfolgt. In allen drei Simulationen ist dies eine der beiden C–S-
Bindungen. Danach steigt die Energie kaum noch an. Stellvertretend für diese Simulation
ist diejenige bei 11 m s−1 in Abbildung 3.21 gezeigt.
Vergleich des Kraftverlaufes
Die Kraftverläufe sind für die drei Simulationen bei 11, 22 und 44 m s−1 sehr ähnlich:
Bis zu einem Abstand dCαCα von 6.6 Å nimmt die Kraft zu. Bei 6.6 Å erreicht sie ein
Plateau von 0.4 nN. Dann steigt sie weiter an, bis bei einem Abstand zwischen 8.4 und
8.5 Å ein Maximum von 3.3 nN erreicht wird. In allen drei Simulationen fällt die Kraft
im Anschluss daran nicht sofort auf 0 nN ab, sondern auf etwa 0.3 nN und erst im
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weiteren Verlauf auf 0 nN. Darüber hinaus bricht in allen drei Simulationen die gleiche
C–S-Bindung.
Vergleich der Bindungsabstände
Die S–S-Bindungsabstände bleiben bis zu einem Abstand von 7.0 Å konstant. Dann
steigen sie bis auf 2.2 Å an, um beim Bruch einer der beiden C–S-Bindungen zu relaxieren
und länger zu werden.
Für die C–S-Bindungen werden zwei unterschiedliche Verläufe beobachtet: Bei einem
Kohlenstoffabstand zwischen 8.3 und 8.4 Å sind diejenigen C–S-Bindungen, die am Ende
der Simulation brechen, auf Werte zwischen 2.1 und 2.2 Å angestiegen. Die anderen C–S-
Bindungen sind weniger stark gedehnt und verkürzen sich als Folge des Bindungsbruchs.
Vergleich der Diederwinkel
Die CSSC-Diederwinkel werden von anfänglich 93◦ auf 95◦ bei einem dCαCα von 7.0 Å
gestreckt. Bei weiterer Dehnung des Moleküls durchlaufen sie ein Maximum von 100◦
bei 7.9 Å, um danach wieder kleiner zu werden bis eine Bindung bricht.
Die CCSS-Diederwinkel werden rasch größer. Beim Erreichen des Kraftplateaus von
0.4 nN beträgt ein CCSS-Diederwinkel 85◦, der andere CCSS-Diederwinkel ist auf 112◦
aufgeweitet und überschreitet zwischen 6.6 und 6.7 Å den Wert von 120◦. Dieser CCSS-
Diederwinkel fluktuiert zwischen 130◦ und 145◦ bis der zum Bindungsbruch eintritt. Der
andere CCSS-Diederwinkel überschreitet zwischen 7.0 und 7.1 Å den Wert von 120◦ und
fluktuiert ebenfalls zwischen 130◦ und 145◦ bis der Bindungsbruch stattfindet.
Verschiedene Temperaturen bei 22 m s−1 und verhinderter Rotation der
Methylgruppen
Vergleich des Energieverlaufs
Die Gesamtenergien für die vier Temperaturen 50, 100, 200 und 300 K steigen beim
Strecken des Disulfids von 6.0 auf 7.0 Å um 6 kcalmol−1. Entsprechend der jeweili-
gen Temperatur werden sowohl der Abstand zwischen Kohn-Sham-Energie und klassi-
scher Energie (entspricht der Temperatur der Kerne) als auch der Abstand zwischen
klassischer Energie und Gesamtenergie (entspricht der fiktiven kinetischen Energie der
Elektronen) größer. Mit zunehmender Temperatur nimmt die Bewegung innerhalb des
Moleküls zu, was sich in einer stärker werdenden Schwankung der Kohn-Sham-Energie
bemerkbar macht.
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Vergleich des Kraftverlaufs
Bei den beiden niedrigen Temperaturen 50 K (Abbildung 3.22) und 100 K ist weder ein
lokales Maximum noch ein lokales Minimum im Kraftverlauf zu erkennen. Die Simulation
bei 200 K besitzt ein Minimum zwischen 6.8 und 6.9 Å, bei dem die Kraft auf 0.1 nN
abfällt. Die Simulation bei einer Temperatur von 300 K (Abbildung 3.23) weist ein
deutlich ausgeprägtes Minimum bei 6.8 Å auf.
Vergleich der Bindungsabstände
Ebenso wie in den Simulationen mit den frei rotierbaren Methylgruppen ändern sich die
S–S-, C–S- und C–C-Bindungslängen nicht während das Molekül auf 7.0 Å auseinander-
gezogen wird.
Vergleich der Diederwinkel
Die CSSC-Diederwinkel werden während der Simulation kaum größer.
Die CCSS-Diederwinkel unterscheiden sich dagegen in ihrem Verhalten. Einer der
beiden CCSS-Diederwinkel überschreitet bei einem Abstand von 6.5 Å den Wert von
120◦ und schwankt anschließend zwischen 120◦ und 150◦ (Abbildung 3.22, Äquilibrierung
bei 50 K). Der zweite CCSS-Diederwinkel erreicht am Ende der Simulation knapp die
120◦.
Von den beiden CCSS-Diederwinkeln der bei 100 und 200 K äquilibrierten Simula-
tionen überschreitet einer bei einem Abstand von 6.4 Å den Wert von 120◦, um den
er im Anschluss fluktuiert. Der zweite Diederwinkel erreicht am Ende der Simulation
bei 100 K einen Wert um 110◦. Bei der Simulation bei 200 K überschreitet der zweite
Diederwinkel bei dCαCα von 6.8 Å 120◦.
Wird das System bei 300 K äquilibriert, verhalten sich die CCSS-Diederwinkel anders.
Einer der beiden Diederwinkel überschreitet die 120◦-Schwelle, bevor das Disulfid auf
6.0 Å gestreckt wurde. Er schwankt in der Folge zwischen 60◦ und 180◦. Der zweite
CCSS-Diederwinkel wird erst bei einem dCαCα von 6.8 Å größer 120◦.
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Abbildung 3.22: Gegen den Abstand dCαCα (Å) der terminalen Kohlenstoffatome sind die re-
lativen Energien (kcalmol−1, oben links), die aus der Gesamtenergie resultierende Kraft (nN,
unten links, orange), S–S-, C–S- und C–C-Abstände (Å, oben rechts) und Diederwinkel (◦,
unten rechts) im Disulfid aufgetragen. Zuggeschwindigkeit 22 m s−1, Temperatur 50 K, Methyl-
gruppen nicht frei rotierbar. Die Farben der Abstände und Diederwinkel entsprechen denen in
Abbildung 3.6.
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Abbildung 3.23: Gegen den Abstand dCαCα (Å) der terminalen Kohlenstoffatome sind die re-
lativen Energien (kcalmol−1, oben links), die aus der Gesamtenergie resultierende Kraft (nN,
unten links, orange), S–S-, C–S- und C–C-Abstände (Å, oben rechts) und Diederwinkel (◦,
unten rechts) im Disulfid aufgetragen. Zuggeschwindigkeit 22 m s−1, Temperatur 300 K, Me-
thylgruppen nicht frei rotierbar. Die Farben der Abstände und Diederwinkel entsprechen denen
in Abbildung 3.6.
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3.2.3 Vergleich der Kräfte im Intervall 6.0 bis 7.0 Å
Für den Bereich, in dem die helikale (GZ 1) in die gewinkelte Konformation (ÜS 1)
übergeht, werden die Kräfte in Abbildung 3.24 für alle vier Zuggeschwindigkeiten bei















Abbildung 3.24: Kräfte (nN) beim Strecken des Disulfids mit 4, 11, 22 und 44 m s−1 bei 0 K
gegen dCαCα (Å) aufgetragen. In rot, orange, hell- und dunkelgrün die Kräfte der Simulationen,
in denen sich das Disulfid frei bewegen kann. In lila, rosa, hell- und dunkelblau die Kräfte der
Simulationen, in denen das Disulfid in seiner Beweglichkeit eingeschränkt ist.
Abbildung 3.24 zeigt, dass die Kraft, die notwendig ist, um das Disulfid von der helikalen
in die gewinkelte Konformation zu überführen, für alle vier angewendeten Geschwindig-
keiten gleich ist (Linien in hell-, dunkelgrün, rot, orange). Bei denjenigen Simulationen,
bei denen die Methylgruppen frei rotieren können, folgt auf das lokale Maximum ein
Minimum bei 6.8 Å, bei dem die Kraft einen Wert von 0 nN annimmt.
Die Simulationen, bei denen die Rotation der Methylgruppen verhindert ist, gibt es
keine lokalen Extrema (Linien in rosa, lila, hell-, dunkelblau). Der Kraftverlauf zeigt
stattdessen ein kurzes Plateau bei 6.7 Å. Dieses liegt etwas höher als das lokale Minimum
der vier Simulationen, bei denen die Methylgruppen rotieren können.
Das leicht unterschiedliche Verhalten zeigt sich auch im Verlauf der in hell- und dun-
kelgrau dargestellten, geglätteten Gesamtenergien. Bei einem Kohlenstoffabstand von
7.0 Å hat das geometrieeingeschränkte Disulfid (dunkelgraue Linien) mehr Energie auf-
genommen als jenes, das seine Konformation ändern kann (hellgraue Linien).
Zusammenfassung
Die eingeschränkte Beweglichkeit des Disulfids wirkt sich auf den S–S-Abstand kaum
aus. Verglichen mit dem frei beweglichen Disulfid wird er leicht vergrößert. Der CSSC-
Diederwinkel wird weniger groß, wenn sich das Molekül nicht frei bewegen kann. Die
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CCSS-Diederwinkel fluktuieren bei weniger großen Werten als es bei den frei bewegli-
chen Methylgruppen der Fall ist. Für den untersuchten Bereich von 4 bis 44 m s−1 wird
kein Einfluss der Zuggeschwindigkeit auf den qualitativen Verlauf der Potentialkurve
und die Änderung der Geometrie gefunden. Das Variieren der Temperatur führt zu er-
heblichen Änderungen sowohl im Kraftverlauf als auch in der Geometrieänderung. Das
bei den statischen Einzelpunktrechnungen im Kraftverlauf gefundene lokale Maximum,
dem ein lokales Minimum folgt, ist mit zunehmender Temperatur des Moleküls nicht
mehr erkennbar.
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3.3 Statische Übergangszustandsrechnungen
Es wurden verschiedene statische Rechnungen durchgeführt um mögliche Strukturen für
den Übergangszustand des nucleophilen Angriffs zu ermitteln. Deren Ergebnisse sowie
das in Abschnitt 3.4 vorgestellte wurde schon in [32] veröffentlicht. Um die Strukturen
zu ermitteln, wurde das Disulfid mit zwei weiteren Molekülen verwendet. Das erste
dieser beiden Moleküle ist das Nucleophil, das zweite dient als Protonenbrücke zwischen
dem Nucleophil und einem der beiden Schwefelatome. Für drei Kombinationen wurden
Übergangsstrukturen ermittelt:
• Neben dem Disulfid zwei Moleküle Wasser, von denen eines als Nucleophil an
der Disulfidbrücke angreift, während das zweite dem Nukleofug ein Proton zur
Verfügung stellt.
• Ein Ammoniakmolekül dient als Nucleophil, während ein Molekül Wasser das Pro-
ton weiter reicht.
• Ein Wassermolekül greift nucleophil an der Disulfidbindung an, während ein Mo-
lekül Ammoniak das Proton transferiert.
Statt eines anionischen Hydroxids wurden die neutralen Moleküle Wasser und Ammo-
niak als Nucleophil gewählt, um Schwierigkeiten bei der Berechnung der Übergangs-
strukturen aufgrund von Ladung zu vermeiden. Ein drittes Molekül wurde dem System
zugegeben, um das vom Nucleophil stammende Proton an das Nucleofug übertragen zu
können. So sollte die Entstehung ionischer Produkte vermieden werden.
In Tabelle 3.4 sind einige Parameter für die drei optimierten Übergangsstrukturen
aufgeführt.
Allen drei Übergangsstrukturen ist gemeinsam, dass der CSSC-Diederwinkel bei 90◦
bis 100◦ und damit deutlich unter 180◦ liegt. Die beiden CCSS-Diederwinkel sind et-
was größer (θSSCC) bzw. kleiner (θCCSS) als 120◦. Das Disulfid besitzt also etwa die
Übergangsstruktur von der helikalen zur gewinkelten Konformation (ÜS 1). Dies äußert
sich im SSCH-Diederwinkel, der in allen drei Fällen zwischen −4 und −8◦ und damit
nahe 0◦ liegt. Das Nucleophil nähert sich somit der S–S-Bindung in allen drei Fällen
aus einer Richtung, die derjenigen C–H-Bindung entgegengesetzt ist, die unterhalb der
S–S-Bindung liegt. Damit ähnelt die Struktur des Übergangszustandes dem Produkt.
Die energetisch günstigste Konformation sowohl des C2H5SOH- als auch des C2H5SNH2-
Moleküls ist die, bei der die S–O- bzw. S–N-Bindung nicht trans zur C–C-Bindung steht
sondern gauche, also mit einem (O/N)SCC-Diederwinkel von etwa 60◦. Auch die Rich-
















Abbildung 3.25: Gefundene Übergangszustandsgeometrien.
der Position, an der es sich im Sulfid befindet. Im Sulfid ist der HSCC-Diederwinkel
ebenfalls etwa 60◦. Im Unterschied zu quantenchemischen Untersuchungen, die gezeigt
haben, dass sich das Nucleophil entlang der angegriffenen Bindungsachse nähert [33],
befindet es sich in den hier gefundenen Übergangszuständen von dieser Achse versetzt.
Dies könnte seine Ursache darin haben, dass nur ein weiteres Molekül vorhanden ist,
das dem Protonentransfer dient. Dadurch sind die Möglichkeiten der Moleküle sich im
System anzuordnen eingeschränkt.
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Tabelle 3.4: Zusammenstellung verschiedener Übergangszustandsgeometrien mit den dazu-
gehörigen Werten. Abstände der terminalen Kohlenstoffatome dCαCα , S–S-Bindungsabstand
dSS, Abstand Nucleophil–Schwefelatom dNuS, Abstand Proton–Schwefelatom dSH (Å). CSSC-
Diederwinkel des Disulfids θCSSC, CCSS-Diederwinkel des neu gebildeten C2H5SOH- bzw.
C2H5SNH2-Moleküls θCCSS, SSCC-Diederwinkel im neu gebildeten Sulfid θSSCC, Diederwin-
kel zwischen der S–S-Bindung und der dem angreifenden Nucleophil gegenüberliegenden C–
H-Bindung θSSCH (◦). Die quantenchemischen Rechnungen wurden mit BLYP/6-31G(d,p)
durchgeführt.
Wert ÜbergangszustandH2O/H2O NH3/H2O H2O/NH3
dCαCα 7.63 8.08 7.55
dSS 2.80 3.13 2.75
dNuS 2.11 1.97 2.03
dSH 1.76 1.95 2.08
θCSSC 96.6 88.5 96.4
θCCSS 114 112 118
θSSCC 128 124 135
θSSCH −6.6 −7.98 −3.63
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3.4 Ergebnisse für das Diethyldisulfid in Lösung
In den Moleküldynamiksimulationen, die im Folgenden beschrieben werden, wird das
Disulfidmolekül, ausgehend von einem Abstand der terminalen Kohlenstoffatome dCαCα
von 8.0 Å, mit konstanter Geschwindigkeit bis auf 9.0 Å auseinander gezogen. Es ist
dabei von Ammoniak als Lösemittel umgeben. Als Nucleophil sind vier Hydroxidanionen
zugefügt, deren negative Ladung durch vier Natriumkationen ausgeglichen wird, so dass
das System nach außen neutral ist. Da durch eigene, frühe Versuche bekannt war, dass
bei Abständen dCαCα von weniger als 8 Å auf der Zeitskala der Simulation keine Reaktion
zu beobachten sein würde, wurde das Molekül nicht ausgehend von seiner energetisch
günstigsten, der helikalen, Konformation gestreckt. Stattdessen wurde der Abstand der
Kohlenstoffatome schon während der Äquilibrierung auf 8.0 Å gesetzt. Ammoniak wurde
als Lösemittel gewählt, da in ersten Versuchsrechnungen Wasser eine stabilisierende
Wirkung auf die Hydroxidanionen zeigte.
Die Simulationen wurden bei drei unterschiedlichen Temperaturen (200, 220 und
240 K) und drei unterschiedlichen Zuggeschwindigkeiten (11, 22 und 44 m s−1) durchge-
führt. Die Temperatur orientiert sich dabei an der Schmelz- und Siedetemperatur von
Ammoniak (−77.76 ◦C =̂ 195.39 K bzw. −33.43 ◦C =̂ 239.72 K) [34].
Für jede Zuggeschwindigkeit erfolgten, ausgehend von verschiedenen Startgeometri-
en, zwei Moleküldynamiksimulationen, so dass insgesamt 21 Simulationen durchgeführt
worden sind.
Es wurden neben S–S- und C–S-Bindungsbrüchen auch Reaktionen der Nucleophile
mit einem Schwefelatom der Disulfidbindung beobachtet. Neben diesen erwarteten Re-
aktionen wurden Nebenreaktionen beobachtet, bei denen Lösemittelmoleküle beteiligt
sind oder bei denen statt eines der beiden Schwefelatome ein benachbartes Kohlenstoff-
atom an der Reaktion beteiligt ist.
Die Dichte des in den Simulationen verwendeten Systems beträgt 1.02 g cm−3. Tat-
sächlich liegt die Dichte von Ammoniak für −50 ◦C (=̂ 223 K) bei 0.702 g cm−3 [35].
Um aus den Werten der Bindungslängen, die in den folgenden Abbildungen gezeigt
werden, Informationen über die Struktur der jeweiligen Moleküle gewinnen zu können,
dienen die Daten aus Tabelle 3.5 als Referenz. Sie zeigt relevante Bindungsabstände von
Spezies, die in den Moleküldynamiksimulationen beobachtet werden.
Die betrachteten Bindungslängen stimmen bis auf wenige Ausnahmen auf beiden
Nachkommastellen überein oder unterscheiden sich nur im Bereich der zweiten Nach-
kommastelle.
Die Länge der C–S-Bindungen beträgt bei der Hälfte der Moleküle 1.85± 0.01 Å.
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Länger ist sie im gewinkelten Disulfid, dem anionischen C2H5SO− sowie dann, wenn
eine der beiden C–S-Bindungen bricht und ein C2H5SS-Fragment (neutral oder negativ
geladen) entsteht.
Bei den drei Molekülen, bei denen eine protonierte neben einer deprotonierten Form
vorliegt (C2H5SOH/C2H5SO−, C2H5SNH3+ /C2H5SNH2 und C2H5NH3+ /C2H5NH3),
ist die X–S-Bindung der protonierten Form jeweils länger als in der deprotonierten (X
= O/N).
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Tabelle 3.5: Mit Gaussian 03 berechnete Bindungslängen (Å) des Disulfids und seiner beobach-
teten und denkbaren Produkte in ihrem jeweiligen Potentialminimum. Das BLYP-Funktional
wurde mit zwei unterschiedlich großen Basissätzen verwendet.


























dCS 1.84 1.83C2H5S· dCC 1.54 1.54
dCS 1.86 1.86C2H5S− dCC 1.55 1.55




C2H5· dCC 1.50 1.49
C2H5− dCC 1.53 1.53
C2H4 dCC 1.34 1.34
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Abbildung 3.26: Gegen den Abstand dCαCα (Å) der terminalen Kohlenstoffatome sind die
relativen Energien (kcalmol−1, oben links), S–S-, C–S, und C–C-Abstände (Å, oben rechts)
und Diederwinkel (◦, unten rechts) im Disulfid aufgetragen. Das Disulfid ist dabei auf 8.0 Å
gestreckt, Temperatur 220 K. Die Farben der Abstände und Diederwinkel entsprechen denen in
Abbildung 3.6.
Für jede der drei Temperaturen wurde getestet, ob der Abstand dCαCα von 8.0 Å
nicht schon zum Bruch entweder der S–S- oder einer der beiden C–S-Bindungen oder
zum Angriff eines Nucleophils führt. Dazu wurde das gestreckte Disulfid bei diesem
Abstand für 9.14 ps festgehalten, die gleiche Zeit, wie zum Strecken des Moleküls um
einen Ångström auf 9.0 Å bei einer Zuggeschwindigkeit von 11 m s−1 notwendig ist. In
keiner dieser drei Simulationen kam es zum Bruch einer Bindung noch zu einer Reaktion.
Radiale Verteilungsfunktionen zu diesen Simulationen, die Einblick in die Struktur des
Systems geben, sind in Abbildung 3.32 auf Seite 70 gezeigt.
Abbildung 3.26 zeigt exemplarisch für die drei Simulationen den Verlauf der Energien
(oben links), der S–S-, C–S- und C–C-Bindungen (oben rechts) und der CSSC- und
CCSS-Diederwinkel (unten rechts). Aus den nachfolgend gezeigten Abbildungen lässt
sich eine Kraft von 3 nN ableiten, die notwendig ist, das Molekül auf 8.0 Å zu strecken.
Während der Simulation bleiben die klassische Energie (hellgrün) und die Gesamtener-
gie des Systems (orange) konstant. Der Mittelwert der Kohn-Sham-Energie (dunkelgrün)
56
3.4 Ergebnisse für das Diethyldisulfid in Lösung
jedoch fällt um etwa 25 kcalmol−1 ab. Der S–S-Bindungsabstand (rot), die beiden C–S-
Bindungsabstände (rosa bzw. lila) und die beiden C–C-Abstände (hell- und dunkelgrün)
bleiben bis auf Änderungen in der Schwingungsamplitude konstant. Gegenüber den Ab-
ständen des gewinkelten Moleküls im Energieminimum sind sie um etwa 0.1 Å länger
(vgl. Tabelle 3.6). Am Verlauf der Diederwinkel der hier, stellvertretend für alle drei
Simulationen, gezeigten Abbildung ist zu erkennen, wie das Disulfid nach 7.5 ps von
der gewinkelten Konformation mit einem CSSC-Diederwinkel von +120◦ zu der gewin-
kelten Konformation mit einem CSSC-Diederwinkel von +240◦ übergeht. Eine solche
Konformationsänderung ist in keiner der anderen durchgeführten Simulationen beob-
achtet worden. Die S–S-Bindung wird dabei kurzzeitig länger als 2.5 Å. Die für diese
Konformationsänderung notwendige Energie beträgt 7 kcalmol−1 (vgl. Tabelle 3.1) und
ist damit deutlich kleiner als die Fluktuation der Kohn-Sham-Energie, so dass diese
Konformationsänderung im Verlauf der Kohn-Sham-Energie nicht sichtbar ist.
Abschließend lässt sich sagen, dass der Abstand von 8.0 Å als Startwert für die nach-
folgend beschriebenen Moleküldynamiksimulationen geeignet ist, da ein Bindungsbruch
noch nicht so wahrscheinlich ist, dass er bei dieser Auslenkung und der Zeitskala der
Simulation auftritt. Auch für eine Reaktion zwischen Disulfid und einem weiteren Mo-
lekül des Systems gibt es keine Anzeichen. Das System ist möglicherweise noch nicht
vollkommen äquilibriert. Darauf deutet die sinkende Kohn-Sham-Energie hin. Grund
dafür könnte die Bildung von Natriumhydroxid sein (Seite 71 ff.).
Tabelle 3.6: Mittelwerte der S–S-, C–S- und C–C-Bindungsabstände (Å) für die in Abbildung
3.26 gezeigte Simulation bei 220 K mit einer Zuggeschwindigkeit von 0 m s−1.
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3.4.2 Simulierte Reaktionen
Neben den drei Simulationen, bei denen das Disulfid für 9.14 ps bei 8.0 Å festgehalten
wurde, wurden 18 Simulationen bei unterschiedlichen Temperaturen und Zuggeschwin-
digkeiten durchgeführt. Bei elf dieser Simulationen wurde eine Reaktion beobachtet. In
acht Fällen handelt es sich um den erwarteten nucleophilen Angriff des Hydroxidanions
an einem Schwefelatom der Disulfidbindung. In einem Fall ist das Nucleophil, das am
Schwefelatom angreift, ein Lösemittelmolekül, also Ammoniak. In einem Fall greift ein
Lösemittelmolekül an einem Kohlenstoffatom an. Und in einem Fall wirkt ein Hydro-
xidanion als Base und deprotoniert ein C2H5-Fragment, so dass Ethylen gebildet wird.
In den verbleibenden sieben Simulationen bricht die S–S- oder eine der C–S-Bindungen.
Hydroxidanion als Nucleophil
Tabelle 3.7: Mittelwerte (Å) der S–S- und C–S-Bindungsabstände für die in Abbildung 3.27
gezeigte Simulation bei 220 K mit einer Zuggeschwindigkeit von 11 m s−1. Bindungslängen ge-
brochener oder noch nicht ausgebildeter Bindungen sind kursiv angegeben.
Bindung Bereich / Å8.0–8.2 8.2–8.5 8.5–9.0
S–S 2.32 5.26 6.48
C–S 1.98/1.99 1.83/1.86 1.84/1.85
O–S 3.73 1.75 1.64
C–C 1.61/1.61 1.54/1.54 1.54/1.53
Anhand von Abbildung 3.27 soll exemplarisch für die acht beobachteten Reaktionen
die Reaktion eines Hydroxidanions mit den Schwefelatomen der Disulfidbindung erläu-
tert werden. Bis zu einem Abstand dCαCα von 8.2 Å sind im System keine Veränderungen
zu beobachten. Die Gesamtenergie steigt, entsprechend der von außen zugeführten Ener-
gie, geradlinig an. Die sich aus dem Verlauf der Gesamtenergie ergebende Kraft beträgt
3 nN. Die C–S- und C–C-Bindungsabstände verändern sich nicht. Die Schwingungsam-
plitude der S–S-Bindung nimmt zu, während die Bindungslänge leicht größer wird. Die
beiden CCSS-Diederwinkel sind konstant während der CSSC-Diederwinkel aufgeweitet
wird. Sobald das Molekül auf 8.2 Å gestreckt ist, erfolgt die Reaktion: Ein Hydroxid-
anion bildet eine neue Bindung zu einem Schwefelatom der Disulfidbrücke aus (violette
Linie in Abbildung 3.27), die S–S-Bindung geht auf (rote Linie). Die Kraft geht auf
0 nN zurück. Die C–S-Bindungen, zuvor etwa 2 Å, sind nach der Reaktion noch 1.85 Å
lang. Der Bindungsbruch der ursprünglichen S–S-Bindung und der Bindungsbildung
der neuen S–O-Bindung erfolgen gleichzeitig. 2.7 ps nachdem die neue O–S-Bindung
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Abbildung 3.27: Gegen den Abstand dCαCα (Å) sind die relativen Energien (kcalmol−1, oben
links), die aus der Gesamtenergie resultierende Kraft (nN, unten links, orange), S–S-, C–S- und
C–C-Abstände (Å, oben rechts) und Diederwinkel (◦, unten rechts) im Disulfid aufgetragen.
Zuggeschwindigkeit 11 m s−1, Temperatur 220 K. Die Farben der Abstände und Diederwinkel
entsprechen denen in Abbildung 3.6.
ausgebildet wurde wird die OH-Gruppe deprotoniert. Der Abstand der dCαCα beträgt
zu diesem Zeitpunkt 8.5 Å. Nach der Deprotonierung ist der O–S-Bindungsabstand um
0.1 Å kürzer, außerdem schwingt die O–S-Bindung deutlich weniger. Tabelle 3.7 listet
die Mittelwerte der Bindungsabstände während der Moleküldynamiksimulation auf.
Die Änderung der O–S-Bindung bestätigt den Zusammenhang zwischen Ladung und
Geometrie des Moleküls. Direkt nach der Bildung der neuen O–S-Bindung ist diese
1.75 Å lang und verkürzt sich nach der Deprotonierung auf 1.64 Å. Dies ist in guter
Übereinstimmung mit den Werten für die protonierte und deprotonierte Form in Tabelle
3.5 (1.73 Å zu 1.63 Å).
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Abbildung 3.28: Gegen den Abstand dCαCα (Å) sind die relativen Energien (kcalmol−1, oben
links), die aus der Gesamtenergie resultierende Kraft (nN, unten links, orange), S–S-, C–S-, C–C-
und N–S-Abstände (Å, oben rechts) und Diederwinkel (◦, unten rechts) im Disulfid aufgetragen.
Zuggeschwindigkeit 44 m s−1, Temperatur 200 K. Die Farben der Abstände und Diederwinkel
entsprechen denen in Abbildung 3.6, die neue N–S-Bindung ist violett.
Abbildung 3.28 zeigt die Energien, Kraft, Bindungslängen und Diederwinkel einer
Reaktion, bei der nicht Hydroxid sondern Ammoniak eine neue Bindung zu einem der
beiden Schwefelatome ausbildet.
Bis zu einer Auslenkung von 8.24 Å findet keine Reaktion im System statt. Die Bin-
dungslängen schwanken um einen konstanten Wert, ebenso der CSSC-Diederwinkel. Die
beiden CCSS-Diederwinkel, ursprünglich etwa 140◦, steigen auf 150◦. Die zum Strecken
des Disulfids notwendige Kraft beträgt 3.5 nN.
Ab einem Abstand dCαCα von 8.24 Å sinkt die Kraft, zugleich weitet sich der S–S-
Bindungsabstand deutlich auf. Die beiden C–S-Bindungsabstände werden kleiner. Das
Ammoniakmolekül bewegt sich auf die Disulfidbindung zu. Bei einem Abstand von
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8.47 Å ist die Kraft auf 0.3 nN gesunken und die neue N–S-Bindung wurde ausgebildet.
Zu diesem Zeitpunkt ist auch der Protonentransfer vom Ammoniak zu einem Hydroxid-
anion abgeschlossen. Der Transfer des Protons findet innerhalb von 0.22 ps statt, noch
während die neue N–S-Bindung ausgebildet wird.
Bei dieser Reaktion verlaufen der S–S-Bindungsbruch und die Neubildung der N–S-
Bindung nahezu simultan. Die Zeitspanne, die vergeht, um den Abstand dCαCα von
8.24 Å auf 8.47 Å zu vergrößern, beträgt 0.55 ps.
NH3-Inversion
In dieser Moleküldynamiksimulation kam es während der beschriebenen Reaktion zu
einer Inversion des angreifenden NH3-Moleküls: Die Wasserstoffatome des Ammoniaks
waren anfangs zur Disulfidbindung ausgerichtet, während sich das Ammoniakmolekül
der Disulfidbindung näherte. Als das Stickstoffatom des Ammoniaks noch 3.0 Å vom
Schwefelatom entfernt war, klappten die Wasserstoffatome um, so dass nun das Stick-
stoffatom in Richtung des Schwefelatoms zeigte. Die Inversionsbarriere für die klassische
Ammoniakinversion beträgt 5.86 kcalmol−1 [34]. Im Rauschen der Kohn-Sham-Energie
des Systems ist dies nicht zu beobachten.
In Tabelle 3.8 sind die Mittelwerte der in Abbildung 3.28 gezeigten Bindungsabstände
aufgelistet. Das Brechen der S–S-Bindung äußert sich auch an den kürzeren C–S- und
C–C-Bindungen.
Tabelle 3.8: Mittelwerte (Å) der S–S-, C–S- und C–C-Bindungsabstände für die in Abbildung
3.28 gezeigte Simulation bei 200 K mit einer Zuggeschwindigkeit von 44 m s−1. Die Bindungs-
länge der gebrochenen bzw. noch nicht neu gebildeten Bindungen ist kursiv angegeben.
Bindung Bereich / Å8.0–8.27 8.27–8.45 8.45–9.0
S–S 2.23 2.72 3.70
C–S 2.04/2.02 1.92/1.92 1.85/1.85
N–S 3.80 2.82 1.74
C–C 1.62/1.62 1.59/1.58 1.54/1.53
Die mittlere Bindungslänge von 1.75 Å für die N–S-Bindung des neutralen C2H5SNH2-
Moleküls stimmt mit dem in den statischen Rechnungen ermittelten Wert von 1.77 bzw.
1.76 Å (entsprechend des gewählten Basissatzes) überein. Gleiches gilt für die C–S- und
C–C-Bindungsabstände.
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Abbildung 3.29: Gegen den Abstand dCαCα (Å) sind die relativen Energien (kcalmol−1, oben
links), die aus der Gesamtenergie resultierende Kraft (nN, unten links, orange), S–S-, C–S-, C–C-
und N–S-Abstände (Å, oben rechts) und Diederwinkel (◦, unten rechts) im Disulfid aufgetragen.
Zuggeschwindigkeit 11 m s−1, Temperatur 200 K. Die Farben der Abstände und Diederwinkel
entsprechen denen in Abbildung 3.6, die neue N–S-Bindung ist violett.
Abbildung 3.29 zeigt den Angriff eines Lösemittelmoleküls (NH3) an einem dem
Schwefelatom benachbarten Kohlenstoffatom.Während das Disulfid ausgehend von 8.0 Å
um 0.3 Å gestreckt wird, verändern sich die dargestellten Werte wenig. Die Gesamt-
energie steigt geradlinig an, die Kraft liegt, von Fluktuationen abgesehen, konstant bei
3 nN. Die C–S-Bindungen und die CCSS-Diederwinkel schwanken um einen konstanten
Wert. Der Wert des CSSC-Diederwinkels steigt von ursprünglich 110◦ auf 130◦. Die Am-
plituden der Schwingung der S–S-Bindung werden größer, der Bindungsabstand selbst
jedoch nicht.
Wenn das Molekül auf 8.35 Å gestreckt wurde, findet ein homolytischer Bindungs-
bruch statt: Die Kraft fällt auf etwa 0.5 nN ab, eine der beiden C–S-Bindungen weitet
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sich auf 3 Å auf, die zweite C–S-Bindung sinkt und die S–S-Bindung verringert sich (vgl.
Tabelle 3.9). Wenn die beiden ehemaligen Enden des Disulfids um weitere 0.15 Å auf
8.5 Å auseinander gezogen sind, wird eine N–S-Bindung ausgebildet: ein Lösemittelmole-
kül greift das Kohlenstoffatom des CH3CH2-Fragments an. Die Kraft beträgt nun 0 nN.
Während die verbliebene C–S-Bindung praktisch unverändert bleibt, verlängert sich die
S–S-Bindung. Simultan zur Ausbildung der neuen N–C-Bindung erfolgt der Protonen-
transfer vom Stickstoffatom zu einem der vier im System vorliegenden Hydroxidanionen.
Aus dem Verlauf der Kraft und den Bindungslängen folgt, dass bei einem Abstand von
8.35 Å der Bruch einer der beiden C–S-Bindungen erfolgt, wobei die beiden Fragmente
noch attraktiv miteinander wechselwirken. Bei einem Abstand von 8.5 Å wird die N–C-
Bindung ausgebildet. In dem Zeitraum dazwischen liegen zwei Radikale vor. Erst nach
dem Ausbilden der neuen N–C-Bindung sind wieder alle Elektronen gepaart und das
endständige Schwefelatom besitzt eine negative Ladung. Darauf deutet die Kraft von
0.5 nN, die noch immer aufgebracht werden muss um den Abstand dCαCα zu vergrößern
und die auffällige Oszillation des C–S-Bindungsabstandes in diesem Zeitraum zwischen
Bindungsbruch der C–S-Bindung und Bildung der neuen N–C-Bindung (rosa Linie in
Abbildung 3.29). Während der Mittelwert des C–S-Abstandes größer wird, oszilliert er
mit, im Vergleich zu den sonstigen Schwingungen im System, großer Amplitude und
großer Phase. Eine solche Oszillation ist in Abbildung 3.30 nochmals zu sehen. Der
Wert, um dem sich der C–S-Abstand im Mittel bewegt, liegt bei 3 Å.
Tabelle 3.9: Mittelwerte (Å) der S–S- und C–S-Bindungsabstände für die in Abbildung 3.29
gezeigte Simulation bei 200 K mit einer Zuggeschwindigkeit von 11 m s−1. Kursiv ist der Abstand
der gebrochenen bzw. noch nicht ausgebildeten Bindungen angegeben.
Bindung Bereich / Å8.0–8.35 8.35–8.5 8.5–9.0
S–S 2.25 2.03 2.09
C–S 2.12/1.99 3.14/1.87 3.48/1.85
N–C 3.74 3.21 1.50
C–C 1.61/1.60 1.49/1.54 1.53/1.53
Der Vergleich der Bindungslängen in Tabelle 3.9 mit denen in Tabelle 3.5 zeigt, dass
die C–S-Bindung homolytisch bricht und erst durch die Reaktion mit dem Ammoniak-
molekül ein anionisches Produkt entsteht: Der Mittelwert der S–S-Bindung beträgt nach
dem C–S-Bindungsbruch 2.03 Å. Für das radikalische C2H5SS· ergibt die statische Rech-
nung einen Wert von 2.02 Å, während es im anionischen C2H5SS− 2.14 Å sind. Dieser
Wert wird in der hier betrachteten Simulation nicht erreicht, doch steigt der mittlere S–
S-Bindungsabstand nach dem nucleophilen Angriff des Ammoniakmoleküls auf 2.09 Å
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und erhöht sich damit deutlich. Die C–C-Bindungslänge im C2H5-Fragment ist mit
1.49 Å im Mittel gleich dem Wert, der sich aus der statischen Rechnung für das radi-
kalische C2H5· ergibt. Dieser Bindungsabstand verlängert sich auf 1.53 Å, sobald das
Nucleophil eine neue Bindung ausgebildet hat. Aus der statischen Rechnung ergibt sich
für die C–C-Bindung im C2H5NH2 der gleiche Wert.
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Abbildung 3.30: Gegen den Abstand dCαCα (Å) sind die relativen Energien (kcalmol−1, oben
links), die aus der Gesamtenergie resultierende Kraft (nN, unten links, orange), S–S-, C–S-, und
C–C-Abstände (Å, oben rechts) und Diederwinkel (◦, unten rechts) im Disulfid aufgetragen.
Zuggeschwindigkeit 22 m s−1, Temperatur 240 K. Die Farben der Abstände und Diederwinkel
entsprechen denen in Abbildung 3.6. Zusätzlich zu den S–S-, C–S- und C–C-Bindungsabständen
ist der C–H-Bindungsabstand der gebrochenen C–H-Bindung (dunkelblau) gezeigt.
Zu Beginn der Moleküldynamiksimulation, während das Disulfid gestreckt wird, blei-
ben die in Abbildung 3.30 gezeigten Werte unverändert. Die Gesamtenergie des Systems
steigt geradlinig an, die aus ihr resultierende Kraft beträgt 3.3 nN. Die S–S-, C–S- und
C–C-Bindungen bleiben in diesem Abschnitt der Simulation konstant. Auch die Dieder-
winkel verändern sich nicht. Sobald das Disulfid auf 8.35 Å gestreckt ist weitet sich
eine der beiden C–S-Bindungen auf. Die zweite C–S-Bindung, die S–S-Bindung und die
C–C-Bindung des nun entstandenen CH3CH2-Fragmentes werden kürzer. In den folgen-
den 1.3 ps wird der Abstand dCαCα des Disulfids auf 8.62 Å vergrößert. Dann reagiert
eines der Hydroxidanionen als Base und deprotoniert das CH3CH2-Fragment. Die S–S-
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Tabelle 3.10: Mittelwerte (Å) der S–S- und C–S-Bindungsabstände für die in Abbildung 3.30
gezeigte Simulation bei 240 K mit einer Zuggeschwindigkeit von 22 m s−1.
Bindung Bereich / Å8.0–8.35 8.35–8.63 8.63–9.0
S–S 2.27 2.04 2.09
C–S 2.08/2.02 3.15/1.87 3.99/1.85
C–C 1.62/1.61 1.48/1.55 1.34/1.53
Bindung wird länger, während die kürzere C–C-Bindung noch kürzer wird. In Tabelle
3.10 sind die Mittelwerte der entsprechenden Bindungen aufgeführt.
Abbildung 3.30 und die dazugehörigen Werte in Tabelle 3.10 zeigen deutlich die ho-
molytische Spaltung des Disulfids. Der S–S-Bindungsabstand fällt nach Bruch der C–
S-Bindung auf 2.04 Å. Nach der Deprotonierung des C2H5-Fragmentes und dem da-
mit verbundenen Protonentransfer steigt er auf 2.09 Å. Die statischen Rechnungen für
das C2H5SS·-Radikal ergeben einen S–S-Bindungsabstand von 2.02 Å. Im C2H5SS−-
Anion verlängert sich die S–S-Bindung auf 2.14 Å. Im C2H5·-Radikal ist der C–C-
Bindungsabstand mit 1.50 Å etwas kürzer als im C2H5−-Anion mit 1.53 Å. Der mittlere
C–C-Abstand des C2H5-Fragmentes der hier beschriebenen Simulation beträgt 1.48 Å,
es liegt also ein C2H5·-Radikal vor. Nach der Deprotonierung sinkt er auf 1.34 Å. Es
entstehen somit erst zwei Radikale, bis ein durch die Deprotonierung induzierten Proto-
nentransfer erfolgt. Wenn die Deprotonierung stattfindet und Ethen gebildet wird, wird
ein Elektron auf das C2H5SS·-Radikal übertragen, so dass dieses anionisch wird.
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Abbildung 3.31: Gegen den Abstand dCαCα (Å) sind die relativen Energien (kcalmol−1, oben
links), die aus der Gesamtenergie resultierende Kraft (nN, unten links, orange), S–S-, C–S-, und
C–C-Abstände (Å, oben rechts) und Diederwinkel (◦, unten rechts) im Disulfid aufgetragen.
Zuggeschwindigkeit 11 m s−1, Temperatur 240 K. Die Farben der Abstände und Diederwinkel
entsprechen denen in Abbildung 3.6.
Bei den 18 CP-Moleküldynamiksimulationen mit Zuggeschwindigkeiten größer 0 m s−1
fand lediglich in sieben Fällen ein Bruch der S–S- oder einer der beiden C–S-Bindungen
statt. Dieser ist homolytisch, es entstehen zwei radikalische Fragmente. In Abbildung 3.31
ist stellvertretend für diese Simulationen der Bindungsbruch einer C–S-Bindung gezeigt.
Wie bei den Simulationen, bei denen eine Reaktion eintritt, steigt die Gesamtenergie
zu Beginn an. Aus der Gesamtenergie ergibt sich für die Kraft, die notwendig ist, das
Molekül weiter zu strecken, auch hier 3 nN. Sowohl die in Abbildung 3.31 gezeigten Bin-
dungsabstände als auch die Diederwinkel bleiben zu Beginn der Simulation unverändert.
In der hier besprochenen Simulation bricht bei einem Abstand dCαCα von 8.25 Å ei-
ne der beiden C–S-Bindungen. Die Kraftverlaufskurve fällt ab. Sie sinkt jedoch nicht
auf 0 nN sondern schwankt anfänglich zwischen 1.5 und 2.5 nN, bis das Disulfid auf
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8.35 Å gestreckt wurde. Erst danach sinkt sie, bis sie knapp über 0 nN liegt. Sobald die
C–S-Bindung bricht, werden die restlichen Bindungsabstände kleiner. Die Diederwinkel
bleiben von dem Bindungsbruch anfangs unbeeinflusst. Das Disulfid behält seine gewin-
kelte Konformation also weiterhin bei. Erst wenn die Kraft auf knapp über 0 nN fällt,
bewegen sich die beiden Fragmente voneinander weg. Dies äußert sich darin, dass die
Diederwinkel beliebige Werte annehmen. Auch der C–S-Abstand der gebrochenen C–S-
Bindung, der zuvor noch um einen steigenden Wert schwankte, wird in diesem Moment
deutlich weiter. Die restlichen Bindungsabstände verändern sich hingegen unwesentlich.
Tabelle 3.11: Mittelwerte (Å) der S–S- und C–S-Bindungsabstände für die in Abbildung 3.31
gezeigte Simulation bei 240 K mit einer Zuggeschwindigkeit von 11 m s−1.
Bindung Bereich / Å8.0–8.25 8.25–8.55 8.55–9.0
S–S 2.27 2.04 2.00
C–S 2.03/2.01 1.89/3.14 1.85/4.16
C–C 1.62/1.61 1.50/1.55 1.49/1.53
Für die in Abbildung 3.31 gezeigten Abstände sind in Tabelle 3.11 deren Mittelwer-
te angegeben. Der Vergleich mit den Werten aus Tabelle 3.5 zeigt den radikalischen
Charakter der Produkte dieser Simulation: Der S–S-Abstand des C2H5SS-Fragmentes
sinkt nach Aufweiten der C–S-Bindung auf 2.04 Å. Aus den statischen Rechnungen
für das radikalische C2H5SS· ergibt sich für den S–S-Abstand 2.02 Å, während dieser
im anionischen C2H5SS− mit 2.14 Å deutlich größer ist. In der zweiten Hälfte der Si-
mulation, wenn der schon aufgeweitete C–S-Abstand länger als 3.5 Å wird, sinkt der
mittlere Wert für den S–S-Abstand auf 2.00 Å, so dass der Vergleich mit der statischen
Rechnung für ein radikalisches Molekül spricht. Der mittlere C–C-Bindungsabstand des
C2H5-Fragmentes sinkt erst auf 1.50 Å und dann in der zweiten Hälfte der Simulation
auf 1.49 Å. Aus dem Vergleich mit den statischen Rechnungen (Tabelle 3.5) für das ra-
dikalische und das anionische C2H5-Fragment folgt auch für diesen Teil, dass es sich um
ein Radikal handelt.
68
3.4 Ergebnisse für das Diethyldisulfid in Lösung
3.4.3 Einfluss verschiedener Faktoren auf das Eintreten der Reaktion
Abstand der Nucleophile zur Disulfidbindung
Von den vier im System vorhandenen Hydroxidanionen sind nur zwei an den Reak-
tionen beteiligt. Zudem wird in allen Reaktionen, an denen ein Schwefelatom beteiligt
ist, immer das gleiche Schwefelatom angegriffen. Aus dieser Beobachtung ergibt sich
die Frage nach dem Grund hierfür. Um diese Frage aufzuklären, wurden zum einen
die Abstände zwischen den Sauerstoffatomen der vier Hydroxidanionen und den bei-
den Schwefelatomen der Disulfidbindung zu Beginn der jeweiligen Simulation betrachtet
(Tabelle 3.12). Zum anderen wurden die Abstände zwischen den Sauerstoffatomen der
Hydroxidanionen und den Natriumkationen (Abbildung 3.32) ermittelt.
Tabelle 3.12: Abstände (Å) am Ende der Äquilibrierung zwischen den beiden Schwefelatomen
S1 und S2 und den Sauerstoffatomen der vier potentiellen Nucleophilen O3, O4, O5 und O6
sowie zwischen den beiden Schwefelatomen und den Stickstoffatomen N7 und N8 der beiden
Ammoniakmoleküle, die als Nucleophile reagieren. Unterstrichene Werte: nucleophiler Angriff
in einer der drei auf die Äquilibrierung folgenden Moleküldynamiksimulationen. Fette Schrift:
Hydroxidanion agierte nicht als Nucleophil sondern als Base. Kursiv: Angriff eines Ammoniaks
am Kohlenstoffatom.
Äquili- Abstand / Å
brierung 1–3 2–3 1–4 2–4 1–5 2–5 1–6 2–6 1–7 2–7 1–8 2–8
1 6.51 4.27 6.22 4.73 6.23 7.15 4.12 4.44 5.37 4.32 6.69 6.12
2 6.83 4.78 6.39 5.39 6.14 6.73 4.96 4.59 5.37 3.92 7.78 6.91
3 6.09 3.93 6.68 5.74 6.58 6.97 4.02 4.00 5.37 3.99 6.34 5.75
4 6.33 4.68 7.11 6.69 6.47 6.83 4.16 3.38 5.31 3.42 6.84 5.99
5 5.85 3.64 6.38 5.20 6.42 7.31 4.21 4.05 5.40 3.96 6.53 5.89
6 7.01 4.95 6.35 5.44 5.97 7.23 5.21 4.91 5.04 3.49 6.62 5.63
Neben den Abständen zwischen den vier Hydroxidanionen und den beiden Schwefel-
atomen sind in Tabelle 3.12 auch die Abstände zwischen den beiden Stickstoffatomen
der Ammoniakmoleküle, die an den Reaktionen beteiligt sind und eine neue Bindung
zu einem der beiden Schwefelatome bzw. einem Kohlenstoffatom bilden, und den beiden
Schwefelatomen aufgeführt. Die neun Reaktionen, bei denen ein Hydroxidanion oder
ein Ammoniakmolekül zu einem Schwefelatom eine neue Bindung ausbildet, sind durch
Unterstreichungen gekennzeichnet. Jede Unterstreichung in Tabelle 3.12 bedeutet, dass
in einer Simulation ausgehend von der entsprechenden Äquilibrierung ein nucleophiler
Angriff stattfand. Der Mittelwert dieser Zahlen ist 4.01 Å. In einer Simulation wirkte das
Hydroxidanion nicht als Nucleophil sondern als Base. Dies wird durch die fette Schrift
gekennzeichnet. Für die elfte Reaktion, den nucleophilen Angriff eines Ammoniaks an ein
dem Schwefelatom benachbartes Kohlenstoffatom, wurden ebenfalls die N–S-Abstände
69

















































Abbildung 3.32: Radiale Verteilungsfunktionen g(r) verschiedener Elemente für die Moleküldy-
namiksimulationen bei einer Zuggeschwindigkeit von 0 m s−1. Die drei grauen Linien entspre-
chen den Simulationen bei den drei Temperaturen 200, 220 und 240 K, die schwarze Linie ist
der daraus gebildete Mittelwert.
am Ende der Äquilibrierung angegeben (kursiv).
Eine genaue Betrachtung der Abstände zwischen den Hydroxidanionen und den beiden
Schwefelatomen zeigt, dass bei allen acht Reaktionen immer der kleinere der beiden S–
O-Abstände am Ende der Äquilibrierung zur Reaktion führt.
Weiterhin ist festzustellen, dass alle Abstände zwischen den Atomen kleiner als 5 Å
sind. Dies gilt auch für den Abstand zwischen S2 und N7, die eine neue Bindung bilden.
Der Abstand von N8 zu den beiden Schwefelatomen ist zu Beginn der Simulationen mit
7.8 Å bzw. 6.9 Å deutlich größer als 5 Å, aber der Abstand zwischen N8 und dem später
attackierten Kohlenstoffatom beträgt 5.05 Å.
Eine graphische Darstellung verschiedener Abstände ist in Abbildung 3.32 gezeigt: die
radialen Verteilungsfunktionen (RDF, engl. radial distribution function) von Natrium
und Sauerstoff gNaO(r), den Stickstoffatomen untereinander gNN(r), Schwefel und Stick-
stoff gSN(r) sowie Sauerstoff und Stickstoff gON(r) für die drei Temperaturen 200, 220
und 240 K. Die schwarze Linie ist der Mittelwert der Kurven bei den drei Temperaturen.
Der Peak zeigt, in welchem Bereich die Bindungsabstände zwischen benachbarten Ato-
men liegen. Die Werte für die S–O-Abstände aus Tabelle 3.12 sind nicht gezeigt, da für
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einen glatten Kurvenverlauf ausreichend viele Werte notwendig sind. Für zwei Schwefel-
und vier Sauerstoffatome ist die Länge der Simulationen, aus denen die RDFs erstellt
wurden, jedoch nicht ausreichend, da zu wenig Daten zur Verfügung stehen. Das äquili-
brierte System umfassten 94 490 Schritte. Die Darstellung wurde aus den Simulationen
bei 0 m s−1 Zuggeschwindigkeit erstellt.
Oben rechts in Abbildung 3.32 ist die radiale Verteilungsfunktion für die Stickstoff-
atome untereinander gNN(r) gezeigt. Der häufigste Abstand zwischen einem beliebigen
Stickstoffatom und dem nächsten benachbarten Stickstoffatom beträgt 3.3 Å. Der typi-
sche Abstand zwischen einem der vier Hydroxidanionen und dem nächsten Stickstoff-
atom ist kleiner und liegt bei 3.0 Å (Abbildung 3.32 unten rechts). Größer dagegen ist
der Abstand zwischen einem der beiden Schwefelatome der Disulfidbindung und sei-
nen nächsten benachbarten Stickstoffatomen. Er liegt bei 3.6 Å (Abbildung 3.32 unten
links). Fügt man die Beobachtung aus Tabelle 3.12 und Abbildung 3.32 zusammen,
folgt: Eine notwendige aber nicht hinreichende Voraussetzung für eine erfolgreiche Re-
aktion innerhalb des simulierten Zeitraums ist die räumliche Nähe des Nucleophils zur
Disulfidbindung. Alle Abstände zwischen den Atomen, die im Laufe der Simulation ei-
ne neue Bindung ausbilden sind zu Beginn 4.5 Å oder kleiner. Damit befindet sich das
Nucleophil, ob Hydroxidanion oder Ammoniakmolekül, innerhalb der ersten Koordinati-
onssphäre um ein Schwefelatom (Abbildung 3.32 unten links). Moleküle, die sich weiter
entfernt befinden, können im Zeitrahmen der hier durchgeführten Simulationen nicht an
Reaktionen teilnehmen. Eine kurze Entfernung von 4.5 Å oder weniger führt allerdings
nicht zwangsläufig zu einer Reaktion (vgl. Tabelle 3.12). Das zeigen diejenigen Werte in
Tabelle 3.12, die kleiner als 4.5 Å sind und dennoch nicht zu einer Reaktion führen.
Verfügbarkeit der Nucleophile
Nicht nur die räumliche Nähe des potentiellen Nucleophils sondern auch dessen Mobi-
lität tragen zu seiner Fähigkeit bei, Reaktionen eingehen zu können. Tabelle 3.13 listet
alle Na–O-Abstände am Ende der jeweiligen Äquilibrierung auf. Die beigefügten Ab-
bildungen zeigen die Entwicklung dieser Na–O-Abstände während der Äquilibrierung.
Alle Abstände, die am Ende der Äquilibrierung kleiner 4.5 Å sind, sind in der Tabel-
le unterstrichen und in den Abbildungen gestrichelt dargestellt. Aus den Abbildungen
ist ersichtlich, dass sich einige der Na–O-Abstände zwischen 2 und 3 Å bewegen, im
Bereich zwischen 3 und 5 Å kaum Abstände vorliegen, erst wieder ab 5 Å und länger.
Die RDF aus Abbildung 3.32 oben links (gNaO(r)), erstellt aus drei auf die Äquilibrie-
rung folgenden Simulationen, bei denen es im System zu keinen Reaktionen kam, zeigt
einen Peak bei 2.4 Å. Zusammen mit den Daten aus Tabelle 3.13 folgt, dass sich die
Natriumkationen und die Hydroxidanionen auf 2.4 Å nähern und diese Distanz, einmal
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Tabelle 3.13: Na–O-Abstände am Ende der Äquilibrierungen bei 200, 220 und 240 K. Der
Verlauf der Na–O-Abstände ist in den Abbildungen gezeigt. In der Abbildung gestrichelt, in der
Tabelle unterstrichen: Abstände, die am Ende kleiner als 4.5 Å sind.
Na9 Na10 Na11 Na12
O3 5.47 2.28 7.56 6.35
O4 6.80 2.28 4.15 7.68
O5 4.99 6.96 2.32 2.40


















MD-Schritt / 1 000
Na9 Na10 Na11 Na12
O3 5.34 2.41 7.40 5.66
O4 7.24 2.63 3.45 7.52
O5 5.35 6.53 2.72 3.26


















MD-Schritt / 1 000
Na9 Na10 Na11 Na12
O3 5.99 2.06 7.00 6.34
O4 7.29 3.09 2.51 6.41
O5 5.45 7.06 2.48 2.44


















MD-Schritt / 1 000
Na9 Na10 Na11 Na12
O3 5.54 2.67 7.43 6.82
O4 7.07 2.41 3.09 6.04
O5 5.02 6.19 2.50 2.45


















MD-Schritt / 1 000
Na9 Na10 Na11 Na12
O3 5.89 2.34 7.65 5.87
O4 6.31 2.65 3.26 7.02
O5 5.17 7.45 2.64 2.30


















MD-Schritt / 1 000
Na9 Na10 Na11 Na12
O3 5.57 2.27 6.67 6.74
O4 6.37 2.48 2.51 6.01
O5 6.46 6.52 2.63 2.29


















MD-Schritt / 1 000
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erreicht, beibehalten. Es bilden sich in der hier vorliegenden Zeitspanne keine Cluster
sondern Ketten. In Abbildung 3.33 ist eine solche Na–O-Kette zur Verdeutlichung sche-
matisch dargestellt. Am Ende jeder der drei Äquilibrierungen hat sich eine Kette aus





Abbildung 3.33: Kette aus Natriumkationen und Hydroxidanionen.
Kein Hydroxidanion, das zwei Natriumkationen als unmittelbare Nachbarn (d. h. Ab-
stand kleiner 4 Å) hat, reagiert als Nucleophil. Es ist also notwendig aber nicht hinrei-
chend für eine Reaktion, dass das Nucleophil vollkommen „frei“ oder maximal an ein
Kation gebunden ist.
Aus der Betrachtung der Abstände zwischen Schwefelatomen und Hydroxidanionen
einerseits und Natriumkationen und Hydroxidanionen andererseits lässt sich folgern,
dass die Nucleophile zu Beginn der Simulation in der ersten Koordinationssphäre sein
müssen und gleichzeitig Kontakt zu höchstens einem Gegenion haben dürfen.
In den Simulationen bilden sich Na–O-Ketten, deren Na–O-Abstände bei 2.4 Å liegen.
Dies ist konsistent mit experimentellen Beobachtungen. Tabelle 3.15 listet für verschie-
dene NaOH-Hydrate die Na–O-Abstände auf. Diese sind im Mittel 2.4 Å. Tabelle 3.14
gibt die Löslichkeit von NaOH in NH3 und zur Veranschaulichung die von NaOH in
H2O, von NaCl in NH3 und in H2O an: Natriumhydroxid ist in flüssigem Ammoniak
bei −40◦C um vier Größenordnungen weniger gut löslich als Kochsalz. Die Löslichkeit
beträgt 0.00025 Gew.-% bei −40 ◦C (=̂ 233 K). Die Löslichkeit beider Verbindungen in
Wasser bei 25◦C liegt dagegen in der gleichen Größenordnung. Diese schlechte Löslich-
keit von Natriumhydroxid in Ammoniak und der mittlere Na-O-Abstand in kristallinem
NaOH von 2.4 Å deutet darauf hin, dass CPMD das Verhalten von Na+ und OH− in
Ammoniak qualitativ adäquat wiedergibt. Im mit CPMD untersuchten System liegen
17.6 Gew.-% NaOH vor.
Tabelle 3.14: Löslichkeit von NaOH und zum Vergleich von NaCl in Wasser bzw. in flüssigem
Ammoniak. Werte aus Solubilities of Inorganic and Organic Compounds [36].
Verbindung in LM T / ◦C Menge / Gew.-%
NaOH in NH3 −40 0.00025
NaCl in NH3 −40 2.10
NaOH in H2O 25 51.53
NaCl in H2O 25 26.43
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Tabelle 3.15: Na–O-Abstände (Å) verschiedener Natriumhydroxid-Hydrate.
Verbindung Na-O-Abstände / Å Mittelwert / Å Literatur
α-NaOH · 4 H2O 2.38, 2.35, 2.36, 2.36, 2.36 2.36 [37]
α-NaOH · 4 H2O 2.36, 2.39, 2.38, 2.36, 2.38 2.37 [38]
β-NaOH · 4 H2O 2.392, 2.373, 2.405, 2.438, 2.336, 2.386 2.388 [39]
2.403, 2.403, 2.353, 2.503, 2.518, 2.372NaOH · 3.5 H2O 2.391, 2.346, 2.418, 2.388, 2.322, 2.673 2.424 [40]
NaOH · 7 H2O 2.405, 2.349, 2.412, 2.365, 2.431, 2.404 2.394 [40]
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Abbildung 3.35: Beobachteten Reaktionen. Neben dem erwarteten nucleophilen Angriff des
Hydroxidanions (ganz oben) wurden weitere Reaktionen beobachtet.
In den durchgeführten Moleküldynamiksimulationen konnten verschiedene Reaktio-
nen beobachtet werden. Wie erwartet fanden Reaktionen von Hydroxid mit einem Schwe-
felatom der Disulfidbindung statt. Daneben wurden auch Reaktionen von Lösemittelmo-
lekülen mit der Disulfidbindung beobachtet. In einem Fall war es ein Ammoniakmolekül,
das zu einem Schwefelatom des Disulfids eine neue Bindung ausbildete. In einem wei-
teren Fall fand die Reaktion zwischen dem Stickstoffatom des Ammoniaks und einem
an ein Schwefelatom benachbartes Kohlenstoffatom statt. In einer Moleküldynamiksi-
mulation kam es zu einer Deprotonierung eines CH3CH2-Fragmentes, so dass Ethylen
gebildet wurde.
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Der Vergleich der in den Moleküldynamiksimulationen beobachteten Bindungslän-
gen und deren Änderung mit in statischen Einzelpunktrechnungen ermittelten Werten
für die entsprechenden Moleküle ermöglicht Aussagen über die Ladung der in den Si-
mulationen entstehenden Spezies. Demnach erfolgen die S–S- und C–S-Bindungsbrüche
homolytisch. Die ionischen Produkte entstehen erst, wenn ein Nucleophil an einem der
beiden Fragmente angreift. Wenn keine neue Bindung gebildet wird, dann liegen die
beiden Fragmente am Ende der Simulation noch immer als Radikale vor.
3.5 Zusammenfassung und Schlussfolgerungen
Experimentelle Untersuchungen von Disulfidbrücken in Polypeptidketten haben gezeigt,
dass die häufigste Konformation von Disulfidbindungen in Proteinen die linksgängige
helikale Struktur ist (θCCSS = −60◦, θCSSC = −90◦, θSSCC = −60◦).
Ausgehend von der rechtsgängigen helikalen Konformation (aus Symmetriegründen
gleichwertig mit der linksgängigen Konformation) erfolgten statische Rechnungen zu
den Potentialflächen entlang des Abstandes dCαCα der terminalen Kohlenstoffatome so-
wie CP-Moleküldynamiksimulationen, bei denen das isolierte Disulfid gestreckt wurde.
Die Änderung der Diederwinkel und Abstände bei großen Auslenkungen ist für die mit
Gaussian 03 gerechneten Kurven stärker ausgeprägt als für die mit CPMD gerechneten
Kurven. Möglicherweise sind die Orbitale durch die Beschreibung des Systems mit ebe-
nen Wellen zu stark ausgedehnt. Für die Moleküldynamiksimulation bedeutete dies, dass
die Bindungslängen im Molekül bei großen Auslenkungen länger dargestellt werden als es
der Realität entspricht. Daraus resultiert für die Berechnung mit CPMD bei hohen Aus-
lenkungen die um weniger als 1 nN größere Kraft für den Bruch der S–S-Bindung. Sowohl
bei den statischen Einzelpunktrechnungen als auch bei den bei niedrigen Temperaturen
durchgeführten Moleküldynamiksimulationen zeigt sich, dass bei kleinen Auslenkungen
ein lokales Maximum überwunden wird. Aus den statischen Rechnungen folgt, dass hier-
für eine Kraft von 310 bis 430 pN notwendig ist (je nach Programm und Funktional).
Dabei erfolgt eine Konformationsänderung des Disulfids, das von der ursprünglichen he-
likalen Konformation in eine gewinkelte Konformation übergeht. Die Energiebarriere für
diesen Übergang liegt zwischen 1.9 und 2.3 kcalmol−1.
Im Protein sind die beiden Enden der Disulfidbindung über eine Aminosäurekette
miteinander verbunden. Die Länge und dreidimensionale Struktur dieser Kette lassen
die Annahme plausibel erscheinen, dass sich die Disulfidbindung im Protein nicht so
frei bewegen kann wie im isolierten Molekül. Wird die Beweglichkeit im Modellsystem
eingeschränkt, indem die Rotation der Methylgruppen verhindert wird, so verliert das
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System die Möglichkeit, dem äußeren Zwang nachzugeben, die Struktur zu ändern und
so von der helikalen Konformation in eine gewinkelte überzugehen. Die Struktur, die
das Disulfid bei von außen angelegter Kraft annimmt, ähnelt derjenigen, wie sie bei
Übergangszustandsrechnungen gefunden wurde.
Die Schlussfolgerung ist, dass die Disulfidbindung durch das Ziehen am Polypeptid
eine Struktur annimmt, die derjenigen ähnlich ist, wie sie in den Rechnungen zu den
Übergangszustandsstrukturen gefunden wird. Während das isolierte Disulfid seine Kon-
formation ändert, um dem äußeren Zwang zu entweichen, ist dies der Disulfidbindung
im Protein auch bei höheren Auslenkungen nicht möglich. Die Kraft, die notwendig ist,
um das Disulfid soweit zu strecken, dass die dem Übergangszustand ähnliche Struk-
tur erreicht wird, ergibt sich aus den statischen Rechnungen als 3 nN. Aus den CP-
Moleküldynamiksimulationen ergibt sich ebenfalls eine Kraft von 3 nN.
Aufgrund der guten Übereinstimmung mit dem experimentellen Wert von 0.5 nN ist
der vorgestellte Mechanismus eine plausible Erklärung für das im Experiment beob-
achtete Phänomen, dass die Reaktionsgeschwindigkeit mit zunehmender Kraft ansteigt,
bis diese Kraft 0.5 nN erreicht und anschließend mit einer geringeren Steigung weiter
verläuft.
Die Abhängigkeit der Reaktionsgeschwindigkeit von der angewendeten äußeren Kraft
über 500 pN hinaus kann durch die in den Simulationen beobachteten Nebenreaktionen
erklärt werden. Zusätzlich zu der Hauptreaktion (das Nucleophile greift am Schwefel-
atom der Disulfidbindung an), können auch Kohlenstoffatome der Disulfidbindung durch
Hydroxidanionen oder andere in der Lösung vorhandene Moleküle angegriffen werden.
Auch Eliminierungsreaktionen sind möglich. Homolytischer Bindungsbruch, wie in den
CP-Moleküldynamiksimulationen beobachtet, ist unwahrscheinlich, da die Reaktions-
partner im Experiment ausreichend Zeit haben einander zu treffen.
Garcia-Manyes et al. [27] stellen in ihrer Arbeit drei Hypothesen auf, die das Ab-
knicken der Reaktionsgeschwindigkeit erklären sollen. Als wahrscheinlichste Erklärung
schlagen die Autoren eine abrupte Konformationsänderung vor: Bei der Kraft von 500 pN
soll sich die zuvor gewinkelte Konformation des Disulfids in eine trans-Konformation än-
dern. Deren Struktur liegt näher an der des Übergangszustandes. Möglich sei auch ein
Energieprofil mit zwei Energiebarrieren, von denen die „außere“ höher als die „innere“
und somit geschwindigkeitsbestimmend ist. Zudem ist die äußere Barriere von der Kraft
abhängig. Mit Zunahme der von außen angelegten Kraft wird die äußere Barriere immer
weiter abgesenkt, bis sie, ab einer Kraft von 500 pN, kleiner ist als die innere Barriere.
Schließlich könnten auch weitere Reaktionen, die neben der nucleophilen Substitution
der Disulfidbindung auftreten, z. B. Reaktionen, an denen mehr als zwei Moleküle be-
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teiligt sind oder Bindungsbruch der C–S-Bindung.
Die plötzliche Konformationsänderung (insbesondere die zu θCSSC = 180◦) kann ausge-
schlossen werden. In keiner der durchgeführten quantenchemischen Rechnungen zu den
Potentialkurven wurde ein θCSSC von 180◦ beobachtet. Bei den Simulationen bei hohen
Temperaturen wird dieser Wert zwar einige Male erreicht, aber nur aufgrund thermi-
scher Bewegung. Deshalb nicht dauerhaft, da er kein energetisch günstiger Zustand ist.
Die einzige, abrupte Konformationsänderung, die beobachtet wird, ist der Übergang von
der helikalen zur gewinkelten Konformation. Zudem sollte eine plötzliche Konformati-
onsänderung einen Sprung in der Reaktionsgeschwindigkeit zur Folge haben, denn von
zwei verschiedenen Übergangszuständen würden verschiedene Reaktionsgeschwindigkei-
ten erwartet.
Der zweite Vorschlag, den „Knick“ zu erklären, erscheint ebenfalls wenig plausibel.
Zum einen werden in den Simulationen nicht zwei Übergangszustände beobachtet. Wenn
sich das Nucleophil auf die Disulfidbindung zubewegt, dann aus der ersten Koordinati-
onssphäre. Zum anderen wird dem System durch die von außen angelegte Kraft Energie
zugeführt. Die Energie der Edukte sollte folglich ansteigen. Die Lebensdauer des Über-
gangszustandes liegt idealerweise bei einer Molekülschwingung. In dieser Zeit kann das
Rasterkraftmikroskop nicht auf stattfindende Reaktionen reagieren (feedback response
∼ 3–5 ms). Vielmehr scheint es plausibel, dass die Verhinderung der Konformationsän-
derung von helikal zu gewinkelt für den im Experiment beobachteten Kurvenverlauf
verantwortlich ist: Mit zunehmender Kraft wird die Disulfidbindung immer weiter ge-
streckt. Dadurch nähert sich die Geometrie des Disulfids immer mehr derjenigen des
Übergangszustandes an. Bei einer Kraft von 500 pN ist diese Geometrie erreicht. Trotz
höherer Kräfte kann sich die Geometrie nicht mehr nennenswert ändern, da die Amino-
säurekette dies verhindert. Die zusätzliche Steigerung der Reaktionsgeschwindigkeit wird
durch zunehmende Nebenreaktionen und zunehmende Destabilisierung der S–S-Bindung
erreicht.
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4.1 Elektrolyse von Wasser
Die schon lange bekannte Wasserelektrolyse ist ein Paradebeispiel für die elektrolytische
Zersetzung. Wasser wird hierbei durch elektrischen Strom zersetzt, der zwischen zwei
Elektroden fließt. An der Anode findet die Oxidation statt. Elektronen werden dem
System entzogen. Dabei wird molekularer Sauerstoff O2 gebildet. Die Elektronen werden
von der Anode zur Kathode transportiert und dort dem System wieder zugeführt. An
der Kathode findet die Reduktion statt und molekularer Wasserstoff H2 wird gebildet.
Einsicht in die Grundkonzepte elektrochemischer Reaktionen wird durch Kenntnis
des Reaktionsmechanismus auf molekularer Ebene erlangt. Mit modernen quantenche-
mischen Methoden ist es heute möglich, die Bewegung von Elektronen und Kernen
während chemischer Reaktionen zu verfolgen.
Mit dem CPMD-Programmpaket wurden bereits die Eigenschaften von flüssigemWas-
ser untersucht [41–46]. Das BLYP-Funktional erwies sich hierbei als geeignet, die struk-
turellen und dynamischen Eigenschaften von Wasser zu beschreiben [46,47].
In der vorliegenden Arbeit, über die in [48] berichtet wurde, sollen elementare Re-
aktionsschritte der Elektrolyse von Wasser gefunden und dokumentiert werden. Um
die Vorgänge bei der Wasserelektrolyse vollumfänglich zu beschreiben, wäre es notwen-
dig, ein sehr großes System einschließlich der Elektroden, der Elektroden/Elektrolyt-
Grenzflächen und des Elektrolyten zu beschreiben. Um eine Kurzschluss zwischen den
Elektroden zu vermeiden, müsste die Elektrolytschicht ausreichend dick sein. Die Ober-
fläche der Elektroden müsste groß genug sein, um Fehlordnungen und Verunreinigungen
zu berücksichtigen. Ein derart großes und komplexes System konnte mit den zur Verfü-
gung stehenden Mitteln nicht zufriedenstellend beschrieben werden. Arbeiten, bei denen
Elektroden berücksichtigt wurden, beschränken sich auf die Chemie an Einkristallober-
flächen von Metallen wie Gold oder Platin [49–51].
Experimentell wurde gezeigt, dass Elektronen über Entfernungen von bis zu 20 Å
von der Elektrode tunneln [52]. In diesen Experimenten wurden Elektroden aus Gold
mit isolierenden Monoschichten aus ω-Hydroxythiolen bedeckt, die die Redoxspezies
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von der Oberfläche abhielten. Ein direkter Kontakt zwischen Elektrode und dem zu re-
duzierenden Molekül ist für den Elektronentransfer nicht notwendig. Deshalb liegt der
Schwerpunkt dieser Arbeit auf der Chemie in der wässrigen Lösung, abseits der Elek-
trodenoberfläche. Um das System einfach zu halten und um sich auf die wesentlichen
Reaktionen zu konzentrieren, werden weder der Elektrolyt noch die Elektroden und de-
ren katalytische Rolle berücksichtigt. Außerdem werden die Vorgänge im Anoden- und
Kathodenraum getrennt behandelt. Einen ähnlichen Ansatz findet man bei Tavernelli
et al. und Blumberger et al. [53, 54]. In diesen Arbeiten wurde die freie Energie von
Redoxreaktionen in Lösungen ermittelt. Während dabei der Elektronentransfer an sich
untersucht wurde, werden hier die Reaktionen in Folge des bereits vollendeten Elektro-
nentransfers betrachtet.
Das in diesem Teil der Arbeit zugrunde liegende Modell ist in Abbildung 4.1 graphisch
dargestellt. Im neutralen Wasser liegen wegen der Autodissoziation des Wassers, die in
a b c
Abbildung 4.1: Schematische Darstellung des zugrunde liegenden Modells der im Anodenraum
vorliegenden OH·-Radikale und im Kathodenraum vorliegenden H3O·-Radikale in reinem Was-
ser. Die grauen Balken stellen die Elektroden dar (Anode oben, Kathode unten), die roten und
die grauen Kugeln Sauerstoff- und Wasserstoffatome. Die schwarzen gezackten Linien deuten
an, dass der Bereich zwischen Anoden- und Kathodenraum nicht gezeigt ist.
verschiedenen CPMD-Studien [43,55] beschrieben wurde, Oxoniumkationen und Hydro-
xidanionen vor (Abbildung 4.1a). Das Anlegen eines Feldes an die Elektroden bewirkt,
dass Anionen zur positiv geladenen Anode wandern, so dass sich deren Konzentrati-
on im Anodenraum erhöht (Abbildung 4.1b). In räumlicher Nähe zu den Elektroden
werden die Hydroxidanionen entladen, so dass sie als Hydroxylradikale vorliegen (Abbil-
dung 4.1 c). Gleiches gilt für die Oxoniumkationen, die zur Kathode wandern und dort
entladen werden. H3O· lässt sich in der Gasphase experimentell durch Ionenstrahlspek-
troskopie [56], in kondensierter Phase durch γ-Radiolyse von Wasser [57] bilden. Seine
Lebensdauer wird für die Gasphase mit 10−6 s angegeben. Theoretische Arbeiten zum
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Oxoniumradikal zeigen, dass metastabiles H3O· wegen der geringen Energiebarriere ge-
genüber dem Zerfall in H2O und H· in der Gashase unwahrscheinlich ist [58]. In Lösung
entsteht durch Ladungstrennung H3O+ und solvatisiertem Elektron eaq [59–61].
Um den Effekt der Elektroden, die hier nicht berücksichtigt wurden, zu simulieren,
wurde das System so gestaltet, dass die reaktiven, neutralen Verbindungen schon von
Beginn an vorliegen. In dieser Arbeit wurden Reaktionen simuliert, die aus acht OH·
und vier H3O·-Spezies resultieren. Das ist die doppelte Anzahl an Molekülen, die nach
den Gleichungen
4 OH· → O2 + 2 H2O
2 H3O
· → H2 + 2 H2O
zur Bildung von molekularem Sauerstoff bzw. Wasserstoff notwendig sind. Es wurden 15
Simulationsläufe bei drei verschiedenen Temperaturen (je 5 Simulationen bei 300, 325
und 350 K) sowohl für den anodischen als auch für den kathodischen Elektrodenraum
durchgeführt. Die Zahl der Wassermoleküle im System betrug für die Simulationen zur
Sauerstoffbildung 69, für die Simulationen zur Wasserstoffbildung 73. Um die Änderung
der elektronischen Struktur beobachten zu können, wurden exemplarisch bei einigen der
Simulationen während der Moleküldynamik die Zentren der Wannierorbitale der über-
zähligen Elektronen (kathodische Reaktion) und die Spindichte (anodische Reaktion)
durch das verwendete Programm berechnet. Im Folgenden werden die Zentren der La-
dungsdichte der lokalisierten Orbitale, die sogenannten Wannierzentren, als Elektronen
bezeichnet.
4.1.1 Sauerstoffbildung
In den 15 Moleküldynamiksimulationen des Anodenraums kam es, ausgehend von acht
OH·-Radikalen in reinem Wasser, zur Bildung von Wasserstoffperoxid, Oxoniumkation-
en, Hydroxylanionen, Wasser und, wie angestrebt, molekularem Sauerstoff. Exempla-
risch für die verschiedenen beobachteten Reaktionen, bei denen molekularer Sauerstoff
gebildet wird, folgt die Schilderung eines dieser Simulationsläufe bei 350 K. In diesem
entstehen zwei Triplett-Sauerstoffmoleküle und vier Moleküle Wasser aus acht Hydro-
xylradikalen.
Auf die Bildung der beiden Sauerstoffatome dieser Simulation wird nacheinander ein-
gegangen. Im Anschluss daran folgen Beobachtungen, die auch die weiteren Moleküldy-
namiksimulationen umfassen. Für jedes der beiden Sauerstoffatome sind die relevanten
Reaktionsschritte in einer Abbildung gezeigt (Abbildungen 4.2 für das erste Sauerstoff-
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molekül und Abbildung 4.4 für das zweite Sauerstoffmolekül). In einer zweiten Abbildung
sind Momentaufnahmen aus der Simulation dargestellt (Abbildungen 4.3a, b, c und d
für das erste Sauerstoffmolekül und Abbildung 4.5a, b, c und d für das zweite Sauer-
stoffmolekül). Sie zeigt, neben den beteiligten Molekülen, die aus ungepaarten Elektro-
nen resultierende Spindichte des Systems. Die Spindichte für Elektronen mit Spin +1/2
OH· + OH· 1H2O2 1
1H2O2 + H2O + OH
· HO2· + H3O++ OH− 2
HO2
· + H2O + OH· 3O2 + H3O+ + OH− 3
3 OH· + 1 OH· + 2 H2O 3O2 + 2 H3O+ + 2 OH− 1–3
Abbildung 4.2: Beispiel einer Reaktionssequenz, die in einer der simulierten anodischen Reak-
tionen beobachtet wurde und zur Bildung von einem 3O2 führt.
und mit Spin −1/2 ist in blauer und grüner Farbe dargestellt. Die Spindichte der vier
OH·-Radikale hat eine hantelförmige Gestalt. Das Singulett-Wasserstoffperoxid besitzt
keine Spindichte, während die Spindichte im Triplett-Sauerstoffatom ringförmig an bei-
den Sauerstoffatomen vorliegt. Im Triplett-Wasserstoffperoxid oszilliert die Spindichte
an beiden Sauerstoffatomen des Moleküls während der Simulation zwischen Hantel- und
Ringform (in blau, oben rechts in Abbildung 4.3a, b und c).
Während der ersten 0.4 ps der Moleküldynamiksimulation dimerisieren zwei Hydro-
xylradikale und Singulett-Wasserstoffperoxid wird gebildet. Etwa 0.8 ps später wird ein
Proton vom Singulett-Wasserstoffperoxid zu einem benachbarten Wassermolekül über-
tragen und gleichzeitig ein Elektron zu einem der vier OH·-Radikale, das sich etwa 8 Å
entfernt befindet. Das ungepaarte Elektron des HO2· zeigt sich an den hantelförmigen
blauen Orbitalen, die sich an beiden Sauerstoffatomen befinden (Abbildung 4.3b). Die
Änderung der Spindichte als Ergebnis des Elektronentransfers vom Singulett-Wasser-
stoffperoxid zum OH·-Radikal lässt sich durch den Vergleich der Abbildungen 4.3b und
c erkennen. In Abbildung 4.3a ist das Orbital deutlich sichtbar, in Abbildung 4.3 c
besitzt das ehemalige OH·-Radikal keine Spindichte mehr (unten links in der Abbildun-
gen). Im dritten Schritt wird das zweite Proton des HO2·-Moleküls zu einem benachbar-
ten Wassermolekül transferiert, während ein Elektron zu einem weiteren OH·-Radikal
übertragen wird. Die hantelförmige blaue Spindichte an beiden Sauerstoffatomen än-
dert seine Form zu zwei Ringen, wie der Vergleich zwischen den Abbildungen 4.3 c und
d zeigt. Die resultierende Spezies sind ein Oxoniumkation, ein Hydroxidanion und das
Triplett-Sauerstoffmolekül.
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Abbildung 4.3: Momentaufnahmen aus einer der Moleküldynamiksimulationen für den An-
odenraum. Gezeigt sind die direkt an der Bildung der beiden 3O2 beteiligte Moleküle (O-Atome
als rote, H-Atome als weiße Kugeln) sowie die Spindichte des Systems (grüne und blaue Orbi-
tale) zu verschiedenen Zeitpunkten der Simulation. Nicht direkt beteiligte Wassermoleküle sind
stäbchenförmig dargestellt.
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OH· + OH· 3H2O2 1
3H2O2 + OH
− H2O2·− + OH· 2
H2O2
·− + OH· 1H2O2 + OH− 3
1H2O2 + OH
· HO2· + H2O 4
HO2
· + H2O + OH· 3O2 + H3O+ + OH− 5
1 OH· + 3 OH· 3O2 + H3O+ + OH− 1–5
Abbildung 4.4: Beispiel einer Reaktionssequenz, die in einer der simulierten anodischen Reak-
tionen beobachtet wurde und zur Bildung des zweiten 3O2 im System führt.
Die Bildung des zweiten Sauerstoffmoleküls beginnt 0.8 ps nach dem Start mit der
Entstehung eines Wasserstoffperoxidmoleküls im Triplettzustand. Dieses Triplett-Was-
serstoffperoxid erhält von einem Hydroxidanion ein Elektron. Die Spindichte am H2O2·−
nimmt ab, wie der Vergleich oben rechts in Abbildung 4.5amit Abbildungen 4.3a, b und
c zeigt, während das OH unten links in Abbildung 4.5a Spindichte entwickelt. Im nächs-
ten Schritt wird aus dem H2O2·− Singulett-Wasserstoffperoxid, indem ein Elektron an
ein weiteres OH·-Radikal abgegeben wird. 2.0 ps nach Beginn der Moleküldynamiksimu-
lation wird ein Wasserstoffatom vom Singulett-Wasserstoffperoxid an ein benachbartes
OH·-Radikal übertragen. Im letzten Reaktionsschritt wird ein Proton an ein benach-
bartes Wassermolekül übertragen, ein Elektron an das letzte verbliebene OH·-Radikal.
Am Ende werden die entstandenen Ionen durch aufeinanderfolgende Protonentransfers
neutralisiert, so dass die Lösung aus zwei Triplett-Sauerstoffmolekülen, in Wasser gelöst,
besteht.
Die Bildung der beiden Sauerstoffmoleküle kann auch am Verlauf der O–O-Abstände
verfolgt werden. Abbildung 4.6 zeigt die O–O- und H–O-Abstände der Atome, die an der
Bildung der beiden Sauerstoffmoleküle, in den Abbildungen 4.2 bis 4.5 gezeigt, beteiligt
sind. Am Verlauf der schwarzen Linie ist deutlich zu erkennen, dass nach etwa 0.4 ps ein
Singulett-Wasserstoffperoxid gebildet wurde. Der O–O-Abstand dO−O(H2O2) beträgt
im Mittel 1.53 Å. 1.2 ps nach Beginn der Moleküldynamiksimulation wird das erste der
beiden Wasserstoffatome abgegeben. Die schwarz-gepunktete Linie zeigt das Aufbrechen
der H–O-Bindung an.
Das resultiende HO2· hat einen etwas kürzeren O–O-Bindungsabstand dO−O(HO2·)
von 1.37 Å und dieser oszilliert weniger stark als im Wasserstoffperoxid. Nach wei-
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Abbildung 4.5: Momentaufnahmen aus einer der Moleküldynamiksimulationen für den An-
odenraum. Gezeigt sind die direkt an der Bildung der beiden 3O2 beteiligte Moleküle (O-Atome
als rote, H-Atome als weiße Kugeln) sowie die Spindichte des Systems (grüne und blaue Orbi-
tale) zu verschiedenen Zeitpunkten der Simulation. Nicht direkt beteiligte Wassermoleküle sind
stäbchenförmig dargestellt.
teren 0.6 ps wird das zweite Wasserstoffatom abgegeben, der O–O-Bindungsabstand
dO−O(3O2) verkürzt sich nochmals auf 1.24 Å, während sich der H–O-Abstand sehr
schnell vergrößert. Für das zweite Sauerstoffmolekül, das gebildet wird, werden die glei-
chen Beobachtungen gemacht. Zusätzlich ist die Bildung des Triplett-Wasserstoffper-
oxids zu erkennen: Nach etwa 0.8 ps nimmt der O–O-Abstand dO−O(3H2O2) einen Wert
von etwa 2.19 Å an, um den die Bindung ungleichmäßig schwankt. Etwa 1.7 ps nach Be-
ginn der Moleküldynamiksimulation erfolgen die Reaktionen 2 und 3 (Abbildung 4.4),
und das Triplett-Wasserstoffperoxid reagiert zu Singulett-Wasserstoffperoxid. Die Ände-
rung der O–O-Bindungslänge nach den beiden Protonentransfers ist auch hier deutlich
zu sehen.
Eine Übersicht über die in allen Moleküldynamiksimulationen beobachteten Reak-
tionen ist in Abbildung 4.7 gezeigt. Allgemein startet die Reaktionssequenz mit der
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Abbildung 4.6: Zu den in den Abbildungen 4.2 bis 4.5 gezeigten Moleküldynamiksimulationen
sind die beiden O–O-Abstände der Sauerstoffatome, die die beiden O2-Moleküle ausbilden, in
schwarz und dunkelgrau gegen die Simulationsdauer in ps aufgetragen. Die H–O-Abstände, die
im Verlauf der Moleküldynamiksimulation gebrochen werden, sind gepunktet gezeigt. Schwarz
sind die beiden H–O-Abstände, die zu der O–O-Bindung gehören, die in schwarz dargestellt ist,
für die dunkelgrauen Linien gilt das entsprechende.
Rekombination zweier Hydroxylradikale, was zur Bildung von entweder Singulett- oder
Triplett-Wasserstoffperoxid führt (Reaktionen 1 a und 1 b in Abbildung 4.7). Singulett-
und Triplett-Wasserstoffperoxid werden etwa im gleichen Verhältnis gebildet. In den
durchgeführten Simulationen wird die Bildung von 13 Singulett und 10 Triplett Was-
serstoffperoxidmolekülen. Die zu Beginn geformten Triplett-Wasserstoffperoxide wer-
den dann in Singulett-Wasserstoffperoxid umgewandelt. Zwei verschiedene Mechanis-
men werden für diese Spin-Flip-Reaktion beobachtet. Der vorherrschende Mechanismus
besteht in einem Elektronenaustausch zwischen einem Triplett-Wasserstoffperoxid und
einer anderen Spezies. In der reaktiven Lösung gibt es drei Spezies mit ungepaarten
Spins, nämlich HO2·, OH· und 3H2O2. Die beiden letzteren gehen Spin-Flip-Reaktionen
mit Triplett-Wasserstoffperoxid ein (Reaktionen 2 a und 2 b in Abbildung 4.7). Direkter
Kontakt zwischen den Reaktionspartnern ist dabei nicht notwendig. Der Austausch kann
vielmehr durch verbrückende Spezies wie H2O, Singulett-Wasserstoffperoxid oder OH·
vermittelt werden. Der zweite Mechanismus wird in der Gegenwart von Hydroxidanion-
en beobachtet, die die Spin-Flip-Reaktion durch die intermediäre Bildung von H2O2·−
katalysieren können (Reaktion 3 in Abbildung 4.7).
Als wichtige Zwischenprodukte entstehen aus Wasserstoffperoxid HO2·-Radikale (Re-
aktionen 4 a und 4 b in Abbildung 4.7). Auch durch die Deprotonierung von H2O2·+
kann HO2· gebildet werden (Reaktion 5 in Abbildung 4.7).
In allen Simulationen, die zur Bildung von molekularem Sauerstoff führen, wurde die-
ses HO2· als Precursor beobachtet und scheint deshalb essentiell für die Bildung von mo-
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+OH− +OH·3H2O2 H2O2·− 1H2O2 3−OH· −OH−
1H2O2 + H2O + OH
· HO2· + H3O+ + OH− 4a
1H2O2 + OH








· + H2O + OH· O2 + H3O+ + OH− 6a
HO2
· + OH· O2 + H2O 6b
HO2
· + H2O2·+ + OH− O2 + H2O2 + H2O 6c
HO2
· + H2O2·− O2 + H2O + OH− 6d
Abbildung 4.7: Alle Elementarreaktionen, die in den Car-Parrinello-Simulationen der anodi-
schen Reaktionen beobachtet wurden. Die senkrechten Pfeile über den Molekülen bezeichnen
die α- bzw. β-Elektronen. Reaktionen 1–3 führen zur Bildung von Wasserstoffperoxid aus zwei
Hydroxyradikalen. In den Reaktionen 4 und 5 wird das HO2· gebildet, das in Reaktion 6 zu
molekularem Sauerstoff weiterreagiert.
lekularem Sauerstoff zu sein. Der gleichzeitige Transfer eines Protons und eines Elektrons
zu einem Radikal führt zum endgültigen Produkt O2 (Reaktionen 6 a bis 6 d in Abbil-
dung 4.7). Innerhalb von 0.7 ps nach ihrer Bildung sind zwölf von 16 HO2· Radikalen zu
O2 abreagiert, die vier verbliebenen reagieren innerhalb von 2.3 ps. Acht der Sauerstoff-
moleküle sind im Triplettzustand gebildet worden, während acht Sauerstoffmoleküle als
Singulett gebildet wurden. Eine Umwandlung von 1O2 zu 3O2 wurde in den durchge-
führten Moleküldynamiksimulationen nicht beobachtet. Die Lebensdauer beobachteter
Spezies ist in Tabelle 4.1 aufgelistet. Tabelle 4.2 listet alle am Ende der jeweiligen Mole-
küldynamiksimulation vorliegenden Moleküle auf. Die Simulationen sind entsprechend
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Tabelle 4.1: Lebensdauer (ps) einiger in den Moleküldynamiksimulationen beobachteter Ver-
bindungen. Wasserstoffperoxid in seinem Singulettzustand liegt in einigen Simulationsläufen bis
zum Ende vor.







der verwendeten Temperatur und innerhalb derer nach Anzahl der Simulationsschritte
geordnet. Dabei ist zu beachten, dass sich die Systeme in den meisten Fällen noch nicht
im Gleichgewicht befanden, da noch reaktive Verbindungen vorliegen. Die Simulatio-
nen wurden so lange fortgeführt, bis keine HO2·-Radikale mehr vorhanden waren. In
Tabelle 4.2: Übersicht über Art und Anzahl der Moleküle am Ende der jeweiligen Moleküldyan-
miksimulation. Geordnet nach der Temperatur (K) und der Länge der Simulation (Schritte, ps).
Temperatur Länge der Simulation Moleküle am Ende der MD# Schritte Dauer / ps
300
36 170 3.50 69 H2O, 1 OH−, 1 H3O+, 2 OH·, 1 H2O2, 1 1O2
36 170 3.50 69 H2O, 4 OH·, 2 H2O2
56 170 5.43 73 H2O, 2 3O2
56 170 5.43 71 H2O, 4 OH·, 1 3O2
56 170 5.43 71 H2O, 2 OH·, 1 H2O2, 1 3O2
36 170 3.50 69 H2O, 6 OH·, 1 H2O2
36 170 3.50 71 H2O, 2 OH·, 1 H2O2, 1 3O2
38 170 3.69 71 H2O, 1 OH−, 1 H3O+, 2 1O2
42 606 4.12 71 H2O, 1 OH−, 1 H3O+, 2 1O2
325
62 010 6.00 73 H2O, 2 1O2
350
36 170 3.50 71 H2O, 4 OH·, 1 1O2
36 170 3.50 69 H2O, 6 OH·, 1 H2O2
36 170 3.50 73 H2O, 2 3O2
51 977 5.03 69 H2O, 4 OH·, 2 H2O2
71 170 6.89 71 H2O, 4 OH·, 1 3O2
Tabelle 4.3 sind für die in den Moleküldynamiksimulationen beobachteten Reaktionen
die Reaktionsenergien in der Gasphase angegeben. Neben dem Dichtefunktionalen BLYP
(in den Moleküldynamiksimulationen verwendet) wurde B3LYP als Referenz angegeben.
Die Energien wurden mit Gaussian 03 berechnet, der verwendete Basissatz war in allen
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Fällen 6-311++G(d,p). Die mit den beiden DFT-Funktionalen berechneten Reaktions-
energie der in den Moleküldynamiksimulation beobachteten Reaktionen sind exotherm.





2 → 1O2 + H2O + OH−.
Hier nimmt die Zahl der Teilchen zu, also kann die Zunahme der Entropie die Triebkraft
für die Reaktion sein.
Die beiden Dichtefunktionale UBLYP und UB3LYP stimmen in ihrer Aussage dar-
über, ob eine Reaktion endo- oder exotherm ist, überein. Sie unterscheiden sich im
Mittel um 4.8 kcalmol−1 und maximal um 8.4 kcalmol−1. Eine Ausnahme stellt hierbei
die Bildungsenergie von Triplett-Wasserstoffperoxid dar, die mit dem BLYP-Funktional
als um 14.7 kcalmol−1 stabiler berechnet wird als mit dem B3LYP-Funktional. Der ex-
perimentelle Wert für die Dissoziation von Wasserstoffperoxid ist 48.75 kcalmol−1 [62]
und stimmt mit dem Wert für UB3LYP von 48.53 kcalmol−1 gut überein. Mit UBLYP
wird für die Dissoziation von Wasserstoffperoxid ein um 6 kcalmol−1 größerer Wert von
54.87 kcalmol−1 ermittelt.
Tabelle 4.3: Gasphasenreaktionsenergien (kcalmol−1) für die Reaktionen, die in den Mole-
küldynamiksimulationen des wässrigen Systems beobachtet wurden (X) oder denkbar sind, je-
doch in den Simulationen nicht auftreten (–). Der verwendete Basissatz ist 6-311++G(d,p).
Nettoreaktion UBLYP UB3LYP in den Simulati-Reaktionsenergie / kcalmol−1 onen beobachtet
2 OH· → 1H2O2 −54.87 −48.53 X
2 OH· → 3H2O2 −23.31 −8.58 X
3H2O2 → 1H2O2 −31.57 −39.95 X
OH− + OH· → H2O2·− −42.16 −35.13 X
3H2O2 + OH− → H2O2·− + OH· −18.85 −26.55 X
1H2O2 + OH− → H2O2·− + OH· 12.71 13.40 –
H2O2·− + OH· → 3H2O2 + OH− 18.85 26.55 –
H2O2·− + OH· → 1H2O2 + OH− −12.71 −13.40 X
H2O2·− + 2 OH· → HO2· + H2O + OH− −47.27 −46.05 X
H2O2·− + HO2· → 3O2 + H2O + OH− −27.64 −32.94 –
H2O2·− + HO2· → 1O2 + H2O + OH− 8.83 5.63 X
3H2O2 + OH· → HO2· + H2O −66.12 −72.59 –
1H2O2 + OH· → HO2· + H2O −34.56 −32.64 X
HO2· + OH· → 3O2 + H2O −69.80 −68.07 X
HO2· + OH· → 1O2 + H2O −33.33 −29.50 X
H2O2·+ + H2O → HO2· + H3O+ −8.86 −11.21 X
H3O2·+ + OH· → HO2· + H3O+ −40.77 −39.13 X
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4.1.2 Wasserstoffbildung
Wie für die Bildung der Sauerstoffatome wird exemplarisch für alle Moleküldynamiksi-
mulationen eine bei 300 K durchgeführte Simulation beschrieben.
In den Simulationen mit den neutralisierten Oxoniumionen in flüssigem Wasser waren
die Orbitale der zusätzlichen Elektronen nach der Wellenfunktionsoptimierung zu Be-
ginn der Moleküldynamiksimulation nicht auf den H3O-Resten lokalisiert. Stattdessen
wurde die Bildung von Paaren solvatisierter Elektronen im Raum zwischen den Löse-
mittelmolekülen beobachtet. Offensichtlich ist H3O· in Wasser nicht stabil.
Nur zwei der vier H3O-Einheiten im System reagierten auf der Zeitskala der Simula-
tionen (1.45 ps). Die H–H-Bindung wurde nach durchschnittlich 0.7 ps ausgebildet. Die
H2-Bildung scheint durch das attraktive Potential, das aus der negativen Ladung dieser
solvatisierten Elektronen resultiert, bestimmt zu werden. Diese Beobachtung stimmt mit









Abbildung 4.8: Momentaufnahmen zu verschiedenen Zeitpunkten einer Moleküldynamiksimu-
lation bei 300 K. In blau und violett sind die Wannierobitale der beiden Elektronen gezeigt, die
die neue H–H-Bindung ausbilden. Die direkt an der H2-Bildung beteiligten Atome sind als Ku-
geln dargestellt (Sauerstoff rot, Wasserstoff weiß), die nicht direkt beteiligten bzw. unbeteiligten
Atome stäbchenförmig (Sauerstoff rot, Wasserstoff weiß).
Moleküldynamiksimulation zu vier verschiedenen Zeitpunkten gezeigt. Neben den Mo-
lekülen sind die Wannierorbitale der beiden an der H2-Bildung beteiligten Elektronen
gezeigt. Abbildung 4.8a zeigt, wie nach 0.20 ps zwei H3O+ vorliegen und die Wannier-
orbitale der beiden Elektronen über das gesamte System delokalisiert sind. Innerhalb
der nächsten 0.25 ps lokalisieren die beiden Wannierorbitale (Abbildung 4.8b und c).
Dann erfolgt ein Protonentransfer von den beiden H3O+-Kationen in Richtung der bei-
den Elektronen. Aus den Wasserstoffatomen zweier Wassermoleküle wird molekularer
Wasserstoff gebildet (Abbildung 4.8d).
Obwohl die Bildung des ersten Wasserstoffmoleküls in kurzer Zeit stattfand, konnte
auch beim Verlängern einer der Simulationen auf 8.7 ps die Bildung des zweiten Was-
serstoffmoleküls nicht beobachtet werden. Stattdessen wurde die Bildung einer H13O6+-
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Abbildung 4.9: Schematische Darstellung der H13O6+-Struktur (links). Die durchgezogenen
Linien sind sind O–H-Bindungen. Die farbig gekennzeichneten Linien (durchgezogen und gestri-
chelt) sind die O–O-Abstände (Å), die im rechten Teil der Abbildung mit den entsprechenden
Farben gegen die Simulationsdauer (ps) aufgetragen sind.
Kation und verhindert so einen weiteren Protonentransfer der zur Bildung von H2 füh-
ren könnte. Der rechte Teil in Abbildung 4.9 zeigt die O–O-Abstände, die in der im
linken Teil der Abbildung gezeigten Struktur farbig gekennzeichnet sind. Hier werden
zwei Aspekte deutlich: Bereits zu Beginn nähern sich die beteiligten Moleküle einan-
der, bis sie einen Wert von etwa 2.7 Å erreicht haben. Die gezeigten Bindungsabstände


















Abbildung 4.10: Der in blau gekennzeichnete O–O-Abstand (Å) der Struktur aus Abbildung 4.9
und die beiden H–O-Abstände (Å) zwischen den beiden Sauerstoffatomen, die diesen O–O-
Abstand bilden und dem dazwischen liegenden Wasserstoffatom in schwarz und grau gegen die
Simulationsdauer (ps) aufgetragen.
Stoyanov et al. haben diese H13O6+-Strukur mit IR-Spektroskopie als dritte mögli-
che Struktur von H+ in Wasser neben Zundel- und Eigen-Ion identifiziert [63]. In ihrer
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Arbeit finden sie einen außergewöhnlich langen zentralen O–O-Abstand. Der zentrale
O–O-Abstand in Zundel-Ionen beträgt zwischen 2.34 Å und 2.42 Å. Der zentrale, in den
Abbildungen 4.9 und 4.10 blau dargestellte O–O-Abstand der hier präsentierten Mole-
küldynamiksimulation ist nach 1.5 ps im Mittel 2.54 Å, und damit deutlich länger als für
ein Zundel-Ion erwartet. Die in Abbildung 4.10 dargestellten graue und schwarze Linien
sind die H–O-Abstände zwischen dem zentralen Wasserstoff und den beiden umgeben-
den Sauerstoffatomen. Der Verlauf dieser Abstände zeigt, dass das Proton während der
Simulation zwischen den beiden Sauerstoffatomen fluktuiert und nicht etwa in der Mitte
zwischen den beiden Sauerstoffatomen verharrt.
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4.1.3 Zusammenfassung
Als Nebenprodukt für die Bildung von molekularem Sauerstoff wurde Singulettwasser-
stoffperoxid. Triplett-Wasserstoffperoxid wird durch Spin-Flip-Reaktionen schnell in den
Singulett-Grundzustand umgewandelt. Zwischenprodukte sind Triplett-Wasserstoffper-
oxid und das HO2·-Radikal. Die Bildung von molekularem Sauerstoff erfolgt ebenfalls
im Pikosekundenbereich, jedoch weniger schnell als die des Wasserstoffs. Bei der Bil-
dung von molekularem Wasserstoff betrug die durchschnittliche Dauer bis das erste
H2 entstanden war, 0.70 ps, wobei die längste 1.42 ps betrug. Die Bildung von stabi-
len H13O6+-Strukturen stabilisierte anscheinend die Oxoniumkationen und verhinderte































Abbildung 4.11: Schematische Darstellung der beobachteten H2-Bildung. Neben den beteilig-
ten Wassermolekülen und Oxoniumkationen sind die Orbitale der beiden Elektronen als graue
Wolke gezeigt (im linken Teil der Abbildung delokalisiert, im rechten lokalisiert).
Bildung von H2. Das anfänglich delokalisierte Elektronenpaar (diffuse graue Wolke auf
der linken Seite) lokalisierte sich im Laufe der Moleküldynamiksimulation. Dann erfolg-
te ein Wasserstofftransfer, ausgehend von den Oxoniumkationen zum Ort der höchsten
Elektronendichte. Dort wurde aus von Wassermolekülen stammenden Wasserstoffato-
men molekularer Wasserstoff H2 gebildet.
Die beobachteten Reaktionen, ausgehend von den zu Beginn vorliegenden Radikalen,
liefen innerhalb weniger Pikosekunden ab. Der geschwindigkeitsbestimmende Schritt
sollte die Diffusion der beteiligten Moleküle und Ionen sowie der Elektronentransfer
sein.
Weder die H2- noch die O2-Bildungsreaktionen waren im untersuchten Temperatur-
bereich (300–350 K) von der Temperatur abhängig.
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4.2 Reduktion des Nitrat-Anions zu Hydroxylamin
Wasserlösliche Nitrate sind ubiquitär und haben ein schon lange bekanntes Anion. Be-
reits 1834 führte Faraday Versuche zur Nitratreduktion durch [64]. Trotzdem ist es noch
immer ein Forschungsschwerpunkt. Später stand die Korrosion von Metallen durch Sal-
petersäure und die Synthese verschiedener Verbindungen wie Hydroxylamin im Mittel-
punkt des Interesses. Die Darstellung von Hydroxylamin durch Reduktion aus höheren
Oxidationsstufen des Stickstoffs (NO, NO2−, NO3−) unter anderem durch elektrischen
Strom ist bekannt [34]. Heute gilt die Aufmerksamkeit dem Einfluss des Nitrats auf
die Umwelt. Nitrat selbst ist, verglichen mit seinen Stoffwechselprodukten (z. B. Nitrit,
Nitrosamine) ungiftig. Diese können jedoch für den menschlichen Organismus lebensbe-
drohlich werden und die Umwelt schädigen. Nitrit oxidiert Hämoglobin zu Methämo-
globin [65], das keinen Sauerstoff transportieren kann. Diese sogenannte Methämoglo-
binämie kann zur Hypoxämie (erniedrigter Sauerstoffgehalt im arteriellen Blut) führen,
für die besonders Säuglinge anfällig sind [66, 67]. Nitrosamine werden endogen aus Nit-
rat und Nitrit gebildet und können zur Bildung eines Magenkarzinoms führen [68]. Eine
erhöhte Nitratkonzentration in Gewässern kann deren Eutrophierung zur Folge haben.
Nitrat wird vom Menschen überwiegend über Gemüse und das Trinkwasser aufgenom-
men [68]. Die Quelle hierfür ist oft die Landwirtschaft, wie regelmäßig wiederkehrenden
Medienberichten entnommen werden kann. Aber auch in Abwässern industrieller Pro-
zesse können hohe Nitratkonzentrationen vorhanden sein.
Darum ist es wichtig, Nitrat sowohl aus Grundwasser als auch aus Abwässern zu ent-
fernen. Allerdings ist es nicht einfach, dies durch chemische Reaktionen zu erreichen.
Katalysatoren oder eine Energiequelle sind notwendig, um die kinetisch kontrollierten
Reaktionen durchzuführen [69]. Es gibt hierfür bereits verschiedene Techniken. Üblich
sind Umkehrosmose, Ionenaustausch, Elektrodialyse und biologische Denitrifikation [70].
Auf der Suche nach kostengünstigen Methoden, um Nitratrückstände aus Abwässern,
die nicht mit biologischen Methoden behandelt werden können, zu entfernen, erfährt die
elektrochemische Reduktion von Nitrat zu molekularem Stickstoff steigende Aufmerk-
samkeit [71], besonders in der vergangenen 30 Jahren [72]. Dabei wurden beispielsweise
amorphe monometallische Elektroden wie Zinn [73], Bismut [72], Platin, Iridium, Rho-
dium und Ruthenium [74], amorphe bimetallische Elektroden wie Kupfer/Zink [75],
Platin/Rhodium [76] und einkristalline Elektroden aus Platin [77] und Kupfer [78] ver-
wendet.
Die bisherige (praktische) Forschung hat zu verschiedenen möglichen Reaktionsme-
chanismen geführt. Diese Mechanismen hängen von den experimentellen Bedingungen
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ab. Um weitere Einblicke in die Reduktion von Nitrat zu erlangen, erscheint es sinn-
voll, First-Principles-Moleküldynamiksimulationen zu nutzen. Das Modellsystem sollte
hierfür möglichst einfach gehalten werden, um die wesentlichen Reaktionsschritte be-
obachten zu können. Wegen dieser Vielzahl an möglichen Elektrodenmaterialien (mo-
nometallisch, Legierungen) und Oberflächenstrukturen (amorph, einkristallin), die alle
einen Einfluss auf den Reaktionsablauf nehmen können, werden die Wechselwirkungen
mit Elektrodenmaterialien und -oberflächen im Rahmen dieser Arbeit nicht behandelt.
First-Principles-Moleküldynamik wurde schon genutzt, um beispielsweise die Oxi-
dation des Nitrit-Anions zum Nitrat-Anion in Sodalith [79] und die Solvatation des
Nitrat-Anions an Luft-Wasser-Grenzflächen zu untersuchen [80]. Mit den in dieser Ar-
beit vorgestellten Simulationen sollen Mechanismen der Reduktion von Nitrat-Anionen
in Lösung gefunden und mit bisher bekannten Reaktionen verglichen werden. Dabei soll
die Oxidationsstufe des Stickstoffatoms von +V möglichst weit herabgesetzt werden.
Im Unterschied zu den Moleküldynamiksimulationen zum Disulfid handelt es sich
in diesem Teil der Arbeit nicht um eine einzelne Moleküldynamiksimulation, die die
Reaktion von den Edukten bis zu den Produkten beschreibt, sondern um eine Folge
einzelner Moleküldynamiksimulationen. Diese einzelnen Simulationen laufen für jeweils
4 000 Schritte, was einer Zeit von 0.39 ps entspricht, und beschreiben die Veränderun-
gen im System nach Zugabe eines Elektrons. Im Gegensatz zu den in Abschnitt 4.1
geschilderten Simulationen, in denen dem System alle Elektronen zu Beginn der Simu-
lation entzogen (Sauerstoffbildung) bzw. zugefügt (Wasserstoffbildung) waren, wurden
die Elektronen in diesem Teil der Arbeit schrittweiße zugegeben. Um den Effekt einer
Kathode zu simulieren, erfolgte diese Zugabe eines Elektrons durch den Austausch ei-
nes Moleküls Ammoniak, NH3, durch ein H3O·. Da die Ladung des gesamten Systems
unverändert neutral bleibt, befand sich somit mit jeder neuen Simulation ein zusätzli-
ches Elektron im System. Die Geometrie sowie die Geschwindigkeiten der Kerne wurden
hierbei von der vorhergehenden Moleküldynamiksimulation übernommen.
Abbildung 4.12 zeigt die Energieverläufe sowie die fiktive kinetische Energie der Elek-
tronen Tfik(e−) für die einzelnen Simulationen. Mit jedem NH3-Molekül, das durch ein
H3O· ersetzt wird, sinken die Energien (grüne und orangene Linien). Die fiktive kineti-
sche Energie der Elektronen nimmt im Lauf der einzelnen Moleküldynamiksimulationen
zu, abhängig von der Bewegung der Elektronen im System. Um die Veränderung der
elektronischen Struktur zu verfolgen, wurden alle 1 000 Schritte die Zentren der lokali-
sierten Wellenfunktionen (Zentren der Wannierfunktionen) berechnet und ausgegeben.
Für die Zeiträume zwischen diesen Punkten dienten die Bindungslängen als Indikator
für den Ladungszustand der Moleküle.
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Abbildung 4.12: Kohn-Sham-Energien, klassische Energien und Gesamtenergien (Hartree,
dunkel-, hellgrün, orange, linke Ordinate) sowie die fiktive kinetische Energie der Elektronen
(a.u., schwarz, rechte Ordinate) für die einzelnen Moleküldynamiksimulationen.
Im Nitrat-Anion besitzt das Stickstoffatom die Oxidationsstufe +V. Im Ammoniak
ist sie −III. Um beide Nitrat-Anionen um 8 Oxidationsstufen reduzieren zu können,
sind somit 16 Elektronen notwendig. Im System befanden sich zu Beginn neben den
beiden Nitrat-Anionen zwei Ammonium-Kationen, so daas das Gesamtsystem neutral
vorlag. Um schrittweise 16 Elektronen zuführen zu können, befanden 16 Ammoniakmo-
lekülen neben 52 Wassermolekülen im System. Letztere dienten als Lösemittel. Beide
Nitrat-Anionen wurden im Verlauf der Moleküldynamiksimulationen über Stickstoffdi-
oxid zu Hydroxylamin reduziert. Ausgehend vom Nitrit-Anion verlief der weitere Weg
über jeweils unterschiedliche Intermediate. Als Nebenreaktion wurden zwei Moleküle H2
gebildet.
4.2.1 Postulierte Reaktionsmechanismen zur Reduktion des
Nitrat-Anions zu Hydroxylamin
Das Nitrat-Anion kann zu verschiedenen stabilen Produkten wie NO2, HNO2, NO, N2O,
N2, H2NOH und NH3 reduziert werden [81]. Da in den hier durchgeführten Moleküldyna-
miksimulationen als Produkt lediglich Hydroxylamin entsteht, werden die Verbindungen
N2O, N2 und NH3 in der weiteren Ausführung nicht weiter behandelt.
Eine Liste von Arbeiten, die zur elektrokatalytischen Reduktion des Nitrat-Anions auf
Platin in sauer Lösung durchgeführt worden sind, ist bei de Groot und Koper [81] zu
finden. Dort werden auch mögliche Reaktionsmechanismen geschildert, die im Rahmen
dieser Arbeit nicht berücksichtigt werden können.
Der Weg vom Nitrat-Anion zum Hydroxylamin verläuft über das Nitrit-Anion. Als
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Zwischenprodukt kann NO2· gebildet werden.
Mögliche Reaktionsmechanismen [82] für den ersten Schritt der Reduktion des Nitrat-
Anions sind die Reaktion mit einem Elektron [83], gefolgt von einer Protonierung und




2− + H2O −−−−→ NO2· + 2 OH−
NO3
− + H2O
+e−−−−−→ NO2· + 2 OH−
(4.1)
Reduktion und Protonierung können auch simultan erfolgen [85]:
NO3
− + H2O
+e−−−−−→ NO2· + 2 OH− (4.2)
(Analog mit H3O+ oder NH4+ als Protonenquelle). Außerdem ist die Reaktion mit an
der Oberfläche von Elektroden adsorbierten Wasserstoffatomen Hads möglich [86]:
NO3
− + Hads −−−−→ NO2· + OH− (4.3)
Das so gebildete NO2· kann durch eine einfache Reduktion zu NO2− reduziert werden
[83]:
NO2
· + e− −−−−→ NO2− (4.4)




N2O4 + H2O −−−−→ NO3− + NO2− + 2 H+
2 NO2
· + H2O −−−−→ NO3− + NO2− + 2 H+
(4.5)
Nach Hydrogenierung durch ein adsorbiertes Wasserstoffatom Hads und Reaktion mit
H2O steht Salpetrige Säure im Gleichgewicht mit NO+ [87]:
NO2
· + Hads −−−−→ NO+ + OH− (4.6)
NO+ + H2O −−−−⇀↽ − HNO2 + H+ (4.7)
Einen weiteren Weg zum Nitrit-Anion, ohne das Zwischenprodukt NO2·, schlagen Bhat
et al. [88] vor. Das Nitrat-Anion wird durch ein Elektron reduziert, gefolgt von der
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Abspaltung von O·−. Dieses wird ebenfalls reduziert und bildet mit H2O zwei Hydro-
xidanionen:
NO3





+2 e−−−−−→ NO2− + 2 OH−
(4.8)
Die Nettoreaktionsgleichung ist ähnlich der in Gleichung 4.1. Allerdings wurde hier ein
Elektron mehr zugeführt, so dass am Ende NO2− statt NO2· vorliegt.
Der Weg vom Nitrit-Anion zu Hydroxylamin verläuft über die beiden Zwischenpro-
dukte NO· und HNO.
Für die Bildung des ersten Zwischenprodukts NO· werden verschiedene Reaktionswege
postuliert [82]. Simultaner Transfer eines Elektrons und eines Protons:
NO2
− + H2O
+e−−−−−→ NO· + 2 OH− (4.9)
Oder elektrochemische Hydrogenierung durch ein adsorbiertes Wasserstoffatom Hads:
NO2
− −−−−→ NO· + OH− (4.10)
Die Reduktion durch ein Elektron und anschließender Protonierung können auch schritt-
weise erfolgen: erst wird das Nitrit-Anion NO2− zu NO22− reduziert, dann protoniert,




2− + H2O −−−−→ NO· + 2 OH−
NO2
− + H2O
+e−−−−−→ NO· + 2 OH−
(4.11)
Neben dieser schrittweisen Reduktion ist auch eine Reaktion denkbar, bei der das Elek-
tron und das Proton gleichzeitig auf das Nitrit-Anion übertragen werden:
NO2
− + H2O
+e−−−−−→ NO· + 2 OH− (4.12)
Oder durch die Reaktion mit einem adsorbierten Wasserstoffatom Hads. In stark sau-
ren Lösungen ist ein Reaktionsmechanismus über das Nitrosooxonium H2NO2+ und das
Nitrosonium NO+, die miteinander im Gleichgewicht stehen, möglich. Aus dem Nitro-
sonium entsteht dann durch Reduktion NO·.
Aus dem ersten Zwischenprodukt NO· wird durch Reduktion durch ein Elektron und
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anschließende Protonierung HNO. Der Mechanismus hierfür ist noch nicht aufgeklärt
[82]:
NO· + H2O
+e−−−−−→ HNO + OH− (4.13)
Ebenso möglich ist die Reduktion mit einem adsorbierten Wasserstoffatom Hads.
Das Produkt H2NOH wird durch Reduktion von HNO durch zwei Elektronen und
nachfolgende Protonierung erreicht [90]. Diese Reaktion kann in einem Schritt stattfin-
den,
HNO + 2 H2O
+2 e−−−−−→ H2NOH + 2 OH− (4.14)
aber auch ein weiteres Zwischenprodukt H2NO· wird vorgeschlagen [91]:
HNO + H2O
+e−−−−−→ H2NO· + OH−
H2NO
· + H2O
+e−−−−−→ H2NOH + OH−
HNO + 2 H2O
+2 e−−−−−→ H2NOH + 2 OH−
(4.15)
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4.2.2 Statische Rechnungen
In Tabelle 4.4 sind für verschiedene Moleküle, die in den Simulationen auftreten oder
auftreten könnten, Werte für Bindungsabstände und Bindungswinkel aufgeführt. Für
Moleküle, deren Stickstoffatom mindestens drei benachbarte Atome besitzt, ist zusätz-
lich die Pyramidalisierung nach Nelsen et al. PN [92] angegeben. Dieser Pyramidali-
sierungswinkel PN ist die Abweichung des Mittelwertes der drei Bindungswinkel von
den 120◦ eines planaren Atoms. Für ein planares Molekül ist PN Null Grad, für ein
perfekt tetraedrisches 10.5◦. Neben solchen Molekülen und Ionen, die in den Moleküldy-
namiksimulationen beobachtet wurden, enthält die Tabelle auch Verbindungen, die in
den Simulationen nicht aufgetreten sind, deren Bildung aber denkbar ist. Für NO3H−,
NO2H2− und HNO2H− liesen sich die Geometrien nicht optimieren. In diesen Fällen
wurde OH− abgespaltet.
Tabelle 4.4: Geometrien (Abstände (Å), Winkel (◦)) verschiedener mit Gaussian 03 (BLYP/6-
311++G(d,p)) berechneter Moleküle. PN (◦) ist die Pyramidalisierung am Stickstoffatom (nach
Nelsen et al.). [92]
Molekül dNO / Å dN−OH / Å αONO / ◦ αHNO / ◦ PN / ◦
NO3− 1.28 – 120 – 0.00
NO32− 1.37 – 116 – 3.66
NO2· 1.28 – 102 – –
NO2− 1.28 – 117 – –
NO22− 1.40 – 114 – –
NO23− 1.56 – 110 – –
cis-NO2H− 1.24 1.92 110 – –
trans-NO2H− 1.22 1.96 109 – –
cis-NO2H 1.19 1.47 114 – –
trans-NO2H 1.17 1.52 111 – –
NO· 1.16 – – – –
NO− 1.27 – – – –
NO2− 1.40 – – – –
HNO 1.22 – – 109 –
HNO− 1.35 – – 107 –
HNO2− 1.43 – – 111 –
HNO2− 1.33 – 123 112 4.29
HNO22− 1.32 – 123 115 2.71
NH3 – – – – 12.6
NH4+ – – – – 10.5
H2NOH – 1.48 – – 16.1
H2NO· 1.29 – – – 0.436
HNOH· 1.40 – – – –
HNOH− 1.61 – – – –
H3O+ – – – – 7.10
H3O· – – – – 9.81
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2− + H3O+ −−−−→
x H2O
NO2 · · ·OH− + H2O
NO2 · · ·OH− −−−−→ NO2· + OH−
1 NO2
· +e−−−−−→ 1 NO2−
Abbildung 4.13: Die drei N–O-Abstände und der O–H-Abstand der neu gebildeten O–H-
Bindung sind in rot, blau, grün und schwarz gegen die Zeit aufgetragen (linke Ordinate). Die
Pyramidalisierung am Stickstoffatom PN ist in orange dargestellt (rechte Ordinate).
In den CP-Moleküldynamiksimulationen ist ein erstes Zwischenprodukt auf dem Weg
vom Nitrat-Anion zum Hydroxylamin das Nitrit-Anion. Das Nitrat-Anion wird durch
die sukzessive Zugabe zweier Elektronen mit zwischenzeitlicher Protonierung und unter
Abspaltung eines Hydroxidanions über das neutrale NO2· zum Nitrit-Anion reduziert.
Abbildung 4.13 zeigt für die Reduktion eines der beiden Nitrat-Anionen die drei N–
O-Abstände im Nitrat-Anion (rote, grüne und blaue Linien), den O–H-Abstand der
neu ausgebildeten O–H-Bindung (schwarze Linie) sowie die Pyramidalisierung PN am
Stickstoffatom (orange Linie) gegen die Zeit aufgetragen. Die Reaktionsgleichungen in
Abbildung 4.13 zeigen die einzelnen Schritte der Reaktionssequenz, die im Folgenden
detailliert diskutiert wird. Die beiden Elektronen werden bei 0.00 ps und 0.39 ps zuge-
geben.
Nach Zugabe des ersten der beiden Elektronen (zum Zeitpunkt t = 0.00 ps) ändert
sich die mittlere Länge der N–O-Bindungen von 1.30 Å auf 1.37 Å. Das zuvor trigonal-
planare Nitrat-Anion pyramidalisiert, wie das Ansteigen der orangen Linie zeigt. Beide
Beobachtungen stimmen mit den Ergebnissen der statischen Rechnungen in Tabelle 4.4
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für den N–O-Bindungsabstand im Nitrat-Anion dNO(NO3−) = 1.28 Å und in NO32−
dNO(NO3
2−) = 1.37 Å überein. Die Pyramidalisierung PN für NO32− ist 3.66◦.
Gleichzeitig zur Änderung der Geometrie wird eines der Sauerstoffatome des Nitrat-
Anions protoniert (schwarze Linie in Abbildung 4.13). Für beide NO32− erfolgt die
Protonierung nicht direkt durch ein benachbartes H3O+, sondern über eine Brücke von
einem bzw. drei Wassermolekülen. Der erste der zielgerichteten Protonentransfers erfolgt
dabei sofort, wenn das Nitrat-Anion seine zusätzliche negative Ladung erhalten hat. In
der Folge weitet sich die N–OH-Bindung dN−OH (rote Linie in Abbildung 4.13) noch
weiter auf als die N–O-Bindungen dNO (blaue und grüne Linie in Abbildung 4.13) und
bricht schließlich innerhalb von 0.1 ps. Die beiden verbliebenen N–O-Bindungslängen
dNO verkürzen sich auf im Mittel 1.21 Å und 1.23 Å. Nach Zugabe des zweiten Elektrons
(zum Zeitpunkt t = 0.39 ps) wird die Schwingungsamplitude der beiden N–O-Bindungen
größer.
Das Aufweiten der N–OH-Bindung dN−OH, die schließlich bricht, und die Protonierung
des Sauerstoffatoms erfolgen in den durchgeführten Simulationen gleichzeitig. Dies lässt
die intuitive Interpretation zu, dass ein Protonentransfer von einem Molekül der Lösung
zum NO32− stattfindet, unmittelbar gefolgt von der Abspaltung von OH−. Cook et
al. [84] schlagen dagegen vor, die Reaktion
NO3
2− + HA −−−−→ NO2· + OH− + A−
besser als O2−-Transfer mit konzertierter Protonierung statt als Protonentransfer zum
Sauerstoffatom gefolgt von der Abspaltung von OH− zu beschreiben. Diesen Vorschlag
des O2−-Transfers mit gleichzeitiger Protonierung entspricht der gemachten Beobach-
tung. Der N–O-Abstand weitet sich schon vor der Protonierung des Sauerstoffatoms
durch H+ auf. Sobald der O–H-Abstand kleiner und die O–H-Bindung ausgebildet wird,
steigt der N–O-Bindungsabstand an. Die beiden anderen N–O-Bindungsabstände wer-
den gleichzeitig kürzer.
Es gelang in der vorliegenden Arbeit nicht, die Geometrie von NO3H− mit statischen
Rechnungen (UBLYP/6-311++G(d,p)) zu bestimmen. Beim Versuch dies zu tun, zer-
fiel das Molekül wegen Konvergenzproblemen in die beiden Fragmente NO2 und OH.
In wässriger Lösung zerfällt dieses Molekül in NO2 und OH−, so wie es auch in den
Simulationen beobachtet wird. Cook et al. [84] gelang es, die Geometrie dieses Moleküls
mit MP2(full)/6-31G∗ zu optimieren. In NO3H− beträgt der N–OH-Bindungsabstand
laut Cook et al. dN−OH(NO3H−) = 1.59 Å.
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Bildung von Hydroxylamin über HNO2–
Ausgehend vom Nitrit-Anion kann der erste Schritt der weiteren Reduktion zu Hydro-


































Abbildung 4.14: Bildung von Hydroxylamin aus dem Nitrit-Anion durch schrittweise Redukti-
on. Gezeigt sind Momentaufnahmen der Moleküldynamiksimulationen mit den beteiligten Mo-
lekülen. Die angegebene Zeit bezieht sich auf die gesamte Simulationsdauer, in Klammern ist die
Zeit angegeben, die nach Zugabe des jeweiligen Elektrons vergangen ist. Stickstoffatome sind in
blau, Sauerstoffatome in rot und Wasserstoffatome in weiß gezeigt.
Die Reduktion des ersten der zwei Nitrit-Anionen zu Hydroxylamin erfolgt in den hier
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beschriebenen CP-Moleküldynamiksimulationen in vier Schritten. Dabei wird das Stick-
stoffatom von der Oxidationsstufe +III über +II, +I und 0 zu −I reduziert. Diese vier
SchritteA–D sind in Abbildung 4.14 gezeigt und werden im Folgenden einzeln erläutert.
Im ersten Schritt (A in Abbildung 4.14) wird das Nitrit-Anion reduziert und im





HNO−2 + H2O (4.16)
Das zusätzliche Elektron befindet sich nach der Wellenfunktionsoptimierung zunächst
auf dem neu im System vorliegenden H3O. Die N–O-Abstände dNO(NO2−/NO22−) stei-
gen nach etwa 0.048 ps von 1.26 Å bzw. 1.29 Å auf 1.32 Å bzw. 1.37 Å (Tabelle 4.5). Nach
den statischen Rechungen betragen dNO(NO2−) = 1.28 Å und dNO(NO22−) = 1.40 Å
(Tabelle 4.4). Die Verlängerung der N–O-Bindungsabstände lässt darauf schließen, dass
sich das Elektron nach 0.048 ps auf dem Nitrit-Anion befindet (NO22−). Unmittelbar
nachdem das Dianion entstanden ist, beginnt die Protonierung, die über zwei Wasser-
moleküle hinweg stattfindet. Der Protonentransfer vom H3O+ zu NO22− ist innerhalb
von 0.15 ps abgeschlossen und HNO2− liegt vor. Die N–O-Abstände dNO(HNO2−) be-
tragen im Mittel 1.34 Å bzw. 1.36 Å. Die statischen Rechnungen ergeben einen Abstand
dNO(HNO2−) von 1.33 Å (Tabelle 4.4).
Tabelle 4.5: Mittelwerte der N–O-Bindungsabstände (Å) während der Simulation nach Zugabe
eines Elektrons.
Zeitraum / ps NO2
−/NO22−/HNO2−




Im nächsten Schritt (B in Abbildung 4.14) wird das HNO2− reduziert und an einem der
beiden Sauerstoffatome protoniert:
HNO−2 + H2O
+e−−−−−→ HNO2H− + OH− (4.17)
Das Elektron befindet sich nach der Wellenfunktionsoptimierung innerhalb von 0.1 ps
auf dem HNO2−, das also zweifach negativ geladen ist: HNO22−. Die Protonierung des
Anions durch ein benachbartes Wassrmolekül beginnt schon 0.05 ps nach Start der Mo-
leküldynamiksimulation und ist 0.1 ps nach Beginn der Simulation abgeschlossen. Das
Produkt dieses zweiten Reduktionsschrittes B ist HNO2H−. Die N–O-Bindungsabstände
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dNO(HNO2H−) konnten durch statische Rechnungen nicht bestimmt werden. Bei dem
Versuch dies zu tun, kam es zur Spaltung des Anions in die beiden Fragmente HNO und
OH. Dieses Verhalten deutet sich auch in der Moleküldynamiksimulation an: Die N–O-
Bindung dN−OH(HNO2H−) zwischen Stickstoffatom und OH-Gruppe ist mit 1.53 Å um
0.10 Å länger als die N–O-Bindung dNO(HNO2H−) zwischen Stickstoff und nicht pro-
toniertem Sauerstoffatom mit 1.43 Å. Tabelle 4.6 zeigt die mittleren Bindungsabstände
der N–O-Bindungen für den Bereich von 0 ps bis 0.098 ps und von 0.098 ps bis zum
Ende der Simulation.
Tabelle 4.6: Mittelwerte der N–O(H)-Bindungsabstände (Å) während der Simulation nach Zu-
gabe eines Elektrons.
Zeitraum / ps HNO2
2−/HNO2H−
dN−OH / Å dNO / Å
0–0.098 1.43 1.47
0.098–0.387 1.53 1.43
Erst in der folgenden Simulation (C in Abbildung 4.14), nach Zugabe des dritten Elek-
trons, wird das Hydroxidanion abgespaltet:
HNO2H
− +e−−−−−→ HNO− + OH− (4.18)
Das zusätzliche Elektron befindet sich zu Beginn auf dem neu im System vorliegen-
den H3O und bewegt sich innerhalb der ersten 0.1 ps zum zweiten im System vor-
handenen Nitrit-Anion. Dieses liegt einige Zeit als NO22− vor, bis es gegen Ende der
Simulation das Elektron an das zwischenzeitlich neu gebildete HNO· überträgt. Ent-
sprechend verlängern sich die N–O-Bindungsabstände dNO(NO2−)= 1.30 Å bzw. 1.27 Å
auf dNO(NO22−)= 1.44 Å bzw. 1.33 Å, wie es in der rechten Spalte von Tabelle 4.7
angegeben ist. Das HNO· entsteht aus dem HNO2H−, das 0.13 ps nach Beginn der Si-
mulation zu HNO· und OH− zerfällt. Der N–O-Bindungsabstand dNO(HNO·) sinkt nach
Abspalten des Hydroxidanions auf einen mittleren Wert von 1.33 Å und verlängert sich
nach Reduktion auf 1.36 Å (nach der statischen Rechnung ist dNO(HNO·)= 1.22 Å und
dNO(HNO−)= 1.35).
Die Abspaltung des Hydroxids OH− erfolgt erst deutlich nach der Protonierung des
Sauerstoffatoms. Das HNO2H− ist in der betrachteten Moleküldynamiksimulation für
mehr als 0.4 ps stabil. Diese Hydroxidabspaltung lässt sich somit nicht als O2−-Transfer
mit gleichzeitiger Protonierung beschreiben.
Im vierten Schritt (D in Abbildung 4.14) wird das HNO-Fragment reduziert und
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gleichzeitig durch ein benachbartes Wassermolekül und ein ebenfalls benachbartes Ox-
oniumkation zweifach protoniert:
HNO− + H2O + H3O+
+e−−−−−→ H2NOH + OH− + H2O (4.19)
Das neue Elektron ist gleich zu Beginn am HNO−, so dass dieses zweifach negativ geladen
vorliegt: HNO2−. Innerhalb von 0.056 ps ist dieses Dianion protoniert, wobei beide Pro-
tonen gleichzeitig übertragen werden. Die N–O-Bindungslänge dNO(HNO2−/H2NOH)
steigt von durchschnittlich 1.36 Å in der vorangegangenen Simulation auf im Mittel
1.53 Å. Die statischen Einzelpunktrechnungen haben als N–O-Bindungslänge im Hydro-
xylamin 1.48 Å ergeben.
Tabelle 4.7: Mittelwerte der N–O(H)-Bindungsabstände (Å) während der Simulation nach Zu-
gabe eines Elektrons.
Zeitraum / ps HNO2H
−/HNO·/HNO− NO2−/NO22−
dN−OH / Å dNO / Å dNO1 / Å dNO2 / Å
0–0.077 – – 1.30 1.27
0–0.126 1.51 1.42 – –
0.077–0.310 – – 1.44 1.33
0.126–0.310 – 1.33 – –
0.310–0.387 – 1.36 1.30 1.26
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Abbildung 4.15: Bildung von Hydroxylamin aus dem Nitrit-Anion durch schrittweise Redukti-
on. Gezeigt sind Momentaufnahmen der Moleküldynamiksimulationen mit den beteiligten Mo-
lekülen. Die angegebene Zeit bezieht sich auf die gesamte Simulationsdauer, in Klammern ist die
Zeit angegeben, die nach Zugabe des jeweiligen Elektrons vergangen ist. Stickstoffatome sind in
blau, Sauerstoffatome in rot und Wasserstoffatome in weiß gezeigt.
Die Reduktion des zweiten Nitrit-Anions erfolgt in drei Schritten. Dabei ändert sich
auch hier die Oxidationsstufe des Stickstoffatoms von +III über +II und 0 zu −I. Die
Oxidationsstufe +II wird übersprungen.
Im ersten Schritt (A in Abbildung 4.15) wird das Nitrit-Anion nach Reduktion durch
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das dem System zugeführte Elektron durch ein benachbartes Wassermolekül protoniert.
NO−2 + H2O
+e−−−−−→ NO2H− + OH− (4.20)
Nach der Wellenfunktionsoptimierung zu Beginn der Simulation befindet sich das zusätz-
liche Elektron auf dem H3O-Fragment. Nach 0.1 ps ist die Wellenfunktion des Elektrons
etwa zu gleichen Teilchen auf dem H3O-Fragment und dem Nitrit-Anion delokalisiert.
Nach 0.14 ps wird das Nitrit-Anion durch ein benachbartes Wassermolekül protoniert.
Dieses Wassermolekül bewegt sich sofort nach Beginn der Simulation auf das Nitrit-
Anion zu und verringert den Abstand von 2.8 Å innerhalb von 0.14 ps auf 1.8 Å. Die Pro-
tonierung erfolgt hier nicht am Stickstoffatom, so wie im Fall des ersten Nitrit-Anions,
sondern an einem der beiden Sauerstoffatome. Der N–O-Abstand dNO(NO2H−) steigt in
Folge der Protonierung von 1.28 Å auf 1.31 Å. Der N–O-Abstand dN−OH(NO2H−) zum
nun protonierten Sauerstoffatom beträgt 1.45 Å. Für einen kurzen Zeitraum von 0.04 ps
wird das Proton zurück an sein Wassermolekül übertragen. Danach sind die beiden N–
O-Abstände dNO(NO2H−) und dN−OH(NO2H−) im Mittel 1.31 Å und 1.51 Å lang. Die
statischen Rechnungen ergaben für den N–O-Bindungsabstand dNO = 1.22 Å und für
den N–OH-Bindungsabstand dN−OH = 1.96 Å (Tabelle 4.4).
Tabelle 4.8: Mittelwerte der N–O(H)-Bindungsabstände (Å) während der Simulation nach Zu-
gabe eines Elektrons.
Zeitraum / ps NO2
−/NO2H−




Im nächsten Schritt (B in Abbildung 4.15) wird das Molekül deprotoniert. Am Ende
der Simulation liegt ein Nitrit-Anion mit einem zusätzlichen Elektron vor. Außerdem
ist ein weiteres Elektron vorhanden, dessen Wellenfunktion über mehrere Moleküle de-
lokalisiert ist. Dieses Elektron befand sich am Ende der vorangegangenen Simulation
(Gleichung 4.20) auf dem NO2H−, das nach der Wellenfunktionsoptimierung zu Beginn
dieses Schrittes neutral vorliegt.
NO2H + OH
− +2 e−−−−−→ NO22− + H2O + e−aq (4.21)
Nach der Wellenfunktionsoptimierung des Systems nach Zugabe des nächsten Elektrons
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liegt das NO2H neutral vor. Zwei gepaarte Elektronen befinden sich auf mehreren Was-
sermolekülen des Systems verteilt. Nach 0.1 ps befindet sich eines dieser beiden Elektro-
nen auf dem NO2H. Dort bleibt es bis zum Ende der Simulation. Das zweite Elektron
befindet sich nach 0.1 ps auf dem H3O, das somit neutral ist. 0.2 ps nach Beginn der
Simulation befindet es sich zwischen einem Wassermolekül und dem inzwischen aus dem
ersten Nitrit-Anion gebildeten Hydroxylamin. Nach 0.3 ps ist es über mehrere Moleküle
des Systems delokalisiert.
Nach 0.14 ps wird das Proton, das in der vorangegangenen Simulation das Nitrit-
Anion protoniert hat, wieder an das benachbarte Hydroxidanion zurückübertragen. Es
entsteht also NO22−. Die beiden N–O-Abstände dNO(NO2H−) und dN−OH(NO2H−)
sind bis dahin im Mittel 1.32 Å bzw. 1.49 Å. Nach dem Protonentransfer steigt der
N–O-Bindungsabstand dNO(NO22−) auf 1.37 Å während der ehemalige N–OH-Abstand
dNO(NO22−) auf 1.38 Å sinkt. Die statischen Rechnungen für das NO22− in Tabelle 4.4
geben einen Abstand dNO(NO22−) von 1.40 Å an.
Tabelle 4.9: Mittelwerte der N–O(H)-Bindungsabstände (Å) während der Simulation nach Zu-
gabe eines Elektrons.
Zeitraum / ps NO2H
−/NO22−
dN−OH/dNO / Å dNO / Å
0–0.135 1.49 1.32
0.135–0.387 1.38 1.37
Zwischen den Schritten B und C/C’ in Abbildung 4.15 erfolgt die Bildung von mole-
kularemWasserstoff H2, auf die später eingegangen wird. In SchrittC undC’ ist gezeigt,
wie im Anschluss daran das NO2− nach Reduktion durch zwei Elektronen durch ein be-





+2 e−−−−−→ NO− + NH3 + OH− (4.22)
Nach der Zugabe des nächsten Elektrons liegt das NO2− wieder einfach negativ geladen
vor. Das zusätzliche Elektron und jenes, das am Ende von Schritt B (Gleichung 4.21)
auf dem NO22− vorlag, sind nach der Wellenfunktionsoptimierung über mehrere Mole-
küle im System delokalisiert. Die Koordinaten der Schwerpunkte ihrer Ladungen sind
identisch und die beiden Elektronen besitzen einen entgegengesetzten Spin. Innerhalb
der ersten 0.1 ps bewegen sie sich auf das NO2−. Nach 0.039 ps wird eines der beiden
Sauerstoffatome durch ein benachbartes Ammoniumkation protoniert. Da die Wannier-
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zentren auch während der Protonierung die gleiche Koordinaten besitzen, liegt es na-
he, dass beide Elektronen zeitgleich auf das NO2− gelangen. Die Oxidationsstufe des
Stickstoffatoms änder sich hier also von +III direkt zu +I. Gleichzeitig wird die N–O-
Bindung gebrochen, so dass OH− abgespaltet wird. Das Aufweiten der N–O-Bindung
und die Protonierung des Sauerstoffs erfolgen gleichzeitig. Bei diesem Vorgang handelt
es sich somit um einen O2−-Transfer mit gleichzeitiger Protonierung. Der Abstand der
N–O-Bindung, die gebrochen wird, dNO(NO23−), beträgt vor der Protonierung 1.39 Å,
der zweite N–O-Bindungsabstand dNO(NO23−) ist 1.34 Å. Nach der Abspaltung des
Hydroxidanions sinkt er auf im Mittel 1.29 Å. Die statische Rechnung ergibt einen N–
O-Bindungsabstand dNO(NO−) von 1.27 Å für NO−. Das gebildete NO− liegt im Singu-
lettzustand vor: 1NO−. Das ist deshalb bemerkenswert, weil 3NO− mit zwei Elektronen
mit parallelem Spin energetisch günstiger ist als 1NO− [93], bei dem alle Elektronen
entgegengesetzen Spin besitzen. Der Grund liegt darin, dass dem System in den hier
vorgestellten CP-Moleküldynamiksimulationen immer die niedrigst mögliche Multipli-
zität (Singulett bei gerader Elektronenzahl und Duplett bei ungerader Elektronenzahl)
vorgegeben war.
Tabelle 4.10: Mittelwerte der N–O-Bindungsabstände (Å) während der Simulation nach Zu-
gabe eines Elektrons.
Zeitraum / ps NO2
3−/NO−
dNO / Å dNO / Å
0–0.039 1.39 1.34
0.039–0.387 – 1.29
Im nächsten Schritt (D bis D” in Abbildung 4.15) wird das NO− reduziert und an
beiden Atomen, Sauerstoff und Stickstoff, gleichzeitig protoniert:
NO− + H3O+ + H2O
+e−−−−−→
5 H2O
HNOH· + H2O + OH− (4.23)
Das NO− liegt zu Beginn der Simulation als Singulett vor. Das zusätzliche Elektron
befindet sich auch nach 0.1 ps auf dem H3O-Molekül. Nach 0.2 ps befindet es sich auf
dem NO−, das zu diesem Zeitpunkt bereits zweifach protoniert ist. Die beiden Proto-
nierungen finden 0.17 ps nach Start der Simulation innerhalb von 0.01 ps und somit
simultan statt. Der N–O-Abstand dNO(NO−/HNOH·) verlängert sich dabei von 1.30 Å
auf 1.40 Å. Aus den statischen Rechnungen ergibt sich der Wert von 1.40 Å für HNOH·.
Im letzten Schritt (E und E’ in Abbildung 4.15) wird das neutrale HNOH· durch das
neu hinzugefügte Elektron reduziert und im Anschluss durch ein benachbartes Wasser-
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Das zusätzliche Elektron befindet sich von Beginn der Simulation an auf dem HNOH·,
das somit als Anion HNOH− vorliegt. Wegen der negativen Ladung steigt der N–O-
Abstand dNO(HNOH−) während der ersten 0.029 ps von 1.42 Å auf 1.58 Å. Der Abstand
dNO(HNOH−) ist laut statischer Rechnung 1.61 Å. Nach 0.054 ps findet die Protonierung
durch ein benachbartes Wassermolekül statt. Der N–O-Abstand dNO(H2NOH) sinkt
in der Folge auf im Mittel 1.50 Å. Für Hydroxylamin H2NOH ist er nach statischen
Rechnungen 1.48 Å.
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Nebenreaktion Wasserstoffbildung
Neben der Bildung von zwei Molekülen Hydroxylamin H2NOH entstehen in Nebenreak-
tionen zwei Moleküle Wasserstoff H2.
H3O
+ + H2O
+2 e−−−−−→ H2 + H2O + OH− (4.25)
Die Bildung des ersten der beidenWasserstoffmoleküle erfolgt zwischen den in Abbildung
4.15 B und C/C’ gezeigten Reaktionen und läuft wie folgt ab: Nach der Wellenfunkti-
onsoptimierung zu Beginn der Simulation befinden sich zwei Elektronen gepaart nahe
dem H3O. Eines der beiden Elektronen ist das dem System regulär zugeführte Elektron,
das zweite ist das am Ende des Schrittes B (Gleichung 4.21) solvatisiert vorliegende
Elektron. Sofort nach Beginn der Simulation entfernt sich eines der drei Wasserstoff-
atome vom H3O auf eine Position zwischen Molekülen des Systems. Nach 0.1 ps befinden
sich beide Elektronen auf diesem Wasserstoffatom, das also als Hydridion H− vorliegt.
0.12 ps nach Beginn der Simulation wird die H–H-Bindung zu einem Wasserstoffatom
eines benachbarten H2O ausgebildet.
Das zweite der beiden Wasserstoffmoleküle findet unter Beteiligung eines bereits ge-
bildeten Hydroxylamins statt (Reaktionen E/E’ und F in Abbildung 4.14).
H3O
+ + H2NOH
+e−−−−−→ H2O + H2 + H2NO· (4.26)
Im ersten dieser beiden Schritte E/E’ befindet sich das zusätzliche Elektron nach der
Wellenfunktionsoptimierung auf dem H3O. Nach 0.048 ps gibt dieses ein Wasserstoff-
atom H· ab. Dieses befindet sich nahe dem Hydroxylamins H2NOH. Nach 0.31 ps bildet
sich aus dem H· und einemWasserstoffatom des Hydroxylamins H2. In der Folge sinkt der
N–O-Abstand des Hydroxylamins dN−OH(H2NOH/H2NO·) von 1.47 Å auf 1.32 Å. Für
die beiden Moleküle H2NOH und H2NO· sind die N–O-Abstände nach Tabelle 4.4 1.48 Å






H2NOH + H2O (4.27)
Es liegt nach der Wellenfunktionsoptimierung als H2NO− vor. Nach 0.028 ps findet
der Protonentransfer vom benachbarten Wassermolekül zum H2NO− statt. Der N–O-
Abstand dNO(H2NOH) steigt entsprechend von anfänglich 1.37 Å innerhalb von 0.028 ps
auf im Mittel 1.52 Å.
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4.2.4 Zusammenfassung
Die standardisierte Methode, das System ausgehend vom Nitrat-Anion schrittweise zu
reduzieren, führte zur Bildung von Hydroxylamin. Die beobachteten Zwischenproduk-
te stimmen teils mit aus Experimenten bekannten überein. Daneben wurden weitere
Zwischenprodukte beobachtet. Die weitere Reduktion des Hydroxylamins zu etwa Am-
moniak konnte nicht simuliert werden. Stattdessen kam es zur Bildung von molekularem
Wasserstoff.
Die Reduktion des Nitrat-Anions zum Nitrit-Anion verlief für beide Ausgangsmole-
küle über Stickstoffdioxid. Die Reduktion des Nitrit-Anions zu Hydroxylamin erfolgte
dagegen über zwei unterschiedliche Reaktionssequenzen.
In Abbildung 4.16 sind der Weg vom Nitrat-Anion zum Nitrit-Anion und die bei-
den Sequenzen vom Nitrit-Anion zum Hydroxylamin sowie die dabei beobachteten Zwi-
schenprodukte dargestellt. Die mit einem schwarzen Kasten umrandeten Verbindungen
wurden auch in der vorgestellten Literatur als Zwischenprodukte angegeben, während
die übrigen in den durchgeführten CP-Moleküldynamiksimulationen aufgetreten sind.
Bei der Bildung von Stickstoffdioxid aus dem Nitrat-Anion erfolgten der Transfer des
Sauerstoffs nach Reduktion und dessen Protonierung simultan (O2−-Transfer), wie von
Cook et al. [84] postuliert wurde.
Gleiches gilt für die Reaktion des Nitrit-Anions zu NO−. Hier wurde jedoch in einer
Moleküldynamiksimulation das NO2H·− als stabiles Zwischenprodukt beobachtet. Ne-
ben dem O2−-Transfer vom Nitrit-Anion zu NO− sollte somit auch der Zwischenschritt
über NO2H·− mit anschließender Abspaltung eines Hydroxids möglich sein.
Die Hydroxidabspaltung wurde in der zweiten Reaktionssequenz beobachtet. Ausge-
hend vom HNO2·− bildete sich ein in der Moleküldynamiksimulation stabiles HNO2H−t,
das durch Abspaltung des Hydroxids in HNO überging. Da sich dieses Molekül in den
durchgeführten statischen Rechnungen als instabil erwies, ist es denkbar, dass es auch
einen direkten Reaktionsschritt von HNO2·− zu HNO über den O2−-Transfer gibt. Was
tatsächlich eintritt, liegt von den Simulationsbedingungen ab.
Nachdem das erste der beiden Hydroxylaminmoleküle gebildet wurde, erfolgten noch
weitere Reaktionen an der zweiten, verbliebenen Stickstoffverbindung. Ein Grund dafür,
dass das Hydroxylamin nicht weiter reduziert wurde, könnte sein, dass dieses keine
geeigneten Molekülorbitale zur Verfügung hat, die das zusätzliche Elektron besetzen
könnte.
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Abbildung 4.16: Die beobachteten Verbindungen in den CP-Moleküldynamiksimulationen. Die
Oxidationsstufe des Stickstoffatoms der entsprechenden Verbindung ist in der linken Spalte an-
gegeben. Die in der Literatur vorgeschlagenen Verbindungen sind mit einem schwarzen Kasten
umrandet. Die durchgezogenen Pfeile geben den beobachteten Reaktionsweg an, die gestrichel-
ten Pfeile eine dazu alternative Reaktionssequenz. In zwei Fällen erfolgt die Abspaltung des
Sauerstoffatoms formal durch O2−, während dieses simultan protoniert wird. In einem Fall er-
folgt erst die Protonierung, dann geht ein OH− ab.
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4.3 Diskussion der Ergebnisse zur Redoxchemie von Wasser
und Nitrat
Die gefundenen Mechanismen liefern interessante Einblicke in das Verhalten molekularer
Systeme. Die Reaktionen sind im untersuchten Temperaturbereich unabhängig von der
Temperatur. Dies wird auch für den gesamten Temperaturbereich, in dem Wasser flüssig
ist, erwartet.
Elektrolyse von Wasser
Die Bildung von molekularem Sauerstoff in der Wasserelektrolyse kann durch die Reak-
tion von Radikalen in Lösung erklärt werden. Ein direkter Kontakt zwischen den Reakti-
onspartnern ist für die Reaktionsschritte, in denen Elektronentransfer stattfindet, nicht
notwendig, da sich Elektronen in den Simulationen über Strecken von 8 Å von einem
Molekül zum anderen bewegen können. Die Konzentration der reaktiven Hydroxylradi-
kale zu Beginn der Simulationen ist höher, als es an realen Elektroden vermutlich der
Fall ist. Deshalb scheint es wahrscheinlich, dass es neben den beobachteten Reaktionen
noch weitere Reaktionen mit anderen Verbindungen in der Lösung gibt.
An der Bildung von molekularem Wasserstoff sind solvatisierte Elektronen beteiligt.
Die im zugrunde liegenden Modell angenommenen H3O·-Radikale trennen sich, wie in
der Literatur bekannt, zu H3O+ und solvatisiertem Elektron auf. Die Simulationen zei-
gen, wie das Proton dem schnelleren Elektron im System über Protonentransfers folgt
und letztlich molekularen Wasserstoff bildet. Dies ist in Übereinstimmung mit schon be-
kannten Ergebnissen, dass Elektronen an Defekten im Wasserstoffbrückennetzwerk des
Wasser lokalisieren und Protonen vom H3O+ zu den Elektronen wandern, wo die Bildung
von molekularem Wasserstoff erfolgt. Durch die nicht berücksichtigten Elektrodenober-
flächen sollte der Mechanismus der Wasserstoffbildung stärker beeinflusst werden als der
Mechanismus der Sauerstoffbildung. Der beobachtete Mechanismus in den Simulationen
zur Wasserstoffbildung wird in der Realität nicht der Hauptmechanismus in der Nähe der
Kathode sein. Stattdessen sollte die Adsorption von Wasserstoff bei den meisten Elektro-
denmaterialien dominieren. Denn der gleiche Effekt, den die lokalisierten Elektronen auf
die Protonen ausüben, sollte diese zu einer negativ geladenen Elektrode transportieren.
Dort adsorbieren sie und es erfolgt die Bildung von molekularem Wasserstoff auf der
Elektrodenoberfläche. Im Experiment ist neben den hier in den Moleküldynamiksimula-
tionen beobachteten Bewegungen der Protonen durch den Raum auch ein Tunneln der
Protonen möglich. Dies kann die Bildung von molekularem Wasserstoff unterstützen. In
den Moleküldynamiksimulationen wird Tunneln nicht beschrieben. Dieser, in der Reali-
tät zusätzlich auftretende Effekt, ist in dem verwendeten Temperaturbereich, in dem die
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Reaktion zügig abläuft, jedoch vernachlässigbar. Die Struktur H13O6+, die die positive
Ladung eines Protons auf der Skala der durchgeführten Moleküldynamiksimulationen
stabilisiert, ist in der Literatur bekannt. Ob die Ausbildung eines zweiten Wasserstoff-
moleküls in den Simulationen tatsächlich durch diese Struktur verhindert wird oder eine
Folge davon ist, dass das System vier freie Elektronen besitzt, sollte weiter untersucht
werden.
Reduktion des Nitrat-Anions
Die für die Wasserelektrolyse verwendete Methode, sämtliche Elektronen gleich zu Be-
ginn der Simulation dem System zuzuführen, ist hier wenig geeignet. Realistischer ist die
schrittweise Zugabe der Elektronen durch Austausch von Atomen durch solche mit hö-
herer Ordnungszahl, während gleichzeitig die Gesamtladung des Systems neutral bleibt,
wie es in den Moleküldynamiksimulationen zur Reduktion des Nitrat-Anions geschehen
ist.
Die Reduktion des Nitrat-Anions zu Hydroxylamin läuft in den hier durchgeführ-
ten Moleküldynamiksimulationen über Zwischenprodukte, die zum Teil mit Ergebnissen
aus der praktischen Forschung übereinstimmen. Dies gilt insbesondere für die Reduktion
des Nitrat-Anions zum Nitrit-Anion. Für die Reduktion des Nitrit-Anions zum Hydro-
xylamin wurden in dieser Arbeit zwei Wege gefunden. Dies wurde dadurch möglich,
dass im System zu Beginn zwei Nitrat-Anionen vorlagen. Es scheint wahrscheinlich,
dass es noch weitere Wege gibt. So ist beispielsweise die Protonierung von NO− zu
HNO denkbar, wurde jedoch nicht beobachtet. Diese Wege hängen von der Zahl der
Protonen in der Lösung ab, also vom pH-Wert. Auch hier lohnt es sich, die einzelnen
Reaktionsschritte im Detail zu untersuchen. Für die weitere Reduktion des zuerst ge-
bildeten Hydroxylamins zu Ammoniak standen ausreichend Elektronen zur Verfügung.
Dass stattdessen ein zweites Molekül Hydroxylamin gebildet wurde kann Zufall sein.
Eine größere Zahl von Simulationen brächte weitere Erkenntnisse. Möglicherweise ist
für die Reduktion von Hydroxylamin jedoch eine Oberfläche notwendig, an der das Hy-
droxylamin adsorbieren kann, so dass weitere Reaktionsschritte stattfinden können. In
den während der Moleküldynamiksimulation entstandenen Stickstoffverbindungen mit
Oxidationszahlen größer −I bindet das Stickstoffatom an zwei oder mehr Sauerstoff-
atome. Im Hydroxylamin ist dies nicht mehr der Fall. Möglicherweise ist es deshalb, im
Gegensatz zu den Verbindungen mit höheren Oxidationszahlen, nicht mehr in der Lage,
ein zusätzliches Elektron aufzunehmen und so reduziert zu werden.
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Ausblick
Die vorliegende Arbeit modelliert die Situation in reinem Wasser. Die Methode, dem
untersuchten System schrittweise Elektronen zuzuführen, erwies sich als erfolgreich. Ein
nächster Schritt wäre, die Simulationen näher an realen Bedingungen zu modellieren.
Dazu würden Elektroden in die Simulation einbezogen, die dem System ein Elektron zur
Verfügung stellen. An diesen wären, neben den Reaktionen in Lösung, Oberflächenre-
aktionen möglich. Damit könnte die Brücke zu entsprechenden theoretischen Arbeiten
geschlagen werden. Des weiteren sollten verschiedene Elektrolyte berücksichtigt wer-
den. Weitere Reaktionen, die zur Bildung von Distickstoffoxid oder Hydrazin führen
und die zwei Stickstoffverbindungen erfordern, sollten durch Anlegen entsprechender
Randbedingungen, berücksichtigt werden. Auf die verhältnismäßig hohe Konzentrati-
on an reaktiven Spezies kann jedoch nicht verzichtet werden, wenn die Simulationen
auf der bisherigen Zeitskala ablaufen sollen. Neben einem anderen Modellsystem sollten
die einzelnen Reaktionsschritte, in Bezug auf die Reaktionsenergien, Übergangszustän-
de und elektronische Struktur der beteiligten Moleküle, detailliert betrachtet werden.
Besonders die elektronische Struktur des Hydroxylamins, im Vergleich zu den übrigen
Verbindungen höherer Oxidationszahl, sollte näher betrachtet werden.
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5 Methodische Vorgehensweise zur
Durchführung der Simulationen
Die Car-Parrinello-Moleküldynamiksimulationen wurden mit dem CPMD-Code [28] durch-
geführt. Das BLYP-Funktional [9,10] wurde mit der lokalen Spindichte-Näherung (LSD,
engl. local spin density) zur Beschreibung ungepaarter Elektronen benutzt. Der Zeit-
schritt und die fiktive Masse der Elektronen betrugen 4 a.u. (0.097 fs) und 400 a.u.
Zur Beschreibung der inneren Elektronen wurden Troullier-Martins Pseudopotentia-
le [14] verwendet. Die nicht-lokalen Teile der Pseudopotentiale wurden nach Kleinman-
Bylander berechnet [94]. Die Valenzelektronen wurden durch ebene Wellen beschrieben.
Der Cutoff für die Zahl der verwendeten ebenen Wellen war 85 Rydberg.
Zum Vergleich wurden statische Rechnungen mit Gaussian 03 [29] durchgeführt.
5.1 Diethyldisulfid
Geometrieoptimierung verschiedener Konformationen des Disulfids
Die Zellgröße für die Geometrieoptimierung der verschiedenen Konformationen des Di-
sulfids betrug 10.58 × 10.58× 13.23 Å3. Das Molekül war entlang der z-Achse ausgerich-
tet.
Potentialkurven des Disulfids
Die Zellgröße betrug 13.23× 7.94× 7.94 Å3. Das Molekül war entlang der x-Achse aus-
gerichtet. Im Falle der frei drehbaren Methylgruppen konnten die beiden endständigen
Kohlenstoffatome Cα nur entlang der x-Achse bewegt werden. Bei den Simulationen mit
den nicht frei drehbaren Methylguppen galt dies zusätzlich für je ein an ein Cα gebun-
denes Wasserstoffatom. Der Abstand zwischen den beiden Cα wurde in Schritten von
0.1 Å bis auf 9.0 Å erhöht.
Disulfid in der Gasphase
Die Zelle maß 18.52 × 13.23× 13.23 Å3. Das Molekül war entlang der x-Achse orientiert.
Die beiden Cα konnten sich nur entlang der x-Achse bewegen. In den Moleküldynamik-
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simulationen mit den nicht frei drehbaren Methylgruppen galt dies auch für je ein an
ein Cα gebundenes Wasserstoffatom. Die Temperatur wurde während der Äquilibrierung
eingestellt und während der darauf folgenden Simulation nicht beeinflusst.
Der Abstand zwischen den beiden Cα wurde mit Zuggeschwindigkeiten von 4, 11 und
22 m s−1 (2 · 10−6, 5 · 10−6 und 1 · 10−5 a.u.) konstant vergrößert, bis das Molekül auf
7.0 oder 9.0 Å gestreckt war.
Disulfid in Lösung
Die Größe der Zelle betrug 13.23 × 10.58 × 10.58 Å3. Das System wurde bei einem fest-
gehaltenen Abstand der endständigen Kohlenstoffatome von 8.0 Å äquilibriert.
Das System bestand aus 4 Natrium-Kationen und 4 OH− (cNaOH = 4.48 mol L−1, 1
Diethyldisulfid-Molekül (cDisulfid = 1.12 mol L−1) und 37 NH3-Molekülen. Die Dichte des
Systems betrug 1.02 g cm−1. Die Multiplizität des Systems war Singulett, die Gesamt-
ladung null. Es wurden 21 Simulationen bei verschiedenen Temperaturen (200, 220 und
240 K) durchgeführt. Sowohl die Temperatur der Kerne als auch die der Elektronen wur-
de mit Nosé-Hoover-Ketten-Thermostate [15–17] konstant gehalten. Die Frequenz für
die Kerne war 3 300 cm−1, die der Elektronen etwa dreimal so groß (10 000 cm−1). Die
Simulationen wurden so lange durchgeführt, bis der Abstand der endständigen Kohlen-
stoffatome 9.0 Å betrug. Aus den drei verwendeten Zuggeschwindigkeiten 11, 22 und
44 m s−1 resultieren 94 490, 47 240 und 23 620 Simulationsschritte (entsprechen Simula-
tionsdauern von 9.14, 4.57 und 2.29 ps). In drei Simulationen wurde der Abstand der
endständigen Kohlenstoffatome für 94 490 Simulationsschritte konstant gehalten.
5.2 Elektrolyse von Wasser
Die Abmessungen der Zelle betrugen 13.23× 13.23× 13.23Å3. Die Startgeometrien wur-
den durch Äquilibrierung der wässrigen Lösungen von 8 OH− bzw. 4 H3O+ erhalten. Die
Simulationen wurden gestartet, indem die Gesamtladung des jeweiligen Systems gleich
null gesetzt wurde.
Für die Simulation im Anodenraum war das System aus 69 H2O und 8 OH· zu-
sammengesetzt (cOH = 5.74 mol L−1), was einer Dichte von 0.99 g cm−3 entspricht. Die
Multiplizität des Systems war Singulett und die Gesamtladung null. Es lagen also 4
Hydroxylradikale mit α- und 4 Hydroxylradikale mit β-Spin vor. Sowohl die Tempe-
ratur der Kerne (300, 325 und 350 K) als auch die der Elektronen (0.08 a.u.) wur-
de mit Nosé-Hoover-Ketten-Thermostaten [15–17] festgehalten. Die Frequenz für den
Kernthermostat war 3 200 cm−1, die für den Elektronthermostat war etwa dreimal so
groß (10 000 cm−1). Die Simulationen wurden so lange durchgeführt, bis stabile Pro-
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dukte vorlagen (36 000–72 000 Simulationsschritte, das entspricht einem Zeitraum von
3.5–7.0 ps).
Für die Simulation im Kathodenraum bestand das System aus 73 H2O und 4 H3O
(cH3O = 2.87 mol L−1). Die Dichte dieses Systems betrug 1.00 g cm−1. Auch hier war die
Multiplizität des Systems ein Singulett und die Gesamtladung null. Die Temperatur der
Kerne wurden auch hier konstant gehalten (300, 325 und 350 K) und die fiktive kineti-
sche Energie der Elektronen (0.04 a.u.) mit Nosé-Hoover-Ketten-Thermostaten konstant
gehalten. Die Frequenzen der Kern- und Elektronthermostate entsprachen denen für die
Simulationen im Anodenraum. Die Länge der Simulationen betrug 15 000 Simulations-
schritte (entspricht einem Zeitraum von 1.45 ps).
5.3 Reduktion des Nitrat-Anions
Die Zellgröße betrug 13.23× 13.23× 13.23 Å3. Die Multiplizität des Gesamtsystems war
ein Singulett (gerade Anzahl an Elektronen) oder Duplett (ungerade Anzahl an Elek-
tronen), die Gesamtladung null.
Das System bestand während der Äquilibrierung aus 52 H2O, 16 NH3, 2 NO3− und
2 NH2+ (cNH+4 NO−3 = 1.43 mol L
−1). Dem System wurden 16 Elektronen zugeführt, in-
dem die Stickstoffatome der 16 NH3 schrittweise durch Sauerstoffatome ersetzt wurden,
jeweils gefolgt von einer Wellenfunktionsoptimierung. Auf diese folgte die Moleküldyna-
miksimulation von 4 000 Schritten (entspricht einem Zeitraum von 0.39 ps).
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