Abstract. We prove that almost any pair of real numbers α, β, satisfies the following inhomogeneous uniform version of Littlewood's conjecture: For any real γ, δ,
will be called a form of degree k. Regions of the form S F (ǫ) = w ∈ R d : |F (w)| < ǫ , will be called ǫ−star bodies of F . One of the main objectives of the geometry of numbers is to clarify the relationships between lattices (in the homogeneous case), their translates (in the inhomogeneous case) and star bodies of various forms F . Stating that the intersection of a star body and a lattice (or its translate) is nonempty, is equivalent to solving a Diophantine inequality, homogeneous in the case of lattices and inhomogeneous in the case of translates. We shall follow [Ca] , and refer to translates of lattices in Euclidean space as grids, viewing them as subsets of R d . Thus, every lattice has its grids and every grid has a specific lattice associated to it. Given a form F and a lattice Λ in R d , one defines the inhomogeneous minimum of F on Λ to be µ F (Λ) = sup (1.2)
In terms of star bodies, µ F (Λ) is the least number such that for any ǫ > µ F (Λ), the star body S F (ǫ) intersects all the grids of Λ. We shall be interested in the form N : , and α i is the i'th coordinate of α. Denoting for γ ∈ R, by γ , the distance from γ to the nearest integer, the following statements for a fixed α ∈ R d−1 : 5) are related by the obvious implications (1.5)⇒(1.4)⇒(1.3). An easy calculation shows that (1.3) is equivalent to µ N (Λ( α)) = 0. For d = 2, Khintchine showed (see [D] §6 for details) that for any real α, (1.4) is false for Λ(α), moreover, there exists γ, such that inf n =0 |n| nα − γ > c, where c is an absolute constant. Y. Katznelson has noted that the set of such γ's is of positive Hausdorff dimension. Generalizing Khintchine's result, Davenport [D] showed that for any lattice
. Much work has been done in improving the lower bound in Davenport's result (see [Ca] , [Ca2] , [D] and the references therein). It is natural to ask what happens in dimension 3. In his book [Ca] (p. 307), Cassels posed the following problem: Problem 1.1 (Cassels) . In dimension three, does inf µ N (Λ) = 0 (where the infimum is taken over lattices of covolume 1).
We answer Cassels problem affirmatively. We shall shortly see that actually the infimum is attained on a plentiful set of lattices, amongst which, lattices of the form Λ( α), with the coordinates α i being algebraic. This is the subject of the next theorem which is the main result of this paper (see theorem 5.1 for a more general statement):
(1) Almost any pair of real numbers α, β (with respect to Lebesgue measure), satisfies ∀γ, δ ∈ R; lim inf |n|→∞ |n| nα − γ nβ − δ = 0.
(1.6) (2) If 1, α, β form a basis for a totally real cubic number field, then α, β satisfy (1.6).
(3) If 1, α, β are linearly dependent over Q, then they cannot satisfy (1.6).
A few remarks are in order here:
(1) Aside for giving an affirmative answer to problem 1.1, the most interesting part of theorem 1.2, is part (2), which sheds some light on the Diophantine properties of cubic numbers, which remain a mystery.
(2) Theorem 1.2 is stronger than an affirmative answer to problem 1.1, in several respects. It shows us that the infemum is attained at explicit lattices and moreover, we obtain (1.5) which seems to be stronger then (1.3). (3) Theorem 1.2 has a dual version (the statement of which is included in theorem 5.1) concerning pairs of real numbers α, β having the property:
(4) Cassels and Swinnerton-Dyer have shown [CaSD] that any real pair α, β, belonging to the same cubic totally real field, satisfies Littlewood's conjecture, i.e. satisfies (1.6) with γ, δ = 0. Thus parts (2) and (3) of theorem 1.2, can be viewed as a strengthening of their result. (5) As Cassels points out in his book [Ca] , problem 1.1 belongs to a family of problems for various forms. Barnes [Ba] solved an analogous problem with F being an indefinite quadratic form in d ≥ 3 variables. Our method, when adapted appropriately, gives a different proof of Barnes' result. (6) Our methods are dynamical and rely on rigidity results such as Ratner's theorem, Furstenberg's times 2 times 3 theorem and its extensions due to Berend. But, although the usual ergodic theoretic arguments provide existence only, our results are explicit. They provide us with concrete examples of numbers and lattices with nontrivial dynamical and Diophantine properties. (7) We shall restrict our discussion to the case d = 3. Many of the results appearing in this paper have higher dimensional analogues.
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2. Notation
and identify them with the corresponding subgroups of G. Let A < G 0 be the subgroup of diagonal matrices with positive diagonal entries. For a pair α = (i, j), where 1 ≤ i = j ≤ 3, we denote by u α (t) ∈ G 0 the matrix, all of whose entries are zero, except for the ij'th which is equal to t and the diagonal entries which are equal to 1. For β = k, where 1 ≤ k ≤ 3, we denote by u β (t) ∈ V the vector, te k , where e k is the k'th standard vector. The set Φ = {k, (i, j) : 1 ≤ i, j, k ≤ 3, i = j} will be referred to as the set of roots of A and for any root α ∈ Φ, u α (t) will be referred to as the one parameter root group, corresponding to the root α. For a ∈ A and α ∈ Φ, we denote by α(a), the real number defined by the equation
For an element a ∈ A we define the stable horospherical subgroup of G corresponding to it to be U − (a) = {(g, v) ∈ G : a n (g, v)a −n → n→∞ e}, and the unstable horospherical subgroup to be U + (a) = U − (a −1 ). We say that a root α supports an element (g, v) ∈ G if the entry corresponding to α in (g, v) is nonzero. An element b ∈ A is called regular if for any root α ∈ Φ, α(b) = 0. Note that if b ∈ A is regular, then any element g ∈ G which is close enough to e, has a unique decomposition g = au
2.2. Let c > 0 be fixed. Denote by X 3 (c) the space of lattices in R 3 of covolume c. For a matrix g ∈ GL 3 (R) of determinant ±c, we denote byḡ, the lattice spanned by its columns in R 3 . Two matrices g 1 , g 2 , represent the same lattice if and only if there exists a matrix γ ∈ GL 3 (Z) such that g 1 = g 2 γ. Let X ′ 3 (c) denote the space of grids of covolume c in R 3 . We represent points of X ′ 3 (c) asḡ + v, whereḡ ∈ X 3 (c) and v ∈ R 3 . Here too the representation is not unique,ḡ 1 + v 1 =ḡ 2 + v 2 if and only ifḡ 1 =ḡ 2 and v 1 = v 2 moduloḡ i . We shall say that a gridḡ + v, is rational, if v belongs to the Q-span ofḡ. Note that G 0 acts on X 3 (c) via the formula hḡ = hg and G acts on X ′ 3 (c) via the formula (h, w)(ḡ + v) = hg + (w + hv). Both actions are transitive and have discrete stabilizers, thus we are able to give X 3 (c) and X ′ 3 (c), the structure of homogeneous spaces. We denote by π : X ′ 3 (c) → X 3 (c) the natural projection which assigns to a grid its lattice. The fiber π −1 (ḡ), over a latticeḡ ∈ X 3 (c) will be identified with the 3-torus R 3 /ḡ. It is evident that π commutes with the G 0 action. We usually omit the index c and write
. This should not cause any confusion, although from time to time the different spaces will interact.
Compact A orbits
The reason we are able to use dynamical results in order to obtain Diophantine information on cubic numbers, is the following classification theorem which essentially goes back to [Bac] . A modern proof can be found in [LW] . Before stating it, let us recall some notions from number theory. A totally real number field is a finite extension of Q, all of whose embeddings into C are real. A lattice in a number field, is nothing but the Z-span of a basis of the field over Q. Let K be a totally real number field of degree d, a geometric embedding of K, is a map ϕ : K → R d , whose coordinates are the distinct embeddings of K into the reals. It is well known that the image of a lattice in K, under a geometric embedding is a lattice in R d .
Theorem 3.1. Let x 0 ∈ X 3 be a lattice. Then, Ax 0 is compact if and only if there exists a diagonal matrix a, of nonzero determinant, such that ax 0 is the geometric embedding of a lattice in a totally real cubic number field. Moreover Stab A (x 0 ), is generated by two diagonal matrices of the form a 1 = diag(ω 1 , ω 2 , ω 3 ), a 2 = diag(θ 1 , θ 2 , θ 3 ), where ω 1 , θ 1 are two multiplicatively independent units in the ring of integers of a totally real cubic field, and ω i , θ i are the different embeddings of ω 1 , θ 1 into the reals.
As a corollary we get a classification of the compact A-orbits in X ′ 3 . The proof is left to the reader. Corollary 3.2. A grid y ∈ X ′ 3 has a compact A-orbit, if and only if it is rational and π(y) ∈ X 3 has a compact orbit. In this case, Stab A (y) is of finite index in Stab A (π(y)).
The following observation also follows from theorem 3.1. It is one of the places in which higher rank is reflected. The proof is left to the reader and relies on the fact that two real numbers which are linearly independent over Q, have a dense Z-span in the reals.
Corollary 3.3. Let y 0 ∈ X ′ 3 be a grid with a compact A-orbit and let A 0 denote its stabilizer in A. For any root α ∈ Φ, the set {α(a) : a ∈ A 0 } is dense in the reals.
4. Dynamics and GDP lattices 4.1. The A action on X 3 . We begin this section with an important observation, derived from results and ideas presented in [LW] and [Mau] . Let x 0 ∈ X 3 be a point with a compact A-orbit. We shall use the following facts: It follows from Lemma 4.1 of [LW] , that the orbit of x 0 under any root group u ij (t), is dense in X 3 , moreover Theorem B of [R] , implies that in fact {u ij (t)x 0 } t∈I is dense in X 3 , for any ray I ⊂ R. It follows from corollary 1.4 in [LW] , that if b ∈ G 0 is lower or upper triangular but not diagonal, then Abx 0 = X 3 . A more careful look yields the following lemma. The author is indebted to Elon Lindenstrauss, for valuable ideas appearing in the proof. 
where we denoted t 0 = δ µ and the matrices appearing in the middle of (4.1) by u 23 (t 0 ) , b 1 and b 2 according to appearance. Note that the matrix b = b 1 b 2 is nondiagonal as τ = 0, hence by the preceding discussion, if we denote x 1 = bx 0 , then x 1 has a dense A-orbit. Hence, it is enough to show that x 1 belongs to the orbit closure of px 0 = u 23 (t 0 ) x 1 . This will follow from the existence of a recurrence sequence a n ∈ A for x 1 (i.e. a sequence such that a n x 1 → x 1 ) which in addition satisfies a n u 23 (t 0 ) a −1 n → e, for then lim a n px 0 = lim a n u 23 (t 0 )a −1 n a n x 1 = x 1 .
(4.2)
We identify A with the plane
via the map t → exp(t) = diag (e t 1 , e t 2 , e t 3 ) , with inverse denoted by log. A sequence a n satisfies a n u 23 (t 0 )a → −∞, where t (n) = log(a n ). Thus it is enough to show that for any m > 0, there exists a recurrence sequence for x 1 in A m = log (R m ), where R m = {(t 1 , t 2 , t 3 ) ∈ R : t 2 − t 3 ≤ −m} is a half plane. Choose m > 0. We shall show that in fact A m x 1 is dense in X 3 . Denote
2t , e −t , e −t and a ′ = diag e −m , 1, e m .
(4.4)
The line {a ′ a t } t∈R lies on the boundary of A m . As b = b 1 b 2 , we write (emphasizing the desired partition into products)
We observe that for any sequence t n → ∞, a ′ a tn b 1 (a ′ a tn ) −1 converges to the diagonal matrix a ′′ = diag α, γ − , and because the line a t is irrational with respect to the lattice Stab A (x 0 ) (by theorem 3.1), any trajectory of {a t } t≥0 in Ax 0 is dense there. In particular any point in Ax 0 is a limit point of some sequence (a ′ a tn ) x 0 , for some sequence t n → ∞. It follows now from (4.5), that
for a suitable choice of s 1 = 0. As A m is closed under multiplication, A m x 1 closed under the action of A m . In particular, it follows from (4.6), that for any a ∈ A m , au 32 (s 1 )a −1 x 0 ∈ A m x 1 , i.e. u 32 (s)x 0 ∈ A m x 1 , where s ranges over the set {e t s 1 : t ≥ m}, which is a ray. The discussion preceding this proof now implies the density of A m x 1 and in particular that x 1 ∈ A m x 1 as desired.
We shall use the following notation: For α, β ∈ R
Corollary 4.2. Let K be a totally real cubic number field and let 1, α, β be a basis of K over Q. Then the latticesḡ α,β ,h α,β , have dense A orbits in X 3 .
Proof. Let us denote α = α 1 , β = β 1 and let α i , β i , i = 2, 3, be the other two embeddings of α 1 , β 1 into the reals. If we denote by c, the absolute value of the determinant of the
c) has a compact A-orbit by theorem 3.1. It is clear that if a is a diagonal matrix of non zero determinant, then ag 0 , has a compact A-orbit in the space X 3 (c ′ ) for a suitable choice of c ′ . It is easy to see that there exists a unique choice of a diagonal matrix a of non zero determinant and a matrix p as in lemma 4.1, such that apg 0 = g α,β . (4.8) The reader can easily check that the relevant entries of p must be nonzero. We apply lemma 4.1, and conclude thatḡ α,β has a dense A-orbit in X 3 (1). In order to see thath α,β has a dense orbit, we note that the involution g → (g t ) −1 = g * from GL 3 (R) to itself, descends to a diffeomorphism from X 3 (c) to X 3 (c −1 ) (for any c > 0). We denote this map byḡ →ḡ * = g * . This is nothing but the well known map which sends a lattice to its dual. Since the group A is invariant under this involution, we have that for any latticeḡ, Aḡ * = Aḡ * . In particular,ḡ has a dense orbit if and only ifḡ * has. In a similar way to what we have already shown, one can show that the lattice spanned by the columns of
, has a dense A-orbit, in X 3 (1). As g * 1 = h α,β , it follows thath α,β has a dense orbit too, as desired.
The following lemma is well known. It shows us that the phenomenon appearing in corollary 4.2 is generic. We shall outline a proof.
Lemma 4.3. For almost any pair α, β ∈ R (with respect to Lebesgue measure), Aḡ α,β = Ah α,β = X 3 .
Proof. Let us consider lattices of the formḡ α,β for example. Using the notation of (4.4), let ℓ = {a t } t∈R and ℓ + = {a t } t>0 . Note that the semigroup ℓ + has the group {g α,β : α, β ∈ R} as its unstable horospherical group. Any point in a sufficiently small neighborhood, W of a given point x ∈ X 3 , can be uniquely written as ucg α,β x, where u is in the stable horospherical group of ℓ + and c is in the centralizer of ℓ. When analyzing Haar measure in these local coordinates, one sees that the projection on the coordinate corresponding to the unstable, must map a set of full Haar measure onto a set of full Lebesgue measure. Since the ℓ + action on X 3 is ergodic, almost any point in W will have a dense ℓ + -orbit. If ucg α,β x is such a point we must have that ℓ + g α,β x is dense too. This local argument yields the desired result, when applied to a countable choice of points x of the formḡ α,β , for which the corresponding neighborhoods, cover the whole collection {ḡ α,β : α, β ∈ R} .
4.2.
The A action on X ′ 3 . We say that a grid x ∈ X ′ 3 is DP (has dense products) if P (x) = {N(w) : w ∈ x} , (4.9) satisfies P (x) = R. We say that a lattice is GDP if all its grids are DP. The following theorem is the goal of this subsection. It shows that this notion is not vacuous. Note that the existence of GDP lattices is much stronger then the existence of a latticeḡ with µ N (ḡ) = 0, which solves problem 1.1.
Theorem 4.4. If the A orbit closure of a lattice x ∈ X 3 , satisfies Ax ⊃ Ax 0 , where Ax 0 is compact and x, x 0 do not lie in the same A-orbit, then x is GDP. In particular, lattices with dense orbits are GDP and almost any lattice is GDP.
The reason that the A action on X ′ 3 is of importance to our discussion is that for a grid x ∈ X ′ 3 and an element a ∈ A, P (x) = P (ax). (4.10) One of the crucial observations which follows from this simple fact and which will serve us, is the following lemma which is left to be verified by the reader.
Lemma 4.5. If the A-orbit closure of a grid x ∈ X ′ 3 , contains a grid y, then P (y) ⊂ P (x). In particular if it contains a DP grid, then x is DP itself.
The next lemma exploits the rigidity of higher rank actions of commuting hyperbolic torus automorphisms. This seems to have been the missing link which prevented an earlier proof of the existence of GDP lattices. The research on these rigidity phenomena, began with the pioneering work of Furstenberg [F] , who showed that any closed set on the circle R/Z, which is invariant under multiplication by 2 and 3, is a finite set of torsion points or the whole circle. Subsequently Berend extended Furstenberg's result in several ways. We shall use one such extension appearing in [B] .
Lemma 4.6. Letḡ 0 ∈ X 3 be a lattice with a compact A-orbit. Then, any irrational grid g 0 + v is DP.
Proof. Let us denote the stabilizer ofḡ 0 in A by A 0 . A 0 acts on the 3-torus π −1 (ḡ 0 ) ⊂ X ′ 3 . Using theorem 3.1, one can verify that A 0 satisfies the conditions of theorem 2.1 of [B] , thus any infinite A 0 -invariant set in π −1 (ḡ 0 ) is dense there (for details see for example lemma 4.6 of [Sh] ). One then checks that the only finite invariant sets are finite sets of rational grids (see for example the proof of theorem 4.7 in [Sh] ). It follows that the A 0 orbit of any irrational grid,ḡ 0 + v, is dense in π −1 (ḡ 0 ). Lemma 4.5, implies now that R = ∪ w∈V P (ḡ 0 + w) ⊂ P (ḡ 0 + v), and the lemma follows.
Proof of theorem 4.4. Let x =ḡ and x 0 =ḡ 0 . Given a gridḡ + v ∈ π −1 (x), we consider the sets
(4.11) Note that F 0 is nonempty, because we assume that x 0 ∈ Ax and the fibers with respect to π are compact. If F 0 contains an irrational grid, then we conclude from lemmas 4.5 and 4.6, thatḡ + v is DP as desired. Assume then, that F 0 contains only rational grids (this could happen for example ifḡ + v is rational), which by corollary 3.2, have compact
, be the corresponding stable and unstable horospherical subgroups of G. Any point which is close enough to y 0 in X ′ 3 , has a unique representation of the form au + u − y 0 , where a ∈ A, u + ∈ U + and u − ∈ U − are in corresponding neighborhoods of the identity. Choose a sequence y n → y 0 from the orbit Ay. We may assume that y n = a n u
where a n , u + n , u − n → e. We may further assume that a n = e for all n, for if not, replace y n by a −1 n y n . The fact that y 0 is not in Ay implies that the pairs (u Claim 2: There exist a root α and t 0 = 0 such that u α (t 0 )y 0 ∈ F . Let u be as in claim 1. Let Φ u , be the set of roots supporting u. If Φ u contains only one root, claim 2 follows. If not, there exists a one parameter semigroup {a t } t≥0 < A such that Φ u is the union of two non empty sets, Φ
u , α(a 1 ) = 0. It follows that for any sequence t n → ∞, a t ua
′ is supported on the set of roots Φ 0 u which is strictly smaller then Φ u . Since Ay 0 = A/A 0 is a 2-torus, we can always find a sequence t n → ∞, such that a tn y 0 → y 0 . Thus lim a tn uy 0 = lim a tn ua
Repeating this process a finite number of times, we end up with a root α and some non zero real number t 0 , such that u α (t 0 )y 0 ∈ F and claim 2 follows. Claim 3: u α (t)y 0 ∈ F , for any t ∈ R + or any t ∈ R − , according to the sign of t 0 . By corollary 3.3, we have that {α(a) : a ∈ A 0 } is dense in R. It follows that
hence, taking the closure, we see that F contains the full orbit of the semigroup u α (t), where t ranges over the positive or negative real numbers, according to the sign of t 0 . This proves Claim 3. We conclude that it cannot be that u α is a subgroup of V , because then F 0 contains irrational grids, contradicting our assumption. It follows that u α is a subgroup of G 0 . Fixing an element w ∈ y 0 , lemma 4.5 implies that N (u α (t)w) ∈ P (y 0 ). Choosing various w's we obtain the desired density.
Proof of theorem 1.2
Proof of theorem 1.2. Leth α,β be such that it has a dense A orbit in X 3 . Theorem 4.4 implies that it is GDP. Given γ, δ ∈ R, we denote v γ,δ = (γ, δ, 0) t and consider the grid x =h α,β + v γ,δ . A simple calculation shows that P (x) = {n(nα + m + γ)(nβ + k + δ) : n, m, k ∈ Z} .
(5.1)
As this set is dense in the reals, the reader would easily convince himself that for any ǫ > 0, there must exist infinitely many different choices of n, such that |n(nα + m + γ)(nβ + k + δ)| < ǫ, showing that lim inf n nα + γ nβ + δ = 0. Thus, lemma 4.3 implies part (1) of the theorem. Part (2) now follows from corollary 4.2. We are left to justify part (3). We shall show that when 1, α, β are dependent over Q, the latticeh α,β satisfies µ N (h α,β ) > 0. In particular it cannot satisfy (1.6). The argument by which this is shown, is decomposed into two simple claims, the second of which is left as an exercise: In particular µ N h α,β > 0. Claim 2: Ifḡ 1 ,ḡ 2 are two lattices such that there exists a constant c ∈ R such that cḡ 1 is commensurable toḡ 2 , then µ N (ḡ 1 ) = 0 if and only if µ N (ḡ 2 ) = 0. Let 1, α, β be linearly dependent over Q. If α is rational it follows from Khintchine's result that µ h α,β > 0. If not, it follows that there exists a rational matrix q such that h α,β q = h α,rα for a rational number r. Hence the latticeh α,β is commensurable toh α,rα . We apply claims 1 and 2 and obtain the desired result.
We end this paper restating what we have actually proved above, in a more complete fashion then as stated in theorem 1.2. We use the notation of (4.7).
Theorem 5.1.
(1) For almost any pair of real numbers α, β the latticesh α,β ,ḡ α,β , are GDP. In particular ∀γ, δ, ǫ ∈ R, lim inf |n|→∞ |n| nα − γ nβ − δ = 0, inf n,m =0 |nm| nα + nβ − ǫ = 0. 
