We apply random matrix theory (RMT) to the analysis of an emerging market. In particular we analyse correlation matrices C constructed from 10 years of daily data for stocks listed on the Johannesburg Stock Exchange (JSE) from January 1993 to December 2002. We test the spectral properties of C against random matrix predictions and find some agreement between the distributions of eigenvalues, nearest neighbour spacings, distributions of eigenvector components and the inverse participation ratios for eigenvectors.
Introduction
Correlation matrices are common to problems involving complex interactions and the extraction of information from series of measured data. Our aim is to determine empirical correlations in price fluctuations of daily sampled price data of distinct shares in a reliable way. Our investigation is based on 10 years of daily data for 250-350 traded shares listed on the JSE Main Board from January 1993 to Dec 2002.
There are several aspects to the question of how to calculate correlations in financial time series. In particular, missing data and thin trading (no prices changes for a stock over several time periods) may be significant. Random correlations in price changes are likely to arise in an ensemble of several shares. Furthermore, for a portfolio of N distinct assets, there will be N (N − 1)/2 entries in a correlation matrix which has been determined from time series of length L. When L is not large, the calculated covariance matrix may be dominated by measurement noise. Hence, it is necessary to understand effects of (i) noise (ii) finiteness of time series (iii) missing data and (iv) thin trading in determination of empirical correlation.
The properties of random matrices first became known with Wigner's seminal work in the 1950's for application in nuclear physics in the study of statistical behaviour of neutron resonances and other complex systems of interactions ( [24] , [4] and [13] ). More recently random matrix theory has been applied to calibrate and reduce the effects of noise in financial time series and to investigate constraints on rational (empirically based) decision making (cf. [11] , [16] , [14] , [27] , [25] , [7] ). Correlation matrices are computed for the data under investigation and quantities associated with these matrices may be compared to those of random matrices. The extent to which properties of the correlation matrices deviate from random matrix predications clarifies the status of the information derived from the computation of covariances. In several studies of shares traded in the S&P 500 and DAX, it was found that, aside from a small number of leading eigenvalues, the eigenvalue spectra for the measured data coincide with theoretic random matrix predictions, i.e. it was found that the estimation of covariances is dominated by random noise.
In this paper we consider the problems of missing data and thin trading in determination of empirical correlation in daily sampled price fluctuations. We analyze the data base containing prices S i (t), the prices of assets i = 1, . . . , N at time t as follows. We first find the change in asset prices
The canonical cross-correlation matrix for idealized data (non-zero price fluctuations and no missing data) is given by
where . . . denotes average over period studied and σ
2 is the variance of the price changes of asset i. Alternatively one could write
where L denotes the uniform length of the time series and R i (t) denotes the price change of asset i at time t such that the average values of the R 
MM
T where M is a N × L matrix and M T is its transpose (cf. [16] ).
The measured-data cross-correlation matrix for the case when there is missing data in time series of returns is computed as follows:
where ρ i and ρ j denote subseries of r i and r j such that there exists measured data for both ρ i and ρ j at every time period in the subseries, and . . . denotes average over period studied, σ
2 is the variance of the price changes of asset i.
Random Matrix Theory (RMT) predictions
We summarise four known universal properties of random matrices, namely the Wishart distribution for eigenvalues, the Wigner surmise for eigenvalue spacing, the distribution of eigenvector components and the inverse participation ratio for eigenvector components, which will be applied in our analysis.
RMT predictions for behaviour of eigenvalues
Let A denote an N × L matrix whose entries are i.i.d random variables which are normally distributed with zero mean and unit variance. As N, L → ∞ and while Q = L/N is kept fixed, the probability density function for the eigenvalues of the Wishart matrix (or Laguerre ensemble) R = 1 L AA T is given by ( [1] , [9] , [30] ):
for λ such that λ min ≤ λ ≤ λ max , where λ min and λ max satisfy
Next we consider the universal behaviour of nearest-neighbour eigenvalue spacings for Wigner matrices. The distribution of eigenvalue spacings was introduced as a further test for the case when the empirical eigenvalue distribution does not deviate significantly from the RMT predication. The so-called Wigner surmise 1 for eigenvalue spacings is given by
where s = (λ i+1 − λ i )/d and d denotes the average of the differences λ i+1 − λ i as i varies 2 .
RMT predictions for behaviour of eigenvectors
It has been found that the eigenvector components v i a for a = 1 . . . n of an eigenvector v a are normally distributed with zero mean and unit variance [13] , [3] ,
The inverse participation ratio (IPR) is used to analyze the structure of the eigenvectors of the correlation matrix [27] . The ith component v i a of v a corresponds to the contribution of the ith time series to that eigenvector. To quantify this contribution, the IPR for v a is defined
where N is the number of time series (the number of shares) and, hence, number of eigenvalue components. If the components of the eigenvector are identical,
, then I a = 1/N ; if there is only a single nonzero component, then I a = 1. In general, the IPR is a reciprocal of the number of eigenvector components which are contribute significantly, i.e. which are different from zero. It is found that E[I a ] = 3/N since the kurtosis for the distribution of eigenvector components is 3.
Analysis of Johannesburg Stock Exchange data
The JSE is one of the 20 largest national stock markets in the world. We summarise some of its known qualitative features. Although many of the main board JSE shares are illiquid, the market as a whole is a fairly liquid one. There is share concentration in half-dozen shares: these dominant shares account for almost a third of the index and have a large bias towards resources. The resources sector in turn is strongly correlated with the dollar-rand exchange rate, an exogenous factor that has a dominant influence on price dynamics in South African stock markets. Next it is noteworthy that different shares are listed on the JSE at different times and, hence, different shares do not always trade on the same day. However, some shares which do not trade often may occasionally trade in large volumes for several days. These realities exacerbate the problem of estimating correlations in a reliable way.
The data set used in this study incorporated a zero-order hold for prices when there was no trading. This approach accounts for sequences of zero-valued returns in the return times-series even though no measurements occurred. While it has often been convenient to set the returns to zero in the periods preceding listing of shares to avoid data holes, in general, this strategy seems to give rise to a significant gaussian component to estimated correlations. We investigate the effect of various treatments and interpretations of measurements in the context of price time-series. The approach here favours the notions that (1) if no price was discovered for a given share then there was no measurement, and (2) share cross-correlations can only be computed when there are measurements on the same day.
The data set of 10 years of data from 1 January 1993 to 31 December 2002 was split into annual epochs. The data was windowed to create 6 sets of 5 years of daily price data. Each block was screened to remove shares that were de-listed or which traded quite infrequently. This was achieved by dropping all shares that both had no price measurements at the year-end and did not trade at least once in the preceding month. Table 1 Table 1 : The data sets used comprising shares traded on the Johannesburg Stock exchange. Each data set starts on the 1 January of the starting year and ends on the 31 December on the ending year.
We investigate correlation structure by considering correlation matrices of the data sets in Table 1 in three different ways. Case 1: we assign the value of zero whenever there is no measured data for a return r i (t) for asset i at time t.; we then compute the correlation matrix in the canonical way as described in the introduction. Case 2: we compute the measured-data correlation matrix to overcome missing measurements. Case 3 : we address the problem of no trading, i.e. zero price fluctuations for several time periods in succession. To do so, in the event of 2 or more successive zero-valued price fluctuations we delete the measured return value r i (t) = 0, effectively turning the zero-valued information into missing data. This compensates for interpolated prices being mistaken for measurements. We then compute the measured-data correlation matrix. For Case 2 the first two eigenvector component distributions deviate less significantly from the PorterThomas null-hypothesis; the distribution of components for the third eigenvector is almost uniform; as with Cases 1 and 2, the distributions corresponding to smaller eigenvalues are in greater agreement with their random matrix counterparts. This suggests that a zero-order hold policy also introduces artificial noise into the correlation matrix. Figure 2 (b) gives the inverse participation ratios (IPR's) plotted against corresponding eigenvalues. For Case 1, the IPR's for the 2 nd and 3 rd largest and the 7 smallest eigenvalues deviate significantly from the random matrix null case. For Case 2, the IPR's for the 1 st , 2 nd and 3 rd largest eigenvalues deviate significantly from the random matrix null case. For Case 3, the IPR's for the 9 largest eigenvalues deviate significantly from the random matrix null case; the same is true for several of the smallest eigenvalues; for the rest of the eigenvalues, the mean IPR is greater than the RMT prediction of 3 (Eqn. 5) and IPR values fluctuate with greater variance about this mean compared with variance for the null case.
Temporal stability of the correlation matrices
Temporal stabilities of the matrices were investigated for annual variation. We computed overlap matrices with entries given by estimated correlations between the leading eigenvectors from the last 5−yr epoch, 1998 − 2002, with their analogues from the preceding epochs, 1997 − 2001 to 1993 − 1997, as follows 3 : For each epoch, the eigenvectors corresponding to the 15 largest eigenvalues were chosen; each eigenvector was expanded to include components for every share present in either epoch being compared and when a share was not included in one of the epochs, a value of zero was assigned. We let U (E) denote the N × 15 matrices whose columns are the leading 15 eigenvectors from the E th epoch, E = 6 for 1998 − 2002, E = 5 for 1997 − 2001 , etc. The overlap matrices are hence given by O(t, τ ) = U (t)
T U (t − τ ), where t denotes an epoch and τ denotes a lag in years. Figure 3 gives an indication of the temporal stability of the eigenvectors associated with the largest eigenvalues for Cases 1 and 3. For Case 2 there was lack significant evidence of temporal stability.
In Case 1 the correlation of the eigenvectors corresponding to the largest eigenvalue is 1 for all lags; the correlation of the eigenvectors corresponding to the second eigenvalues is negative for lags 1 to 4 and the correlation of the eigenvectors corresponding to the third eigenvalues is positive for lags 1 to 4.
In Case 3 the correlation of the eigenvectors corresponding to the largest eigenvalue is alternately positive then negative for successive lags; there are no distinct correlations between the eigenvectors corresponding to the second eigenvalue; correlations between eigenvectors corresponding to the next seven eigenvalues tend to be positive for lags 1 to 5. This case offers the greatest evidence of temporal stability.
Style characteristics of eigenvectors
Style characteristics of each eigenvector, as determined by its components, were considered. Eigenvector components were weighted according styles and particular attention was paid to eigenvectors corresponding to the largest eigenvalues. The styles considered were: size as proxied by market capitalization, liquidity as proxied by volume traded, value as proxied by (high) dividend yield, quality as proxied by (high) dividends per share and growth as proxied by (high) price per earning. These variables were normalized and mapped to numbers between zero and unity. Economic sectors and sub-sectors were interpreted in terms of spectra, ranging from resources, through industrial, non-cyclical and then cyclical shares into financial and then technology shares, as classified by the JSE, from smaller values to larger values and rescaled for the style characteristic graphs. Figure 4 gives representations of the style characteristics for eigenvectors corresponding to eigenvalues ranging from largest (bottom) to smallest (top of range).
This analysis, together with the tests of temporal stability suggest that the eigenmodes 4 are not easily interpreted in terms of styles in isolation. Instead eigenmodes may be viewed as being representative of distinct trading strategies prevalent in the market itself. This conclusion is motivated by the observation that negative component values of the eigenvectors imply shorting and the positive values imply long positions.
For Case 1, the first eigenvector is long in large capitalization, large volume resource and industrial shares. The next leading eigenvector carries short positions in large capitalization, large volume shares. For all the eigenvectors in this case there is indistinct economic sector characterisation. This gives further evidence that there is information loss with zero padding and zero-order hold.
For Case 3 of the epoch, 1998-2002, leading eigenvector has similar long positions as in Case 1. The short positions for the leading eigenvector are different from those in Case 1 in that the short positions are biased towards financial and technology shares. The second eigenvector is long in high earnings, high volume and large capitalization resource shares together with a short position in low earnings, low dividend and low volume, financial and industrial shares; this is noticeably different from Case 1.
Similarly, inspection of the graph shows that characteristics for the rest of the eigenvectors are different in Cases 1 and 3. In the former, the characteristics seems to settle to a noisy composition sooner. This is consistent with findings for the inverse participation ratios.
This analysis supports the approach of splitting the South African market into a few style factors based on collecting similarly correlated style strategies using a minimal spanning tree [31] .
Conclusions
Our investigation exposes some notable differences in the spectral properties of the correlation matrices computed by the three different methods outlined. As in preceding analyses of financial market data, in all cases we have found that the distribution of eigenvalues exhibits: (1) a significant part of the spectrum falls within the range of random matrix predictions, and (2) there exists a small no. of large leading eigenvalues. However, we found that by computing measured-data correlation matrices, Case 3, a far less substantial part of the spectrum falls within the Wishart range (Eqn. 1) than when computing correlations with zero padding, Case 1. Similar results were found when comparing the inverse participation ratios of Cases 1 and 3 with their RMT counterparts. Results for Case 2, which incorporated zero-order hold but not zero padding, varied with the RMT tests; here the eigenvector components and inverse participation ratios were closest to RMT predictions.
Our investigation suggests that with zero padding and zero-order, the computation of correlations causes information extracted to suffer from greater noise effects. Moreover, investigation of the correlations between leading eigenvectors from successive epochs showed evidence of greater temporal stability when measured-data correlations were used.
Our style characteristic investigation suggests that the leading eigenmodes may be interpreted in terms of independent trading strategies with long range correlations. These are more distinct for the measured-data correlation case than when there was zero padding and zero-order hold. Figure 1 (a) shows the eigenvalue density functions with the distinct eigenvalues greater than the maximum RMT predicted value for the same Q-factor as the sample. Insets: plots of the Wishart distribution (Eqn. 1) are superimposed on plots of the small eigenvalues. Figure 1 (b) shows the nearest-neighbour distributions of the folded eigenvalues. Superimposed on these are plots of the Wigner Surmise ( Eqn. 3). The folded eigenvalues were computed using Gaussian broadening and numerical integration. 
