A writing system is a visual notation system wherein a repertoire of marks, or strokes, is used to build a repertoire of characters. Are there any commonalities across writing systems concerning the rules governing how strokes combine into characters; commonalities that might help us identify selection pressures on the development of written language? In an effort to answer this question we examined how strokes combine to make characters in more than 100 writing systems over human history, ranging from about 10 to 200 characters, and including numerals, abjads, abugidas, alphabets and syllabaries from five major taxa: Ancient NearEastern, European, Middle Eastern, South Asian, Southeast Asian. We discovered underlying similarities in two fundamental respects.
INTRODUCTION
Writing systems (such as alphabets) are visual notation systems wherein a repertoire of marks, or strokes, is used to construct a set of characters. Because writing systems are under selective pressure to be easy to read and write, we reasoned that by identifying commonalities underlying how strokes combine into characters in writing systems over human history, we would, in effect, be identifying fundamental properties of the human visuo-motor system. Here, we are interested in measuring two specific fundamental properties of writing systems: character length, which is the average number of strokes per character, and redundancy, which measures how efficiently characters are built out of strokes. Our main result will be that, after examining more than 100 writing systems over human history (table  1) , ranging from about 10 to 200 characters, we determined that writing systems have average lengths of approximately three strokes per character and redundancies of ca. 50%, and these values do not vary much as a function of writing system size. In x 4 we will speculate on what this might tell us about the human visuo-motor system.
RESULTS
Suppose a writing system possesses B stroke types, and average character length L. We can model the number of characters, C, by an equation of the general form, C ¼ rB bL , where r, b 6 1 are positive constants. The proportionality constant, r, captures the fact that some fraction of the possible stroke combinations may not be allowed. The exponent bL is called the combinatorial degree, d, and measures how combinatorially strokes are used to build characters: a minimum value of d ¼ 1 would mean that strokes are not used combinatorially at all (i.e. because doubling the number of stroke types would only double the number of characters), and greater values (up to a maximum of L) mean that strokes are used more combinatorially. From the length, L, and combinatorial degree, d, we may compute the redundancy, R ¼ 1 À ðd=LÞ, or R ¼ 1 À b: a redundancy of zero means that all L potential degrees of freedom in building characters are used, and as the redundancy nears 1 the combinatorial degree falls lower and lower below L. For example, suppose that 0s and 1s can be strung together to make sequences of length 4, but that 0s must always be placed next to a 0, and 1s next to a 1. Although there are 2 4 ¼ 16 binary sequences of length 4, there are only C ¼ 4 sequences satisfying this constraint, namely 0000, 0011, 1100 and 1111. Here, r ¼ 1 and b ¼ 1=2, so that C ¼ 4 ¼ 1 Â 2 ð1=2Þ4 ¼ rB bL . Intuitively, the constraints put on these sequences reduces the number of degrees of freedom from 4 down to 2, and thus the sequence length is twice as long as it ideally would have to be, corresponding to a redundancy of 1/2. The three properties-combinatorial degree d, length L, and redundancy R-are related such that any two are independent, Table 1 . Information for the writing systems used in the analysis.
(Character information was sampled from Ager's Omniglot: a guide to writing systems (Ager 1998) , in conjunction with Daniels & Bright (1996) . Writing systems were chosen from Omniglot so as to cover all major phylogenetically distinct writing system classes for numerals, abjads, abugidas (including vowel diacritics), alphabets and syllabaries, as shown in figure 1. Invented writing systems were included if they have been successfully used by some community; writing systems invented for fun or for fictional purposes were not included. We did not include logographic writing systems like Chinese and other East Asian writing systems where the character and word levels are not cleanly separable (see Chen et al. 1996; Yeh & Li 2004) . When multiple variants existed, we chose the first shown. Lower-case characters were used unless otherwise noted; also, character variants that occur at the start or end of a word were not used. In several alphabets, the alphabet has some syllabic features, and 'syllabic' has been placed in parentheses to denote this. Dates are often only approximate, and are recorded such that negative values indicate BC. The 'phylogeny' column shows the principal sequence of ancestors of the writing system; or when invented, it gives the inventor's name. The fifth column gives the average character length, which is the average number of strokes per character in the writing system (see figure 2a) . The sixth column gives the stroke type repertoire size (see figure 3a) , and the seventh column the writing system size (i.e. the number of characters). The last column provides the total number of edges in the stroke-type network for that writing system (see text and figure 4a for more information on stroke-type networks).) and jointly determine the third via the equation R ¼ 1 À ðd=LÞ. There are two qualitatively different ways that strokes could be combinatorially used to build characters (Changizi 2001 (Changizi , 2003a . The first is the universal stroke-type approach, where the number of stroke types does not vary as a function of writing system size, and greater numbers of characters are accommodated by increasing the length of characters. The second is the invariant-length approach, where character length is invariant, and greater numbers of characters are accommodated by increasing the number of stroke types from which characters are built.
To test whether either of these two scaling approaches applies to writing systems, we measured average character lengths for all 115 writing systems in table 1 (see figure 1 for the distribution of classes of writing system). Figure 2a illustrates the manner in which characters are decomposed into strokes. Our first result is that writing systems appear to conform to the invariant-length approach (see figure 2b) , with average lengths of approximately 3 (but with lower lengths of approximately 2 for number systems).
For the remainder of x 2, we describe two distinct methods for estimating the combinatorial degree, d ¼ bL. From the length, L, and combinatorial degree, d, we will be able to compute the redundancy, R ¼ 1 À ðd=LÞ.
The first method of estimating combinatorial degree is to plot stroke-type repertoire size, B, as a function of writing system size, C, and measure the scaling exponent. Recall that C / B d . Thus, B / C 1/d , and the best-fit slope on a loglog plot of B versus C is an estimate of 1/d. Figure 3a illustrates the manner in which the stroke-type repertoire is determined, and figure 3b describes tests of repeatability. We let d BC denote estimates of the combinatorial degree via this first method. We report four estimates from the data, employing four different subscripts to distinguish between them-'all', 'alpha', 'all,bin' and 'alpha,bin'-where the subscript 'all' means that all writing systems from table 1 are used in the estimate, 'alpha' means that only the nonnumber systems are used, and 'bin' means that the estimate is taken from a binned plot. Figure 3c shows the plot of all the data, and B / C 0.63 , and thus d BC ;all ¼ 1=0:63 ¼ 1:60. The inset of figure 3c shows the binned version of all the data, and d BC ;all;bin ¼ 1:49. Excluding numerals, the respective estimates are d BC ;alpha ¼ 1:36 and d BC ;alpha;bin ¼ 1:33. These combinatorial degree estimates therefore range from 1.33 to 1.60. Given the average character lengths, the four corresponding redundancy estimates are: R BC,all ¼ 41%, R BC,all,bin ¼ 46%, R BC,alpha ¼ 53% and R BC,alpha,bin ¼ 56%.
The second method for determining the combinatorial degree is via measuring how stroke-type 'interactiveness' changes with writing system size. We let d deg denote estimates of the combinatorial degree via this second method. If strokes are used combinatorially, then in a larger writing system, any given stroke type must, on average, be able to interact with a greater number of stroke types. The degree, d, of a stroke type is the total number of stroke-types with which the stroke type intersects, across all characters of the writing system (for cases of unconnected strokes, like the dot of an 'i', the stroke was deemed connected to the nearest stroke). Figure 4a illustrates the manner in which the stroke-type degree is determined. Figure 4b shows that the average stroke-type degree changes slowly with writing system size, consistent with a power law d / C w : Scaling exponents via the four methods are w all ¼ 0:24, w all,bin ¼ 0:17, w alpha ¼ 0:13, w alpha,bin =0.10. From this it is possible to compute the combinatorial degree, as we now explain. How many characters can be built with length L? In writing a single character, there are B stroke types one may begin with, and for each of these there are, on average, d many stroke types which may be drawn next, and for each of these, d more, and so on until all L strokes have occurred in the character. Thus, the number of characters that can be built is C ¼ Bd LÀ1 . Given that d / C w , we can write C / BðC w Þ LÀ1 , and solving for C, we have that C / B 1=½1À w ðLÀ1Þ . Therefore, the combinatorial degree can be estimated as d deg ¼ 1=½1 À wðL À 1Þ, where w is the scaling exponent for stroke-type degree as a function of writing system size (see Changizi et al. (2002) 
DISCUSSION
We found that writing systems have average character lengths of approximately 3 (number systems being the exception, with an average of approximately 2). And, via two distinct kinds of measurement and analysis, we found that the combinatorial degrees for writing systems are very approximately 3/2, and redundancies ca. 50%. Importantly, these values appear to not much vary as a function of writing system size. Because the combinatorial degree is (see table 1 ) across the major phylogenetic classes (black bars), and also the number of sections devoted to the phylogenetic classes in Daniels & Bright (1996) The world's writing systems, the most exhaustive book on the topic (grey bars). Among the major phylogenetic classes, the distributions are highly correlated (r 2 ¼ 0:81).
Character complexity and redundancy in writing systems M. A. Changizi and S. Shimojo 271 significantly above 1, it means that writing systems use strokes in a genuinely combinatorial fashion (i.e. doubling the number of strokes more than doubles the number of characters, because C / B 3=2 ). However, although writing systems are combinatorial, they are not very combinatorial, because the combinatorial degree of 3/2 is not much greater than 1. Because average character lengths are approximately 3, the maximum possible combinatorial degree is 3. Because only approximately half of the total possible degrees of freedom is used, the redundancy is ca. 50%. Characters therefore tend to be about twice as long (in number of strokes) as they need to be. Alternatively, the combinatorial degree could be twice what it is, which would allow the number of stroke types to grow much more slowly as a function of writing system size (namely as the cube root) than they in fact do. These results may have implications for the future design of writing systems.
CONCLUSION
Writing systems are under selective pressure to be easy to read and write, but there are reasons to think that the principal pressure is for ease of reading. First, text is written only once, whereas it may be read arbitrarily many times. The utilities due to reading will accordingly be amplified relative to that for writing. Many writing systems throughout history, however, were not read to the extent that contemporary writing systems are, and this argument will not apply as strongly to such writing systems. Second, cursive scripts and shorthand are two classes of writing system where selection is primarily driven by writing optimization, and in these cases the characters are qualitatively very different compared with those of the typical writing system, and are more difficult to read. Third, and last, typeface and computer fonts are two classes of script where there is no selective pressure for writing at all, and characters in these scripts are qualitatively quite similar to those of the typical writing system. None of these above arguments alone is strong, but together they give us some reason to suspect that the principal selective pressure on most writing systems may come from vision. Assuming this, we ask, is there something about these fundamental properties of writing systems that might be 'good' for the visual system? Consider redundancy first. Because character recognition requires recognizing the strokes (Pelli et al. 2004) , and because strokes tend have small angular size and high shape variability, some redundancy is useful so that misrecognition of one or two strokes does not necessarily lead to misrecognition of the character. Why should the visual 3, 3, 1, 2, 4, 3, 2, 3, 3, 2, 3, 2, 4, 3, 1, 2, 2, 3, 1, 2, 1, 2, 4, 2, 3, 3 character is decomposed into separable strokes, where strokes are separated by discontinuities so that 'U' is one stroke but 'V' is two, and also stroke junctions are decomposed into their constituents so that 'T' and 'X' junctions possess two strokes, 'Y', 'K' and 'W' junctions possess three strokes, etc. Three naïve observers were asked to decompose characters into strokes, and there were no disagreements. (b) Plot of average character length versus the number of characters (on a log scale), for 115 writing systems. Data are labelled by abjad (characters for consonants but not vowels), abugidas (characters for consonants and diacritic symbols for vowels), alphabets (characters for consonants and vowels), syllabaries (characters for syllables such as 'ba', 'be', 'bi', etc.) and numerals (characters for numbers). x-axis values have been randomly perturbed by^1% to help distinguish the points on the plot. The average length is 2.79 for invented systems (a set of 38 independent writing systems) and 2.70 for non-invented systems. Inset: plot of the same data, and same axes, but average character lengths binned at 0.1 intervals along the x-axis (standard error bars shown). One can see that, except for number systems where the average length is approximately 2 (the average across the average lengths of the 22 numeral systems is 1.95, with standard error 0.14), the average character length does not appear to vary as a function of writing system size (the average across the average lengths of the 93 non-numeral systems is 2.91, with standard error 0.09). These data mean that human writing systems conform to the invariant-length approach to accommodating writing systems of greater size.
system prefer character lengths of approximately 3? The value of 3 naturally suggests the 'subitizing limit', which is the number of objects that can be stored in visual short term memory, and is often put at roughly 3 (e.g. Trick & Pylyshyn 1994; Vogel et al. 2001) . That is, perhaps there are, on average, three strokes per character, independent of writing system size, because all the strokes can be simultaneously processed, whereas processing times increase substantially for greater than around three objects. It has been thought that this may underly why number systems tend to represent '1' by one stroke, '2' by two strokes, and '3' by three strokes, but this stops for greater numbers (Ifrah 1985; Zhang & Norman 1995; Dehaene 1997) . The combinatorial degree value of 3/2, and the connected rate at which the number of stroke types increases with writing system size (namely as the 3/2 power), would be a consequence of the redundancy and subitizing limit.
A distinct possible kind of explanation for the average length of 3 concerns bottom-up, hierarchical processing of characters (A. Hampton, private communication). Imagine a lower-level retinotopic map in visual cortex, where the L strokes of a character are simultaneously recognized in L nearby regions of the cortex. Suppose also that multiple nearby regions in the lower level connect in a feed-forward fashion to a single region of the upper-level retinotopic area. A single upper-level region could integrate only from as many lower-level regions as connect to it, and perhaps character length L would be constrained by this. Supposing that multiple lower-level regions feed-forward to an upper-level region if and only if the lower-level regions are all mutually adjacent, and assuming that regions are hexagonally packed in neocortex, each upperlevel region will integrate exactly three mutually adjacent lower-level regions, which would cohere with the average length of L % 3.
Another intriguing possibility is that there is a fundamental ecological explanation for these writing system features. The visual system has been selected to quickly The best-fit relationship is B ¼ 3:18C 0:57 for invented systems (a set of independent data), and B ¼ 2:31C 0:60 for non-invented systems. Inset: same plot, and same axes, but stroke-type repertoire sizes binned at 0.1 intervals along the log C-axis (standard error bars shown).
Character complexity and redundancy in writing systems M. A. Changizi and S. Shimojo 273 recognize objects, and many objects are built from object junctions of various kinds, which are themselves built out of contours of various types. Could it be that writing systems have been selected to have characters that can be recognized using the already-existing object recognition mechanisms? Intuitively, strokes are contour-like, and characters are object-junction-like, object junctions typically possessing approximately three intersecting contours (e.g. Clowes 1971; Huffman 1971; Chakravarty 1979) . Might it be more than a coincidence that object junctions are well described as 'T', 'L', 'X', 'W', 'K' and 'Y' junctions? A test of this hypothesis is the subject of ongoing research (Changizi et al. 2004) . stroke type is represented as a node in the network, and two stroke types are connected just in cases where those stroke types intersect in some character of the writing system; intuitively, stroke types sharing an edge in the network have the ability to 'interact'. When a stroke does not intersect other strokes of a character-like the dot of an 'i'-the stroke is deemed to intersect the physically nearest stroke. (b) Log-log plot of average stroke-type degree versus number of characters for 115 writing systems. Circles, abjad; plus symbols, abugida; minus symbols, alphabet; crosses, syllabary; and triangles, numerical. The linear regression line and equation are shown, along with correlation. x-axis values have been perturbed by^1% to aid in their discrimination. The best-fit relationship is d ¼ 1:40C 0:22 for invented systems (a set of independent data), and d ¼ 1:16C 0:30 for non-invented systems. Inset: same plot, and same axes, but stroke-type degrees binned at 0.1 intervals along the log C-axis (standard error bars shown).
