Abstract. The aim of this work is to model the evolution of the modal distribution of the electromagnetic field as it propagates along a randomly deformed multimode optical waveguide. When the number of guided modes becomes large we can regard the discrete set of modes as a quasi continuum. In some cases, nearest neighbor coupling predominates over other power transfer mechanisms and the coupling process can be ideally described in terms of a diffusion equation. The theory is applied to the propagation of guided transverse electric (TE) field waves in a slab waveguide with parabolic refractive index profile. Numerical simulations are in good agreement with theoretical results, and the error is shown to behave as the inverse of the number of guided modes. The technique allows the prediction of the long-distance modal distribution for a very large number of guided modes within fixed computational resources.
however, nearest neighbor coupling predominates over other power transfer mechanisms and, within appropriate limits, the coupling process can be ideally described in terms of a diffusion equation in which the mode number is treated as a continuous variable. This idea originated in the mid-seventies for dealing with the specific problem of random bends [10, 11, 12] .
The diffusion analysis approach to mode propagation in optical fibers relies on many simplifications and assumptions which render the theory's validity difficult to estimate. Curiously enough, no progress has been made since the mid-seventies and, until recently, Gloge's diffusion theory [10] has been the starting point for evaluating mode conversion in step-index multimode fibers [13, 14] . In this paper (and in a forthcoming article discussing the three-dimensional waveguide [15] ), we aim at offering a new contribution to the diffusion approach [16] by treating the problem in a much more rigorous manner. It is found that, for the specific case of a slab waveguide with a parabolic index profile, the coupled power equations system can be approximated as a diffusion equation with an approximation error of order O(N −1 ), where N is the number of modes. In practice, the theory leads to a numerically tractable problem for predicting the long-distance modal distribution of the transverse electric (TE) field for any waveguide supporting a sufficiently large number of modes. Furthermore, it allows one to identify nondiffusive regimes in which the modal power distribution is not the solution of a diffusion equation and which exhibits irregular behavior.
The structure of the paper is as follows. The statement of the problem is presented in section 2. In section 3, the standard coupled power equations for the slab waveguide are stated, and a continuous model is derived in section 4. We finally compare the theoretical results with numerical solutions of the diffusion equation for various cases in section 5.
Problem statement.
We aim to study the propagation of a monochromatic TE field E Y = E(X, Z)e −iωt in a weakly guiding two-dimensional dielectric waveguide whose parabolic graded-index profile n is affected by a small random perturbation, say, δn. The field is governed by the time-harmonic wave equation (2.1)
where κ is the vacuum wavenumber, Z is the guide axis, and X is the transverse coordinate. The refractive index of the unperturbed waveguide has the parabolic profile 2 0 is assumed to be small, and backscattering is ignored so that, under appropriate scaling, the problem can be conveniently formulated [4] as the following Schrödinger-type equation for the amplitude Ψ = Ee 
Let us now introduce , the relative amplitude of the perturbation of the slab profile. We can simulate small deviations from the ideal profile (2.4) as follows:
The functions g q (z)'s are random processes with amplitudes that do not exceed unity. In practice, g 1 simulates random oscillations of the center of the waveguide around the optical axis (microbending), g 2 is a random change of waveguide width, and g 3 is a random variation of the average refractive index. Note that the core-cladding interface is perturbed slightly fromx = ±1 tox = a ± (z). However, we will be interested in the behavior of the wave field away from the interface and so, as is usual, we will ignore the effects of the core-cladding interface on the mode intercoupling in this article. To first order, we find that the nondimensionalized perturbation to the refractive index is
We can be more general, and henceforth take δf = g, where the normalized random perturbation g is assumed to have the separable form
in which the g q 's are real-valued zero-mean, independent, stationary, and ergodic processes with respect to the waveguide axis coordinate z, and φ q (x) are deterministic functions that can be referred to as the "perturbation modes." These functions are assumed to be sufficiently regular that they can be conveniently formulated as the truncated Taylor series
Coupled mode theory.
We wish to solve the parabolic equation (2.3), given the initial conditions Ψ(x, 0) at the input of the waveguide. For sufficiently small perturbations, it is possible to express the field distribution in the waveguide by using standard perturbation theory [17, 18, 19] , i.e., Ψ is expanded in the eigenfunction basis of the unperturbed waveguide as
The first summation extends over all the discrete spectrum of guided modes satisfying the eigenmode problem
with the boundary condition ψ ν (x) → 0 as |x| → ∞. Eigenvalues of (3.2) are real positive quantities lying in the range 0 < β ν < β c (β c = V/2 is the cut-off wavenumber). They characterize the number of oscillations of the eigenfunctions along the transverse section of the waveguide. For a very large number of modes (V 1), the highly oscillating wavefunction ψ ν are conveniently described by the WKB approximation, and the largest permitted eigenvalue below cut-off can be shown to be approximately given by the upper bound, max ν β ν ≈ β c . The integral in (3.1) extends over modes of the continuum (radiation modes), and the summation sign in front of the integral indicates summation over even and odd modes. These modes are oscillatory solutions of (3.2) and do not have the evanescent behavior (in x) of the guided mode fields. To be consistent with the forward scattering approximation introduced earlier, we restrict the integration domain to small propagation constants: β c ≤ β β c /Δ. The expansion coefficients a ν (z) and a(β, z) are unknown functions of z. Using orthogonality properties of both guided and radiation modes, (2.3) is transformed into the system of ordinary differential equations
where coupling coefficients are given by the overlap integrals
Though feasible, a numerical solution of the coupled mode system (3.3) can be obtained at a heavy price, which could be well above standard computational resources. In fact, the solution of (3.3) contains more information (i.e., regarding the phase) than is required. It is now well established [9] that, under some additional assumptions, system (3.3) can be averaged over an ensemble of N w similar waveguide realizations. More precisely, if the guided modes are weakly coupled over a distance which is large compared to the correlation length of the random process g, then the average power
Nw |a ν (z)| 2 carried by mode ν can be shown to satisfy the system of master equations (3.6) 1
where the transition probability matrix coefficients W ν→μ are given from the spectral density of C ν,μ (z) evaluated at the wavenumber spacing |β ν − β μ |, i.e.,
These are, by definition, positive quantities, and thus W ν→μ ≥ 0. Note that a similar derivation can be found in the context of quantum mechanics [20] and in acoustics [21] . The power loss coefficients α ν are positive quantities taking into account the coupling between mode ν to the continuum of radiation modes. A rigorous analysis of the radiation loss is a very difficult task as it requires both an accurate description of the perturbation in the vicinity of the core-cladding interface as well as precise knowledge of the mathematical form for the guided and radiation modes close to cut-off. Nevertheless, for waveguides supporting a sufficiently large number of modes, only highest order modes near cut-off carry nonnegligible energy near the interface and therefore suffer from very high losses. To simplify the analysis we will assume that α ν = ∞ when ν ≥ β c , which means that high order modes carry no power: A ν≥βc = 0. These assumptions were introduced by Marcuse [11] for the parabolic index fiber and were recently found to be in agreement with measurements carried out by Golowich et al. [3] . Due to the symmetry of the matrix coefficients W ν→μ , the solution of (3.6) is given explicitly by
where vector A(z) = (A 1 (z), A 2 (z), . . .) T , and A(0) contains the initial conditions at z = 0, i.e., (3.9) A
. . , contains the real eigenvalues in descending order, and the column vectors
T are the eigenmodes of the real symmetric system with eigenvalues λ i :
with the cut-off condition that U (i) ν = 0 when ν ≥ β c . Note that the transition probability operator W is defined, from (3.6), as
Due to the special structure of (3.11) and the positivity of the off-diagonal terms, Dozier and Tappert [21] showed that Gerschgorin discs with radius R ν = μ =ν W ν→μ lie in the left part of the complex plane, and hence all eigenvalues, λ i , are negative. The special case, λ 1 = 0, can be referred to as the adiabatic case and corresponds to the long-distance solutions lim z→∞ A ν (z) = ( μ 1)
, an equipartition of energy is achieved whatever the initial conditions. This is a consequence of neglecting the radiation loss. This ideal scenario was considered in [21] but is obviously unrealistic in our context as losses from the highest order modes are unavoidable.
The continuous model.

Simplification when V
1. Numerical diagonalization of the transition probability operator W (3.11) becomes impractical for very large V . Nevertheless, progress can be made if we are interested only in the lower |λ i | corresponding to longdistance solutions. To achieve this, we need to find a continuum analogue of (3.10). Let us first observe that in the limit of large V , the set of orthonormal functions ψ ν satisfying (3.2) are the classical harmonic oscillator bases [18, 20] :
where H ν denotes the usual Hermite polynomials. These are good approximations to the exact solutions, except for modes near cut-off, β ν ≈ β c . We assume that (4.1) is valid for all modes below cut-off; these modes are unaffected by the interface core-cladding as the power carried in this region is negligible and the evaluation of the coupling coefficients can be greatly simplified by extending the perturbation (2.6) over the whole real line as
To make some progress, we can observe that Hermite polynomials fall into the class of orthogonal polynomials satisfying a three-term recurrence relation which, in terms of the normalized function ψ ν , reads
Using purely algebraic arguments, the nth power of the two-term recurrence operator (4.3) is established in [22] . This leads to following result. Lemma 4.1. Given positive integers (ζ, n) ∈ N 2 , the following integration formula holds:
where
and I n σ is the set of indices i σ = (i 1 , . . . , i σ ) ∈ N σ associated with the nested sum
.
By common convention, the products above take the value unity when the lower limit exceeds the upper, and the notation σ∈ξ∩N indicates that σ takes the value of ξ when ξ is an integer, or else the sum is zero. Note that the parameter ν has been written as an argument of F and G because we will soon generalize it to take noninteger values. Several other quantities will soon be defined which will also use this convention.
The result (4.4) shows that, for the ideal modes just described, the coupling coefficients between modes ν and ν + ζ (ζ positive) take the form
and b q,n is written in (2.7). The factorization of the quantity F ζ (ν) in (4.8) is a key result since it allows us to define the polynomial series w ζ defined over the real linẽ ν ∈ R as
where ζ now belongs to the whole integer set, ζ ∈ Z, and Γ q stands for the spectral density function
Finally the transition probability matrix coefficients W ν→ν+ζ are given from the regular function w ζ evaluated at the midpoint ν + ζ/2, i.e.,
This is a key result of this article; it relates the transition probability matrix to a regular function over continuous arguments. This fact will be used shortly in obtaining a Taylor series expansion. Let us now introduce η as the maximum exponent in the truncated Taylor expansion (2.7), i.e., η = max 1≤q≤Q {η q }. By virtue of (4.5), the transition matrix has a band-diagonal structure: W ν→ν+ζ = 0 when |ζ| > η, and furthermore the roots of w ζ are such that (4.12)
Thus, there is no coupling with negative indices and (4.11) is exact for all guided modes. Let us now introduce a real analytic functionŨ i which interpolates the discrete values of the elements of the column vector
with the cut-off conditionŨ i (ν) = 0 in the interval β c ≤ ν ≤ β c +η. This last condition does not need to be satisfied for ν > β c + η due to the band-diagonal structure of the transition probability matrix. Similarly, we introduce a regular functionγ such thatγ(ν) = α ν (the attenuation factor) for all modes below cut-off 0 ≤ ν < β c . Note that such interpolating functions exist, and it suffices to consider the Lagrange interpolation polynomial, for instance. We can now exploit the equality (4.11) to give the continuum analogue of (3.11). Direct application of Taylor's theorem for real analytic functions yields the following result.
Lemma 4.2. LetŨ i (ν) be the real analytic function introduced earlier. Then we have
the residual term R(Ũ i ) is given by the Taylor series
First, we have the following equality, taking an expansion about the midpoint ν + ζ/2:
Now, functions w ζ are polynomial series and so, given (4.11), we find
Repeating this operation for the residual term on the right-hand side of (4.15) yields the expected result. The reader's attention is drawn to the fact that the leading term on the righthand side of (4.14) is just the diffusion operator acting onŨ i . We comment on this further below.
Asymptotic series expansion.
We are interested in the eigenmode solutions of (3.10) when the number of guided modes is sufficiently large. To do this, we introduce the small parameter ε = 1/V . The asymptotic approach starts by writing every quantity as a power series of ε, and equating coefficients of like powers to yield a hierarchy of equations. Let us first observe that by introducing the normalized variables u = β 
are all polynomial series with respect to the continuous variable u. The first two terms are given explicitly by
Note that the quantity x in these equations indicates the floor of x, i.e., the largest integer less than or equal to the real number x, and η q (from (2.7)) is the maximum value of n with nonzero b q,n . The expansion (4.16) suggests writing a solutionŨ i (ν) in the form of an asymptotic series expansion
Similarly, we may assume that
Substituting these expansions into (3.10) yields a series of diffusion equations (for brevity we restrict ourselves to writing just the leading order and the first order corrections):
where functions
can be interpreted as diffusion coefficients controlling the average transfer of modal power at the mode "number"ν = β c u. At subsequent orders, formulae are more complicated due to the presence of the residual term R(Ũ i ). Each diffusion equation in the family must be solved over the unit interval [0, 1] and all have boundary data
The boundary condition at the origin emerges naturally after realizing that there is no transfer of modal energy from negative indices; this implies that
This boundary condition is in fact the continuous analogue of the no-coupling condition (4.12) and is automatically satisfied for any regular solution since, by construction (see (4.18)), we have D 0 (0) = 0.
Nature of the leading order solution.
In this section, we are interested in regular solutions of the leading order eigenmode satisfying
From the remark below (3.11) we also require that λ < 0. Since D 0 (u) is a strictly positive polynomial in (0, 1] with D 0 (0) = 0, (4.29) is a singular Sturm-Liouville eigenvalue problem and u = 0 is a singular endpoint. The regularity of the eigensolution therefore depends upon the behavior of D 0 (u) as u tends to zero. Fortunately, (4.29) admits exact analytical solutions for monomial perturbations g(x, z) = g n (z)x n (recall thatx is the scaled transverse coordinate given in section 2 byx = X/a) because in these cases
by neglecting the loss term γ 0 , it can be shown that the general family of solutions (up to the normalization constant) is Proof. The diffusion coefficient D 0 (u) has the general polynomial form
where the first coefficient is explicitly given by
Without loss of generality, we may assume that γ 0 (u) has a power series expansion. Substituting the Frobenius-Fuchs series 
In the limit of large V , the energy carried by the fundamental mode ν = 0 is vanishingly small at the core-cladding interface, so lim V →∞γ (0) = 0 and therefore γ 0 (0) = 0. Now, given the fact that λ < 0 and d 2 > 0, roots of the quadratic form have strictly negative real part, and this leads to singular solutions. When d 1 = d 2 = 0, u = 0 is an irregular singular point and there is no series solution.
In order to give a physical explanation of the condition (4.33), for simplicity let us assume that the waveguide is affected by a single perturbation mode, i.e., g(x, z) = g 1 (z)φ 1 (x). As the number of guided modes tends to infinity, the modal distribution tends to the solution of a diffusion equation provided that (see (4.10)) (4.38)
The first inequality is nothing other than the well-known "resonance" condition [9] to ensure the coupling between two adjacent modes with equal spacing in β space; in other words, the perturbation g 1 must have spatial frequency support at β ν+1 −β ν = 1. The second condition means that the perturbation cannot be locally flat in the vicinity of the waveguide axis. If it is, then as V → ∞ the lowest order modes, localized very near the axis, will not "see" any perturbation at all and there will be no coupling and therefore no modal diffusion. This behavior is illustrated numerically in the last section of this paper.
Regular solution and first order correction.
Given a random perturbation satisfying (4.33), we call {U i,0 } ∞ i=1 the set of regular solutions of the self-adjoint eigenvalue problem (4.25) . Assuming that the associated eigenvalues are all distinct, the following orthogonality property holds:
where · stands for the usual energy norm of L 2 ([0, 1]). The orthogonality of the eigenfunctions is in line with the orthogonality of the eigenvectors (4.40)
Let us define vectors V 
According to (4.40) , the norm of the leading order solution U i,0 must be chosen such that V 
The first order correction is explicitly obtained by expanding U i,1 in the leading order orthogonal basis U i,0 , i.e.,
Substituting (4.43) into (4.26) and using orthogonality properties yields
The diagonal correction terms v i,i stem from the discrete normalization (4.40). To first order, this is equivalent to the condition
The correspondence between the discrete and continuous norms is given by the composite trapezoidal rule:
where the quadrature error T (i) is bounded by
Thus, due to the normalization (4.42),
and so the normalization condition (4.46) is satisfied if
Note that the orthogonality of the first order eigenvectors is checked in Appendix A, confirming the above analysis. However, an analytical form for (4.44) could not be found and so numerical integration has to be performed. To summarize, the eigenvector solution of the original eigenvalue problem (3.10) is, to first order, where (V
. The off-diagonal terms are given explicitly by
The eigenvalues are, from (4.23), found to be
In this example, the associated original discrete system (3.10) may be written explicitly as
So, mode coupling occurs only between adjacent modes, and the description of the power coupling process in terms of a diffusion equation is clearly validated since (5.5) is nothing but the finite difference discretization of (B.1). Tables 5.1 and 5 .2 display the values of the first two eigenvalues calculated from the original discrete system (5.5) and using the first order approximation (5.4). The number of digits of accuracy given by the continuous model is in agreement with the expected V −2 law; recall that the above expressions are correct to O(ε 2 ), ε → 0, which is equivalent to O(V −2 ), V → ∞. This is clearly confirmed in Figure 5 .1, where the evolution of the quadratic errors (in percentages) for the leading order solutions
and for the first order solutions
are plotted against the waveguide parameter V . Note that the first order correction vector V 
General case:
The Rayleigh-Ritz method. We consider a random perturbation satisfying (4.33). Regular solutions of the Sturm-Liouville eigenvalue problem (4.25) can be numerically recovered using the Rayleigh-Ritz method [23] . For the sake of notational simplicity, we define the symmetric positive bilinear form
Solutions of (4.25) are stationary points of the energy functional E[
forms a complete orthogonal system on L 2 ([0, 1]) satisfying the Dirichlet boundary condition at the endpoint u = 1 (see Appendix B) and can therefore serve as a natural basis for an approximate solution U K i,0 ; i.e., we consider the truncated generalized Fourier expansion
Following standard variational techniques, the stationary points are reached at the approximate eigenvalue |λ
, where the expansion coefficients c K i,k satisfy the matrix eigenvalue problem,
The symmetry of the bilinear form implies that the basis set (U 1]) . Furthermore, the true solution is recovered by taking the limit The convergence of the method depends upon the properties of the perturbation such as its shape and its power spectrum. In most cases of practical interest, lowest order eigenvalues are expected to be obtained at a modest computational price (say K ≤ 100). For the sake of illustration, we consider perturbations given by the general form
In the current analysis, the random functions g q are assumed to be statistically identical and satisfy the Gaussian distribution: g q (0)g q (z) = e 
The other coefficients are given explicitly in (4.30). In Figure 5 .2 are plotted two graphs of D 0 against u for three values of τ . The tiny difference between the two curves τ = 0.01 and τ = 0.0001 can be identified on the magnified figure on the right. When τ = 0, criterion (4.33) is not satisfied and there is no continuous counterpart to the discrete eigenmode. Thus, the coefficient τ can be interpreted as a diffusion parameter and the modal distribution in the waveguide is expected to "lose its regularity" when τ → 0. This behavior is revealed in Figures 5.3-5.4 , where the first and fifth eigenmodes obtained from the discrete system (3.10) and from the continuous model (4.25) are shown. In all cases illustrated we considered β c = V/2 = 500 guided modes, and the eigenfunctions U K i,0 are computed with K = 50 basis functions. From (4.44), it can be shown that the amplitude of the first order correction terms v i,k will grow as τ → 0. Thus the leading order solution U i,0 will be a good approximation only if the number of guided modes is sufficiently large so that ε U i, 1 U i,0 . This explains the discrepancy observed when τ = 0.0001. The diffusion parameter has noticeable consequences on the modal distribution of U (1) and therefore the long-distance power distribution This is clearly illustrated in Figure 5 .3, where τ has a significant effect on the modal distribution. Since the fundamental mode U 1,0 is a positive function in [0, 1] and λ 1,0 U 1,0 (0) = τ (dU 1,0 /du) u=0 (see Appendix A), the optical power is likely to be concentrated among the lowest order modes as τ → 0. This is confirmed in Table 5 .3, where the fraction of energy carried by the lowest modes is shown for various values of τ .
6.
Conclusion. In this paper we have analyzed the evolution of the modal power distribution of the transverse electric field as it propagates along a multimode slab Substitution of these sums into (B.4) completes the result.
B.2. First order eigenvalues.
The first order eigenvalues are specified by (4.45); we can evaluate them as follows. First, multiply (B.1) by dϕ/du and integrate over 0 to 1 to give
