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Abstract
Immersive simulations are increasingly used for teaching and
training in many societally important arenas including health-
care, disaster response and science education. The interac-
tions of participants in such settings lead to a complex ar-
ray of emergent outcomes that present challenges for analy-
sis. This paper studies a central element of such an analysis,
namely the interpretability of models for inferring structure
in time series data. This problem is explored in the context
of modeling student interactions in an immersive ecological-
system simulation. Unsupervised machine learning is applied
to data on system dynamics with the aim of helping teachers
determine the effects of students’ actions on these dynam-
ics. We address the question of choosing the optimal machine
learning model, considering both statistical information cri-
teria and interpretabilty quality. Our approach adapts two in-
terpretability tests from the literature that measure the agree-
ment between the model output and human judgment. The
results of a user study show that the models that are the best
understood by people are not those that optimize information
theoretic criteria. In addition, a model using a fully Bayesian
approach performed well on both statistical measures and on
human-subject tests of interpretabilty, making it a good can-
didate for automated model selection that does not require
human-in-the-loop evaluation. The results from this paper are
already being used in the classroom and can inform the design
of interpretable models for a broad range of socially relevant
domains.
1 Introduction
There is increasing evidence of the value of multi-person
embodied simulations for engaging learners in a variety of
applications, such as healthcare, disaster response and edu-
cation (Alinier et al. 2014; Amir and Gal 2013). Such simu-
lations involve multiple participants simultaneously execut-
ing actions that change the state of the simulated world, em-
ulating the social aspect of these problem domains (Smørdal
et al. 2012).
For example, consider Connected Worlds1, the system
studied in this paper. Connected Worlds is an immersive
Copyright c© 2020, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.
1https://nysci.org/home/exhibits/connected-worlds/
mixed-reality learning environment where students interact
with an ecological simulation and learn about the causal ef-
fects of their actions over time (Mallavarapu et al. 2019).
Students’ actions have both immediate and long-term ef-
fects on the simulation leading to a rich array of emergent
outcomes which engender diverse opportunities for learning.
We use Connected Worlds as it provides a good example of
an immersive simulation where the simultaneous actions of
participants result in complex responses from the system.
Participants in immersive simulations (both instructors
and trainees) need to understand how the aggregation of the
trainees’ individual actions affect the system dynamics over
time. However, no one person can possibly follow what hap-
pens, even in a relatively short simulation. To provide ade-
quate support for participants, AI systems need to consider
not just how well they model the data (e.g., log-likelihood),
but also how well people understand the representations that
are induced by the models that they employ.
This paper studies the interpretability problem: determin-
ing the AI model (from a set of candidates) that produces the
output that is best understood by people when it is presented
to them (Gilpin et al. 2018; Doshi-Velez and Kim 2017;
Caruana et al. 2015). We explore a trade-off between the
selection of models in an offline manner, to optimize a log-
likelihood objective, and the selection of models that max-
imise an intrepretability score, that is operationalized via ex-
perimental tests with people.
The approach consists of the following: (1) choosing a set
of models for describing the effects of participants’ activi-
ties in the simulation; (2) designing tests for computing the
interpretability score of a given model applied to Connected
Worlds data, based on the agreement between the model out-
put and human judgement; and (3) comparing the models
selected under statistical measures to the models that are se-
lected to maximise the interpretability score.
We use hidden Markov models (HMMs) to model the
system dynamics, with an additional set of “sticky” hyper-
paremeters which bias the transition dynamics of the latent
state space (Fox et al. 2008). The input to each model is a
multidimensional time series representing the system’s re-
sponses to students’ activities. The output of the model is a
segmentation of the time series into a set of periods, which
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are contiguous lengths of time during which the system dy-
namics are stable (as judged by the model). Each period thus
corresponds to a latent state which persists through time.
We applied two interpretability tests to our setting,
namely the Forward Simulation and Binary Forced Choice
tests (Doshi-Velez and Kim 2017). The tests visualized a
model’s output by presenting to people images of the sim-
ulation that correspond to periods inferred by the model.
We compared the interpretability score of a variety of
models by exploring the space of hyperparameter settings.
One of the models, the fully Bayesian model, does not set
the value for the hyperparameters but rather treats them as
unknown and stochastic variables in the model by placing
priors over the hyperparameters. This model does not re-
quire the explicit choice of values of the hyperparameters
of interest.
Our scientific hypotheses were that 1) varying the bias
hyperparameters of a model would affect its interpretability;
and 2) there exists a setting for the bias hyperparameters that
would induce an optimally interpretable model.
The results confirmed Hypothesis 1: there was a variance
in model interpretability induced by varying the model hy-
perparameters. In particular, the model that optimized the
information criteria did not correspond to the optimally in-
terpretable model according to the interpretability tests.
Hypothesis 2 was partly confirmed, in that there was a
region in parameter space that induced higher interpretabil-
ity scores. We were not able to identify a single parame-
ter setting that was the most interpretable setting. The fully
Bayesian approach, which does not require any hyperparam-
eter tuning, provided a good balance between interpretabil-
ity and performance on the theoretical statistical tests. We ar-
gue that this approach can be suitable for situations in which
human evaluation testing is infeasible, unethical or imprac-
tical.
In studying the interpretability problem applied to a so-
cially relevant class of domains, that of students’ interac-
tions in immersive simulation, we make two contributions
to the field. First, we operationalize two interpretability tests
and apply them to real-world data. Second, we show that the
fully Bayesian solution shows promise for model selection
when access to human experimentation is infeasible.
The results from this work have already been imple-
mented in a classroom experiment where visualizations of
the model’s output were shown to the school students who
participated with the immersive simulation. The students
used the visualizations to bolster their interpretations of
events that occurred.
2 Related Work
This paper relates to a burgeoning body of work on eval-
uating the interpretablity of machine learning models using
human judgment (Rosenfeld and Richardson 2019; Gilpin et
al. 2018; Doshi-Velez and Kim 2017; Weller 2017). Doshi-
Velez and Kim (2017) suggested three tests to evaluate how
interpretable a model’s representations are to people. For-
ward Simulation: requires the evaluator to predict the output
of a model for a given input. Binary Forced Choice: requires
Figure 1: Picture of the floor of Connected Worlds; facing
the Waterfall from the area labelled “Floor” in Figure 2.
the evaluator to choose one of two plausible model explana-
tions for a data instance. Counterfactual Simulation: requires
the evaluator to identify what must be changed in an expla-
nation to correct it for a given data instance.
In follow-up work Lage et al. (2018) propose a model
selection process that considers both a model’s accuracy
and its degree of interpretability, given by one of the above
tests. They provide a framework for iteratively optimizing
the interpretability of a model with a human-in-the-loop op-
timization procedure. Their work applied this framework to
a test setting in the lab in which human judgment was used
to optimize supervised learning models. Other works that
studied interpretability tests for supervised learning settings
include Wu et al.; Ribeiro, Singh, and Guestrin; Choi et
al.; Lipton (2018; 2016; 2016; 2016).
We extend this literature on interpretability in several
ways. First, by adapting the model selection process to an
unsupervised learning setting, that of segmenting a multi-
dimensional time series into periods. Second, by designing
specific Forward Simulation and Binary Forced Choice tests
that can be applied to data from a real-world immersive sim-
ulation.
Our work was inspired by Chang et al. (2009) who were
the first to show that optimizing machine learning models
in unsupervised settings using predictive log-likelihood may
not induce models that are coherent for people. They focused
on the use of topic models for finding meaningful struc-
ture in documents and they compared the models that are
selected to optimize perplexity (analogous to held-out log-
likelihood) to the models that were selected by the human
interpretability tests that they designed.
Chang et al. (2009) operationalized two Forward Simula-
tion tests for evaluating the interpretability of a topic model:
word intrusion, in which the evaluator is required to identify
which of several words does not belong together in one topic
represented by the other words; and topic intrusion, in which
the evaluator is required to identify which of several topics is
not associated with a given document. We extend this work
to a multi-dimenstional time series domain and we introduce
a Binary Forced Choice test to complement the “intrusion”
Forward Simulation test.
Figure 2: CW snapshot view. Biomes are labelled on the
perimeter and logs appear as thick red lines. Water (blue
stream in the middle of the image) enters via the waterfall
and in this image it mainly flows toward the Grasslands and
the Desert.
3 The Connected Worlds Domain
Connected Worlds (CW) is a multi-person ecology simu-
lation (installed at a science museum that hosts classes on
field trips,) and has the goal of teaching students about
complex systems and systems thinking. It is an immersive
environment-simulation comprising four biomes (Desert,
Grasslands, Jungle & Wetlands) that are connected by a cen-
tral flow of water, fed by a waterfall. The simulation exhibits
large scale feedback loops and presents the opportunity for
participants to experience how their actions can have (of-
ten unintended) effects that are significantly removed in time
and/or space. Students plant trees which flourish or die, an-
imals arrive or depart, and rain clouds form, move through
the sky and deposit rain into the waterfall. Figure 1 shows a
photograph of the CW space where participants are seen to
be interacting with both physical and virtual objects in the
simulation.
Students interact with CW by physically moving plush
logs to control the direction of water that flows in the simu-
lation. Water can be directed to each of the four biomes and
the distribution of flowing water depends on the placement
of the logs. Water enters the simulation via rainfall events
which are out of the students’ control. These release water
into the waterfall (to replenish the primary source of water)
and into the individual biomes.
The nature of the simulation is complex on a variety of
dimensions as it involves a large number of students simul-
taneously executing actions that change the state of the sim-
ulated environment. Thus, each participant will have a dif-
ferent view of what transpired, depending on the actions s/he
took and the state changes that resulted. It is therefore im-
portant to develop tools that can support the understanding
of the students’ interactions in complex environments such
as CW. Such tools can support teachers and students in re-
Figure 3: Top: segmenting a time series into periods. The
data series is represented as a horizontal line from minute
0 to 8; red vertical lines denote sampled time points in the
time series; each model is shown as a grey rectangle; models
segment time series into periods delimited by white vertical
lines. Bottom: the forward or backward neighbour of the
candidate period is selected as an intruder.
flecting upon and generalizing from their simulation experi-
ence.
A data set (D) consists of 8-minute long sessions where
students interact with CW. For each session, the system logs
the water levels in the simulation at a 1Hz frequency, form-
ing a time series that describes the effects of the students’
actions on the water flow in the simulation. CW also pro-
vides a visual representation of the system state, referred to
as the session view; a snapshot from this representation is
shown in Figure 2. We use two controlled sessions of stu-
dents interactions with CW.23
4 Measuring Interpretability
We use an interpretability score IS to measure the inter-
pretability of a model M applied to a data set D (IS :
M × D → R). The interpretability score is operational-
ized via an interpretability test which takes as input a model
segmentation of a time series (into periods) and a selected
point in time i from the time series. Each test consists of a
visualization which presents any period as a set of images
extracted from the session view. A test instance returns True
if an evaluator successfully completes the required objective.
For the Forward Simulation test, the objective is to correctly
simulate the model output for a given instance. For the Bi-
nary Forced Choice test, the objective is to correctly identify
the best model output that matches a given instance.
2Access to the data files is currently restricted but can be
granted upon request.
3We followed an approved IRB protocol for the collection of
our data.
Figure 4: Screenshot of the Forward Simulation test interface. Here 4 of the images show water flowing towards the Wetlands
with a small stream being directed to the Desert. An intruder image, the highlighted one, shows water flowing to the Grasslands
and there is neither water flowing to the Wetlands nor to the Desert in this image.
We adapted the Forward Simulation and Binary Forced
Choice tests (Doshi-Velez and Kim 2017) to the CW domain
using the notion of candidate and intrusion periods. We say
that period p is active for model M at time i if M infers the
period p to describe a contiguous length of time in the time
series, and p includes the time i. Figure 3 shows how a time
point (red vertical line) is used to select a candidate period
where the candidate period is the active period from model
M at i (the active period for a model intersects with the red
line).
Hypothetically, the intruder can be any period in a model’s
segmentation of the time series. However, intrusion peri-
ods that are further away in time from the candidate period
would be easier to detect due to the non-stationary evolu-
tion of the system. We make a design decision to chose the
period that is immediately adjacent to the candidate period,
either forward or backward in time, thereby testing the spe-
cific choice of boundary between the two periods. Figure 3
(bottom) shows that the intrusion period is selected as the
neighbor to a candidate.
Figure 4 shows an example of the Forward Simulation
test. This test sampled 4 session-view images from the can-
didate period of M at i, and a single session-view image for
the intrusion period. The images were presented in a random
order. The test evaluator was required to identify which im-
age was the intrusion image. In Figure 4, the image that is
outlined in green is the intrusion image that corresponds to
the intrusion period. Since the output of model M is a seg-
mentation of a time series into periods, if the test evaluator
could distinguish between the candidate and intrusion peri-
ods, this corresponds to them simulating the choice of two
of these periods.
Figure 5 presents an example of the Binary Forced Choice
test. The test displays an unknown session-view image from
a candidate period (center of screen) and two competing ex-
planations for this image (“Period 1” or “Period 2”). Each
of the two competing explanations is visualized as four im-
ages sampled from the candidate or the intruder period. The
unknown image is sampled in time close to the boundary of
when the candidate period transitions into the intruder pe-
riod (or when the intruder period transitions into the candi-
date period if the order was reversed). A test evaluator is re-
quired to choose between the two competing explanations.
In Figure 5, Period 1, highlighted in green, is the correct
choice of explanation for the unknown image.
Given data set D and model M , the interpretability score
IS of a model is equal to the expectation of the test over
sampled points in a time series D.
IS(M,D) = Ei∼D[T (M,D, i)] (1)
Where T (M,D, i) denotes the average test score (over all
evaluators) of model M on data set D at sampled point
in time i. The set of time points {i} were uniformly sam-
pled from the time series with the additional constraint that
each minute of interaction had at least one sample. For every
model we test, we hold constant the selected times {i} in the
time series. In this way we control for different areas in the
time series being more or less difficult to segment.
5 Modeling Students’ Activities in CW
In this section we first describe a general model for segment-
ing students’ activities into periods of time and thereafter
present the specific classes of model that are used in our in-
terpretability tests. The input to the model is the time series
that records the levels of water in the different biomes. The
output of a model is a segmentation of the time series into
periods, each of which aims to provide a coherent descrip-
tion of the water flow for a given length of a time.
5.1 Segmenting Time Series Data into Periods
Importantly, a single period is insufficient for modeling the
effects of students’ interactions with CW, because students’
sustained actions have complex effects on the system dy-
namics over time. For example, when students choose to
direct water to the Desert and Plains and plant trees in the
Desert, the system dynamics are entirely different from the
case when water is directed towards the Jungle and the
Desert, and the Plains are left to dry. We therefore choose
to define multiple periods. Each period describes a length of
time where water flowed to a sufficiently stable target ac-
cording to the model. For example, one period can describe
water that mainly flows to the Plains and to the Desert. Stu-
dents then move logs to re-route water flow to the Jungle,
thus starting a new period.
Hoernle et al. (2018) used a HMM to model the system
responses to the students’ activities in CW in which the la-
tent states of the HMM corresponded to periods. Transitions
Figure 5: Screenshot of the Binary Forced Choice user interface. An unknown center image needs to be associated with either
“Period 1” or “Period 2”. In this case, streams of water flowing to both the Grasslands and to the Jungle capture the dynamics
in Period 2. Period 1 has a small amount of water reaching the Desert which is consistent with the unknown image.
between different states equates to the system changing be-
tween different periods, while self transitions mean the sys-
tem persists within the same period. The authors did not ad-
dress the question of how to choose the number of states. To
this end, we augment the HMM with a hierarchical Dirichlet
process which places this non-parametric prior over the state
space, following the approach detailed by Teh et al. (2005)
and Fox et al. (2008).
The “Sticky-HMM” approach introduced by Fox et
al. (2008) includes a hyperparameter, κ, that biases the
model to persist in a state, given that it has already adopted
that state. Applied to CW, this parameter can be used to
control how much of the water flows are described within
each period. For example, the greater the value for κ, the
more the model will try to persist in any given state. The
increase in the length of periods corresponds to a decrease
in the number of latent states. The opposite is true for lower
values of κ where there is less bias to persist within a given
state and consequently there are more periods that are in-
ferred. For a detailed description of the model, including
the Gibbs sampling inference scheme that is used to infer
the model parameters, please refer to Fox et al.; Fox (2008;
2009).
5.2 Model classes
We introduce three classes of model that segment time into
periods that can be used to explain the water flows:
1. MKX : sticky HMM with fixed κ. We use the basic struc-
ture of the sticky HMM described by Fox et al. (2008)
with set values for κ to produce 10 unique models, span-
ning a wide range of possible settings4.
4κ ∈ {1, 5, 10, 50, 100, 150, 200, 300, 500, 700}.
2. FB: fully Bayesian sticky HMM with Gamma prior on
κ. This approach places a weakly informative, conjugate
Gamma prior on the hyperparameter that expresses high
uncertainty over the κ values5.
3. Rand: Random baseline. The random baseline generates
periods of random length drawn from a Poisson distribu-
tion with mean set to be the mean of all other periods
induced by the parametric models. The random periods
are defined to include the selected time points ({i} from
Section 4).
We refer to FB as the fully Bayesian model to indicate the
fact that the none of the parameters of interest are specified
and consequently posterior inference is over all of the pa-
rameters in the model (including κ). This is in contrast to
the MKX models where, although these are still Bayesian
models, are not fully Bayesian as we explicitly set the value
for the sticky parameter κ.
For models in class 1 and 2, we use the Gibbs sampler,
described by Fox et al. (2008), to perform inference over
the parameters in the model, this includes inference over
the state sequence and thus the period segmentation of the
model. The observation distribution was chosen to be a mix-
ture of two multivariate Gaussians with conjugate Normal-
inverse-Wishart priors. This mixture model addresses the
noise in the CW water flow, such as “splashes”, which prior
work has identified as a challenge in this domain (Hoernle
et al. 2018).
6 Model Selection
The goal of model selection is to optimize a metric such
that a specific model architecture with a specific parameter
5The (shape,rate) parameters were chosen to be (1, 1
4
); empiri-
cal results were invariant to a range of these values.
setting can be chosen as the best model for use during in-
ference. In the absence of performing human interpretabil-
ity tests, one could choose to optimize some proxy to inter-
pretability (Doshi-Velez and Kim 2017; Lage et al. 2018).
Chang et al. (2009) compared the proxy of held-out log-
likelihood to the human interpretability score that that was a
result from two tests that were run on Amazon Mechanical
Turk (Mturk).
In a similar manner, we compare the models that are se-
lected by optimizing a human interpretability score (opera-
tionalized as a user study) to the models that are selected by
optimizing statistical information criteria, which are theo-
retical approximations to using the held-out data in a cross-
validation pipeline (Gelman et al. 2013). We describe how
model selection in these two cases is performed.
6.1 Selection using an Interpretability Score
For a given interpretability test T , set of models M, and
data set D, we aim to find the models that achieve the best
interpretability scores (IS).
M∗S ∈ argmaxM∈M(IS(M,D)) (2)
Section 7 describes the design and results of a user study
that is used to find the best model according to the inter-
pretability score.
6.2 Model Selection using Statistical Theory
Ideally, the model parameters would be optimized on
held-out data using predictive log-likelihood as the objec-
tive (Chang et al. 2009). However, the difficulty of collect-
ing controlled sessions of student interaction in CW meant
we had few data instances available. To address this chal-
lenge we use statistical information criteria as a theoretical
approximation to the predictive accuracy of a model (Gel-
man et al. 2013). Specifically, we use the following infor-
mation criteria: the Deviance Information Criterion (DIC)
and Watanabe-Akaike Information Criterion (WAIC).
Let logP (D | Mˆ) be the log-likelihood of the data given
a model Mˆ with parameters set to the mean of the posterior
estimates. The DIC is defined as follows:
DIC(M,D) = −2 log p(D | Mˆ) + 2 · c1 (3)
where c1 is a penalization term6 that depends on the expec-
tation of the log-likelihood of the data given M . In practice,
this expectation is the average of logP (D | M), where M
corresponds to parameters that are obtained via the posterior
distribution samples from the Gibbs sampler.
The WAIC has the same structure, although it does not
require Mˆ :
WAIC(M,D) = −2 logE[P (D |M)] + 2c2 (4)
here, the penalising factor c2 subtracts E[logP (D | M)]
from log (E[P (D |M)]). Again, these expectations are
computed using Monte Carlo estimates from the individual
posterior samples from the Gibbs sampler.
6Exact formulae for the DIC and WAIC penalization terms can
be found in Gelman et al. (2013) in the section starting at pg.169.
Figure 6: DIC and WAIC as a function of the model (lower
on y-axis is better). The MK5 model is optimal, the FB
approach is in 5th place.
Model selection is performed by assigning IC to be
WAIC or DIC respectively and minimizing Equation 5.
M∗C ∈ argminM∈M(IC(M,D)) (5)
Figure 6 shows the two information criteria plotted as a
function of the model (the random model has no notion of
information criteria and so was not compared here). The data
set comprised of both of the log files of students’ interac-
tions (8 minutes each). The optimal model for both DIC and
WAIC is the MK5 model but we note that MK1, MK5 and
MK10 all perform close to this optimal setting. Notice that
the fully Bayesian model (FB) is not optimal but it is in the
top 5 models for both criteria.
7 User Study
In this section we describe a user study that compares the
interpretability of different models for describing the re-
sponses of the simulation to students’ interactions in CW.
The set of models includes the 12 CW models described in
Section 5.
We recruited participants from two cohorts: undergrad-
uate engineering students in a large public university and
Mturk workers (with a total of 240 people who participated
in the experimentation). For a given data instance, we ran-
domly sampled a set of 12 time points, which remained con-
stant across all model conditions. Each time point generated
2 experiment trials for each model, making 2 × 12 × 12 =
288 trials per data instance. The reason for 2 trials per time
point is to select both the forward and backward intruders
(in time) for each selected candidate period. Each partici-
pant saw 20 randomly sampled experiment trials, with no
more than 2 trials from any given model, to ensure a repre-
sentative range of models. After making their choice, partic-
ipants received brief visual feedback on whether or not their
selection was correct.
All participants received a detailed tutorial about CW and
Figure 7: Effect of each model on the log-odds of a test eval-
uator selecting the correct response (controlling for the test
evaluator, the experiment trial, log file and ordering effects).
the study, as well as a pre-study comprehension quiz7. Mturk
workers were paid a base rate of $0.25 for participating and
a bonus structure of $0.1 for each correct response.
We first describe results in terms of accuracy (the per-
cent of correctly labelled test instances). The top performing
model wasMK200 with an accuracy of 83% on the Forward
Simulation test and MK100 with an accuracy of 82% on the
Binary Forced Choice test. The random baseline model per-
formed consistently poorly with an average accuracy of 53%
on both tests. The fully Bayesian model achieved an accu-
racy of 72% and 70% respectively on the two tests.
To control for ordering effects, chosen time periods, data
instance used, and effects of individual participants, we ap-
plied an L2 regularized logistic regression for predicting
the user specific success on the experiment trial, shown in
Figure 7. The y-axis presents the improvement in log-odds
that a model has on the expected response accuracy (higher
is better). As shown by the figure, the Forward Simulation
shows a high variance with no clear maximum. In contrast,
the Binary Forced Choice test has a clear maximum in the
region of MK100 and MK150.
From both Figures 6 and 7 we can infer the
following four conclusions. First, all of the models
(MK1, . . . ,MK700, FB) outperform the random baseline:
participants are more likely to select the correct response
from any of these models. This result suggests that periods
of stable dynamics exist in the data and that it is possible to
construct models, which describe these dynamics, that are
interpretable to people.
Second, the Binary Forced Choice test is a preferable
measure for interpretablity to the Forward Simulation test.
Figure 7 shows that the Binary Forced Choice test exhibits
a clear peak (around MK100 and MK150) where inter-
pretability of the model is maximized. These models also
maximized the raw accuracy on the Binary Forced Choice
test.
On the other hand, the Forward Simulation test has a
greater variance across models and across data instances.
Two possible causes for this higher variance are: (1) there
7Tutorial pdf slides are available in the supplementary material.
is more room for error in the Forward Simulation test (5
choices vs. 2 choices in Binary Forced Choice); (2) sampling
a single image to represent a period (as in Forward Simula-
tion) presents less information to the user than sampling 4
images (as in Binary Forced Choice).
Third, the best κ settings vary for different tests and in-
formation criteria. Model interpretability grows steadily as
the value of κ increases, with MK100 and MK150 being
the optimal models, and then proceeds to decrease steadily.
These models are not consistent with the model MK5 that
optimized the information criteria. Note that higher κ values
are “sticky” - they bias the model towards longer periods,
which condense too many activities to make sense to people.
On the other end of the spectrum, lower κ values allow for
shorter periods that capture too much of the noise in the sys-
tem. In contrast, the κ value for modelsMK100 andMK150
represent a “sweet spot” in between these two extremes.
Finally, the fully Bayesian model (FB) performs consis-
tently well on both information criteria and interpretability
tests. It is interesting to note that while this model does not
find the optimal setting (from neither the statistical infor-
mation criteria nor from the human interpretability task) it
does perform well across all tests, tasks and instances, and
is fully automated (no human evaluation is required in order
to choose an optimal parameter setting).
We conclude this section with mentioning the limitation
that the user study was based on a small number (n = 2)
of instances. This was due to the difficulty in obtaining con-
trolled sessions of student behavior in CW. Despite this is-
sue, the differences between the models in Figure 7 are sta-
tistically significant, having being evaluated across 12 dif-
ferent time points for each instance and with hundreds of
evaluators.
8 Conclusion & Future Work
With the growing prevalence of immersive simulations so
arises the need for AI systems which help end-users gain
insight into the activities of the participants. We have stud-
ied an environmental simulation where students learn about
the causal effects of their actions. Our results show that al-
gorithms can segment time series log data into periods that
are coherent for people. However, selecting hyperparame-
ters in these models is a challenge, especially when trying
to optimize the representations for their interpretability. We
have shown an example of how to select these hyperparame-
ters from two tests that are grounded in the literature and we
have further presented the fully Bayesian method as promis-
ing technique for implementing a model when human eval-
uations are not possible. Future work will apply these mod-
els to alternative domains and will work with teachers and
experts “in the loop” such that we can target the goal of en-
gaging the participants with insights drawn from their own
experiences with such immersive simulations.
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