How Hallucinations May Arise from Basic Brain Mechanisms
Hallucinations occur when we involuntarily experience a percept in the absence of an external stimulus. They are a familiar positive symptom of schizophrenia (Sartorius et al., 1974) , among other mental disorders. What is the source of these disabling experiences? The present article suggests that they arise from neocortical mechanisms that play a key role in how we can learn about a changing world throughout life.
These mechanisms include learned top-down sensory expectations that are used to modulate, prime, and match incoming bottom-up information (Grossberg, 1980 (Grossberg, , 1999b . Such top-down expectations help to focus attention upon expected clusters of sensory features. These top-down expectations learn prototypes that incorporate the information that is essential for perceiving or recognizing information at different levels of cortical processing. When these expectations are activated in the absence of bottom-up information, they are usually prevented from causing hallucinations through a balance between top-down excitation and inhibition (see Figure  1 ). Such top-down expectations can modulate, sensitize, or prime the processing of bottom-up information, but cannot by themselves cause suprathreshold activation of their target cells. How and why such a modulatory balance is accomplished is discussed in greater detail below. In addition, recent modeling work on the laminar organization of visual cortex (Grossberg, 1999a; Grossberg and Raizada, 1999 ) has suggested some of the possible circuits by which these topdown expectations control the focusing of visual attention, and how these attentive mechanisms interact with the bottom-up flow of visual information (see Figure 2 ).
----- The excitatory on-center (plus signs) encodes a learned prototype in its adaptive weights, or longterm memory traces (hemidisks). This prototype learns from bottom-up inputs, which can fully activate targets cells when top-down signals are off. The inhibitory off-surround (minus signs) is balanced against the on-center so that top-down signals, by themselves, cannot fully activate their target cells. When both bottom-up and top-down signals are active, only the cells in the top-down on-center that are also receiving bottom-up inputs can fire. Other cell activities are inhibited. A volitional signal can disrupt the top-down excitatory-inhibitory balance to enable top-down signals, by themselves, to cause suprathreshold activation.
This article suggests that, under normal behavioral conditions, a volitional signal can be phasically turned on that can alter this balance to favor top-down excitation (Figure 1 ). Through this means, top-down expectations can create conscious experiences in the absence of bottom-up information. When this occurs, we can experience visual imagery, inner speech, or other internal conscious states that are very useful towards understanding our past experiences and planning new experiences. Thus, the ability of volitional signals to convert modulatory top-down priming signals into suprathreshold activations provides a great evolutionary advantage to those who possess it.
Figure 2.
Model circuit for how a top-down on-center off-surround network is realized within the laminar circuits of visual cortical areas V1 and V2. Similar circuits are proposed to occur in other sensory and cognitive cortical areas. Open circles and triangles denote excitatory cells and pathways, respectively; closed black circles and triangles denote inhibitory cells and pathways, respectively. A folded feedback circuit carries top-down attentional signals from layer 6 of V2 to layer 4 of V1 via an on-center off-surround pathway from layer 6 to 4 of V1.Corticocortical feedback axons from layer 6 in V2 tend to terminate in layer 1 of V1 (Salin and Bullier, 1995, p. 110) where they can, for example, excite apical dendrites of layer 5 pyramidal cells whose axons send collaterals into layer 6. From layer 6, the feedback is then "folded" back into the feedforward flow of information from layer 6 to 4 of V1 via an on-center off-surround pathway (Bullier et al., 1996) . See Grossberg (1999a) and Grossberg and Raizada (1999) for a model of how this circuit is embedded within the bottom-up, horizontal, and top-down (both intracortical and intercortical) interactions within visual cortex.
During a mental disorder like schizophrenia, it is proposed that the phasic volitional signal may become tonically hyperactive. As a result, top-down sensory expectations can generate conscious experiences that are not under the volitional control of the individual who is experiencing them. The net effect is a hallucination. Since the top-down expectations learn prototypes that incorporate the critical features that are used to bind sensory features into conscious experiences, these hallucinations, just like the imagery and inner speech that are generated under normal conditions, are sufficient to generate conscious experiences with vivid perceptual content. When an arm movement is being planned, a Target Position Vector (TPV) specifies where the arm should move and a Present Position Vector (PPV) controls an outflow signal that specifies the arm's present position. The PPV is subtracted from the TPV to define a Difference Vector (DV) which determines the direction and distance that the arm must move to bring the arm to the new location specified by the TPV. A new TPV can be loaded without moving the arm. Activation of a volitional GO signal opens a multiplicative gate which enables the DV to be expressed at a speed that is scaled by GO-signal amplitude. This stage computes a Present Velocity Vector that is integrated by the PPV. The arm then moves towards the TPV until the DV equals zero. See Bullock, Cisek, and Grossberg (1998) for a discussion of where in the brain these quantities are computed.
Top-down motor expectations are also proposed to exist (Bullock and Grossberg, 1988; Bullock et al., 1998) . For example, they can code the desired final, or target, position of a limb, such as an arm, during a reaching movement (see Figure 3) . Such expectations can also be readout as priming events that do not, in themselves, cause a movement (Georgopoulos et al., 1986) . Volitional motor signals, called GO signals, can convert these top-down expectations into realized movements (Figure 3 ). This article suggests that, when these GO signals become tonically hyperactive, an individual can experience delusions of control, because the movements occur involuntarily. Such volitional signals are proposed to be generated in the basal ganglia; e.g., Anderson (1984a, 1984b) .
Some Properties of Hallucinations
Auditory hallucinations are most frequently experienced during schizophrenia, including hearing one's own thoughts being spoken aloud, or hearing voices speaking to or about the patient. Visual, tactile, and olfactory hallucinations have also been reported. These include seeing frightening faces, being strangled, and experiencing food as repulsive. Frith (1998) has noted three properties of these experiences: They occur in the absence of sensation; self-generated activity is perceived to come from an external source; and the voice (in the case of an auditory hallucination) is perceived to come from an agent who is attempting to influence the patient. Frith hypothesized that these effects are due to disruption of the interactions between prefrontal cortex and posterior brain regions. It is suggested below how learned top-down expectations acting from prefrontal cortex to posterior sensory cortices, among other top-down pathways, help to ensure the stability of normal learning and memory.
Other properties of hallucinations will also clarified by the hypothesis that modulatory topdown expectations are a source of hallucinations when they become imbalanced, including: Why unstructured auditory inputs, such as white noise, can increase the severity of hallucinations, while listening to speech or music helps to reduce them (Margo et al., 1981) . This effect suggests that auditory hallucinations are formed within the same systems that are usually used to analyze auditory sensations. It is traced below to the manner in which top-down expectations are matched against bottom-up sensory information in order to focus attention upon salient combinations of features, and in so doing, to stabilize learning and memory about a changing world. Also clarified is the fact that what the external "voices" say tends to match the content of whispers or sub-vocal speech that are produced by the patient (Gould, 1949) . This property even more directly supports the idea that hallucinations may be caused by imbalanced top-down expectations. In summary, the literature about such results collectively suggests that hallucinations may use the same systems that are usually used when people listen to external speech or generate inner speech.
Adaptive Resonance Theory
I propose that various of these properties may be mechanistically understood as follows. Adaptive Resonance Theory, or ART, proposes a solution of the stability-plasticity dilemma, or the problem of how can learning continue into adulthood without causing catastrophic forgetting Grossberg, 1980 Grossberg, , 1999b Grossberg and Merrill, 1996; Grossberg and Stone, 1986) . Otherwise expressed, how can we learn quickly without being forced to forget just as quickly? ART suggests that bottom-up adaptive processing of sensory information, from the world ever deeper into the brain, needs to be supplemented by top-down learned expectations in order to solve this problem.
ART suggests that bottom-up activation may, by itself, automatically activate target cell populations. In addition, top-down expectations are needed to learn prototypes that obey three properties: First, they select consistent bottom-up signals. Second, they suppress inconsistent bottom-up signals. Together these properties begin to focus attention on a set of critical features that are consistent with the learned expectation. Third, a top-down expectation, by itself, cannot fully activate target cells. It can only sensitize, modulate, or prime them to respond more easily and vigorously if they are matched by consistent bottom-up inputs. Were this not the case, we would hallucinate events that were not really there whenever we activated a top-down expectation. Such modulatory top-down expectations are proposed to exist, for example, in the top-down feedback from prefrontal to sensory cortices. Figure 4a in terms of the reciprocal activation that occurs between sensory cortices and prefrontal cortex, or due to other cortico-cortical or thalamocortical interactions, even those between visual cortical area V1 and the Lateral Geniculate Nucleus (Sillito et al., 1994) . In Figure 4a , distributed behavioral items are temporarily stored in short-term memory as they send signals through bottom-up pathways to a subsequence processing stage. Adaptive weights, or long-term memory traces, in the synaptic knobs of these pathways (the hemidisks in Figure 4 ) multiply these signals before they are added up at target cells. The target calls, in turn, compete among themselves to select one, or a small number, of winning cells that receive the largest total bottom-up inputs. In various applications, these winning cells may represent a recognition category that responds selectively to particular combinations of items stored in shortterm memory. Because of the hierarchical organization of such networks during the progressive elaboration of bottom-up information, the "features" within a distributed activation pattern on a given processing level may be the "categories" for a previous processing level, much as information gets progressively more abstractly encoded as it ascends the ventral processing stream through visual cortex, inferotemporal cortex, and prefrontal cortex (e.g., Desimone and Ungerleider, 1989; Goldman-Rakic et al., 1991) .
If only these bottom-up signals are considered, then the winning cells activate learning within the abutting synaptic knobs. These synaptic knobs are proposed to learn a time-average of the signal amplitudes that are active in the pathways leading to these synapses when their target cells win the competition for activation. This type of model is called competitive learning or a selforganizing map (Grossberg, 1976a (Grossberg, , 1978 Kohonen, 1989; von der Malsburg, 1973) . Grossberg (1976a) proved theorems about conditions under which stable learning is achieved in these systems, before demonstrating that they undergo catastrophic forgetting under general input conditions. Grossberg (1976b) then introduced ART, including the role to learned top-down expectations, to suggest how the benefits of self-organizing maps could be preserved without the disadvantages-which many other learning models share-of catastrophic forgetting.
Learned top-down expectations with the properties listed above are one of the key mechanisms needed to prevent catastrophic forgetting. Figure 4b schematizes the property of ART Matching whereby a learned top-down expectation can select and amplify the activities of cells that are within the learned prototype of the active category. In Figure 4b , the size of the synaptic knobs codes for the size of the adaptive weights in the top-down pathways. Because the rightmost cell has a very small top-down weight, it does not receive any top-down signal, and thus its activation is inhibited, even though it receives a large bottom-up input. Due to this matching process, the network starts to "pay attention" to the activation pattern on the two remaining cells. In other words, the top-down expectation selects and amplifies cells whose activities are "confirmed" by the "hypothesis" that is represented by the top-down prototype, and suppresses the activities of cells which are not. Figure 1 illustrates the type of circuit which is suggested by ART to carry out this topdown matching function. It is a top-down on-center off-surround network. Figure 1 notes that bottom-up inputs can, by themselves, activate their target cells. If a top-down expectation is turned on, then it tries to excite the cells that lie within its on-center prototype. But it also inhibits cells within a broader off-surround. The excitation and inhibition received by cells in the on-center are balanced so that these cells cannot be fully activated by top-down signals. At best, they can be slightly excited, or subliminally primed. When a bottom-up input, as in pathway 2, is within the prototype's on-center, then its target cell can remain active, and even be amplified, when the topdown expectation turns on. This is because the bottom-up input together with the top-down oncenter can overcome the effects of the top-down inhibition; it is a case of two-against-one. When a bottom-up input, as in pathway 1, receives only a top-down inhibitory signal, it is shut off in the top-down mode, even if it receives a strong bottom-up excitatory input; it is a case of one-againstone.
Recent modeling work has suggested how this top-down circuit is realized within the laminar circuits of the neocortex (Grossberg, 1999a) ; see Figure 2 . In particular, it is suggested that output signals from layer 6 of a higher cortical area can attentionally prime layer 4 of a lower cortical area via a top-down on-center off-surround network that passes through layer 6 of the lower cortical area. Several routes exist whereby feedback from higher cortical levels can reach layer 6 before being relayed through the on-center off-surround network between layer 6 and 4. Consider, for definiteness, the case of feedback from visual cortical area V2 to area V1 (Lamme et al., 1998) . Here, the majority of feedback signals from layer 6 in V2 pass into layer 1 (Cauller, 1995; Rockland and Virga, 1989 ). There they stimulate the apical dendrites of layer 5 pyramidal cells whose axons send collaterals in layer 6 (Lund and Boothe, 1975; Gilbert and Wiesel, 1979) . Reversible deactivation studies of monkey V2 have shown that feedback from V2 to V1 does indeed have an on-center off-surround form (Bullier et al., 1996) . In addition, the V1 layer whose activation is most reduced by cutting off V2 feedback is layer 6 (Sandell and Schiller, 1982) .
The top-down input to layer 1 can also influence the dendrites of pyramidal cells in layer 2/3, which carry out perceptual grouping through their horizontal connections (Das and Gilbert, 1999; Hirsch and Gilbert, 1991) . But here feedback from V2 seems to have much less effect (Sandell and Schiller, 1982) possibly because inhibitory interneurons with dendrites in layer 1 are present in layer 2/3 but not in layer 6 (Lund, 1987; Lund et al., 1988; Lund and Wu, 1997) . Thus, there are at least two routes whereby top-down signals can attentionally modulate the processing of bottom-up information. Both of these routes seem to have a modulatory effect on their target cells due to a balance between excitation and inhibition. Both may, in principle, be imbalanced by a volitional signal during normal fantasy activities, and this volitional signal may become hyperactive during hallucinatory episodes. Thus, it would be of great interest to test for the existence and source of pathways to layer 4, as well as to layer 2/3, which are capable of upsetting this balance as a result of volition, possibly by inhibiting the inhibitory interneurons (Figure 1) , so that the topdown prototypes can be supraliminally expressed.
Adaptive Resonance: Linking Expectation, Attention, and Stable Learning Figure 4 summarizes the ART proposal that stable learning is linked to top-down expectations and attention. In other words, our capacity to act like "intentional" beings is linked to our ability to continue learning rapidly and in a stable fashion throughout life. Figure 5 indicates that attended feature clusters reactivate their bottom-up pathways. These, in turn, reactivate their top-down pathways. A feedback resonance hereby develops between the attended information on multiple levels of the network. This resonance is a context-sensitive state that designates that the patterns of activation which are carried by the resonance are worthy of being learned by the system's adaptive weights, or long-term memory traces. ART proposes that all conscious states are resonant states, and hereby suggests a link between learning, intention, attention, and consciousness (see Grossberg (1999b) for a recent review). The resonant state synchronizes, amplifies, and prolongs the cell activations that it includes. This change of energy and time scales enables the more slowly varying adaptive weights to learn the activities that they can correlate. By discarding signals other than those that are attended, the resonant state helps to prevent catastrophic forgetting. It is because the resonance triggers learning that the theory is called adaptive resonance theory.
How Hyperactive Volitional Signals May Cause Hallucinations
This description clarifies how the top-down expectations can learn prototypes which are the important memories that the system uses for recall. When such expectations are used only for topdown priming and matching, they organize the processing of bottom-up information, and help to focus attention upon salient combinations of features. But they cannot, by themselves, lead to suprathreshold experiences. As noted above, ART predicts that evolution has exploited the topdown balance between excitation and inhibition to enable internal imagery, speech, planning, and other fantasy activities to occur. In particular, suppose that an inhibitory volitional signal (see Figure 1) can inhibit the inhibitory interneurons in the top-down on-center off-surround cortical priming networks during a time when internal fantasy is desired. One way in which this might be achieved is via inhibitory signals that inhibit the off-surround cells in layer 4 (Figure 2 ). Then the top-down expectations can, by themselves, activate target cells and lead to resonant, hence conscious, activity. Since these top-down expectations learn the important feature clusters to which the network pays attention, they can read-out enough information to generate a meaningful internal fantasy. I propose that these volitional signals can sometimes become tonically hyperactive, and can fire by themselves, without willful control by the individual. When this happens, the top-down expectations can elicit conscious perceptual experiences that can occur without bottom-up input and are not under the control of the individual, and are therefore experienced as hallucinations.
Hallucinations during Audition and Speech
ART models have been used to explain a great deal of psychophysical data about auditory and speech perception ( e.g., Boardman et al., 1999; Cohen and Grossberg, 1986; Grossberg, 1986 Grossberg, , 1999c Grossberg and Myers, 1999; Grossberg and Stone, 1986) . In these applications, the conscious resonances emerge through feedback interactions between working memories-that store sequences of auditory inputs as evolving spatial patterns of activity-and list chunking, or grouping, networks-that form unitized representations of different sequences of the events that are represented by the working memory. These unitized representations encode phonetically important units, notably words and syllables. Higher-level list chunks can represent combinations of these unitized representations.
In this situation, hallucinations would use the same systems that are usually used when listening to external speech or to generate inner speech. Here the top-down expectations are readout by activation of the list chunks. How external "voices" tend to match the content of whispers or sub-vocal speech (Gould, 1949 ) is clarified by ART, because both exploit the top-down expectations of the individual. Here it is useful to distinguish sensory expectations from motor expectations within a perception-action cycle ( Figure 6 ): Top-down sensory expectations help to unitize the contents of bottom-up sensory signals, whereas top-down motor expectations help to unitize the motor gestures that are used to read-out articulatory movements. Under normal conditions, sensory expectations of self-generated sounds are subliminally primed when motor expectations are used to produce speech. With a hyperactive volitional system, these subliminal primes can become suprathreshold. Figure 6 . Schematic of how auditory and articulatory pathways are linked in a perception-action cycle for purposes of auditory perception and speech production. Reciprocal bottom-up and topdown circuits are proposed to exist in both the auditory and the articulatory systems. In the auditory system, these loops unitize auditory signals into familiar language units. In the articulatory system, they help to unitize the speech gestures that control spoken language. The systems are linked by an imitative map that enables auditory representations to control articulatory productions.
ART also clarifies why unstructured auditory inputs, such as white noise, can increase the severity of hallucinations, while listening to speech or music helps to reduce them (Margo et al., 1981) . Both types of data are consistent with the ART Matching Rule (Figure 1 ), which selects those auditory signals that are consistent with the top-down expectation, while suppressing those that are not. In the case of white noise, the broad-band nature of the noise enables it to supply more bottom-up activity to the active components of the top-down expectation, and thereby to generate an even stronger hallucination. This property of the ART Matching Rule also plays a key role in explaining data about normal auditory and speech perception (e.g., Grossberg, 1999b Grossberg, , 1999c . Data about phonemic restoration are particularly useful towards illustrating how this happens. Suppose, for example, that a listener hears a noise of suitable duration followed immediately by the words "eel is on the…." (Warren, 1984; Warren and Sherman, 1974) . If this string of words is followed by the word "orange," then "noise-eel" sounds like "peel." If the word "wagon" completes the sentence, then "noise-eel" sounds like "wheel." If the final word is "shoe," then "noise-eel" sounds like "heel." If some formants of the expected sound are missing from the noise, then only a partial reconstruction is heard (Samuel, 1981a (Samuel, , 1981b . If silence replaces the noise, then only silence is heard.
Phonemic restoration vividly shows that the bottom-up occurrence of the noise is not sufficient for us to hear it. Rather, the sound that we expect to hear based upon our previous language experiences influences what we do hear, at least if the sentence is said quickly enough. Somehow, the brain works "backwards in time" to allow the meaning imparted by a later word to alter the sounds that we consciously perceive in an earlier word. The delayed perception is explained in ART by the amount of time that is needed to form a bottom-up/top-down resonance between working memory and list chunk representations; see and Grossberg and Myers (1999) for computer simulations of such resonances. In fact, ART claims that conscious speech is a resonant wave that evolves across the brain's working memories. The selection of those noise components that are consistent with the top-down expectations of this resonant wave is achieved by the ART Matching Rule. In particular, the matching process cannot "create something out of nothing." It can, however, selectively amplify the expected features in the bottom-up signal and suppress the rest. I suggest that a similar thing happens when white noise enhances a hallucination.
Reset, Memory Search, and Stable Learning and Memory
How does the ART Matching Rule explain how speech or music helps to reduce hallucinations (Margo et al., 1981) ? In brief, a bottom-up input that does not match an internally generated topdown expectation can reset it and impose the representation mandated by the bottom-up input. This reset operation is hypothesized to be part of the machinery whereby the brain updates its information processing in response to new inputs. It also is predicted to help search for new, or more appropriate, representations with which to categorize novel information, and in so doing, to help stabilize learning and memory. Pattern Y generates the top-down output pattern U which is multiplied by top-down LTM traces and added at F 1 nodes to form the prototype pattern V that encodes the learned expectation of the active F 2 nodes. If V mismatches I at F 1 , then a new STM activity pattern X * is generated at F 1 . X * is represented by the hatched pattern. It includes the features of I that are confirmed by V. Inactivated nodes corresponding to unconfirmed features of X are unhatched. The reduction in total STM activity which occurs when X is transformed into X * causes a decrease in the total inhibition from F 1 to A. (C) If inhibition decreases sufficiently, A releases a nonspecific arousal wave to F 2 , which resets the STM pattern Y at F 2 . (D) After Y is inhibited, its top-down prototype signal is eliminated, and X can be reinstated at F 1 . Enduring traces of the prior reset lead X to activate a different STM pattern Y * at F 2 . If the top-down prototype due to Y * also mismatches I at F 1 , then the search for an appropriate F 2 code continues until a more appropriate F 2 representation is selected. Then an attentive resonance develops and learning of the attended data is initiated.
[Reprinted with permission from Grossberg and Merrill (1996) .]
To see how reset and search occur, consider Figure 7 . Figure 7 suggests how the bottomup and top-down processes work together to control reset and memory search. For simplicity of exposition, the two processing levels depicted there are denoted by F 1 and F 2 , where F 1 represents distributed feature patterns and F 2 unitizes them into categorical representations. As noted above, learning in ART does not occur when some winning F 2 activities are stored in STM. Instead, activation of F 2 nodes may be interpreted as "making a hypothesis" about an input at F 1 . When F 2 is activated, it quickly generates an output pattern that is transmitted along the top-down adaptive pathways from F 2 to F 1 . These top-down signals are multiplied in their respective pathways by LTM traces at the semicircular synaptic knobs of Figure 7B . The LTM-gated signals from all the active F 2 nodes are added to generate the total top-down feedback pattern from F 2 to F 1 . It is this pattern that plays the role of a learned expectation. Activation of this expectation may be interpreted as "testing the hypothesis", or "reading out the prototype", of the active F 2 category. As shown in Figure 7B , ART networks are designed to match the "expected prototype" of the category against the bottom-up input pattern, or exemplar, to F 1 . Cells that are activated by this exemplar are suppressed if they do not correspond to large LTM traces in the top-down prototype pattern. The resultant F 1 pattern encodes the cluster of input features that the network deems relevant to the hypothesis based upon its past experience. This resultant activity pattern, called X * in Figure 7B , encodes the pattern of features to which the network "pays attention".
If the expectation is close enough to the input exemplar, then a state of resonance develops as the attentional focus takes hold. The pattern X * of attended features reactivates the F 2 category Y which, in turn, reactivates X * . The network locks into a resonant state through a positive feedback loop that dynamically links, or binds, X * with Y. The resonance binds spatially distributed features into either a stable equilibrium or a synchronous oscillation (Grossberg, 1976b) , much like the synchronous feature binding in visual cortex that has recently attracted so much interest (Eckhorn et al., 1988; Gray and Singer, 1989; Grossberg and Grunewald 1997) .
In ART, the resonant state, rather than bottom-up activation, is predicted to drive the learning process. The resonant state persists long enough, at a high enough activity level, to activate the slower learning processes in the LTM traces. This helps to explain how the LTM traces can regulate the brain's fast information processing without necessarily learning about the signals that they process. Through resonance as a mediating event, the combination of top-down matching via the ART Matching Rule, and its attentional focusing properties, helps to stabilize ART learning and memory in response to an arbitrary input environment. The stabilizing properties of top-down matching may be one reason for the ubiquitous occurrence of reciprocal bottom-up and top-down cortico-cortical and cortico-thalamic interactions in the brain.
How is the Generality of a Perceptual Category Controlled?
How does reset and memory search enter into this description of resonant dynamics? This question is closely related to the question of what combinations of features or other information are bound together into object or event representations. ART provides an answer to this question that overcomes problems faced by earlier models. In particular, ART systems learn prototypes, rather than exemplars, because the attended feature vector X * , rather than the input exemplar itself, is learned. Both the bottom-up LTM traces that tune the category nodes and the top-down LTM traces that filter the learned expectation learn to correlate activation of F 2 nodes with the set of all attended X * vectors that they have ever experienced. These attended STM vectors assign less STM activity to features in the input vector I that mismatch the learned top-down prototype V than to features that match V.
Given that ART systems learn prototypes, how can they also learn to recognize unique experiences, such as a particular view of a friend's face? The prototypes learned by ART systems accomplish this by realizing a qualitatively different concept of prototype than that offered by previous models. In particular, ART suggests how prototypes, and thus the feature bundles that should form the contents of hallucinatory experiences, form in a way that is designed to conjointly maximize category generalization while minimizing predictive error (Bradski and Grossberg, 1995; Grossberg, 1987a, 1987b; Carpenter et al., 1992) . As a result, ART prototypes can automatically learn individual exemplars when environmental conditions require highly selective discriminations to be made. How the matching process achieves this is discussed below.
This matching property modulates the criterion of when mismatch between bottom-up and top-down information is too great for a resonance to develop. In ART, when such a mismatch occurs, then the F 2 category is quickly reset and a memory search for a better category is initiated ( Figures 7C and 7D ). This combination of top-down matching via the ART Matching Rule, attentional focusing, and memory search is what stabilizes ART learning and memory in an arbitrary input environment. The attentional focusing by top-down matching prevents inputs that represent irrelevant features at F 1 from eroding the memory of previously learned LTM prototypes. In addition, the memory search resets F 2 categories so quickly when their prototype V mismatches the input vector I that the more slowly varying LTM traces do not have an opportunity to correlate the attended F 1 activity vector X * with them. Conversely, the resonant event, when it does occur, maintains and amplifies the matched STM activities for long enough and at high enough amplitudes for learning to occur in the LTM traces.
Whether or not a resonance occurs depends upon the level of mismatch, or novelty, that the network is prepared to tolerate. Novelty is measured by how well a given exemplar matches the prototype that its presentation evokes. The criterion of an acceptable match is defined by an internally controlled parameter that is called vigilance (Carpenter and Grossberg, 1987a) . The vigilance parameter is computed in the orienting subsystem A; see Figure 8 . Vigilance weighs how similar an input exemplar I must be to a top-down prototype V in order for resonance to occur. Resonance occurs if ρ|I| -|X * | ≤ 0, where |I| and |X * | measure the total amount of activity in the bottom-up input vector I and the matched activity pattern X * , respectively. This inequality says that the F 1 attentional focus X * inhibits A more than the input I excites it. If A remains quiet, then an F 1 F 2 resonance can develop. Level F 1 encodes a distributed representation of an event by a short term memory (STM) activation pattern across a network of feature detectors. Level F 2 encodes the event using a compressed STM representation of the F 1 pattern. Learning of these recognition codes occurs at the long term memory (LTM) traces within the bottom-up and top-down pathways between levels F 1 and F 2 . The top-down pathways read-out learned expectations whose prototypes are matched against bottom-up input patterns at F 1 . The size of mismatches in response to novel events are evaluated relative to the vigilance parameter ρ of the orienting subsystem A. A large enough mismatch resets the recognition code that is active in STM at F 2 and initiates a memory search for a more appropriate recognition code, as described in Figure 7 . Output from subsystem A can also trigger an orienting response.
Either a larger value of ρ or a smaller match ratio |X * |I| -1 makes it harder to satisfy the resonance inequality. When ρ grows so large or |X * |I| -1 is so small that ρ|I| -|X * | > 0, then A generates an arousal burst, or novelty wave, that resets the STM pattern across F 2 and initiates a bout of hypothesis testing, or memory search. During search, the orienting subsystem interacts with the attentional subsystem ( Figures 7C and 7D ) to rapidly reset mismatched categories and to select better F 2 representations with which to categorize novel events at F 1 , without risking unselective forgetting of previous knowledge. Search may select a familiar category if its prototype is similar enough to the input to satisfy the resonance criterion. The prototype may then be refined by attentional focusing. If the input is too different from any previously learned prototype, then an uncommitted population of F 2 cells is selected and learning of a new category is initiated.
Because vigilance can vary across learning trials, recognition categories capable of encoding widely differing degrees of generalization or abstraction can be learned. Low vigilance leads to broad generalization and abstract prototypes. High vigilance leads to narrow generalization and to prototypes that represent fewer input exemplars, even a single exemplar. ART hereby clarifies how we can learn abstract prototypes with which to recognize abstract categories of faces and dogs, as well as "exemplar prototypes" with which to recognize individual faces and dogs. A single system can learn both, as the need arises, by increasing vigilance just enough to activate A if a previous categorization leads to a predictive error.
Thus the contents of a conscious percept can be modified by task-sensitive vigilance control signals. In a similar vein, ART predicts that when highly specific prototypes are learned, then specific hallucinations will be read-out by these prototypes, and when abstract prototypes are learned, then they will lead to similarly abstract hallucinations. This prediction adds a new twist to the idea that hallucinations are formed within the same systems that are usually used to analyze perceptual sensations. It suggests not only that learned top-down expectations control the perceptual contents of hallucinations, but also that these contents may be dynamically refined or generalized based on the task-selective constraints that were operative during individual learning experiences.
