In this paper we prove a strong law of large numbers and its L 1 -convergence counterpart for the process counted with a random characteristic in the context of self-similar fragmentation processes. This result extends a somewhat analogical result by Nerman for general branching processes to fragmentation processes. In addition, we apply the general result of this paper to a specific example that in particular extends a limit theorem, concerning the fragmentation energy, by Bertoin and Martínez from L 1 -convergence to almost sure convergence. Our approach treats fragmentation processes with an infinite dislocation measure directly, without using a discretisation method. Moreover, we obtain a result regarding the asymptotic behaviour of the empirical mean associated with some stopped fragmentation process.
Introduction
In the present paper we introduce random characteristics associated with self-similar fragmentation processes. In the setting of general branching processes (also known as Crump-Mode-Jagers processes) random characteristics were considered for example in [Jag75] , [Ner81] , [Jag89] as well as [Olo96] and recently by Vatutin [Vat11] . The motivation that led to this work is multifaceted and stems from the literature on general branching processes and fragmentation processes respectively. Let us dwell for a little while on outlining some related results in the literature which motivated our considerations. In [Ner81] Nerman proved various limit results for general branching processes counted with a random characteristic. There he managed to prove L 1 -convergence (cf. [Ner81, Corollary 3.3]) as well as almost sure convergence (see [Ner81, Theorem 5 .4] and [Ner81, Theorem 6.3]). By setting birth time of a particle to be the negative logarithm of the size of a block one can interpret, for the topic of this paper, fragmentations with a finite dislocation measure as special cases of general branching processes. Indeed, this is possible, since the time-parameter of the fragmentation process does not affect the results. Under suitable assumptions, which ensure that the conditions of Nerman's results are satisfied, one does then obtain respective results for fragmentation processes. This observation lies at the heart of [BM05, Theorem 1, Corollary 1]. However, with regard to fragmentation processes an interesting question is whether such results can be obtained also in the general case if the dislocation measure is σ-finite rather than finite. In [BM05] Bertoin and Martínez proved L 1 -convergence (cf. [BM05, Theorem 2]) in the dissipative case, as well as L 2 -convergence (see [BM05, Theorem 3] ) in the conservative case, for some functional (cf. Section 4 of the present paper) that can be considered as a special case of a process counted with a random characteristic. Their method of proving their Theorem 2 is based on using Theorem 7.3 of [Jag89] , which extends Corollary 3.3 of [Ner81] to random characteristics endowed with a life career, and the aforementioned interpretation of fragmentations in the case of a finite dislocation measure as well as a discretisation method. The proof of Theorem 3 in [BM05] is based on moment calculations rather than using a discretisation technique. However, neither of the two methods can be reasonably modified to yield almost sure convergence. In Theorem 1 of [HKK10] almost sure convergence of the process counted with the random characteristic considered in Corollaries 1 and 2 of [BM05] is proven. The approach in [HKK10] treats general dissipative fragmentation processes directly, without resorting to known results on general branching processes or fragmentations with a finite dislocation measure. This raises the question whether by means of such a direct approach the L 1 -convergence of Theorem 2 in [BM05] can be proven to hold also almost surely and whether similar results hold for a reasonably large class of random characteristics in the spirit of [Ner81] . The present paper answers both of these questions affirmatively.
The outline of this paper is as follows. In Section 2 we provide a concise introduction to the theory of fragmentation processes and the associated process stopped at a stopping line. Subsequently, in Section 3 we introduce random characteristics, as well as the process counted with them, and present our main result. In Section 4 we consider two applications of our strong law of large numbers. These examples are related to the discussion above and provide some motivation for the general result. In Section 5 we present the proof of our main result and Section 6 is devoted to proving a crucial ingredient of that proof.
Throughout this paper we consider a probability space (Ω, F , P) on which the fragmentation process as well as all the other random objects are defined.
Fragmentation processes
In this section we provide a brief introduction to fragmentation processes and associated processes that are stopped at a stopping line. Moreover, we introduce two families of additive martingales.
Let P be the space of partitions π = (π n ) n∈N of N, where the blocks of π are ordered by their least element such that inf(π i ) < inf(π j ) if i < j, where inf(∅) := ∞. This paper is concerned with a Pvalued fragmentation process Π := (Π(t)) t∈R
, where Π(t) = (Π n (t)) n∈N . P-valued fragmentations are exchangeable Markov processes that were introduced in [Ber01] in the homogenous case and were extended to the self-similar setting in [Ber02] . For a comprehensive treatise on fragmentation processes we refer to the monograph [Ber06] . Let (F t ) t∈R + 0 be the filtration generated by Π.
It is known from [Ber02] that the distribution of Π is determined by some α ∈ R (the index of selfsimilarity; α = 0 corresponding to the homogenous case), a constant c ∈ R + 0 (the rate of erosion) and a measure ν (the so-called dislocation measure that determines the jumps of Π) on the infinite simplex
Below we shall need the following constant p := inf p ∈ R :
as well as the increasing and concave function Φ : (p, ∞) → R, given by
for every (p, ∞). The function Φ plays a crucial role in the theory of fragmentations, since it turns out to be the Laplace exponent of a killed subordinator defined via a fragmentation process.
Throughout this paper we consider a self-similar fragmentation process Π that satisfies
as well as the following hypothesis which is often referred to as Malthusian hypothesis.
Hypothesis 1 There exists a p * ∈ (p, 0] such that Φ(p * ) = 0.
The constant p * is often called Malthusian parameter and if ν is finite this definition coincides with the definition of the Malthusian parameter in the context of general branching processes.
The process Π is said to be conservative if ν( n∈N s n < 1) = 0, i.e. if there is no loss of mass by sudden dislocations, and dissipative otherwise. In this paper we allow for both of these cases.
Most proofs of this paper shall be established under the assumption that Π is homogenous, i.e. α = 0, since many important concepts in the theory of fragmentation processes only hold in the homogenous setting. That is to say, we will first prove our main result for the homogenous case and then extend it to the self-similar setting with α ∈ R. The crucial point in this regard is that every self-similar fragmentation process is a time-changed homogenous fragmentation process (see Theorem 3 (i) of [Ber02] ). In this spirit, for the remainder of this section we assume that α = 0.
We shall need the exchangeable partition measure µ on P given by
where ̺ s is the law of Kingman's paint-box based on s ∈ S. In [Ber01] Bertoin showed that the homogenous fragmentation process Π is characterised by a Poisson point process. More precisely, there exists a P × N-valued Poisson point process (π(t), κ(t)) t∈R
with characteristic measure µ ⊗ ♯,
where ♯ denotes the counting measure on N, such that Π changes state precisely at the times t ∈ R + 0 for which an atom (π(t), κ(t)) occurs in (P \(N, ∅, . . .))×N. At such a time t ∈ R + 0 the sequence Π(t) is obtained from Π(t−) by replacing its κ(t)-th term, Π κ(t) (t−) ⊆ N, with the restricted partition π(t)| Π κ(t) (t−) and reordering the terms such that the resulting partition of N is an element of P. We denote the random jump times of Π, i.e. the times at which the abovementioned Poisson point process has an atom in (P \ (N, ∅, . . .)) × N, by (t i ) i∈I , where the index set I ⊆ R + 0 is countably infinite.
Moreover, by exchangeability, the limits
referred to as asymptotic frequencies, exist P-a.s. simultaneously for all t ∈ R + 0 and n ∈ N. Let us point out that the concept of asymptotic frequencies provides us with a notion of size for the blocks of a P-valued fragmentation process. In [Ber01] Bertoin showed that the process (− ln(|Π 1 (t)|)) t∈R + 0 is a killed subordinator with Laplace exponent Φ, a fact we shall make use of below.
The main property of fragmentation processes is the (strong) fragmentation property, which is the analogue of the branching property of branching processes. Roughly speaking, this property says that given a configuration of the process at some (stopping) time, the further evolution of each block is governed by an independent copy of the original process. Moreover, the same holds true if we replace the stopping time by a stopping line, cf. Definition 3.4 and Lemma 3.14 both in [Ber06] , in which case we refer to it as the extended fragmentation property. Speaking of stopping lines, let us now introduce stopped fragmentations which are obtained from a fragmentation process by stopping the evolution of a block once it has reached a given stopping line. Here we are interested in the stopping line that corresponds to the first blocks, in their respective "line of descent", of size less than some given η ∈ (0, 1]. The process (λ η ) η∈(0,1] consisting for each η ∈ (0, 1] of the sizes of the blocks at the terminal state of the fragmentation stopped at the stopping line associated with η is then given by λ η := (λ η,k ) k∈N , where λ η,k refers to the asymptotic frequency of the k-th largest block at the terminal state of the stopped process. In addition, we denote by (H η ) η∈(0,1] the filtration generated by (λ η ) η∈(0,1] . For an illustration of these concepts, see Figure 1 . In what follows we shall make use of two additive unit-mean martingales. Letp > p * be given by Lemma 1 in [Ber03] . The first martingale,
, is given by
for every p ∈ (p,p) and t ∈ R + 0 . Let us point out that M (p) is the analogue of Biggins' additive martingale for branching random walks (cf. [Big77] ). These martingales appear frequently in the literature on branching processes and fragmentation processes (see e.g. [BM05] where it was used in a context related to the present paper). In the spirit of [Ner81] and [HKK10] we shall need a second martingale which is defined in terms of (λ η ) η∈(0,1] and turns out to be related to M (p * ). More precisely, consider the process (Λ η (p * )) η∈(0,1] defined by
for each η ∈ (0, 1] The martingale property of (Λ η (p * )) η∈(0,1] was established in Lemma 1 of [HKK10] . In particular, there it was shown that
holds for all η ∈ (0, 1], where M ∞ (p * ) := lim t→∞ M t (p * ). As we will see in the next section, the limit that appears in our main result turns out to be a deterministic constant times the almost sure martingale limit Λ 0 (p
Main result
Recall that the present paper is concerned with a self-similar fragmentation process Π that satisfies (1) as well as Hypothesis 1.
Throughout the present paper let (φ(x, π)) x∈R + 0
, π ∈ P, be an R-valued stochastic processes, with φ(x, π) = φ(0, π) = 0 P-a.s. for all x > 1, which has càdlàg paths P-a.s. and is independent of Π. In addition, assume that φ(·, (1, 0, . . .)) = 0. In the context of this paper we refer to the random function φ :
Recall that if Π is homogenous (i.e. α = 0), then it is determined by the Poisson point process (π(t), κ(t)) t∈R + 0
. If α = 0, then we cannot resort to such a Poissonian structure of Π. However, in the light of Theorem 3 (i) in [Ber02] we still have that every jump of a block of Π is determined by an independent copy of π(1). Hence, we denote by (π(t, k)) t∈R + 0 ,k∈N the P-valued random field that determines the jumps of Π such that at each jump time t ∈ R + 0 of some block Π k (t−) this block fragments into the sequence (π n (t, k)| Π k (t−) ) n∈N . If the block Π k (t−) does not jump at time t, then π(t, k) = (1, 0, . . .).
In this work we are interested in the process (Z φ η ) η∈(0,1] , often referred to as the process counted with the characteristic φ, given by
for every η ∈ (0, 1], where the φ (t,k) are independent copies of φ and where
denotes the countably infinite set of jump times of Π. In the light of the Poissonian structure of Π in the homogenous setting we have
for each η ∈ (0, 1] if Π is homogenous, where the φ (i) are independent copies of φ. In order to avoid the indicator function 1 {|Π κ(t i ) (t i −)| =0} , we adopt the convention
for all a ∈ R + 0 and π ∈ P. The main goal of this paper is to prove an extension of [Ner81, Theorem 5.4] to fragmentation processes that in particular yields an extension of [BM05, Theorem 1] to almost sure convergence. As we shall show in Section 4, such an extension of [BM05, Theorem 1] follows from the general result the present paper is concerned with. Generally speaking, we aim at deriving some asymptotic properties of Z φ η as η ↓ 0. More precisely, we prove that asymptotically, as η ↓ 0, Z φ η behaves like the product of its expectation and Λ η (p * ). Indeed, the main result of this paper is strong law of large numbers. Denote by Φ ′ the derivative of Φ and recall λ 0 (p * ) given by (2).
Theorem 1 Let φ be a random characteristic such that
hold for all β > 0 and somep ∈ (p, p * ). Then
We give the proof of Theorem 1 in Section 5. Of course, the statement of Theorem 1 remains true if we replace (3) by the stronger assumption
for somep ∈ (p, p * ). Recall that our goal was to extend [Ner81, Theorem 5.4] to fragmentation processes with an infinite dislocation measure. In this spirit, notice that (4) is in some sense a natural analogue for fragmentations of Condition 5.2 in [Ner81] that appears in [Ner81, Theorem 5.4]. Admittedly, (4) is actually more restrictive than Nerman's Condition 5.2 as it requires the integrability with respect to µ, but in contrast to general branching processes such a requirement is in general necessary for fragmentation processes.
A simple example of a random characteristic is
where a, b ∈ (0, 1) with a < b. Then Z φ η denotes the number of blocks in the fragmentation process whose size is a value in ( η /b, η /a). Let us remark that for general branching processes the respective characteristic gives the number of particles born in the time interval (− ln(η)+ln(a), − ln(η)+ln(b)), which is a finite number. However, if the fragmentation process has an infinite dislocation measure, we have Z φ η ∈ {0, ∞} P-a.s. for any a, b ∈ (0, 1), so this particular characteristic is not of interest for us. In Section 4 we will present more complicated examples which fit the purpose of this paper. The crucial point when considering random characteristics for fragmentation processes with an infinite dislocation measure is that, in contrast to the situation of a finite dislocation measure, φ needs to depend on π as we need to integrate it with respect to the dislocation measure.
Before we immerse ourselves in the proof of Theorem 1, we first consider two applications of this result.
Examples
As a motivation for the main result of this paper let us now discuss two special random characteristics for which Theorem 1 is applicable. In the spirit of [BM05] this section is concerned with the energy that is needed to crush block in the mining industry, a theme that was taken up also in [FKM10] . Moreover, we derive some asymptotic properties of the empirical mean associated with the stopped fragmentation process that we defined in Section 2.
Recall that we consider a self-similar fragmentation process Π satisfying (1) as well as Hypothesis 1.
The main goal of this section is to prove almost sure convergence for the energy functional considered in [BM05] . In that paper Bertoin and Martínez proved limit theorems for the energy, properly discounted, that is required to fragment blocks of unit size to fragments of size less than some given value η ∈ (0, 1]. In the setting of a finite dislocation measure they apply Corollary 3.3 of [Ner81] to prove L 1 -convergenc of this discounted energy functional as the value η tends to zero. They further remark that Theorem 5.4 of [Ner81] can be used to obtain almost sure convergence under an appropriate additional assumption on the dislocation. However, the more interesting case is that of an infinite dislocation measure and in this spirit the main part of [BM05] deals with an extension of the L 1 -convergence result to fragmentation processes with an infinite dislocation measure. Using some discretisation arguments Bertoin and Martínez manage to prove L 1 -convergence, cf. Theorem 2 in [BM05] , under the additional assumption that a parameter that appears in the theorem is greater than p. In addition they prove L 2 -convergence, cf. Theorem 3 in [BM05] , without that requirement on the parameter and without using a discretisation method but assuming that the fragmentation process is conservative. Here we prove almost sure convergence for the same functional as in [BM05] , neither being restricted to parameters above p nor being restricted to the conservative setting. For this purpose, consider a measurable random function ψ : P × Ω → R that is independent of Π. In [BM05] Bertoin and Martínez interpret such a function as the cost function that measures the cost of the energy that is used in an instantaneous dislocation. Having this function at hand, let us define for any p < p * a random function
for every η ∈ (0, 1]. In the context of [BM05] this function represents the total energy that is used in the process of crushing some block of unit size to blocks of sizes less than η. For a more precise description of this interpretation we refer to the explanations provided in [BM05] . Note that the process stops when all blocks are of size less than η, since a block that is less than η "falls through a sieve" and does not fragment further.
For comparison let us state the result by Bertoin and Martínez that we aim at extending in particular to almost sure convergence.
Proposition 2 (Theorem 2 of [BM05] ) Assume that Π is homogenous and let p ∈ (p, p * ). Further, let ϕ : S → R be a measurable function, with ϕ((1, 0, . . .)) = 0, that satisfies
Then
The following strong law of large numbers extends Proposition 2.
Theorem 3 Assume that
and let p < p * . Then
P-a.s. and in L 1 (P) as η ↓ 0.
By considering the special case that ψ is only concerned with the asymptotic frequencies of π ∈ P, i.e. ψ depends on π only via the sizes of its blocks, it follows from equation (3) of [HKK10] that the assumption (6) in Theorem 3 does in particular cover (5) of Proposition 2.
As we will see in the proof of Theorem 3, the left-hand side of (7) can be considered as the process counted with a particular random characteristic.
Theorem 3 leads to the following result regarding the asymptotic behaviour of an empirical measure associated with the stopping line that determines the stopped process (λ η ) η∈(0,1] . In this regard we also refer to Theorem 1 in [HKK10] as well as Corollary 2 in [BM05] . For related considerations in the context of fragmentation chains, see Corollary 1 in [BM05] and Theorem 3.1 in [HK11] .
Theorem 4 Let f be a random measurable R-valued function on [0, 1] which is independent of Π and satisfies sup
is the empirical mean of f with respect to the empirical measure
where δ x denotes the Dirac measure on x ∈ (0, 1). Further, observe that
where f is a bounded and measurable R + 0 -valued function on [0, 1] and the φ (i) are independent copies of the random characteristic φ given by
for every x ∈ R + 0 and π ∈ P. Consequently, Theorem 4 fits into the general framework of the present paper. Moreover, as pointed out in [BM05] , Theorem 4 is also related to the fragmentation energy model as it corresponds to the potential energy, where the cost function ψ is given by ψ(π) = j∈N |π j | 1+p − 1 for some p < 1 and all π ∈ P. This will be explained in the proof of Theorem 4.
Proof of Theorem 3
The idea is to consider an appropriate random characteristic and to apply Theorem 1. For the time being, assume that α = 0, i.e. Π is homogenous. Consider the random characteristic φ given by
for all x ∈ R + 0 and π ∈ P. Then we have
for every η ∈ (0, 1], where the φ (i) are independent copies of φ. Hence, since
for everyp ∈ (p, p * ), the characteristic φ given by (10) satisfies (4) and thus we deduce from (11) and Theorem 1 that
P-a.s. and in L 1 (P), where in the final equality we have used that M (p * ) is a unit-mean martingale.
The extension to the self-similar case with α = 0 follows analogously to Part IV of the proof of Theorem 1.
The proof of Theorem 4 is based on Theorem 3 with a particular choice of ψ.
Proof of Theorem 4 Our approach follows the lines of the argument outlined on page 569 of [BM05] . We aim at showing the asserted convergence for the case that the function f is a certain kind of random power function and then some approximation arguments can be used to obtain the results for the case that f satisfies the conditions of Theorem 4.
Consider first a random function f : (0, 1) × Ω → (1, ∞) such that
holds P-a.s. for some random p : Ω → (p, p * ), which is independent of Π, and all x ∈ (0, 1). Note that
where the cost function ψ, that appears in the definition of E p , is given by ψ(π) = j∈N |π j | 1+p − 1 for every π ∈ P. Observe that p > p implies that ψ satisfies (6) and as a consequence of Theorem 3 we thus obtain that
exists P-a.s. and in L 1 (P). Therefore, since p − p * > −1, and hence f is P-a.s. Lebesgue integrable, it follows from Lemma 3.4 of [Kno11] that
P-a.s. and in L 1 (P) as η ↓ 0. Below we shall first prove the almost sure convergence and eventually deduce from this by means of the DCT the L 1 -convergence. However, notice that in order to infer the above almost sure convergence we used having L 1 -convergence in Theorem 3.
Note that the martingale property of Λ(p * ) implies that l∈N λ 
, where in view of (8) the final equality follows from the DCT. Resorting to the arguments in Part II of the proof of Theorem 3.2 in [Kno11] we then conclude that the convergence in (9) holds P-a.s. even for every random bounded and measurable function f : [0, 1] × Ω → R that is independent of Π and satisfies (8).
Since by means of Proposition 3.5 in [Kno11] (cf. also Theorem 2 in [Ber03] for the conservative case) we have sup
and in view of the above shown almost sure convergence we thus deduce from the DCT that the convergence in (9) also holds in L 1 (P).
Proof of Theorem 1
This section is devoted to the proof of our main result. We first establish some auxiliary results to which we shall then resort in the proof of Theorem 1.
Throughout this section, unless otherwise stated, assume that Π is homogenous. We will first prove the result in the homogenous case and then extend it to the general self-similar setting. Moreover, we assume that φ is nonnegative as the generalisation to an R-valued φ is easily obtained by considering the positive and negative parts of φ separately and adding the two parts together.
In order to state the first auxiliary result we need to introduce some notation. To this end, for every a > 0 let I (a) be given by
In addition, set J The following result is crucial for our further considerations.
Proposition 5 Let a > 0. Then we have
Proof The proof is divided into three parts. In the first part we show that lim sup
and in the second part we prove that
for every finite and nonnegative random variable ζ. In the third part we combine these two conclusions in order to deduce that (13) holds.
Part I Throughout this proof we shall consider the random R for every ρ ∈ (0, 1). First, observe that by means of (1) and Proposition 2 in Section 0.5 of [Ber96] we have
where the random variable e ρ is exponentially distributed with parameter ν(s ∈ S :
In the light of the above estimates, for the remainder of this proof we fix some ρ ∈ (0, 1) such that
hold for every ǫ > 0.
Observe that
P-a.s., where the ξ
a are independent copies of ξ a . By means of Kolmogorov's strong law of large numbers this estimate results in lim inf
, where the positivity holds in view of (14). In the light of the estimate T η,ρ ≤ (ηρ) −(1+p * ) Λ η (p * ) P-a.s., we thus infer that
P-almost surely.
Part II For the remainder of this proof fix some ǫ > 0. Further, throughout this second part of the proof let ζ : Ω → (0, 1] be some finite and nonnegative random variable. Along the lines leading to (16) we obtain that
P-almost surely. Let q ∈ [ 1 /2, 1) and let p := q /(q−1) ∈ [−1, 0) be its conjugate, that is to say p −1 + q −1 = 1. Then we infer that
13
Notice that in the first equality of (18) we used the MCT, in the subsequent step we resorted to the reverse Hölder inequality (see [HLP34] ) and the last lower estimate is a consequence of Jensen's inequality. Let us mention that in view of p < 0 we use the ǫ in order to avoid having "0 p ".
Observe that according to (14) and in the light of ξ a (ρ) ≤ ρ −1 we have
It follows from Proposition 3.5 in [Kno11] (cf. also Theorem 2 in [Ber03] for the conservative case) that sup η∈(0,1] Λ η (p * ) ∈ L 1 (P) and thus we infer from (17) and (18) that
which by means of (19) results in
Part III Let δ > 0 and in view of (16) let ζ δ be a (0, 1]-valued random variable such that
η )}. Then, by means of (16) and (20), we obtain E sup
which shows that (13) holds and thus completes the proof.
Let us continue with establishing some auxiliary results.
Lemma 6 Let φ be a random characteristic satisfying (3). Then the limit lim η↓0 E(η 1+p * Z φ η ) exists and satisfies
Proof Consider a function g :
for each t ∈ R + 0 . Then we have
where the φ (i) are independent copies of φ and, given F 1 , the Z φ,k are independent copies of Z φ . That is, g satisfies the renewal equation
for every t ∈ R + 0 , where f :
for any t ∈ R + 0 and the measure ̺ is defined by
for all a ≥ 1 and t ∈ R + , η := e −t and any ρ ∈ (η, 1), where the (t i,j ) i∈I (j) and φ (i,j) are independent copies of (t i ) i∈I and φ respectively. Therefore, we infer from the upcoming argument in (27) that there exists somep ∈ (p, p * ) such that
as t → ∞, where f is given by (22) and O is the Bachmann-Landau notation. Moreover, the compensation formula for Poisson point processes, in conjunction with Tonelli's theorem, implies that
< ∞ for all β > 0 and t 0 ∈ R + 0 , where the finiteness is a consequence of (3). Hence, since t → e −(p * −p)t is directly Riemann integrable, we deduce from (23) and (24) that the function f is directly Riemann integrable, see Lemma 3.4.1 in [Asm03] .
Observe that the compensation formula and Tonelli's theorem yield that
In order to complete the proof recall that under P the process (− ln(|Π 1 (t)|)) t∈R
, is a subordinator with Laplace exponent Φ and consider the change of measure
Let E (p * ) denote the expectation under P (p * ) . Below we resort to the following many-to-one identity for fragmentations (see Lemma 2 in [HKK10] ): is a subordinator with Laplace exponent Φ p * (λ) = Φ(λ + p * ), thus resulting in Φ ′ p * (0+) = Φ ′ (p * ), we deduce from (25) that
In the light of (21) and the direct Riemann integrability of f it follows from Smith's Key Renewal Theorem (cf. Theorem A4.3 in [EKM97] ) that
and consequently
For further information regarding renewal theory and direct Riemann integrability we also refer to Section 3.10 in [Res92] .
For the remainder of this paper fix some ι > 1 and for every random characteristic φ set
for all s ≥ 1, x ∈ [0, 1] and π ∈ P.
In the proof of Theorem 1 we shall make use of the following result:
Proposition 7 Let φ be a random characteristic satisfying (3). Then we have
P-a.s. for all ρ ∈ (0, 1) and δ > 0.
We are now in a position to reap the fruits of our work and to prove the main result of this paper, resorting to Proposition 7 whose proof will be provided in Section 6.
Proof of Theorem 1 Let a > 0 and letp ∈ (p, p * ) be given by (3). The proof is divided into four parts. In the first part of this proof we prove that the asserted almost sure convergence holds along ln-lattice times and in the second part the almost sure convergence along the real numbers in shown. Subsequently, in the third part we prove the L 1 -convergence. In these first three parts we wok under the assumption that Π is homogenous. Finally, in the fourth part we show that we can drop this homogeneity assumption and consequently obtain the desired almost sure and L 1 -convergence for Π being self-similar.
Part I We start by proving the desired result along ln-lattice times. To this end, set
for any r ∈ R + and observe that by means of the compensation formula for Poisson point processes we have
for all j, k ∈ N, r ∈ R + and ρ ∈ (0, 1). Hence, we deduce from the fragmentation property that
holds for every r ∈ R + , where the (t i,j ) i∈I (j) and φ (i,j) are independent copies of (t i ) i∈I and φ respectively. Hence, we infer that
for all r ∈ R + . For any δ, ǫ > 0 let n δ,ǫ ∈ N be such that
holds for all n ≥ n δ,ǫ . Resorting to the Chebyshev-Markov inequality we thus deduce in view of (27) that
for all δ, ǫ, ε > 0, where the finiteness follows from (3), Proposition 5 and the fact that the geometric series n∈N ρ (ι−1)(p * −p)δn is finite. Therefore, the Borel-Cantelli lemma yields that
P-a.s. for every δ > 0. Consequently, by means of Lemma 6 and Proposition 7 we infer that
holds P-a.s. for all δ > 0 and ρ ∈ (0, 1).
Part II Let us now extend the convergence along ln-lattice sequences in (28) to convergence along the positive real numbers. To this end, fix some ρ ∈ (0, 1) and define φ δ as well asφ δ by
for any η ∈ (0, 1] and π ∈ P. Notice that φ satisfying (3) implies that also φ δ andφ δ satisfy (3). For the time being, let δ > 0 and for any r ∈ R + 0 let n r ∈ N be the unique natural number such that r ∈ (n r δ, (n r + 1)δ). Then we have
for all r ∈ R + 0 . According to (28) we have, by Tonelli's theorem,
Moreover, since φ has P-a.s. càdlàg paths, we infer that φ is continuous Lebesgue-almost everywhere. Hence, for each π ∈ P the map
is P-a.s. continuous at Lebesgue-almost every η ∈ (0, 1). Resorting to the DCT, we thus infer that
Consequently, by means of (29) we conclude that lim sup
holds P-almost surely.
Part III Recall that in Lemma 6 we showed that
In view of E(Λ 0 (p * )) = 1 and the almost sure convergence shown in (30) the corresponding convergence in L 1 (P) thus follows from Lemma 21.6 in [Bau01] .
Part IV So far we assumed that the fragmentation process Π is homogenous, i.e. α = 0. It remains to prove the assertion for self-similar fragmentation processes with index α = 0. To this end, recall the process (λ η ) η∈(0,1] and for any η ∈ (0, 1] and k ∈ N let σ η,k be the time of creation of λ η,k . That is to say, λ η,k corresponds to a unique block Π m(η,k) (σ η,k ) and satisfies λ η,k = |Π m(η,k) (σ η,k )|. Furthermore, for any partition π ∈ P let π + := (π + n ) n∈N , given by
for every n ∈ N, denote the subcollection of blocks with positive asymptotic frequency. Observe that
holds for all η ∈ (0, 1], where the φ (ρ,k) are independent copies of φ and where
as well as
Note that Π having countably many jumps results in R being countably infinite. Moreover, notice that the representation of Z φ η in (31) does not at all depend on the time parameter of Π. Indeed, all that is needed for the definition of Z φ η in (31) are the sizes which the blocks of Π attain, but not the jump times of Π. Since, according to Theorem 3 (i) of [Ber02] , any self-similar fragmentation process is a time-changed homogenous fragmentation process, the self-similar case follows from the homogenous case that we proved in Parts II and III above. Hence, the proof of Theorem 1 is complete.
Proof of Proposition 7
The present section is devoted to the proof of Proposition 7. Throughout this section assume that Π is homogenous and that φ is nonnegative. We start with some auxiliary results.
be the asymptotic frequency of the largest block at time t. In addition, for every η ∈ (0, 1] set
The following lemma provides us with an almost sure estimate of σ η by some integrable random variable.
Lemma 8 There exists some random variableσ ∈ L 1 (P) such that
holds P-a.s. for all η ∈ (0, 1].
Proof Letp ∈ (p * ,p) and let τ : Ω → R + be some P-a.s. stopping time. Further, recall that
P-almost surely. Hence, observe that
P-almost surely. Moreover, let ǫ ∈ (0, Φ(p) /(1+p)) and notice that
Hence, it follows from (32) that
Therefore, we obtain σ η ≤σ · (− ln(η) ∨ 1) P-a.s. for every η ∈ (0, 1], whereσ
According to Proposition 3.5 in [Kno11] we have ln sup
and thusσ ∈ L 1 (P).
Recall that in Lemma 6 we showed that the mapping η → E(η 1+p * Z φ η ) has a limit as η ↓ 0. In view of the following lemma we can thus extend it to obtain a continuous function on the compact interval [0, 1]. We shall make use of this later on.
Lemma 9 Let φ be a random characteristic that satisfies (3). Then the map η → E(η 1+p * Z φ η ) is continuous on (0, 1].
Proof For any k ∈ N let B k (t) denote the block at time t ∈ R + 0 that contains the element k and note that B 1 (t) = Π 1 (t). By exchangeability we then infer from (− ln(B 1 (t))) t∈R + 0 being a subordinator that also (− ln(B k (t))) t∈R + 0 is a subordinator for each k ∈ N. In addition, note that φ(·, π), π ∈ P, being càdlàg implies that φ(·, π) has at most countably many discontinuities. Therefore, it follows from the proposition in [Mil95] (alternatively, see [HW42] , where that result was first proven) that for any k ∈ N, t ∈ R + the distribution of |B k (t)| has no atoms in [0, 1]. Hence, for every η ∈ (0, 1), π ∈ P, k ∈ N and t ∈ R + 0 the following holds:
The function φ(·, π) is P-a.s. continuous at η
Observe that the compensation formula for Poisson point processes yields that
Fix some η ∈ (0, 1) and δ 0 ∈ (0, η ∧ (1 − η)). Further, let α > 0. Since φ(ρ, π) = 0 for any ρ > 1 and π ∈ P, we deduce in view of (3) and Lemma 8 that
< ∞ holds for all δ ∈ (0, δ 0 ). Thus, by means of (33) and Tonelli's theorem, we can apply the DCT to infer that
Moreover, by means of an argument as in (35) we deduce that
Consequently, in view of (36) and (37), the estimate in (34) results in
which completes the proof.
Lemma 10 Let φ be such that (3) holds. Then we have
Proof Let a, β > 0 and ρ ∈ (0, 1). Further, set
where the φ (i) are independent copies of φ. Note that
Indeed, recall that φ and Π are independent. Hence, the compensation formula for Poisson point processes and Tonelli's theorem yield that
where the φ (i) are independent copies of φ, which proves that (38) holds.
Moreover, observe that according to Proposition 5 and (15) we have T (a)
ρ k−1 , we thus infer from (38) and a strong law of large number as in Proposition 4.1 of [Ner81] that
a,β are independent copies of Y φ a,β . Furthermore, by means of the fragmentation property we have that
for all l ∈ N. Consequently, resorting to (39) as well as Proposition 5 and bearing in mind the convergence of the geometric series k∈N ρ βk < ∞, we deduce that
P-a.s. as l → ∞, which completes the proof.
Recall the definition of ι in (26). By means of the extended fragmentation property we obtain that
holds P-a.s. for any s > 1 and t ∈ R + 0 , where the Z φ,k are independent copies of Z φ . Furthermore, for any η ∈ (0, 1] and s > 1 set
Our approach, which is inspired by the proof of Theorem 1 in [HKK10] , to prove Proposition 7 is to show that asymptotically, as η ↓ 0, the conditional expectation E(η sι(1+p * ) Z φι,η,s η sι |H η ), for s ∈ (1, ∞) sufficiently large, is a good approximation for both n −δsι Z φι,s n −δsι and M ∞ (p * )E(η 1+p * Z φ η ). For this purpose we shall need the following lemma:
Lemma 11 Let φ be such that (3) holds. Then there exists some s 0 ∈ (1, ∞) such that 
holds P-a.s. for every s ≥ s * * as η ↓ 0. Consequently, choosing s 0 := s * ∨ s * * the assertion of the lemma follows from (42) and (43).
Now we are ready to prove Proposition 7.
The proof is divided into three parts. The first two parts are concerned with establishing an L 2 -estimate of the difference between the counted process and its conditional expectation. In the third part we use this estimate to prove the desired almost sure convergence.
Part I As in Lemma 1 of [Big92] an application of Fatou's lemma (for conditional expectations) results in
for any sequence (X n ) n∈N of independent centred random variables. Moreover, according to Jensen's inequality we have |u + v| 2 ≤ 2 |u| 2 + |v| 2
for all u, v ∈ R.
For the time being, let η ∈ (0, 1] as well as s > 1. By means of (40) 
where conditional on H t the Z (k) are independent and satisfy P Z (k) ∈ · H η = P u
