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Abstract 
Raman spectra are a valuable source of information about the studied object widely used in laser spec-
troscopy of liquids. Estimating the values of object parameters from Raman spectra is an incorrect 
inverse problem with high input dimensionality, which may be successfully solved by artificial neural 
networks. One of the ways to reduce this dimensionality is selection of significant input features, 
which can both reduce the error of parameter determination and bring some information about rela-
tionship of the determined parameters and the inputs of the problem. In this study, various methods of 
significant feature selection are considered for the problem of identification and determination of ionic 
composition of a multi-component water solution of inorganic salts. 
 
Keywords: feature selection, artificial neural networks, perceptron, inverse problems, Raman spectroscopy, ionic 
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1 Introduction 
At present time, the problem of control of technical and waste waters, control of mineral water 
composition, determination of ionic composition of formation waters is very urgent. It is obvious that 
such diagnostics of water media requires express non-contact methods of monitoring with opportunity 
of their implementation in real-time mode. Remote express determination of concentrations of ions in 
water media can be provided by laser Raman spectroscopy. 
Principle opportunity of the use of Raman spectra for diagnostics of ionic composition of water 
media is caused by high sensitivity of spectral bands of water solutions to the type and concentration 
of dissolved ions. Molecular groups of complex ions (sulphides, sulphates, nitrates, phosphates etc.) 
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have their own Raman bands in the spectral region 300-2000 cm-1 [1]. Position of these bands corre-
sponds to the frequency of vibrations of specific molecular groups of complex ions, and the intensity 
of bands depends on concentration of ions in water. Thus, using proper bands of Raman spectra of 
multi-component water solutions, one can determine types and concentrations of complex ions in wa-
ter. Monatomic ions of such salts as NaCl, NaI, KBr, CaCl2, AlBr3 etc. do not have their proper Ra-
man bands, but they strongly influence shape and position of the Raman bands of water itself. So, with 
increase of concentration of ions, water Raman valence band shifts towards high frequencies, the in-
tensity of its high-frequency part increases, and the intensity of the low-frequency part decreases [2, 3, 
4]. At that, different ions cause different changes of position and shape of water Raman valence band. 
Such difference provides identification features of ions, and allows one to determine their concentra-
tions in water solutions [5, 6]. Thus, as the result of precision analysis of Raman spectra of multi-
component water solutions, one can solve the inverse problem – determine what ions and at what con-
centrations are present in the solution. 
However, the specified inverse problem belongs to the class of multi-parameter multi-dimensional 
ill-posed problems, which are difficult to solve. One of the ways to solve such problems is use of 
adaptive methods of data processing, such as artificial neural networks (ANN). ANN, particularly of 
multilayer perceptron (MLP) type, have been used since the end of 1980s to describe behavior of sys-
tems with nonlinear interactions and to solve complex multi-parameter problems. The latter included 
environmental monitoring of natural waters [7, 8, 9], determination of the salinity of sea water [10] 
and of metal dissolved in ocean water [11, 12]. 
Use of MLP made possible simultaneous determination of concentrations of several salts in multi-
component solutions [13, 14]. Necessity of use of ANN as an approximation method is caused by 
strong non-linear interactions of components in water solution. Due to this fact, there is no physical 
law that would determine the shape of Raman spectrum depending on the salts contained in the solu-
tion. The method was further developed in [15, 16, 17] by combination of valence band and low-
frequency region of the spectra. This made it possible to improve the precision of determination of salt 
concentrations, especially for salts containing complex anions.  
In their previous studies, the authors have successfully solved the problem of identification and de-
termination of concentration of every salt in two-, three- and five-component solutions. In fact, all the 
salts in water solutions are in dissociated state; for this reason, it would be more correct to speak of a 
multi-component solution containing e.g. 10 ions rather than 5 salts. However, if all the ions are dif-
ferent then the concentrations of an anion and the corresponding cation are always proportional to 
each other, making it possible to speak of a 5-component solution (as the concentrations of only 5 
components are really independent). 
The solutions studied in this paper contain 10 various salts with only 10 different ions; thus, the 
concentrations of all the ions in a solution may be varied independently of each other. So this study 
deals with 10-component water solutions of inorganic ions, and it is possible to speak of determination 
of ionic composition of the solution. 
2 Experiment 
Raman spectra of water solutions were measured using Raman spectrometer. Excitation of Raman 
signal was performed by an argon laser (488 nm, power 200 mW). In order to suppress the signal of 
elastic scattering, an edge-filter (produced by Semrock) was used. The system of registration consisted 
of a monochromator (Acton, focal length 500 mm, grade 900 grooves/mm) and a CCD-camera (Hori-
ba-Jobin Yvon, Synapse BIUV). The spectra were measured in the range 600-4000 cm-1 with resolu-
tion 2 cm-1. 
The objects of the study were multi-component water solutions of the following salts: MgSO4, 
MgNO3, LiCl, LiNO3, NH4F, (NH4)2SO4, KF, KHCO3, NaHCO3, NaCl. Range of change of concen-
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tration of each salt was 0-1.5 М (mole/liter) with increment 0.15-0.25 M. Total amount of obtained 
spectra was 4445. This data array included 25 spectra of distilled water, 59 spectra of 2-ion solutions, 
159 spectra of 3-ion solutions, 624 spectra of 4-ion solutions, 695 spectra of 5-ion solutions, 717 spec-
tra of 6-ion solutions, 618 spectra of 7-ion solutions, 1005 spectra of 8-ion solutions, 539 spectra of 9-
ion solutions, and 4 spectra of solutions containing all 10 ions.  
Figure 1 presents spectra of single-salt solutions for MgSO4, LiNO3, NH4F, KHCO3, NaCl salts at 
equal concentration 1 M, and the spectrum of distilled water.  
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Figure 1. Raman spectra of water and water solutions of salts: 1 – distilled water; 2 – MgSO4 (1M); 3 –  
LiNO3 (1M); 4 – NH4F (1M); 5 – KHCO3 (1M); 6 – NaCl (1M). 
Figure 2 presents spectra of three salts with complex ions (Mg(NO3)2, KHCO3, (NH4)2SO4) at 
equal concentration 0.75M, and a spectrum of a composite solution of these salts at the concentration 
of 0.25 M each.  
Figure 3 presents Raman spectra of multi-component solutions of salts.  
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Figure 2.  Raman spectra of water solutions of: 1 - Mg(NO3)2 (0.75M); 2 - KHCO3 (0.75M); 3 -  (NH4)2SO4 
(0.75M);  4 - Mg(NO3)2 (0.25M) + KHCO3 (0.25M) + (NH4)2SO4 (0.25M). 
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Figure 3.  Raman spectra of multi-component water solutions of salts: 1 – NaHCO3 (0.5M) + LiCl (0.4M);  
2 – NH4F (0.5M) + KF (0.25M) + KHCO3 (0.75M); 3 – NH4F (0.15M)+(NH4)2SO4 (0.2M) + KF (0.15M) + Na-
HCO3 (0.15M) + NaCl (0.2M); 4 – MgSO4 (0.15M) + Mg(NO3)2 (0.3M) + LiCl (0.3M) + KHCO3 (0.5M) + NaCl 
(0.15 M). 
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3 Data processing and Dimensionality Reduction 
In [18], the authors studied the problem of selection of optimal MLP architecture for solution of 
this inverse problem. Also, investigation of the possibility of data dimensionality reduction by aggre-
gation has been studied in that paper. With aggregation, new input variables are average values of a 
fixed number of adjacent spectral channels. Such approach gave good results for a similar problem of 
determination of concentrations of 5 inorganic salts [19]. In that case, 8-fold dimensionality reduction 
by aggregation has led to increase in the quality of the inverse problem solution by 13.5%. However, 
in the present case (for the inverse problem with 10 ions) no such effect was observed. Only 2-fold 
aggregation provided insignificant improvement in the quality of the problem solution. 
Significant reduction of input dimensionality proves to be extremely important when working with 
small sets of data. In most of the studies mentioned above, the problem of identification and determi-
nation of the concentrations of components with ANN has been solved in a single stage: the MLP had 
the number of outputs equal to the maximal number of components that may be present in a solution, 
and the desired amplitude at each of the outputs was equal to the concentration of the corresponding 
component. In [20] it has been demonstrated that solving the 5-component inverse problem for salts in 
two stages (MLP-based classification to determine the salts present in the solution, followed by solv-
ing the regression problem with another special MLP trained within the determined class – on data of 
the solutions of the determined salts only) provided worse results than the standard single-stage ap-
proach. This was most probably due to the fact that the number of patterns within each class used to 
train the special MLPs of the second stage was much smaller than that for the single MLP in the sin-
gle-stage approach. However, when the regression problems of the second stage (within classes) were 
solved with PLS (projection to latent structures) regression method instead of MLPs, the precision of 
determination of the components concentration has been improved. We explain this effect by the fact 
that the PLS method includes inherent feature extraction with dimensionality reduction. Note that the 
improvement has been observed additionally to the positive effect provided by 8-fold aggregation.  
One more confirmation of positive effect of dimensionality reduction is improvement of the solu-
tion quality for the same 5-salts inverse problem using non-linear aggregation [19]. The essence of the 
method of non-linear aggregation is averaging the intensity values of such a number of adjacent chan-
nels that the total sum of significance values in the averaged channels exceeds a preset threshold. 
Thus, the whole spectrum is represented by a smaller number of new input features of nearly equal 
significance.  
It should be noted that for the 5-salts inverse problem, no detailed study of feature selection meth-
ods that would include testing various values of feature cut-off threshold, has been performed. This 
was due to the fact that the effect of using aggregation was much greater than that achieved by feature 
selection for the cut-off threshold values used [21]. Possibly fine tuning of these values could improve 
the quality of the solution by discarding some part of excessive input features.  
Now, as it was mentioned above, the present study considers the problem of finding concentrations 
of cations and anions separately in the solutions of 10 inorganic salts, where all salts are composed of 
the same set of 5 cations and 5 anions. This makes the problem of identification and determination of 
the concentrations of components of the solutions (ions) much more complicated than the 5-salts prob-
lem discussed above. 
So, the data in this study consisted of 4445 Raman spectra for water solutions containing up to 10 
inorganic salts, whose concentrations didn’t exceeded the limit of solubility; all the salts were com-
posed of the 10 studied ions. Every spectrum initially had 1824 channels. The data array was random-
ly divided into training, test, and examination sets in the ratio of 70:20:10, respectively. The training 
set was used to adjust MLP weights while training, the test set to determine the moment of training 
stop, the examination set for out-of-sample testing of the trained network.  
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4 Significant Feature Selection: Results 
All the numerical experiments performed in this study used the same MLP architecture that was 
found to be the most efficient one for this problem in [18]. Each MLP had three hidden layers with 64, 
32, and 16 neurons. Learning rate was set to 0.01 and training moment to 0.5 for the whole network. 
Five MLPs with identical architecture and parameters were trained with different initial weights, and 
the answers of these 5 MLPs were averaged, to eliminate the influence of the initial MLP weights 
choice. 
The efficiency of various methods of significant feature selection for the 10-ions inverse problem 
has been compared in this study in the following way. The key statistic used for comparison was the 
mean absolute error of determination of concentration, in M (mole/liter), averaged over all the 10 out-
puts of the MLP (and over 5 runs with various weight initializations). For each method, the value of 
significance in arbitrary units has been calculated for each input, based on the idea of the method (de-
scribed below). After that, the average value of significance over all 1824 initial input features (AVS) 
and its standard deviation (STDS) have been calculated. Based on some linear combinations of AVS 
and STDS, four threshold values were selected for each method in such a way that the resulting num-
ber of features selected with these values represented characteristic points between 70 and the total 
number of input features. For each method, the corresponding diagram below displays the value of the 
mean absolute error obtained with the MLPs trained on the input features selected with the four 
threshold values, plus the error value obtained with the whole set of input features (1824), the same for 
all the methods. The number of the selected channels is displayed along the vertical axis. 
The first method of significant feature selection was based on the value of standard deviation (SD) 
over all the patterns, calculated for each spectral channel. As it is known, the standard deviation is 
proportional to the entropy, which in its turn is proportional to the amount of information brought by 
this channel. So, the more information a channel brings, the more significant it is considered. The 
main shortcoming of this method is that not all the information brought by a channel may be relevant 
to the solved problem (e.g. noise may bring a large amount of useless information). The results for 
significant feature selection by the value of standard deviation are presented in Figure 4. 
 
 
Figure 4. Mean absolute error of the IP solution for various numbers of significant input features selected by 
the values of standard deviation of the values of the input features (spectra channel intensities). 
The second method of significant feature selection was based on the values of cross-correlation 
(CC) of the values of each spectral channel with the values of each output. For each output, the signif-
icant input features were determined separately, and then all the features significant for at least one 
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input were combined to make the set of significant features that was used to train the MLPs. The main 
shortcoming of this method is that cross-correlation takes into account only linear relationship be-
tween input and output features. The results for significant feature selection by the value of cross-
correlation are presented in Figure 5. 
 
 
Figure 5. Mean absolute error of the IP solution for various numbers of significant input features selected by 
the values of cross-correlation between the input features (spectra channel intensities) and the estimated outputs 
(concentrations of ions). 
The third method of significant feature selection was based on the values of cross-entropy (CE) of 
the values of each spectral channel with the values of each output. For each output, the significant 
input features were determined separately, and then all the features significant for at least one input 
were combined to make the set of significant features that was used to train the MLPs. The main 
shortcoming of this method is that good estimation of cross-entropy requires a very large number of 
patterns that is not available in this case. The results for significant feature selection by the value of 
cross-entropy are presented in Figure 6. 
 
 
Figure 6. Mean absolute error of the IP solution for various numbers of significant input features selected by 
the values of cross-entropy between the input features (spectra channel intensities) and the estimated outputs 
(concentrations of ions). 
0 0.02 0.04 0.06 0.08 0.1 0.12
1824
1372
1151
772
264
Mean absolute error, M 
N
um
be
r 
of
 s
pe
ct
ra
l c
ha
nn
el
s 
CC 
0 0.02 0.04 0.06 0.08 0.1 0.12
1824
1186
893
576
210
Mean absolute error, M 
Nu
m
be
r 
of
 s
pe
ct
ra
l c
ha
nn
el
s 
CE 
Signiﬁcant Feature Selection in Neural Network Solution... A.Eﬁtorov et al.
99
  
Now, the last method of significant feature selection was based on the values obtained by weight 
analysis (WA) [22] of MLPs trained on the full set of input features (averaged over 5 MLP runs). The 
idea of the method is based on the fact that an insignificant input feature for a given output in a trained 
MLP usually has small values of the weights connecting it with this output, and vice versa. The main 
shortcoming of this method is that because the layers in an MLP are fully connected, it usually does 
not provide good contrast between the values obtained for significant and insignificant input features. 
The results for significant feature selection using MLP weight analysis are presented in Figure 7. 
 
 
Figure 7. Mean absolute error of the IP solution for various numbers of significant input features selected by 
the results of neural network weight analysis. 
5 Discussion 
As can be seen, the best results have been obtained with the method of MLP weight analysis. Dis-
carding 175 least significant features provided reduction of the mean absolute error averaged over all 
10 ions for 1,2%, what is although worse than the results of aggregation method (two-fold aggregation 
provided 3,1% reduction of the mean absolute error [18]). At the same time, weight analysis is the 
most efficient method of dimensionality reduction. So, with a nearly 9-fold reduction of the number of 
input features (down to 213), the mean squared error is increased only for 4.4% in respect to problem 
solution on full-dimension data. Similar reduction of the number of input features by aggregation 
(down to 228 features) increases the mean squared error for 12.3%. 
The worst results have been demonstrated by the method of selection of significant features by the 
value of standard deviation of the values of the input features. The most probable reason for this result 
is that the level of noise in the input data is too high, and variations of the amount of noise over the 
spectrum distort the distribution of standard deviation over spectral channels, thus making the method 
to select wrong variables. It is interesting to note the non-monotonous dependence of the error on the 
amount of selected features. For the higher three values of the threshold the features that are selected 
by the method do not include some features really important for problem solution, and the error grows. 
These important features are included only later, for the fourth value of the threshold, making the error 
fall. Therefore, to use this method of dimensionality reduction, it is necessary to reduce noise in the 
input data, what may also positively affect all the other methods. 
Further studies should be performed in three main directions. The first one is reducing the noise in 
spectral data, with subsequent re-comparison of the methods of dimensionality reduction. The second 
one is trying to apply the two-stage approach to the inverse problem (classification plus regression 
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within each class). It is expected that for the 10-ions problem the effect of this approach will be re-
duced or even negative in respect to the 5-salts problem, as the number of classes here is much higher, 
and the amount of patterns within each class is much lower. The third direction is testing of the stabil-
ity of MLP technology of inverse problem solution against changes of the set of ions present in the 
solution against the initial set used to train the MLPs. It is expected that the stability should rise in 
respect to that for the 5-salts problem, for three reasons: 1) there are much less types of ions existing 
than types of salts; 2) concentrations of cations and anions in this problem statement are much less 
connected with each other than when fixed salts are considered; 3) the variability of the training pat-
terns is much higher, making MLP training more difficult, but making it more stable against such 
variations. All the expected effects should be tested by numerical experiment. 
6 Conclusion 
This study considered various methods of input dimensionality reduction by selection of signifi-
cant input features, for the complex inverse problem of identification and determination of ionic com-
position of a multi-component solution of inorganic salts by Raman spectra. It has been confirmed that 
reduction of the input dimensionality of data for training of a multi-layer perceptron can provide both 
improvement in the quality of regression and reduction in computational resources needed to solve the 
problem. Among the tested methods of input feature selection, the best results were provided by anal-
ysis of the weights of the neural network. 
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