Abstract-In this work, we address the problem of performance evaluation in biometric verification systems. By formulating the optimum Bayesian decision criterion for a verification system and by assuming the data distributions to be multinormals, we derive two statistical expressions for calculating theoretically the false acceptance and false rejection rates. Generally, the adoption of a Bayesian parametric model does not allow for obtaining explicit expressions for the calculation of the system errors. As far as biometric verification systems are concerned, some hypotheses can be reasonably adopted, thus allowing simple and affordable expressions to be derived. By using two verification system prototypes, based on hand shape and human face, respectively, we show our results are well founded.
INTRODUCTION
biometric system is an automatic device for verifying or recognizing the identity of a living person on the basis of a physiological characteristic, like a fingerprint, iris image, or some aspects of behavior like handwriting or keystroke patterns [15] , [11] . Identity verification requires the person to be verified to claim to an identity, (for example by digitizing a personal code): Consequently, the system is able to match directly the person characteristic against the characteristic related to the personal code. Identity recognition requires further efforts; in fact, the system must match the characteristic of the person to be recognized against the whole set of characteristics stored in the database, thus deciding if one of these is sufficiently similar to the one considered. In this work, we deal with biometric systems for the identity verification only. The biometric system performances are mainly defined by the security level and two measures are commonly used for characterizing this value:
• FAR (False Acceptance Rate) is the frequency of fraudulent accesses due to impostors claiming a false identity.
• FRR (False Rejection Rate) is the frequency of rejections relative to people who should be correctly verified.
Generally, FAR and FRR depend on the acceptance threshold t, which is used to set the security level desired, and are strictly related to each other. More specifically, FRR(t) is a monotonic decreasing function and FAR(t) is a monotonic increasing function, so if the threshold setting is tightened to make it harder for impostors, some authorized people may find it harder to gain access (Fig. 1) . The error rate, where FAR(t) and FRR(t) assume the same value (named in the following cross-over error rate), can be adopted as a unique measure for characterizing the security level of a biometric system. However, in real applications, the threshold is usually tuned by reducing its value under the cross-over error rate to improve FAR. In the literature, some approaches to performance evaluation in specific biometric applications have been proposed. As far as fingerprints are concerned, Ostenburg et al. [17] , [18] developed a mathematical formula which gives an estimate of the coincidence probability for two fingerprints. As far as eyes are concerned, Daugman [3] derived the cross-over error rate for a specific biometric system based on iris recognition. In this work, Daugman uses statistical decision theory for defining the acceptance criterion.
As previously explained, the goal of a biometric verification system consists in deciding whether two characteristics belong to the same person or not. In probabilistic terms, the problem can be dealt with by using a Bayesian decision rule. Unfortunately, it is well known from the statistical 0162-8828/97/$10.00 © 1997 IEEE
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• M. Golfarelli A pattern recognition literature that it is very difficult to determine the Bayesian error in real problems [4] , [5] , [7] , and [13] . In this work, we define the optimum decision criterion for a biometric verification system based on a Bayesian multinormal model, and we formulate the probabilistic expressions for FAR(t) and FRR(t). Some hypotheses about data distributions, which are reasonable for biometric systems, allow us to develop explicit expressions for FAR(t) and FRR(t). Through the demonstration of a fundamental relation which binds FAR(t) and FRR(t), we obtain, under some simplifying assumptions, two expressions which allow the system errors to be correctly estimated, even in high dimensionality problems. Section 2 briefly introduces the basic notations and describes the optimum decision criterion for the classification problem (with rejection); starting from this, we derive the optimum decision rule for a verification system. The probabilistic definitions of FAR(t) and FRR(t) are formulated in Section 3. In Section 4, we demonstrate a fundamental relation between the error rate expressions and, in Section 5, we define a multinormal parametric model which allows FRR(t) and FAR(t) to be expressed through multi-integral functions. Section 6 introduces the simplifying assumptions we adopt for deriving tractable expressions for FAR(t) and FRR(t). Section 7 reports the experimentation carried out on a hand-based biometric system and on a face-based system. By using a sample database, we experimentally infer the statistical parameters of the data distributions and we compute the theoretical system errors. The adopted hypotheses are confirmed to be well-founded by the simulations made using a large data set resembling the statistical parameters inferred. The real errors of the system developed are indeed only partially aligned with the theoretical errors, thus showing that the data distributions can only be partially modeled by multinormal distributions. Finally, in Section 8, we draw some conclusions and discuss the future work.
THE OPTIMUM BAYESIAN ACCEPTANCE RULE
Before discussing the optimum Bayesian acceptance rule, we introduce the notation and the basic definitions used throughout the paper.
Let V be a d-dimensional pattern space and let W = {w 1 , w 2 , ..., w s } be a set of disjointed classes whose elements are in V.
• For each v ∈ V and for each w i ∈ W, p(v|w i ) denotes the conditional probability density for v, given w i , that is the probability density of the pattern v in the class w i .
• For each w i ∈ W, P(w i ) denotes the a priori probability for w i .
• For each v ∈ V, p(v) denotes the absolute probability density for v:
• For each w i ∈ W and for each v ∈ V, P(w i |v) denotes the a posteriori probability for w i , given v, that is the probability for the pattern v belonging to the class w i . By using the Bayes theorem:
To avoid misunderstandings about the meaning of rejection, we emphasize here the difference between the problem of verification and classification. Given a set of classes and an input pattern, the goal of a classifier is to decide the pattern membership class. Some variants of the problem provide for the possibility of not classifying the input pattern (rejection) in case of high uncertainty. This occurrence does not mean that the pattern does not belong to any classes, but only that the classifier is not able to determine the membership with sufficient reliability. A complete presentation of the Bayes decision theory for classification with rejection can be found in [4] .
The verification problem is quite different: Given a set of classes, an input pattern, and a class label, the system must decide whether the input pattern belongs to the class denoted by the label or not. In the former case, the system accepts the pattern, in the latter, the system rejects it. Hence, the meaning of the term rejection is different for the two problems. Chow was the first to introduce rejection for the classification problem. In [1] , he gave the optimum decision rule for a Bayesian Classifier with rejection. Later, in [2] , he determined a fundamental relation binding the classification error and the rejection probability. Chow's decision rule is:
Let w k ∈ W be the class which maximizes the a posteriori probability P(w k |v) :
• accept the pattern v as a member of w k if
where q is the acceptance threshold.
The classifier assigns the pattern v to the class w k , which maximizes the a posteriori probability P(w k |v) only if this probability is sufficiently large; on the contrary, it does not classify the pattern. The threshold q defines the uncertainty of the classification. In [4] , it is pointed out that the range of active values for the threshold q is limited to [0, (s -1)/s], s being the number of classes.
Let us consider now a verification system. Let W be the set of classes, v the input pattern, and k the label of the class specified. The problem cannot be managed using the above decision rule; in fact, if the pattern v belonging to a class w k is "closer" to another class w h , i.e., P(w h |v) > P(w k |v), the system cannot identify v as a member of w k for any value of q. This behavior is unsuitable for a verification system because, when the classes are highly "close" to each other, the "noisy" pattern could never be identified. Then the decision rule must be reformulated, relaxing the constraint requiring maximization of the a posteriori probability of the class denoted by the label k:
• reject the pattern v as a member of w k if
where t (t ∈ [0, 1]) is the acceptance threshold.
The system accepts the pattern v as a member of w k only if the a posteriori probability P(w k |v) is sufficiently high. By adopting this reformulation and by tuning the threshold opportunely, it is possible to accept, as a member of a class w k , a pattern which is "closer" to another class w h . Consequently, the threshold t can be used for determining the desired trade-off between false acceptances and false rejections.
BIOMETRIC VERIFICATION SYSTEM ERRORS
In Section 2, we presented the optimal decision rule for deciding whether a pattern belongs to a prespecified class (among s possible classes ) or not. Now we consider the case with an infinite number of classes (s = #W = ∞). This extension, as will appear clearer in Section 5, is involved by the necessity of modeling the classes with a continuous distribution; however, in a biometric verification system, it is reasonable to assume there is an infinite number of individuals which may require to be identified. Under this assumption, we need to introduce the concept of "a priori probability density," p(w i ), for modeling the a priori probabilities P(w i ) and, consequently, the concept of "a posteriori probability density," p(w i |v), for the a posteriori probabilities P(w i |v). By substituting the above-mentioned probabilities with the corresponding densities, the optimum decision rules stated by (3), (4) still remain valid in the continuous case, but the range of active thresholds becomes t ∈ [t 0 , 1], where
Let us consider a verification system based on (3) and (4). If k is the label of the specified class, we define rejection region (R k,t ) of the class w k the subspace of V containing the patterns rejected as members of w k :
The probability of false rejection conditioned to the label k is the probability that a pattern v, v ∈ w k , belongs to the rejection region R k,t :
By averaging over all the classes, we derive the (global) probability of false rejection:
Analogously, we define acceptance region (A k,t ) of the class w k the subspace of V containing the patterns accepted as members of w k :
The probability of false acceptance conditioned to the label k is the probability that a pattern v, v ∈ {w i |i = 1..∞, i ≠ k}, belongs to the acceptance region A k,t .
where, by noting that the integration over a continuous domain is not affected by the exclusion of single point, we can write
by averaging over all the classes, we derive the (global) probability of false acceptance:
By using (5)- (10), it is very easy to demonstrate that (6) can be rewritten as:
FRR(t) is a weak decreasing function, FAR(t) is a weak increasing function, and to prove that FRR(t
0 ) = 1, FRR(1) = 0, FAR(t 0 ) = 0, FAR(1) = 1. Furthermore, by noting that ∀w k ∈ W and ∀t ∈[t 0 , 1], R k,t + A k,t = V, FRR k (t),FRR p d k k t w k, t a f c h = -z 1 v v A | (11)
MATHEMATICAL RELATION BETWEEN FRR AND FAR
In this section, we define a fundamental relation between the error formulations (6) and (9) . A similar relation was introduced and demonstrated by Chow in [2] , referring to a classification system with rejection. Let k be the input class label and t, the threshold, then the following expression is true:
The demonstration of (12) is given in Appendix A; a similar expression for FRR k (t) as a function of FAR k (t) can be obtained. In Appendix A, we derive an expression (A.2) explicitly describing the FRR k (t) and FAR k (t) trade-off.
The above formula states that the error-rejection trade-off curve (Fig. 2) is always decreasing; in particular, by further differentiating (A.2) with respect to FAR k (t), we obtain:
which is a positive value, and, thus, the error-reject tradeoff curve is concave with an upward concavity.
A MULTINORMAL MODEL
In this section, we introduce the fundamental hypotheses for the derivation of simplified formulae for FRR(t) and FAR(t). In particular, we adopt multinormal distributions for modeling the pattern and the error distributions. The biometric characteristics have been widely studied in several different disciplines, ranging from anthropometry [19] and medicine to pattern recognition [6] , [8] , [10] . By manually extracting and analyzing numerical features (lengths, widths, etc.) from large amounts of data, it has been proved in [9] , [10] that usually these features are normally distributed. Experimental evidence has been found in our studies concerning two different biometric characteristics: hand geometry and human face. In general, we cannot always claim all the biometric characteristics to be normally distributed: For example, in fingerprints, it appears unlikely that minutiae distribution can be modeled by means of a multinormal distribution. As far as the measure error distributions are concerned, it is common to adopt normal models. In our experiments, the reiterated acquisition of the same biometric characteristic allowed us to prove that the measure errors well resemble normal distributions.
Let us consider a biometric system for identity verification. Every time a person x has to be identified, an instance C x i of his biometric characteristic is acquired. The system computes a numerical pattern c x i by applying a feature extraction algorithm to the instance C x i . Due to the unavoidable errors introduced during the acquisition step and during the feature extraction, the patterns c x i , i = 1, 2, ..., corresponding to the different instances of the same subject, do not coincide exactly and form a spread set of patterns centered in the true value (or model) which is denoted by c x .
For each person, x, we define a class, w x , represented by its model, c x , and constituted by all the instances, c x i . Now, let us suppose:
• The patterns c x i of the class w x have a multinormal distribution with mean vector c x and covariance matrix 1 Σ E ; then the conditional probability density is:
This hypothesis states that the covariance matrix Σ E is the same for all the classes, and, consequently, that all the errors, e x i (e x i = c x i -c x ), have the same distribution independent of their membership class. Whereas it is reasonable to suppose the feature extraction errors to be independent of the people, it is not so straightforward to assume the acquisition errors to be independent, too, because the interaction with a biometric system can vary from person to person. Let us consider, as an example, a hand-based biometric system. Some subjects (i.e., the disciplined ones), always place their hand correctly on the acquisition device, using the same pressure and avoiding torsion and flexion. On the contrary, other subjects have an aleatory behavior and sometimes place their hand incorrectly. However, the hypothesis of a unique covariance matrix is reasonable if we consider the behavior of a typical person.
• The models, c x (and consequently the classes w x ), have a multinormal distribution with mean vector m and covariance matrix Σ M ; then the a priori probability density is:
Under these assumptions, (11), (7), (9), and (10) become:
By substituting the null vector 0 for the mean vector m, a little simplification can be made in (14) and (17) . In fact, it is straightforward to demonstrate the independence of FRR(t) and FAR(t) by m. However, (13) and (15) are not directly computable because the integration over the region A k,t (8) cannot be expressed explicitly due to the integral function p(v) (16) , which constitutes the denominator of the a posteriori probability density p(w k |v) (2) . Furthermore, even if we 1 . By definition, a covariance matrix is a symmetric and positive defined matrix. It is usual to assume the covariance matrix to be nonsingular, too. This assumption is true if all the components are linear independent (we are excluding components with zero variance and couples of identical components). suppose being able to explicitly express R k,t and A k,t , the computation of (14) and (17) requires numerical integrations of order 2 ⋅ d and 3 ⋅ d (and these are untractable when d is high as in many real problems). In Section 6, we determine an approximation of (16) which gives explicit forms for R k,t and A k,t ; we express (14) and (17) when d = 1, and, finally, by exploiting the fundamental relation of Section 4, we propose an expression which allows the system errors to be estimated in the d-dimensional case.
ERROR APPROXIMATIONS
Let p(v) be the absolute probability density as defined by (16) , if the measure errors tend to 0, p(v) tends to the a priori probability density n(v, m, Σ M ). Formally:
In fact, if ||Σ E || → 0, n(v, c i , Σ E ) tends to the Dirac function, assuming nonnull values only when c i → v. In biometric systems, the measurement errors are usually much smaller than the feature variability (||Σ E || << ||Σ M ||) and it is reasonable to approximate p(v) with n(v, m, Σ M ). Then we can write and solve, with respect to v, the inequalities p(w k |v) ≥ (1 -t) and p(w k |v) < (1 -t) which characterize A k,t and R k,t , respectively. Let us consider the first inequality. Through some transformations (Appendix B), we obtain:
where
where H is a symmetric and positive defined matrix (see Appendix B). The inequality (18) is satisfied by the set of patterns v whose squared Mahalanobis distance from H -1 b is less than or equal to β, that is, the set of patterns inside a hyperellipsoid centered in H -1 b and defined by β and by the matrix H. From the above, we derive:
One-Dimensional Case
it is easy to prove that (19) is satisfied by those patterns v for which:
hence, we can rewrite (14) and (17) as: 
d-Dimensional Case
In the d-dimensional case, the patterns v satisfying (19) are those inside the hyperellipsoid centered in H -1 b, defined by β and by the matrix H. In principle, a simple variable exchange, aimed at aligning the hyperellipsoid to the Cartesian axes, allows computation of (13) and (15) (and, consequently, FRR(t) and FAR(t)) by integrating over the domain A k,t . However, the difficulties in the computation of FRR(t) and FAR(t) are determined by the practical impossibility of computing the numerical integrals (14) and (17) even with low dimensionality (d = 3, 4) [12] . In real cases, some simplifications in FRR(t) and FAR(t) can be made. By exploiting these simplifications, we can compute (14) by a volumetric integral and compute (17) through (12) .
It can be shown [5] that the volume Vol(r, Σ) of a hyperellipsoid corresponding to a Mahalanobis distance r It is well-known that the probability density of a normal distribution is constant over the contours of the hyperellipsoids corresponding to the Mahalanobis distance; hence, by integrating over infinitesimal hyperellipsoidal rings, we can write:
where n′ (s, Σ) is the probability density of a pattern having Mahalanobis distance s from the hyperellipsoid center, and dVol(s, Σ) is the volume of an infinitesimal hyperellipsoid ring with minor "radius" s and major "radius" s + ds. Formula (21) allows a d-dimensional integral to be computed as a simple monodimensional integral. For the computation of FRR k (t), let us consider (13) ; in this case, (21) appears to be inapplicable because the hyperellipsoid defining A k,t (19) does not coincide 2 with the one defining the integral function n(v, c k , Σ E ). Actually, under the hypothesis ||Σ E || << ||Σ M ||, we can ignore the term Σ M -1 in the definition of H; as a result, the center H -1 b will be coincident with c k and the matrix H will coincide with Σ E -1 (i.e., the two hyperellispoids coincide exactly). By using (21), we can then approximate (13) with:
and compute FAR k (t) through (12) . Please note that (22) enables FRR k (t) to be computed through a simple monodimensional integral even in the d-dimensional case, and (12), (22) enables FAR k (t) to be computed through a double integral. Furthermore, (22) enables a symbolic solution if d is even and it can be expressed by means of the Erf function, otherwise. (14) as a weighted sum of the terms FRR k (t) over all the classes w k .
New problems arise for the calculation of the global functions FRR(t) and FAR(t). FRR(t) is defined
Expression (22), defining FRR k (t), which, at a first glance, appears to be independent of the class w k , hides the vector c k in the definition of β (18). In particular, the first term c k t ⋅ is small. Therefore, by removing c k
c k , β is independent of the class w k and, consequently,
is independent of w k . Since FRR(t) is a weighted sum of the identical terms FRR k (t), FRR(t) coincides with FRR k (t).
Under the same hypothesis, FAR(t) can be computed as a volumetric integral by using (21). In fact, if FRR k (t) is independent of the class w k , FAR k (t) is constant on the hyperellipsoid contours relative to the classes distribution.
2. In this context, we say that two hyperellipsoids coincide if they have the same center, the same orientation and proportional dimensions, that is, they must have the same center and their defining matrix must be algebraically similar.
Finally, from (22), it appears evident that the value of t 0 (the lower limit of the range of active threshold) can be determined by setting β = 0 in (18) and solving in t.
Summarizing, (22) and (23) enable the approximation of FRR(t) and FAR(t) by a simple integral and by a double integral plus a simple integral, respectively, making it possible to calculate good error estimates even for high dimensional problems.
HAND AND FACE: TWO CASE STUDIES
In this section, we report in detail on the experimentation carried out with a prototypal biometric system based on hand geometry, and summarize some results obtained with a facebased verification system that is still under development.
The hand-based biometric system consists of a plane support made of semi-opaque plastic material and it is equipped with some latches which enable the hand position to be controlled. A mirror oriented at 45° was mounted on the plane to obtain a lateral view of the hand. A CCD camera with a resolution of 640 × 512 pixels, 256 gray levels is positioned over the support, and some neon lamps are positioned under the plane and laterally facing the mirror. The system uses the backlight effect to acquire high contrasted images which can be easily segmented through a constant threshold. Fig. 3 show a schema of the system and an image acquired through it.
The image acquired is binarized and filtered by removing the latch prints. Afterwards, some characteristic points [14] , [19] are automatically located on the image and 17 geometrical features are determined by means of an ad-hoc feature extraction algorithm. Fig. 4 shows the characteristic points and the geometrical features used.
A hundred subjects were submitted to a test session, where eight different instances of their right hand were taken. The 800 instances, C k i , k = 1..100, i = 1..8, acquired
were processed and the 17 geometrical features were extracted from them obtaining the patterns c k i , k = 1..100, i = 1..8. The analysis of the covariance matrices Σ E and Σ M computed on the patterns c k i (||Σ M || 2 = 1053.02, ||Σ E || 2 = 6.681), shows that a strong correlation exists between similar features (the finger lengths are highly correlated with each other) and weak correlation among different types of features (the hand width and the finger lengths are weakly correlated). Furthermore, we can observe that the hypothesis ||Σ M || >> ||Σ E || is satisfied, and, consequently, the simplifications introduced in Section 5 are well funded.
The theoretical system errors were computed by means of (22) and (23). The theoretical cross-over error rate obtained is 1.31⋅10
-5 . The practical measurement of such a small cross-over error involves the need for a very large number of test patterns. In fact, by using the binomial distribution to calculate the probability of e errors on n trials, 3 and adopting a confidence interval at 93 percent, it is possible to demonstrate that, for measuring an error equal to 1.31⋅10 -5 ± 46 percent, we need 1,000,000 trials.
Hence, using eight instances for each subject, we need 125,000 people to calculate FRR(t) and 1,000 people to calculate FAR(t). The practical impossibility of collecting such a large database induces us to simulate the patterns by generating them through a multinormal random generator. By exploiting the statistical parameters (Σ E and Σ M ) inferred by the real sample, we generated 100,000 "subjects" and, for each one, we generated 10 patterns c k i , k = 1..100,000, i = 1..10. By using (3), (4),and by counting explicitly each occurrence of the two type of errors, we computed FRR(t) and FAR(t). In this case, the cross-over error rate obtained is 3 . If p is the probability for an error, then n e approximately 0.5⋅10 -5 (that is, by using an 89 percent confidence interval, it is possible to state that the cross-over error rate lies between 0.2⋅10 -5 and 0.8⋅10 -5 ) and, thus, the performances obtained are slightly better than those calculated theoretically. Fig. 5a shows FRR(t) and FAR(t) as calculated by the theoretical formulae; Fig. 5b shows FRR(t) and FAR(t) as calculated on the simulated population. Fig. 6 reports the theoretical error-reject curve.
These results reveal that the approximations introduced in Section 6 for deriving (22) and (23) produce a partial misalignment between the errors. We performed some simulations, decreasing the dimensionality of the patterns (d = 12, d = 7, d = 3, d = 2, d = 1) and each time choosing a subset of the 17 geometrical features shown in Fig. 4 . We verified that, by reducing the dimensionality and using only "good" features (that is, selective and robust features like finger lengths and hand width), the theoretical errors become very close to the simulated errors.
The graph in Fig. 7a compares the theoretical cross-over error rate with the simulated cross-over error rate varying the pattern dimensionality. This result can be partially justified considering that, for the "good" features, we can strongly assert ν E << ν M and thus the hypotheses adopted in Section 6 are more suitable.
Finally, we measured the real system performance on the 800 pattern sample set (8 × 100 tests for FRR and 100 × 99 tests for FAR). The cross-over error rate obtained is approximately 1.2 ⋅ 10 -3 (at the cross-over point, we observed only one FR and 118 FA). It is obvious that the number of patterns is too small to precisely calculate the system errors; in fact, by considering a confidence interval at 92 percent, we can only state the cross-over error rate to lie inside the range 0, 2 ⋅ 10 -3 . However, it appears evident that the real errors are larger than the theoretical ones or than the errors calculated on the simulated patterns. This is mainly due to the following reasons:
• The "untrained" subjects behave differently from each other during the acquisition process and, thus, the hypothesis of a unique covariance matrix Σ E partially loses validity.
• The interclass probability distribution of the patterns cannot always be modeled by a multinormal distribution. We performed some normality tests by using the Malkovich/Afifi method 4 [7] verifying that, even if the hypothesis of a normal distribution can be generally accepted, for some subjects the hypothesis cannot be accepted. Fig. 8 shows a histogram of the normality degree (Kolmogorov/Smirnov index) relative to the 100 subjects of the real sample set.
However, it can be shown that, by decreasing the dimensionality of the patterns and using only the "good" features, the real errors converge to the theoretical ones (Fig. 7b) .
As concerns the face-based biometric system, we extract the face features by projecting each manually-located face into a seven-dimensional eigenspace spanned by the first seven eigenfaces [20] . By applying (22) and (23) to the matrices Σ E and Σ M estimated over a database of 1,000 images 4 . The Malkovich/Afifi method enables the normality degree of a multidimensional sample set to be estimated. Each sample is mapped into a monodimensional space according to its Mahalonobis distance, and, to the patterns so obtained, the Kolmogorov/ Smirnov [11] method is applied. (200 people-five instances), we have obtained the results summarized in Fig. 9 . The results show a better agreement between theoretical and real performance with respect to the hand-based system. However, when the dimensionality increases, a certain discrepancy still exists.
CONCLUSIONS
In this work, we have formulated the identity verification problem as a statistical pattern recognition problem. In particular, we have defined the optimum Bayesian decision rule, then we have derived explicit expressions for the performance evaluation, and, finally, we have demonstrated a fundamental relation between FRR(t) and FAR(t). Through some simple approximations, we have obtained expressions which allow the system errors to be computed practically, even when the dimensionality is high. A prototypal handbased biometric system has been used to validate our theoretical results. In particular, the following conclusions can be drawn:
• A hand-based biometric system for identity verification permits good performance to be achieved in terms of security (theoretical cross-over error rate 1.31 ⋅ 10 -5 ).
• The theoretical errors well resemble the errors calculated on a large database built by using a multinormal random generator.
• The cardinality of the real sample set is too low (100 people) to correctly determine the system performance, but it appears evident that the real errors are larger than the theoretical ones. We believe that this misalignment can only partially be due to the small number of subjects in the sample set, and that it should be attributed to reasons explained in Section 6 (hypotheses of a unique Σ E and misnormality in Σ E ).
Further validations of our model have been provided by the experimentation carried out on a face-based biometric system. In this case, the sample size used is more significant with respect to the error rates and the results show a better agreement between theoretical and real performance with respect to the hand based system.
In conclusion, the formulae developed in this work can be useful for several applications: estimating the performance of biometric systems without collecting large databases of biometric characteristics, dimensionality reduction applications, choosing the optimum feature subset in a biometric verification system, etc. In particular, with respect to the choice of an optimal subset of features, it is possible to demonstrate that the system performance does not always improve by using a larger number of features (and, consequently, the cross-over error rate decreases); by adding features which lack discriminatory power and which are highly correlated, we do not add significant information, whereas we could introduce error sources.
As far as our future work is concerned, great effort will be devoted to the development of a new model taking into account the presence of "noise" in the normal distributions; we believe in this way we will be able to better model the real biometric system performance, avoiding the partial discrepancies between the theoretical and the real performance. that, when it is integrated by parts, yields (12) .
APPENDIX B
Let us consider the inequality p(w k |v) ≥ (1 -t) ; by rendering explicit the density function n( ) and by using 0 as mean vector m, we obtain exp ----+
