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Abstract 
Because of their neurophysical origin neural nets can be studied for classification tasks, approximation properties or 
iterative algorithms. They can be interpreted as a distributed or massively parallel computer, where each unit accumulates 
a scalar product and computes an one-dimensional nonlinear activation function. A supervised learning strategy defines a 
nonlinear least-squares problem, which is solved by gradient techniques like backpropagation. I terpreting the weights in 
a net as state variables, feedforward neural nets can be designed as numerical discretization schemes for ODEs or DAEs. 
We present the net architecture for the implicit Euler scheme and solve some test examples numerically. The net approach 
is especially of interest for the overdetermined index-3 approach of DAEs from multibody system dynamics. In general, 
these nets define a parallel shooting-type algorithm. Its merits are in real-time applications, ince a hardware realization 
of the net is possible. 
Keywords: Feedforward neural nets; Parallel shooting; Index-3 DAEs from multibody systems; Differential equation 
solver on a chip 
AMS classification: 65L05 
1. Introduction 
We concentrate on discret izat ion propert ies  o f  fecdforward neural  nets with one h idden layer, as 
shown in Fig. 1. The act ivat ion funct ion f (x )  should operate on ly  on the h idden units. Thus, we 
get the net output 
u~. = f w;jxj  , Yi = vi~u~ 
2=1 
W = (w;. j ) ,  V = (vi~) 
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2=1, . . . , /  i=1  . . . .  ,n j= l , . . . ,m.  
(1) 
118 R. Gerstberger, P. RentroplJournal of Computational and Applied Mathematics 82 (1997) 117-128 
Input units: Hidden units: Output units: 
x E ~'~ u E Rz y E R'~ 
Fig. 1. Model feedforward m-l-n net. 
The matrix W defines the weights between the input and the hidden units, V defines the weights 
between hidden and output units. In principle, the activation function f (x )  can be chosen as any 
smooth arbitrary nonlinearity in E. In an electrical realization, frequently f (x )  is chosen as a sig- 
moid function, especially the logistic function f (x )= 1/(1 + e -x) with f (x ) '  = f(x)(1 - f (x ) ) .  The 
neurophysical background for this approach can be found in any textbook on neural nets, see, e.g., 
[2, 9]. Our interest in this net type is motivated by its computer architecture as a massively parallel 
system. Each unit accumulates a scalar product and computes an one-dimensional nonlinearity f(x).  
We will show that a special design of such nets results in a parallel shooting algorithm, see, e.g., 
[13], for initial values problems of ordinary differential equations (ODEs) or differential-algebraic 
systems (DAEs). The merits of this approach are a possible hardware realization, which is capable 
of real-time demands. 
In Section 2 we sum up the theoretical and numerical properties of a feedforward net. In Section 3 
we define the net architecture for discretization schemes. In Section 4 some simulation results are 
presented. 
2. Mathematical properties of feedforward neural nets 
In supervised learning p patterns with inputs x" E N" and targets s ~ E N" are given, # = 1 . . . . .  p. 
The weights V and W should be adapted such that the associated net output y" meets the target 
s ~. A possible choice for the measurement of the difference between net outputs and targets is 
the Euclidian norm. Thus, the weights V and W are determined as the solution of the nonlinear 
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least-squares problem, see [4]. 
min F (  V, W) ,  v,w 
1 
where, F(V, W) = -~ 
P 
II s(~) I1 . 
/~=1 
(2) 
Using (1), F(V, W) denotes explicitly 
( (+w x,A 1 ~-~ ~-~ Lvi;~f~j~= 1 2jj ) F(V ,W)=~u=I  i=1 ;.=1 
1 
f (x )  fixed, e.g. f (x ) -  1 + e ----------S" 
(3) 
It is an obvious question whether such a restrictive approach, which can be interpreted as a massively 
parallel computer architecture, makes sense. The following properties are valid. 
Theoretical [2, 8] 
- Each Boolean function can be represented by m-l-n nets and 
- each continuous function on a compactum can be approximated with arbitrary precision, see [3] 
- Weierstrass-type approximation property. 
Numerical properties [6-8] 
- The neural net can be interpreted as a hardware realization of the nonlinear least-squares problem, 
- the backpropagation algorithm [2, 8] as the learning strategy defines an iterative algorithm for the 
determination of the weights, 
- due to the parallel architecture backpropagation can be classified as a gradient algorithm, where 
the line search is replaced by a learning parameter. Backpropagation with momentum term [2, 8] 
can be interpreted as a conjugate-gradient-type technique. 
In general, one expects the backpropagation algorithm as ill-conditioned, see [9]. This is due to the 
shape of the logistic function. Weights, which are too large, do not give any contribution to the 
gradients. Moreover, a preconditioning is missing. In principle, one could construct a preconditioning 
in the pattern space, but one needs a preconditioning in the weight space. These drawbacks are less 
critical in our following applications. 
3.  D isc re t i za t ion  schemes  and  nets  
For simplicity, in a first step we study a scalar autonomous ODE: 
P(t) = g(Y), y(to) = Yo, Y e ~. (4) 
There exists a unique solution y(t), if g(Y) satisfies a Lipschitz condition. If g(y) is differentiable, 
the solution y(t) can be differentiated with respect o the initial value. 
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X ~ ~ ~ - h  
Yl 9 
= (nl) T 
Fig. 2. Net molecule for one implicit Euler step. 
As most simple discretization schemes, we use Eulers method with constant step size h for a nu- 
merical approximation y~ for the exact values y(t~): 
Start: Y0 
Iteration: s = 0, 1, . . . , r  - 1 
Y~+1 = Y~ + hg(y~+t ) implicit (5) 
Y,+1 = Y, + hg(y~) explicit 
Since we transfer our results to the solution of differential-algebraic systems we restrict ourselves 
to the implicit Euler. In the sense of nonlinear least-squares problem, we can reformulate (5) as a 
nonlinear equation (6): 
Determine the weights yl  . . . . .  yr, i.e. the approx imat ion o f  the unknown states y~, such that 
1 r--1 
F(y~ . . . . .  Yr) = ~ ~-~(Ys+~ - Ys - hg(ys+, ))2 = O. 
s=0 
(6) 
The first Euler step corresponds to the net molecule of Fig. 2. The output n = (n~)T of the net 
holds the implicit Euler equation nl = Yl - Yo - hg(y~ ). Following the idea of supervised learning, 
we need inputs and targets for the feedforward net (2). In this special case the input vector reads 
tin = (1, 1) T and the corresponding target is rout = (0) T. Hence, the learning set consists of only one 
simple learning pattern ( t in  , rou t ). 
Despite the classical net approach, most of the weights are determined by their initialization and 
only the unknown state variable y~ has to be adapted. We have one degree of freedom in yl for one 
nonlinear equation. The feedforward net architecture for several implicit Euler steps is canonical, see 
Fig. 3. 
Remarks. 
- The extension to the explicit Euler scheme or other discretization schemes is straightforward. We 
think that, in general, it makes less sense to construct high-order approximations, ince the rough 
iteration properties of backpropagation may destroy the order. 
- One can only handle midly stiff problems, because the parallel features of the gradient echnique 
introduces explicit solution elements. 
- In general, the right-hand side 9(Y)  of the ode (4) is approximated by a superunit, which is a m- 
1-n net by its own. Note that the approximation of the right-hand side 9(Y)  leads to a modification 
of the ode (4) and should be sufficiently accurate. 
- The uniquely existence of (4) prevents parasitic solutions of the minimization problem (5). 
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Fig. 3. Feedforward architecture forn implicit Euler steps. 
- The net architecture prescribes a parallel shooting method, see [13]. The convergence properties 
of the net are similar to those of the shooting techniques. Especially, the sequential character of 
the ODE is nicely reflected by the number of iterations k of backpropagation. If we have r Euler 
steps, it holds 
k ~> r. (7) 
- The extension of the net architecture to an ODE system of order 2 is presented in the test example. 
- The idea of solving ODEs with neural nets is closely related to the work of Moody and Darken 
[5], who used a network of locally-tuned processing units to predict chaotic time series generated 
by ordinary differential equations. Contrary to their neural network, which adapts the ODE, we 
use the neural net architecture to implement the numerical discretization scheme. 
- The error of the solution, produced by the implicit Euler molecule can be estimated by the 
discretization error of the integration method and is of order h. 
The differential-algebraic systems from multibody system dynamics in descriptor form have the 
structure, see [ 10, 11 ]: 
•bz  v~ 
M(p, t )b  --- f (p ,v ,2 , t ) -  b(p,t )  2, 
0 = b(p,t).  
(s) 
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Fig. 4. Mathematical pendulum. 
The system consists of the n unknown positions p(t) and velocities v(t). The n;~ constraints b(p, t) are 
coupled via Lagrange multipliers 2(0. M(p,  t) denotes the positive-definite mass matrix, 9(P, v, 2, t) 
stands for the applied and outer forces. The solution of (8) exists uniquely if r9 ((O/Op)b(p,t)) is 
full. 
Mechanical systems (8) are of index-3, that means that there are two further hidden manifolds, 
which must be satisfied by a solution too. The overdetermined approach [10] combines these two 
manifolds with the original b(p , t )= 0, leading to an overdetermined system. Consequently, an 
implicit Euler discretization ow leads to a nonlinear least-squares problem. 
We want to specify this approach for the nonlinear pendulum problem, see Fig. 4. The mathe- 
matical pendulum, shown in Fig. 4 is a mechanical system, consisting of a massless rod of length 
l with the mass point m in the plane. As an outer force the gravity is acting. Let p( t )= (Pl, P2) T 
denote the position and p( t )= v(t)= (Vl,V2) T, the velocities of the pendulum. Then we have the 
index-3 system (9-10). 
P l  ~ Vl, ib2 ~/ )2 ,  
mb~ = -2p l ,  m~)2 = - -2p2  - -  m9, 
(9) 
0---- p~+p~- l  2. (10) 
The two hidden manifolds are defined by two differentiations of the constraints. 
0 = plY1 + p2v2, (11) 
0 = v~ + v~ + plbl + P2V2 • (12) 
System (9)-(12) defines 7 equations for the 5 unknowns (Pl, P2, v~, v2,2). Descriptor formulations 
have the advantages, that no analytical work must be done by hand. Therefore, they are well adopted 
to TCAD requirements, ee [10]. In principle (12) could be used to replace the Lagrange multiplier 2, 
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Fig. 5. Net topology for the plane pendulum discretization. 
giving the nonlinear pendulum equation in state-space form. 
gs in(¢)=0 (m=l ) .  (13) 
The net topology for an implicit Euler discretization of (9)-(12) is given in Fig. 5. The correspon- 
dence of the superunits i  given in Table 1. 
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Table 1 
Corresponding superunits from Fig. 5 
Superunit-number Activation function 
2 v2 
3 ~ -~p~ 
4 ;~pl -9  m 
5 V2 q_ /)2 2 2 2 2 
- -  P lm - -  P2"~ - -  p2g 
6 plvl + p2v2 
7 p~ + pZ2 -- l 2 
4. Test results 
In general, the property of the neural net corresponds to a shooting method, especially its sensitivity 
for a proper choice of the initial guess of the states (weights). The learning parameter t /of  the neural 
net depends on the problem. 
Example 1. 
1 
p = _y2 ,  y(0) = 1 with exact solution y( t ) -  1 + t" (14) 
In a first step, we built up the neural net with the initial values Yi = 0, the constant step size h---0.05 
and the learning parameter t /= 6.0. Moreover, we have to construct a superunit for the right-hand 
side 9(Y)= y2. This is performed in three steps: 
(i) Linear transformation V : y ~ h. 
(ii) Taylor expansion of an arbitrary sigmoid function at a fixed point x to get an approximation 
of h 2. 
(iii) Linear transformation W : h 2 --~ x 2. 
A detailed escription of this approach is given in [3]. No additional activation function is necessary 
and so we succeed in a general feedforward architecture. The superunit corresponds to the net from 
Fig. 6. 
Due to the sequential nature of an initial value problem, the output neuron nl of the first shooting 
interval is minimized first and the output neuron n~0 at the end. This fact is illustrated by Fig, 7. 
Example 2. Van der Pol equation 
Yl =Y2, y1(0)=2.0, 
Yz=#(1 - Y~)Y2 - Yl, y2(O)=O.O. 
(15) 
We compute the Van der Pol equation as nonstiff ode with the parameters p = 0.1,0.5, 3.0 and as 
mildly stiff ode with # = 4.0, 5.0. A net molecule for one implicit Euler step is shown in Fig. 8. 
Due to the fact that we cannot make all integration steps parallel, we divide the neural net into 
smaller subnets. Each subnet handles 10 integration steps simultaneously. All nets are initialized 
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~ arbitrary sigmoid function 
~ neuron output z 
Fig. 6. Supenmit for g(y) = y2. 
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Fig. 7. Convergence of the output vector n. 
with the learning parameter r /= 1.0 and the initial weights Yi = 0.001. CPU-time, computed on a 
alpha workstation and the number of iterations for a fixed integration interval are given in Table 2. 
Example 3. DAE for the plane pendulum. 
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superunit 1: identity function 
superunit 2: second function (15) 
Fig. 8. Net molecule for the van der Pol discretization. 
Table 2 
Statistics for van der Pol's equation 
# Iterations Step size h CPU-time 
0.1 15 499 0.01 3 min 08 s 
0.5 15709 0.01 3min 12s 
3.0 18071 0.01 3min 37s 
4.0 134 534 0.001 28 min 35 s 
5.0 134 534 0.001 28 min 35 s 
Table 3 
Iteration numbers and CPU-time 
Window-size Method r/ Iteration numbers CPU-time 
1 Index 1 approach 1.0 42 488 4 min 3 s 
1 Baumgarte stabilization 0.2 364 035 59 min 7 s 
1 Overdetermined approach 0.3 199 295 42 min 51 s 
10 Overdetermined approach 0.3 91 334 1 h 12 min 1 s 
20 Overdetermined approach 0.3 80 081 3 h 57 min 26 s 
The special net topology for the plane pendulum discretization was presented in Fig. 5. For 
our numerical experiments we integrate the differential-algebraic system with the constant step size 
h = 0.0005 over the interval [0; 4]. All  unknown state variables yi are initialized with the value 
0.001. Since we cannot create a neural net treating 8000 steps parallel, we work with windows, i.e. 
we divide the job into smaller jobs o f  10 or 20 parallel integration steps. 
Alternatively, we treat the steps sequential with neural nets, realizing the Index- l -approach [1], 
Baumgarte stabilization [1] and overdetermined approach. The resulting iteration numbers and CPU- 
time computed on a alpha workstation are shown in Table 3. 
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Fig. 9. Error et of pendulum length l. 
To show the numerical accuracy of our experiments, we present in Fig. (9) the error el of the 
pendulum length l. 
et : ln(p~ + p~ - 12). (16) 
5. Conclusion 
We have shown that the standard feedforward neural net design can be modified for discretization 
techniques in ODEs and DAEs. The resulting technique corresponds to parallel shooting methods. 
We think that an extension to general discretization methods is of less interest. The main advantage 
of this approach can be characterized by real-time applications with the slogan "differential equations 
solved on a chip". 
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