Hanke-Raus heuristic rule for variational regularization in Banach
  spaces by Jin, Qinian
ar
X
iv
:1
60
6.
00
11
5v
1 
 [m
ath
.N
A]
  1
 Ju
n 2
01
6
Hanke-Raus heuristic rule for variational
regularization in Banach spaces
Qinian Jin
Mathematical Sciences Institute, Australian National University, Canberra, ACT
0200, Australia
E-mail: Qinian.Jin@anu.edu.au
Abstract. We generalize the heuristic parameter choice rule of Hanke-Raus for
quadratic regularization to general variational regularization for solving linear
as well as nonlinear ill-posed inverse problems in Banach spaces. Under source
conditions formulated as variational inequalities, we obtain a posteriori error
estimates in term of Bregman distance. By imposing certain conditions on the
random noise, we establish four convergence results; one relies on the source
conditions and the other three do not depend on any source conditions. Numerical
results are presented to illustrate the performance.
1. Introduction
Inverse problems frequently occur in many practical applications in natural sciences,
engineering and medicine whenever one searches for unknown causes based on
observations of their effects (see [3, 21]). In this paper we consider inverse problems of
the form
F (x) = y, (1.1)
where F : D(F ) ⊂ X → Y is an operator between two Banach spaces X and Y with
domain D(F ). The norms in X and Y are always denoted by the same notation ‖ · ‖
which should be clear from the context.
Throughout the paper we assume that (1.1) has a solution. In general (1.1) may
have many solutions. In order to find the one with the desired feature, we choose
a proper, lower semi-continuous, convex function R : X → [0,∞] and determine a
solution x† with the property
R(x†) = min {R(x) : x ∈ D(F ) and F (x) = y}
which is called an R-minimizing solution of (1.1). Because of measurement errors in
practical applications, instead of y we only have a noisy data y˜ whose noise level is
denoted by
δ := ‖y˜ − y‖.
Due to the inherent ill-posedness of inverse problems, the computation of x† from y˜
requires a regularization method. Variational regularization is a family of prominent
methods in which a minimizer
x˜α ∈ arg min
x∈D(F )
{Tα(x) := ‖F (x)− y˜‖
r + αR(x)} (1.2)
2with 1 < r < ∞ is used to approximate x†. Here, the regularization parameter α > 0
plays a crucial role for the accuracy of approximation. How to choose α is indeed the
most challenging and most important question for variational regularization.
Many parameter choice rules have been proposed to choose the regularization
parameter in either a priori or a posteriori ways, including the famous discrepancy
principle and its variants ([3, 4, 9, 14, 16, 20, 22]). All these rules require accurate
knowledge of the noise level δ to obtain satisfactory approximate solutions. In real
world applications such noise level information is not always available or reliable.
Overestimation or underestimation on noise level may lead to a significant loss of
accuracy when using these rules. It is therefore necessary to consider purely data
driven parameter choice rules that avoid using knowledge of noise level.
For quadratic regularization in Hilbert spaces several heuristic parameter choice
rules not using information on the noise level have been proposed, including the
generalized cross validation [24], the L-curve method [8], the quasi-optimality criterion
[18, 23] and the Hanke-Raus rule [3, 7]. In this paper we will extend the Hanke-Raus
rule to study variational regularization for linear as well as nonlinear inverse problems
in Banach spaces.
When the approximation error between x˜α and x
† is measured by a certain
“metric” D(·, ·), a satisfactory choice of α should make D(x˜α, x
†) as small as possible.
This function however is not computable because it involves the sought solution x†.
The basic idea behind the Hanke-Raus rule is to find a computable surrogate Θ(α, y˜)
such that Θ(α, y˜) and D(x˜α, x
†) have the similar sharp upper bounds in the worst
case scenario when the sought solution satisfies the standard source conditions and to
choose the regularization parameter to be a global minimizer of α → Θ(α, y˜) over a
certain interval (0, α0], where α0 > 0 is a given number. One may refer to [3, 7] for
detailed explanations. For the conventional quadratic regularization in Hilbert spaces
which corresponds to (1.2) with r = 2, F a bounded linear operator and R(x) = ‖x‖2,
several choices of Θ were proposed in [3, 7]; in particular, the function
Θ(α, y˜) :=
‖F (x˜α)− y˜‖2
α
was considered, see [3, §4.5]. Although Bakushinskii’s veto [1] says that a heuristic
parameter choice rule does not lead to a convergent regularization method for ill-
posed inverse problems in the worst case scenario, partial theoretical justification of
the use of this parameter choice rule was provided in [3, 7] where a posteriori error
estimates were derived under the source conditions x† ∈ R(F ∗F )ν) with ν > 0 and
a convergence result was established under additional conditions on the randomness
of noise. The parameter choice rule of Hanke-Raus was recently extended to study
the convex variational regularization ([13]) which corresponds to (1.2) with r = 2 and
Y a Hilbert space and the constrained nonlinear Tikhonov regularization in Hilbert
spaces ([12]) which corresponds to (1.2) with r = 2, X and Y being Hilbert spaces and
R(x) = ‖x‖2 + ιC(x), where C ⊂ X is a closed convex set representing constraints on
solutions and ιC denotes the indicator function of C. The theoretical results in [12, 13]
were obtained under the source condition
R(F ′(x†)∗) ∩ ∂R(x†) 6= ∅ (1.3)
on the unknown solution x†, where F ′(x†) denotes the Fre´chet derivative of F at x† in
case F is Fre´chet differentiable and ∂R denotes the subdifferential of R. This source
condition is restrictive and is difficult to check in practical applications,
3The following questions arise naturally: Is it possible to generalize Hanke-Raus rule
to study the general variational regularization (1.2) in Banach spaces? If yes, can we
derive the correpsonding a posteriori error estimates under general source conditions?
Can we prove convergence results under certain conditions on the randomness of noise
without using any source conditions on the unknown solution? In this paper we will
give affirmative answers to the above questions. A natural formulation of Hanke-Raus
rule in the context of (1.2) is to choose the regularization parameter α∗ ∈ (0, α0] such
that
Θ(α∗, y˜) = min
α∈(0,α0]
{
Θ(α, y˜) :=
‖F (x˜α)− y˜‖r
α
}
.
It should be point out that finding a global minimizer of this Θ(α, y˜) over (0, α0] is
highly nontrivial and could be very time-consuming. For the purpose of numerical
implementation, we restrict the search of a global minimizer of Θ(α, y˜) to a discrete
exponential grid. This leads us to propose the following version of Hanke-Raus
parameter choice rule.
Rule 1.1 Let α0 > 0 and 0 < q < 1 be given numbers and set
∆q = {α0q
j : j = 0, 1, · · ·}.
We then define α∗ := α∗(y˜) ∈ ∆q such that
α∗ ∈ arg min
α∈∆q
{
Θ(α, y˜) :=
‖F (x˜α)− y˜‖r
α
}
.
The number α0 in Rule 1.1 is preassigned. One can use the minimizing property
of x˜α to show that ‖F (x˜α)− y˜‖r/α→ 0 as α→∞. Thus, if α0 is too large, it is very
likely that Rule 1.1 will output a large number α∗ and hence result in an approximate
solution with large error. If α0 is too small, the resulting approximate solution is too
oscillatory to give information on the sought solution. The choice of α0 usually depends
on a rough guess of the optimal regularization parameter.
In this paper we will provide theoretical justifications on the use of Rule 1.1 in
practical applications, In Section 2 we will derive some a posteriori error estimates
under source conditions formulated as variational inequalities and in Section 3 we will
establish various convergence results under certain conditions on the random noise
using or without using source conditions on the sought solutions. We will provide
numerical results in Section 4 to illustrate the performance of Rule 1.1.
We conclude this section by collecting notation and terminology that will be used.
Given a Banach space X we use X∗ to denote its dual space. The duality pairing
between X and X∗ is denoted by 〈·, ·〉. The weak convergence and strong convergence
are denoted by “ ⇀ ” and “→ ” respectively. For a bounded linear operatorA : X → Y
between Banach spaces, we use A∗ : Y ∗ → X∗ to denote its adjoint. We also use
N (A) and R(A) to denote the null space and range space of A respectively. When X
is reflexive, the annihilator of N (A) equals the closure of R(A∗) in X∗, i.e.
N (A)⊥ := {ξ ∈ X∗ : 〈ξ, x〉 = 0 ∀x ∈ N (A)} = R(A∗).
For a proper convex function R : X → [0,∞], we denote by ∂R its subdifferential, i.e.
∂R(x) = {ξ ∈ X∗ : R(x¯) ≥ R(x) + 〈ξ, x¯− x〉 ∀x¯ ∈ X}, x ∈ X.
Given ξ ∈ ∂R(x) we define
DξR(x¯, x) := R(x¯)−R(x)− 〈ξ, x¯ − x〉, x¯ ∈ X
4which is called the Bregman distance induced by R at x in the direction ξ.
Throughout this paper we always assume that X and Y are reflexive, F is weakly
closed, R is proper, lower semi-continuous and convex, (1.1) has a solution in D(R),
and Tα is coercive for every α > 0. These conditions guarantee that (1.1) has an
R-minimizing solution and (1.2) has a minimizer x˜α for every α > 0.
2. A posteriori error estimates
In this section we will derive a posteriori error estimates on x˜α∗ with α∗ chosen by
Rule 1.1 under the following source conditions on an R-minimizing solution x† of (1.1)
formulated as variational inequalities, where Mρ := {x ∈ D(F ) : R(x) < ρ}.
Assumption 2.1 ∂R(x†) 6= ∅ and there exist ξ† ∈ ∂R(x†), 0 ≤ β < 1 and a concave
index function ϕ : [0,∞)→ [0,∞) such that
〈ξ†, x† − x〉 ≤ βDξ†R(x, x
†) + ϕ(‖F (x)− F (x†)‖) (2.1)
for all x ∈ Mρ with ρ > R(x†). Here ϕ is called an index function if it is continuous
and strictly increasing with ϕ(0) = 0.
Assumption 2.1 combines the smoothness properties of solutions and the structural
conditions of the nonlinear operator into a single condition, unlike the traditional
treatment in which smoothness conditions and nonlinearity conditions are separated.
This source condition with ϕ(t) = Ct was first introduced in [10] for the derivation of
convergence rates for nonlinear Tikhonov regularization in Banach spaces. Its general
form was used later, see [9, 11] for instance. One may refer to [10, 11, 21] for detailed
discussions, including various specific source conditions that imply Assumption 2.1.
In deriving the a posteriori error estimate under Assumption 2.1, we will use the
function
Φ(t) :=
tr
ϕ(t)
, t > 0. (2.2)
Since ϕ is a concave index function and r > 1, Φ is also an index function and its
inverse Φ−1 : (0,∞)→ (0,∞) is well-defined ([9]).
Theorem 2.1 Let x† be an R-minimizing solution of (1.1) satisfying Assumption 2.1
and let α∗ ∈ ∆q be determined by Rule 1.1. If x˜α∗ ∈Mρ and δ∗ := ‖F (x˜α∗)− y˜‖ 6= 0,
then there holds
Dξ†R(x˜α∗ , x
†) ≤ C
(
1 +
δr
δr∗
)
(δr + ϕ(δ + δ∗)) ,
where δ = ‖y − y˜‖ is the noise level and C is a constant depending only on α0, q, r
and β.
Proof. We first claim that if x˜α ∈ Mρ then
Dξ†R(x˜α, x
†) ≤
1
1− β
(
δr
α
+ ϕ (δ + ‖F (x˜α)− y˜‖)
)
(2.3)
and
‖F (x˜α)− y˜‖ ≤ 5δ +Φ
−1(2rα). (2.4)
To see this, by using the minimizing property of x˜α we have
‖F (x˜α)− y˜‖
r + αR(x˜α) ≤ ‖y − y˜‖
r + αR(x†).
5In view of the definition of the Bregman distance, this gives
‖F (x˜α)− y˜‖
r + αDξ†R(x˜α, x
†) ≤ δr + α〈ξ†, x† − x˜α〉.
By virtue of Assumption 2.1 we further have
‖F (x˜α)− y˜‖
r + αDξ†R(x˜α, x
†) ≤ δr + αβDξ†R(x˜α, x
†)
+ αϕ(‖F (x˜α)− y‖).
Because 0 ≤ β < 1, we therefore obtain (2.3) and
‖F (x˜α)− y˜‖
r ≤ δr + αϕ (‖F (x˜α)− y‖) .
By using the inequality (a+ b)r ≤ 2r−1(ar + br) for a, b ≥ 0, we obtain
‖F (x˜α)− y‖
r ≤ 2rδr + 2r−1αϕ(‖F (x˜α)− y‖).
If 2rδr ≥ 2r−1αϕ(‖F (x˜α)− y‖), we then obtain
‖F (x˜α)− y‖ ≤ 2
1+1/rδ ≤ 4δ;
if 2rδr < 2r−1αϕ(‖F (x˜α)− y‖), we have
‖F (x˜α)− y‖
r ≤ 2rαϕ(‖F (x˜α)− y‖)
which shows that Φ(‖F (x˜α) − y‖) ≤ 2rα and hence ‖F (x˜α) − y‖ ≤ Φ−1(2rα).
Combining the estimates from the two cases we thus obtain (2.4).
Since we have assumed x˜α∗ ∈ Mρ, we may use (2.3) to derive that
Dξ†R(x˜α∗ , x
†) ≤
1
1− β
(
δr
δr∗
Θ(α∗, y˜) + ϕ (δ + δ∗)
)
. (2.5)
In order to complete the proof, we need to estimate Θ(α∗, y˜). We will achieve this
by choosing a suitable αˆ ∈ ∆q and estimating Θ(αˆ, y˜). We fix a number τ ≥ 6. If
‖F (x˜α)− y˜‖ ≤ τδ for all α ∈ ∆q, then we take αˆ = α0 and obtain
Θ(α∗, y˜) ≤ Θ(αˆ, y˜) =
‖F (x˜αˆ)− y˜‖r
αˆ
≤
(τδ)r
α0
. (2.6)
If there is an α ∈ ∆q such that ‖F (x˜α)− y˜‖ > τδ, we define αˆ to be the largest number
in ∆q such that
‖F (x˜qαˆ)− y˜‖ ≤ τδ < ‖F (x˜αˆ)− y˜‖.
Note that the minimizing property of x˜α implies that ‖F (x˜α)− y˜‖r ≤ δr+αR(x†)→ δr
as α→ 0, this αˆ is well-defined. Moreover, using τδ < ‖F (x˜αˆ)− y˜‖ and the minimizing
property of x˜αˆ we can derive that
(τδ)r + αˆR(x˜αˆ) ≤ ‖F (x˜αˆ)− y˜‖
r + αˆR(x˜αˆ)
≤ δr + αˆR(x†).
Since τ ≥ 1, we have R(x˜αˆ) ≤ R(x†) which implies that x˜αˆ ∈ Mρ. Thus we may use
(2.4) with α = αˆ to obtain τδ ≤ 5δ +Φ−1(2rαˆ) which then implies that
αˆ ≥ 2−rΦ((τ − 5)δ) ≥ 2−rΦ(δ).
Consequently, since α∗ is a global minimizer of Θ over ∆q and qαˆ ∈ ∆q, we can obtain
Θ(α∗, y˜) ≤ Θ(qαˆ, y˜) =
‖F (x˜qαˆ)− y˜‖r
qαˆ
≤
(τδ)r
q2−rΦ(δ)
=
2rτr
q
ϕ(δ). (2.7)
Combining (2.6), (2.7) with (2.5) we obtain the desired estimate. 
6The a posteriori estimate in Theorem 2.1 involves the quantity δ∗. If δ∗ is about the
order of δ, it gives convergence rates comparable to the ones obtained in [9] under the
Morozov’s discrepancy principle. If δ∗ is much larger than δ, only weaker convergence
rates are available. If δ∗ is significantly smaller than δ, the factor δ/δ∗ blows up and the
approximation may diverge. Therefore, the quantity δ∗ provides an a posteriori check
of Rule 1.1, its value should always be monitored and the computed approximation
should be discarded if δ∗ is presumably too small.
We can get rid of the factor δr/δr∗ appearing in the estimate in Theorem 2.1 if the
following additional condition is stipulated on the random noise y˜ − y. This condition
also allows to show the existence of α∗ satisfying Rule 1.1 and x˜α∗ ∈ Mρ which are
required in Theorem 2.1.
Assumption 2.2 There is a constant κ > 0 such that
‖y˜ − y − v‖ ≥ κ‖y˜ − y‖ (2.8)
for any v ∈ {F (x)− y : x ∈ D(F ) ∩D(∂R)}.
Assumption 2.2 can be interpreted as follows. For inverse problems the forward
operator F usually has smoothing effect so that F (x) admits certain regularity, while
the noise y˜ − y in general comes from randomness and hence contains many high
frequency components so that it may exhibit salient irregularity. The condition (2.8)
roughly means that subtracting any regular function of the form F (x) − y from the
noise can not significantly remove the randomness.
When Y is a Hilbert space and F is a bounded linear operator, it was proposed
in [7] to use the condition
‖Q(y˜ − y)‖ ≥ σ‖y˜ − y‖
with σ > 0 to prescribe the randomness of noise, where Q denotes the orthogonal
projection onto the orthogonal complement of the range of F . This condition was
weakened in [13] to the form: there exists 0 < σ < 1 such that
〈y˜ − y, v〉 ≤ (1 − σ)‖y˜ − y‖‖v‖ (2.9)
for all v ∈ {F (x)− y : x ∈ D(F ) ∩D(∂R)}. It is worth pointing out that (2.9) implies
Assumption 2.2. In fact, by the Cauchy-Schwarz inequality we have
‖y˜ − y − v‖2 = ‖v‖2 + ‖y˜ − y‖2 − 2〈y˜ − y, v〉
≥ ‖v‖2 + ‖y˜ − y‖2 − 2(1− σ)‖y˜ − y‖‖v‖
≥ ‖v‖2 + ‖y˜ − y‖2 − (1− σ)
(
‖y˜ − y‖2 + ‖v‖2
)
≥ σ‖y˜ − y‖2
which shows (3.3) with κ = σ1/2.
Corollary 2.2 Assume that ‖y˜ − y‖r ≤ α0R(x†) and that y˜ − y satisfies Assumption
2.2. Then Rule 1.1 determines a parameter α∗ ∈ ∆q with the properties
δ∗ := ‖F (x˜α∗)− y˜‖ ≥ κδ and α∗ ≥
qκrδr
(q + 1)R(x†)
,
where δ = ‖y˜ − y‖. If in addition qκ
r+q+1
qκr R(x
†) < ρ, then x˜δα∗ ∈ Mρ and therefore, if
x† satisfies Assumption 2.1, then
Dξ†R(x˜α∗ , x
†) ≤ Cκ−1 (δr + ϕ(δ + δ∗)) ,
where C is a constant depending only on α0, q, r and β.
7Proof. From Assumption 2.2 it follows that
‖F (x˜α)− y˜‖ ≥ κ‖y − y˜‖ = κδ
for all α > 0. This in particular shows that δ∗ ≥ κδ. Furthermore, Θ(α, y˜) ≥
(κδ)r/α→∞ as α→ 0. This shows the existence of α∗ determined by Rule 1.1.
To derive the lower bound for α∗, we first use the minimizing property of x˜α to
derive that
‖F (x˜α)− y˜‖
r ≤ δr + αR(x†), ∀α > 0.
Therefore, by the definition of α∗ and the lower bound on δ∗, we have
(κδ)r
α∗
≤ Θ(α∗, y˜) ≤ Θ(α, y˜) ≤
δr
α
+R(x†), ∀α ∈ ∆q.
Now we choose α ∈ ∆q such that
qδr
R(x†)
< α ≤
δr
R(x†)
.
Since δr ≤ α0R(x†), this α ∈ ∆q is well-defined. Consequently
(κδ)r
α∗
≤
(
1 +
1
q
)
R(x†)
which implies the desired lower bound on α∗. By using the minimizing property of x˜α∗
we then obtain
R(x˜α∗) ≤
δr
α∗
+R(x†) ≤
(
q + 1
qκr
+ 1
)
R(x†) < ρ.
Thus x˜α∗ ∈ Mρ. The remaining part now follows from Theorem 2.1. 
3. Convergence
In Theorem 2.1 and Corollary 2.2 we have derived a posteriori error estimates in terms
of the Bregman distance for individually given noisy data. It is natural to ask, for a
sequence of noisy data {yδ} satisfying yδ → y as δ → 0, if we define xδα by
xδα ∈ arg min
x∈D(F )
{
‖F (x)− yδ‖r + αR(x)
}
(3.1)
and choose α∗ := α∗(y
δ) by Rule 1.1 with Θ(α, y˜) replaced by Θ(α, yδ) := ‖F (xδα) −
yδ‖r/α, i.e.
α∗ ∈ arg min
α∈∆q
{
Θ(α, yδ) :=
‖F (xδα)− y
δ‖r
α
}
, (3.2)
is it possible to guarantee a convergence of xδα∗ to x
† as δ → 0? Bakushinskii showed
in [1] that any parameter choice rule without using information on noise level can
not guarantee a convergent regularization method for ill-posed problems in the worst
case scenario. Therefore, in order to establish a convergence result on heuristic rules,
additional conditions should be imposed on {yδ}. In this section we will assume that
{yδ} satisfies Assumption 2.2 uniformly in the following sense.
Assumption 3.1 {yδ} is a sequence of noisy data satisfying yδ → y as δ → 0 and
there is a constant κ > 0 such that
‖yδ − y − v‖ ≥ κ‖yδ − y‖ (3.3)
for every yδ and every v ∈ {F (x)− y : x ∈ D(F ) ∩D(∂R)}.
8Under Assumption 3.1 we will provide four convergence results: The first one is
based on the source conditions stipulated in Assumption 2.1 while the other three do
not depend on any source conditions.
To derive the convergence under the source conditions given in Assumption 2.1,
we need the following simple fact.
Lemma 3.1 Let Φ be defined by (2.2) with r > 1. There holds
lim
t→0+
[Φ−1(t)]r
t
= 0.
Proof. Let γ = [Φ−1(t)]r/t. Then t = Φ((γt)1/r) which together with the
definition of Φ gives γ = ϕ((γt)1/r). The concavity of ϕ implies that
ϕ(t) ≤ C0t+ C1, ∀t > 0
for some positive constants C0 and C1. Thus γ ≤ C0(γt)1/r + C1 for all t > 0. Since
1 < r <∞, this implies that γ is bounded as t→ 0. Consequently γ = ϕ((γt)1/r)→ 0
as t→ 0. 
Now we are ready to give the convergence result under Assumption 2.1 and
Assumption 3.1.
Theorem 3.2 Let {yδ} be a sequence of noisy data satisfying Assumption 3.1. Let
α∗ ∈ ∆q be determined by (3.2). If x† satisfies Assumption 2.1, then
Dξ†R(x
δ
α∗ , x
†)→ 0 as δ → 0.
Proof. We first show that Θ(α∗, y
δ)→ 0 as δ → 0. By using the estimate (2.4)
and the fact that α∗ is a global minimizer of Θ over ∆q, we have for all α ∈ ∆q that
Θ(α∗, y
δ) ≤ Θ(α, yδ) =
‖F (xδα)− y
δ‖r
α
≤ C
(
‖yδ − y‖r
α
+
[Φ−1(2rα)]r
α
)
.
Since yδ → y, we may choose α := α(δ) ∈ ∆q such that α → 0 and ‖yδ − y‖r/α → 0
as δ → 0. With the help of Lemma 3.1 we obtain Θ(α∗, yδ)→ 0 as δ → 0.
In view of the facts that α∗ ≤ α0 and ‖F (xδα∗)− y
δ‖ ≥ κ‖yδ − y‖ we then obtain
‖F (xδα∗)− y
δ‖r ≤ α0Θ(α∗, y
δ)→ 0 and
κr‖yδ − y‖r
α∗
≤ Θ(α∗, y
δ)→ 0
as δ → 0. It then follows from (2.3) that
Dξ†R(x
δ
α∗ , x
†) ≤ C
(
‖yδ − y‖r
α∗
+ ϕ
(
‖yδ − y‖+ ‖F (xδα∗)− y
δ‖
))
→ 0
as δ → 0. This completes the proof. 
Remark 3.1 For bounded linear operator F with Y being a Hilbert space, a
convergence result was proved in [13] under the source condition ξ† := F ∗w ∈ ∂R(x†)
for some w ∈ Y . Theorem 3.2 improves this result by showing that the convergence
in fact holds under more general source conditions. Furthermore, our proof is much
simpler. This simple argument is achieved via the use of the estimate (2.3) which
enables us to avoid the discussion on the behavior of α∗ as δ → 0.
Next we will provide three convergence results without assuming any source
conditions. For the first one we need the following nonlinearity condition.
9Assumption 3.2 There is a bounded linear operator A : X → Y and 0 ≤ η < 1 such
that
‖F (x)− F (x†)−A(x− x†)‖ ≤ η‖F (x)− F (x†)‖
for all x ∈ Mρ with ρ > R(x†).
Assumption 3.2 does not require F to be Fre´chet differentiable; in case F is Fre´chet
differentiable, we may take A = F ′(x†), where F ′(x†) denotes the Fre´chet derivative
of F at x†. The condition given in Assumption 3.2 is the so-called tangential cone
condition which has been widely used in the analysis of regularization methods for
nonlinear inverse problems; see [6, 15, 17, 19, 21] for instance.
Theorem 3.3 Let F satisfy Assumption 3.2, let x† be an interior point of D(F ) and
let R be continuous at x†. Let {yδ} be a sequence of noisy data satisfying Assumption
3.1 and let α∗ ∈ ∆q be determined by (3.2). Then there exists ξ† ∈ ∂R(x†) such that
Dξ†R(x
δ
α∗ , x
†)→ 0 as δ → 0.
Proof. Let S := {x ∈Mρ : F (x) = y}. Clearly x† ∈ S. By Assumption 3.2 it is
straightforward to show that
S = {x ∈ Mρ : A(x − x
†) = 0}. (3.4)
According to the given conditions on x†, we can show that the normal cone of S at x†
is
NS(x
†) := {ξ ∈ X∗ : 〈ξ, x− x†〉 ≤ 0 ∀x ∈ S} = N (A)⊥. (3.5)
Indeed, since x† is an interior point of D(F ) and R is continuous at x†, we can find
a ball Bγ(x
†) := {x ∈ X : ‖x − x†‖ < γ} of radius γ > 0 such that Bγ(x†) ⊂ Mρ.
Thus, for any x ∈ N (A) we may use (3.4) to conclude ± γx‖x‖+1 +x
† ∈ S. Consequently
ξ ∈ NS(x†) implies that
±
γ
‖x‖+ 1
〈ξ, x〉 ≤ 0
and hence 〈ξ, x〉 = 0 for all x ∈ N (A). This shows that NS(x†) ⊂ N (A)⊥ and
therefore NS(x
†) = N (A)⊥ since the opposite inclusion is obvious.
Since X is reflexive, we have from (3.5) that NS(x
†) = R(A∗). Notice that
x† ∈ argmin
x∈X
{R(x) + ιS(x)},
where ιS denotes the indicator function of S. Since R is continuous at x† ∈ S, from
Moreau-Rockafellar theorem ([25]) on the sum rule of subdifferentials we have
0 ∈ ∂(R+ ιS)(x
†) = ∂R(x†) + ∂ιS(x
†) = ∂R(x†) +NS(x
†)
= ∂R(x†) + R(A∗).
Therefore there exists ξ† ∈ ∂R(x†) such that ξ† ∈ R(A∗). Thus, for any σ > 0 we can
find wσ ∈ Y ∗ such that
‖ξ† −A∗wσ‖ ≤ σ. (3.6)
Now we show that Θ(α∗, y
δ)→ 0 as δ → 0. To this end, we choose α := α(δ) ∈ ∆q
such that α→ 0 and ‖yδ − y‖r/α→ 0 as δ → 0. By using the minimizing property of
xδα we obtain
‖F (xδα)− y
δ‖r + αR(xδα) ≤ ‖y
δ − y‖r + αR(x†). (3.7)
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This implies that
‖F (xδα)− y
δ‖r + αDξ†R(x
δ
α, x
†) ≤ ‖yδ − y‖r − α〈ξ†, xδα − x
†〉
= ‖yδ − y‖r − α〈ξ† −A∗wσ, x
δ
α − x
†〉
− α〈wσ , A(x
δ
α − x
†)〉.
Consequently, by virtue of (3.6) and Assumption 3.2 we have
‖F (xδα)− y
δ‖r + αDξ†R(x
δ
α, x
†) ≤ (1 + η)α‖wσ‖‖F (x
δ
α)− y‖
+ ‖yδ − y‖r + ασ‖xδα − x
†‖.
According to (3.7) we have ‖F (xδα)−y‖ → 0 andR(x
δ
α) ≤ ‖y
δ−y‖r/α+R(x†)→R(x†)
as δ → 0. Thus, by the coercivity of the function x → ‖F (x) − y‖r + R(x) we can
conclude that ‖xδα‖ is bounded and hence ‖x
δ
α − x
†‖ ≤ C0 for some constant C0
independent of δ. Consequently
‖F (xδα)− y
δ‖r ≤ ‖yδ − y‖r + C0ασ + (1 + η)α‖wσ‖‖F (x
δ
α)− y‖.
This implies that
lim sup
δ→0
Θ(α, yδ) ≤ lim
δ→0
(
‖yδ − y‖r
α
+ C0σ + (1 + η)‖wσ‖‖F (x
δ
α)− y‖
)
= C0σ
Because α∗ is a global minimizer of Θ over ∆q, we can obtain
lim sup
δ→0
Θ(α∗, y
δ) ≤ lim sup
δ→0
Θ(α, yδ) ≤ C0σ.
Since σ > 0 can be arbitrarily small and Θ(α∗, y
δ) is nonnegative, we must have
limδ→0Θ(α∗, y
δ) = 0. This together with the facts that α∗ ≤ α0 and ‖F (xδα∗)− y
δ‖ ≥
κ‖yδ − y‖ from Corollary 2.2 shows that
‖F (xδα∗)− y
δ‖ → 0 and
‖yδ − y‖r
α∗
→ 0 as δ → 0. (3.8)
Finally we prove Dξ†R(x
δ
α∗ , x
†)→ 0 as δ → 0. Because of (3.8), we may use (3.7)
to show the boundedness of {R(xδα∗)} and {F (x
δ
α∗)} which together with the coercivity
of x→ ‖F (x)−yδ‖r+R(x) shows the boundedness of {xδα∗}. By taking a subsequence
if necessary, we can conclude that xδα∗ ⇀ xˆ for some xˆ ∈ X as δ → 0. In view of (3.7),
(3.8) and the lower semi-continuity of norms and R we can derive that
0 ≤ ‖F (xˆ)− y‖ ≤ lim
δ→0
‖F (xδα∗)− y
δ‖ = 0
and
R(xˆ) ≤ lim inf
δ→0
R(xδα∗) ≤ lim sup
δ→0
R(xδα∗)
≤ lim
δ→0
(
‖yδ − y‖r
α∗
+R(x†)
)
= R(x†).
Thus F (xˆ) = y. Since x† is an R-minimizing solution of F (x) = y in Mρ, we have
R(xˆ) = R(x†) and hence
lim
δ→0
R(xδα∗ ) = R(x
†).
This together with the fact xδα∗ ⇀ xˆ shows that
lim
δ→0
Dξ†R(x
δ
α∗ , x
†) = lim
δ→0
〈ξ†, x† − xδα∗〉 = 〈ξ
†, x† − xˆ〉.
Since ξ† ∈ N (A)⊥ and xˆ− x† ∈ N (A) we must have limδ→0Dξ†R(x
δ
α∗ , x
†) = 0. The
proof is thus complete. 
11
Remark 3.2 In Theorem 3.3 we obtain the convergence of xδα∗ to x
† in the Bregman
distance. This does not imply the convergence in norm in general. However, from the
proof of Theorem 3.3 it is easily seen that, if x† is the unique R-minimizing solution
of F (x) = y in Mρ, we have actually shown that xδα∗ ⇀ x
† and R(xδα∗) → R(x
†) as
δ → 0. Consequently ‖xδα∗ −x
†‖ → 0 as δ → 0 as long as R admits the Kadec property
in the sense that any sequence {xn} satisfying xn ⇀ xˆ and R(xn)→ R(xˆ) <∞ must
have ‖xn − xˆ‖ → 0 as n→∞.
Remark 3.3 Due to the relation (3.4), one can show under Assumption 3.2 that x† is
the unique R-minimizing solution of F (x) = y in Mρ if R is strictly convex on N (A).
The convergence result given in Theorem 3.3 requires R to be continuous at least
at one point in S. This condition is already very weak. However, there are important
situations for which R is nowhere continuous. The typical examples are the ℓ1-norm
R(x) = ‖x‖ℓ1 in the sequence space ℓ
2 and the total variation
R(x) =
∫
Ω
|∇x| := sup
{∫
Ω
xdivfdµ : f ∈ C10 (Ω,R
d) and ‖f‖L∞ ≤ 1
}
in the function space L2(Ω), where Ω ⊂ Rd is a bounded Lipschitz domain.
Our next two results provide convergence criteria without assuming continuity on
R. The first one requires the linear operator A in Assumption 3.2 to be injective. We
will make use of the ε-subdifferential calculus. For any ε > 0 the set
∂εR(x) := {ξ ∈ X
∗ : R(x¯) ≥ R(x) + 〈ξ, x¯− x〉 − ε for all x¯ ∈ X}
is called the ε-subdifferential of R at x. We have (see [25, Theorem 2.4.4]).
Lemma 3.4 If R : X → (−∞,∞] is a proper, lower semi-continuous, convex function,
then ∂εR(x) 6= ∅ for any x ∈ D(R) and ε > 0.
Theorem 3.5 Let F satisfy Assumption 3.2 with A injective and let x† be the unique
R-minimizing solution of (1.1) in Mρ. Let {yδ} be a sequence of noisy data satisfying
Assumption 3.1 and let α∗ ∈ ∆q be determined by (3.2). Then
xδα∗ ⇀ x
†, R(xδα∗)→R(x
†) and F (xδα∗)→ y
as δ → 0. If, in addition, R admits the Kadec property, then xδα∗ → x
† as δ → 0.
Proof. According to the proof of Theorem 3.3 and Remark 3.2, it suffices to
show that Θ(α∗, y
δ)→ 0 as δ → 0. Since yδ → y, we may choose α := α(δ) ∈ ∆q such
that α→ 0 and ‖yδ − y‖r/α→ 0 as δ → 0. For any ε > 0, we may use Lemma 3.4 to
find an element ξε ∈ ∂εR(x†). By making use of (3.7) we have
‖F (xδα)− y
δ‖r + αDεξεR(x
δ
α, x
†) ≤ ‖yδ − y‖r + αε− α〈ξε, x
δ
α − x
†〉,
where
DεξεR(x
δ
α, x
†) := R(xδα)−R(x
†)− 〈ξε, x
δ
α − x
†〉+ ε
which is nonnegative. Since A is injective, we have X∗ = N (A)⊥ = R(A∗). Thus, for
any σ > 0 we can find wσ ∈ Y ∗ such that ‖ξε −A∗wσ‖ ≤ σ. Therefore
‖F (xδα)− y
δ‖r ≤ ‖yδ − y‖r + αε− α〈ξε −A
∗wσ, x
δ
α − x
†〉 − α〈wσ , A(x
δ
α − x
†)〉
≤ ‖yδ − y‖r + αε+ ασ‖xδα − x
†‖+ α‖wσ‖‖A(x
δ
α − x
†)‖.
As in the proof of Theorem 3.3 we can find a universal constant C such that
‖F (xδα)− y
δ‖r ≤ ‖yδ − y‖r + αε+ Cασ + Cα‖wσ‖‖F (x
δ
α)− y‖.
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Using the choice of α we have ‖F (xδα)− y‖ → 0 and thus
lim sup
δ→0
Θ(α∗, y
δ) ≤ lim sup
δ→0
Θ(α, yδ) ≤ ε+ Cσ.
Since σ > 0 and ε > 0 can be arbitrarily small, we therefore obtain Θ(α∗, y
δ) → 0 as
δ → 0. 
Finally we give a convergence result which use neither the continuity of R nor the
injectivity of the linearized operator of F at x†. However, we need to restrict to the
situation that Y is a Hilbert space and r = 2 in the formulation of (3.1). We will use
xα to denote a minimizer of (3.1) with y
δ replaced by y, i.e.
xα ∈ arg min
x∈D(F )
{
‖F (x)− y‖2 + αR(x)
}
.
We will assume that F is Fre´chet differentiable and satisfies the following nonlinearity
condition.
Assumption 3.3 There exist ρ > R(x†) and κ ≥ 0 such that
‖F (x¯)− F (x)− F ′(x)(x¯ − x)‖ ≤ κ[DξR(x¯, x)]
1/2‖F (x¯)− F (x)‖
for all x¯, x ∈Mρ and ξ ∈ ∂R(x).
Assumption 3.3 has been used in the work of regularization theory for nonlinear
ill-posed inverse problems in Banach spaces, see for instance [11, 17] and the references
therein. When R is 2-convex in the sense that there is a constant C0 such that
‖x¯− x‖2 ≤ C0DξR(x¯, x)
for all x¯, x ∈ D(R) and ξ ∈ ∂R(x), Assumption 3.3 holds if there is a constant κ ≥ 0
such that
‖F (x¯)− F (x)− F ′(x)(x¯ − x)‖ ≤ κ‖x¯− x‖‖F (x¯)− F (x)‖
for all x¯, x ∈Mρ, which is a slightly strengthened version of Assumption 3.2.
Lemma 3.6 Let F be Fre´chet differentiable and satisfy Assumption 3.3. Assume that
xδα, xα ∈Mρ and Mρ is contained in the interior of D(F ). Then
‖F (xδα)− y
δ + y − F (xα)‖
2 + 2α
(
1−
4κ2‖F (xα)− y‖2
α
)
DξαR(x
δ
α, xα) ≤ 3‖y
δ − y‖2,
where ξα :=
2
αF
′(xα)
∗(y − F (xα)) ∈ ∂R(xα).
Proof. Since xα ∈ Mρ is an interior point of D(F ), the first order optimality
condition shows that ξα ∈ ∂R(xα). By the minimizing property of xδα we have
‖F (xδα)− y
δ‖2 + αR(xδα) ≤ ‖F (xα)− y
δ‖2 + αR(xα)
which, after rearrangement, gives
‖F (xδα)− y
δ + y − F (xα)‖
2 + αDξαR(x
δ
α, xα)
≤ ‖y − yδ‖2 + 2〈y − F (xα), F (x
δ
α)− F (xα)〉 − α〈ξα, x
δ
α − xα〉
= ‖yδ − y‖2 + 2〈y − F (xα), F (x
δ
α)− F (xα)− F
′(xα)(x
δ
α − xα)〉.
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By making use of Assumption 3.3 and the Cauchy-Schwarz inequality we obtain
‖F (xδα)− y
δ + y − F (xα)‖
2 + αDξαR(x
δ
α, xα)
≤ ‖yδ − y‖2 + 2κ‖y − F (xα)‖[DξαR(x
δ
α, xα)]
1/2‖F (xδα)− F (xα)‖
≤ ‖yδ − y‖2 +
1
4
‖F (xδα)− F (xα)‖
2 + 4κ2‖y − F (xα)‖
2DξαR(x
δ
α, xα)
≤
3
2
‖yδ − y‖2 +
1
2
‖F (xδα)− y
δ + y − F (xα)‖
2
+4κ2‖y − F (xα)‖
2DξαR(x
δ
α, xα).
This shows the desired inequality. 
Lemma 3.7 There holds ‖F (xα)− y‖2/α→ 0 as α→ 0.
Proof. Let x† denote an R-minimizing solution of (1.1). By repeating the
argument in the last part of the proof of Theorem 3.3, we can obtain R(xα)→R(x†)
as α→ 0. This fact, together with the inequality
‖F (xα)− y‖
2 + αR(xα) ≤ αR(x
†) (3.9)
obtained from the minimizing property of xα, shows that ‖F (xα) − y‖2/α → 0 as
α→ 0. 
Theorem 3.8 Let Y be a Hilbert space and r = 2. Assume that F is Fre´chet
differentiable and satisfies Assumption 3.3. Assume also that x† is the unique R-
minimizing solution of (1.1) in Mρ and Mρ is contained in the interior of D(F ). Let
{yδ} be a sequence of noisy data satisfying Assumption 3.1. Then for the parameter
α∗ ∈ ∆q determined by (3.2) there hold
xδα∗ ⇀ x
†, R(xδα∗)→R(x
†) and F (xδα∗)→ y
as δ → 0. If, in addition, R admits the Kadec property, then xδα∗ → x
† as δ → 0.
Proof. We choose α := α(δ) ∈ ∆q such that α → 0 and ‖yδ − y‖2/α → 0 as
δ → 0. The minimizing property of xδα and xα shows that
R(xδα) ≤
‖yδ − y‖2
α
+R(x†) and R(xα) ≤ R(x
†)
which then imply that xδα, xα ∈ Mρ for small δ > 0. Furthermore, from Lemma 3.7
it follows that ‖F (xα)− y‖2/α → 0 as δ → 0. Thus we may use Lemma 3.6 to derive
that
‖F (xδα)− y
δ + y − F (xα)‖
2 ≤ 3‖yδ − y‖2
for small δ > 0. Consequently
Θ(α, yδ) ≤
2‖F (xδα)− y
δ + y − F (xα)‖2
α
+
2‖F (xα)− y‖2
α
≤
6‖yδ − y‖2
α
+
2‖F (xα)− y‖2
α
→ 0
as δ → 0. Since α∗ is a global minimizer of Θ over ∆q, we obtain Θ(α∗, yδ) ≤
Θ(α, yδ) → 0 as δ → 0 which, together with the facts α∗ ≤ α0 and ‖F (xδα∗) − y
δ‖ ≥
κ‖yδ − y‖, shows that
‖F (xδα∗)− y
δ‖ → 0 and
‖yδ − y‖2
α∗
→ 0 as δ → 0.
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Now we can repeat the argument in the last part of the proof of Theorem 3.3 to com-
plete the proof. 
Remark 3.4 Under the conditions in Theorem 3.8 with X = ℓ2 and R(x) = ‖x‖ℓ1 , we
have xδα∗ ⇀ x
† in ℓ2 and ‖xδα∗‖ℓ1 → ‖x
†‖ℓ1 as δ → 0. In view of the Kadec property of
R shown in [2, Lemma 4.3] we obtain ‖xδα∗ − x
†‖ℓ2 → 0 as δ → 0. By using [5, Lemma
2] we can even obtain the stronger result ‖xδα∗ − x
†‖ℓ1 → 0 as δ → 0.
4. Numerical results
In this section we will provide numerical examples to test the performance of the
variational regularization (1.2) when the regularization parameter α > 0 is chosen by
Rule 1.1. In the following computation all the minimization problems are solved by a
gradient descent method.
Example 4.1 We consider the linear integral equation of the form
(Fx)(s) :=
∫ 1
0
k(s, t)x(t)dt = y(s) on [0, 1],
where
k(s, t) =
{
40s(1− t) if s ≤ t,
40t(1− s) if t < s.
Assume that the sought solution is x†(t) = 4t(1 − t) + sin(2πt) and the exact data
y := Fx† is corrupted by impulsive noise so that we have the noisy data y˜ as shown in
Figure 1 (a). In order to use y˜ to reconstruct x† we use the variational regularization
(1.2) with X = L2[0, 1], Y = Lr[0, 1] with r = 1.01 and R(x) = ‖x‖2L2. We choose the
regularization parameter α by Rule 1.1 with α0 = 1 and q = 0.95. The relation between
Θ(α, y˜) and α is plotted in Figure 1 (b) and the reconstruction result is shown in Figure
1 (c). As comparison we also consider the choice of the regularization parameter by
the discrepancy principle which chooses α to be the largest number in ∆q satisfying
‖F x˜α− y˜‖Lr ≤ τδ, where δ = ‖y˜− y‖Lr is the noise level and τ > 0 is a given number.
In Figure 1 (d), (e) and (f) we plot the reconstruction results for τ = 1.01, τ = 1.615
and τ = 0.996 respectively; these three choices of τ correspond the proper estimation,
overestimation and underestimation of the noise level. From Figure 1 it can be seen
that Rule 1.1 gives satisfactory reconstruction result although no information on noise
level is used. The discrepancy principle can give better result if accurate information
on noise level is used; however, it can give much worse result if the noise level is
overestimated or underestimated. In particular, it can produce very oscillatory result
if an underestimated noise level is used.
Example 4.2 We next consider the estimation of the coefficient c in the boundary
value problem {
−u′′ + cu = f in (0, 1)
u(0) = g0, u(1) = g1
(4.1)
from the measurement of the state variable u, where g0, g1 and f ∈ H−1[0, 1] are given.
It is well known that (4.1) has a unique solution u := u(c) ∈ H1[0, 1] for each c in the
domain
D := {c ∈ L2[0, 1] : ‖c− cˆ‖L2 ≤ γ for some cˆ ≥ 0 a.e.}
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Figure 1. (a) noisy data with outliers; (b) Θ(α, y˜) versus α; (c) reconstruction
result by Rule 1.1; (d), (e) and (f) are reconstruction results by the discrepancy
principle with τ = 1.01, 1.615 and 0.996
with some γ > 0. We consider the problem of identifying c ∈ L2[0, 1] from an L2[0, 1]-
measurement u˜ of u. By taking X = Y = L2[0, 1], this inverse problem reduces
to solving (1.1) with the nonlinear operator F : D ⊂ L2[0, 1] → L2[0, 1] defined as
F (c) := u(c). It is easy to show that F is Fre´chet differentiable, and the Fre´chet
derivative and its adjoint are given by
F ′(c)h = A(c)−1(hu(c)), F ′(c)∗w = −u(c)A(c)−1w,
where A(c) : H2 ∩H10 → L
2 is defined by A(c)u = −u′′ + cu. We will reconstruct the
sought coefficient c† using (1.2) with r = 2 and various choices of R according to the
available a priori information on c†. In all the examples we use g0 = 1, g1 = 6 and
f(t) = 100 exp(−10(t− 0.5)2). In our numerical computation, all differential equations
are solved approximately by the finite difference method by dividing the interval [0, 1]
into N = 400 subintervals of equal length.
In Figure 2 we report the computational result of Rule 1.1 with α0 = 0.005 and
q = 0.8 when the sought solution is c† = sin(πt) + sin(4πt) + 2t3(1 − t) + t which is
smooth. Assuming that the data is corrupted by Gaussian noise with ‖u˜−u‖L2[0,1] = δ
and δ = 0.0025, we reconstruct the sought solution by using (1.2) with two choices
of R, i.e. R1(c) = ‖c‖2L2 and R2(c) = ‖c − c0‖
2
L2 with c0(t) = t. According to [4]
we have ∂R2(c†) ∩ R(F ′(c†)∗) 6= ∅ and this does not hold for R1. In view of the a
posteriori error estimates given in Corollary 2.2 we expect that (1.2) with R = R2
can give better reconstruction result than R = R1. This is confirmed by the plots in
Figure 2 which also shows that reasonable reconstruction results can be obtained even
though the source condition (1.3) does not hold.
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Figure 2. (a) reconstruction result using R1; (b) Θ(α, u˜) versus α corresponding
to R = R1; (c) reconstruction result using R2; (d) Θ(α, u˜) versus α corresponding
to R = R2.
Next we consider the reconstruction performance when the sought coefficient is
piecewise constant. The sought solution is plotted in Figure 3 (a). Assuming that
the data is corrupted by Gaussian noise with ‖u˜ − u‖L2[0,1] = δ and δ = 0.001, we
reconstruct the sought solution by using (1.2) with R(c) =
∫
[0,1] |Dc|+ µ‖c‖
2
L2[0,1] and
µ = 0.001 in which the regularization parameter is chosen by Rule 1.1 with α0 = 0.001
and q = 0.8. Figure 3 (a) and (b) plot the reconstruction result and the curve of
Θ(α, u˜) versus α respectively. The reconstruction coincides with the sought solution
very well.
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