Abstract. We study the fundamental group of one-dimensional spaces. Among the results we prove are that the fundamental group of a second countable, connected, locally path connected, one-dimensional metric space is free if and only if it is countable if and only if the space has a universal cover and that the fundamental group of a compact, one-dimensional, connected metric space embeds in an inverse limit of finitely generated free groups. 
1

introduction
This paper is the last in a series of three. The first paper in the series [CC1] , gives a combinatorial description of the Hawaiian earring group, introduced the notion of big free groups as a generalization of both finite rank free groups and the Hawaiian earring group and studies their group theoretic properties.
In the second paper, [CC2] , we introduce the big fundamental group of a topological space. This group is similar to the standard fundamental group, but rather than being based on maps of the unit interval into a given space, the big fundamental group is based on maps of big intervals (compact totally ordered connected spaces). We then define spaces known as the big Hawaiian earrings, and prove that the big fundamental group of a big Hawaiian earring is a big free group.
The current paper studies the fundamental groups of one-dimensional spaces. For example, we prove there that the fundamental group of a second countable, connected, locally path connected, one-dimensional metric space is free if and only if it is countable if and only if the space has a universal cover, and we prove that the fundamental group of a compact, one-dimensional, connected metric space embeds in an inverse limit of finitely generated free groups and thus is locally free, residually free, and residually finite.
The notion of the fundamental group of a space first appeared when Poincaré first used it to construct the first example of a space whose homology was that of a 3-sphere and yet was not a 3-sphere. Since then the fundamental group has been used as a standard tool in many branches of topology, geometry, and analysis. Among the tools for calculating the fundamental group are covering spaces, the Seifert-van Kampen theorem and the theory of nerves of covers. However these tools were designed to study spaces whose local homotopy structure is uncomplicated. For instance, the theory of covering spaces can only be used to its full potential on spaces which are semilocally simplyconnected and useful information can be obtained from the SeifertVan Kampen theorem or nerve theory when applied to spaces which admit an open cover satisfying strong intersection conditions. While many of the spaces which topologists study, such as manifolds, simplicial complexes and CW-complexes, are locally trivial with respect to homotopy, there are many examples of interesting spaces which are much more complicated. In this article we concentrate our interest on one-dimensional spaces (but from time to time consider general metric spaces). The basic principle we wish to illustrate is that those spaces admitting universal covers have relatively small, well-understood fundamental groups whereas those spaces not admitting universal covers have large, ill-understood fundamental groups. To bring the issue into focus we mention the following elementary lemma which appears in the last section of this paper.
Lemma 7.3. If X is a one-dimensional metric space which is connected, locally path connected and semilocally simply-connected (equivalently if X admits a universal covering space) then π(X) is a free group.
However, general one-dimensional metric spaces have a much more complicated homotopy structure. Consider, for instance, the Hawaiian earring, which is defined to be the union of planar circles of radius 1/n, for n ∈ N, tangent to the x-axis, and passing through the origin. It is an interesting and somewhat surprising fact that the fundamental group of this relatively simple compact one-dimensional space is not a free group, and, incidentally, is not countable (see [CC1] ). Even more complicated are the fundamental groups of the Sierpinski and Menger curves. These are spaces are important topologically, but not wellunderstood homotopically. In this paper we study the fundamental groups of one-dimensional metric spaces and peripherally the fundamental groups of metric spaces in general.
We will focus our attention on second countable spaces since the structure of "larger" spaces is more readily understood using other tools such as the "big fundamental group" (see [CC2] for details), so we make the convention that all spaces discussed in this paper will be second countable unless otherwise noted. One obvious question to ask about one-dimensional spaces is under what conditions are their fundamental groups free. We will show that a one-dimensional metric space has a free fundamental if and only if its fundamental group is countable, if and only if it has a universal cover. We will also show that the fundamental group of a one-dimensional space embeds in an inverse limit of free groups, and thus is locally free, residually free and residually finite. The main tools which we use are Theorem 4.4, and the theory of nerves of covers. The study of the relationships between fundamental groups and nerves is particularly relevant to the study of one-dimensional spaces since one-dimensionality is a property of nerves and is, in fact, defined as such. Rudiments of such a theory appear in the last section Section 7 and will be referred to as needed. Theorem 4.4 shows that if X is a first countable space, and x ∈ X then any countable factor group, L of π (X, x) has the property that the images, in L, of the homotopy groups of descending chains of open neighborhoods of x is Artinian (i.e. any descending sequence is eventually constant). It also shows that the limit is trivial in the case where L is Abelian with no infinitely divisible elements.
To understand the homotopy groups of spaces which are not semilocally simply-connected one must realize that in such spaces the fundamental group enjoys an infinite product structure. As an example consider the Hawaiian earring, H, and a loop which traverses all of the circles which comprise H. This homotopy class of this loop can be considered as the infinite product of the homotopy classes of the circles in question. Definition 4.1 and Lemma 4.2 will make this notion more rigorous.
Historically there have been a number of papers along these lines. Curtis and Fort have a series of papers [CF1, CF2, CF3] which explore the homotopy and homology groups of one-dimensional spaces and Fort has a paper [F] which studies mappings of S 1 into one-dimensional spaces. In [CF1] , Curtis and Fort prove the compact case of our Theorem 5.9. Our Theorem 5.11 can be proven using results from [CF3] and our Corollary 3.5. Other papers in this general area we are aware of are a preprint of A. Zastrow [Z] , where it is argued that all subsets of R 2 are "K(π, 1)", and a preprint of W. Bogley and A. Sieradski in which they study one-dimensional metric cell complexes in which one-cells can limit on zero-cells.
This article has the following structure. In Section 2 we give examples of one-dimensional spaces with interesting fundamental groups. In Section 3, we give an introduction to the homotopy theory of paths in one-dimensional spaces. This includes proving the existence of normal forms and the injectivity of homomorphisms between fundamental groups one-dimensional spaces induced embeddings. In Section 4 we rigorously define the notion of infinite multiplication in fundamental groups and prove Theorem 4.4. In Section 5 we prove a number of results including Theorem 5.11. If X is a compact, one-dimensional, connected metric space, and x 0 ∈ X, then π 1 (X, x 0 ) embeds in an inverse limit of finitely generated free groups and thus is locally free, residually free, and residually finite.
We also introduce the notion of as space being homotopically Hausdorff. This key property allows us to effectively study one-dimensional spaces, but is also enjoyed by many locally simple spaces such as manifolds and CW-complexes. A space X is homotopically Hausdorff if given any point, x 0 in X and any nontrivial homotopy class c in π(X, x 0 ) there is a neighborhood U of x 0 which contains no representative for c. We prove the following results: In Section 6 we study the relationships between infinite multiplication and abelianizations. A topological classification of the elements of the commutator subgroup of a one-dimensional space is given. This classification analogous to a classification of the elements of the commutator subgroup of finite rank free groups and the Hawaiian earring group which we discuss in [CC1] . We also define the strong abelianization of the fundamental group of a space and discuss some if its properties. We conclude this section by showing that the fundamental group of a connected, locally path connected, separable metric space contains a subgroup C so that C has countable image in the abelianization ( or equivalently homology) and that dividing by C leaves a group which becomes trivial by twice factoring out all infinitely divisible elements.
In Section 7 we prove results relating covering spaces to the theory of nerves. We have already mentioned Lemma 7.3. These results also tell us that spaces which are locally well-behaved have covering nerves which have fundamental groups which are isomorphic to that of the space. They also give us information about the size of the fundamental group of a "well-behaved" space. For instance Lemma 7.6. If X is a connected, locally path connected, second countable metric space which is locally trivial with respect to f : π(X) −→ K then f (π(X)) is countable, and furthermore is finitely generated if X is compact.
Examples of one-dimensional spaces and their fundamental groups
Example 2.0.1 (The Hawaiian earring). The Hawaiian Earring, H, is defined to be the subspace of R 2 consisting of the union of planar circles c i of radius 1/i, tangent to the x-axis at the origin for i ∈ N.
Figure 1. Hawaiian Earring
This space is well-known to have interesting properties, in particular it is compact, but its fundamental group is uncountable. Also it is one dimensional, but its fundamental group is not free. See [CC1] for details. Later in the current article (Theorem 5.9) we will show that any second countable, one-dimensional, locally path connected space has a fundamental group which is either countable and free or uncountable and not free. In [CC1] we show that the Hawaiian Earring group, π(H) is not free by proving that each of its free factor groups have finite rank. In this article, Theorem 5.1 proves this result for general compact locally path connected metric spaces. In [CC1] we give a combinatorial description of the Hawaiian Earring group as a big free group in the sense that its elements are infinite words and its cancellations are also bigger than those in a standard free group. Example 2.0.2 (The doubled cone over the Hawaiian earring). Consider C = H × [0, 1]/H × {1}, the cone over the Hawaiian Earring. Let c 0 , the basepoint of C, be the point ((0, 0), 0). Then the doubled cone over the Hawaiian earring is the space D = C ∨ c 0 C, in other words two copies of the cone C glued together at the basepoint.
The following results are from [CC1] . Note that C is contractible. However D is not contractible since its fundamental group is uncountable! If we were to attach the two copies of c 0 with an arc rather than Figure 2 . The doubled cone over the Hawaiian earring identifying them, the resulting space would be contractible. D is particularly misbehaved since there is one loop (namely going around the first copy of c 1 then the second, then the first copy of c 2 then the second, etc) which is homotopic into any neighborhood of the basepoint and yet is not nullhomotopic. Thus this space is not homotopically Hausdorff. An easy application of Theorem 4.4 shows that the fundamental group of D has no nontrivial countable free abelian factor groups and thus this group cannot embed in an inverse limit of finite rank free groups.
Example 2.0.3 (The Sierpinski and Menger Curves). In some senses the Sierpinski curve and Menger curve are generic one dimensional continua, and so their fundamental groups are good candidates for study. Applying Theorem 5.1, and Theorem 5.9 we know quite a bit about the Sierpinski and Menger curve groups. In particular, they are uncountable, not free, and each of their free factor groups has finite rank. Theorem 5.10 classifies their countable factor groups in as being in one-to-one correspondence with their covering spaces. However unlike the Hawaiian Earring group these groups have no known combinatorial (word) structure and so, in a combinatorial sense, are not at all well-understood. Map (v, w) to a path in X which connects σ(v) and σ(w) and has diameter no more than twice the infimum of all possible diameters of paths in X from σ(v) to σ(w). Define r : Y → X by r | X = id and r | Y \ X = σ • ρ. We Leave to the reader the proof that r is continuous. We can modify f so that no point preimage of f separates E 2 ⊃ B 2 . Indeed, we may order those components C α of point preimages which separate E 2 so that C α < C β if C α lies in a bounded complementary domain of C β . It is easy to prove that every C α either is maximal or lies in a bounded complementary domain of a maximal element. For each maximal element C α , map C α and all of its bounded complementary domains to the same point to which C α was originally mapped.
We now let G denote the collection of components of point preimages of f . We extend G to all of E 2 by adding in the individual points of E 2 \ B 2 . Then G, as so extended, forms a cellular, upper-
and each point preimage of f is totally disconnected. Hence f cannot lower dimension by Theorem VI.7 of Hurewicz and Wallman, [HW] . Since the image of D is one dimensional, it follows that D is one dimensional.
We conclude that D = π(S 1 ), which lies in D , is a compact, locally connected, one-dimensional planar continuum. Since D does not separate E 2 , D can also not separate E 2 . We conclude that D is a planar dendrite, as required. The map f clearly factors through the
One can analyze the structure of D completely in terms of the geometry of the decomposition
3.3. One-dimensional Relators.
Definition 3.8. We say that a nonconstant loop f : 
also such an open set. In order to see this, we must show that, if I is a component of G, then f | I defines a nullhomotopic loop. Each compact subset of I is covered by some single
There are three cases to consider:
Case 1: I = I α i for some i. Then I is nullhomotopic as required.
Case 2: I shares one end, say the first point, with some I α i , say with
. . have the same image under f , and each of the loops
. . is nullhomotopic. Shrinking each in its own image yields a shrinking of the loop f | I.
Case 3: I = [α, β], with α < α i and β i < β for every i.
Shrinking each of these loops in its own image results in a nullhomotopy of I.
We conclude that each chain {G α | α ∈ A} has an upper bound. Thus by Zorn's lemma, there is a maximal element G.
Taking a maximal element G, we homotop f on each component of G to the constant map at the ends of that interval. If we perform the homotopies always within the original image of the closed interval, then all of these homotopies together form a homotopy of f . Let f denote the new map.
We claim that, if G is maximal, then no two components of G have a common endpoint in S 1 \ {1}. For otherwise, those two components could be joined into a single component, thereby enlarging G. Consequently, G defines a monotone decomposition G of S 1 whose elements are the closures of the components of G. If two of these closed components intersect at 1, they are to be joined into a single interval. The decomposition is still monotone. The decomposition space is still a circle since f is not nullhomotopic. Let π :
Uniqueness: If g 1 and g 2 are two such maps, then
2 is nullhomotopic. Let D be a dendrite through which g 1 g −1 2 factors. It must be an arc reparameterizing g 1 to g 2 , for otherwise one finds an unallowable cancellation in either g 1 or g 2 .
3.4. Is there tree-like object that might be considered the topological Cayley graph of the fundamental group? There is certainly a candidate for the point set of such a space. For each reduced loop, one takes an (ordered) interval [0, 2π] with each point labeled by its image in X. For two such reduced loops, one identifies the largest initial segments that, after possible reparameterization, are identical.
Infinite Multiplication in fundamental groups
Definition 4.1 (Continuous representative, Legal product). If X is a topological space, x 0 ∈ X, B is a countable ordered set and {p β } β∈B is a set of closed paths in X based at x 0 then we say the path p is a continuous representative of β∈B p β if there are subintervals {I β } β∈B of I with disjoint interiors whose natural order agrees with that of B and which are dense in I so that p | I β is equal to p β up to reparameterization. We say that β∈B p β is a legal product if it has a continuous representative.
We leave the proof of the following elementary lemma to the reader. 
Definition 4.3 (Infinitely Divisible
). An element h of a group H is said to be infinitely divisible if there are infinitely many integers e and corresponding nonidentity elements h e of H so that (h e ) e = h. The subgroup of H generated by infinitely divisible elements is normal. A group with no infinitely divisible elements is torsion-free. 
If L is countable abelian with no infinitely divisible elements then
Proof. Let G = π(X, x 0 ). Since we may replace L by the image of f , we will assume f is surjective. To prove the first part of the result we will proceed using a diagonalization argument. By way of contradiction,
is greater than j + 1. Also, since L is countable, we may enumerate its elements in a sequence (l i ) ∞ i=0 , and denote by the subscript of an element of L its position in this sequence.
We will construct a sequence of elements, (k j ) ∞ j=0 , in G such that each k j lies in G i j and so that the legal products
satisfy the condition that every element of the coset f (w j )f (G i j+1 ) has subscript greater than j.
Deferring the construction for a moment, we complete the argument by pointing out that
is a legal product in G and that f (w) is an element of f (w j )f (G i j+1 ) for every j and thus has subscript larger than j for every natural number j, yielding a contradiction.
Choose k 0 = 1 L . If k j−1 (and thus also w j−1 ) has been defined, we define k j as follows.
Since there only j + 1 elements in L with subscript at most j + 1, at least one of the cosets f (w j−1 r s )f (G i j+1 ) contains no element whose subscript is less than j + 2. Choose k j = r s .
We now proceed to prove the second part of the result. Suppose
By Lemma 4.2, for each n, i ∈ N we may choose elements w n,i of G i which satisfy the following conditions,
. . .
However, L has no infinitely divisible elements. It follows that (n − 1) · f (w n,1 ) + a = 0 L for all n. Therefore a = (1 − n) · f (w n,1 ) for all n and thus a = 0 L . The third part of the lemma follows immediately from the first two. 
If π(X) is free abelian then X has a universal cover.
Proof. We begin by proving 2. We note that if π(X) has a free factor group of infinite rank then there is a surjective homomorphism f : π(x) −→ A, where A is an countably infinite rank free abelian group. Thus it suffices to prove that any free abelian factor group of π(X) has finite rank. Since A is free abelian, it contains no infinitely divisible elements.
Fix x ∈ X, let U 1 ⊇ U 2 ⊇ · · · be a path connected countable local basis for X at x, and G i be the image of the natural map of π(
there is an open neighborhood U x of x such that the image of the natural map from π(U x ) to π(X) induced by inclusion lies in the kernel of f . Applying Lemma 7.6 we get that f (π(X)) is finitely generated.
We will now use 2. to prove 1. As above, suppose fix x ∈ X, let U 1 ⊇ U 2 ⊇ · · · be a path connected local basis for X at x, and G i be the image of the natural map of π(U i , x) into π(X, x), and suppose there is a surjective homomorphism f : π(x) −→ A, where A is a free abelian group.
Suppose f (G i ) has infinite rank for all i. We will now define a continuous map from the Hawaiian Earring, H, to X. Map the basepoint of the Hawaiian Earring to x. Since each f (G i ) has infinite rank, we can find a sequence l i of homotopy classes in π(X) so that each l i lies in G i and that the set of elements {f (l i )} of A form a basis for a countable rank free abelian subgroup of A. Recall that H is comprised of the union of planar circles c i of radius 1/i each tangent to the x-axis at the origin. Map each circle c i in H to a closed curve in U i based at x and which represents l i . Note that map P : H −→ X we have just constructed is continuous, since any open neighborhood of x contains the images of all but finitely many of the c i . Now we have a map f • P * from the Hawaiian Earring group to A whose image is free abelian of countably infinite rank. Since this is impossible by 2., we see that there is an i ∈ N such that f (G j ) has finite rank for all j > i.
We notice that the composition of f with the map from π(U i ) to π(X) induced by inclusion is a map h : π(U i ) −→ f (G i ) from π(U i ) to the countable free abelian group f (G i ). Applying Theorem 4.4 to the map h, we see that f (G j ) must be trivial for some j > i.
Thus for each x ∈ X there is an open neighborhood U x of x such that the image of the natural map from π(U x ) to π(X) induced by inclusion lies in the kernel of f . Applying Lemma 7.6 we get that f (π(X)) is countable.
Finally we prove 3. If π(X) is free abelian, we can choose f as above to be the identity map on π(X). By the above argument, X is semilocally simply connected, and thus (see, for instance, [M] ) has a universal cover.
Definition 5.2 (Homotopically Hausdorff). We say that the topological space X is homotopically Hausdorff at the point x 0 ∈ X if for every g ∈ π(X, x 0 ) − {1} there is an open neighborhood of x 0 which contains no path representing g. We say that X is homotopically Hausdorff if X is homotopically Hausdorff at x 0 for every x 0 ∈ X.
The moniker homotopically Hausdorff is motivated by the fact that the space of homotopy classes of based paths Ω(X, x 0 ) of a space X based at x 0 ∈ X is Hausdorff if and only if X is homotopically Hausdorff.
Remark 5.2.1. It is immediate that standard "locally well-behaved" spaces such as manifolds and CW-complexes are homotopically Hausdorff as well as are all other semilocally simply-connected spaces (i.e. spaces with universal covers). In [CL] it is shown that planar sets are homotopically Hausdorff.
If the following conjecture were true it would allow us to remove the homotopically Hausdorff hypotheses from Lemma 5.6 ,Corollary 5.7, and Theorem 5.10.
Conjecture 5.2.2. The fundamental group of a connected, locally path connected space which is not homotopically Hausdorff is uncountable.
The following lemma follows immediately from Theorem 3.7 and Theorem 3.9. Proof. Let x ∈ X, let f : π(X, x) −→ π(X, x) be the identity homomorphism, U 1 ⊇ U 2 ⊇ · · · be a countable local basis for X at x 0 , and G i be the image of the natural map of π(U i , x) into π(X, x). Since π(X, x) is countable we may apply Theorem 4.4 to get that the sequence
Since X is homotopically Hausdorff, p j = {1}. Allowing x to vary over all points of X we see that X is semilocally simply connected and thus has a universal cover. Proof. We will first show that if π(X) is countable then X has a universal cover. We will then show if X has a universal cover it follows that π(X) is countable.
be a path connected countable local basis for X at x, and G i be the image of the natural map of π( (X, x) be the identity map. By Theorem 4.4 the sequence
such that the natural map from π(U x ) to π(X) induced by inclusion is trivial, in other words X is semilocally simply connected. We recall [M] that a locally path connected space is semilocally simply connected if and only if it has a universal cover.
Now if X has a universal cover, X must be semilocally simply connected and so by choosing f : π(X, x) −→ L = π(X, x) to be the identity map we may apply Lemma 7.6 we get that π(X) is countable.
Corollary 5.7. If X is a compact, connected, locally path connected , metric space which is homotopically Hausdorff then the following are equivalent:
1. π(X) is countable 2. π(X) is finitely generated 3. π(X) is finitely presented 4. X has a universal cover.
Proof. The proof follows from the proof of the above lemma except that one applies Lemma 7.7 in this case to learn that π(X) is finitely presented.
The following is a restatement of Lemma 7.7, but we include it here for completeness. 
(X). Furthermore, if X is compact then the normal covering spaces of X are in one-to-one correspondence with the finitely generated factor groups of π(X).
Proof. Suppose K is normal subgroup of π(X) having countable index. As in the above proofs we use Theorem 4.4 to construct a cover of X so that each point x ∈ X is contained in an element, U x , of the cover so that the inclusion map i : π(U x , x) −→ π(X, x)/K is trivial. Applying Lemma 7.8, we obtain that X admits a normal covering space ( X, p) such that p * (π( X)) = K. Now suppose that X admits a normal covering space ( X, p) such that p * (π( X)) = K. Then by Lemma 7.8, X is locally trivial (see the definition of locally trivial preceding Lemma 7.6) with respect to π(X)/K. By Lemma 7.6, π(X)/K is countable, and is finitely generated in the case that X is compact.
5.2.
Fundamental groups of one-dimensional spaces are locally free and residually finite. The goal of this section is to prove the following theorem.
Theorem 5.11. Let X be a compact, one-dimensional, connected metric space, and x 0 ∈ X. Then π 1 (X, x 0 ) embeds in an inverse limit of finitely generated free groups and thus is locally free, residually free, and residually finite.
This result also follows from Corollary 3.5 and results in [CF3] since, in that paper, Curtis and Fort prove that the fundamental group of the Menger Curve can be embedded in an inverse limit of free groups. Recently, Eda and Kawamura have offered another proof of this result in [EK] . We include our proof because of its relative shortness and because we hope that similar constructions will lead to other results.
Proof of Theorem 5.11. By standard dimension theory, X embeds in three-dimensional Euclidean space as the intersection of handlebodies Figure 3 . We have an obvious commutative diagram of groups and homomorphisms induced by inclusions:
Our task is to show that φ has trivial kernel. That is, if f : S 1 → X is a loop in X based at x 0 , and if φ n ([f ]) = 1 for each n (that is, f is nullhomotopic in each H n ), then we must show that f is nullhomotopic in X. The difficulty is, of course, that the hypothesized shrinkings of f in the various H n need not be closely related.
We take a first step toward making the problem combinatorial by fixing n and choosing disjoint arcs A 1 (n), . . . , A k(n) (n) in S 1 having the following properties.
(3) Each arc A i (n) has image f (A i (n)) which lies in the interior of a 1-handle of H n .
(4) The inverse in S 1 of the union of the belt disks of H n lies in the union of the interiors of the arcs A i (n). As the second step, we take a disk F : B 2 → H n bounded by f and move F slightly near the belt disks of H n so that F is in general position with respect to those belt disks. The inverse image under F of the union of the belt disks of H n will then be a family B 1 (F ), . . . , B (F ) (F ) of disjoint spanning arcs of B 2 joining various points of the union
There are a number of important properties satisfied by the arcs B 1 (F ), . . . , B (F ) (F ) .
The first involves the flexibility with which F can be chosen: we can require that F (F ) ) which lies in a single belt disk of H n+k , hence has image of diameter less than 1/(n + k). The second important property is a separation property in B 2 .
(6) separating distant points by individual arcs: Let x, y ∈ S 1 be such that f (x) and f (y) are far enough apart in H n to be separated from one another by the 1-handles of H n containing neither f (x) nor f (y). Then there is an arc B i (F ) whose image lies in a 1-handle containing neither f (x) nor f (y) such that B i (F ) separates x from y in B 2 .
Proof of (6). Let B be the union of those arcs B i (F ) whose images lie in a 1-handle missing f (x) and f (y). If A is any arc in B
2 from x to y, then by hypothesis, F (A) must traverse some 1-handle h which misses f (x) and f (y) from attaching disk to attaching disk. Hence F (A) hits D 0 (h), and therefore A ∩ B = ∅. We conclude that B separates x from y. Hence some B i (F ) in B separates x from y since the simply connected space B 2 is unicoherent.
The final important property is a stability condition.
(7) stability of separation: Let x, y ∈ S 1 , and suppose that the arc B i (F ) separates x from y in B 2 and its image F (B i (F ) ) lies in a 1-handle h of H n which contains neither x nor y. Then B i (F ) joins two distinct arcs A j 1 (n) and A j 2 (n). Furthermore any line segment in B 2 joining A j 1 (n) to A j 2 (n) separates x and y in B 2 .
Proof of (7). An arc A j (n) containing an endpoint of B i (F ) must map into the 1-handle h. Hence x and y miss each such A j (n). But no segment joining A j (n) to itself can separate two points of S 1 \A j (n), hence B i (F ) joins distinct arcs A j 1 (n) and A j 2 (n). But any two segments joining A j 1 (n) and A j 2 (n) separate the same points of
We use properties (5), (6), and (7) to establish the following additional property.
(8) minimal collections: We call a minimal subcollection C(F ) of B 1 (F ), . . . , B (F ) (F ) satisfying (5) and (6) (F ) joining two different arcs A j 1 (n) and A j 2 (n), then there is exactly one such arc in C (F ) . Then the subcollection C(F ) still satisfies (5) and (6).
Proof of (8).
If B 1 (F ), . . . , B (F ) (F ) satisfies (5), then so does any subcollection C (F ) . By (7), separation properties of (6) only depend on saving at least one arc joining each of the pairs joined by B 1 (F ) , . . . , B (F ) (F ) .
(9) finiteness condition on minimal cancellations: Call two minimal cancellations equivalent if one can be obtained from the other by moving endpoints within the arcs A j (n). It follows immediately from (7) and (8) 
The collection {B i } is infinite if the map
Proof. Each of the shrinkings F n : B 2 → H n gives rise to a minimal cancellation in H 1 . Since there are only finitely many equivalence classes of minimal cancellations in H 1 , some equivalence class occurs infinitely often. Passing to a subsequence if necessary, we may assume that all give rise to the same equivalence class. Iterating, we find that we may assume that for each n and for each k, F n+k gives rise to the same equivalence class of minimal cancellations in H n . That is, we may choose minimal cancellations C(F n ) in H n such that each collection C(F n+k ) contains a minimal cancellation in H n equivalent to C(F n ). Passing to further subsequences if necessary, we may assume that, for each n, the equivalent minimal cancellations for H n from the collections C(F n+k ) converge geometrically to a cancellation C ∞ (n) for H n where the arcs of C ∞ (n) may share endpoints but have disjoint interiors. By (5), each arc of C ∞ (n) has endpoints which map to the same point of X, whence (5) . Again by (9) we may assume that the limits C ∞ (1), C ∞ (2), . . . fit together to form {B 1 , B 2 , . . . } so that arcs may share endpoints but not interior points. Condition (6) follows from (6) and (7). Proof. The relation is an equivalence relation. Indeed, it is clearly reflexive and symmetric. We see transitivity as follows. Suppose x is equivalent to y and y to z. Then by (6) , f (x) = f (y) = f (z). Suppose that there is an arc B i with f (∂B i ) = f (x) which separates x from z. Then y cannot be a point of B i . Consequently A separates one of the pairs {x, y} and {y, z}, which contradicts either the equivalence of x and y or the equivalence of y and z. We conclude that x is equivalent to z and that the relation is transitive, hence an equivalence relation. The decomposition G clearly respects f by (6) . In order to show that G is upper semicontinuous, it is enough to show that the projection map π : G → S 1 /G is a closed map. Therefore let C be a closed subset of S 1 . We need to show that then there is a sequence x 1 , x 2 , . . . of elements of S 1 \ U which converges to a point x of U. Since the points x i are not in U, their corresponding elements g i of G intersect C, say in points y i of C. We may assume that y i converges to y in C since C is compact. Since x i → x and y i → y, and since x i and y i both lie in g i , we must have f (x i ) = f (y i ), and consequently f (x) = f (y). Since x ∈ U and U is π-saturated, the entire element g containing x is in U. Since y ∈ C, which misses U, x and y are not equivalent. Hence there is an arc B j which separates x and y such that f (x) = f (∂B j ) = f (y). But, for large i, x i will be so close to x and y i will be so near to y that B j will separate x i from y i in B 2 and f (x i ) = f (∂B j ) = f (y i ) so that x i and y i are not equivalent, a contradiction. We conclude that U is open and that G is upper semicontinuous.
We see that G is noncrossing as follows. Suppose that, to the contrary, there are two elements g 1 , g 2 ∈ G, points x 1 , y 1 ∈ g 1 , and points x 2 , y 2 ∈ g 2 such that, in angular coordinates on S 1 , x 1 < x 2 < y 1 < y 2 in [0, 2π] . Since g 1 and g 2 are distinct elements of G, there is an arc B i which separates x 1 and x 2 in B 2 such that f (x 1 ) = f (∂B i ) = f (x 2 ). Since x 1 and y 1 are equivalent, B i cannot separate them in B 2 . Hence the endpoints of B i must be between x 1 and x 2 and between x 2 and y 1 . Hence B i separates x 2 and y 2 , a contradiction. We conclude that G is noncrossing.
We see that G is filling as follows. If g 1 and g 2 are distinct, and if x 1 ∈ g 1 and x 2 ∈ g 2 , then there is an arc B i separating x 1 and
Note that all points of g 1 are on the same side of B i as x 1 . Similarly, all points of g 2 are on the same side of B i as x 2 . The set ∂B i must lie in a single element g of G. The element g clearly separates g 1 from g 2 . Hence G is filling.
6. Abelianization in groups with Infinite Multiplication 6.1. Relating the Abelianizations of Free Groups and OneDimensional Groups. We have previously shown, [CC1] , that the commutator subgroup of the Hawaiian earring groups naturally generalize in structure the commutator subgroup of the finitely generated free groups. We shall see in this section that the commutator subgroup of the fundamental group of a one-dimensional Hausdorff space can be similarly analyzed. (1) The loop f is the exact concatenation
i is the precise reverse of f i (after possible reparametrization).
Remark 6.1.1. Note that the commutator theorem for finitely generated free groups involved cancelling letters, for the Hawaiian earring groups involved cancelling words, and for the general one-dimensional groups involves cancelling paths which are not necessarily loops. We conclude that the groupoid structure of the general one-dimensional fundamental groups is visible within the fundamental group itself.
Proof. It is a simple and standard exercise to prove that f represents an element of the commutator subgroup if the paths f 1 , . . . , f k exist. We shall establish the more difficult converse. Assume therefore that f represents an element of the commutator subgroup. We find the paths f 1 , . . . , f k as follows.
Let
] be a finite product of commutators, with each of the loops a i and b i reduced, such that the element of the fundamental
Let G be a complete cancellation decomposition of S 1 which demonstrates that triviality. Form the associated cellular upper semicontinuous decomposition
2 whose elements are the convex hulls H(g) of g in B 2 .
Lemma 6.2. All but finitely many elements of G contain exactly two points of S 1 .
Proof. We first claim that no element of G can contain two points x and y on some one of the domain arcs of f , a i , a H(G) an element g ∈ G which contains a point x near g on one side of g and a point y near g on the other side of g, and this contradicts the result of the preceding paragraph. We conclude that only finitely many elements of G are singletons.
If infinitely many elements of G had more than two points, then, by the first paragraph of this proof, some two of them would have three distinct points each in the same three of the domain intervals for f , a i , a i . But it would follow that the two convex hulls would intersect, which contradicts the noncrossing nature of H(G). Hence only finitely many elements of G have more than two points. The proof of this lemma is complete.
Continuation of the proof of Theorem 6.1.
Attach strips S i (respectively, T i ) to B
2 along the arcs corresponding to a i and a 
Realize the cancellations of a i with a (1) only one point of i , hence can be traced further through one of the strips S i or T i . This tracing process can be continued either indefinitely or until one returns to the domain arc of f . If one returns to the domain arc of f , then one obtains an exact cancellation of reverses as required by the theorem. Thus it suffices to show that the tracing cannot be continued infinitely many steps.
If the tracing could be continued through infinitely many strips, then one would cross one of the domain arcs, say a i , infinitely often. Each time one would cross, one would cross at a subinterval A j of the domain arc of a i , the subintervals A j being disjoint. Choose one point p j from each of the intervals A j , and let p be a limit point in the domain arc of a i for the points p j . Then each element of G which began in (x i−1 , x i ) would cluster at p. Hence f would, by continuity, map each point of (x i−1 , x i ) to f (p). But the reduced path f is constant on no subinterval, a contradiction. We conclude that the tracing cannot be continued infinitely many steps.
This completes the proof of the theorem.
6.2. Divisibility and Strong Abelianization in the the Fundamental Group of a Topological Space.
Remark 6.3.1. Suppose G = π(X, x 0 ) is the fundamental group of the topological space X based at the point x 0 . It is not difficult to prove that if g is an element of G then g is in the commutator subgroup G of G if and only if g has a representative p : I −→ X so that the unit interval I = [0, 1] can be partitioned into finitely many closed intervals I j , j = 1 . . . k so that 1. For each j, p|I j is a closed curve based at x 0 . 2. There is a permutation σ so that the product
Definition 6.4 (Big commutator subgroup). Let G = π(X, x 0 ) be the fundamental group of the topological space X based at the point x 0 . We say that an element g of G is in the big commutator subgroup, G, of G if and only if there is representative p : I −→ X for g and a representative t : I −→ X for 1 G so that the unit interval I = [0, 1] can be partitioned two ways into closed intervals, I γ , γ ∈ Γ and J γ , γ ∈ Γ so that 1. For each γ ∈ Γ, I γ and J γ have the same length (i.e., are translates of one another).
2. For each γ ∈ Γ, p|I γ and t|J γ are closed paths based at x 0 which are equal (up to translation of their domains). 
is a quotient group strong Abelianization, G.
Remark 6.7.1. In [CC1] it is shown that the the abelianization of the Hawaiian earring group does not embed in an inverse limit of free abelian groups, but that the strong abelianization of the Hawaiian Earring group is the countable product of copies of the integers, N Z (which obviously embeds in an inverse limit of free abelian groups), and that D 2 (G ab ) is the strong abelianization of the Hawaiian earring group G.
This leads us to the following Conjecture 6.7.2. If X is a compact, separable, connected, locally path connected, one-dimensional metric space with fundamental group G, then G embeds in an inverse limit of free abelian groups and G = D 2 (G ab ).
Proof of the theorem. Choose a basepoint x 0 for X, let U 1 ⊇ U 2 ⊇ · · · be a countable local basis for X at x 0 , and G i be the image of the natural map of π(U i , x 0 ) into π(X, x 0 ). Choose D to be the subgroup of G containing G so that
Thus,
Choose E to be the subgroup of G containing D so that
Thus we need only show that E ⊇ G. −1 E. Since E is abelian, for any i ∈ N we can apply finitely many commutators to a = [f ] [t] −1 E to cancel those finitely many p|I γ which do not lie in G i with the corresponding t|J γ −1 . This yields an element of the form a = gE, where g is an element of
hence C(S 1 , X) has a countable dense subset c 1 , c 2 , · · · : S 1 → X.) Although the loops c i are not based at the base point x 0 of X, they represent well-defined elements of the homology group H 1 (X) = G/G . Let C 0 denote the countable subgroup of H 1 (X) generated by these elements, and let C denote the preimage of C 0 in G. Then C/G = C 0 is countable, and (1) is satisfied.
We next define D as the collection of all elements g of G whose images gC in G/C are infinitely divisible in G/C. Thus (2) is satisfied by definition.
It remains only to prove that (3) every element of G/D is infinitely divisible. To that end we consider an arbitrary loop f :
1 → X converging uniformly to f and auxiliary paths or loops f (j, k), f k (j, k), A(j, k) , and R(j, k) defined below, which we shall put together in infinite concatenations which form finite singular 1-cycles.
We first make a few general remarks about one-dimensional singular homology. Every 1-cycle is represented by a finite collection of closed curves which may be divided in any finite way into singular 1-simplexes. Into any 1-cycle, one may insert any null sequence of loops and still have a (finite) 1-cycle. Other more complicated insertions and even sequences of insertions may be made as well. Continuity is the only issue. Thus 1-cycles can be created as infinite concatenations. Such infinite concatenations can be manipulated essentially algebraically provided that one respects the following rather obvious finiteness fact: two singular 1-cycles represent the same element of H 1 (X) = G/G if one can be obtained from the other by a finite reordering of a finite number of subpaths.
Let f 1 , f 2 , · · · : S 1 → X be loops from the sequence c 1 , c 2 , · · · : S 1 → X which converge uniformly to f . Define the following auxiliary paths and loops, for all k ≥ 1 and for all j in the range 1, . . . , 2 k . We use the linear parameterization [0, 1] 
, with diam(A(j, k)) no larger than twice the infimum of all diameters of paths with the same endpoints. 7. R(j, k) is the loop which is the concatenation of the paths f (j, k),
Note the following obvious facts.
8. f (j, k) is the concatenation of the paths f (2j − 1, k + 1) and f (2j, k + 1). 9. The 1-cycle f − f k is homologous to the sum R(1, k) + R(2, k) + · · · + R(2 k , k) of 1-cycles, since all of the symbols A(j, k) ±1 cancel in pairs.
Notation 6.8.1. We shall make considerable abuse of notation, often confounding a cycle with the homology element it represents. Furthermore, we may manipulate the representing cycles according to the finite rearrangement principle discussed above. We give here a number of examples.
In consonance with (9), we shall use the symbol f − f k to represent the sum Our most important special use of notation involves an infinite sum of the form
where m 1 , m 2 , . . . are nonnegative integers. We shall show how to form a certain finite 1-chain h, which is somehow represented by this infinite sum, in fact is the continuous limit of finite 1-chains h 1 , h 2 , . . . representing the finite partial sums. The remainder or tail or error term of the approximation will always be a finite 1-cycle which is divisible by the leading coefficient of the remainder.
The approximations h i are defined recursively as follows:
which is clearly homologous to m 1 (f − f 1 ) by (9). To form h k+1 from h k , one replaces each occurrence of the loop R(j, k) in h k by the loop
which has the same endpoints as R(j, k).
Observation 6.8.2. By (9), the interpolated loops really do add up to
), so that, by (7) and (8) 
Define a 1-cycle g(m 1 ) by the infinite sum
and note that g(m 1 ) is divisible by m 1
Then note that
We now analyze this final formula. Notice that it has two grouped terms, the first divisible by m , the latter being an element of C. Since m approaches infinity as approaches infinity, we see that the element
) is divisible by m 1 , and m 1 can be chosen to be arbitrary positive. Thus f is infinitely divisible in G/D. This completes the proof of the theorem.
The relationships between the Fundamental Group of a Space and its Covering Nerves
Definition 7.1. We say that an open cover of a path connected space is 2-set simple if each element of the cover is path connected and any loop in the space that lies in the union of two elements of the cover is contractible in the space.
The following theorem appears in [Ca, page 9] . Proof. Corollary 5.4 states that any semilocally simply-connected onedimensional space is, in fact, locally simply connected. Thus, for each x ∈ X we may choose a simply connected open set U x containing x Since X is metric, it is paracompact, so we may choose an open refinement C 1 of {U x } which is locally finite. Since C 1 is locally finite and X is metric, we can find a refinement C 2 of C 1 so that any two intersecting elements of C 2 are both contained in a single element of C 1 . Finally, since X is one-dimensional, we may choose a locally finite refinement C of C 2 whose nerve, N , is one-dimensional. Since C is locally finite, N is a graph. We now have a cover of X for so that the union of any two intersecting elements is simply connected. Under these hypotheses we may apply the preceding theorem of Cannon, Theorem 7.2, which implies that π(X) = π(N ). Thus π(X) is free. In particular if C is locally finite then f (π(X)) is finitely generated (resp. countable) if C is finite (resp. countable).
Proof. Fix a basepoint x 0 in X. Since I is compact we can find a finite partition P = {I 1 , I 2 , . . . , I n }, of I into closed intervals with disjoint interiors so that, for each t ∈ {1, 2, . . . , n}, α(I t ) and β(I t ) both lie entirely in one element of C, which we will denote by c t . Now for each t, let α t = α | It , β t = β | It and γ t be a path in c t which connects the terminal point of α t to the terminal point of β t , and where, for convenience, we choose β 0 , γ 0 and γ n all to be the constant map at x 0 . Also define β i = i−1 ] is in the kernel of f for all i ∈ {1, 2, . . . , n}. Now,
Now in the case where C locally is finite, for each c t ∈ C choose a point y t ∈ c t (for simplicity choose one of these points to be x 0 ) and for every pair of intersecting elements c t , c w in C choose an embedded arc A t,w from y t to y w which lies entirely in c t ∪ c w . Since C is locally finite, we may choose the {A t,w } so that if A 1 and A 2 are two distinct elements of {A t,w }, then A 1 ∩A 2 is either empty, a closed arc containing precisely one endpoint of each of A 1 and A 2 , or a point which is an endpoint of each of A 1 and A 2 . The union Y , of the paths A t,w is an embedding of a graph, Γ, into X. Let E : Γ −→ X denote this embedding and let K denote π(Γ). It is evident that f (E * (K)) = f (π(X)), since any closed path in X can be shadowed by a path in Y based at x 0 . However we note that if C is countable (resp. finite) then Γ has only countably (resp. finitely) many edges. Since K is generated by the edges of Γ not in a maximal tree, we see that K (and thus f (π(X))) is countably (resp. finitely) generated.
Definition 7.5. If X is a path connected topological space and f : π(X) −→ K is a homomorphism of groups, so that every point x ∈ X is contained in an open neighborhood U such that any homotopy class, based at x, which has a representative contained in U lies in the kernel of f , then we say that X is locally trivial with respect to f , or that X is locally trivial with respect to K Lemma 7.6. If X is a connected, locally path connected, second countable metric space which is locally trivial with respect to f : π(X) −→ K then f (π(X)) is countable, and furthermore is finitely generated if X is compact.
Proof. For each x choose an open set U x containing x such that any homotopy class which has a representative contained in U x lies in the kernel of f . Since X is metric, it is paracompact, so we may choose an open refinement C 1 of {U x } which is locally finite. Since C 1 is locally finite and X is metric, we can find a refinement C 2 of C 1 so that any two intersecting elements of C 2 are both contained in a single element of C 1 . Finally, since X is paracompact and second countable, we may choose a countable, locally finite refinement C of C 2 . In the case where X is compact we may choose C to be finite. Now we may apply the previous lemma to finish the proof.
Lemma 7.7. If X is a compact, locally path connected, connected, metric space which is semilocally simply connected (i.e. X has a universal cover) then π(X) is finitely presented.
Proof. For each x ∈ X we may choose an open neighborhood U x of x, so that the inclusion i : π(U x , x) −→ π(X, x) is trivial. Let C 1 denote the cover of X consisting of the open sets U x for x ∈ X. Since X is compact metric, we can find a finite refinement C 2 of C 1 so that any two intersecting elements of C 2 are both contained in a single element of C 1 . We now have a cover of X for so that fundamental group of the union of any two intersecting elements has trivial image in π(X). Under these hypotheses we may apply Theorem 7.2 , which says that π(X) = π(N ), where N is the nerve of the cover C 2 . Since N is a finite simplicial complex, π(X) is finitely presented.
The following elementary homotopy theoretical lemma is stated without proof.
Lemma 7.8. Suppose X is a connected, locally arcwise connected, Hausdorff topological space, N is a normal subgroup of π(X), and f : π(X) −→ π(X)/N is the natural map. Then X has a covering space ( X, p) such that p * (π( X)) = N if and only if X is locally trivial with respect to f .
