In this paper a mixture of Type-I censoring and Type-II progressive censoring schemes, called an adaptive Type-II progressive censoring scheme, is introduced for life testing or reliability experiments. For this censoring scheme, the effective sample size m is fixed in advance and the progressive censoring scheme is provided but the number of items progressively removed from the experiment upon failure may change during the experiment.
Introduction
In life testing and reliability studies, the experimenter may not always obtain complete information on failure times for all experimental units. Data obtained from such experiments are called censored data. Reducing the total test time and the associated cost is one of the major reasons for censoring. A censoring scheme, which can balance between (i) total time spent for the experiment; (ii) number of units used in the experiment; and (iii) the efficiency of statistical inference based on the results of the experiment, is desirable.
The most common censoring schemes are Type-I (time) censoring, where the life testing experiment will be terminated at a prescribed time T , and Type-II (failure) censoring, where the life testing experiment will be terminated upon the r-th (r is pre-fixed) failure. However, the conventional Type-I and Type-II censoring schemes do not have the flexibility of allowing removal of units at points other than the terminal point of the experiment. Because of this lack of flexibility, a more general censoring scheme called progressive Type-II right censoring has been introduced. Briefly, it can be described as follows: Consider an experiment in which n units are placed on a life testing experiment. At the time of the first failure, R 1 units are randomly removed from the remaining n−1 surviving units. Similarly, at the time of the second failure, R 2 units from the remaining n − 2 − R 1 units are randomly removed. The test continues until the m-th failure at which time, all the remaining R m = n − m − R 1 − R 2 − · · · − R m−1 units are removed. The R , i s are fixed prior to the study. Readers may refer to Balakrishnan [1] and Balakrishnan and Aggarwala [2] for extensive reviews of the literature on progressive censoring.
Recently, Kundu and Joarder [16] proposed a censoring scheme called Type-II progressive hybrid censoring scheme, in which a life testing experiment with progressive Type-II right censoring scheme (R 1 , R 2 , . . . , R m ) is terminated at a prefixed time T . However, the drawback of the Type-II progressive hybrid censoring, similar to the conventional Type-I censoring (time censoring), is that the effective sample size is random and it can turn out to be a very small number (even equal to zero), and therefore the standard statistical inference procedures may not be applicable or they will have low efficiency. In this paper we suggest an adaptive Type-II progressive censoring, where we allow R 1 , R 2 , . . . , R m to depend on the failure times so that the effective sample size is always m, which is fixed in advance. A properly planned adaptive progressively censored life testing experiment can save both the total test time and the cost induced by failure of the units and increase the efficiency of statistical analysis.
The rest of the paper is organized as follows. In Section 2, we first introduce the notation and describe the adaptive Type-II progressive censoring scheme. In Section 3, when the underlying lifetime distribution is exponential, we derive the MLE of the failure rate and discuss the construction of confidence intervals for the failure rate by different methods. Section 4 provides the computation formulae for the expected total test time which will be useful for experimental planning purposes. In Section 5, the efficiency of the MLEs based on the proposed censoring scheme with the Type-II progressive hybrid censoring scheme proposed by Kundu and Joarder 
Model Description
Suppose n units are placed on a life testing experiment and let X 1 , X 2 , . . ., X n be their corresponding lifetimes. We assume that X i , i = 1, 2, . . . , n are independent and identically distributed with probability density function (PDF) f X (x; θ) and cumulative distribution function (CDF) F X (x; θ), where θ denotes the vector of parameters and x ∈ [0, ∞). Prior to the experiment, an integer m < n is determined and the progressive Type-II censoring scheme (R 1 , R 2 , . . . , R m ) with R i > 0 and m i=1 R i + m = n is specified. During the experiment, the i-th failure is observed and immediately after the failure, R i functioning items are randomly removed from the test. We denote the m completely observed (ordered) lifetimes by X (R 1 ,R 2 ,...,Rm) i:m:n , i = 1, 2, . . . , m, which are the observed progressively Type-II right censored sample. For convenience, we will suppress the censoring scheme in the notation of the X i:m:n 's.
We also denote the observed values of such a progressively Type-II right censored sample by x 1:m:n < x 2:m:n < · · · < x m:m:n .
As noted by Burkschat [7] and Ng, Chan and Balakrishnan [20] , it is expected that a progressive censoring plan has a longer test duration than a single (conventional Type-II) censoring plan in return for the gain in efficiency. The value of R i at the time of the i-th failure X i:m:n may be determined depending on the objective of the experimenter. The objective may be controlling the total test time or having a higher chance to observe some large failure times (usually leading to a gain in efficiency for statistical inference). Suppose the objective is to control the total test time, a reasonable design to control the total test time is to terminate the experiment at a prefixed time. This problem is considered in [16] for a fixed progressive censoring scheme (R 1 , R 2 , . . . , R m ) and they called this type of censoring Type-II progressive hybrid censoring. The drawback of this censoring scheme is that the effective sample size is random and it can turn out to be a very small number (even equal to zero) so that usual statistical inference procedures will not be applicable or they will have low efficiency. Therefore, we suggest an adaptive censoring scheme in which the effective sample size m is fixed in advance and the progressive censoring scheme (R 1 , R 2 , . . . , R m ) is provided, but the values of some of the R i may change accordingly during the experiment.
Suppose the experimenter provides a time T , which is an ideal total test time, but we may allow the experiment to run over time T . If the m-th progressively censored observed failure occurs before time T (i.e. X m:m:n < T ), the experiment stops at the time X m:m:n (see Figure 1(a) ). Otherwise, once the experimental time passes time T but the number of observed failures has not reached m, we would want to terminate the experiment as soon as possible.
This setting can be viewed as a design in which we are assured of getting m observed failure times for efficiency of statistical inference and at the same time the total test time will not be too far away from the ideal time T . From the basic properties of order statistics (see, for example, David and Nagaraja [10] , Section 4.4), we know that the fewer operating items are withdrawn (i.e., the larger the number of items on the test), the smaller the expected total test time (Ng and Chan [19] ). Therefore, if we want to terminate the experiment as soon as possible for fixed value of m, then we should leave as many surviving items on the test as possible.
Suppose J is the number of failures observed before time T , i.e. shorter experimental time and a higher chance to observe extreme failures. One extreme case is when T → ∞, which means time is not the main consideration for the experimenter, then we will have a usual progressive Type-II censoring scheme with the pre-fixed progressive censoring scheme (R 1 , R 2 , . . . , R m ). Another extreme case can occur when T = 0, which means we always want to end the experiment as soon as possible, then we will have R 1 = · · · = R m−1 = 0 and R m = n − m which results in the conventional Type-II censoring scheme.
Point Estimation
Given J = j, the likelihood function is given by
f (x i:m:n ; θ)
The exponential distribution is one of the most widely used lifetime models in the areas of life testing and reliability. The volume by Balakrishnan and Basu [3] (see also Chapter 19 of [13] ) provides an extensive review of the genesis of the distribution and its properties, including several characterization results. For the exponential distribution with PDF f (x) = λe −λx , x > 0 and CDF F (x) = 1 − e −λx , x > 0 (denoted as Exp(λ)), the log-likelihood function is
and it is maximized at
The maximum likelihood estimator of λ isλ and an estimate of the asymptotic variance is
Note that δ corresponds to the total time on test (TTT) and the MLE of λ corresponds to the situation of standard progressive Type-II censoring with censoring scheme
Construction of Confidence Interval for λ
In this section, we describe six different techniques for constructing 100(1 − α)% confidence intervals for the failure rate λ.
Conditional exact confidence interval (EX)
Let Y be a Gamma(α, β), i.e., a gamma random variable with shape parameter α and scale parameter 1/β. Then the PDF of Y is given by
where
is the gamma function. Conditional on J = j, the exact conditional distribution ofλ is given by (see Appendix A)
, j = 0, 1, 2, . . . , m, where
and we use the usual conventions that
To construct exact confidence intervals of λ, we need the assumption, similar to [5] , that the probability Pr(λ ≥ w|J = j) is an increasing function of λ. This assumption guarantees the invertibility of the pivotal quantities and allow us to construct exact confidence intervals of λ based on the exact distribution ofλ. Several articles including [5, 8, 9, 12, 15] , have used this approach for constructing exact confidence intervals in different contexts. Plots of Pr(λ ≥ w|J = j) versus λ can be used to justify the exact method for specified values of n, m and censoring scheme. In general, the stochastic monotonicity of the MLE for adaptive progressive censoring is a conjecture and it seems to be an interesting open problem. Studies on the stochastic monotonicity of MLE based on other censoring schemes can be found in Balakrishnan and Iliopoulos [4] .
For J = j, let λ q be the unique solution of the following nonlinear equation:
Then, the conditional 100(1 − α)% confidence interval for λ can be obtained as (λ α/2 , λ 1−α/2 ).
Normal approximation of the MLE (NA)
Since the standard regularity conditions for the asymptotic properties of MLE are satisfied by the exponential distribution (see, for example, Meeker and Escobar [17] ), for large value of effective sample size m, we haveλ
If we replace the variance V ar(λ) by its estimate, we can obtain an approximate 100(1 − α)% confidence interval for λ asλ
where z q is the 100q-th percentile of a standard normal distribution.
Normal approximation of the log-transformed MLE (NL)
The problem with applying normal approximation of the MLE is that when the sample size is small, the normal approximation may be poor. However, a different transformation of the MLE can be used to correct the inadequate performance of the normal approximation.
Since the parameter of interest, λ, is a positive parameter, log-transformation can be considered. Based on the normal approximation of the log-transformed MLE (Meeker and Escobar [17] ) and V ar(lnλ) can be approximation by delta method as V ar(lnλ) = 1/m, an approximate 100(1 − α)% confidence interval for λ is
Likelihood ratio-based confidence interval (LR)
A likelihood ratio-based conditional confidence interval is constructed using the likelihood ratio statistic [18] for testing the hypothesis H 0 : λ = λ 0 versus H 1 : λ = λ 0 . In our case,
The asymptotic distribution of the likelihood ratio statistic is chi-square with one degree
). An approximate 100(1 − α)% confidence interval for λ is the region
where χ 2 ν,q is the 100q-th percentile of a chi-square distribution with ν degrees of freedom.
Bootstrap confidence interval (PB and TB)
We construct confidence intervals based on the parametric bootstrap using the percentile bootstrap method and bootstrap t method (see, for example, [11] ). To obtain the percentile bootstrap confidence intervals for λ, we use the following algorithm:
Parametric percentile bootstrap confidence interval (PB):
1. Based on the original sample x = (x 1:m:n , x 2:m:n , . . . , x m:m:n ), obtainλ, the MLE of λ.
2. Simulate the adaptive Type-II progressively censored sample, say (y 1:m:n , . . . , y m:m:n ), with the underlying distribution as Exp(λ) (simulation algorithm is described in the following section) with censoring scheme (R 1 , R 2 , . . . , R m ) and pre-fixed T .
3. Compute the MLE of λ based on y 1:m:n , y 2:m:n , . . . , y m:m:n , sayλ * .
4. Repeat Steps 2 -3 B times and obtainλ * (1) ,λ * (2) , . . . ,λ * (B) .
5. Arrangeλ * (1) ,λ * (2) , . . . ,λ * (B) in ascending order and obtainλ
To obtain the bootstrap-t confidence intervals for λ, we use the following algorithm:
Parametric bootstrap-t confidence interval (TB):
1 -3. Same as the steps 1 -3 above.
Compute the t-statistic T
5. Repeat Steps 2 -4 B times and obtain
in ascending order and obtain 
If a is an integer, a 100(1 − α)% Bayesian credible interval can be obtained as
In the simulation study presented in Section 4 below, we use the non-informative prior with a = b = 0 (say, BN) and prior distribution Gamma(0.1, 0.1) (say, BA).
Expected Total Test Time
As we mentioned before, the difference between the proposed adaptive Type-II progressive censoring scheme and the one proposed by Kundu and Joarder [16] is that the maximum total test time is not fixed in advance. In practical applications, it is useful to have the average total test time for a particular life testing plan. When an adaptive Type-II progressive censoring scheme is used, one can obtain the expected total test time (ETT) by
Pr(J = j)E(X m:m:n |J = j).
For exponential distribution, we can show that the probability mass function of the value J for a pre-fixed value of T is (see Appendix B)
. . , m, where γ j and a i,j are given in equations (2) and (3), respectively, and
Based on the memoryless property of exponential distribution and the properties of exponen- 
where Y r:s is the r-th order statistic from independently and identically distributed exponential random variables with mean 1/λ and sample size s, s = n − j − 
Some information on λ from past data or prior experience is typically available. Therefore, from equations (5), (7) and (8), we can approximate the expected test length provided that the values of n and m, the progressive censoring scheme (R 1 , R 2 , . . . , R m ) and T are specified.
We first describe the procedure to generate Type-II progressively censored data (from any distribution F ) for given values of n, m, T and (R 1 , R 2 , . . . , R m ):
1. Generate an ordinary Type-II progressively censored sample X 1:m:n , X 2:m:n , . . . , X m:m:n with censoring scheme (R 1 , R 2 , . . . , R m ) based on the method proposed in [6] .
2. Determine the value of J, where X J:m:n < T < X J+1:m:n , and discard the sample 
Comparison of two progressive censoring schemes
In this subsection, we compare the efficiency of the MLE based on the adaptive Type-II progressive censoring scheme with the hybrid censoring scheme proposed by Kundu and Joarder [16] . If the censoring scheme proposed in [16] is employed, the MLE is given bŷ Table 1 . We presented only the representative results for m = 5 here due to space limitations, but the interested reader may obtain the simulation results for other sample sizes from the authors. For the sake of comparison, based on exact calculation, the expected total test time for both censoring schemes, the expected effective sample size for scheme proposed in [16] and the probability of getting no observations (i.e. Pr(J = 0)) are also presented in Table   1 .
From Table 1 , we observed that the MLEs based on the adaptive Type-II progressive censoring schemes give larger biases but smaller MSEs compared to those based on the hybrid censoring scheme proposed in [16] . Although the proposed censoring scheme gives better performance in estimation in terms of MSE, the trade-off is a longer experimental time and a larger effective sample size. Therefore, the proposed censoring scheme will be useful to obtain a higher efficiency in parameter estimation when the length of the experiment is not a major concern.
In studying the effect of progressive censoring schemes on the efficiency of estimation, we observed that the MSEs are close for the three chosen censoring schemes for each set of n and m, however, the expected total test times can be very different for different progressive censoring schemes. For example, in Table 1 This suggests that for a significant reduction in the testing time without sacrificing much in efficiency of estimation, one should use the conventional Type-II censoring scheme and avoid the use of censoring schemes with heavy censoring at the early stages of the experiment.
Comparison of methods for confidence interval construction
In this subsection, Monte Carlo simulation was employed to investigate the performance of different confidence interval construction methods. Criteria appropriate to the evaluation of the various methods under scrutiny include: closeness of the coverage probability to its nominal value and expected interval width. For each simulated sample under a particular setting, we computed 95% confidence intervals and checked whether the true value lay within the interval and recorded the length of the confidence interval. This procedure was repeated 10,000 times.
The estimated coverage probability was computed as the number of confidence intervals that covered the true values divided by 10,000 while the estimated expected width of the confidence interval was computed as the sum of the lengths for all intervals divided by 10,000. The coverage probabilities and the expected widths for different sample sizes, censoring schemes and T = 0.25, 0.5 and 1.0 are presented in Tables 2 and 3 . We presented only the representative results here due to space limitations, but the interested reader may obtain the simulation results for other sample sizes from the authors.
When comparing in terms of coverage probabilities, EX, NA, LR, PB, BN and BA maintain the coverage probabilities close to or above the nominal level in all the situations considered here. We observed that the exact confidence interval (EX) has coverage probabilities always above the nominal level, however, its expected width is the largest among all the interval estimation procedures considered here. Among these methods, BA has the shortest expected widths followed by BN. On the other hand, we observed that the TB method produces the shortest expected width among all the methods but its coverage probabilities may not be maintained at the nominal level in some situations. In terms of computational effort, the normal approximation confidence interval (NA) and the Bayesian credible intervals (BN and BA) can be easily computed with hand calculator and statistical tables while computer programs are required for the other confidence intervals. In particular, the exact confidence interval (EX) is not recommended in practice, due to its computational complexity.
For interval estimation, overall, the Bayesian credible interval provides a good balance between the coverage probabilities as well as the expected widths. Therefore, we would recommend to use the Bayesian credible interval with non-informative prior in general if no prior information about the parameter is available, otherwise, the Bayesian credible interval with informative prior should be used when reliable prior information about the parameter is available.
However, if one wants to guarantee the coverage probability achieves the nominal level and the width of the confidence interval and complexity of computation are not the major concerns, then the exact confidence interval (EX) should be used.
Concluding Remarks
In this paper, we proposed an adaptive Type-II progressive censoring scheme and discussed the statistical inference based on exponential lifetime data. We compared different statistical inference procedures and the performance of the MLE with the hybrid censoring scheme proposed by [16] .
Based on our results, the Bayesian posterior mean for point estimation and Bayesian credible interval are recommended when reliable prior information about the unknown parameter is available, otherwise, MLE for point estimation and Bayesian credible interval with noninformative prior for interval estimation should be used in general.
From this study, once again, we can see that experimenter needs to compromise between (i) minimizing the total test time; (ii) saving experimental units; and (iii) estimating efficiently, and there is always a trade-off between these three concerns. The computation formulae and results provided in this paper give a guideline on planning an experiment to compromise these three concerns. Further investigation on obtaining optimal experimental designs for given values of ideal total test time (T ), number of units available for test (n) and the number of failures allowed for the experiment (m) would be of interest in experimental planning.
[18] Neyman J. and differentiate both sides of the equality with respect to x 1 , x 2 , . . . , x m . We obtain the joint probability density function of X = (X 1:m:n , . . . , X m:m:n ) as
Pr(J = j) , −∞ < x 1 < · · · < x j < T < x j+1 < · · · < x m < ∞.
For exponential distribution, integrate over the region Ω = {(x 1 , . . . , x m )|x 1 < · · · < x j < T < x j+1 < · · · < x m } and from equation (5) . . . (2), (3) and (6), respectively. Given X j:m:n = x j , X j+1:m:n is distributed as the first order statistic of a random sample of size γ j+1 = n − j − 
