The penetration of renewable energy sources into the conventional power systems are evolving day by day. Therefore, in this paper, a photovoltaic (PV) connected thermal system is discussed and analyzed by keeping PV to operate at maximum power point (MPP). The main problem in the interconnection of these systems is load frequency fluctuations due to different load changing conditions. The model predictive controller (MPC) has the ability to predict the target value at real-time with fast convergence. Therefore, MPC is proposed to negate this problem by giving minimum oscillation. The comparison analysis is carried out with other conventional controllers, including genetic algorithm-based PI, firefly algorithm-based PI and PI controller. Simulation results clearly exhibit the outclass performance of MPC over all other controllers.
Introduction
Renewable resources play an essential role in achieving energy demand. Almost 18% of the world energy demand is fulfilled through renewable resources [1] . The trend is now moving toward the renewable resources due to the depletion of fossil fuels. However, it is very challenging to meet certain requirements of voltage and current for the power systems. Among the renewable energy resources, the solar photovoltaic (PV) system is the most widely used technology in the power system, so the diffusion of PV into the power system has a major effect on the frequency and voltage of the system. Moreover, when the system frequency remains stable throughout the process, this indicates the load is balanced. The variation in load directly affects the frequency and causes it to deviate from its nominal value [2] . Therefore, the penetration of renewable energy resources output to the grid should have, minimum fluctuations in frequency [3, 4] . Furthermore, the performance of the electrical power system will deteriorate with the load fluctuation, fault, rapid change in the load, and operational uncertainty, etc.
Power systems are composed of several interconnected areas and each area is interlinked to another area via a transmission line (tie-line). In a single area, several thermal generators are connected with a group of renewable energy sources to fulfill its own energy demands and manage power exchange with nearby areas. However, due to the variations in the generation and the load, the voltage
Models for Interconnected Power Systems
The single-area contains a PV and thermal unit, while two-area consists of two units each (PV and thermal). The modeling of these systems is demonstrated in the following sections.
Thermal Generator Model
The thermal generation model consists of a generator, steam turbine, governor, re-heater, and droop. Governor is used to control the speed of the turbine based on the error that is introduced due to the change in power and frequency (∆P-∆f). Furthermore, the governor controls the mechanical motion of the turbine by controlling the operation of the valve and by regaining the lost energy after passing through re-heater, which helps to achieve the required target [22] . The droop is used to control the speed of prime-mover, which is connected with the generator. The last unit is the generator in a thermal power system, which converts the mechanical motion into electricity, which is our basic requirement. The parameters for the thermal unit, including time and gain constants, are given in Table 1 with their particular values. Moreover, the transfer functions of the thermal unit associated with the parameters are listed in Table 2 [23] . Table 2 . Transfer function for components of thermal unit.
Component Transfer Function
Governor
Re-heater G R (s) =
The parameters for single/two-area are the same, but in the case of two-area, a bias factor is introduced with a tie line, which indicates the amount of power transferred between the two areas.
Photovoltaic Modeling
One of the most widely used renewable sources of energy is the PV system. It has a current source with a diode in parallel, making it a non-linear current source, which directly converts the solar irradiation into electricity by diffusing the motion of electron and holes within the PV cell. As it is a non-linear current source, it is essential to form the PV source to always operate on its MPPT so that maximum power can be attained [24] . Figure 1 illustrates the I-V curve characteristics at 25 • C. As irradiance decrease from 1000 W/m 2 to 100 W/m 2 , the I PV also decrease accordingly. At 500 W/m 2 , the current is half of its full value, while there is a little effect on voltage V PV . In this paper, the PV for the interconnected system is considered to operate at MPPT, at 1000 W/m 2 at 25 • C. Figure 1 illustrates the I-V curve characteristics at 25 °C. As irradiance decrease from 1000 W/m 2 to 100 W/m 2 , the IPV also decrease accordingly. At 500 W/m 2 , the current is half of its full value, while there is a little effect on voltage VPV. In this paper, the PV for the interconnected system is considered to operate at MPPT, at 1000 W/m 2 at 25 °C. AC voltage can be calculated using Equation (1)
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where m is the gain between the AC and DC voltage in the system and its value is generally less than 0.86. For this model, its value is 0.7.
The transfer function of the boost converter can be calculated using Equations (2) and (3).
where 1/ is the gain of the boost converter. The transfer function of the inverter is mentioned in Equation (4)
Here, = 2 = 2 (50) = 314.12 rad sec ⁄ . For instantaneous power, the transfer function is given in Equation (5), where is the impedance
The gain in instantaneous power is mentioned in Equation (6)
)
The Laplace domain equation for average power is given in Equation ( AC voltage can be calculated using Equation (1)
where m is the gain between the AC and DC voltage in the system and its value is generally less than 0.86. For this model, its value is 0.7. The transfer function of the boost converter can be calculated using Equations (2) and (3).
where 1/M 1 is the gain of the boost converter. The transfer function of the inverter is mentioned in Equation (4)
Here, w = 2π f = 2π(50) = 314.12 rad/ sec. For instantaneous power, the transfer function is given in Equation (5), where
is the impedance
The Laplace domain equation for average power is given in Equation (7)
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The gain for average power is shown in Equation (8)
Model Predictive Controller
MPC is an advanced method used by many researchers to satisfy a number of constraints dealing with the non-linear, as well as the linear, system having disturbances. It consists of three blocks, process model, controller, and a filter [25] . The process model is a key block for the success of MPC and it predicts the real-time values of output variables. Moreover, it is used to design the multi-input/output systems and satisfy all sorts of constraints [26] . The main objective of MPC is to prevent excessive movement in the input variable, to control the input/output constraints, and to process variables to find the optimal value within the specified range [27] . MPC is also used in controlling the switching of an inverter on the bases of the input voltage and current. Figure 2 represents the dynamic model for a thermal connected PV system. The model is designed on the basis of an actual model of the conventional power system. Considering the actual model, the thermal and PV area are designed, where the PV area has to meet certain demands (voltage and frequency) to be integrated with a thermal section. In the designing of the PV area, it is considered that PV is operating at MPP, which not only eases the calculation, but also leads to less frequency deviation in thermal power system because of the nature of DC output. Furthermore, the thermal section contains the required units (governor, turbine, re-heater, and generator). The control section is installed in the thermal section because the load has a major effect on the thermal section, where a change in frequency is not desirable. 
MPC is an advanced method used by many researchers to satisfy a number of constraints dealing with the non-linear, as well as the linear, system having disturbances. It consists of three blocks, process model, controller, and a filter [25] . The process model is a key block for the success of MPC and it predicts the real-time values of output variables. Moreover, it is used to design the multiinput/output systems and satisfy all sorts of constraints [26] . The main objective of MPC is to prevent excessive movement in the input variable, to control the input/output constraints, and to process variables to find the optimal value within the specified range [27] . MPC is also used in controlling the switching of an inverter on the bases of the input voltage and current. Figure 2 represents the dynamic model for a thermal connected PV system. The model is designed on the basis of an actual model of the conventional power system. Considering the actual model, the thermal and PV area are designed, where the PV area has to meet certain demands (voltage and frequency) to be integrated with a thermal section. In the designing of the PV area, it is considered that PV is operating at MPP, which not only eases the calculation, but also leads to less frequency deviation in thermal power system because of the nature of DC output. Furthermore, the thermal section contains the required units (governor, turbine, re-heater, and generator). The control section is installed in the thermal section because the load has a major effect on the thermal section, where a change in frequency is not desirable. Figure 3 shows the MPC structure, in which the internal model predicts the plant future output based on the past experience and recent values of input and output for the optimal future control actions. The prediction is composed of free and forced responses. The free response gives the expected output while considering the future control at zero, whereas the forced response adds the output response on the basis of future control that is generated by optimization block, which Figure 3 shows the MPC structure, in which the internal model predicts the plant future output based on the past experience and recent values of input and output for the optimal future control actions. The prediction is composed of free and forced responses. The free response gives the expected output while considering the future control at zero, whereas the forced response adds the output response on the basis of future control that is generated by optimization block, which constitutes the minimizing cost function and hard constraints. The future error, or predicted error, is originated from the reference trajectory and the total response. The MPC is installed to mitigate the LFC problem for the PV connected thermal system. MPC optimization equation is constructed to tighten the future output error to zero. To demonstrate the MPC control calculations the quadratic cost function (J) is defined in Equation (9) , ,
where , are the lower and upper prediction horizons over the output, and is the control horizon, where ( ) and ( ) are the weights. ( + ) represents the reference trajectory over a future horizon and ( + ) calculates the future control. ( + | ) is the total response, which represents the sum of forced and free responses.
The predictive control law of MPC is based on prediction error, rather than control error (setmeasured)
( + 1) is the corrected prediction and Ȇ( + 1) predicts a uniform error vector.
Ễ( + 1) is the deviation from the reference trajectory and Ỳ( + 1) is the unforced case and is defined by Equation (12)
where + 1 is the sampling instant of the prediction horizons. The equality constraint equation of MPC, and ∆ , defines the lower and upper limits
The Equations (13) and (14) represent the hard constraints for the optimization problem. MPC predicts the change in output system caused by the change in input system and solves an optimization problem at each time-step in order to calculate the actions that control the predicted plant output as close to the desired reference as possible. The main characteristic of MPC is predicting the future behavior of the controlled variables over predefined horizons. At each sampling interval, the real-time variations are measured and used to generate a new sequence of optimal actuation. Reference should be given to MPC to compute the value of cost function, where reference always represents the control target. The predicted output is compared with the reference value and a The MPC is installed to mitigate the LFC problem for the PV connected thermal system. MPC optimization equation is constructed to tighten the future output error to zero. To demonstrate the MPC control calculations the quadratic cost function (J) is defined in Equation (9) 
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target. The predicted output is compared with the reference value and a residue (future error) is fed to the optimizer. The optimizer is based on the steady-state model of the process and is typically a linear model used to maximize a profit function and production rate and minimize a cost function. The optimal value of set point changes frequently due to the varying processed condition [28].
Simulations and Result Analysis
In this paper, MPC is compared with some recently used evolutionary techniques. The latest evolutionary techniques used to mitigate LFC problem are the GA and FA.
GA is based on probabilistic search based on the population genetics. It starts with the candidates known as chromosomes. These chromosomes consist of genes, which are represented in terms of real or binary code. The environment of competition evolves new chromosomes. This evolution is achieved by three primary operations: Selection, crossover, and mutation. The evolutionary process helps the chromosomes to survive from one generation to another [13] .
FA is also an algorithm for global optimization, which works on the behavior of fireflies. These flies belong to the family of insects, which attract the prey by its natural light. This light has an amazing pattern which usually attracts its prey. As the distance increases, the light intensity decreases, and this distance limits the communication between the fireflies. This algorithm is used to optimize the objective functions and has gained popularity by solving a wide range of real-world problems quite effectively [17] . FA not only has the ability to deal with multi-models, but also deals with non-linear optimization problems by dividing the population in chunks to make local attraction stronger over the long-distance attraction. Moreover, this algorithm has the ability to adapt any problem to control its modality. There are some rules used to define FA. It attracts other flies, irrespective to the composition. The brightness of FA will be determined by its objective function and the attraction decreases as distance increases. Therefore, FA depends on the attractiveness and variation in light.
The optimization function (J) or objective function to tune the PI controller is given in Equation (15) . In order to improve the response of the system, it is essential to minimize the objective function
where ∆ f 1 is the change in frequency in area one and, similarly, ∆ f 2 is the change in frequency in area two. Where ∆P tie is the power exchange between two areas. The parameters for GA and FA are formulated in Matlab to tune the PI controller. First, the experiments are performed using GA and Fa, then MPC is used to compute the solution. The parameters used for GA for single/two areas are population size 50, crossover probability 0.8, maximum generation 100, and mutation probability 0.1. The tuning parameter for GA-PI are K P = −0.5663 and K I = −0.4024, whereas, FA is set for 100 iterations with a population size of 50 for a single/two-area model. The tuning parameters for FA-PI are K P = −0.8811 and K I = −0.5765. The parameters for MPC are set as prediction horizon 10, control horizon 2, sampling time 0.01sec, and weight on the output signal is 1. Moreover, the settling times are measured at ±2% of the final state value for all the controllers. The robust analysis of the MPC for various certain load demands and its effect on mitigating the frequency fluctuation problem is elaborated in the upcoming sections.
Design of Single-Area Model
Single-area model or system is generally used for low-demand purposes where the requirement of the load is low. In an interconnected system, a set of the PV and the thermal generator is called a single-area unit. The design of PV and thermal unit with its basic model is shown in Figure 4 In this model, the PV array is connected via a number of stages and injects its power in the grid with a thermal unit that is fed to a generator whose feedback is passed through a droop and a controller to mitigate the frequency error.
Responses of different controllers on frequency fluctuation at 10% load change can be compared using Figure 5a , where PI controller has more frequency fluctuation as compared to other controllers. The controllers (FA, GA) show more oscillation then MPC. Figure 5b shows the response of the controllers when the load is changed from 10% to 20%. It is cleared from the response that the MPC has an extremely small change in its behavior. Moreover, PI controller shows the worst response, as it adds more oscillations when compared to other controllers. The worst-case scenario of frequency fluctuation is at 50% load change as shown in Figure 5c . However, this worst-case occurs rarely. MPC has a minor change in its response in terms of oscillation and FA gives a better response than GA for the worst test case. In this model, the PV array is connected via a number of stages and injects its power in the grid with a thermal unit that is fed to a generator whose feedback is passed through a droop and a controller to mitigate the frequency error.
Responses of different controllers on frequency fluctuation at 10% load change can be compared using Figure 5a , where PI controller has more frequency fluctuation as compared to other controllers. The controllers (FA, GA) show more oscillation then MPC. Figure 5b shows the response of the controllers when the load is changed from 10% to 20%. It is cleared from the response that the MPC has an extremely small change in its behavior. Moreover, PI controller shows the worst response, as it adds more oscillations when compared to other controllers. The worst-case scenario of frequency fluctuation is at 50% load change as shown in Figure 5c . However, this worst-case occurs rarely. MPC has a minor change in its response in terms of oscillation and FA gives a better response than GA for the worst test case. Table 3 lists the comparison of all controllers (MPC, FA, GA, PI) for different responses (steady state, undershoot, and overshoot) at 10%, 20%, and 50% load change. In all these cases, the best response in term of the specification is achieved using MPC which outperformed all other controllers and showed zero overshoot for the all the given load changing cases. 
Design of Two-Area Model
A multi-area system offers benefits over a single-area system because of its capability to interchange and schedule power between different neighboring areas. In this paper, the two-area system is designed which contains a set of two units of PV and thermal generator each, where these units are interconnected via a transmission line (tie-line) for power exchange, as shown in Figure 6 . Table 3 lists the comparison of all controllers (MPC, FA, GA, PI) for different responses (steady state, undershoot, and overshoot) at 10%, 20%, and 50% load change. In all these cases, the best response in term of the specification is achieved using MPC which outperformed all other controllers and showed zero overshoot for the all the given load changing cases. 
A multi-area system offers benefits over a single-area system because of its capability to interchange and schedule power between different neighboring areas. In this paper, the two-area system is designed which contains a set of two units of PV and thermal generator each, where these units are interconnected via a transmission line (tie-line) for power exchange, as shown in Figure 6 . On the bases of area control error (ACE), MPC will formulate to predict the future output. Where ACE indicates the mismatch in power between load and generation and can be expressed as Equation (16) ACE = B∆ω + ∆P tie (16) where B i represents the bias factor which represents the disturbance in the load, ∆ω i represent the change in frequency and ∆P tie represent power flow between different areas. The response of two-area model on frequency fluctuation at 10% load change at field one (f1) is shown in Figure 7a . In this case, PI controller shows large settling time with less undershoot as compared to FA-based PI and GA-based PI. MPC shows minute fluctuation and no overshoot, which clearly negates the possibility of imbalance in the system. Figure 7b illustrates that the PI shows more oscillation as compared to the single-area, and FA shows less undershoot as compared to the GA, while MPC strictly follows its previous behavior. Furthermore, the oscillation in frequency for the worst-case scenario (improbable) and responses of all controllers can be compared using Figure 7c , where proposed MPC is not affected significantly by the load change, while other controllers show inefficiency and are badly affected by the load variation. Table 4 presents and compares the response specifications of all the controllers under different load changing conditions. In all these cases, the percentage load change directly affects and increases the steady state, undershoot and overshoot errors. The best response among all the controllers in term of the specification is achieved using only MPC, which shows zero overshoot for the all the given load changing cases. On the bases of area control error (ACE), MPC will formulate to predict the future output. Where ACE indicates the mismatch in power between load and generation and can be expressed as Equation (16) 
where represents the bias factor which represents the disturbance in the load, ∆ represent the change in frequency and ∆ represent power flow between different areas. The response of two-area model on frequency fluctuation at 10% load change at field one (f1) is shown in Figure 7a . In this case, PI controller shows large settling time with less undershoot as compared to FA-based PI and GA-based PI. MPC shows minute fluctuation and no overshoot, which clearly negates the possibility of imbalance in the system. Figure 7b illustrates that the PI shows more oscillation as compared to the single-area, and FA shows less undershoot as compared to the GA, while MPC strictly follows its previous behavior. Furthermore, the oscillation in frequency for the worst-case scenario (improbable) and responses of all controllers can be compared using Figure 7c , where proposed MPC is not affected significantly by the load change, while other controllers show inefficiency and are badly affected by the load variation. Table 4 presents and compares the response specifications of all the controllers under different load changing conditions. In all these cases, the percentage load change directly affects and increases the steady state, undershoot and overshoot errors. The best response among all the controllers in term of the specification is achieved using only MPC, which shows zero overshoot for the all the given load changing cases. The responses of all controller on frequency fluctuation at 10% load change for field two (f2) can be visualized using Figure 8a . The responses of all controller on frequency fluctuation at 10% load change for field two (f2) can be visualized using Figure 8a . The responses of all controller on frequency fluctuation at 10% load change for field two (f2) can be visualized using Figure 8a . PI controller has large settling time with less undershoot, but the response time of MPC is robust as compared to GA and FA, where these controllers are showing more oscillations. In Figure 8b , the fluctuation of frequency at 20% load change is analyzed, where MPC strictly follow its specifications irrespective to variation in load. The worst-case scenario, at 50% load change, is shown in Figure 8c . MPC maintained its reputation even for the worst case, while other controllers were unable to consolidate this fluctuation problem. Table 5 presents the comparison of different response specifications for all the controllers for f2 in the two-area model. Again, it can be seen that the best response among all the controllers in term of the specification is achieved using the MPC, which showed minimum oscillation for all the given load changing cases. Figure 9 shows the scheduling of power between two areas on 10%, 20%, and 50% load changing conditions. It is preferable that a change in tie-power (∆P tie) should be minute. In all cases, although the response of PI is much better than the GA and FA controllers, there are still some oscillations before the system gains a constant value. Moreover, the GA gives minimum overshoot, but it possesses the maximum undershoot, while the FA is having maximum overshoot. The response of MPC shows the rapid transfer of power with minimum oscillations, while all other controllers are unable to follow the required specifications of ∆P tie. Even for the worst-case scenario of deviation in power at 50% load change, MPC maintains its fame with minimum fluctuation. PI controller has large settling time with less undershoot, but the response time of MPC is robust as compared to GA and FA, where these controllers are showing more oscillations. In Figure 8b , the fluctuation of frequency at 20% load change is analyzed, where MPC strictly follow its specifications irrespective to variation in load. The worst-case scenario, at 50% load change, is shown in Figure 8c . MPC maintained its reputation even for the worst case, while other controllers were unable to consolidate this fluctuation problem. Table 5 presents the comparison of different response specifications for all the controllers for f2 in the two-area model. Again, it can be seen that the best response among all the controllers in term of the specification is achieved using the MPC, which showed minimum oscillation for all the given load changing cases. Figure 9 shows the scheduling of power between two areas on 10%, 20%, and 50% load changing conditions. It is preferable that a change in tie-power (∆P tie) should be minute. In all cases, although the response of PI is much better than the GA and FA controllers, there are still some oscillations before the system gains a constant value. Moreover, the GA gives minimum overshoot, but it possesses the maximum undershoot, while the FA is having maximum overshoot. The response of MPC shows the rapid transfer of power with minimum oscillations, while all other controllers are unable to follow the required specifications of ∆P tie. Even for the worst-case scenario of deviation in power at 50% load change, MPC maintains its fame with minimum fluctuation. The scheduling of power between different areas and responses of all controllers on power exchange can be analyzed using Table 6 . The MPC interchanges the power more comprehensively and shows minimum oscillation for all the given load changing conditions in comparison to other controllers. The scheduling of power between different areas and responses of all controllers on power exchange can be analyzed using Table 6 . The MPC interchanges the power more comprehensively and shows minimum oscillation for all the given load changing conditions in comparison to other controllers. Figure 10 is representing the single area response under certain variation in load. As load does not remain constant and varies with the passage of time, the frequency fluctuation is analyzed at different loads (10%, 50%, 20%, 10%, 15%), and the mitigating ability of controllers are analyzed where MPC shows its superiority to tackle rapid variation in load. However other controllers GA, FA, and PI show more oscillations.
Design of Tie-Power Line

Multiple Load Changing Conditions
not remain constant and varies with the passage of time, the frequency fluctuation is analyzed at different loads (10%, 50%, 20%, 10%, 15%) , and the mitigating ability of controllers are analyzed where MPC shows its superiority to tackle rapid variation in load. However other controllers GA, FA, and PI show more oscillations. Figures 11 and 12 depict two area responses on realistically based scenarios where load does not remain constant. Under certain changes in load, the frequency deteriorates, and adverse effects arise when there is 50% change in load. The frequency shows aggressive spikes and it takes some time to settle even the load has been changed to 10% or around 15%. However, MPC maintains its reputation and handles the frequency variation in an impressive way, while other controllers are unable to compete with MPC fluctuation handling capabilities.
In Figure 13 the tie-line power exchange is also monitored with a random change in load. The two-area power exchange with the robustness of MPC can be seen where the exchange of power between the areas is rapid as compared to other controllers. Figures 11 and 12 depict two area responses on realistically based scenarios where load does not remain constant. Under certain changes in load, the frequency deteriorates, and adverse effects arise when there is 50% change in load. The frequency shows aggressive spikes and it takes some time to settle even the load has been changed to 10% or around 15%. However, MPC maintains its reputation and handles the frequency variation in an impressive way, while other controllers are unable to compete with MPC fluctuation handling capabilities. In Figure 13 the tie-line power exchange is also monitored with a random change in load. The two-area power exchange with the robustness of MPC can be seen where the exchange of power between the areas is rapid as compared to other controllers. 
Conclusions
In this paper, the problem of LFC due to load change is analyzed and the problem is mitigated by introducing MPC in the system. The results are observed and analyzed on realistically based scenarios, where load does not remain constant at 10%, 15%, 20%, and even for the worst-case scenario of 50% load change. Moreover, the PV connected thermal grid system with a tie-line was developed, and transmission line power is observed where the objective function was to improve the overall response of the system. It is concluded from the results that MPC is robust, tracks its optimal value in an efficient way irrespective to the load change, and outperforms all other discussed controllers for a single/two-area system in term of undershoot, overshoot, and oscillation. 
In this paper, the problem of LFC due to load change is analyzed and the problem is mitigated by introducing MPC in the system. The results are observed and analyzed on realistically based scenarios, where load does not remain constant at 10%, 15%, 20%, and even for the worst-case scenario of 50% load change. Moreover, the PV connected thermal grid system with a tie-line was developed, and transmission line power is observed where the objective function was to improve the overall response of the system. It is concluded from the results that MPC is robust, tracks its optimal value in an efficient way irrespective to the load change, and outperforms all other discussed controllers for a single/two-area system in term of undershoot, overshoot, and oscillation.
