In this article we investigate Berlekamp's negacyclic codes and discover that these codes, when considered over the integers modulo 4, do not suffer any of the restrictions on the minimum distance observed in Berlekamp's original papers [2, 3]: our codes have minimim Lee distance at least 2t+1, where the generator polynomial of the code has roots α, α 3 , . . . , α 2t−1 for a primitive 2nth root α of unity in a Galois extension of Z 4 ; no restriction on t is imposed. We present an algebraic decoding algorithm for this class of codes that corrects any error pattern of Lee weight ≤ t. Our treatment uses Gröbner bases, the decoding complexity is quadratic in t.
Introduction
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degree w, where the error values are encoded essentially in the multiplicity of the respective error locations. Berlekamp's error locator polynomial satisfies some type of key equation that is solved during the decoding procedure. Its solution ultimately depends on the multiplicative invertibility of all odd integers i ≤ 2t−1 in (a field extension of) GF(p) where t is the maximum Lee weight of all correctable error patterns. This finally requires t < p+1 2 , which is the reason why this idea yields only a very small class of useful codes.
The project underlying this article revisits Berlekamp's work and starts with the observation that almost all of the algebra used in the quoted papers is still valid in a Galois ring, i.e. a Galois extension of the integers modulo p m where m might be greater than 1. The divisibility condition mentioned above causes problems if and only if p is odd, and this brought us to the idea to study codes over Z 2 m .
The paper at hand considers the simplest (non-trivial) case, namely the case where m = 2, which means we consider negacyclic codes over Z 4 under the Lee metric. We will show that a negacyclic code is indeed of minimum Lee distance at least 2t+1 if its generator polynomial has roots α, α 3 , . . . , α 2t−1 for a primitive 2nth root of unity α in a Galois extension of Z 4 . No restriction on t will be imposed. We present an algebraic decoding algorithm for this class of codes that corrects any error pattern of Lee weight ≤ t.
Preliminaries
Throughout this paper, let R denote the Galois ring GR(4, m) of characteristic 4, order 4 m , and residue field K = GF(2 m ). We let µ : R −→ K, a → a + 2R be the canonical map from R onto K.
The structure of R is well understood (cf. [7] ). Its multiplicative group R × has order 2 m (2 m − 1) and contains a unique cyclic subgroup of order 2 m − 1. This group, in union with zero, forms the so-called Teichmüller set of R, which we denote by T . The set T forms a complete set of coset representatives of 2R in R and so the image of T under µ is the residue field K. Each element a ∈ R can be expressed in the canonical form a := a 0 + 2a 1 for suitable a 0 , a 1 ∈ T . The automorphism group of R is cyclic of order m and with respect to the above canonical form is generated by the map
. Note that for an element θ of T we have π(θ) = θ 2 . We remark that R does not contain an element of order 4: suppose a = a 0 + 2a 1 ∈ R has order 4 where a 0 , a 1 ∈ T , then a 2 = a 2 0 ∈ T has order 2, which is impossible as the order of an element in T must divide 2 m −1.
Negacyclic Codes Over Z 4
The following is a BCH-like description of negacyclic codes over Z 4 , and can be read as the obvious extension of Berlekamp's work in [2, 3] . We outline the theory for the convenience of the reader, see [8] for further details. Definition 1. Let n be a positive integer. A negacyclic code of length n over Z 4 is an ideal in the ring
We will work with roots of a negacyclic code, i.e. elements α ∈ R satisfying α n = −1. Note that roots in R exist only if n is odd: if n = 2ℓ was even and α 2ℓ = −1, then α ℓ was an element of order 4 in R, which is impossible.
Henceforth we will assume that n is odd. Then there is a primitive 2nth root of unity α in R such that α n = −1, i.e., α = −β, where β is a primitive nth root of unity in R.
Any Z 4 -negacyclic code is a principal ideal in Z 4 [x]/ x n +1 , in fact it is generated by a polynomial of the form a(b + 2) ∈ Z 4 [x] where x n + 1 = abc and a, b, c are pairwise coprime polynomials, in which case the code has size 4 δc 2 δb where δf denotes the degree of the polynomial f (cf. [8, Th. 2.7] ). There is a natural correspondence between negacyclic and cyclic codes over Z 4 . This is given by the map
Clearly, λ is ring isomorphism, from which it follows that any ideal C in
Moreover, λ is an isometry with respect to the Lee distance, since for every c = c
which is obviously of the same Lee weight as c.
Theorem 2. Let C be a negacyclic code over Z 4 of odd length n whose generator polynomial g has the roots α, α 3 , . . . , α 2t−1 for some primitive 2nth root of unity α ∈ R such that α n = −1. Then C has minimum Lee distance d Lee at least 2t+1.
Proof. Let D be the pre-image of C under λ. Then D is a cyclic code of length n, with generator polynomial f satisfying λ(f ) = g ∈ Z 4 [x] . Then f has the roots β, β 3 , . . . , β 2t−1 where β = −α is a primitive nth root of unity 
is fixed by the automorphism π, so that 0 = π(f (θ)) = f (π(θ)) for any root θ of f in R. Since β is contained in the Teichmüller set of R, f also has the roots π j (β i ) = β 2 j i for i ∈ {1, 3 . . . , 2t − 1}. Therefore, f has the 2t consecutive roots β, β 2 , . . . , β 2t . Therefore a generalization of the well-known BCH bound (see for example [4, Th. IV.1]) shows that D has minimum Hamming distance at least 2t+1. This gives a trivial lower bound on the minimum Lee distance of D. The claim now follows from the above isometry observation.
Remark 3. The lower bound on the Lee distance of negacyclic codes given in Theorem 2 is in general not sharp. Indeed there are codes C with d Lee > 2t + 1, as Table 3 shows. If the actual Lee distance is at least 2r + 1 with r > t we will see in the next section that the key equation carries sufficient information to determine all error pattern of Lee weight at most r, thus being able to correct up to r errors. We will then present a concrete decoding algorithm for error patterns up to Lee weight t.
The key equation
Let C be a negacyclic code with roots α, α 3 , . . . , α 2t−1 and minimum Lee
We will design a decoder to retrieve the unique error polynomial e satisfying e = v − c for some codeword c, where e has Lee weight at most r. Most of what follows will be reminiscent of the according steps in Berlekamp's papers [2, 3] . We will amend the methods from those sources to the situation at hand.
Let w denote the Lee weight. We define the error locator polynomial
where
, and
For each positive integer k, we let s k denote the sum of the kth powers of the reciprocals of the roots of σ, including repeated roots, i.e.
We note that w(e j )X k j = e j α jk holds for all odd k. Hence, for each k ∈ {1, 3, . . . , 2t − 1}, the kth syndrome s k = e(α k ) = v(α k ) is known to the decoder. Let s denote the power series
and thus
where the coefficients s 1 , s 3 , . . . , s 2t−1 are known to the decoder. For any power series
we denote the even part and the odd part by P e = j≥0 P 2j z 2j and P o = j≥0 P 2j+1 z 2j+1 , respectively. Then the even part and the odd part of equation (2) read
Subtracting σ e times equation (4) from σ o times equation (3) results in the equation
which involves only the odd part of s, the latter being known modulo z 2t+1 . Now let u = σo σe ∈ R(z) and rewrite equation (5) to obtain
from which we can recursively compute the coefficients u 1 , u 3 , u 5 , . . . u 2t−1 via the equations
The reader should notice that this is the point where Berlekamp's original approach can continue only by imposing a severe restriction on t. In our situation however all the above denominators are invertible in R. Clearly, u is an odd function and so we may define the power series T by
Moreover, the coefficients T 1 , . . . , T t are all known to the decoder. Next, we define the polynomials ϕ, ω ∈ R[z] by the equations
Noting that 1 + T (z 2 ) = σe σe+zσo we finally arrive at a key equation:
which is the main task of the decoder to solve. Knowledge of ϕ and ω is sufficient to recover the error locations along with their multiplicities. Using equation (8) we may obtain σ. The decoder could run through the 2n roots of unity 1, α, . . . , α 2n−1 and determine the error polynomial e by This is easy to see since for each j ∈ {0, . . . , n − 1}, we have
where γ = (1 ∓ 1) w(e j ) = 0 if and only if e j ∈ {0, 3}, δ = (1 ± 1) w(e j ) = 0 if and only if e j ∈ {0, 1}, and 1 ± α i−j is a unit whenever i = j. Now we will show that the key equation carries sufficient information to determine any error pattern of Lee weight at most r. Let B(0, r) denote the ball in Z n 4 centered in 0 with radius r, and let α : B(0, r) → R[z] be the function e → σ, mapping an error pattern to its error locator polynomial (see equation (1)). Then we consider the function
where the coefficients T 1 , . . . , T t of the power series T are obtained as outlined above (see equations (6) and (7)).
Proof. Consider the syndrome map Z n 4 → R t , v → (s 1 , s 3 , . . . , s 2t−1 ), with s k = v(α k ). It kernel equals the code C of Lee distance at least 2r + 1, hence the map is injective on B(0, r). Now we observe that the mappings (s 1 , . . . , s 2t−1 ) → (u 1 , . . . , u 2t−1 ) → (T 1 , . . . , T t ) of equations (6) and (7) are bijective.
is at most one error locator polynomial σ ∈ α(B(0, r)) such that the corresponding key equation (1 + T ) ϕ = ω in S is satisfied, where ω(z 2 ) = σ e (z) and ϕ(z 2 ) = σ e (z) + zσ o (z).
Proof. Suppose that σ ∈ α(B(0, r)) satisfies (1 + T ) ϕ = ω. Now S is a local ring with maximal ideal (z), and as σ(0) = 1 we have ϕ(0) = ω(0) = 1, so that ϕ and ω are units in S. This implies 1 + T = ωϕ −1 , in particular, T is uniquely determined by the key equation. As also f (σ) satisfies the key equation by construction we have thus T = f (σ). Since f is injective, it must hold σ = f −1 (T ), and σ is hence uniquely determined.
In the view of Proposition 5 it remains an open problem to find the unique solution of the key equation efficiently. In the following we assume that e has Lee weight at most t, and we present an efficient decoding method for this case.
For the classical finite field case, there is a unique pair of coprime polynomials [a, b] ∈ GF(p m )[z] 2 satisfying the key equation (9) along with the constraints:
For the Galois ring case, it is apparent that the required solution pair [ϕ, ω] satisfies the constraints (10)
] is unique, which will be sufficient for the decoding problem.
The Ideal Generated by ϕ and ω
We will show that 2 can be expressed as a R[z]-linear combination of ϕ and ω. First we note some useful observations. Let S be a commutative ring with identity 1. For f, g ∈ S we use the notation (f, g) := Sf + Sg to denote the ideal generated by f and g in S.
Lemma 6. Let f, g, h ∈ S. Then (a) (f, g) = (f, hf +g), (b) (h, g) = S implies (f, g) = (hf, g).
Proof. We will only prove the inclusion (f, g) ⊆ (hf, g) in (b). Since (h, g) = S there are a, b ∈ S such that ah + bg = 1, and consequently ahf + bgf = f . Now, for all r, s ∈ S we have rf + sg = r(ahf + bgf ) + sg = (ra)hf + (rbf + s)g .
Lemma 7. Let a, b, u, v ∈ S and let f = a + b, g = u + v. Suppose that 2b = 0, (f, g) = S, and (g, u) = S .
Proof. First we observe au + bv = au − bv = ag − f v. Next, using Lemma 6, we obtain (g, ag −f v) = (g, f v) = (g, v) = (g, u) = S. Hence, again using Lemma 6, (f g, au+bv) = (f g, ag−f v) = (f, ag−f v) = (f, ag) = (f, a) .
We now specialize to the case that S = R[z] where R is a Galois ring with residual field K. The following is well-known. Consider the polynomial
for some a i ∈ {1, 2} and Y i ∈ R such that the µY i ∈ K × are pairwise distinct. We further let
be the square and non-square part of Σ (under a suitable re-ordering of the Y i if necessary). As before, we denote the even and the odd part of a polynomial f ∈ R[z] by f e and f o , respectively. To show (ε, ε e ) = R[z] we simply show that µε e and µε o are coprime. First we note µε e (0) = µε(0) = 1, and hence z is not a common factor of µε o and µε e . Suppose now that a (proper) common factor of µε e and µε o exists. Since both µε e and µε o /z are squares the fact that they have a common factor means they have a common factor that is also a square, contradicting the fact that µε is square-free. Thus µε e and µε o are coprime, and hence, by Lemma 8, (ε, ε e ) = (ε e , ε o ) = R[z].
Corollary 10. (Σ, Σ e ) = (τ, τ e ).
Proof. We observe that Σ e = τ e ε e +τ o ε o . Combining Lemma 7 and Lemma 9 we obtain (Σ, Σ e ) = (τ ε, τ e ε e +τ o ε o ) = (τ, τ e ).
Lemma 11. Let f, g ∈ R[z] be squares. Then (f g) e = f e g e .
Proof. We have (f g) e = f e g e + f o g o . Since f and g are squares, as in the proof of Lemma 9, it follows that 2f o = 2g o = 0, and hence f o g o = 0.
. With these preparations we can prove:
Proof. Observe first that (Σ e , Σ o ) = (Σ, Σ e ) and (τ, τ e ) = (τ, τ o ). Then by Corollary 10 it suffices to show that 2 ∈ (τ, τ o ). Since 2τ o = 0 we may write τ o = 2ρ for some regular polynomial ρ ∈ R[z].
We show that (µτ, µρ) = K[z]. Clearly, the polynomial µτ fully splits into linear factors over K; its roots are µY 
Corollary 14. 2 ∈ (ϕ, ω).
Proof. It is clear that σ has the same form as Σ, defined before, and thus 2 ∈ (σ o , σ e ). Moreover
It follows a e ϕ(z 2 ) + b e ω(z 2 ) = 2. Therefore we have uϕ + vω = 2 with u, v ∈ R[z] such that u(z 2 ) = a e and v(z 2 ) = b e .
Remark 15. Suppose that no 'double-errors' occurred, i.e., there is no position j with e j = 2. Then we have τ = 1, and by Corollary 10, we have (σ, σ e ) = (τ, τ e ) = R[z]. From this it follows (ϕ, ω) = R[z], as before.
The Solution Module of the Key Equation
In this section we investigate the module of solutions to the key equation (9) 
First we recall some basic facts on Gröbner basis in R[z] 2 , further details can be found in [1, 4, 5] .
Definition 16. Let ℓ be an integer. We define a term order 
Given a set of non-zero elements of R[z] 2 there exists in the set a (not necessarily unique) minimal element with respect to the quasi-order associated with <. We will refer to this element as being minimal with respect to <.
We say that lt Lemma 17. Let A be a submodule of R[z] 2 . Suppose that A has elements with leading terms on the left and elements with leading terms on the right. Then A has a (not necessarily minimal) Gröbner basis of the form
satisfying i ≥ j and r ≥ s. Moreover, the integers i, j, r, s are uniquely determined.
In [4, Sec. VI] an efficient algorithm to compute a Gröbner basis for a submodule M of the form
is given, the so-called method of Solution by Approximations. This algorithm generalizes one for the finite field case, derived in [6] , which can be viewed as the Gröbner basis equivalent of the Berlekamp-Massey algorithm [3, Alg. 7.4] . The Solution by Approximations method works by computing iteratively a Gröbner basis of each successive solution module
arriving at a basis of M = M (r) . The algorithm requires no searching at any stage of its implementation and has complexity quadratic in r.
We describe this method below, which is particularly simple for the case of the Galois ring R of characteristic 4. As we said before, the algorithm works by computing iteratively a Gröbner basis of each successive solution module
arriving at a basis of M = M (r) . Then, the algorithm is basically a method to give the basis
For α, β ∈ R we say that α is a multiple of β if there exists x ∈ R such that α = xβ. This holds precisely when β ∈ R × or α, β ∈ 2R, β = 0.
Algorithm 1 (The Method of Solution by Approximations).
Input: U ∈ R[z], r ∈ N Output: A Gröbner basis as in Lemma 17 of the solution module
where ζ i = xζ j (if ζ j ∈ R * we take x = ζ i ζ −1 j , and if ζ j = 2ε j = 0, 
with respect to the term order < ℓ = < −1 . Hence, U = (3α + 3)z + 1.
The initial ordered basis of M (0) is
We compute the discrepancy for every element in B 0 and find [1, 2 
In the next result we establish the minimality of [ϕ, ω] among the regular elements of the solution module of the key equation (9) with respect to the term order < −1 .
with respect to the term order < −1 , and if
We have ub = av mod z t+1 and first we will establish equality in R[z]. We obtain δu + δb < δa + δb ≤ t and δa + δv ≤ 2δa + ℓ ≤ t + 1 + ℓ . We obtain δu + δb < 2δb − ℓ ≤ t − ℓ and δa + δv < δa + δb ≤ t .
Decoding Z 4 -linear Negacyclic Codes
Let the Z 4 -linear negacyclic code C be given as in the previous sections, and let v, c, e ∈ Z 4 [z], σ, σ o , σ e , ϕ, ω ∈ R[z] and T ∈ R(z) be given as before. In particular, v = c + e with c ∈ C and the error vector e is of Lee weight at most t. Let M = {[a, b] ∈ R[z] | a (1 + T ) ≡ b mod z t+1 } be the module of solutions to the key equation (9) . We first compute a Gröbner basis of M relative to the term order < −1 , which contains an element [a, b] such that µa = µϕ and µb = µω. Then µϕ, µω can be used to determine µσ = n−1 i=0 (1 − µX i z) w(e i ) ∈ K[z] via the equations µσ = µσ e + µσ o , µσ e (z) = µω(z 2 ) , and µϕ(z 2 ) = µσ e (z) + zµσ o (z) .
Knowledge of µσ is not sufficient to recover the error pattern e, as errors of the form e j = ±1 cannot be distinguished. However, by examining the roots of µσ we find all error positions, and by examining the double roots we get all locations j where e j = 2 (i.e., the 'double-errors').
Let e 2 ∈ Z n 4 be defined by e 2 j = 2 if e j = 2 and e 2 j = 0 otherwise. Note that e 2 is completely determined by the roots of µσ. Now consider the word v ′ := v − e 2 = c + e ′ with e ′ := e − e 2 . Then e ′ does not contain double-errors and has Lee weight at most t. Then, using Corollary 19, the error pattern e ′ can be found by computing the minimal regular element of a Gröbner basis.
We outline the steps of the algorithm below.
Algorithm 2 (Algebraic Decoding of Z 4 Negacyclic Codes). Let C be a negacyclic code over Z 4 of length n, whose generator polynomial has roots α, α 3 , . . . , α 2t−1 for a primitive 2nth root of unity α ∈ R such that α n = −1.
Input: v ∈ Z 4 [z] such that d(v, C) ≤ t Output: c ∈ C such that w(v − c) ≤ t
