Scalar-on-Image Regression via the Soft-Thresholded Gaussian Process by Kang, Jian et al.
Scalar-on-Image Regression via the
Soft-Thresholded Gaussian Process
Jian Kang∗, Brian J. Reich and Ana-Maria Staicu
Abstract
The focus of this work is on spatial variable selection for scalar-on-image
regression. We propose a new class of Bayesian nonparametric models, soft-
thresholded Gaussian processes and develop the efficient posterior computation
algorithms. Theoretically, soft-thresholded Gaussian processes provide large
prior support for the spatially varying coefficients that enjoy piecewise smooth-
ness, sparsity and continuity, characterizing the important features of imaging
data. Also, under some mild regularity conditions, the soft-thresholded Gaus-
sian process leads to the posterior consistency for both parameter estimation
and variable selection for scalar-on-image regression, even when the number
of true predictors is larger than the sample size. The proposed method is il-
lustrated via simulations, compared numerically with existing alternatives and
applied to Electroencephalography (EEG) study of alcoholism.
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1 Introduction
Scalar-on-image regression has attracted considerable attention recently in both fre-
quentist and Bayesian literature. This problem is challenging for several reasons
such as: 1) the predictor is very high dimensional (two dimensional or three dimen-
sional image), often larger than the sample size, 2) the observed predictor may be
contaminated with noise and the true predictor signal may exhibit complex correla-
tion structure, and 3) most components of the predictor may have no effect on the
response, and when they have an effect it may vary smoothly.
Regularized regression techniques are usually needed when the dimension of the
predictor is much higher relative to the sample size; lasso (Tibshirani 1996) is a pop-
ular method for variable selection by employing a penalty based on the sum of the
absolute values of the regression coefficients. However most approaches do not accom-
modate predictors with ordered components such as in the case of predictor images.
One exception is the fused lasso, which generalizes the lasso by penalizing both the co-
efficients and their successive differences, thus ensuring both sparsity and smoothness
of the effect. To incorporate spatial dependence structure of the predictors, Reiss and
Ogden (2010) extended the functional principal component regression originally pro-
posed for one dimensional functional covariates to high dimensional predictors. They
modeled the coefficient function by using B-spline functions and considered common
smoothing spline penalty which is not sensitive to sharp edges and jumps. Recently,
Wang and Zhu (2015) proposed a new type of penalty - based on the total variation
of the function - which yields piecewise smooth regression coefficients. While these
approaches are computationally efficient, none of them can fully take into account
the spatial dependence of the image predictor. In addition, in this framework it is
not clear how to assess statistical significance.
To overcome some of these limitations, this problem has been also approached form
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a Bayesian viewpoint. Goldsmith et al. (2014) proposed two latent spatial processes
to model the sparsity and the smoothness of the regression coefficient: specifically an
Ising prior was used for the binary indicator variable that controls whether a voxel
image is predictive of the response or not (sparsity), and a conditional autoregres-
sive Gaussian process for the non-zero regression coefficients to improve the model
prediction (smoothness). The use of Ising prior for the binary indicator was first
discussed in Smith and Fahrmeir (2007) in the context of high dimensional predictors
and was also recently exploited by Li et al. (2015) who proposed it jointly with a
Dirichlet process prior. To address the computational challenge of a non-closed form
for the probability function, the latter work proposed an analytical approach to derive
bounds for the hyperparameters. One of the characteristics of both Li et al. (2015)
and Goldsmith et al. (2014) is that the sparsity and smoothness are controlled sepa-
rately by two different spatial processes. As a result, the transition from zero-areas
to non-zero neighboring areas in the regression coefficient may be very abrupt. This
does not seem realistic for entire brain regions, where it is expected to see a gradual
effect in contain brain areas on the response.
We propose a novel approach to spatial variable selection in the scalar-on-image
regression by modeling the regression coefficients through a soft-thresholding trans-
formation of latent Gaussian processes, to which we refer as soft-thresholded Gaus-
sian processes. The soft-thresholding function is well known as the solution for the
lasso estimate when the design matrix is orthonormal (Tibshirani 1996). The soft-
thresholded Gaussian process leads to different model properties than the existent
literature: in particular it ensures a gradual transition between the zero and non-zero
effects of the neighboring locations. Theoretically, we can show that it provides a
large support for the spatially varying coefficient function in the model that enjoys
piecewise smoothness, sparsity and continuous properties. The idea is inspired from
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Boehm Vock et al. (2014) who considered it as a regularization technique for spatial
variable selection. This approach does not assign prior probability mass at zero for re-
gression coefficients and it is not designed for the scalar-on-image regression. The use
of the soft-thresholded Gaussian process has an attractive computational advantage
over the competing methods, where the use of Ising prior makes it impossible to have
a closed form probability distribution function making the computations challenging.
In particular, we consider a low-rank spatial model for the latent process, which is
important for the scalability of the method to large datasets. For theoretical results,
in addition to the large support, we also can show that the soft-thresholded Gaussian
process leads to the posterior consistency for both parameter estimation and variable
selection for scalar-on-image regression. That is, the posterior distribution of the
spatially varying coefficient function concentrates in a small neighborhood of the true
value and the its sign is also consistent with the true value with probability one as the
number of subjects goes to infinity. These two results only need a few mild regularity
conditions; the conclusions hold even when the number of true predictors is larger
than the sample size.
The proposed method is introduced for the case of single image predictor and
Gaussian responses for simplicity. Nevertheless extensions to accommodate other
type of covariates through a linear effect as well as generalized responses are straight-
forward. The methods are applied to the data from an electroencephalography (EEG)
study of alcoholism (http://kdd.ics.uci.edu/datasets/eeg/eeg.data.html), where of in-
terest was to study the relation between the alcoholism status and the electrical brain
activity over time. The data have been previously described in Li et al. (2010) and
Zhou and Li (2014) and consist of EEG signals received from 64 channel of electrodes
located on subjects’ scalp, corresponding to alcoholic subjects and healthy controls.
The EEG signals are recorded for 256 seconds; leading to a high-dimensional predic-
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Figure 1: The standard electrode position nomenclature for 10-10 system
tor. Previous literature that analyzed these data ignored the spatial locations of the
electrodes on the scalp, and thus considered a two-dimensional predictor. In contrast,
we recover the locations of the electrodes from the standard electrode position nomen-
clature described by Fig. 1 of https://www.acns.org/pdf/guidelines/Guideline-5.pdf,
as shown in Fig. 1. We study the same scientific question by accounting for the
space-temporal dependence of the predictor.
2 Model
2.1 Scalar-on-image regression
Let Rd be a d-dimensional vector space of real values for any integer d ≥ 1. Sup-
pose there are n subjects in the dataset. For each subject i, we collect a scalar re-
sponse variable, Yi ∈ R1, a set of pn spatially distributed imaging predictors, denoted
Xi = (Xi,1, . . . , Xi,pn)
T ∈ Rpn and other scalar covariates Wi = (Wi,1, . . . ,Wi,q)T ∈ Rq,
where Xi,j denotes the image intensity values measured at location sj, for j =
1, . . . , pn. Write S = {sj}pnj=1 which is an subset of a compact closed region B ⊆ Rd.
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Let N(µ,Σ) be a normal distribution with mean µ and covariance Σ (or variance for
one dimensional case). We consider the following scalar-on-image regression model:
for i = 1, . . . , n,
{Yi |Wi,Xi, αv, β, σ2, S } ∼ N
{
q∑
k=1
αkWi,k + p
−1/2
n
pn∑
i=1
β(sj)Xi,j, σ
2
}
, (1)
where αv = (α1, . . . , αq)
T is the coefficient for the scalar covariates Wi and β(s) is a
spatially varying coefficient function defined on B for imaging predictor Xi. Assume
that {Wi}ni=1 are fixed design covariates and S collects all fixed spatial locations. In
practice, the normalizing scalar p
−1/2
n can be absorbed into imaging predictors; its
role is to rescale the total effects of massive imaging predictors such that they are
bounded away from infinity with a large probability when pn is very large. Scientif-
ically, imaging predictors take values that measure the body tissue contrast or the
neural activities at each spatial location and the number of imaging predictors, pn is
determined by the resolution of the image. Thus, the total effects of imaging predic-
tors reflect the total amount of the intensity in the brain signals, which should not
increase to infinity as the image resolution increases. In model (1), the response is
taken to be Gaussian and only one type of imaging predictor is included, although ex-
tensions to non-Gaussian responses and multi-modality imaging predictor regression
are straightforward.
2.2 Soft-thresholded Gaussian Processes
In order to capture the characteristics of imaging predictors and their effects on the
response variable, the prior for the covariate function β should be sparse and spatial.
That is, we assume that many locations have β(sj) = 0; the sites with non-zero coeffi-
cients cluster spatially, and that the coefficients vary smoothly in clusters of non-zero
coefficients. To encode these desired properties into the prior, we represent β(s) as a
transformation of a Gaussian process, β(s) = gλ{β˜(s)}, where gλ is the transformation
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function dependent on parameter λ and β˜(s) follows a Gaussian process prior. In this
transkriging (Cressie 1993) or Gaussian copula (Nelsen 1999) model, the function gλ
determines the marginal distribution of β(s), while the covariance of the latent β˜(s)
determines β(s)’s dependence structure.
Spatial dependence is determined by the prior for β˜(s). We assume that β˜(s) is a
Gaussian process with zero-mean and stationary covariance function cov{β˜(s), β˜(s′)} =
κ(s− s′) for some covariance function κ. Although other transformations are possible
(Boehm Vock et al. 2014), we select gλ to be the soft-thresholding function to map
β˜(s) near zero to exact zero and thus give a sparse prior. Let
gλ(x) =
{
0 |x| ≤ λ
sgn(x)(|x| − λ) |x| > λ , (2)
where sgn(x) is the sign of x, i.e. sgn(x) = 1 if x > 0 and sgn(x) = −1 if x < 0
and sgn(0) = 0. The thresholding parameter λ > 0 determines the degree of sparsity.
This soft-thresholded Gaussian process prior is denoted β ∼ ST GP(λ, κ).
3 Theoretical Properties
In this section, we examine the theoretical properties of soft thresholded Gaussian
processes as prior models for scalar-on-image regression. We first introduce the formal
definition for the class of the true spatially varying coefficients in the model that can
well characterize the effects of the imaging predictors on the response variable. In
light of good properties of the soft thresholding function (Lemmas 1 – 2), we show
that the soft thresholded Gaussian processes have large support for the true spatially
varying coefficient functions in the class we define (Theorem 1). Then we can verify
the prior positivity of neighborhoods (Lemma 3) and construct uniform consistent
tests (Lemma 5) which are needed to define a sieve of spatially varying coefficient
functions and find the upper bound of the tail probability (Lemmas A.6–A.4), and
verify that the model is identifiable (Lemmas A.7–A.10) under certain regularity
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conditions. Thus, following the theory developed by Choudhuri et al. (2004), we show
the posterior consistency (Theorem 2). Given the smoothness and sparsity of the soft-
thresholded Gaussian process, we can further show the posterior sign consistency for
the sparse spatially varying coefficient function (Theorem 3), indicating the posterior
spatial variable selection consistency.
3.1 Notations and Definitions
We start with additional notations for the theoretical development and the formal
definitions of the class of spatially varying coefficient functions under consideration.
We assume that all the random variables and stochastic processes that we introduced
in this article are defined in the same probability space, denoted (Ω,F ,Π). Recall that
Rd represents the d-dimensional vector space of real values. Let Zd+ = {0, 1, . . . , }d ⊂
Rd represent the d-dimensional vector space of non-negative integers. For any vector
v = (v1, . . . , vd)
T ∈ Rd, let ‖v‖p = (
∑d
l=1 |vl|p)1/p be the Lp norm for vector v for any
p ≥ 1, and ‖v‖∞ = maxdl=1 |vl| be the supremum norm. For any x ∈ R, let dxe be the
smallest integer larger than x and bxc be the largest integer smaller than x. Define
the event indicator I(A) ∈ {0, 1} with I[A] = 1 if event A occurs, I[A] = 0 otherwise.
For any z = (z1, . . . , zd)
T ∈ Zd+, define z! =
∏d
l=1
∏zl
k=1 k and define v
z =
∏d
l=1 v
zl
l .
Definition 1. Let f(s) be defined in the set B ⊆ Rd for s = (s1, . . . , sd), and let m
be a non-negative integer. We say f(s) is a differentiable function of order m, if f(s)
has partial derivatives
Dτf(s) =
∂‖τ‖1f
sτ11 · · · sτdd
(s) =
∑
‖η‖1+‖τ‖1≤m
Dτ+ηf(t)
η!
(s− t)η +Rm(s, t),
where τ = (τ1, . . . , τd)
T ∈ Zd+, η ∈ Zd+ and t ∈ Rd.
Denote by Cm(B) a set of differentiable functions of order m defined on B. For
any f ∈ Cm(B), define the Lp norm ‖f‖p =
(∫
B |f(s)|pds
)1/p
for any p ≥ 1 and the
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supremum norm is ‖f‖∞ = sups∈B |f(s)|. The reminder Rm(s, t) has the following
property. Given any point s0 of B and any  > 0, there is a δ > 0 such that if s and
t are any two points of B with ‖s − s0‖1 < δ and ‖t − s0‖1 < δ, then |Rm(s, t)| ≤
‖s− t‖m−‖τ‖11 . If ‖Dτf‖∞ ≤M <∞, then |Rm(s, t)| ≤ (M‖s− t‖m+11 )/(m+ 1)!.
Definition 2. Denote by R and ∂R the closure and the boundary of any set R ⊆ B.
Define a collection of functions β(s) that satisfy the following properties. That is,
there exist two disjoint non-empty open sets R−1 and R1 with R1 ∩ R−1 = ∅ such
that
(2.1) Piecewise Smoothness: β(s) is smooth over R−1 ∪R1, i.e.
β(s)I[s ∈ R−1 ∪R1] ∈ Cρ(R−1 ∪R1), with ρ = dd/2e.
(2.2) Sparsity: β(s) = 0 for s ∈ R0, β(s) > 0 for s ∈ R1 and β(s) < 0 for
s ∈ R−1, where R0 = B − (R−1 ∪R1) and R0 − (∂R1 ∪ ∂R−1) 6= ∅.
(2.3) Continuity: β(s) is continuous over B. That is,
lim
s→s0
β(s) = β(s0), for any s0 ∈ B.
Define Θ as a collection of all spatially varying coefficient functions that satisfy
with conditions (2.1) – (2.3) in Definition 2.
3.2 Conditions for Theoretical Results
In this section, we list all the conditions that are needed to facilitate the theoretical
results, although they may not be the weakest conditions.
Condition 1. There exists M0 > 0, M1 > 0, N ≥ 1, and some υ0, d/(2ρ) < υ0 < 1
and ρ = dd/2e such that for all n > N , M0nd ≤ pn ≤M1n2ρυ0.
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This condition implies that the number of imaging predictors pn should be of
polynomial order of sample size. The lower bound indicates that pn needs to be
sufficiently large such that the posterior distribution of the spatially varying coefficient
function concentrates around the true value.
Condition 2. The true spatially varying coefficient function in model (1) enjoys the
piecewise smoothness, sparsity and continuity properties, in short, β0 ∈ Θ.
The next two conditions summarize constraints on the spatial locations and the
distribution of the imaging predictors.
Condition 3. For the observed spatial locations S = {sj}pnj=1 in region B, there exists
a set of sub-regions {Bj}pnj=1 satisfying the following conditions:
(3.1) They form a partition of B, i.e. B = ⋃pnj=1 Bj with Bj ∩ Bj′ = ∅.
(3.2) For each j = 1, . . . , pn, sj ∈ Bj and V(Bj) ≤ ζ(Bj) < ∞, where V (•) is
the Lebesgue measure and
ζ(B) = sup
t,t′∈B
[
max
k
|tk − t′k|
]d
, with t = (t1, . . . , td)
Tand t′ = (t′1, . . . , t
′
d)
T.
(3.3) There exists a constant 0 < K < V(B) such that maxj ζ(Bj) < 1/(Kpn)
as n→∞.
When B is a hypercube in Rd, e.g. B = [0, 1]d, there exists a set of {Bj}pnj=1 that
equally partitions B. Then V(Bj) = ζ(Bj) = p−1n .
Condition 4. The covariate variables {Xi,1, . . . , Xi,pn}ni=1 are independent realiza-
tions of a stochastic process X(s) at spatial locations s1, . . . , spn. The stochastic pro-
cess X(s) satisfies
(4.1) E [X(s)] = 0 for all s ∈ B.
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(4.2) For all n > 1, let Σn = (σj,j′)1≤j,j′≤pn where σj,j′ = E [X(sj)X(sj′)]. Let
ρmin(A) and ρmax(A) be the smallest eigenvalue and the largest eigenvalue of a
matrix A, respectively. Then there exist cmin and cmax with 0 < cmin ≤ 1 and
0 < cmax <∞ such that for n > 1,
ρmin (Σn) > cmin and ρmax (Σn) < cmax.
(4.3) For any  > 0 and M < ∞, there exists δ > 0 such that for any
a1, . . . , apn ∈ R with |aj| < M for all j, if there exits N , for all n, p−1
∑pn
j=1 |aj| >
, then
Π
[
p−1/2n
∣∣∣∣∣
pn∑
j=1
ajX(sj)
∣∣∣∣∣ > δ
]
> δ.
Condition 4 includes assumptions on the mean of X(s) and on the range of eigen-
values of the covariance matrix Σn for covariate variables. If Gaussian process X(s)
on [0, 1]d has zero mean and E[X(sj)X(sj′)] = ρ0 exp(−pn‖sj − sj′‖1), 0 < ρ0 < 1,
if j 6= j′ and E[X(sj)2] = 1, where {sj}pnj=1 are chosen as the centers of the equal
space partitions of B, then condition (4.2) holds. Furthermore, condition (4.3) also
holds. Specifically, for any  > 0, taking δ = c
1/2
min exp(−), for any a1, . . . , apn , let
ξ = p
−1/2
n
∑pn
j=1 ajX(sj) ∼ N(0, κ2), By Condition (4.2),
κ2 =
1
pn
∑
j,j′
ajσj,j′aj′ ≥ 1
pn
pn∑
j=1
a2jρmin(Σn) > cmin
1
pn
pn∑
j=1
a2j .
There exists N , such that for all n > N ,
(
p−1n
∑pn
j=1 a
2
j
)1/2
≥ p−1n
∑pn
j=1 |aj| > . Thus,
κ2 > cmin
2. Furthermore,
Π[|ξ| > δ] = 2Φ (−κ−1δ) > 2Φ(−c−1/2min −1δ) = 2Φ {− exp(−)} >  exp(−) > δ.
To ensure the large support property, we need the following condition on the
kernel function of the Gaussian process. This condition also has been used previously
by Ghosal and Roy (2006).
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Condition 5. For every fixed s ∈ B, the covariance kernel κ(s, ·) has continuous
partial derivatives up to order 2ρ+ 2.
3.3 Large Support
One of the desired properties for the Bayesian nonparametric model is to have prior
support over a large class of functions. In this section, we show that the support of the
soft-thresholded Gaussian process is large for any spatially varying coefficient func-
tion of our interests in the scalar-on-image regression. We begin with two appealing
properties of the soft-thresholding function in the following two lemmas.
Lemma 1. The soft-thresholding function gλ(x) is Lipschitz continuous for any λ >
0, that is, for all x1, x2 ∈ R, |gλ(x1)− gλ(x2)| ≤ |x1 − x2|.
Lemma 2. For any function β0 ∈ Θ, there exists a threshold parameter λ0 and a
smooth function β˜0(s) ∈ Cρ(B) such that β0(s) = gλ0{β˜0(s)}.
The proof of lemma 1 is straightforward by verifying the definition. The proof
of lemma 2 is not trivial, it requires a detailed construction on the smooth function
β˜0(s). Please refer to the Appendix for details.
Theorem 1. (Large Support) For a function β0 ∈ Θ, there exists a thresholding
parameter λ0, such that the soft thresholded Gaussian process prior β ∼ ST GP(λ0, κ)
satisfies
Π (‖β − β0‖∞ < ε) > 0, for all ε > 0.
Proof. By Lemma 2, there exists a thresholding parameter λ0 and a smooth function
β˜0(s) such that β0(s) = gλ0 [β˜0(s)]. Since β ∼ ST GP(λ0, κ), we have β(s) = gλ0 [β˜(s)]
with β˜(s) ∼ GP(0, κ), By Lemma 1 and Theorem 4 of (Ghosal and Roy 2006)
Π
(
sup
s∈B
|β(s)− β0(s)| < ε
)
= Π
(
sup
s∈B
|gλ0(β˜(s))− gλ0(β˜0(s))| < ε
)
≥ Π
(
sup
s∈B
|β˜(s)− β˜0(s)| < ε
)
> 0.
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Theorem 1 implies that there is always a positive probability that the soft-thresholded
Gaussian process concentrates in an arbitrarily small neighborhood of any spatially
varying coefficient function that has piecewise smoothness, sparsity and continuity
properties.
3.4 Posterior Consistency
For i = 1, . . . , n, given the image predictor Xi on a set of spatial locations S and
other covariates Wi, suppose the response Yi is generated from the scalar-on-image
regression model (1) with parameters αv0 ∈ Rq, σ20 > 0 that are known and pa-
rameter of interest β0 ∈ Θ. The assumptions about αv0 and σ20 are for theoretical
convenience; in practice it is straightforward to estimate from the data. We assign a
soft-thresholded Gaussian process prior for the spatially varying coefficient function,
i.e. β ∼ ST GP(λ0, κ) for some known λ0 > 0 and covariance kernel κ. In light of
the large support by Theorem 1, the following lemma shows the positivity of prior
neighborhoods:
Lemma 3. (Positivity of prior neighborhoods) Denote by pin,i(•; β) the density func-
tion of Zn,i = (Yi,Xi) in model (1) and suppose condition (4) holds for Xi. Define
Λn,i(•; β0, β) = log pin,i(•; β)− log pin,i(•; β0),
Kn,i(β0, β) = Eβ0{Λn,i(Zn,i; β0, β)}, and
Vn,i(β0, β) = varβ0{Λn,i(Zn,i; β0, β)}.
There exists a set B with Π(B) > 0 such that, for any  > 0,
lim inf
n→∞
Π
[{
β ∈ B, 1
n
n∑
i=1
Kn,i(β0, β) < 
}]
> 0, and
1
n2
n∑
i=1
Vn,i(β0, β)→ 0, for all β ∈ B.
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We construct sieves for the spatially varying coefficient functions in Θ as
Θn =
{
β ∈ Θ : ‖β‖∞ ≤ p1/(2d)n , sup
s∈R1∪R−1
|Dτβ(s)| ≤ p1/(2d)n , 1 ≤ ‖τ‖1 ≤ ρ
}
,
and by Lemmas A.6 – A.10 in the appendix, we can find the upper bound of the tail
probability and construct uniform consistent tests in the following lemmas:
Lemma 4. Suppose β(s) ∼ ST GP(λ0, κ) with λ0 > 0 and the kernel function κ
satisfies condition 5, then there exist constants K and b such that for all n ≥ 1,
Π(ΘCn ) ≤ K exp(−bp1/dn ).
Lemma 5. (Uniform consistent tests) For any  > 0 and υ0/2 < υ < 1/2, there exist
N , C0, C1 and C2 such that for all n > N and all β ∈ Θn , if ‖β − β0‖1 > , a test
function Ψn can be constructed such that
Eβ0(Ψn) ≤ C0 exp
(−C2n2υ) , and Eβ(1−Ψn) ≤ C0 exp (−C1n) .
Proofs of Lemmas 3–5 are provided in the online supplementary materials. These
lemmas verify three important conditions for proving posterior consistency in the
scalar-on-image regression based on Theorem A.1 by Choudhuri et al. (2004). Thus,
we have the following theorem:
Theorem 2. (Posterior Consistency) Write data Dn = [{Yi}ni=1, {Xi}ni=1, {Wi}ni=1].
If Conditions 1 – 5 hold, then for any  > 0,
Π [β ∈ Θ : ‖β − β0‖1 <  | Dn]→ 1,
as n→∞ in P nβ0 probability, where P nβ0 denotes the actual distribution of data Dn.
Theorem 2 implies that the soft-thresholded Gaussian process prior can ensure
that the posterior distribution of the spatially varying coefficient function concentrates
in an arbitrarily small neighborhood of the true value, when both the number of
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subjects and number of spatial locations are sufficiently large. Given that the true
function of interest is piecewise smooth, sparse and continuous, the soft-threshold
Gaussian process prior can further ensure that the posterior probability of the sign of
the spatially varying coefficient function being correct converges to one as the sample
size goes to infinity. The result is formally stated in the following theorem.
Theorem 3. (Posterior Sign Consistency) Suppose the model assumptions, prior
settings and regularity conditions for Theorem 2 hold.
Π [sgn{β(s)} = sgn{β0(s)}, for all s ∈ B | Dn]→ 1,
as n→∞ in P nβ0 probability.
This theorem establishes the spatial variable selection consistency. It does not
require the number of true imaging predictors is finite or less than the sample size.
This is different from most previous results, but it is reasonable in that the true
spatially varying coefficient function is piecewise smooth and continuous and the
soft-thresholded Gaussian process will borrow strength from neighboring locations to
estimate the true imaging predictors. Please refer to the Appendix for the proofs of
Theorems 2 and 3.
4 Posterior Computation
4.1 Model Representation and Prior Specifications
We turn now to the practical applicability of our proposed method. We select a low-
rank spatial model to ensure that computation remains possible for applications with
large datasets. We exploit the kernel convolution approximation of a spatial Gaussian
process. As discussed in Higdon et al. (1999), any stationary Gaussian process V (s)
can be written V (s) =
∫
K(sj − t)w(t)dt, where K is a kernel function and w is a
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white-noise process with mean zero and variance σ2w. This gives covariance function
cov(s, s + h) = κ(h) = σ2a
∫
K(s− t)K(s + h− t)dt,
which illustrates the connection between covariance κ and kernel K. This represen-
tation suggests the approximation for the latent Gaussian process
β˜(s) =
L∑
l=1
K(s− tl)al,
where t1, ..., tL ∈ Rd are a grid of spatial knots covering B, K is a local kernel function,
and al ∼ N(0, σ2a) is the coefficient associated with knot l. We use tapered Gaussian
kernels with bandwidth σh,
K(h) = exp
[
− h
2
2σ2h
]
I(h < 3σh),
so that K(||s− tl||) = 0 for s separated from tl by at least 3σh. Taking L < p knots
and selecting compact kernels both lead to computational savings, as discussed in
Section 4.2.
The compact kernels K control the local spatial structure and the prior for the
coefficients a = (a1, . . . , aL)
T controls broad spatial structure. Following the work by
Nychka et al. (2015) for geostatistical data, we assume that the knots t1, . . . , tL are
arranged on an m1 × · · · × md array, and use l ∼ k to denote that knots tl and tk
are adjacent on this array. We then use a conditionally autoregressive prior (Gelfand
et al. 2010) for the kernel coefficients. The conditional autoregressive prior is also
defined locally, with full conditional distribution
al|ak, k 6= l ∼ N
(
ϑ
nl
∑
k∼l
ak,
σ2a
nl
)
, (3)
where nl is the number of knots adjacent to knot l, ϑ ∈ (0, 1) determines the strength
of spatial dependence, and σ2a determines the variance. These full conditional dis-
tributions correspond to the joint distribution a ∼ N[0, σ2a(M − ϑA)−1], where M is
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diagonal with diagonal elements {n1, ..., nL} and A is the adjacency matrix with (k, l)
element equal 1 if k ∼ l and zero otherwise (including zeros on the diagonal).
Write β˜v = {β˜(s1), . . . , β˜(sp)}T. Denote by K the p × L kernel matrix with (j, l)
element K(||sj − tl||2), the prior for β˜v is given by β˜v ∼ N{0, σ2aK(M − ϑA)−1KT}.
In this case, the β˜(sj) do not have the equal variance, which may not generally be
desirable. Non-constant variance arises because the kernel knots tj may be unequally
distributed, and because the conditional autoregressive model is non-stationary in
that the variances of the al are unequal.
To stabilize the prior variance, define K˜j,l = K(||sj − tl||2)/wj and K˜ as the cor-
responding p × L matrix of standardized kernel coefficients, where wj are constants
chosen so that the prior variance for each βj is equal. We take wj to be the j-th diago-
nal element of cov(β˜v) = K(M−ϑA)−1KT , hence the kernel functions now depend on
ϑ. By pulling the prior standard deviation σa out of the thresholding transformation,
write βv = {β(s1), . . . , β(sp)}T, we have an equivalent model representation of model
(1) as
Yi ∼ N[WTi αv + p−1/2n XTi βv, σ2], with β(sj) = σagλ{β˜(sj)}, (4)
where β˜v ∼ N{0, K˜(M− ϑA)−1K˜T}. After standardization the prior variance of each
β˜(sj) is one, and therefore the prior probability that β˜(sj) is nonzero is 2Φ(−λ) for
all j, where Φ(•) denotes the cumulative distribution function of standard normal
distribution. This endows each parameter with a distinct interpretation: σa controls
the scale of the non-zero coefficients; λ controls the prior degree of sparsity; and ϑ
controls spatial dependence.
In practice, we normalize the response and covariates, and then select priors αv ∼
N(0, 102Iq), σ
2 ∼ InvGamma(0.1, 0.1), σa ∼ HalfNormal(0, 1), ϑ ∼ Beta(10, 1), and
λ ∼ Uniform(λl, λu). Following Banerjee et al. (2004), we use a beta prior for ϑ with
mean near one because only values near one provide appreciable spatial dependence.
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In many of the cases considered in the simulation studies, the sparsity parameter λ
cannot be fully identified. To improve numerical stability, we suggest an informative
data-driven prior. We first fit the non-sparse model with λ = 0 and record the
proportion of the β(sj) with posterior 95% credible interval that exclude zero, denoted
u. The prior for λ then restricts the prior proportion of non-zeros to be within 0.05
of u, i.e., λl = −Φ−1[(u+ 0.05)/2] and λu = −Φ−1[(u− 0.05)/2].
4.2 Markov chain Monte Carlo Algorithm
We sample from the posterior distribution using Metropolis-Hastings within Gibbs
sampling. The parameters αv, σ2, and σ2a have conjugate full conditional distributions
and are updated using Gibbs sampling. The spatial dependence parameter ϑ is sam-
pled using Metropolis-Hastings sampling using a beta candidate distribution with the
current value as mean and standard deviation tuned to give acceptance around 0.4.
The threshold λ is updated using Metropolis sampling with random-walk Gaussian
candidate distribution with standard deviation tuned to have acceptance probability
around 0.4. The Metropolis update for al uses the prior full conditional distribution
in (3) as the candidate distribution which gives high acceptance rate and thus good
mixing without tuning.
5 Simulation study
5.1 Data generation
In this section we conduct a simulation study to compare the proposed methods with
other popular methods for scaler-on-image regression. For each simulated observation,
we generate a two-dimensional image Xi on them×m grid {1, 2, . . . ,m}2 withm = 30.
The covariates are generated following two covariance structures: exponential (“Exp”)
and with shared structure (“SS”) with the signal, βv. The exponential covariates are
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Figure 2: True βv images used in the simulation study.
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Gaussian with mean E(Xij) = 0 and cov(Xi,j, Xi,l) = exp(−dj,l/ϑX), where dj,l is the
distance between locations j and l and ϑX controls the range of spatial dependence.
The covariates generated with shared structure with βv are Xi = X˜i/2 + eiβ
v, where
X˜i is Gaussian with exponential covariance with ϑX = 3 and ei ∼ N(0, υ2); this is
denoted as “SS(υ)”. The response is then generated as Yi ∼ N(XTi βv, σ2). Both Xi
and Yi are independent for i = 1, . . . , n. We consider two true β
v images (“Five peaks”
and “Triangle”, plotted in Figure 2), sample sizes n ∈ {100, 250}, spatial correlation
ϑX ∈ {3, 6}, and error standard deviation σ ∈ {2, 5}. For all combinations of these
parameters considered we generate S = 100 datasets.
5.2 Methods
We fit our model with a m/2×m/2 equally-spaced grid of knots covering [1,m]×[1,m]
with bandwidth σh set to the minimum distance between knots. We fit the model
both with λ > 0 and thus sparsity (“STGP”) and with λ = 0 and thus no sparsity
(“GP”). For both models, we run the proposed Markov chain Monte Carlo algorithm
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5,000 iterations with 1,000 burn-in, and compute the posterior mean of βv. For the
sparse model, we compute the posterior probability of a nonzero β(s).
We compare our method with the lasso (Tibshirani 1996) and fused lasso (Tib-
shirani et al. 2005, Tibshirani and Taylor 2011) penalized regression estimates
βˆvL = argmin
βv
{
(Y − Xβv)T(Y − Xβv) + λ˜
∑
j
|β(sj)|
}
, (5)
βˆvFL = argmin
βv
{
(Y − Xβv)T(Y − Xβv) + λ˜
∑
j∼k
|β(sj)− β(sk)|+ γ˜λ˜
∑
j
|β(sj)|
}
.
The lasso estimate βˆvL is computed using the lars package (Hastie and Efron 2013)
in R (R Core Team 2013) and the tuning parameter λ˜ is selected using the Bayesian
information criteria. The fused lasso estimate βˆvFL is computed using the genlasso
package (Arnold and Tibshirani 2014) in R and the tuning parameters γ˜ and λ˜ are se-
lected using the Bayesian information criteria. Due to computational considerations,
we search only over γ˜ ∈ {1/5, 1, 5}.
We also compare with a functional principle components analysis approach (“FPCA”).
We smooth each image using the technique of Xiao et al. (2013) implemented in the
fbps function in R’s refund package (Crainiceanu et al. 2014), compute the eigen
decomposition of the sample covariance of the smoothed images, and then perform
principal components regression using the lasso penalty tuned via the Bayesian infor-
mation criteria. We use the leading eigenvectors that explain 90% of the variation in
the sample images.
Finally, we compare with the Bayesian spatial model of Goldsmith et al. (2014)
(“Ising”). Goldsmith et al. (2014) use the model β(sj) = α˜jθj, where α˜j ∈ {0, 1}
is the binary indicator that location j is included in the model, and θj ∈ R is the
regression coefficient given that the location is included. Both the α˜j and θj have
spatial priors; the continuous components θj follow a conditional autoregressive prior,
and the binary components αj follow an Ising (autologistic) prior (Gelfand et al. 2010)
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with full conditional distributions
logit{Π(α˜j = 1|α˜l, l 6= j)} = a+ b
∑
l∼j
α˜l. (6)
Estimating a and b is challenging because of the complexity of the Ising model (Møller
et al. 2006), therefore Goldsmith et al. (2014) recommend selecting a and b using
cross validation over a ∈ (−4, 0) and b ∈ (0, 2). Due to computational limitations we
select values in the middle of these intervals and set a = −2 and b = 1. Similar to
our approach, 5,000 Markov chain Monte Carlo samples are simulated for the Ising
model, and the first 1,000 are discarded as burn-in, and the posterior mean of β(s)
and the posterior probability of a nonzero β(s) are computed.
5.3 Results
Table 1 gives the mean squared error for βv estimation (averaged over location), type
I error and power for detect non-zero signals along with computing time. The soft-
thresholded Gaussian process (STGP) model gives the smallest mean squared error
when the covariate has exponential correlation. Compared to the Gaussian process
(GP) model, adding thresholding reduces mean squared error by roughly 50% in many
cases. As expected the functional principal component analysis (FPCA) methods
gives the smallest mean squared error in final two scenarios where the covariates
are generated to have a similar spatial pattern as the true signal. Even in this
case, the proposed method outperforms the other methods that do not exploit this
shared structure. For variable selection results, we only compare the proposed method
with Fused lasso and the Ising model for a fair comparison, because Lasso does not
incorporate spatial locations and other methods do not perform variable selection
directly. The results show that Fused lasso has much larger Type I errors in all cases
and the Ising model has a very small power to detect the signal in each case. It
is clear that the proposed method is much better than Fused lasso and the Ising
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model for variable selection accuracy. For the computing time, the proposed method
is comparable to Fused lasso and faster than the Ising model.
6 Analysis of EEG data
Our motivating application is the study of the relationship between the electrical
brain activity as measured through multi channel electroencephalographic (EEG)
signals and genetic predisposition to alcoholism. EEG is a medical imaging tech-
nique that records the electrical activity in the brain by measuring the current flows
produced when the neurons are activated. The study comprises a total of 122 sub-
jects - 77 alcoholic subjects and 45 non-alcoholic controls. For each subject 64 elec-
trodes were placed on their scalp and EEG was recorded from each electrode at a
frequency of 256Hz. The electrode positions were located at standard sites (stan-
dard electrode position nomenclature; American Electroencephalographic Associa-
tion (1991)). The subjects were presented with 120 trials under several settings
involving one stimulus or two stimuli. We consider the multichannel average EEG
across the 120 trials corresponding to a single stimulus. The dataset is publicly
available at the University of California at Irvine Knowledge Discovery of Datasets
https://kdd.ics.uci.edu/databases/eeg/eeg.data.html.
These data have been previously analyzed by Li et al. (2010), Hung and Wang
(2013) and Zhou and Li (2014); however all the existing literature ignored the spatial
location of the electrodes on the scalp and used instead their ID number, ranging from
1 to 64 which is assigned arbitrarily relative to the electrodes’ position on the scalp.
Our goal of the analysis is to detect the regions of brain which are most predictive of
the alcoholism status; thus accounting for the actual position of the electrodes is a key
component in our approach. In the absence of more sophisticated means to determine
the electrodes’ position on the scalp, we consider a lattice design and assign a two-
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Table 1: Simulation study results. Methods are compared in terms of mean squared
error for βv (“MSE for βv”), Type I error (%) and Power (%) for feature detection
along with CPU time (minutes). Data are generated for two true βv0 (Fig. 2), covari-
ance of the covariate Xi (exponential, “Exp(ϑX)”, and shared structure, “SS(υ)”),
error standard deviation (σ), and sample size (n). Results are reported as the mean
over the S simulated datasets.
(a) MSE (multiplied by 1000) for β
True βv cov (ϑX) σ n Lasso Fused lasso FPCA Ising GP STGP
Five peaks Exp(3) 5 100 31·90 18·48 3·67 4·44 2·63 1·65
Exp(6) 5 100 54·99 2·66 3·33 4·14 2·07 1·93
Exp(3) 2 100 10·20 4·42 2·51 2·71 1·50 0·70
Exp(3) 5 250 66·85 1·54 3·01 5·09 1·71 0·91
Triangle Exp(3) 5 100 28·31 18·08 1·83 2·75 1·80 0·82
Exp(6) 5 100 51·90 4·32 1·63 2·64 1·76 0·88
Exp(3) 2 100 7·10 3·74 1·26 1·35 1·01 0·55
Exp(3) 5 250 65·12 0·69 1·50 3·33 1·19 0·68
Triangle SS(2) 5 100 105·80 70·65 0·98 2·77 3·28 1·40
SS(4) 5 100 106·62 71·23 0·34 3·18 3·39 1·81
(b) Type I error (%)
cov True βv n Fused lasso Ising STGP
Exp Five peaks 100 18·73 0·09 3·61
250 25·88 0·17 5·62
Triangle 100 19·63 0·06 3·09
250 11·88 0·14 4·45
SS Five peaks 100 19·58 0·00 0·39
250 15·57 0·03 0·71
Triangle 100 20·18 0·00 1·36
250 1·38 0·03 2·14
(c) Power (%)
True βv cov n Fused lasso Ising STGP
Exp Five peaks 100 35·21 4·41 44·78
250 76·45 9·76 71·77
Triangle 100 49·84 7·71 89·22
250 93·90 15·84 96·63
SS Five peaks 100 29·23 5·59 30·76
250 49·01 7·52 48·74
Triangle 100 37·86 7·02 75·53
250 84·27 12·57 87·14
(d) Computing time (minutes)
True β cov (ϑX) σ n Lasso Fused lasso FPCA Ising GP STGP
Five peaks 3 5 100 0·02 16·77 5·40 27·61 4·81 17·69
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dimensional location to each electrode that matches closely the electrode’s standard
position. Using the labels of the electrodes, we were able to identify only 60 of
them. As a result our analysis will be based on the multichannel EEG from these 60
electrodes.
In accordance with the notation employed earlier, let Yi be the alcoholism status
indicator with Yi = 1 if the ith subject is alcoholic and 0 otherwise. Furthermore, let
Xi = {Xi(sj; t) : sj ∈ R2, j = 1, . . . , 60, t = 1, . . . 256} be the EEG image data for the
ith subject which is indexed by a two-dimensional index accounting for the spatial
location (on the matching lattice design), sj, and one-dimensional index for time, t.
We use a probit model to relate the alcoholism status and the multichannel EEG
image: Yi | Xi, β ∼ Bernoulli(pi) and Φ−1(pi) =
∑60
j=1
∑256
k=1 Xi(sj, tk)β(sj, tk). The
spatially-temporally varying coefficient function β quantifies the effect of the image
on the response over time and is modeled using the soft-thresholded Gaussian process
on spatial and temporal domain. We select a 5 × 5 square grid of spatial knots and
64 temporal knots, for a total of 1,600 three-dimensional knots. We initially fit a
conditional autoregressive model with a different dependence parameter ϑ for spatial
and temporal neighbors (Reich et al. 2007), but found that the convergence was slow
and that the estimates of both the spatial and temporal dependence were similar.
Thus, we elected to use the same dependence parameter for all neighbors. Also, we
consider an informative prior for the threshold λ ∼ Uniform(1.43, 1.96); intuitively
this choice corresponds to an a priori inclusion probability between 5%-15%.
We evaluate the prediction performance of the proposed model. Figure 3 shows the
receiving operating characteristic curve (ROC) using five-fold cross validation. The
results are compared with the ones corresponding to the lasso, the functional prin-
cipal component analysis and the Gaussian process approach (the soft-thresholding
Gaussian process approach with thresholding parameter λ = 0). To facilitate com-
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Figure 3: ROC curves for the five-fold cross validation of the EEG data. AUC refers
to area under the curve
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putation for these methods, we thin the time points by two, leaving 128 time points.
While no model is uniformly superior, the area under the curve (AUC) corresponding
to our approach is optimal among the alternatives we considered.
The differences between the models are further examined in the estimated β func-
tions plotted in Fig. 4 (for now we ignore the spatial location of the electrodes and
plot them using their ID number). The lasso solution is non-zero for a single spa-
tiotemporal location, while the functional principal component analysis and Gaussian
process methods lead to non-sparse and thus uninterpretable β estimates. In contrast,
the soft-thresholded Gaussian process based estimate is near zero for the vast major-
ity of locations, and isolates a subset of the electrodes near time point 86 as the most
powerful predictors of alcoholism.
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Figure 4: Estimated β for the EEG data. The GP and STGP estimates are posterior
means.
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Our analysis indicates that EEG measurements at time t = 86, which roughly
corresponds to 0.336 fraction of second, are predictive of the alcoholism status. This
observation is further confirmed by the plot of the posterior probability of non-zero
β(sj, t)’s in Fig. 5a. This implies a delayed reaction to the stimulus; though such
finding has to be confirmed with the investigators. To gain more insight into these
findings, Fig. 5b-5d focus on a particular time and display the posterior mean and
posterior probability of nonzero across the electrodes locations. They indicate that
the right occipital/lateral part is the most predictive of the alcoholism status.
7 Discussions
In this work, we proposed a new class of Bayesian nonparametric prior model: the
soft-thresholded Gaussian process, for variable selection in the scalar-on-image regres-
sion. It is completely different from the hard thresholded Gaussian process developed
by Shi and Kang (2015) for the image-on-scalar regression. The soft-thresholded
Gaussian process has two desired properties of Bayesian nonparametric models: 1)
the prior support is large for a collection of piecewise smooth, sparse and continuous
functions and 2) the posterior computation is feasible. We establish the posterior
consistency for parameter estimation and variable selection for the normal response
model. To the best of our knowledge, we are the first to obtain posterior consistency
and the spatial variable selection consistency for scalar-on-image regression model.
The regularity conditions for the theoretical development are not strong, the results
hold even when the number of true predictors is greater than sample size. Also, we
develop efficient posterior computation algorithms using the low rank approximation
through the conditional autoregressive model. The posterior approximation com-
putation algorithm is general and can be used for other models besides the normal
response model. Our simulation studies and the analysis of EEG data both indicate
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Figure 5: Summary of STGP analysis of the EEG data. Panel (a) plots the posterior
probability of a nonzero β(s, t); each electrode is a line plotted over time t. The
remaining panels map either the posterior probability of a nonzero β(s, t) or the
posterior mean of β(s, t) at individual time points.
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that the proposed approach performs better than all existing methods in terms of
model parameter estimations, predictions and scientific findings.
The proposed method generates a few feature directions that we consider to pur-
sue. First, we plan to develop a more efficient posterior computation algorithm for
analysis of voxel-level functional magnetic resonance imaging (fMRI) data, which
typically contains 180,000 voxels for each subject. Any fast and scalable Gaussian
processes approximation approach can be potentially applied to the soft-thresholded
Gaussian process. For example, the recent ideas of nearest-neighbor Gaussian process
approach by Datta et al. (2016) can be applied to our model. Also, it is of great in-
terest to perform joint analysis of dataset involving multiple imaging modalities, such
as fMRI, diffusion tensor imaging (DTI) and structural MRI. It is very changeling
to model the dependence between the multiple imaging modality over space and to
select the interactions between multiple modality imaging predictors in the scalar-on-
image regression. The extension of the soft-thresholded Gaussian process can provide
a potential solution to this problem. The basic idea is to introduce hierarchical la-
tent Gaussian processes and different types of thresholding parameters for different
modalities, leading to an hierarchical soft-thresholded Gaussian process as the prior
model for the effects of interactions.
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Appendix 1
Covering Number for Sieves
Lemma 6. The -covering number N(,Θn, ‖ · ‖∞) of Θn in the supremum norm
satisfies
logN(,Θn, ‖ · ‖∞) ≤ Cp1/(2ρ)n −d/ρ.
Test Constructions
Lemma 7. Suppose Condition 3 holds for all sj for j = 1, . . . , pn and K be the
constant in Condition 3. Let υ > 0 be a constant. For each integer n, let Λn be a
collection of continuous functions, where each function γ(s) is differentiable on a set
D that is dense in B and sups∈D |Dτγ| ≤ p‖τ‖1/2dn +υ, for ‖τ‖1 ≥ 0. For each function
γ ∈ Λn and  > 0, define V,γ = {s : |γ(s)| > }. For all n > N and γ ∈ Λn,
pn∑
j=1
|γ(sj)| ≥ λ(V,γ)Kpn
2
.
Lemma 8. Suppose Conditions 1 and 2 hold. For each  > 0, there exists an integer
N and r > 0 such that, for all n > N and for all β ∈ Θn such that ‖β − β0‖1 > ,
then
pn∑
j=1
|β(sj)− β0(sj)| > rpn.
Lemma 9. For any 0 <  < 1 and 0 < r < 2, let
An =
{
n∑
i=1
p−1/2n
∣∣∣∣∣
pn∑
j=1
Xi,j[β(sj)− β0(sj)]
∣∣∣∣∣ ≥ nr
}
.
There exists an integer N and constant D > 0 such that if for all n > N and for all
β ∈ Θn,
Π
[
p−1/2n
∣∣∣∣∣
pn∑
j=1
X(sj)[β(sj)− β0(sj)]
∣∣∣∣∣ > 
]
> ,
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then
Π
[
ACn
] ≤ exp(−Dn) and Π[ ∞⋃
m=1
∞⋂
n=m
Am
]
= 1.
Lemma 10. Suppose αv0 = (α0,1, . . . , α0,q)
T and σ20 are known. The test statistic for
the hypothesis testing problem
H0 : β = β0 ∈ Θ, and H1 : β = β1 ∈ Θ.
is give by
Ψn[β0, β1] = I
[
n∑
i=1
δi
(
Yi − ηi,0
σ0
)
> 2nυ+1/2
]
,
where
ηi,m =
q∑
k=1
α0,kWi,k + p
−1/2
n
pn∑
j=1
βm(sj)Xi,j,
for m = 0, 1, δi = 2I[ηi,1 > ηi,0] − 1 and υ0/2 < υ < 1/2. Then for any r > 0,
there exist constants C0, C1, N and r0 > 0 such that for any β0 and β1 satisfy∑pn
j=1 |β1(sj)− β0(sj)| > rpn, for any n > N , we have
Eβ0 [Ψn(β0, β1)] ≤ C0 exp(−2n2υ).
and for any β with ‖β − β1‖∞ < r0/{4c1/2max},
Eβ[1−Ψn(β0, β1)] ≤ C0 exp(−C1n).
Appendix 2
Proofs of Lemma 2
Proof. For any λ0 > 0, set α(s) = β0(s) + λ0 for s ∈ R1 and α(s) = β0(s) − λ0 for
s ∈ R−1. Then by condition (C1), α(s) is smooth over R1 ∪R−1, i.e.
α(s)I[s ∈ R1 ∪R−1] ∈ Cρ(R1 ∪R−1).
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Next, we define α(s) on another closed subset of B. Since B is compact, ∂Rk for
k = −1, 1 is also compact. For any  > 0 and each t ∈ B, define an open ball
B(t, r) = {s : ‖t− s‖2 < r}, where ‖ · ‖2 is the Euclidean norm. For k = −1, 1, note
that
∂Rk ⊆
⋃
t∈∂Rk
B(t, r),
Since ∂R1 ∪ ∂R−1 is compact, there exist tl ∈ ∂R1 ∪ ∂R−1, for 1 ≤ l ≤ L, such that
∂R−1 ⊆
L0⋃
l=1
B(tl, r), ∂R1 ⊆
L⋃
l=L0+1
B(tl, r)
LetR∗0(r) = R0−
⋃L
l=1B(tl, r), thenR∗0 ⊆ R0−∂R1∪∂R−1. Note thatR0−∂R1∪
∂R−1 is a non-empty open set, R∗0(r) is its closed subset and R∗0(r) will increase as r
decreases. There exists an r0, 0 < r0 < 1, such thatR∗0(r0) 6= ∅ and
(⋃L0
l=1B(tl, r0)
)
∩(⋃L
l=L0
B(tl, r0)
)
= ∅. The latter fact is due to R1 ∩ R−1 = ∅. Since R1 ∪ R−1 is
bounded and α ∈ Cρ(R1 ∪ R−1), then M = max0<‖τ‖1≤ρ supt∈R1∪R−1 |Dτα(t)| < ∞.
Take r = min
{
λ0/{2M(ρ+ 1)d + 1}, r0
}
. Define α(s) = 0 if s ∈ R∗0(r). Then α(s) is
well defined on a closed set R∗ = R∗0 ∪R1 ∪R−1, where R∗0 = R∗0(r).
Define a function
φ(s, t) =
∑
‖τ‖1≤ρ
Dτα(t)
τ !
(s− t)τ (7)
= α(t) +
∑
0<‖τ‖1≤ρ
Dτα(t)
τ !
(s− t)τ (8)
when t ∈ ∂R1 ∪ ∂R−1 and s ∈ B(t, r0),
|φ(s, t)| ≤ |λ0|+
∣∣∣∣ ∑
0<‖τ‖1≤ρ
Dτα(t)
τ !
(s− t)τ
∣∣∣∣ ≤ λ0 + 2M(ρ+ 1)dr0
when t ∈ ∂R∗0(r0) and ‖s− t‖ < r0,
|φ(s, t)| ≤ 2M(ρ+ 1)dr0.
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Define
ψ(t) =
L∑
l=1
ψ(t, tl).
where
ψ(t, tl) = Cl exp
{
− 1
1− ‖t− tl‖2/r
}
I[‖t− tl‖2 < r].
We choose Cl for l = 1, . . . , L such that
L∑
l=1
∫
B(tl,r)
ψ(t, tl)dt = 1, and
L∑
l=L0+1
∫
B(tl,r)
ψ(t, tl)dt < 1− 2M(ρ+ 1)
dr
λ0
.
We construct β˜0(s) by extending α(s) from R∗ to the whole domain B. Let
β˜0(s) =
{ ∫
∂R∗ φ(s, t)ψ(t)dt, s ∈ B −R∗
α(s), s ∈ R∗ (9)
Note that∣∣∣∣ ∫
∂R∗
φ(s, t)ψ(t)dt
∣∣∣∣
≤
L∑
l=1
∫
∂R∗∩B(tl,r)
∣∣φ(s, t)∣∣ψ(s, t)dt
≤
L∑
l=1
(∫
∂R∗0∩B(tl,r)
∣∣φ(s, t)∣∣ψ(s, t)dt + ∫
∂(R1∪R−1)∩B(tl,r)
∣∣φ(s, t)∣∣ψ(s, t)dt)
< 2M(ρ+ 1)dr(1− w1) + (λ0 + 2M(ρ+ 1)dr)w1 < λ0
where
w1 =
L∑
l=L0+1
∫
B(tl,r)
ψ(t, tl)dt < 1− 2M(ρ+ 1)
dr
λ0
.
Next, we show that
lim
s→s0
Dτ β˜0(s) = D
τα(s0), for any s0 ∈ ∂R∗ and τ with ‖τ‖1 ≤ ρ.
For any , 0 <  < 1, since Dτα is continuous over R∗, there exists some δ1 > 0,
for all t such that ‖t − s0‖ < δ1, we have |Dτα(t) − Dτα(s0)| < /2. Take δ <
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min{/{2(ρ+ 1)dM}, r, δ1}, as long as ‖s0 − s‖ < δ, we have
|Dτ β˜0(s)−Dτ α˜(s0)| ≤
∫
∂R∗
|Dτα(t)−Dτα(s0)|ψ(t)dt
+
∑
‖τ ′‖1≥‖τ‖1,τ ′ 6=τ
∫
∂R∗
|Dτ ′α(t)|
τ ′!
|(s− t)τ ′ |ψ(t)dt
<

2
+ (ρ+ 1)dMδ < .
By condition 2 and the definition of α(s), we have
α(s) = λ0, for s ∈ ∂R1, and α(s) = −λ0, for s ∈ ∂R−1 (10)
Proof of Theorem 2
Proof. The proof can be done by verifying the conditions in Theorem A.1 of Choud-
huri et al. (2004). Specifically, we have the condition on prior positivity of neighbor-
hoods by Lemma 3. By Lemma A4, Lemma 5 and Condition 1, as n→∞,
Eβ0Ψn → 0,
sup
β∈UC ∩Θn
Eβ[1−Ψn] ≤ C0 exp(−C1n),
Π(ΘCn ) ≤ K exp(−bp1/dn ) ≤ K exp(−C3n).
This establishes the condition on the existence of tests.
Proof of Theorem 3
Proof. Define U = {β ∈ Θ : ‖β − β0‖1 < }. Let R0 = {s : β0(s) = 0}, R1 = {s :
β0(s) > 0} and R−1. = {s : β0(s) < 0}.
For any A ⊆ B and any integer m ≥ 1, define
Fm(A) =
{
β ∈ Θ :
∫
A
|β(s)− β0(s)|ds < 1
m
}
.
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Then Fm+1(A) ⊆ Fm(A) for all m and Fm(B) ⊆ Fm(A).
Consider
Fm(R0) =
{
β ∈ Θ :
∫
R0
|β(s)|ds < 1
m
}
.
By Theorem 2, note that U1/m = Fm(B), thus,
Π(Fm(R0) | Dn) ≥ Π(U1/m | Dn)→ 1,
as n→∞ in P nβ0 probability. Also,
{β(s) = 0, for all s ∈ R0} =
{∫
R0
|β(s)|ds = 0
}
=
∞⋂
m=1
Fm(R0).
By the monotone continuity of probability measure, we have
Π {β(s) = 0, for all s ∈ R0 | Dn} = lim
m→∞
Π(Fm(R0) | Dn) = 1. (11)
as n→∞ in P nβ0 probability.
For any s0 ∈ R1 and any integer m ≥ 1, by Condition 2.3, there exists δ0 > 0,
such that for any s1 ∈ B(s0, δ0) = {s : ‖s1 − s0‖1 < δ0}, such that
|β(s1)− β(s0)| < 1
2m
.
By Definition 2, R1 is an open set, then there exists δ1 > 0, such that B(s0, δ1) ⊆ R1.
Taking δ = min{δ1, δ0} > 0, we have that{
β(s0) > − 1
m
, for all s0 ∈ R1
}
⊇
{
β(s0) > β(s1)− 1
2m
and β(s1) > − 1
2m
, for some s1 ∈ B(s0, δ), for all s0 ∈ R1
}
⊇
{∫
B(s0,δ)
β(s)ds > − 1
2m
, for all s0 ∈ R1
}
⊇
{∫
B(s0,δ)
β(s)ds >
∫
B(s0,δ)
β0(s)ds− 1
2m
, for all s0 ∈ R1
}
⊇ F2m[B(s0, δ)] ⊇ U1/2m
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thus,
Π
(
β(s0) > − 1
m
, for all s0 ∈ R1 | Dn
)
≥ Π(U1/2m | Dn)→ 1,
as n→∞ in P nβ0 probability. By the monotone continuity of probability measure, we
have
Π {β(s) > 0, for all s ∈ R1 | Dn} = lim
m→∞
Π
(
β(s0) > − 1
m
, for all s0 ∈ R1 | Dn
)
→ 1.(12)
as n→∞ in P nβ0 probability. Similar arguments can be made to show
Π {β(s) < 0, for all s ∈ R−1 | Dn} → 1. (13)
as n→∞ in P nβ0 probability. Combing (11) – (13) completes the proof.
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