Let A be entire. Suppose that there exists an unbounded quasidisk D such that A is sufficiently small in D. We prove that then any nontrivial solution to y" + Ay = 0 has at most one zero in D. We show that if A = Q exp P where P and Q are polynomials, one can usually take D to be an angle of opening x/n where n is the degree of P .
Introduction
Consider the differential equation where A is an entire function in the complex plane C. All the solutions to ( 1.1 ) are known to be entire, and it is natural to analyze their zero distribution near infinity. It seems reasonable to suggest that if A is asymptotically very small in an unbounded domain D, then solutions to (1.1) should be asymptotically close to solutions of y" = 0 and hence every nontrivial solution to (1.1) ought to have at most finitely many zeros in D. Indeed, recent work of Bank [2] and of Hellerstein and Rossi [4] shows this to be the case when (1.2) Aiz) = Qiz)eP{2)
where P and Q are polynomials. We state a simplified version of [4, Theorem 3, p. 101]. Let P have degree « and leading coefficient an , and set / = deg Q -deg P. Fix i/€(0,l],5>0, and define [4] , the term n/2n in the definition of Vk was inadvertently omitted. It changes nothing in the sequel.)
Theorem A. Let A be as in (1.2), and let f be a solution of ( 1.1 ), not identically zero. Then f has at most finitely many zeros in ", " _ f i J+2+v, P(z), n1 wk = vkniz'-\z\ \e I <ß}-
The reader should note that each Vk is a maximal angular region in which A is small. Also, Wk is asymptotic to V~k in the sense that any closed angle with vertex at the origin that is strictly contained in Vk is eventually contained in Wk.
Our goal in this paper is twofold. First, the proof of Theorem A depends heavily on ( 1.2) and the shape of Wk . We extend Theorem A to any function Aiz) that is sufficiently small in an unbounded quasidisk. Secondly, Theorem A implies that to each / there exists a positive number 7? = Rif) such that / has at most one zero in Wk n {z: \z\ > R} . In general, we are able to remove the dependence of 7? on /, and when A has the form (1.2), we describe how to effectively compute 7?.
The main result
Let / and g be linearly independent solutions of ( 1.1 ) when A is entire, and define F = f/g . It is straightforward to show that F is a locally univalent meromorphic function in C and that the Schwarzian derivative SF of F satisfies
To extend Theorem A to more general functions Aiz), we need to ensure that Aiz) or, equivalently, SFiz), is sufficiently small. To make this notion precise, we need some definitions. Let D be a hyperbolic domain in C, that is, a domain that has the unit disk as its universal covering surface. Let « be a locally univalent meromorphic function in D . We denote the Poincaré density of the hyperbolic metric in D by rlo^z) ■ The Schwarzian norm \\Sh\\D is defined by
Recall that a K-quasidisk is the image of the unit disk under a Ä^-quasiconformal self-map of C = CU{oc} . A domain is a quasidisk if it is a K-quasidisk for some K . The following theorem is due to Ahlfors [1, pp. 299-300] (cf. [8, P. 81]).
Theorem B. Let D be a K-quasidisk. There is a positive constant e(7i) depending only on K such that every locally univalent meromorphic function h in D satisfying \\Sh\\D < e(7i) is univalent in D.
For a hyperbolic domain D, define the inner radius of univalence 07 (7)) by 07(D) = sup{a > 0: if \\Sh\\D < a, then « is univalent in D}. .3), Theorem B, and the definition of a¡iD), we see that F = f/g is univalent in D and hence has at most one zero there. Since / and g are linearly independent, it follows from the form of (1.1) that their Wronskian fg -f g is a nonzero constant and so / and g have no common zero. Thus, if / = 0, then also F -0, and hence / has at most one zero in D. This proves Theorem 1.
3. Applications 3.1. The hypotheses of Theorem 1 involve the Poincaré density and the inner radius of univalence, both of which are difficult to compute for general domains, even for quasidisks. We can satisfactorily estimate these quantities as well as |y4(z)| when A is of the form (1.2) and the domain D is an angle or close to an angle. From now on we assume that A is given by (1.2) where, without loss of generality,
Let Vk be as in (1.3) with an = -1. We prove that every nontrivial solution of ( 1.1 ) has at most one zero in a suitable subset of A similar result is valid, of course, for any Vk instead of Vn_x = V. If « = 1 and Q is not constant, then our method yields the same result only in a smaller and more complicated domain D, whose boundary curve is nevertheless asymptotic to d V in the sense that any angle strictly inside V is eventually contained in D. It will be clear from the proof of Theorem 3 below that it would be technically easier to obtain such a result in a smaller angle strictly contained in Vc for a suitable c. (ii) If we take where the P¡ and ß are polynomials, then it is clear from the proofs that again Theorems 2 and 3 can be extended to cover this case. One replaces V by any angle with a vertex at the origin in which ReP' (z) < 0 for 1 < j < n when \z\ is large enough. On the other hand, one must now note that for an arbitrary function A of the form (3.4) such angles need not exist, as is shown by the example Aiz) = ez + e~z. If « = 1 and ß = b0 ^ 0 is constant, we may assume that P(z) = -z , and we return to the equality in (3.5) . This shows that Thus Theorem 3 follows from Theorem 1. Define a = 2/9. It turns out that if ß is large enough then for any distinct points z and w in D, there is a crescent E with angle n/3 with {z, w} c E c E c D. That is, there is a Möbius transformation M such that Thus OjiE) = a = 2/9, by the result of Lehto and Lehtinen [8, p. 123] . The method of proof of Theorem 1 in Lehtinen's paper [6, p. 351 ] now shows that 07(D) > a, as required. The calculations required to prove the existence of E for any z, w £ D if ß is sufficiently large, are routine but tedious, and we omit them. We note that an effectively computable constant ß emerges in this way. Of course, we also take ß so large that \z\ = r is sufficiently large for all z G D for (3.8) to hold. This completes the proof of Theorem 3.
Proof of

