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SUMMARY
Prior work has shown that certain types of adaptive designs can always be dominated by a
suitably chosen, standard, group sequential design. This applies to adaptive designs with rules 10
for modifying the total sample size. A natural question is whether analogous results hold for
other types of adaptive designs. We focus on adaptive enrichment designs, which involve pre-
planned rules for modifying enrollment criteria based on accrued data in a randomized trial.
Such designs often involve multiple hypotheses, e.g., one for the total population and one for a
predefined subpopulation, such as those with high disease severity at baseline. We fix the total 15
sample size, and consider overall power, defined as the probability of rejecting at least one false
null hypothesis. We present adaptive enrichment designs whose overall power at two alternatives
cannot simultaneously be matched by any standard design. In some scenarios there is a substan-
tial gap between the overall power achieved by these adaptive designs and that of any standard
design. We also prove that such gains in overall power come at a cost. To attain overall power 20
above what is achievable by certain standard designs, it is necessary to increase power to reject
some hypotheses and reduce power to reject others. We conclude by showing the class of adap-
tive enrichment designs allows certain power tradeoffs that are not available when restricting to
standard designs. We illustrate our results in the context of planning a hypothetical, randomized
trial of a new antidepressant, using data distributions from (Kirsch et al., 2008). 25
Some key words: Adaptive enrichment design; Overall power; Multiple testing procedure
1. INTRODUCTION
Tsiatis and Mehta (2003), in “On the Inefficiency of the Adaptive Design for Monitoring Clin-
ical Trials,” prove the fundamental result that certain adaptive designs can always be dominated
by a well chosen, standard, group sequential design. This result applies to the case of a single 30
null hypothesis and designs where the only allowed adaptation is to modify the total sample
size. They show for each adaptive design in a certain class, that there exists a standard, group
sequential design with equal or greater power and smaller or equal expected sample size at the
alternative. Therefore, in their setting adaptive designs do not add new possibilities for improv-
ing power or expected sample size at the alternative, compared to what can be achieved with 35
standard, group sequential designs. We answer the question of whether an analogous result holds
for a different type of adaptive design.
Hosted by The Berkeley Electronic Press
2 M ROSENBLUM
Adaptive enrichment designs involve preplanned rules for modifying enrollment criteria based
on accrued data. They typically involve multiple null hypotheses corresponding to different pop-
ulations, where there is prior evidence that the treatment is more likely to benefit certain pop-40
ulations. For example, Kirsch et al. (2008) give suggestive evidence that a certain class of an-
tidepressants may only have a clinically meaningful benefit for those with severe depression at
baseline. We use this example throughout. Denote those with severe depression at baseline as
subpopulation 1, and those with moderate depression at baseline as subpopulation 2. Let H0C be
the null hypothesis of no average treatment benefit for the combined population, and let H01 be45
the null hypothesis of no average treatment benefit for those with severe depression at baseline.
Analogous null hypotheses for nested populations are considered by Wang et al. (2007), except
that they define subpopulations in terms of a biomarker.
We next summarize our main result, for which precise definitions and proofs are given below.
Consider trials with a treatment arm and control arm, where each participant has probability 1/250
of being randomized to each. We focus on two alternatives. In the first, the treatment benefits
each subpopulation at a minimum, clinically meaningful level ∆min; in the second, the treatment
benefits subpopulation 1 at level ∆min, but has zero effect for subpopulation 2. Overall power at
a given alternative is defined to be the probability of rejecting at least one false null hypothesis.
Define the class of standard designs with fixed, total sample size n to be those that do not55
allow any change in enrollment criteria. We allow standard designs to use any multiple testing
procedure for {H0C ,H01} that controls the familywise Type I error rate at a given level α, in the
strong sense defined by Hochberg and Tamhane (1987).
We examine a class of two-stage, adaptive enrichment designs from (Rosenblum and van der
Laan, 2011) for testing {H0C ,H01} with total sample size n. For each design in this class, we60
prove its overall power at the two aforementioned alternatives cannot simultaneously be matched
by any standard design with the same total sample size. We also prove there can be substantial
gaps between the overall power of certain adaptive designs and that of any standard design, in
some scenarios.
Our results do not contradict Tsiatis and Mehta (2003), since their results are for designs that65
adapt only the total sample size. In contrast, the adaptive enrichment designs below have rules to
modify enrollment criteria, but the total sample size is fixed.
Though one can achieve gains in overall power with adaptive enrichment designs compared to
standard designs, this can come at a cost. We prove in Section 7 that there is a necessary tradeoff
between overall power at one alternative, and power to reject H0C at the other.70
2. RELATED WORK
Jennison and Turnbull (2006) consider a similar setting as Tsiatis and Mehta (2003), in which
there is one null hypothesis and the only possible adaptation is modifying the sample size. Their
results are of a similar type as Tsiatis and Mehta (2003), except they consider a composite null
hypothesis and prove additional theoretical guarantees. A caveat is that in the standard, group75
sequential designs constructed by Tsiatis and Mehta (2003) and by Jennison and Turnbull (2006)
to dominate a given adaptive design, a greater number of interim analyses may be required than
in the adaptive design.
We focus on adaptive enrichment designs. Examples of related work on adaptive enrichment
designs include, e.g., Follmann (1997), Russek-Cohen and Simon (1997), Freidlin and Simon80
(2005), Jennison and Turnbull (2007), Wang et al. (2007, 2009), Trippa et al. (2012), and Simon
and Simon (2013). Though adaptive designs have been compared to specific examples of stan-
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dard designs, it had not been shown previously that there exist adaptive enrichment designs that
cannot be dominated by any standard design, as defined below.
Rosenblum and van der Laan (2011) present a class of two-stage, adaptive enrichment de- 85
signs. We focus on a subclass of these designs defined in Section 5 below, denoted by A∗. The
main contributions below include: proving each design in A∗ cannot be dominated by any stan-
dard design at the same total sample size; proving a necessary tradeoff between power at two
alternatives for a large class of adaptive enrichment designs that contains A∗; characterizing this
tradeoff for specific designs. 90
3. PROBLEM DEFINITION
3·1. Data Structure, Assumptions, and Hypotheses
Consider a population partitioned into two subpopulations. We assume the subpopulations
are defined before the trial starts, based on attributes measured before randomization. Let ps
denote the proportion of the population in subpopulation s, for each s ∈ {1, 2}. We focus on 95
trial designs with two stages, where the total sample size in each stage w ∈ {1, 2} is nw = nfw,
for f1 + f2 = 1. We assume 0.05 ≤ f1 ≤ 0.95, so neither stage contains an inordinate fraction
of the total sample size. In each stage w where the combined population is enrolled, we assume
psnw participants are enrolled from each subpopulation s.
Each participant is randomized to treatment or control with probability 1/2, independent of 100
his/her subpopulation. For each subpopulation enrolled during a given stage, we assume half are
randomized to each study arm. This assumption would approximately hold in designs that use
block randomization stratified by subpopulation.
The data for each participant i is (Wi, Si, Ti, Yi), where Wi ∈ {1, 2} is the stage in which
the participant is enrolled, Si ∈ {1, 2} is the subpopulation, Ti ∈ {0, 1} is the treatment arm
indicator, and Yi ∈ R is the outcome. We consider normally distributed outcomes with mean µst
and variance σ2st for each subpopulation s ∈ {1, 2} and study arm t ∈ {0, 1}. For each participant
i, let µSiTi and σ2SiTi denote µst and σ
2
st, respectively, evaluated at s = Si, t = Ti. Without loss
of generality, assume Wi = 1 for i ≤ n1 and Wi = 2 otherwise. Let X(1) denote the stage 1 data
and X denote the data from both stages, i.e.,
X(1) = {(Wi, Si, Ti, Yi)}i:Wi=1; X = {(Wi, Si, Ti, Yi)}
n
i=1.
We assume that conditioned on {(Si, Ti)}i:Wi=1, the stage 1 outcomes {Yi}i:Wi=1 are mu-
tually independent, with each Yi a random draw from a normal distribution with mean µSiTi 105
and variance σ2SiTi . Similarly, we assume that conditioned on (X
(1), {(Si, Ti)}i:Wi=2), the stage
2 outcomes {Yi}i:Wi=2 are mutually independent, with each Yi a random draw from a normal
distribution with mean µSiTi and variance σ2SiTi .
Let µ = (µ10, µ11, µ20, µ21) and σ2 = (σ210, σ211, σ220, σ221). Define the true average treatment
effect for subpopulation 1, subpopulation 2, and for the combined population, respectively, as 110
∆1 = µ11 − µ10; ∆2 = µ21 − µ20; ∆C = p1∆1 + p2∆2. (1)
We say there is no (average) benefit of treatment for subpopulation s ∈ {1, 2} if ∆s ≤ 0.
As described in Section 1, subpopulation 1 represents those with severe depression at baseline
for whom prior data from Kirsch et al. (2008) suggest a greater chance of benefiting from treat-
ment, compared to subpopulation 2. This motivates our focus on multiple testing procedures for
the following null hypotheses, also considered by Wang et al. (2007): 115
H0C = {µ ∈ R
4 : ∆C ≤ 0}; H01 = {µ ∈ R
4 : ∆1 ≤ 0}. (2)
Hosted by The Berkeley Electronic Press
4 M ROSENBLUM
Let ∆min > 0 denote the minimum, clinically meaningful treatment effect, which we assume
is predefined and the same for each subpopulation. We focus on power at the following simple
alternatives, where the first represents an average benefit of ∆min for each subpopulation and the
second represents an average benefit of ∆min only for subpopulation 1:
ωC : (µ10, µ11, µ20, µ21) = (0,∆min, 0,∆min); ω1 : (µ10, µ11, µ20, µ21) = (0,∆min, 0, 0).
(3)
Then at ωC we have (∆1,∆2) = (∆min,∆min), and at ω1 we have (∆1,∆2) = (∆min, 0). At120
each of these alternatives, both H01 and H0C are false, which follows from (1)-(3).
3·2. Decision Rules and Multiple Testing Procedures
We consider decision rules for the population to be enrolled in stage 2, which could be either
the combined population or only subpopulation 1. In either case, n2 participants are enrolled
in stage 2. We assume the decision is made just after stage 1, and that all stage 1 data X(1) is125
available as input to the decision rule; this requires that each participant’s outcome is observed
relatively soon after his/her enrollment.
Liu et al. (2002) describe the importance of measurability of the decision rule in adaptive
designs. Measurability in our context is formally defined in Web Appendix A.
Let D denote the class of decision rules defined to be all measurable functions D from the130
set of possible values of X(1) to {C, 1}, where D(X(1)) = C indicates enrollment from the
combined population in stage 2, and D(X(1)) = 1 indicates enrollment from only subpopulation
1 in stage 2. Let M denote the class of multiple testing procedures defined to be all measurable
functions M from the data X to the set of null hypotheses {H0C ,H01}, indicating which subset
(if any) is rejected. The multiple testing procedure is implemented after all data from both stages135
have accrued.
A triple (D,M, f1) defines an adaptive enrichment design. The value f1 is included in this
definition since it determines the fraction of the total sample size that contributes data as input to
the decision rule.
We require our designs to strongly control the familywise Type I error rate, also called the
studywide Type I error rate. Regulators such as the U.S. Food and Drug Administration and the
European Medicines Agency generally require studywide Type I error control for confirmatory
trials involving multiple hypotheses (FDA and EMEA, 1998). An adaptive enrichment design
A = (D,M, f1) is said to strongly control the familywise Type I error rate at level α if for any
µ ∈ R4, the probability of rejecting at least one true null hypothesis is at most α, i.e.,
sup
µ∈R4
Pµ(A rejects at least one hypothesis in HTRUE(µ)) ≤ α,
where HTRUE(µ) is the subset of {H01,H0C} that are true at µ. HTRUE(µ) contains H01 if140
µ11 − µ10 ≤ 0, and contains H0C if p1(µ11 − µ10) + p2(µ21 − µ20) ≤ 0. Throughout, we focus
on the case of α = 0.05, though some of our results hold for any α as discussed in Section 10.
Define the following class of adaptive enrichment designs
A′ = {(D,M, f1) : D ∈ D,M ∈ M, f1 ∈ [0.05, 0.95]},
and let A denote the subclass of all A ∈ A′ that strongly control the familywise Type I error rate
at level α = 0.05.
Define the subclass of standard designs S ⊂ A to be those that always enroll from the com-145
bined population in both stages, i.e., those designs A = (D,M, f1) ∈ A for whichD(X(1)) = C
for all values of X(1).
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The distribution of X is determined by µ,σ2,D, n, p1, f1. We assume p1 and σ2 are known,
and D,n, f1 are set before the trial starts. The vector of unknown parameters is µ, which we put
no restrictions on. 150
3·3. Definition of Overall Power, Power to Reject H0C , and Power to Reject H01
We focus on three types of power at each alternative ωC and ω1. Overall power is defined
as the probability of rejecting at least one false null hypothesis. Power to reject H0C is defined
as the probability of rejecting at least H0C . Power to reject H01 is defined as the probability of
rejecting at least H01. We prove in Section 7 that there are necessary tradeoffs between these 155
different types of power. For any A,A′ ∈ A, we say A dominates A′ in overall power if A has
equal or greater overall power than A′ at ωC and at ω1.
3·4. Statistics
For each z-statistic defined below, the first term is a difference between sample means compar-
ing treatment versus control, and the second term standardizes the first. For each subpopulation
s ∈ {1, 2}, for each stage w ∈ {1, 2} in which subpopulation s is enrolled, define the z-statistic
comparing participants under treatment t = 1 versus control t = 0:
Z(w)s =
{∑
i:Wi=w,Si=s
YiTi∑
i:Wi=w,Si=s
Ti
−
∑
i:Wi=w,Si=s
Yi(1− Ti)∑
i:Wi=w,Si=s
(1− Ti)
}{
2(σ2s0 + σ
2
s1)∑n
i=1 1[Wi = w,Si = s]
}−1/2
,
where the indicator variable 1[B] equals 1 when B is true and 0 otherwise. If no participants are
enrolled from subpopulation s in stage w, then the corresponding z-statistic Z(w)s is undefined. 160
For each w ∈ {1, 2}, define the z-statistic pooling all participants enrolled in stage w:
Z(w) =
{∑
i:Wi=w
YiTi∑
i:Wi=w
Ti
−
∑
i:Wi=w
Yi(1− Ti)∑
i:Wi=w
(1− Ti)
}{
1
n2w
2∑
s=1
2σ2s
n∑
i=1
1[Wi = w,Si = s]
}−1/2
,
where we define σ2s = σ2s0 + σ2s1 for each s ∈ {1, 2}. Define the following statistic based on all
data from both subpopulations and stages:
ZTOTAL =
(
n1
n1 + n2
)1/2
Z(1) +
(
n2
n1 + n2
)1/2
Z(2).
In Web Appendix C, for the case where σ2st equals a common value σ2 for each s ∈ {1, 2},
t ∈ {0, 1}, we prove ZTOTAL reduces to the following z-statistic that pools all participants in
both stages and compares those assigned treatment t = 1 versus control t = 0:{∑n
i=1 YiTi∑n
i=1 Ti
−
∑n
i=1 Yi(1− Ti)∑n
i=1(1− Ti)
}{
4σ2
n
}−1/2
. (4)
If the combined population is enrolled in stage 2, define the cumulative z-statistic across both
stages for each subpopulation s ∈ {1, 2} as ZTOTALs = f
1/2
1 Z
(1)
s + f
1/2
2 Z
(2)
s . In our notation, 165
whenever there is an index s for the subpopulation, it in the subscript.
4. UPPER BOUND ON OVERALL POWER OF ANY STANDARD DESIGN IN S
In Sections 4-9, we assume the outcome variances σ2st equal a common value σ2 for each
s ∈ {1, 2}, t ∈ {0, 1}. We discuss the impact of different outcome variances in Section 10.
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Let UMPC denote the standard design that rejects H0C if ZTOTAL > Φ−1(1− α), where Φ is170
the cumulative distribution function for the standard normal. This is the uniformly most powerful
test of H0C at level α, which follows from Proposition 15.2 of (van der Vaart, 1998). Let n(α,β)
denote the total sample size n for which the power of UMPC to reject H0C at ωC is 1− β. It is
straightforward to prove (as shown in Web Appendix C):
n(α,β) = 2
{
Φ−1(1− α) + Φ−1(1− β)
}2 {
p1(σ
2
10 + σ
2
11) + p2(σ
2
20 + σ
2
21)
}
∆−2min. (5)
Below, we give a theorem bounding the overall power at ω1 for any standard design S ∈ S175
that matches the overall power of UMPC at ωC . In Section 6, each adaptive enrichment design
in a certain subclass of A is shown to exceed this bound.
THEOREM 1. Let α = 0.05 and consider any β ∈ (0, 1). Let n = n(α,β). Assume σ2st = σ2
for each s ∈ {1, 2}, t ∈ {0, 1}. Consider any standard design S ∈ S that has overall power at
least 1− β at ωC . Then at ω1, the overall power of S equals the overall power of UMPC , which180
is
Φ(p1Φ
−1(1− β)− p2Φ
−1(1− α)). (6)
The proof of Theorem 1 is given in Web Appendix D. It involves applying the Neyman–
Pearson Lemma in Theorem 3.2.1 of (Lehmann and Romano, 2005) to prove that for any
S ∈ S meeting the conditions of Theorem 1, S rejects at least one null hypothesis if and only if
ZTOTAL > Φ−1(1− α). This implies the overall power of S at ω1 equals that of UMPC , which185
by straightforward computations in Web Appendix D is shown to equal (6).
5. DEFINITION OF SUBCLASS A∗ ⊂ A OF ADAPTIVE ENRICHMENT DESIGNS
In our running example, prior data suggest that subpopulation 2 may be less likely to benefit
from the treatment than subpopulation 1. We next define a subclass of the adaptive enrichment
designs A. Roughly speaking, each design gives up on subpopulation 2 and enrolls only subpop-190
ulation 1 in stage 2, if Z(1)2 is relatively small.
Consider any θ ∈ R. Define decision rule Dθ(X(1)) to be C if either Z
(1)
2 > Z
(1)
1 or Z
(1)
2 > θ,
and to be 1 otherwise. Let Mθ(X) denote the following multiple testing procedure:
i. if Dθ(X(1)) = C and ZTOTAL > Φ−1(0.95), reject H0C ;
ii. if Dθ(X(1)) = 1 and ZTOTAL > Φ−1(0.95), reject H01.195
Define the adaptive enrichment design Aθ,f1 = (Dθ,Mθ, f1). Also, define the class of designs
A∗ = {Aθ,f1}θ∈R,f1∈[0.05,0.95].
This is a subclass of designs from (Rosenblum and van der Laan, 2011, Section 3), except we
relabeled the subpopulation indices. The proof that each Aθ,f1 ∈ A∗ strongly controls the fam-
ilywise Type I error rate at level 0.05 is challenging, and is given in (Rosenblum and van der
Laan, 2011, Section C of Supplementary Materials). The intuition behind these adaptive designs
is explained in (Rosenblum and van der Laan, 2011, Section 3). Here, we focus on proving new200
properties for the class of designs A∗.
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6. MAIN THEOREM
THEOREM 2. Let α = 0.05 and consider any β ∈ (0, 1). Let n = n(α,β) and assume σ2st = σ2
for each s ∈ {1, 2}, t ∈ {0, 1}. Consider any p1 ∈ (0, 1). Each adaptive enrichment design
Aθ,f1 ∈ A∗ has all of the following properties: 205
i. It strongly controls the familywise Type I error rate at level α = 0.05.
ii. At alternative ωC , it has overall power equal to that of UMPC .
iii. At alternative ω1, it has greater overall power than UMPC .
iv. No standard design S ∈ S simultaneously dominates its overall power at ωC and at ω1.
Theorem 2 is proved in Web Appendix E. We next illustrate this theorem, using certain values 210
of θ and f1 selected to optimize the performance of Aθ,f1 . We describe how these values of θ and
f1 were selected in Section 8, where we examine tradeoffs over a range of such values. Below,
we round to two decimal places.
COROLLARY 1. Let α = 0.05 and β = 0.2. Let σ2st = σ2 for each s ∈ {1, 2}, t ∈ {0, 1}, and
let n = n(α,β). Consider the case where p1 = 1/2. 215
(i.) For any standard design S ∈ S with overall power at least 0.80 at ωC , the overall power of
S at ω1 is at most 0.34.
(ii.) The adaptive enrichment design A−0.19,0.40 has overall power 0.80 at ωC , and has overall
power 0.46 at ω1.
Part (i) of Corollary 1 follows from applying (6) at α = 0.05, β = 0.2, and p1 = 1/2. Part (ii) 220
follows from evaluating the power of A−0.19,0.40 at ωC and ω1 using the multivariate normal
distribution function in R with the mvtnorm package.
Corollary 1 implies there is a gap in overall power at ω1 between the adaptive enrichment
design A−0.19,0.40 and any standard design in S matching its overall power at ωC ; specifically,
the difference between overall power at ω1 is at least 0.46 − 0.34 = 0.12, at p1 = 1/2. 225
7. UNAVOIDABLE POWER TRADEOFFS FOR ADAPTIVE ENRICHMENT DESIGNS A
The theorem below shows a necessary tradeoff between overall power at ω1 and power to
reject H0C at ωC , for any design in A.
THEOREM 3. Let α = 0.05 and consider any n > 0. Assume σ2st = σ2 for all s ∈ {1, 2},
t ∈ {0, 1}. Consider any adaptive design A ∈ A. If A has greater overall power than UMPC at 230
ω1, then A has less power to reject H0C at ωC than UMPC .
We outline the proof of Theorem 3 at the end of this section; full details are in Web Ap-
pendix F. The theorem implies that it is not possible for a design in A to simultaneously beat
UMPC in overall power at ω1 and to match the power of UMPC to reject H0C at ωC .
Theorems 2 and 3 have important implications for what is possible to achieve by using an 235
adaptive enrichment design in A. Theorem 2 showed that every adaptive enrichment design
in A∗ achieves overall power at ωC and at ω1 that cannot simultaneously be matched by any
standard design in S . Theorem 3 implies that such improvements in overall power necessarily
come at a cost. Specifically, to achieve greater overall power at ω1 than UMPC , an adaptive
enrichment enrichment design A ∈ A must sacrifice power to reject H0C at ωC compared to 240
UMPC . We characterize this power tradeoff for the designs A∗ in Section 8.
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Outline of the Proof of Theorem 3: (The full proof is given in Web Appendix F.) The key step
is deriving the likelihood ratio test corresponding to any adaptive design A ∈ A. Consider any
A = (D,M, f1) ∈ A, and assume the data X = {(Wi, Si, Ti, Yi)}ni=1 is generated using this245
adaptive design. Assume the condition of the theorem that each σ2st = σ2. Let µ(1) equal ωC .
Define µ(0) = 0.5(∆min,∆min,∆min,∆min), which is in H01 ∩H0C . In Web Appendix B, we
derive the likelihood ratio test of the null hypothesis µ(0) versus alternative µ(1), based on a
realization of X. We show the likelihood ratio depends only on the following components of the
likelihood:250
L1(µ; {Yi}i:Wi=1 | {Si, Ti}i:Wi=1) =
∏
i:Wi=1
(
2piσ2SiTi
)−1/2
exp
{
−
(Yi − µSiTi)
2
2σ2SiTi
}
;
L2(µ; {Yi}i:Wi=2 | X
(1), {Si, Ti}i:Wi=2) =
∏
i:Wi=2
(
2piσ2SiTi
)−1/2
exp
{
−
(Yi − µSiTi)
2
2σ2SiTi
}
.
We prove the log-likelihood ratio can be expressed as follows:
log
{
L(µ(1);X)/L(µ(0);X)
}
= log
L1(µ
(1); {Yi}i:Wi=1 | {Si, Ti}i:Wi=1)
L1(µ(0); {Yi}i:Wi=1 | {Si, Ti}i:Wi=1)
+ log
L2(µ
(1); {Yi}i:Wi=2 | X
(1), {Si, Ti}i:Wi=2)
L2(µ(0); {Yi}i:Wi=2 | X
(1), {Si, Ti}i:Wi=2)
=
{
n1/2∆min/(2σ)
}
ZTOTAL − n∆2min/(8σ
2). (7)
This implies the likelihood ratio test at level α = 0.05 rejects the null hypothesis µ(0) if and
only if ZTOTAL > Φ−1(1− α). Denote this test by φ(X). Let 1− β denote the power of φ(X)
at µ(1), i.e., the probability that φ(X) = 1 when X is generated under µ(1). We show that the
power of UMPC to reject H0C at ωC equals 1− β. By (7) and the Neyman–Pearson Lemma255
in Theorem 3.2.1 of (Lehmann and Romano, 2005), we have φ(X) is the most powerful test at
level α of µ(0) versus µ(1), and any test of µ(0) at level α with the same power (i.e., 1− β) must
reject µ(0) if and only if ZTOTAL > Φ−1(1− α), except on an event with probability 0.
We use the above result to prove Theorem 3. Assume, for the sake of contradiction, that the
design A ∈ A has greater overall power than UMPC at ω1, and greater or equal power as UMPC260
to reject H0C at ωC (which equals 1− β). By definition, any A ∈ A strongly controls the fam-
ilywise Type I error rate at level α = 0.05. Let φ¯(X) denote the indicator variable taking value
1 if A rejects H0C , and 0 otherwise. Then φ¯(X) is a valid test at level α of µ(0) versus the al-
ternative µ(1), with power at least 1− β at µ(1). By the last sentence in the previous paragraph,
φ¯(X) = 1 if and only if ZTOTAL > Φ−1(1− α) (except on an event with probability 0, which we265
ignore below). Therefore A must reject H0C if and only if ZTOTAL > Φ−1(1− α). This is used
to show the decision rule D satisfies D(X(1)) = C with probability 1; the argument is by contra-
diction, where we show that otherwise the familywise Type I error rate would exceed α = 0.05
for certain µ ∈ H0C for which ∆1 > 0,∆2 < 0. We conclude that A is a standard design, and
so by Theorem 1 has overall power at ω1 equal or less than that of UMPC . This contradicts the270
assumption above that A has greater overall power than UMPC at ω1. This contradiction implies
Theorem 3. Full details are given in Web Appendix F.
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8. POWER TRADEOFFS FOR THE SUBCLASS A∗ OF A
8·1. Designs in A∗ Optimizing Overall Power at ω1
We focus on α = 0.05, β = 0.2, n = n(α,β), and σ2st equal to a common value σ2 for all 275
s ∈ {1, 2}, t ∈ {0, 1}. By Theorem 3, there is a necessary tradeoff between overall power at ω1
and power to reject H0C at ωC . We examine this tradeoff for the class A∗ by determining the
maximum overall power that can be achieved at ω1 subject to a constraint on power to reject
H0C at ωC . We solve the following constrained maximization problem at certain values of q, p1:
max
θ∈R,f1∈F
Pω1(Aθ,f1 rejects at least one false null hypothesis) (8)
under constraint: PωC (Aθ,f1 rejects at least H0C) ≥ q, (9)
where F = {0.05, 0.06, . . . , 0.95}; each probability in the above display depends implicitly 280
on p1. For any q and p1, denote the value of (θ, f1) at the solution to the above problem by
(θ(q, p1), f1(q, p1)). To simplify notation, letAq,p1 represent Aθ(q,p1),f1(q,p1). An algorithm solv-
ing the above optimization problem is given in Web Appendix G.
As a special case, consider the solution to the above optimization problem at (q, p1) =
(0.75, 0.50). The pair (θ, f1) maximizing (8) under the constraint (9) is (−0.19, 0.40). The corre- 285
sponding design A−0.19,0.40 was used in part (ii) of Corollary 1 from Section 6. The power of this
design to reject H0C at ωC is 0.75, and its overall power at ω1 is 0.46. Compared to UMPC , the
design A−0.19,0.40 sacrifices 0.05 power to reject H0C at ωC , while gaining 0.46 − 0.34 = 0.12
overall power at ω1. The overall power of A−0.19,0.40 at ωC is 0.80; since this design’s power
to reject H0C at ωC is 0.75, this implies that some of its overall power at ωC is due to rejecting 290
H01. We examine the different contributions to overall power in Sections 8·2 and 9.
We next augment certain designs to allow simultaneous rejection of H0C and H01 in some
cases. Define UMP+C to be the standard design that rejects H0C whenever UMPC does, and
that rejects H0C and H01 when both ZTOTAL and ZTOTAL1 exceed Φ−1(1− α). It follows from
(Maurer et al., 1995) that UMP+C strongly controls the familywise Type I error rate at level α. 295
For any (q, p1), let Aq,p1+ denote the design identical to Aq,p1 , except that Aq,p1+ rejects H0C
and H01 when
Dθ(q,p1)(X
(1)) = C, ZTOTAL > Φ−1(1− α), and ZTOTAL1 > Φ−1(1− α) + 0.055. (10)
In Web Appendix H, we apply the method from Rosenblum and van der Laan (2011) to prove for
each design Aq,p1+ considered below, it strongly controls the familywise Type I error rate at level
α = 0.05. The increase of 0.055 in the threshold in the last inequality in (10) is needed in this 300
proof. Though the above augmentations affect power to reject H01, overall power is unaffected;
i.e., for any µ ∈ R4, the designs UMPC and UMP+C have equal overall power, and the designs
Aq,p1 and Aq,p1+ have equal overall power.
8·2. Power Tradeoffs
Define the set of designs
A1
∗
= {Aq,p1+ : q ∈ Q, p1 ∈ Π} ∪ {UMP+C},
for Q = {0.7, 0.75, 0.78} and Π = {0.01, 0.02, . . . , 0.99}. For any p1 ∈ Π, the designs 305
A0.7,p1+, A0.75,p1+, A0.78,p1+,UMP+C have power 0.7, 0.75, 0.78, 0.80, respectively, to reject
H0C at ωC . In other words, the designs A0.7,p1+, A0.75,p1+, A0.78,p1+ sacrifice 10%, 5%, 2%
power, respectively, to reject H0C at ωC , compared to UMP+C . (Here and below, each differ-
ence given as a percent represents the absolute difference, e.g., 10% represents the difference
0.10 = 0.80 − 0.70.) 310
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Fig. 1. Power tradeoffs for the designs A1∗ and UMP+C . (a)
Overall power at ω1, vs. p1. (b) Probability of rejecting (at
least) H01 at ω1, vs. p1.
In Figure 1a, we plot overall power at ω1 versus p1 for each design in A1∗. For each of
A0.7,p1+, A0.75,p1+, A0.78,p1+,UMP+C , respectively, the corresponding points as p1 varies from
0.01 to 0.99 are connected with a line. For each q ∈ Q, the difference in overall power at ω1
between Aq,p1+ and UMP+C is a decreasing function of p1. This makes sense intuitively, since at
smaller values of p1, there is greater potential impact from switching to enroll only subpopula-315
tion 1. As an extreme case, for p1 = 0.01, the overall power at ω1 of UMP+C is close to α = 0.05,
while that of A0.7,p1+ is close to 0.30. By Theorem 1, for any standard design S ∈ S that has
overall power at least 0.8 at ωC , the corresponding curve in Figure 1a would coincide with that
of UMP+C .
When ω1 is true, there may be special interest in rejecting H01, since this corresponds precisely320
to the subpopulation benefiting from treatment. Figure 1b plots the probability of rejecting (at
least) H01, for the same designs compared in Figure 1a. The differences between the curves are
nearly identical to the differences between the corresponding curves in Figure 1a. This reflects
that at ω1, the increased overall power of Aq,p1+ compared to UMP+C is essentially all due to
increased power to reject H01.325
We next consider the special case of p1 = 1/2, and focus on power to reject H01 at ω1. The
adaptive designs A0.7,0.5+, A0.75,0.5+, A0.78,0.5+ have 17%, 12%, 7% greater power to reject H01
at ω1 than UMP+C , respectively. The tradeoff is that A0.7,0.5+, A0.75,0.5+, A0.78,0.5+ have 10%,
5%, 2% less power to reject H0C at ωC , respectively. All of these designs have overall power 0.8
at ωC .330
9. EXAMPLE: DESIGNING A RANDOMIZED TRIAL OF A NEW ANTIDEPRESSANT
As introduced in Section 1, Kirsch et al. (2008) give suggestive evidence that a certain class of
antidepressants may only have a clinically meaningful benefit for those with severe depression
at baseline. We consider the problem of planning a randomized trial for a hypothetical, new
antidepressant in this class. This motivating example was used in (Rosenblum and van der Laan,335
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2011); here we focus on different data generating distributions and different adaptive designs.
Subpopulation 1 refers to those with severe depression at baseline, and subpopulation 2 refers to
those with moderate depression at baseline. Define the outcome Y for each participant to be the
difference between his/her Hamilton Rating Scale of Depression (HRSD) score at baseline and
at 6 weeks after enrollment. 340
In our simulations, we set the distribution of each Yi given (Si, Ti) to mimic features from the
meta-analysis of Kirsch et al. (2008), which pools across 35 randomized trials. The mean im-
provement comparing baseline versus 6 weeks was 7.80 HRSD points for those assigned to the
control (placebo) arm. We set µs0 = 7.80 for each s ∈ {1, 2}. The minimum, clinically meaning-
ful average treatment effect established by the United Kingdom’s National Institute for Clinical 345
Excellence (NICE) in their guidelines for treating depression, is 3 HRSD points comparing drug
versus placebo (NICE, 2004). We set ∆min = 3.
Instead of generating Y according to a normal distribution, we set the conditional distri-
bution of Y given S = s, T = t to be uniformly distributed over the integers in the interval
[µst − 13.9, µst + 13.9], for each s ∈ {1, 2}, t ∈ {0, 1}. Using a uniform rather than a normal 350
distribution respects the fact that change in HRSD score is bounded, and also allows us to exam-
ine finite sample performance for a non-normal distribution. The value 13.9 was chosen so the
standard deviation of Y given S = s, T = t is approximately 8, which approximately matches
the estimated standard deviation under treatment and under control in (Kirsch et al., 2008).
For the above values, and for α = 0.05, β = 0.2, the minimum sample size for UMP+C to have 355
power 0.8 to reject H0C at ωC , is n = n(α,β) = 176, which follows from (5). We consider each
p1 ∈ {1/4, 1/2, 3/4}.
We compare the adaptive design A0.75,p1+ to UMP+C in scenarios corresponding to ωC and
ω1. For each, we simulated 106 randomized trials, and report the proportion of trials in which
different sets of null hypotheses are rejected in Table 1. In our simulations, the z-statistics in Sec- 360
tion 3·4 were computed using sample variances in place of true variances; these were computed
using the data available at the corresponding analysis, e.g., the sample variances used in place of
true variances in Z(1) were computed using only stage 1 data.
The values in Table 1 match (to the nearest percent) the theoretical values computed assum-
ing normally distributed outcomes and using the multivariate normal distribution function. This 365
makes sense intuitively, since the joint distribution of z-statistics used in the above designs con-
verges to a multivariate normal distribution, as we discuss in Section 10. For each p1 considered,
the familywise Type I error rate in our simulations at (∆1,∆2) = (0, 0) was always at most 0.05
for A0.75,p1+ and for UMP+C .
Consider the case of p1 = 1/2. The benefit in using A0.75,p1+ rather than UMP+C is 12% in- 370
creased power to reject H01 (and 12% increased overall power) when the new antidepressant
only benefits subpopulation 1, i.e., those with severe depression at baseline; the cost is 5% de-
creased power to reject H0C when the new antidepressant benefits both subpopulations (though
overall power is the same for A0.75,p1+ and UMP+C). Compared to the case of p1 = 1/2, the dif-
ference between A0.75,p1+ and UMP+C in power to reject H01 at ω1 is larger (18%) at p1 = 1/4, 375
and smaller (4%) at p1 = 3/4. For each p1 ∈ {1/4, 1/2, 3/4}, the power to reject H0C at ωC is
5% less for A0.75,p1+ than for UMP+C .
Another tradeoff involves the probability of rejecting both H01 and H0C , which is lower for
A0.75,p1+ than UMP+C in all cases in Table 1. However, at ω1, it may be of primary importance
to reject H01; A0.75,p1+ has greater power to reject H01 at ω1 in all cases in Table 1. 380
Whether a clinical investigator finds the above tradeoffs useful depends on the relative value
of rejecting different hypotheses and on prior evidence.
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Table 1. Power Comparison of adaptive enrichment design A0.75,p1+ and standard design
UMP+C . Values are given as percents, rounded to the nearest percent. “Only H01” is the proba-
bility of rejecting only H01; “Only H0C” is the probability of rejecting only H0C; “Both” is the
probability of rejecting both H0C ,H01.
Alternative ωC Alternative ω1{ {
Overall Only Only Both Overall Only Only Both
p1 Design Power H01 H0C Power H01 H0C
1/4 A0.75,p1+ 80 5 47 28 32 20 5 7
1/4 UMP+C 80 0 48 32 15 0 5 10
1/2 A0.75,p1+ 80 5 29 46 46 20 5 22
1/2 UMP+C 80 0 28 52 34 0 5 30
3/4 A0.75,p1+ 80 5 14 61 63 16 4 43
3/4 UMP+C 80 0 13 67 59 0 3 55
10. DISCUSSION, LIMITATIONS, AND GENERALIZATIONS
We characterized tradeoffs in using certain adaptive enrichment designs, and showed adap-
tive enrichment designs cannot be discarded on the grounds that they add no new possibilities385
compared to standard designs.
Though we assumed outcomes are normally distributed with known variances, we conjecture
that our results may have implications more generally. The reason is that the designs A∗ use the
data X only through the z-statistics from Section 3·4. Under certain assumptions, the multivariate
central limit theorem implies that these z-statistics converge to a multivariate normal distribution,390
as n goes to infinity. We consider the setting of local alternatives in Web Appendix J, where we
give a conjecture on the asymptotic properties of the designs A∗ under non-normal distributions.
It is an area of future work to explore the impact of different data generating distributions on the
above results, and to extend the results to a wider class of distributions.
We focused on the case of α = 0.05. Theorems 1 and 3 hold for any α : 0 < α < 1. We made395
the simplifying assumption in Sections 4-9 that each outcome variance σ2st equals a common
value σ2 for all s ∈ {1, 2}, t ∈ {0, 1}. Some of the above results hold under certain relaxations
of this assumption. The adaptive enrichment designs A∗ strongly control the familywise Type I
error rate at level 0.05 for any values of σ2st > 0. We prove in Web Appendix E that parts (i)-(iii)
of Theorem 2 hold if we replace the equal variance condition by σ211 + σ210 ≤ σ221 + σ220.400
The adaptive enrichment designs A may require longer duration than a standard design using
the same total sample size. This could occur if only subpopulation 1 is enrolled in the second
stage, and enrollment is slower due to the more restrictive enrollment criteria.
Other limitations of the designs A are that they require outcomes to be observed soon after
enrollment, and they assume that the data generating distribution does not change over time.405
These limitations apply to many adaptive enrichment designs.
A limitation of the designs A∗ is they only allow two choices for stage 2 enrollment. An area
of future work is to allow additional choices, such as increasing the proportion enrolled from one
subpopulation and decreasing (but not setting to 0) the proportion enrolled from the other.
We focused on designs whose overall power at ωC matches UMPC , and explored tradeoffs410
in power at ω1. It is an area of future work to consider designs that sacrifice overall power at
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ωC compared to UMPC . Also, all of our designs required that the total sample size be fixed in
advance. It is an area of future work to prove results as above for designs with preplanned rules
for modifying enrollment criteria and the total sample size.
SUPPLEMENTARY MATERIALS 415
The Web Appendices are provided on pages 14-36.
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A. DEFINITION OF MEASURABILITY OF DECISION RULES AND MULTIPLE TESTING
PROCEDURES470
Denote the sample space by Ωn = ({1, 2} × {1, 2} × {0, 1} × R)n, which includes all pos-
sible realizations of X = {(Wi, Si, Ti, Yi)}ni=1. Let Fn denote the product σ-algebra generated
from {P({1, 2}) × P({1, 2}) × P({0, 1}) × B}n, where B is the Borel σ-algebra on R, and for
any set A, P(A) denotes the power set of A. Let Ω′ = P({H01,H0C}), and let F ′ = P(Ω′). The
class of multiple testing procedures M is defined as all measurable functions M from (Ωn,Fn)475
to (Ω′,F ′).
The stage 1 sample space Ωn1 = ({1, 2} × {1, 2} × {0, 1} × R)n1 contains all possible real-
izations of X(1) = {(Wi, Si, Ti, Yi)}n1i=1. Let Fn1 denote the product σ-algebra generated from
{P({1, 2}) ×P({1, 2}) × P({0, 1}) × B}n1 . Let Ω′′ = P({C, 1}), and let F ′′ = P(Ω′′). The
class of decision rules D is defined as all measurable functions D from (Ωn1 ,Fn1) to (Ω′′,F ′′).480
B. LIKELIHOOD RATIO BASED ON DATA X
The distribution of X is determined by Θ = {µ,σ2,D, n, p1, f1}. Specifically, the distri-
bution of {(Si, Ti)}i:Wi=1 is uniform over all possible settings such that for each s ∈ {1, 2},t ∈
{0, 1}, exactly npsf1/2 stage 1 participants have (Si, Ti) = (s, t). This follows from the assump-
tion in Section 3·1 that in each stage where the combined population is enrolled, the proportion485
from subpopulation s is ps, and exactly half in each subpopulation are assigned to each arm.
Conditioned on {(Si, Ti)}i:Wi=1, the probability density function of {Yi}i:Wi=1 is the following
expression evaluated at w = 1:
∏
i:Wi=w
(
2piσ2SiTi
)−1/2
exp
{
−
(Yi − µSiTi)
2
2σ2SiTi
}
. (11)
The above display follows from the corresponding assumption in Section 3·1.
The distribution of the stage 2 data given X(1) depends on the decision D(X(1)). Conditioned490
on (X(1),D(X(1)) = C), we have {(Si, Ti)}i:Wi=2 is uniform over all possible settings such
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that for each s ∈ {1, 2},t ∈ {0, 1}, exactly npsf2/2 stage 2 participants have (Si, Ti) = (s, t).
Conditioned on (X(1),D(X(1)) = 1), we have {(Si, Ti)}i:Wi=2 is uniform over all possible set-
tings such that every stage 2 participant has Si = 1 and exactly nf2/2 stage 2 participants have
Ti = t for each t ∈ {0, 1}. Lastly, conditioned on (X(1), {(Si, Ti)}i:Wi=2), the probability den- 495
sity function of the stage 2 outcomes {Yi}i:Wi=2 is (11) evaluated at w = 2.
As stated at the end of Section 3·2, we assume p1 and σ2 are known, andD,n, f1 are set before
the trial starts. The only unknown component of Θ = {µ,σ2,D, n, p1, f1} is µ. For any µ ∈ R4,
let Pµ denote the corresponding probability distribution of X, and Eµ denote expectation under
this distribution. We sometimes include other components from Θ in the subscript when they 500
are not clear from context, e.g., writing PD,µ to denote the probability distribution of X under
decision rule D and under µ.
Consider any decision rule D ∈ D. We construct the likelihood ratio test of µ = µ(0) =
(µ
(0)
10 , µ
(0)
11 , µ
(0)
20 , µ
(0)
21 ) versus µ = µ
(1) = (µ
(1)
10 , µ
(1)
11 , µ
(1)
20 , µ
(1)
21 ), based on the data X, generated
as described above. Recall 1[B] is the indicator variable taking value 1 if B is true and 0 oth- 505
erwise. Since we assumed in Section 3 that Wi = 1 for each i ≤ n1 and Wi = 2 otherwise, we
have that {Wi}ni=1 is deterministic; these values are only used in the likelihood below to indicate
the sets of participants in each stage.
Consider the likelihood L(µ;X), which we partition into four components:
L(µ;X) = L(µ; {Si, Ti, Yi}
n
i=1) (12)
= L˜1(µ; {Si, Ti}i:Wi=1)L1(µ; {Yi}i:Wi=1 | {Si, Ti}i:Wi=1)
×L˜2(µ; {Si, Ti}i:Wi=2 | X
(1))L2(µ; {Yi}i:Wi=2 | {Si, Ti}i:Wi=2,X
(1)),
where for constants c1, c2, c′2 that do not depend on the parameters µ, we have 510
L˜1(µ; {Si, Ti}i:Wi=1) = c1 ×
1

for each s ∈ {1, 2}, ∑
i:Wi=1,Si=s
Ti =
∑
i:Wi=1,Si=s
(1− Ti) = npsf1/2

 ;
L1(µ; {Yi}i:Wi=1 | {Si, Ti}i:Wi=1) =
∏
i:Wi=1
(
2piσ2SiTi
)−1/2
exp
{
−
(Yi − µSiTi)
2
2σ2SiTi
}
;
L˜2(µ; {Si, Ti}i:Wi=1 | X
(1)) =
c21

for each s ∈ {1, 2}, ∑
i:Wi=2,Si=s
Ti =
∑
i:Wi=2,Si=s
(1− Ti) = npsf2/2




1[D(X(1))=C]
×

c′21

 ∑
i:Wi=2
Ti =
∑
i:Wi=2
(1− Ti) = nf2/2




1[D(X(1))=1]
;
L2(µ; {Yi}i:Wi=2 | {Si, Ti}i:Wi=2,X
(1)) =
∏
i:Wi=2
(
2piσ2SiTi
)−1/2
exp
{
−
(Yi − µSiTi)
2
2σ2SiTi
}
.
The constant c1 is the probability of any given partition of the indices {1, . . . , nf1} for the
first stage participants into the four categories defined by s ∈ {1, 2}, t ∈ {0, 1}, where there
are exactly npsf1 participants in each subpopulation s, exactly half of whom are assigned to
each arm t. The constant c2 is the analogous probability for the second stage participants. The
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constant c′2, which corresponds to the case where only subpopulation 1 is enrolled in stage 2, is515
the probability of any given partition of the indices {nf1 + 1, . . . , n} into treatment (t = 1) and
control (t = 0) with exactly half the indices in each category.
In constructing the likelihood above for the experiment generating the data X, we took into
account the adaptive nature of the design. Specifically, this was taken into account in the term
L˜2.520
The components L˜1 and L˜2 of the likelihood do not depend on the parameters µ. Therefore,
the log-likelihood ratio comparing any parameter vector µ = µ(1) to µ = µ(0) is
log
L(µ(1);X)
L(µ(0);X)
= log
L1(µ
(1); {Yi}i:Wi=1 | {Si, Ti}i:Wi=1)
L1(µ(0); {Yi}i:Wi=1 | {Si, Ti}i:Wi=1)
+ log
L2(µ
(1); {Yi}i:Wi=2 | {Si, Ti}i:Wi=2,X
(1))
L2(µ(0); {Yi}i:Wi=2 | {Si, Ti}i:Wi=2,X
(1))
=
n∑
i=1
1
2σ2SiTi
{(
Yi − µ
(0)
SiTi
)2
−
(
Yi − µ
(1)
SiTi
)2}
=
n∑
i=1
1
2σ2SiTi
{
2Yi(µ
(1)
SiTi
− µ
(0)
SiTi
)−
(
µ
(1)
SiTi
)2
+
(
µ
(0)
SiTi
)2}
=
n∑
i=1

Yi
µ
(1)
SiTi
− µ
(0)
SiTi
σ2SiTi
−
(
µ
(1)
SiTi
)2
−
(
µ
(0)
SiTi
)2
2σ2SiTi

 . (13)
The above derivation implies the following lemma:
LEMMA 1. Consider any decision rule D ∈ D, and the corresponding experiment generating
X. The log-likelihood ratio comparing any parameter vector µ = µ(1) to µ = µ(0) is (13).525
C. PROOFS OF RESULTS FROM SECTION 3 AND LEMMAS USED IN PROOFS OF
THEOREMS 1-3
We first prove a lemma used in the Proof of Theorem 3.
LEMMA 2. For any n > 0, for any µ(1),µ(2) ∈ R4, for any eventE ∈ Fn, ifE has probability
zero under µ = µ(1) then E has probability zero under µ = µ(2).530
Proof: Consider the space (Ωn,Fn) defined in Section A. We will define a measure on (Ωn,Fn)
that dominates each measure Pµ for all µ ∈ R4. We then show that the measure Pµ(1) is abso-
lutely continuous with respect to Pµ(2) , for any µ(1),µ(2) ∈ R4.
Let λ denote Lebesgue measure on R, let ζ1 denote counting measure on {1, 2} (i.e., assigning
measure 1 to each element of {1, 2}), and let ζ2 denote counting measure on {0, 1}. Define η to535
be the product measure (ζ1 × ζ1 × ζ2 × λ)n. Then the triple (Ωn,Fn, η) is a measure space.
Consider any µ ∈ R4. The density of Pµ with respect to the dominating measure η is the
following, for any x = {(wi, si, ti, yi)}ni=1 ∈ Ωn :
gµ(x) = 1[ for all i ≤ n1, wi = 1, and for all i : n1 + 1 ≤ i ≤ n,wi = 2]L(µ;x),
where L(µ;x) is defined in (12). This follows from the characterization of the distribution of X
from Section B, and the assumption from Section 3 that Wi = 1 for each i ≤ n1 and equals 2
otherwise. The support of the density gµ(x) is identical for any value of µ ∈ R4. This follows
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since the components L˜1 and L˜2 of L(µ;x) do not depend on µ, and the remaining components 540
L1 and L2 are strictly positive for any µ ∈ R4. Therefore, by part (iii) of Lemma 6.2 of (van der
Vaart, 1998), for any µ(1),µ(2) ∈ R4, the measure Pµ(1) is absolutely continuous with respect
to Pµ(2) . This proves the lemma, by the definition of absolute continuity. 
For each s ∈ {1, 2}, define 545
ρs =

ps(σ2s0 + σ2s1)
/
2∑
s′=1
ps′(σ
2
s′0 + σ
2
s′1)
}1/2
. (14)
LEMMA 3. Consider any decision rule D ∈ D and any µ ∈ R4. Then the following hold:
i. Z(1)1 , Z
(1)
2 are independent, and each is normally distributed with unit variance.
ii. The mean of Z(1)s is ∆s
[
n1ps/
{
2(σ2s0 + σ
2
s1)
}]1/2 for each s ∈ {1, 2}.
iii. Z(1) = ρ1Z
(1)
1 + ρ2Z
(1)
2 .
iv. Conditioned on D(X(1)) = C , the following hold: 550
1. (Z(2)1 , Z
(2)
2 ) is independent of X(1);
2. Z(2)1 , Z
(2)
2 are independent;
3. Z(2)s is normally distributed with unit variance and mean ∆s
[
n2ps/
{
2(σ2s0 + σ
2
s1)
}]1/2
for each s ∈ {1, 2};
4. Z(2) = ρ1Z
(2)
1 + ρ2Z
(2)
2 ; 555
5. Eµ,D{Z(2) | D(X(1)) = C} =
∑2
s=1 ρs∆s
[
n2ps/
{
2(σ2s0 + σ
2
s1)
}]1/2
.
v. Conditioned on D(X(1)) = 1, we have Z(2) = Z(2)1 , which is independent of X(1) and nor-
mally distributed with unit variance and mean ∆1
[
n2/
{
2(σ210 + σ
2
11)
}]1/2
.
vi. ρ21 + ρ22 = 1.
vii. For any µ ∈ R4, the distribution of X(1) under PD,µ is the same for any D ∈ D. 560
Proof: Consider any s ∈ {1, 2}. Then we have, for each t ∈ {0, 1},
∑
i:Wi=1,Si=s
1[Ti = t] =
n∑
i=1
1[Wi = 1, Si = s]/2 = psn1/2, (15)
which follows from the assumptions in Section 3. We have
Z(1)s =
{∑
i:Wi=1,Si=s
YiTi∑
i:Wi=1,Si=s
Ti
−
∑
i:Wi=1,Si=s
Yi(1− Ti)∑
i:Wi=1,Si=s
(1− Ti)
}{
2(σ2s0 + σ
2
s1)∑n
i=1 1[Wi = 1, Si = s]
}−1/2
=
{∑
i:Wi=1,Si=s
YiTi
psn1/2
−
∑
i:Wi=1,Si=s
Yi(1− Ti)
psn1/2
}{
σ2s0 + σ
2
s1
psn1/2
}−1/2
, (16)
where (16) follows from (15). Therefore, conditioned on {(Si, Ti)}i:Wi=1, we have Z(1)1 and
Z
(1)
2 are independent, each being normally distributed, which follows from the set of outcomes
Yi involved in each of these statistics being disjoint, and the assumption from Section 3 that 565
conditional on {(Si, Ti)}i:Wi=1 the stage 1 outcomes are mutually independent.
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By (16), the mean of Z(1)s conditional on {(Si, Ti)}i:Wi=1 equals{
(psn1/2)µs1
psn1/2
−
(psn1/2)µs0
psn1/2
}{
σ2s0 + σ
2
s1
psn1/2
}−1/2
= ∆s
{
psn1
2(σ2s0 + σ
2
s1)
}1/2
. (17)
Since this does not depend on {(Si, Ti)}i:Wi=1, the (unconditional) mean of Z(1)s equals
∆s
[
n1ps/
{
2(σ2s0 + σ
2
s1)
}]1/2
. By (16), the variance of Z(1)s conditional on {(Si, Ti)}i:Wi=1
equals570 {
(psn1/2)σ
2
s1
(psn1/2)2
+
(psn1/2)σ
2
s0
(psn1/2)2
}{
σ2s0 + σ
2
s1
psn1/2
}−1
= 1. (18)
Since, as shown above, the conditional mean of Z(1)s given {(Si, Ti)}i:Wi=1 is a constant,
we have the (unconditional) variance of Z(1)s equals 1. We have shown that conditioned on
{(Si, Ti)}i:Wi=1, Z
(1)
1 and Z
(1)
2 are independent, each being normally distributed with mean
and variance not depending on {(Si, Ti)}i:Wi=1. Therefore, (Z
(1)
1 , Z
(1)
2 ) is independent of
{(Si, Ti)}i:Wi=1, and so the conditional distribution of (Z
(1)
1 , Z
(1)
2 ) given {(Si, Ti)}i:Wi=1 equals575
the unconditional distribution of (Z(1)1 , Z
(1)
2 ). The above argument implies Z
(1)
1 and Z
(1)
2 are in-
dependent, each being normally distributed with means and variances as above. We have shown
(i) and (ii).
To show (iii), we have
ρ1Z
(1)
1 + ρ2Z
(1)
2
=
2∑
s=1
ρs
{∑
i:Wi=1,Si=s
YiTi∑
i:Wi=1,Si=s
Ti
−
∑
i:Wi=1,Si=s
Yi(1− Ti)∑
i:Wi=1,Si=s
(1− Ti)
}{
2(σ2s0 + σ
2
s1)∑n
i=1 1[Wi = 1, Si = s]
}−1/2
=
2∑
s=1
ρs
{∑
i:Wi=1,Si=s
YiTi
ps
∑
i:Wi=1
Ti
−
∑
i:Wi=1,Si=s
Yi(1− Ti)
ps
∑
i:Wi=1
(1− Ti)
}(
σ2s0 + σ
2
s1
n1ps/2
)−1/2
(19)
=
2∑
s=1
{∑
i:Wi=1,Si=s
YiTi∑
i:Wi=1
Ti
−
∑
i:Wi=1,Si=s
Yi(1− Ti)∑
i:Wi=1
(1− Ti)
}(
ps(σ
2
s0 + σ
2
s1)
ρ2s(n1/2)
)−1/2
=
2∑
s=1
{∑
i:Wi=1,Si=s
YiTi∑
i:Wi=1
Ti
−
∑
i:Wi=1,Si=s
Yi(1− Ti)∑
i:Wi=1
(1− Ti)
}(∑2
s′=1 ps′(σ
2
s′0 + σ
2
s′1)
n1/2
)
−1/2
(20)
=
{∑
i:Wi=1
YiTi∑
i:Wi=1
Ti
−
∑
i:Wi=1
Yi(1− Ti)∑
i:Wi=1
(1− Ti)
}(∑2
s′=1 ps′(σ
2
s′0 + σ
2
s′1)
n1/2
)
−1/2
=
{∑
i:Wi=1
YiTi∑
i:Wi=1
Ti
−
∑
i:Wi=1
Yi(1− Ti)∑
i:Wi=1
(1− Ti)
}{
1
n21
2∑
s′=1
2σ2s′
n∑
i=1
1[Wi = 1, Si = s
′]
}−1/2
(21)
= Z(1),
where (19) follows from (15) and ∑i:Wi=1,Si=s 1[Ti = t] = ps∑i:Wi=1 1[Ti = t] for each580
s ∈ {1, 2}, t ∈ {0, 1}; (20) follows from the definition (14) of ρs; and (21) follows from∑n
i=1 1[Wi = 1, Si = s] = n1ps, and σ2s = σ2s0 + σ2s1 by definition (from Section 3·4). We have
shown (iii).
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Part (iv) of Lemma 3 follows by analogous arguments as for parts (i)-(iii), except conditioned
on the stage 1 data X(1). To show part (v), for the remainder of the proof of this part of the 585
lemma, we condition on X(1) and D(X(1)) = 1. Then Si = 1 for each i :Wi = 2, which implies∑n
i=1 1[Wi = 2, Si = 1] =
∑n
i=1 1[Wi = 2] and
∑n
i=1 1[Wi = 2, Si = 2] = 0. Therefore,
1
n22
2∑
s=1
2σ2s
n∑
i=1
1[Wi = 2, Si = s] =
2σ21
n22
n∑
i=1
1[Wi = 2, Si = 1] (22)
=
2(σ210 + σ
2
11)
n2
, (23)
where (22) follows from ∑ni=1 1[Wi = 2, Si = 2] = 0; (23) follows from∑n
i=1 1[Wi = 2, Si = 1] = n2, and σ2s = σ2s0 + σ2s1 (by definition). We then have
Z
(2)
1
=
{∑
i:Wi=2,Si=1
YiTi∑
i:Wi=2,Si=1
Ti
−
∑
i:Wi=2,Si=1
Yi(1− Ti)∑
i:Wi=2,Si=1
(1 − Ti)
}{
2(σ210 + σ
2
11)∑n
i=1 1[Wi = 2, Si = 1]
}−1/2
=
{∑
i:Wi=2
YiTi∑
i:Wi=2
Ti
−
∑
i:Wi=2
Yi(1− Ti)∑
i:Wi=2
(1− Ti)
}{
2(σ210 + σ
2
11)
n2
}−1/2
(24)
=
{∑
i:Wi=2
YiTi∑
i:Wi=2
Ti
−
∑
i:Wi=2
Yi(1− Ti)∑
i:Wi=2
(1− Ti)
}{
1
n22
2∑
s=1
2σ2s
n∑
i=1
1[Wi = 2, Si = s]
}−1/2
(25)
= Z(2),
where (24) follows from Si = 1 for each i :Wi = 2 on the eventD(X(1)) = 1; (25) follows from 590
the equality of (22) and (23) shown above. This shows Z(2) = Z(2)1 on the event D(X(1)) = 1. It
follows by analogous arguments as for parts (i)-(iii) that conditional on X(1) and D(X(1)) = 1,
we have Z(2)1 is normally distributed with unit variance and mean{
(n2/2)µ11
n2/2
−
(n2/2)µ10
n2/2
}{
2(σ210 + σ
2
11)
n2
}−1/2
= ∆1
[
n2/
{
2(σ210 + σ
2
11)
}]1/2
, (26)
which follows from (24) and ∑i:Wi=2 1[Ti = t] =∑ni=1 1[Wi = 2]/2 = n2/2 for each
t ∈ {0, 1}. This shows part (v). Part (vi) follows directly from the definition of ρs. Part (vii) 595
follows from the assumptions in Section 3, which imply the distribution of the stage 1 data does
not depend on which decision rule D ∈ D is used (since the decision rule only affects the stage
2 data). This completes the proof of Lemma 3. 
LEMMA 4. When the combined population is enrolled in both stages, ZTOTAL reduces to the 600
following z-statistic that pools all participants in both stages and compares those assigned treat-
ment t = 1 versus control t = 0:{∑n
i=1 YiTi∑n
i=1 Ti
−
∑n
i=1 Yi(1− Ti)∑n
i=1(1− Ti)
}{
2
n
2∑
s=1
ps(σ
2
s0 + σ
2
s1)
}−1/2
. (27)
Proof: Recall fw = nw/n, n1 + n2 = n, and σ2s = σ2s0 + σ2s1. The condition of the lemma
implies that
∑n
i=1 1[Wi = w] = nw and
∑n
i=1 1[Wi = w,Si = s] = psnw = psfwn for each
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s ∈ {1, 2}, w ∈ {1, 2}. It follows that for each stage w ∈ {1, 2},605
1
n2w
2∑
s=1
2σ2s
n∑
i=1
1[Wi = w,Si = s] = 2
2∑
s=1
ps(σ
2
s0 + σ
2
s1)/(fwn). (28)
We also have for each w ∈ {1, 2},
∑
i:Wi=w
Ti =
∑
i:Wi=w
(1− Ti) = fwn/2 = fw
n∑
i=1
Ti = fw
n∑
i=1
(1− Ti), (29)
which holds by the assumption in Section 3 that in each stage exactly half of participants enrolled
in that stage are randomized to each study arm. We then have
ZTOTAL
= f
1/2
1 Z
(1) + f
1/2
2 Z
(2)
=
2∑
w=1
f1/2w
{∑
i:Wi=w
YiTi∑
i:Wi=w
Ti
−
∑
i:Wi=w
Yi(1− Ti)∑
i:Wi=w
(1− Ti)
}
×
{
1
n2w
2∑
s=1
2σ2s
n∑
i=1
1[Wi = w,Si = s]
}−1/2
=
2∑
w=1
f1/2w
{∑
i:Wi=w
YiTi
fw
∑n
i=1 Ti
−
∑
i:Wi=w
Yi(1− Ti)
fw
∑n
i=1(1− Ti)
}{
2
fwn
2∑
s=1
ps(σ
2
s0 + σ
2
s1)
}−1/2
(30)
=
{∑2
w=1
∑
i:Wi=w
YiTi∑n
i=1 Ti
−
∑2
w=1
∑
i:Wi=w
Yi(1− Ti)∑n
i=1(1− Ti)
}{
2
n
2∑
s=1
ps(σ
2
s0 + σ
2
s1)
}−1/2
=
{∑n
i=1 YiTi∑n
i=1 Ti
−
∑n
i=1 Yi(1− Ti)∑n
i=1(1− Ti)
}{
2
n
2∑
s=1
ps(σ
2
s0 + σ
2
s1)
}−1/2
,
where (30) follows from (28) and (29). This shows that when that the combined population is
enrolled in both stages, ZTOTAL equals (27). This proves Lemma 4. 610
We next prove that when the outcome variances equal a common value, the statistic ZTOTAL
reduces to a simple form.
LEMMA 5. Consider any decision rule D ∈ D, and the data X generated in any adaptive
design that follows ruleD. Assume σ2st equals a common value σ2 for each s ∈ {1, 2}, t ∈ {0, 1}.615
Then the following hold:
i.
ZTOTAL =
{∑n
i=1 YiTi∑n
i=1 Ti
−
∑n
i=1 Yi(1− Ti)∑n
i=1(1− Ti)
}{
n1/2
2σ
}
.
ii.Z(1) has a normal distribution with unit variance and mean (p1∆1 + p2∆2)(f1n)1/2/(2σ).
iii. Conditioned on D(X(1)), the statistic Z(2) is independent of X(1), and has a normal
distribution with conditional variance 1. The conditional mean E(Z(2) | X(1)) equals
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(p1∆1 + p2∆2)(f2n)
1/2/(2σ) if D(X(1)) = C , and equals ∆1(f2n)1/2/(2σ) 620
if D(X(1)) = 1.
Proof: We have for each stage w ∈ {1, 2},
1
n2w
2∑
s=1
2σ2s
n∑
i=1
1[Wi = w,Si = s] =
4σ2
n2w
2∑
s=1
n∑
i=1
1[Wi = w,Si = s] (31)
=
4σ2
n2w
nw =
4σ2
nw
=
4σ2
nfw
, (32)
where (31) follows from σ2s = σ2s0 + σ2s1 and the assumption in the lemma that σ2st = σ2 for each
s ∈ {1, 2}, t ∈ {0, 1}; (32) follows from
2∑
s=1
n∑
i=1
1[Wi = w,Si = s] =
n∑
i=1
1[Wi = w] = nw = fwn,
since there are a total of fwn participants in each stage w ∈ {1, 2}, regardless of the decision D
for stage 2 enrollment.
By the equality of (31) and (32), it follows that for each stage w ∈ {1, 2}, 625
Z(w) =
{∑
i:Wi=w
YiTi∑
i:Wi=w
Ti
−
∑
i:Wi=w
Yi(1− Ti)∑
i:Wi=w
(1− Ti)
}{
1
n2w
2∑
s=1
2σ2s
n∑
i=1
1[Wi = w,Si = s]
}−1/2
=
{∑
i:Wi=w
YiTi∑
i:Wi=w
Ti
−
∑
i:Wi=w
Yi(1− Ti)∑
i:Wi=w
(1− Ti)
}{
4σ2
nfw
}−1/2
. (33)
We then have
ZTOTAL = f
1/2
1 Z
(1) + f
1/2
2 Z
(2)
=
2∑
w=1
f1/2w
{∑
i:Wi=w
YiTi∑
i:Wi=w
Ti
−
∑
i:Wi=w
Yi(1− Ti)∑
i:Wi=w
(1− Ti)
}{
4σ2
nfw
}−1/2
(34)
=
2∑
w=1
f1/2w
{∑
i:Wi=w
YiTi
fw
∑n
i=1 Ti
−
∑
i:Wi=w
Yi(1− Ti)
fw
∑n
i=1(1− Ti)
}{
4σ2
nfw
}−1/2
(35)
=
2∑
w=1
{∑
i:Wi=w
YiTi∑n
i=1 Ti
−
∑
i:Wi=w
Yi(1− Ti)∑n
i=1(1− Ti)
}{
n1/2
2σ
}
=
{∑n
i=1 YiTi∑n
i=1 Ti
−
∑n
i=1 Yi(1− Ti)∑n
i=1(1 − Ti)
}{
n1/2
2σ
}
,
where (34) follows from (33); and (35) follows from the fact that for each w ∈ {1, 2}, t ∈ {0, 1},
∑
i:Wi=w
1[Ti = t] = fwn/2 = fw
n∑
i=1
1[Ti = t].
This proves claim (i) in Lemma 5.
Hosted by The Berkeley Electronic Press
22 M ROSENBLUM
Parts (ii) and (iii) of the lemma follow from Lemma 3 and using that σ2st = σ2 implies
ρs = p
1/2
s for each s ∈ {1, 2}. This comples the proof of Lemma 5. 
630
We next prove several relationships between ZTOTAL and ZTOTALs , for each s ∈ {1, 2}.
LEMMA 6. When the combined population is enrolled in both stages,
ZTOTAL = ρ1Z
TOTAL
1 + ρ2Z
TOTAL
2 .
Proof:
2∑
s=1
ρsZ
TOTAL
s =
2∑
s=1
ρs
(
f
1/2
1 Z
(1)
s + f
1/2
2 Z
(2)
s
)
(36)
= f
1/2
1
(
ρ1Z
(1)
1 + ρ2Z
(1)
2
)
+ f
1/2
2
(
ρ1Z
(2)
1 + ρ2Z
(2)
2
)
= f
1/2
1 Z
(1) + f
1/2
2 Z
(2) (37)
= ZTOTAL,
where (36) follows from the definition of ZTOTALs in Section 3·4; (37) follows from parts (iii)
and (iv) of Lemma 3; the last line above follows from the definition of ZTOTALs in Section 3·4.
This proves Lemma 6. 635
LEMMA 7. For each s ∈ {1, 2}, define δs = ∆s
[
nps/
{
2(σ2s0 + σ
2
s1)
}]1/2
. For any standard
design S ∈ S ,
i. E
[
ZTOTALs
]
= δs;
ii. The correlation between ZTOTAL and ZTOTALs is ρs as defined in (14), for each s ∈ {1, 2}.640
iii. ZTOTAL is normally distributed with unit variance and mean ρ1δ1 + ρ2δ2.
iv. E[Z(2)|X(1)] =
∑2
s=1 ρs∆s
[
n2ps/
{
2(σ2s0 + σ
2
s1)
}]1/2
with probability 1.
Proof: Consider any standard design S ∈ S , and any subpopulation s ∈ {1, 2}. Since by assump-
tion the combined population is always enrolled in both stages, we have
E
[
ZTOTALs
]
= Ef
1/2
1 Z
(1)
s + Ef
1/2
2 Z
(2)
s
= f
1/2
1 ∆s
[
n1ps/
{
2(σ2s0 + σ
2
s1)
}]1/2
+ f
1/2
2 ∆s
[
n2ps/
{
2(σ2s0 + σ
2
s1)
}]1/2
(38)
= f1∆s
[
nps/
{
2(σ2s0 + σ
2
s1)
}]1/2
+ f2∆s
[
nps/
{
2(σ2s0 + σ
2
s1)
}]1/2 (39)
= ∆s
[
nps/
{
2(σ2s0 + σ
2
s1)
}]1/2
, (40)
where (38) follows from parts (ii) and (iv) of Lemma 3; (39) follows from nw = fwn for each645
w ∈ {1, 2}; (40) follows from f1 + f2 = 1. This shows part (i) of the lemma.
We next show ZTOTAL1 and ZTOTAL2 are independent. It was proved in part (i) of Lemma 3
that Z(1)1 and Z
(1)
2 are independent, each being normally distributed with unit variance. By part
(iv) of Lemma 3 and using that D(X(1)) = C with probability 1 for a standard design, condi-
tioned on X(1) we have Z(2)1 and Z
(2)
2 are independent, each being normally distributed with unit650
variance and mean a constant not depending on X(1). Therefore, (Z(2)1 , Z
(2)
2 ) is independent of
X(1). The previous two sentences imply Z(2)1 and Z
(2)
2 are (unconditionally) independent, each
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normally distributed with unit variance. It follows that (Z(1)1 , Z
(1)
2 ) (which is a function of X(1))
is independent of (Z(2)1 , Z
(2)
2 ).
The above arguments imply the variables {Z(1)1 , Z
(1)
2 , Z
(2)
1 , Z
(2)
2 } are mutually independent, 655
each with unit variance. Therefore, ZTOTAL1 = f
1/2
1 Z
(1)
1 + f
1/2
2 Z
(2)
1 and ZTOTAL2 = f
1/2
1 Z
(1)
2 +
f
1/2
2 Z
(2)
2 are independent, each being normally distributed with unit variance. By Lemma 6, the
covariance of ZTOTAL and ZTOTALs equals ρs, for each s ∈ {1, 2}.
The independence of ZTOTAL1 and ZTOTAL2 , combined with Lemma 6, implies ZTOTAL is nor-
mally distributed with variance ρ21VAR(ZTOTAL1 ) + ρ22VAR(ZTOTAL2 ). Since ZTOTAL1 and ZTOTAL2 660
each have unit variance, and since ρ21 + ρ22 = 1 by part (vi) of Lemma 3, we have the variance of
ZTOTAL is 1. This proves part (ii) of Lemma 7. Part (iii) of the lemma follows by Lemma 6 and
part (i) of Lemma 7.
We next show part (iv). Since S is assumed to be a standard design, we have the corresponding
decision rule D satisfies D(X(1)) = C for all possible values of X(1). Thus, D(X(1)) = C with 665
probability 1. Therefore, by part (iv) of Lemma 3, we have that with probability 1,
E[Z(2)|X(1)] = E[Z(2)|X(1),D(X(1)) = C] (41)
= E[Z(2)|D(X(1)) = C] (42)
=
2∑
s=1
ρs∆s
[
n2ps/
{
2(σ2s0 + σ
2
s1)
}]1/2
, (43)
where (41) follows from D(X(1)) = C with probability 1; (42) follows from Z(2) being inde-
pendent of X(1) conditioned on D(X(1)) = C , as shown in part (iv) of Lemma 3; (43) follows
from the equality in part (iv.5) of Lemma 3. This shows part (iv), and completes the proof of
Lemma 7. 670
LEMMA 8. For n(α,β) as defined in Section 4, we have n(α,β) equals the expression (5).
Proof: Consider total sample size n equal to the expression (5). We will show the power of UMPC
to reject H0C at ωC is 1− β. Under the standard design UMPC , by Lemmas 6 and 7, we have
EωC
[
ZTOTAL
] (44)
=
2∑
s=1
ρsEωC
[
ZTOTALs
]
=
2∑
s=1
ρs∆min
{
σ2s0 + σ
2
s1
nps/2
}−1/2
=
2∑
s=1
ρs∆min

 σ
2
s0 + σ
2
s1
{Φ−1(1− α) + Φ−1(1− β)}2
{∑2
s′=1 ps′
∑1
t=0 2σ
2
s′t
}
∆−2minps/2


−1/2
=
2∑
s=1
ρs
{
Φ−1(1− α) + Φ−1(1− β)
}
(
σ2s0 + σ
2
s1
)
ps
(∑2
s′=1 ps′
∑1
t=0 σ
2
s′t
)


−1/2
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=
2∑
s=1
ρs
{
Φ−1(1− α) + Φ−1(1− β)
}
ps
{
ps
(
σ2s0 + σ
2
s1
)
∑2
s′=1 ps′
∑1
t=0 σ
2
s′t
}
−1/2
=
2∑
s=1
ρs
{
Φ−1(1− α) + Φ−1(1− β)
}
ps
{
ρ2s
}−1/2 (45)
=
2∑
s=1
ps
{
Φ−1(1− α) + Φ−1(1− β)
}
= Φ−1(1− α) + Φ−1(1− β), (46)
where (45) follows from the definition (14) of ρs. Combining the above argument with part (iii)675
of Lemma 7, we have that under UMPC and at the alternative ωC ,ZTOTAL has normal distribution
with mean (46) and unit variance. Therefore, the power of UMPC to reject H0C at ωC is
PωC
{
ZTOTAL > Φ−1(1− α)
}
= PωC
{
ZTOTAL − EωC
[
ZTOTAL
]
> Φ−1(1− α)− EωC
[
ZTOTAL
]}
= Φ
(
EωC
[
ZTOTAL
]
− Φ−1(1− α)
)
= Φ
(
Φ−1(1− α) + Φ−1(1− β)− Φ−1(1− α)
) (47)
= 1− β,
where (47) follows from the equality of (44) and (46). Therefore, at total sample size n equal to
the expression (5), the power of UMPC to reject H0C at ωC is 1− β. This proves Lemma 8. 
680
We next show that in a special case, the log-likelihood ratio can be expressed as a simple
function of ZTOTAL.
LEMMA 9. Consider any D ∈ D, and assume the following hold:
a. σ2st equals a common value σ2 for each s ∈ {1, 2}, t ∈ {0, 1}.
b. µ(0) = (µ(0)10 , µ
(0)
11 , µ
(0)
20 , µ
(0)
21 ) = ∆min(1/2, 1/2, 1/2, 1/2) (which is in H0C ∩H01).685
c. µ(1) = (µ
(1)
10 , µ
(1)
11 , µ
(1)
20 , µ
(1)
21 ) = ∆min(0, 1, 0, 1) (which is the alternative ωC).
Then the log-likelihood ratio (13) equals {n1/2∆min/(2σ)}ZTOTAL − n∆2min/(8σ2). The most
powerful test of the null hypothesis µ(0) versus µ(1) at level α rejects µ(0) if and only if ZTOTAL >
Φ−1(1− α), except on an event with probability 0. Furthermore, consider any test φ of µ(0) at
level α with power at µ(1) equal to the most powerful test; then φ rejects µ(0) if and only if690
ZTOTAL > Φ−1(1− α), except on an event with probability 0.
Proof: By (a) and the representation of ZTOTAL proved in Lemma 5, we have
ZTOTAL =
{∑n
i=1 YiTi∑n
i=1 Ti
−
∑n
i=1 Yi(1− Ti)∑n
i=1(1− Ti)
}{
n1/2
2σ
}
.
By assumptions (b) and (c), for each s ∈ {1, 2}, t ∈ {0, 1}, we have
µ
(1)
st − µ
(0)
st = (2t− 1)(∆min/2) = {t− (1− t)}(∆min/2),
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and (µ(1)st )2 − (µ
(0)
st )
2 = (t− 1/4)∆2min. By (13), the log-likelihood ratio comparing µ(1) to
µ
(0) is
log
L(µ(1);X)
L(µ(0);X)
=
n∑
i=1

Yi
µ
(1)
SiTi
− µ
(0)
SiTi
σ2SiTi
−
(
µ
(1)
SiTi
)2
−
(
µ
(0)
SiTi
)2
2σ2SiTi


=
1
σ2
n∑
i=1
[
{YiTi − Yi(1− Ti)}
∆min
2
− (Ti − 1/4)
∆2min
2
]
=
∆min
2σ2
{
n∑
i=1
YiTi −
n∑
i=1
Yi(1− Ti)
}
−
{
n∑
i=1
(Ti − 1/4)
}
∆2min
2σ2
=
n1/2∆min
2σ
{∑n
i=1 YiTi∑n
i=1 Ti
−
∑n
i=1 Yi(1− Ti)∑n
i=1(1− Ti)
}{
n1/2
2σ
}
−
n∆2min
8σ2
(48)
=
n1/2∆min
2σ
ZTOTAL −
n∆2min
8σ2
, (49)
where (48) follows from ∑ni=1 Ti = n/2, and (49) follows from part (i) of Lemma 5. Recall 695
we assumed n, ∆min and σ are known. By (49) and the Neyman–Pearson Lemma in Theorem
3.2.1 of (Lehmann and Romano, 2005), the most powerful test at level α of the null hypothesis
µ
(0) versus the alternative µ(1) rejects µ(0) if and only if ZTOTAL > k, except on an event with
probability 0, where k is a constant for which the Type I error at µ(0) equals α; furthermore,
any test of µ(0) at level α with power equal to the most powerful test must reject µ(0) if and 700
only if ZTOTAL > k, except on an event with probability 0. Since ZTOTAL has a standard normal
distribution under µ(0), we must have k = Φ−1(1− α). This proves Lemma 9. 
D. PROOF OF THEOREM 1
Proof: By the condition in the theorem that n = n(α,β), the power of UMPC to reject H0C at 705
ωC equals 1− β. Consider any standard design S ∈ S satisfying the condition of the theorem.
We show S must reject at least one null hypothesis if and only if ZTOTAL > Φ−1(1− α), except
on an event with probability zero. Let φ(X) denote the indicator variable taking value 1 if S
rejects at least one null hypothesis and 0 otherwise. By the condition of the theorem that S
strongly controls the familywise Type I error rate at level α, we have φ(X) is a valid test of 710
the null hypothesis H0C ∩H01 at level α. This follows since under any µ ∈ (H0C ∩H01), the
probability that S rejects one or more null hypotheses is at most α, and so φ(X) = 1 with
probability at most α. By the condition of the theorem that S has overall power at least 1− β at
ωC , the probability of φ(X) = 1 at ωC is at least 1− β.
Consider the simple null hypothesis:
µ
(0) = (µ
(0)
10 , µ
(0)
11 , µ
(0)
20 , µ
(0)
21 ) = ∆min(1/2, 1/2, 1/2, 1/2),
which is in H0C ∩H01. Consider the simple alternative
µ
(1) = (µ
(1)
10 , µ
(1)
11 , µ
(1)
20 , µ
(1)
21 ) = ∆min(0, 1, 0, 1),
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which equals ωC . By Lemma 9, the most powerful test at level α of the null hypothesis µ(0)715
versus the alternative µ(1) rejects µ(0) if and only if ZTOTAL > Φ−1(1− α), except on an event
with probability 0; furthermore, any test of µ(0) at level α with power at µ(1) equal to the most
powerful test must reject µ(0) if and only if ZTOTAL > Φ−1(1− α), except on an event with
probability 0. By the condition in the theorem that n = n(α,β), the most powerful test at level α
has power 1− β at ωC . Since φ(X) is a valid test at level α of µ(0), and has power at least 1− β720
at µ(1), by the above argument it must reject µ(0) if and only if ZTOTAL > Φ−1(1− α), except
on an event with probability zero. This shows S rejects at least one null hypothesis if and only if
ZTOTAL > Φ−1(1− α), except on an event with probability zero.
We next show that under ω1, the probability of ZTOTAL > Φ−1(1− α) equals
Φ(p1Φ
−1(1− β)− p2Φ
−1(1− α)). By part (iii) of Lemma 7, ZTOTAL has a normal distribution725
with unit variance. It remains to compute its mean.
Define δs,min = ∆min
[
nps/
{
2(σ2s0 + σ
2
s1)
}]1/2 for each s ∈ {1, 2}. Since n = n(α,β), we
have
δs,min = ∆min
[
n(α,β)ps/
{
2(σ2s0 + σ
2
s1)
}]1/2 (50)
= ∆min
[{
Φ−1(1− α) + Φ−1(1− β)
}2{ 2∑
s′=1
ps′
1∑
t=0
2σ2s′t
}
∆−2minps
2(σ2s0 + σ
2
s1)
]1/2
(51)
=
{
Φ−1(1− α) + Φ−1(1− β)
}
ps
[{
2∑
s′=1
ps′
1∑
t=0
σ2s′t
}
1
ps(σ
2
s0 + σ
2
s1)
]1/2
=
{
Φ−1(1− α) + Φ−1(1− β)
}
ps/ρs, (52)
where (51) follows from (5) and (52) follows from (14). By Lemma 7, we have
Eω1Z
TOTAL
1 = δ1,min and Eω1ZTOTAL2 = 0. Then by Lemma 6, we have
Eω1Z
TOTAL = Eω1
(
ρ1Z
TOTAL
1 + ρ2Z
TOTAL
2
)
= ρ1δ1,min = p1
{
Φ−1(1− α) + Φ−1(1− β)
}
,
where the last equality follows from (52). Then the probability that S rejects at least one null
hypothesis under ω1 equals730
Pω1
{
ZTOTAL > Φ−1(1− α)
}
= Pω1
{
ZTOTAL − Eω1Z
TOTAL > Φ−1(1− α)− Eω1Z
TOTAL}
= Φ
(
Eω1Z
TOTAL − Φ−1(1− α)
)
= Φ
(
p1
{
Φ−1(1− α) + Φ−1(1− β)
}
− Φ−1(1 − α)
)
= Φ
(
p1Φ
−1(1− β)− (1− p1)Φ
−1(1− α)
)
= Φ
(
p1Φ
−1(1− β)− p2Φ
−1(1− α)
)
. (53)
We have shown that the standard design S has overall power (53) at ω1. The above chain of
equalities also shows that at ω1, the overall power of UMPC is (53). This proves Theorem 1. 
E. PROOF OF THEOREM 2
We prove a slightly more general version of Theorem 2, where we replace the assumption735
σ2st = σ
2 for each s ∈ {1, 2}, t ∈ {0, 1} by the weaker assumption σ211 + σ210 ≤ σ221 + σ220.
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THEOREM 4. Let α = 0.05 and consider any β ∈ (0, 1). Assume σ211 + σ210 ≤ σ221 + σ220, and
let n = n(α,β). Consider any p1 ∈ (0, 1). Each adaptive enrichment design
Aθ,f1 ∈ A∗ has all of the following properties:
i. It strongly controls the familywise Type I error rate at level α = 0.05. 740
ii. At alternative ωC , it has overall power equal to that of UMPC .
iii. At alternative ω1, it has greater overall power than UMPC .
iv. If σ2st = σ2 for each s ∈ {1, 2}, t ∈ {0, 1}, then no standard design S ∈ S simultaneously
dominates its overall power at ωC and at ω1.
Proof: Let α = 0.05 and n = n(α,β). Consider any p1 ∈ (0, 1), θ ∈ R, and f1 ∈ [0.05, 0.95]; 745
we will show the design Aθ,f1 ∈ A∗ has properties (i)-(iv). It was proved in Section C of the
Supplementary Materials of (Rosenblum and van der Laan, 2011) that for each adaptive design in
a class that includes A∗, the familywise Type I error rate is strongly controlled at level α = 0.05.
This shows part (i).
Let Dθ denote the decision rule (defined in Section 5) corresponding to Aθ,f1 . Let DC denote 750
the decision rule corresponding to the standard design UMPC , which always enrolls the com-
bined population in stage 2. We use the notation from Section A, where for example PD,ωC and
ED,ωC denote probability and expectation, respectively, where X is generated under decision
rule D at alternative ωC . We suppress f1 in our notation.
Let FC denote the event Dθ(X(1)) = C and let F1 denote the event Dθ(X(1)) = 1. By part 755
(vii) of Lemma 3, for any decision rules D1,D2 ∈ D and any alternative ω ∈ {ωC , ω1},
PD1,ω {FC} = PD2,ω {FC} and PD1,ω {F1} = PD2,ω {F1} . (54)
We next prove the following relationships between the conditional mean of the second stage
statistic Z(2) when X is generated under Dθ versus when X is generated under DC :
LEMMA 10. For any θ ∈ R,
EDθ,ωC (Z
(2) | FC) = EDC ,ωC (Z
(2) | FC); (55)
EDθ ,ωC (Z
(2) | F1) ≥ EDC ,ωC (Z
(2) | F1); (56)
EDθ,ω1(Z
(2) | FC) = EDC ,ω1(Z
(2) | FC); (57)
EDθ ,ω1(Z
(2) | F1) > EDC ,ω1(Z
(2) | F1). (58)
Proof of Lemma 10: By Lemma 3 we have 760
EDθ,ωC (Z
(2) | FC) =
2∑
s=1
ρs∆min
[
n2ps/
{
2(σ2s0 + σ
2
s1)
}]1/2
; (59)
EDθ,ωC (Z
(2) | F1) = ∆min
[
n2/
{
2(σ210 + σ
2
11)
}]1/2
. (60)
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By part (iv) of Lemma 7, we have
EDC ,ωC (Z
(2) | X(1)) =
2∑
s=1
ρs∆min
[
n2ps/
{
2(σ2s0 + σ
2
s1)
}]1/2 (61)
=
2∑
s=1
∆minps
[
n2/
{
2(p1(σ
2
10 + σ
2
11) + p2(σ
2
20 + σ
2
21))
}]1/2 (62)
= ∆min
[
n2/
{
2(p1(σ
2
10 + σ
2
11) + p2(σ
2
20 + σ
2
21))
}]1/2 (63)
≤ ∆min
[
n2/
{
2(σ210 + σ
2
11)
}]1/2
, (64)
where (62) follows from (14); (63) follows from p1 + p2 = 1; (64) follows from the assump-
tion above that σ211 + σ210 ≤ σ221 + σ220. We have shown EDC ,ωC (Z(2) | X(1)) equals (63), and
therefore does not depend on X(1). It then follows from (61)-(64) that
EDC ,ωC (Z
(2) | FC) = EDC ,ωC (Z
(2) | F1) (65)
=
2∑
s=1
ρs∆min
[
n2ps/
{
2(σ2s0 + σ
2
s1)
}]1/2 (66)
≤ ∆min
[
n2/
{
2(σ210 + σ
2
11)
}]1/2
. (67)
Equation (55) then follows from (59) and the equality of (65) and (66). Inequality (56) follows765
from (60) and (65)-(67).
We next show (57) and (58). By Lemma 3, we have
EDθ ,ω1(Z
(2) | FC) = ρ1∆min
[
n2p1/
{
2(σ210 + σ
2
11)
}]1/2
; (68)
EDθ,ω1(Z
(2) | F1) = ∆min
[
n2/
{
2(σ210 + σ
2
11)
}]1/2
. (69)
By part (iv) of Lemma 7 we have
EDC ,ω1(Z
(2) | X(1)) = ρ1∆min
[
n2p1/
{
2(σ210 + σ
2
11)
}]1/2 (70)
< ∆min
[
n2/
{
2(σ210 + σ
2
11)
}]1/2
, (71)
where (71) follows from 0 < p1 < 1 and 0 < ρ1 < 1 which implies ρ1(p1/21 ) < 1. It follows
from the above display that770
EDC ,ω1(Z
(2) | FC) = EDC ,ω1(Z
(2) | F1) (72)
= ρ1∆min
[
n2p1/
{
2(σ210 + σ
2
11)
}]1/2 (73)
< ∆min
[
n2/
{
2(σ210 + σ
2
11)
}]1/2
, (74)
Equation (57) follows from (68) and the equality of (72) and (73). Inequality (58) follows from
(69) and (72)-(74). This proves Lemma 10.
We next use Lemma 10 to show the following relationships, where we let z1−α = Φ−1(1− α):
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LEMMA 11. For any θ ∈ R,
PDθ ,ωC
{
ZTOTAL > z1−α | FC
}
= PDC ,ωC
{
ZTOTAL > z1−α | FC
}
; (75)
PDθ,ωC
{
ZTOTAL > z1−α | F1
}
≥ PDC ,ωC
{
ZTOTAL > z1−α | F1
}
; (76)
PDθ ,ω1
{
ZTOTAL > z1−α | FC
}
= PDC ,ω1
{
ZTOTAL > z1−α | FC
}
; (77)
PDθ,ω1
{
ZTOTAL > z1−α | F1
}
> PDC ,ω1
{
ZTOTAL > z1−α | F1
}
. (78)
Proof of Lemma 11: Let U denote a standard normal random variable independent ofX. We have 775
(where in lines (82) and (83) the expressions that differ from the previous line are in boldface)
PDθ ,ωC
{
ZTOTAL > z1−α | FC
} (79)
= PDθ ,ωC
{
f
1/2
1 Z
(1) + f
1/2
2 Z
(2) > z1−α | FC
}
(80)
= PDθ ,ωC
{
f
1/2
1 Z
(1) + f
1/2
2
[
U + EDθ,ωC (Z
(2) | FC)
]
> z1−α | FC
}
(81)
= PDθ ,ωC
{
f
1/2
1 Z
(1) + f
1/2
2
[
U + EDC,ωC (Z
(2) | FC)
]
> z1−α | FC
}
(82)
= PDC,ωC
{
f
1/2
1 Z
(1) + f
1/2
2
[
U +EDC ,ωC (Z
(2) | FC)
]
> z1−α | FC
}
(83)
= PDC ,ωC
{
f
1/2
1 Z
(1) + f
1/2
2 Z
(2) > z1−α | FC
}
(84)
= PDC ,ωC
{
ZTOTAL > z1−α | FC
}
, (85)
where (80) follows from the definition of ZTOTAL; (81) follows from part (iv) of Lemma 3, which
implies that under PDθ ,ωC , conditioned on FC the statistic Z(2) is independent ofX(1) (and so in-
dependent of Z(1)) and has normal distribution with mean EDθ,ωC (Z(2) | FC); (82) follows from
(55); (83) follows by part (vii) of Lemma 3 and that U is independent of X, and U has the same 780
distribution (i.e., standard normal) under PD,ωC for any D ∈ D; (84) follows from part (iv) of
Lemma 3, which implies that under PDC ,ωC , conditioned on FC the statistic Z(2) is independent
of X(1) (and so independent of Z(1)) and has normal distribution with mean EDC ,ωC (Z(2) | FC);
(85) follows from the definition of ZTOTAL. The equality of (79) and (85) proves (75). The equal-
ity (77) follows by an analogous argument as above, where the only differences are that ωC is 785
replaced by ω1 in (79)-(85).
To show (76), we have
PDθ ,ωC
{
ZTOTAL > z1−α | F1
} (86)
= PDθ ,ωC
{
f
1/2
1 Z
(1) + f
1/2
2 Z
(2) > z1−α | F1
}
(87)
= PDθ ,ωC
{
f
1/2
1 Z
(1) + f
1/2
2
[
U + EDθ ,ωC (Z
(2) | F1)
]
> z1−α | F1
}
(88)
≥ PDθ ,ωC
{
f
1/2
1 Z
(1) + f
1/2
2
[
U + EDC,ωC (Z
(2) | F1)
]
> z1−α | F1
}
(89)
= PDC,ωC
{
f
1/2
1 Z
(1) + f
1/2
2
[
U + EDC ,ωC (Z
(2) | F1)
]
> z1−α | F1
}
(90)
= PDC ,ωC
{
f
1/2
1 Z
(1) + f
1/2
2 Z
(2) > z1−α | F1
}
(91)
= PDC ,ωC
{
ZTOTAL > z1−α | F1
}
, (92)
where (87) follows from the definition of ZTOTAL; (88) follows from part (v) of Lemma 3, which
implies that conditioned on F1, the statistic Z(2) is independent of X(1) (and so independent
Hosted by The Berkeley Electronic Press
30 M ROSENBLUM
of Z(1)) and has normal distribution with mean EDθ,ωC (Z(2) | F1); (89) follows from (56); (90)790
follows by part (vii) of Lemma 3 and that U is independent ofX, and U has the same distribution
(i.e., standard normal) under PD,ωC for any D ∈ D; (91) follows from part (v) of Lemma 3; (92)
follows from the definition of ZTOTAL. The inequality shown above regarding (86) and (92)
proves (76). The inequality (78) follows by an analogous argument as above, where the only
differences are that ωC is replaced by ω1 in (86)-(92), and the ≥ is replaced by > in (89) and is795
justified by the strict inequality (58). This completes the proof of Lemma 11.
We next compute the overall power of Aθ,f1 at ωC . Since both null hypotheses H0C and H01
are false at ωC , the overall power at ωC equals the probability of rejecting one or more of these
null hypotheses. This occurs for Aθ,f1 if and only if ZTOTAL > z1−α. We have
PDθ,ωC
{
ZTOTAL > z1−α
}
= PDθ,ωC
{
ZTOTAL > z1−α | FC
}
PDθ,ωC {FC}
+PDθ,ωC
{
ZTOTAL > z1−α | F1
}
PDθ,ωC {F1} (93)
≥ PDC ,ωC
{
ZTOTAL > z1−α | FC
}
PDC ,ωC {FC}
+PDC ,ωC
{
ZTOTAL > z1−α | F1
}
PDC ,ωC {F1} (94)
= PDC ,ωC
{
ZTOTAL > z1−α
}
, (95)
where (94) follows from (54), (75), and (76). This proves part (ii) of Theorem 4.800
To prove part (iii) of Theorem 4, we compute the overall power of Aθ,f1 at ω1. Since both
null hypotheses H0C and H01 are false at ω1, the overall power at ω1 equals the probability of
rejecting one or more of these null hypotheses. This occurs for Aθ,f1 if and only if ZTOTAL >
z1−α. We have
PDθ,ω1
{
ZTOTAL > z1−α
}
= PDθ ,ω1
{
ZTOTAL > z1−α | FC
}
PDθ ,ω1 {FC}
+PDθ ,ω1
{
ZTOTAL > z1−α | F1
}
PDθ ,ω1 {F1} (96)
> PDC ,ω1
{
ZTOTAL > z1−α | FC
}
PDC ,ω1 {FC}
+PDC ,ω1
{
ZTOTAL > z1−α | F1
}
PDC ,ω1 {F1} (97)
= PDC ,ω1
{
ZTOTAL > z1−α
}
, (98)
where (97) follows from (54), (77), (78), and PDθ,ω1 {F1} > 0. This proves part (iii) of Theo-805
rem 4.
Part (iv) follows by parts (i)-(iii) combined with Theorem 1. This completes the proof of
Theorem 4, which implies Theorem 2. 
F. PROOF OF THEOREM 3810
Proof: Consider any n > 0. The key step is deriving the likelihood ratio test corresponding to
any adaptive design A ∈ A, which was done in Lemmas 1 and 9.
Consider any A = (D,M, f1) ∈ A, and the corresponding experiment where X is generated
using this design. Assume the condition of the theorem that each σ2st = σ2. Let µ(1) equal ωC .
Define µ(0) = 0.5(∆min,∆min,∆min,∆min), which is in H01 ∩H0C . Then by Lemma 9, the815
most powerful test of the null hypothesis µ(0) versus µ(1) at level α rejects µ(0) if and only if
ZTOTAL > Φ−1(1− α), except on an event with probability 0. Denote the corresponding power
at µ(1) by 1− β. Consider any test φ of µ(0) at level α with power at µ(1) equal to the most
powerful test. Then Lemma 9 implies that φ rejects µ(0) if and only if ZTOTAL > Φ−1(1− α),
except on an event with probability 0.820
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We next show the power of UMPC to reject H0C at ωC equals 1− β, i.e., that
PωC ,UMPC (UMPC rejects at least H0C) = 1− β. This follows from parts (ii) and (iii) of
Lemma 5, using that at ωC we have p1∆1 + p2∆2 = p1∆min + p2∆min = ∆min.
Assume, for the sake of contradiction, that A has greater overall power than UMPC at ω1, and
greater or equal power as UMPC to reject H0C at ωC . By definition, any A ∈ A strongly controls 825
the familywise Type I error rate at level α = 0.05. Let φ¯(X) denote the indicator variable taking
value 1 if A rejects H0C , and 0 otherwise. Then φ¯(X) is a valid test at level α of µ(0) versus
the alternative µ(1), with power at least 1− β at µ(1). Therefore, φ¯(X) is a test of µ(0) at level
α with power at µ(1) at least that of the most powerful test. By the above arguments, φ¯(X) = 1
if and only if ZTOTAL > Φ−1(1− α) (except on an event with probability 0, which we ignore 830
below). Therefore A must reject H0C if and only if ZTOTAL > Φ−1(1− α).
Define the eventE to be thatA rejects at least one null hypotheses andZTOTAL ≤ Φ−1(1− α).
We show the probability of E equals 0, at µ(0). The proof is by contradiction. At µ(0), the z-
statistic ZTOTAL has a standard normal distribution (which follows from Lemma 5), and so the
probability of ZTOTAL > Φ−1(1− α) is exactly α. If the probability of E were greater than zero, 835
then by the argument above, the familywise Type I error rate of A would exceed α, which would
contradict the assumption that A strongly controls the familywise Type I error rate at level α.
Therefore, E has probability zero at µ(0). This implies E has probability zero at any µ ∈ R4, by
Lemma 2.
We next show D(X(1)) = C with probability 1. Assume for the sake of contradic-
tion that D(X(1)) = 1 with nonzero probability. Consider the parameter values µ(0)′ =
(µ
(0)′
10 , µ
(0)′
11 , µ
(0)′
20 , µ
(0)′
21 ) = (0, p2, p1, 0), which is in H0C since
p1∆1 + p2∆2 = p1(µ
(0)′
11 − µ
(0)′
10 ) + p2(µ
(0)′
21 − µ
(0)′
20 ) = p1(p2 − 0) + p2(0− p1) = 0.
We will show the familywise Type I error rate of A at µ(0)′ exceeds α, leading to a contradiction. 840
The following claims follow from Lemma 3: the first stage z-statistic Z(1) has a standard
normal distribution; conditioned on D(X(1)), the stage two z-statistic Z(2) is independent of
X(1); conditioned on X(1), the stage two z-statistic Z(2) has a normal distribution with condi-
tional variance 1 and conditional mean E(Z(2) | X(1)) equal to 0 if D(X(1)) = C and equal to
(µ
(0)′
11 − µ
(0)′
10 )(f2n)
1/2/(2σ) = p2(f2n)
1/2/(2σ) > 0 if D(X(1)) = 1. 845
Define the random variable U to have a standard normal distribution and be independent of
X. Below, we let PD,µ(0)′ and ED,µ(0)′ denote probability and expectation, respectively, under
µ = µ(0)
′
, and design D.
By the arguments above, the probability that A rejects H0C at µ(0)′ equals the probability that
ZTOTAL > Φ−1(1− α) at µ(0)
′
, which equals 850
PD,µ(0)′
{
ZTOTAL > Φ−1(1− α)
}
= PD,µ(0)′
{
f
1/2
1 Z
(1) + f
1/2
2 Z
(2) > Φ−1(1− α)
}
= PD,µ(0)′
[
f
1/2
1 Z
(1) + f
1/2
2
{
Z(2) − E(Z(2) | X(1)) + E(Z(2) | X(1))
}
> Φ−1(1− α)
]
= ED,µ(0)′PD,µ(0)′
[
f
1/2
1 Z
(1)
+f
1/2
2
{
[Z(2) − E(Z(2) | X(1))] + E(Z(2) | X(1))
}
> Φ−1(1− α) | X(1)
]
(99)
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= ED,µ(0)′PD,µ(0)′
[
f
1/2
1 Z
(1)
+f
1/2
2
{
U + 1[D(X(1)) = 1]
p2(f2n)
1/2
2σ
}
> Φ−1(1− α) | X(1)
]
(100)
= PD,µ(0)′
[
f
1/2
1 Z
(1) + f
1/2
2
{
U + 1[D(X(1)) = 1]
p2(f2n)
1/2
2σ
}
> Φ−1(1− α)
]
(101)
= PD,µ(0)′
[
f
1/2
1 Z
(1) + f
1/2
2 U > Φ
−1(1− α) | D(X(1)) = C
]
P
µ(0)
′ (D(X(1)) = C)
+PD,µ(0)′
[
f
1/2
1 Z
(1) + f
1/2
2 U + f
1/2
2
p2(f2n)
1/2
2σ
> Φ−1(1− α) | D(X(1)) = 1
]
×
P
µ(0)
′ (D(X(1)) = 1)
> PD,µ(0)′
[
f
1/2
1 Z
(1) + f
1/2
2 U > Φ
−1(1− α) | D(X(1)) = C
]
P
µ(0)
′ (D(X(1)) = C)
+PD,µ(0)′
[
f
1/2
1 Z
(1) + f
1/2
2 U > Φ
−1(1− α) | D(X(1)) = 1
]
P
µ(0)
′ (D(X(1)) = 1)
(102)
= PD,µ(0)′
[
f
1/2
1 Z
(1) + f
1/2
2 U > Φ
−1(1− α)
]
= α,
where (99) and (101) follow from the tower property of conditional expectation; (100) follows
from the definition of U above and that conditioned on X(1), the stage two z-statistic Z(2) has a
normal distribution with conditional variance 1 and conditional mean
1[D(X(1)) = 1]p2(f2n)
1/2/(2σ); (102) follows from f1/21 Z(1) + f1/22 U having a standard nor-855
mal distribution, and the assumption above that D(X(1)) = 1 with nonzero probability. There-
fore, the familywise Type I error rate of A exceeds α. This contradicts the assumption that
A strongly controls the familywise Type I error rate at level α. This contradiction implies
D(X(1)) = 1 with probability zero, i.e., D(X(1)) = C with probability 1.
Define the standard design SA ∈ S (which by definition enrolls the combined population860
in stage 2) to be that using the multiple testing procedure M (recall M is the multiple testing
procedure used by A) when D(X(1)) = C and that rejects no null hypothesis otherwise. Then
SA has identical power and Type I error as A at any µ ∈ R4. By the above assumptions on A,
the standard design SA has greater overall power than UMPC at ω1, and greater or equal power
as UMPC to reject H0C at ωC . But by Theorem 1, at ω1 the overall power of SA can be no larger865
than that of UMPC . This contradiction shows that no adaptive design A ∈ A can simultaneously
have greater overall power than UMPC at ω1, and greater or equal power as UMPC to reject
H0C at ωC . This completes the proof of Theorem 3. 
G. ALGORITHM FOR SOLVING OPTIMIZATION PROBLEM IN SECTION 8870
Assume σ2st = σ2 for all s ∈ {1, 2}, t ∈ {0, 1}. We describe how, for each q and p1, we solved
the optimization problem (8) subject to the constraint (9). We use the following property:
LEMMA 12. For any f1 ∈ [0.05, 0.95], the probability in (8) is a non-decreasing function of
θ, and the probability in (9) is an non-increasing function of θ.
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Proof: Since both null hypotheses H0C ,H01 are false at ω1, the probability in (8) equals
PDθ ,ω1
{
ZTOTAL > z1−α
}
,
where we let z1−α = Φ−1(1− α). We show the above display is a non-decreasing function of θ. 875
Define the following function of θ and X(1):
h(θ,X(1)) =
1[Dθ(X
(1)) = C]ρ1∆min
{
n2p1
2(σ210 + σ
2
11)
}1/2
+ 1[Dθ(X
(1)) = 1]∆min
{
n2
2(σ210 + σ
2
11)
}1/2
.
By parts (iv) and (v) of Lemma 3, the above display is the conditional mean of Z(2) given X(1) at
alternative ω1. We will show for any possible value of X(1) that h(θ,X(1)) is non-decreasing in
θ. First, it follows from the definition of Dθ from Section 5 that for any θ1 < θ2 and any possible
value of X(1), 880
1[Dθ1(X
(1)) = 1] ≤ 1[Dθ2(X
(1)) = 1]. (103)
Also, we have
∆min
[
n2/
{
2(σ210 + σ
2
11)
}]1/2
− ρ1∆min
[
n2p1/
{
2(σ210 + σ
2
11)
}]1/2
> 0, (104)
which follows by ρ1p1/21 < 1. Then we have
h(θ,X(1))
=
(
1− 1[Dθ(X
(1)) = 1]
)
ρ1∆min
{
n2p1
2(σ210 + σ
2
11)
}1/2
+1[Dθ(X
(1)) = 1]∆min
{
n2
2(σ210 + σ
2
11)
}1/2
(105)
= ρ1∆min
{
n2p1
2(σ210 + σ
2
11)
}1/2
+
1[Dθ(X
(1)) = 1]
[
∆min
{
n2
2(σ210 + σ
2
11)
}1/2
− ρ1∆min
{
n2p1
2(σ210 + σ
2
11)
}1/2]
, (106)
where (105) follows from 1[Dθ(X(1)) = C] + 1[Dθ(X(1)) = 1] = 1 for all possible values of
θ and X(1). By (103) and (104), we have for any possible value of X(1) that (106) is a non-
decreasing function of θ. This shows for any value of X(1), that h(θ,X(1)) is a non-decreasing 885
function of θ.
Define the random variable U to have a standard normal distribution and be independent of
X. We have
PDθ,ω1
{
ZTOTAL > z1−α
} (107)
= PDθ,ω1
{
f
1/2
1 Z
(1) + f
1/2
2 Z
(2) > z1−α
}
= EDθ,ω1PDθ,ω1
{
f
1/2
1 Z
(1) + f
1/2
2 Z
(2) > z1−α | X
(1)
}
(108)
= EDθ,ω1PDθ,ω1
[
f
1/2
1 Z
(1) + f
1/2
2
{
U + h(θ,X(1))
}
> z1−α | X
(1)
]
, (109)
where (108) follows from the tower property of conditional expectation; (109) follows from the
definition of U above and from parts (iv) and (v) of Lemma 3 which imply that conditioned on
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X(1), the stage two z-statistic Z(2) has a normal distribution with variance 1 and mean h(θ,X(1))
at alternative ω1. Since we showed above that for any possible value of X(1), we have h(θ,X(1))
is a non-decreasing function of θ, this implies the conditional probability
PDθ,ω1
[
f
1/2
1 Z
(1) + f
1/2
2
{
U + h(θ,X(1))
}
> z1−α | X
(1)
]
,
in (109) is a non-decreasing function of θ (with probability 1). Therefore, the expression (109)
is a non-decreasing function of θ, which implies (107) is a non-decreasing function of θ.890
The above argument shows the probability in (8) is a non-decreasing function of θ. A similar
argument shows the probability in (9) is a non-increasing function of θ. This proves Lemma 12. 
We compute the value of θ maximizing the probability in (8) under constraint (9) by binary
search, where for each candidate value of θ, the left side of (9) is computed using the multivariate895
normal distribution function, using the R package mvtnorm. This was done for each f1 ∈ F , and
the corresponding value of (8) was recorded. The solution (θ(q, p1), f1(q, p1)) was set to be the
pair for which the value of (8) was largest. R code implementing the above optimization is given
in the Supplementary Materials.
H. PROOF THAT EACH DESIGN IN A1
∗
STRONGLY CONTROLS THE FAMILYWISE TYPE I900
ERROR RATE AT LEVEL α = 0.05
The class of designs A1
∗
was defined in Section 8. We verified that each design Aq,p1+ ∈ A1
∗
strongly controls the familywise Type I error rate at level α = 0.05. This was done using the
method in (Rosenblum and van der Laan, 2011, Section F of Supplementary Materials). Below
we describe how this was implemented.905
For any design Aθ,f1 ∈ A∗, define A
+
θ,f1
to be the design identical to Aθ,f1 except that it rejects
both H0C and H01 if all of the following hold:
Dθ,f1(X
(1)) = C, ZTOTAL > Φ−1(1− α), and ZTOTAL1 > Φ−1(1− α) + 0.055. (110)
Define the class of augmented designs A+
∗
= {A+θ,f1 : θ ∈ R, f1 ∈ [0.05, 0.95]}. It follows that
A1
∗
⊂ A+
∗
.
Consider any θ ∈ R and f1 ∈ [0.05, 0.95]. Let h(ν1, ν2, θ, f1) denote the probability that the910
multivariate normal random vector (X1,X2,X3) with mean vector
(ν1, (ν1 − ν2)/2
1/2, ν2/f
1/2
1 ) and covariance matrix
Σ˜ =

 1 2
−1/2 0
2−1/2 1 −2−1/2f
1/2
1
0 −2−1/2f
1/2
1 1

 , (111)
is in the region (−∞, θ)× (0,∞) × (Φ−1(0.95) + 0.055,∞). Let h′(ν1, θ, f1) denote the prob-
ability that a bivariate normal random vector (X ′1,X ′2) with mean vector
(θ − ν1, ν1(f1p1)
1/2 − Φ−1(0.95)) and covariance matrix with 1s on the main diagonal and
−(f1p1)
1/2 off the diagonal, is in the region [0,∞)× [0,∞). Define
h′′(ν1, θ) = Φ(ν1 − θ)Φ(−Φ
−1(0.95) − 0.055).
It follows from the proof in (Rosenblum and van der Laan, 2011, Section F of Supplementary
Materials) that for any θ ∈ R and f1 ∈ [0.05, 0.95], to verify that the design A+θ,f1 ∈ A+∗ strongly
controls the familywise Type I error rate at level 0.05, under the assumption from Section 8 that915
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σ2st = σ
2 for all s ∈ {1, 2}, t ∈ {0, 1}, it suffices to upper bound the following quantity by 0.05:
sup
ν1∈[0,5],ν2∈[−3f
1/2
1 ,0]
{
h(ν1, ν2, θ, f1) + h
′(ν1, θ, f1) + h
′′(ν1, θ)
}
. (112)
Furthermore, it was shown in (Rosenblum and van der Laan, 2011, Section F of Supplementary
Materials) that such an upper bound could be established by performing a grid search over pairs
(ν1, ν2) in the set
H˜ = {0, τ1, 2τ1, . . . , 25000τ1} × {0,−τ2,−2τ2, . . . ,−15000τ2},
for τ1 = 1/5000 and τ2 = f1/21 /5000, computing (112) at each grid point using the R code
included in the Supplementary Material. We executed this computation for each design in
Aq,p1+ ∈ A1
∗
, and the maximum value of (112) was 0.0496, rounded up at the fourth decimal
place. This result, combined with the upper bound on the approximation error of the grid search 920
from (Rosenblum and van der Laan, 2011, Section F of Supplementary Materials), implies that
each design Aq,p1+ ∈ A1
∗
strongly controls the familywise Type I error rate at level 0.05.
I. PLOTS OF POWER TRADEOFFS AT p1 = 1/2
Define the set of designs A2
∗
= {Aq,p1+ : p1 = 1/2, q ∈ {0.01, 0.02, . . . , 0.80}} ∪ {UMPC}.
In Figure 2a, for each design in this set, we plot the point (x, y) where x is its power to reject 925
H0C at ωC , and y is its overall power at ω1.
The adaptive designs A0.7,0.5+, A0.75,0.5+, A0.78,0.5+, which are highlighted in Figure 2a, have
17%, 12%, 7% greater overall power at ω1 than UMP+C , respectively. (Here and below, each
percent represents the absolute difference, e.g., 17% represents the difference 0.17 = 0.47−
0.30.) The tradeoff is that A0.7,0.5+, A0.75,0.5+, A0.78,0.5+ have 10%, 5%, 2% less power to reject 930
H0C at ωC , respectively. All designs in Figure 2a have overall power 0.8 at ωC .
Each of Theorems 1-3 has a graphical interpretation in terms of Figure 2a. For any design A ∈
A, let (xA, yA) denote the coordinates of the corresponding point, were it plotted in Figure 2a;
i.e., xA is the power of A to reject H0C at ωC , and yA is the overall power of A at ω1. Let
(xUMP, yUMP) = (0.80, 0.34) denote the point corresponding to UMP+C , represented by a white 935
circle in Figure 2a.
By Theorem 1, for any standard design S ∈ S with overall power at least 0.8 at ωC , the cor-
responding point (xS , yS) must satisfy xS ≤ xUMP and yS ≤ yUMP. By part (iii) of Theorem 2,
for any design A ∈ A∗, the point (xA, yA) must satisfy yA > yUMP. By Theorem 3, for any de-
sign A ∈ A, if yA > yUMP then xA < xUMP. Therefore, since A∗ ⊂ A, we have for any design 940
A ∈ A∗, the point (xA, yA) is above and to the left of (xUMP, yUMP).
Figure 2b plots power to reject H01 at ω1 versus power to reject H0C at ωC . The curve is
similar to Figure 2a, except shifted down slightly.
The curves in Figures 2a and 2b are essentially flat for values on the horizontal axis less than
0.4. This shows there is little gained in terms of power at ω1 by sacrificing more than 40% power 945
to reject H0C at ωC compared to UMPC .
J. LOCAL ALTERNATIVES
We sketch the notion of local alternatives mentioned in Section 10, and present a conjecture
related to how our result may be extended to non-normal distributions, in an asymptotic sense.
By (5), the total sample size n(α,β) is proportional to ∆−2min. Equivalently, ∆min is proportional
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Fig. 2. At p1 = 1/2, power tradeoffs for the designs A2∗
and UMP+C . (a) Overall power at ω1 vs. power to reject
H0C at ωC . (b) Power to reject H01 at ω1 vs. power to
reject H0C at ωC .
to {n(α,β)}−1/2. Fix α = 0.05, β = 0.2, σ2st = σ2 for each s ∈ {1, 2}, t ∈ {0, 1}, and define the
following sequence, for each n > 0,
∆min,n = n
−1/2
[
2
{
Φ−1(1− α) + Φ−1(1− β)
}2 {
p1(σ
2
10 + σ
2
11) + p2(σ
2
20 + σ
2
21)
}]1/2
.
Define the local alternatives ωC,n and ω1,n analogous to ωC and ω1, respectively, except using
∆min,n instead of ∆min in (3). We modify the assumption from Section 3 to be that each Yi,
rather than being a draw from a normal distribution with mean µSiTi and variance σ2SiTi , is950
a random draw from an arbitrary, fixed (i.e., not changing with sample size) distribution with
mean µSiTi and variance σ2SiTi . We conjecture that for any Aθ,f1 ∈ A∗, in the limit as n goes
to infinity, its overall power at ωC,n converges to 1− β, its overall power at ω1,n converges to a
value exceeding (6), and the Type I error at µ = (0, 0, 0, 0) converges to 0.05.
[Received January 2014]
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