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Al~ract--This paper is concerned with error estimates for the numerical solution of linear ordinary 
differential equations by global or piecewise polynomial collocation which are based on consid- 
eration of the differential operator involved and related matrices and on the residual. It is shown 
that a significant advantage may be obtained by considering the form of the residual rather than 
just its norm. 
1. INTRODUCTION 
This paper is concerned with computable error estimates for the solution of linear ordinary 
differential equations by global and piecewise polynomial collocation methods. This work 
is motivated by an abstract approach to error analysis uch as described for example by 
Kantorovich and Akilov[l, Chap. XIV] and Anselone[2]. It extends previous work in this 
area by Cruickshank and Wright[3], with an emphasis here on error estimates while[3] 
concentrates on error bounds. 
The underlying idea here is to make use of the matrix involved in the numerical solution 
in the error estimation process. The relationship between various matrices and the inverse 
of the differential operator has been considered by Wright[4], Gerrard and Wright[5] and 
Ahmed and Wright[6]. In particular these papers are concerned with asymptotic re- 
lationships between inverse operator norms and those of matrices related to the numerical 
solution. This theory leads naturally to the use of matrix norms as estimates for the 
corresponding operator norms. 
Estimates for a residual norm lead immediately to estimates of the error in the solution. 
In the present paper, a number of modifications and improvements o this basic idea are 
considered, and it is shown that both less expensive and closer estimates are possible. This 
is done by considering not just the norm of the residual but also its form. The final estimate 
considered is similar though not identical to the idea of defect correction considered by 
Stetter[7]. Throughout his paper the analysis and illustrative results use infinity norms, 
though some of the ideas could be extended to other norms. The various algorithms are 
illustrated by using a selection of problems having different features. The examples do 
show the value of the algorithms and in particular the benefit of considering the form of 
the residual. The work presented here is based on the Ph.D. thesis of Ahmed[8]. 
2. ASSUMPTIONS AND NOTATION 
In order to be able to treat both global and piecewise polynomial collocation in a 
uniform manner, slightly different notations from that of[6] will be used. 
We consider the linear ruth order differential equation of the form: 
m-- I  
X~m~(t) + ~ pj(t)xCJ~(t) =y(t) (1) 
j -O 
with m associated homogeneous boundary conditions. Without loss of generality we 
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assume that the equation holds in [ -  1, 1]. The equation may be written in operator form: 
(D "~ - T )x  --- y (2) 
where D denotes the differentiation operator. In (2) we suppose that x ~ Xand y ~ Y where 
X and Y are suitable Banach spaces. The operators (Din _ T) and Dm with the associated 
conditions are both assumed to be invertible. The approximate collocation solution is 
taken in a subspace X,q c X. To define this we first define a subspace Y,q ~ Y. Suppose 
the interval [ -  1, 1] is subdivided by the break-points - 1 = t o < t~ < . . .  t, = 1. In each 
subinterval q collocation points are used chosen as 
f~ =1 . . . . .  q ejk = {(/k'" tk- ,)~* + (tk+ tk_,)}/2 1,. .n, (3) 
k 
where {¢*}, j = 1 . . . .  , q, are given reference points in [ -  1, 1]. The space Y.q consists of 
functions which are polynomials of degree q - 1 in each of the intervals Jk = [tk_ t + ,  tk - ], 
k = 1 . . . . .  n. No assumptions regarding continuity at the break points is made. The 
solution space X,~ is then taken as (D") -I Y. The projection operator ~b.q is defined as the 
operator which gives the interpolant in Z.q based on the collocation points {~jk }. With these 
assumptions the approximate solution x.q satisfies 
(D"  - dp,,q T)X,,q = dp,,qy. (4) 
In[6] certain matrices Q were introduced and their properties examined. Here we use a 
special case of this and denote it by Q,q. This is most conveniently defined by considering 
the vector of values of the right hand side y and the solution x at the collocation points. 
Then there is a matrix Q,q such that 
x= Q,qy  
and this can be regarded as a definition of Q,q. Under suitable conditions it was shown 
in[6] that 
and 
I IQ, ,ql I - . - . I I (D"-T)- I I I  asn - - . .~ ,q  fixed, 
[I Q~ l[ ~ll (D m-T) - ' l ]  asq- - ,~,  
where infinity norms we used in both cases. These conditions concerned the location of 
the collocation points and required the continuity of the coefficients pj(t) in (1). In 
particular the global case (q ~ ~,  n = 1) assumed that the points { ~* } were zeros of certain 
orthogonai polynomials. Full details of these assumptions are not included here as the 
results of[6] constitute only motivation for using the approximation 
II Q,~II ~ II(D m-  T) -t II. (5) 
The extra assumptions are not needed for the construction of the estimates considered 
below, though they might well be relevant to their quality. It is convenient here to define 
the compact operator K by 
K = T(Dm) -t. (6) 
In[4] and[5] matrices different from Q,q were considered and these matrices were related 
directly to (I - K)-~ rather than (D m - T)- ' .  These also provide (indirectly) estimates for 
II (Dm - T) -~ I1, but since they are shown in[l] to be inferior to (5) we do not consider them 
further here. 
3. THE RESIDUAL AND THE ERROR 
Suppose an approximate solution x.q of the differential equation (2) has been found and 
X.q satisfies (4). Let the residual r.q be defined by 
r.u = (V  " - T )x .  u - y (7) 
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and the error by 
Using (2) we have 
It immediately follows that 
e.q = x.q -- x. (8) 
(D ~ - T) e.q = rnq or e.q = (D ~ -- T)- '  r.q. (9) 
]l e.q l[ ~< I[ (D " - T)- '  II. tl r.~ It. (1o) 
then 
In general, it is necessary to make some further approximation to obtain a computable 
estimate. This may be done in a number of ways. One particularly convenient method 
is suggested by noting that if the coefficients pj(t) in the differential equation (1) are 
polynomial then will r.~ will be piecewise polynomial and in fact r.q will have a factor 
q 
]q 
j - I  
in the kth subinterval. So ifpj(t) are smooth r.q should be well approximated by a piecewise 
polynomial found by interpolation using additional points in each subinterval. Clearly a 
considerable choice is available here and detailed suggestions are made later. If this 
interpolant, he "principal part of the residual" is denoted by r.* we may write 
- * ** (16)  rnq -- rnq • rnq 
z.q = (D m) - 'r.q 
m-I 
(K r .q ) ( t )=(Tz .q ) ( t )=-  ~, pj(t~ ~'~)'.qt. (15) 
j=0 
and in turn (5) suggests using the estimate 
E~ = 11Q.q II. [] r.q [] (11) 
for the infinity norm of the error. Strictly this is an estimate of a bound on the error and 
so is likely to be larger than the error. 
Note that r.~ may be evaluated at any point without difficulty since x.~ is a piecewise 
polynomial, and so 11 roq II may be estimated by evaluation at a suitably fine grid of points. 
The residual r.q is constrained to be zero at the collocation points this implies that it 
will be of an oscillatory nature. Since also the operator (D" -  T)- '  is essentially an 
integrating operator one would expect considerable cancellation in the evaluation (9) of 
e.q which again suggests that the inequality (I0) is likely to be crude. This in turn suggests 
taking into account he form of r.q. A direct attempt o use the idea of defect correction 
with the approximation to the operator used in (4) is not useful as then only the values 
of the residual at the collocation points would be used and at these points the residual is 
zero. An alternative is to write the operator in a different form, as is often done in the 
treatment of integral equations. 
Note first that 
(Dm - T) -I = (D'n) -= (I - K) -t, (12) 
this now allows the identity 
( I  - K ) -= = I + ( I  - K ) -  a K (13)  
to be used giving 
e.q=(D~')-~ {I + ( l -K ) - '  K}r.q=(Dm)-tr  + (D ' -  T)-'  Kr.q. (14) 
Here (D ' ) - I r .q  is an m fold integration where the given boundary conditions are satisfied. 
If we define 
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where r~* is the error term in the interpolation. It is clearly straightforward to evaluate 
both (D")- Ir~ * and Kr~*q as they involve only integration of piecewise polynomials, and 
then to estimate II(Dm)- t r~ II and II gr~q II by evaluation at a suitable selection of points. 
Using the estimate (5) for II (D ' -T )  -I H then gives the following estimate for lle,~lt 
E2 = Lt (Din) -t r*~ II + II Q,q II{ll gr,* II + II r** II} (17) 
where I1 r,** II is also estimated by evaluation at a suitable choice of points. A simplified 
estimate can be obtained by ignoring II r*~q* l[ which should be valid if sufficient points are 
used to find * So we define r nq" 
E~' = II (Om ) - ~ r,*q II + II Q ~q It, II gr*q [I. (18) 
A further alternative is to use an approximation to the operator (D" -  T) -j in (14) 
rather than its norm. This seems an appropriate generalization of the idea of defect 
correction and clearly it is now possible to use the original approximation 
(D m-  ~b,~T)-~,~. This makes the application particularly convenient, since the same 
matrix will be involved as in the original solution but with a new right-hand side, so that 
only a forward and back substitution are needed to solve the algebraic equations. This 
again gives rise to two estimates one including II r~ II one without this term. 
Firstly define 
e~ = (Din) -' r,* + (Dm -- dp~.r)-' dp~qKr~*, 
then the estimates for II e~q II as 
E3 = tl e~*q II + II Q~q II. II r~*q* II (19) 
and 
E~' = I1 e~*¢ II. (20) 
This last estimate is particularly convenient and relatively cheap as the Qnq matrix does 
not need to be constructed, since the construction of Q,¢ requires nq extra forward and 
back substitutions using the decomposition of the original matrix, while finding e*  requires 
• provides an estimate of the error as a function of t not just only one. Note also that e,~ 
its norm. This implies that it could be used as a correction to the original solution, it also 
might be relevant for the construction of adaptive methods based on collocation. These 
points will, however, not be considered further in this paper. 
4. PRACTICAL  IMPLEMENTATION 
To construct practical algorithms based on the estimates considered in Section 3 a 
number of specific choices need to be made both in the basic method and implementation. 
Firstly, though any set of collocation points could be used we confine our attention (in 
the illustrative xamples) to using either Chebyshev zeros or Gauss points as the reference 
points {~7 } in (3). De Boor and Swartz[9] point out the improved convergence properties 
of Gauss points for piecewise collocation, and[4] and[6] suggest zeros of orthogonal 
polynomials for global collocation, and of these Chebyshev zeros are particularly 
convenient as they are easy to calculate. 
Secondly, there is a need to decide the degree and choose the interpolation points for 
the principal part of the residual r~. One possibility is to find a relatively crude 
approximation, for example by using the end points of the subintervals as additional 
interpolation points (if they are not collocation points). A second possibility is to choose 
points between the collocation points, so as to get close to the extrema of the residual. 
With Chebyshev zeros this is again convenient as the extrema of Tq(t) are at 
cos ( j~/q) , j  = 0 . . . . .  q. Using the orthogonality relationship satisfied by Chebyshev zeros 
at these points it is then convenient o express rn* as 
q 
Tq(t*) ~, a,T,(t*), (21) 
r~O 
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where t* denotes a local independent variable in each subinterval. An alternative 
which is convenient whatever the collocation points is to use the 2q + 1 points 
cos ( jn/2q), j  = 0 , . . . ,  2q, to give a representation in the form 
zq 
~. b, T,(t*). (22) 
rm0 
For Chebyshev zero collocation points this is just an alternative representation f the 
same r*. Some idea of the accuracy of representation f rnq can of course be obtained by 
examining the coefficients b,. 
This form is also convenient for carrying out the integrations needed to form (D") -t rn* 
and its derivatives. These can be carried out first ignoring the arbitrary constant terms, 
which can then be obtained by setting up equations corresponding to the boundary and 
continuity conditions. This last choice has been used for the illustrative xamples in the 
next section. 
5. I LLUSTRATIVE  EXAMPLES 
Tables I-5 display values for the estimates and some intermediate quantities for the 
following problems: 
1. x" + 2x'/(t + 3) + 2x/(t + 3) 2 = -- 1/(t + 3), x( __+ I) = 0, 
2. x" '+x"+exp( t )x  = 100, x (+ l )  =x ' (+ l )=0,  
3. x" - -x  = l / ( t2+O. l ) ,x(+_l )=O, 
4. x"+ l t lx=l ,x (+ l )=O,  
5. x" -  100(2- t2)x = 100, x (+ 1) =0. 
The number of subintervals i  indicated by n and the number of collocation points in 
each subinterval by q, the letters T and G are used to indicate whether (shifted) Chebyshev 
zeros or Gauss points have been used. The problems are all scaled so that the maximum 
value of the solution is roughly of order 1. The first two problems have smooth coefficients, 
and are of order two and four respectively. Problem 3 has smooth coefficients but the 
right-hand side and solution are rapidly varying near t = 0. In problem 4 the pl(t) 
coefficient has a discontinuous derivative at t = 0. Problem 5 has a large coefficient pj(t), 
this results in the solution having mild boundary layers near the two end points. This 
problem also has polynomial coefficients and right-hand side so that r** = 0, E2 = E~' and 
E~ = EL 
Table I. Problem h x" + 2x'/(t + 3) + 2x/(t + 3) z = - l.,'(t + 3) 
n q Ilrll IIr** I] I I (D') - ' r*  I[ II Kr* [J E, E 2 E~ E 3 E~ [letl 
I 3T 3.48'-2 3.53'-5 3.31 '-3 1.06"-2 1.92'-2 9.19'-3 9.18"-3 3.00'-3 2.98'-3 2.84'-3 
I 6T 1.16'-4 4.71'-9 3.27'-6 1.07'-5 6.38'-5 9.17"-6 9.17"-6 3.41"--6 3.41'-6 3.38'-6 
I 9T  I. 16'.--6 2.46'-13 8.16"-9 5.58"-8 6.44"-7 3.90'-8 3.90"-8 8.17"-9 8.17"-9 8.10"-9 
I 12T 2.04'-8 6.29"-16 9.22"-I1 7.55--10 1.15"-8 5.16"-I0 5.16"-10 9.36'-II 9.36"-11 9.28'-11 
3 3T 2.70'-3 1.94'-7 6.35'-5 2.13'-4 1.49"-3 1.82"-.4 1.82"--4 7,58--5 7.57'-5 7.40'-5 
6 3T 4.16"---4 3.18"-9 3.61'---6 1.81"-3 2.33'--4 1.38'-5 1.38'-5 4,12'-6 4.1 I'-6 4.03'-6 
I 3G 5.37"-2 3.46"-5 1.9Y-3 3.54"-3 2.96"-2 3.90'-3 3.88'-3 1,76"-3 1.74"-3 1.67'-3 
3 3G 4.30'-3 1.94'-7 1.72'-5 1.07"--4 2.38"-3 7.66"-5 7.65"-5 1.80'-5 1.79'-5 1.70'-5 
6 3G 6.65"-4 3.18'-9 6.61 "-7 8.48'-6 3.72"--4 5.42'-6 5.42"-6 7.16'-7 7.15'-7 6.67'-7 
Table 2. Problem 2: x"  + x" + exp ( t )x  = 100 
n q ilrlt !lr** II It(D')-tr°il il gr* II El Ez E~ Ej E~' liell 
I 3T 4.75' 0 1.24"-2 2.02"-2 1.68' 0 1.85'-1 8.60'-2 8.55'-2 2.24"-2 2.20'-2 2.41"-2 
I 6T 3.70"-2 2.14'-8 4.34"-5 3.24"-3 1.33'-3 1.59"-4 1.59'--4 3.66'-6 3.66'-6 3.65"-5 
1 9T 4.20"-5 9.05"-14 7.42'-9 2.54'--6 1.64'-6 1.07"-7 1.07"-7 7.22"-9 7.22'-9 7.21"-9 
I 12T 1.59"-7 1.35"-13 6.22"-12 6.18'-9 6.15'-9 2.46'-10 2.46"-I0 6.30"-12 6.30"-12 6.42"-12 
3 3T 2.83"-1 1.64"-5 1.93'--4 3.00'-2 1.12'-2 1.38"-3 1.38"-3 1.72"-3 1.71"-3 1.58"-.-4 
6 3T 4.87'-2 1.54'-7 8.81"-6 1.85'-3 1.91'-3 8.16'-5 8.16'-5 7.57"-6 7.56"-6 6.76"-6 
I 3G 7.50" 0 1.27'-2 1.24'-2 , 5.74'-I 2.92'-I 3.53"-2 3.48"-2 1.26"-2 1.21'-2 1.48'-2 
3 3G 4.27"-I 1.64"-5 4.55"-5 1.21"-2 1.67"-2 4.84'--4 4.83'--4 4.49'-5 4.43"-5 5.01"-7 
6 3G 5.61'-2 1.55'-7 9.43'-7 8.55'-4 2.20'-3 3.45'-5 3.45'-5 9.58'-7 9.52'-7 1.16"-6 
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Table 3. Problem 3: x" -x  = l / (t2+0.1) 
n q 'dr;I ~r°*l i (D ' ) - t r *  ;t iI Kr* II Et E m E,* E~ E~ ile!l 
I 3T 4.24" 0 1.43" 0 9.64"-1 1.00' 0 1.49' 0 1.82" 0 1.32' 0 1.18' 0 6.78"-I 8.36'-I 
I 6T 3.01' 0 2.07'-I 2.83"-1 2.68"-I 9.94"-I 4.40'-I 3.71'-1 2.87'-1 2.19'-I 2.12'-I 
I 9T 5.51'-I 3.34'-2 4.17'-2 4.37'-2 1.94'-I 6.88'-2 5.71"-2 4.34"-2 3.17'-2 3.19"-2 
I 12T 4.77'-I 5.15"-5 9.67"-3 8.90'-3 1.65"-I 1.45"-2 1.27"-2 9.89'-3 8.10'-3 8.09'-3 
3 3T 7.15'-I 3.11'-2 8.47'-2 8.53'-2 2.52'-I 1.26'-I 1.15"-I 7.26'-2 6.16'-2 6.19'-2 
6 3T 2.21'-I 4.60"-4 5.51'-3 5.21'-3 7.77"-2 7.15'-3 6.99'-3 4.29'-3 4.13'~3 4.12'-3 
I 3G 4.82' 0 1.43' 0 7.59'-I 7.95'-1 1.70' 0 1.54' 0 1.04' 0 t.04' 0 5.32'-I 6.97"-I 
3 3G 1.30' 0 3.11'-2 2.83'-2 2.90'-2 4.57"-I 4.95'-2 3.85"-2 3.24'-2 2.15'-2 2.18"-2 
6 3G 3.62'-1 4.60"-4 9.12"--4 8.68'-4 1.27'-I 1.38'-3 1.22'-3 9.27'-4 7.64"-4 7.64"-4 
Table 4. Problem 4: x"+l t lx  = 1 
n q Llrll !It*" II I I (D ' ) - ' r "  II II g r "  II Et E2 E~ E 3 E~ Ilell 
I 3T 1.56'-I 5.21'-2 3.65"-2 1.61'-2 7.99"-2 7.14'-2 4.47'-2 6.43'-2 3.76'-2 5.42'-2 
1 6T 1.08"-I 2.87'-2 1.12"-2 2.60"-3 5.82'-2 2.80'-2 1.26"-2 2.79'-2 1.24'-2 8.68"-3 
1 9T 3.82"-2 1.86'-2 4.08'-3 1.07'-3 2.14"-2 1.51'-2 4.68'-2 1.49'-2 4.45"-3 6.03"-3 
1 121" 4.86'-2 1.41'-2 2.53"-3 6.30"-4 2.72'-2 1.08'-2 2.88'-3 1.07'-2 2.78'-3 1.89"-3 
3 3T 4.20"-2 1.82'-2 4.81'-3 1.37"-3 2.35'-2 1.58'-2 5.58'-3 1.55'-2 5.27'-3 6.87'-3 
6 3T 7.14'-4 4.37"-16 2.12'-5 5.76'-6 4.04'-4 2.45"-5 2.45'-5 2.31'-5 2.31'-5 2.31'-5 
I 3G 2.77'-I 5.31'-2 2.72'-2 1.12'-2 1.45'-I 6.08'-2 3.30'-2 5.63"-2 2.85"-2 4.37'-2 
3 3G 5.58'-2 1.83'-2 2.80'-3 7.25'-4 3.14'-2 1.35'-2 3.21'-3 1.34'-2 3.06'-3 4.62'-3 
6 3G 1.01"-3 4.1 I '-16 1.16'-6 6.78"-7 5.72'-4 1.55"-6 1.55'-6 1.17"-6 1.17"--6 1.17"-6 
Table 5. Problem 5: x"  - 100 (2 - t 2) = - 100 
n q Ilrll I I(D")-Ir*l[ IIKr*ll E I E 2 E 3 Ilell 
I 3T 7.18"1 1.44" I 2.93' 3 4.98"-I 3.50" 1 1.15' 0 3.49'-I 
I 6T 3.07' 1 1.14' 0 1.99' 2 2.07"-I 2.48' 0 4.80'-1 1.30'-I 
I 9T 2.66'-1 2.65'-3 4.41'-I 1.75'-3 5.56'-3 8.23'--4 5.72'-4 
1 12T 1.09'-I 7.99'---4 1.30'-1 7.38'--4 1.67'-3 6.01'--4 3.18'-4 
3 3T 2.37' 1 5.66'-1 1.09' 2 1.54'-1 1.28" 0 1.69'-I 1.02'-I 
6 3T 4.81' 0 4.05'-2 8.08' 0 3.22"-2 9.46"-2 1.14'-2 9.72'-3 
1 3G 8.09' I 6.00" 0 1.27' 3 5.38'-I 1.44' I 4.67"-I 1.53"-I 
3 3G 3.12' I 1.37'-I 2.56' 1 2.00'-1 3.01'-1 8.41'-2 5.75'-2 
6 3G 7.25" 0 7.74"-3 1.09" 0 4.68'-2 1.48'-2 6.64"-3 5.93"-3 
The norm values given in the tables were estimated by evaluation at 200 equispaced 
points. The norm of the error was estimated by comparison with a more accurate solution. 
In problems 1 and 2 tl r** II is small which indicates that r* is a good approximation 
for the residual. This approximation improves as the number of points increases for both 
global and piecewise approximation. The error estimates E3 and E* are also all reasonably 
close again with improvement as the number of points increases. For problem 2, E~ and 
Ez significantly overestimate the error in some cases, this is not surprising as they are 
estimates of bounds. 
In problem 3 II r** II is not so small though again this decreases relative to r as the 
number of points increases. Even though the solution is quite poor for small number of 
points the estimates are reasonably satisfactory. E~ and E2 again overestimate the error 
significantly in some case. E~' on the other hand is very close still even though it 
occasionally underestimates the error slightly. This is again not surprising as IIr** II is 
ignored here. 
For problem 4 II r** II is relatively large except when n = 6. In this last case a break point 
occurs at the point of discontinuity of the derivative of It I, so that in each subrange the 
coefficients are polynomial and r** = 0. The error in the n = 6 case is significantly smaller 
than for other choices, this accords with the result given by Russell and Shampine[10] who 
point out the advantage of having break points or points were the coefficients have 
discontinuities in derivatives. The differences in accuracy are clearly reflected in the error 
estimates. Otherwise the results are generally similar to those for problem 3. Problem 5 
was chosen so that K is large and it is clear that II gr* II is greater than II r II. It follows 
that the second term in the expression for E~ (1) will be dominant. In all other cases 
II (Dm)-tr* 11 is itself a reasonable approximation for the error. It is interesting to note that 
for this problem E~ is the best estimate of the error when the number of collocation points 
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is small. It should also be noted that the error estimates are still reasonably reliable even 
when the solution is very poor. 
Comparing the results for piecewise collocation using Gauss and Chebyshev points the 
higher accuracy of the solution using Gauss points pointed out by De Boor and Swartz[9] 
is observed. This is also reflected in the error estimates, except occasionally for the Et 
estimates. 
6. CONCLUSIONS 
The error estimation techniques described in this paper have been shown to be all 
effective at least for the limited selection of examples given. The estimates E3 and E~' in 
particular seem particularly good, being both fairly inexpensive and giving close bounds. 
Clearly a more extensive comparison both on a wider selection of problems and with 
alternative stimates would be valuable. There is some difficulty, however, in making an 
assessment, asmany minor variants of the methods are possible and these could affect both 
the amount of work involved and the reliability of the estimates. 
Alternative algorithms which could be considered include estimates based on consistency 
of independent solutions involving different numbers of collocation points and estimates 
based on the size of Chebysbev series coefficients. Estimates of this type, such as considered 
by Delves[l 1] for example, are particularly cheap if the solution is represented in such a 
form. For piecewise collocation algorithms using information from different subintervals 
are available as given for example by de Boor[12] and used by Russell and Christiansen[13]. 
In these last papers the emphasis is on mesh selection rather than just error estimation, 
but the estimates given there could be used for this purpose, though values given there as 
generic onstants would need to be given specific values. On the other hand the function 
on which E3 is based could be used in mesh selection algorithms. It is hoped to consider 
this possibility in the future. 
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