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Abstract
We prove that triangulations with maximum degree 5 are 6-list-edge-colorable.
1 Introduction
An edge list assignment for a graph G is a function L that assigns to each edge e ∈ E(G)
a list of colors L(e). Given such a L, an L-edge-coloring of G is a (proper) edge-coloring
of G such that every edge e is given a color from L(e). Note that the classical notion of a
k-edge-coloring of G can be viewed as an L-edge-coloring for the list assignment L defined
by L(e) = {1, . . . , k} for all e ∈ E(G). We say a graph G is k-list-edge-colorable if it is
L-edge-colorable for every edge list assignment L such that |L(e)| ≥ k for all e ∈ E(G).
The list-chromatic index of G, denoted χ′`(G), is the minimum k such that G has a k-list-
edge coloring. We immediately get that χ′`(G) ≥ χ′(G) ≥ ∆ for every graph G, where
χ′(G) is the chromatic index of G (the minimum k such that G is k-edge-colorable), and
∆ := ∆(G) is the maximum degree of G.
In this paper we consider every graph to be simple, hence Vizing’s Theorem [20] says
that χ′(G) ≤ ∆ + 1 for all graphs G. Vizing [19] conjectured that this upper bound also
holds for list-edge coloring.
Conjecture 1 (Vizing [19]). If G is a graph, then χ′`(G) ≤ ∆ + 1.
Conjecture 1 has been verified for all graphs with ∆ ≤ 4. The ∆ = 3 case was proved
by Vizing [19] in 1976 and independently by Erdo˝s, Rubin, and Taylor [7] in 1979. The
∆ = 4 case of Conjecture 1 was proved in 1998 by Juvan, Moher, Sˇkrekovski [12]. Since
there are graphs with ∆ = 3 and ∆ = 4 having χ′(G) = ∆ + 1, these results are tight.
However, in general, we may hope for more than Conjecture 1. The famous List-Edge
Coloring Conjecture (LECC), which follows, has been attributed to many sources, some
as early as 1975 (see eg. [11]).
Conjecture 2 (LECC). If G is a graph, then χ′(G) = χ′`(G).
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The LECC is true for a number of special families, most notably bipartite graphs
due Galvin [8] in 1995 (see also [13] for an extension). As an example of how far away
this conjecture still is however, consider that it has not yet been established for all even
cliques (odd cliques were established by Ha¨ggkvist and Janssen [9], and cliques of order
equal to a prime plus one were established by Schauz [17])).
More is known about Conjectures 1 and 2 for planar graphs, where both edge-coloring
and list-edge-coloring is somewhat simpler. While it is NP-complete to decide whether a
graph has chromatic index ∆ or ∆ + 1 (Holyer [10]), all planar graphs with ∆ ≥ 7 have
χ′(G) = ∆ (Sanders and Zhao [14], Zhang [21]). We may therefore expect χ′l(G) = ∆
for all planar graphs G with ∆ ≥ 7, but this has as yet only been established for ∆ ≥ 12
(by Borodin, Kostochka and Woodall [3]). Conjecture 1 has been pushed further, and we
now know it holds when ∆ ≥ 8 (Bonamy [4]). This leaves Conjecture 1 open for planar
graphs with 5 ≤ ∆ ≤ 7. In this paper we show that it holds for ∆ = 5 when G is a
triangulation (ie. when all faces are triangles).
Theorem 3. If G is a triangulation with ∆ = 5, then χ′l(G) ≤ ∆ + 1.
Much of the above-mentioned work involves discharging. A particularly insightful
proof by Cohen and Havet [5] highlights the trouble that triangular faces can cause
in such arguments (their proof shows Conjecture 1 for ∆ ≥ 9, which was previously
established by Borodin [4]). Hence we were motivated to work first on triangulations,
with the hope that Theorem 3 can be an important step towards the ∆ = 5 case of
Conjecture 1.
Triangulations with ∆ = 5 are special in that only finitely many degree sequences are
possible, via Euler’s formula. From this point onwards, let Vi denote the set of vertices
of degree i in a graph G.
Lemma 4. If G is a triangulation with ∆ = 5 then V3 ∪ V4 ∪ V5 = V (G) and 12 =
3|V3|+ 2|V4|+ |V5|.
Proof. Since G is a triangulation it cannot have a vertex of degree two or less, unless G
is itself a triangle. Hence we indeed have V3∪V4∪V5 = V (G). Since G is a triangulation
Euler’s formula tells us that |E(G)| = 3|V (G)| − 6, and using the degree-sum formula
this yields
12 = 6|V (G)| −
∑
v∈V (G)
deg(v).
Substituting |V (G)| = |V3| + |V4| + |V5| and
∑
v∈V (G) = 3|V3| + 4|V4| + 5|V5| gives our
desired result.
Note that if ∆ is changed from 5 to 6 in Lemma 4 then within the proof, |V6|
will end up being cancelled, and the same equation will be obtained — meaning |V6| is
unrestricted. However, with ∆ = 5 the only possible values of |V3|, |V4|, |V5| satisfying the
equation in Lemma 4 are enumerated as cases in Table 1. When ∆ = 5, cases 1, 7, and
19 are not possible, since they have |V5| = 0. It turns out that case 14 is also impossible,
although this will take us more work to show. We will show that all the other cases
correspond to 6-list-edge-colorable graphs. The only case that we do not need to work at
is case 13, since here G is a 5-regular triangulation on 12 vertices, and there is only one
2
Case 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
|V3| 4 3 3 2 2 2 2 1 1 1 1 1 0 0 0 0 0 0 0
|V4| 0 0 1 0 1 2 3 0 1 2 3 4 0 1 2 3 4 5 6
|V5| 0 3 1 6 4 2 0 9 7 5 3 1 12 10 8 6 4 2 0
Table 1: Linear combinations of |V3|, |V4|, |V5| satisfying 12 = 3|V3|+ 2|V4|+ |V5|.
such graph: icosahedron. Since icosahedron is known to have χ′(G) = 5, we get 5-list-
edge-colorability by a result of Ellingham and Goddyn [6]. Ellingham and Goddyn proved
that regular planar graphs with chromatic index equal to ∆ are ∆-list-edge-colorable,
using Alon and Tarsi’s Combinatorial Nullstellensatz [1]. In Section 2 of this paper we
will argue that in some of our cases (cases 4, 15-18) there is a unique triangulation
satisfying each particular degree sequence, and use work of Shauz [16] (which extends
Combinatorial Nullstellensatz), to show that these graphs are 6-list-edge-colorable. In
Section 3 we will complete our proof by showing that the remaining degree sequence cases
(cases 2, 3, 5, 6, 8-12) cannot contain an edge-minimal counterexample to our Theorem
3. It is worth noting that, as part of this argument, we will need to appeal to the fact
that planar graphs cannot contain K3,3, nor can they contain a subdivision of K3,3.
2 Nullstellensatz and uniqueness
Let G be a k-regular graph on the vertices v1, . . . , v2n and let F = {e1, e2, . . . , en} be a
1-factor of G. Label the vertices so that e` = vi`vj` with i` < j` for all ` ∈ {1, 2, . . . , n}.
We say that an edge e` ∈ F intersects another edge eh ∈ F if i` < ih < j` < jh or
ih < i` < jh < j`. We define
int(e`, eh) =
{
1 if e` instersects eh
0 otherwise,
and define
int(F ) =
∑
1≤`<h≤n
int(e`, eh) and sign(F ) = (−1)int(F ).
Note that if the 2n vertices are positioned consecutively around a cycle and the edges are
drawn as straight lines, then an intersection of edges corresponds to an actual intersection
of a pair of lines.
Schauz introduced the above definitions in [16] and proved the following.
Theorem 5. (Schauz [16]) Let G be a k-regular graph on the vertices v1, v2, . . . , v2n. Let
OF(G) be the set of all 1-factorizations of G. For each F = (F1, F2, . . . , Fn) ∈ OF (G),
let
sign(F) =
∏
1≤i≤k
sign(Fi).
Then ∑
F∈OF (G)
sign(F) 6= 0 ⇒ G is k-list-edge-colorable.
Schauz proves Theorem 5 using his Quantitive Combinatorial Nullstellenstaz from
[18], which is an extension of Alon and Tarsi’s Combinatorial Nullstellensatz [1]. In [16],
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Figure 1: The graphs G4 and G
′
4 from the proof of Lemma 6. The bolded edges
in G′4 are a copy of G4, and the numerical labelling corresponds to the input for
Computation A.1.
Schauz also provides an algorithm that computes the value of
∑
F∈OF (G) sign(F) when
G is a (small) regular graph on an even number of vertices. This algorithm, which was
implemented in SageMath [15] using only python commands, is printed as Algorithm 1
in the appendix of this paper. We shall apply Algorithm 1 and Theorem 5 together to
several specific graphs in this section in order to show 6-list-edge-colorability.
Lemma 6 (Case 4). There is a unique 8-vertex triangulation with |V3| = 2 and |V5| = 6.
Moreover, this graph is G4 (pictured on the left-hand side of Figure 1), and G4 is 6-list-
edge-colorable.
Proof. Let G be an 8-vertex triangulation with |V3| = 2 and |V5| = 6. Consider a 5-vertex
v in G and observe that since G is a triangulation, the neighbourhood of v contains a
5-cycle C. Let U consist of the two vertices of G that are not in C ∪ {v}.
If C contains both 3-vertices, then there are at most 6 edges between C and U (at
most two from each of the three 5-vertices on C). On the other hand, U consists of two
5-vertices in this case, meaning that are at least 8 edges between U and C. Hence C
contains at most one 3-vertex (and in fact any 5-vertex in G is adjacent to at most one
3-vertex).
Suppose now that C contains only 5-vertices, i.e, U consists of two 3-vertices. Since
5-vertices are adjacent to at most one 3-vertex, each 5-vertex must be adjacent to at
least one non-consecutive vertex on C. However, planarity makes this impossible. Hence
C contains exactly one 3-vertex.
Let u be the 5-vertex in U . In order to have enough degree, it must be adjacent to
four of the vertices on C (i.e. all the 5-vertices on C), and to the other vertex in U as
well. The fact that G is a triangulation forces the two neighbours of the 3-vertex on C to
also be adjacent. The final edges of G (between the 3-vertex in U and the two 5-vertices
on C still in need of degree) are thus forced, and we get that G is the graph G4 depicted
on the left-hand side of Figure 1.
The graph G′4 on the right-hand side of Figure 1 is a 6-regular graph on an even
number of vertices which contains G4 as a subgraph. Labelling the vertices of G
′
4 as
0, 1, . . . , 7 (as indicated in the figure), we can input G′4 into Algorithm 1 and get that∑
F∈OF (G′) sgn(F ) 6= 0 (see Computation A.1 in the Appendix). Hence, by Theorem 5,
G′4 (and hence G4) is 6-list-edge-colorable.
Lemma 7 (Case 18). There is a unique 7-vertex triangulation with |V4| = 5 and |V5| = 2.
Moreover, this graph is G18 (pictured in the center of Figure 2), and G18 is 6-list-edge-
colorable.
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Figure 2: Three graphs from the proof of Lemma 7. The bolded edges in G′18 are
a copy of G18, and the numerical labelling shows that G
′
18 = G
′
4.
Proof. Let G be a 7-vertex triangulation with |V4| = 5 and |V5| = 2. Let v be a 5-vertex
in G, and note that its neighbourhood contains a 5-cycle, C. There is only one vertex
outside the C ∪ {v}, call it u.
Suppose first that there are consecutive vertices x, v, z on C such that x and z are
adjacent. Consider the separating cycle xvz in the plane (see the left-most picture in
Figure 2, where this cycle is bolded). In order for u to have degree at least 4, it must
be on the opposite side of this cycle as compared to y. However that means that y has
degree only 3, contradiction.
We now know that no non-consecutive vertices on C are adjacent. Hence they must
all be adjacent to u, forcing the graph G18 in Figure 2). The graph G
′
18 in Figure 2 is a
6-regular graph on an even number of vertices which contains G18 as a subgraph. In fact,
labelling the vertices of G′18 as 0, 1, . . . , 7 (as indicated in the figure), we can compare
it to Figure 1 and observe that G′18 = G′4 (although G4 6⊆ G18, G18 6⊆ G4). Since we
showed that G′4 is 6-list-edge-colorable in the proof of Lemma 6, we now also know that
G18 is 6-list-edge-colou=rable.
Lemma 8. (Case 17) There is a unique 8-vertex triangulation with |V4| = 4 and |V5| = 4.
Moreover, this graph is G17 (pictured in the center of Figure 3), and G17 is 6-list-edge-
colorable.
Proof. Let G be an 8-vertex triangulation with |V4| = 4 and |V5| = 4. Let v be a 5-vertex
in G, and note that its neighbourhood contains a 5-cycle, C. Let u,w be the two vertices
of G not in C ∪ {v}.
Suppose first that there are consecutive vertices x, y, z on C such that x and z are
adjacent. Consider the separating cycle xyz in the plane (see the left-most picture in
Figure 3, where this cycle is bolded). In order for y to have degree at least 4, at least
one of u,w (without loss, say u) must be on the opposite side of this cycle as compared
to v. However, since u must also have degree at least 4, in fact w must also be on the
opposite side of xyz as compared to v. Moreover, in order to have degree at least four,
both u,w are adjacent to all of x, y, z. However this implies that x is adjacent to v, the
two vertices before and after it on C, z, as well as w, u. That is, x has degree at least 6,
contradiction.
Now suppose that there are two consecutive 5-vertices on C, say x, y. Since neither
can be adjacent to any non-consecutive vertex on C, both x and y must be adjacent to
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Figure 3: Three graphs from the proof of Lemma 8. The bolded edges in G′17 are
a copy of G17, and the numerical labelling shows that G
′
17 = G
′
18 = G
′
4.
both u and w. It must either be the case that the cycle xyw separates v and u in the
plane, or that the cycle xyu separates v and w in the plane; suppose, without loss, that
it is the former. However, then the only possible neighbors of u are x, y, w, contradicting
the fact that u must have degree at least 4.
We now know that there are at most two 5-vertices on C. In fact, we claim that
there must be exactly two 5-vertices on C. If there is only one 5-vertex on C, then both
u,w have degree 5, and so there must be at least 8 edges between C and {u,w}. On the
other hand, C contains only one 5-vertex along with four 4-vertices, so there are at most
(in fact, exactly) 6 edges from C to {u,w}, which is a contradiction.
We now know that there are exactly two 5-vertices on C, and they are non-consecutive.
Say x, y, z are consecutive vertices on C, x, z are 5-vertices. Since x, z cannot be adjacent
to any no-consectuive vertices on C, they must both be adjacent to both u and w. It
must either be the case that the cycle xyzw separates v and u in the plane, or that the
cycle xyzu separates v and w in the plane; suppose, without loss, that it is the former.
Since u has degree at least 4 it must be adjacent to all of x, y, z, w, and must be a 4-
vertex. This forces w to be a 5-vertex that is adjacent to all vertices on C except for y,
giving the graph G17 in Figure 3.
The graph G′17 in Figure 3 is a 6-regular graph on an even number of vertices which
contains G17 as a subgraph. In fact, labelling the vertices of G
′
17 as 0, 1, . . . , 7 (as indi-
cated in the figure), we can compare it to Figure 1 and observe that G′17 = G′4 = G′18
(although none of G17, G18, G4 are subgraphs of one another). Since we showed that G
′
4
is 6-list-edge-colorable in the proof of Lemma 6, we now also know that G18 is 6-list-
edge-colorable.
Lemma 9. (Case 16) There is a unique 9-vertex triangulation with |V4| = 3 and |V5| = 6.
Moreover, this graph is G16 (pictured in the bottom-left of Figure 4), and G16 is 6-list-
edge-colorable.
Proof. Let G be a 9-vertex triangulation with |V4| = 3, |V5| = 6. Let v be a 5-vertex
in G, and note that its neighbourhood contains a 5-cycle, C. Let U denote the set of 3
vertices not in C ∪ {v}.
Suppose first that there are consecutive vertices x, y, z on C such that x and z are
adjacent. Consider the separating cycle xyz in the plane (as in the left-most picture in
Figure 3, where this cycle is bolded). In order for y to have degree at least 4, at least
one vertex from U must be on the opposite side of this cycle as compared to v. However,
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Figure 4: Four graphs from the proof of Lemma 9. The bolded edges in G′16 are a
copy of G16, and the numerical labelling corresponds to the input for Computation
A.3.
since all vertices in G have degree at least 4, in fact at least two vertices from U must
also be on the opposite side of xyz as compared to v. If just two of the U -vertices are
there, then as argued above in the proof of Lemma 8, this means that x has degree at
least 6, contradiction. So, in fact, all three vertices of U must be on the opposite side
of xyz as compared to v. However this means that it is not possible for both of the two
other vertices on C (besides x, y, z) to have degree at least four, due to planarity. Hence,
no non-consecutive vertices on C are adjacent. In fact, since we choose v arbitrarily, this
means that the neighbourhood of any 5-vertex in G induces a 5-cycle.
Suppose now that there are two consecutive 4-vertices on C, x, y. Since G is a
triangulation, x, y must be adjacent to a common u ∈ U , and moreover, u must be
adjacent to the two other neighbours of x and y on C (see the top-left picture in Figure
4). Since there is at most one 4-vertex in U , we can choose w ∈ U , w 6= u such that
deg(w) = 5. The vertex w, since it is not adjacent to x and y, must be adjacent to all of
the other three vertices on C, as well as u, and as well as the third vertex in U . However,
this means that the third vertex in U cannot be adjacent to v, x, y, u (since u already
has degree 5 now). So, in order for this vertex to have degree at least four, it must be
adjacent to all three vertices on C besides x, y, which is impossible by planarity. Hence,
C has no consecutive 4-vertices.
Suppose now that C has three consecutive 5-vertices, x, y, z. Since C is an induced
cycle in G, x must have two neighbours in U , say t, u. However we also know that N(x)
induces a 5-cycle, forcing t ∼ u, and two edges from t, u to C, including say uy (see
the top-right picture in Figure 4). The neighborhood of y also induces a 5-cycle, and
since y 6∼ t (otherwise N(x) would not be an induced cycle), we get that y ∼ w, where
U = {t, u, w}. The vertex z cannot be adjacent to u (otherwise N(y) would not be an
induced cycle), so since z is a 5-vertex and C is an induced cycle, z must be adjacent to
t. Note that the two vertices on C besides x, y, z cannot be adjacent to u or w (due to
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Figure 5: Three graphs from the proof of Lemma 10. The two right-most images
show the transition from G to G′.
the edge xt), and that all neighbours of x, y, z, v have already been determined. Hence,
the two vertices on C besides x, y, z can each have at most one additional neighbour (to
either t or z), and both such edges cannot exist simultaneously. So one of these two
vertices has degree 3, a contradiction.
We now know that C cannot have three consecutive 5-vertices, so in particular it
has at most three 5-vertices. Since no 4-vertices on C can be adjacent, C must in fact
have exactly three 5-vertices, with its two 4-vertices being non-consecutive. Since G is
a triangulation, this forces G to be the graph G16 pictured on the bottom-left in Figure
4. The graph G′16, pictured on the bottom-right of Figure 4, is a 6-regular graph on an
even number of vertices which contains G16 as a subgraph. Labelling the vertices of G
′
16
as 0, 1, . . . , 9 (as indicated in the figure), we can input G′16 into Algorithm 1 and get that∑
F∈OF (G′) sgn(F ) 6= 0 (see Computation A.3 in the Appendix). Hence, by Theorem 5,
G′16 (and hence G16) is 6-list-edge-colorable.
Lemma 10. (Case 15) There is a unique 10-vertex triangulation with |V4| = 2 and
|V5| = 8. Moreover, this graph is G15 (pictured in the bottom-left of Figure 6), and G15
is 6-list-edge-colorable.
Proof. Let G be a 10-vertex triangulation with |V4| = 2, |V5| = 8. Let v be a 4-vertex in
G, and note that its neighbourhood contains a 4-cycle, C. By planarity, C must contain
a pair of non-adjacent vertices, say x, y. We claim that we can choose x, y so that the
other pair of vertices on C, say u,w, are both 5-vertices. If not, then u,w are adjacent
and deg(u) = 4, without loss (see the left-most picture in Figure 5). Note that this means
that x has degree 5, since G has only two 4-vertices. Hence, x must have two neighbours
that are separated from v by the triangle uxw (bolded in the picture). Since u has no
more neighbours however, it is not possible to do this, since G is a triangulation. Hence
we may indeed assume that u,w are both 5-vertices.
Define G′ to be the triangulation obtained from G by deleting v and joining x and y
inside the 4-face created by the deletion of v (see the right two pictures in Figure 5 for
this transition). Note that in G′, all vertices have the same degree as in G, except for
u,w, which both went from degree 5 to degree 4. Hence G′ is a 9-vertex triangulation
with |V4| = 3 (lost v, gained u,w) and |V5| = 6. Hence, by Lemma 9, G′ = G16. In the
top-left of Figure 6, see a copy of G16 with three edges labelled e1, e2, e3. These are the
only 3 edges in G16 that could be the edge xy in G
′, given that after deletion of the edge
xy, all four vertices on the 4-face created have degree at most 4. The version of G that
would result from each of e1, e2, e3 being xy, respectively, are also pictured in Figure 6.
It is not hard to see that these three graphs are isomorphic, so we indeed get that G is
unique (call it G15). The graph G
′
15 pictured in Figure 6 is a 6-regular graph on an even
number of vertices which contains G15 as a subgraph. Labelling the vertices of G
′
15 as
8
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Figure 6: Five graphs from the proof of Lemma 10. The bolded edges in G′15
are a copy of G15. The numerical labelling of G
′
15 corresponds to the input for
Computation A.2.
0, 1, . . . , 11 (as indicated in the figure), we can input G′15 into Algorithm 1 and get that∑
F∈OF (G′) sgn(F ) 6= 0 (see Computation A.2 in the Appendix). Hence, by Theorem 5,
G′15 (and hence G15) is 6-list-edge-colorable.
Lemma 11. (Case 14) There is no 11-vertex triangulation with |V4| = 1 and |V5| = 10.
Proof. Let G be an 11-vertex triangulation with |V4| = 1, |V5| = 10. Let v be the 4-
vertex in G, and note that its neighbourhood contains a 4-cycle, C. By planarity, C
must contain a pair of non-adjacent vertices, say x, y. Define G′ to be the triangulation
obtained from G by deleting v and joining x and y inside the 4-face created by the
deletion of x (see the two right-most images in Figure 5). Note that in G′, all vertices
have the same degree as in G, except for two which went from degree 5 to degree 4.
Hence G′ is a 10-vertex triangulation with |V4| = 2 and |V5| = 8. Hence, by Lemma 10,
G′ = G15. However, looking at the image of G15 in Figure 6 we see that it does not have
two 4-vertices on a 4-cycle, contradiction.
3 Proof Theorem 3
Theorem 3. If G is a triangulation with ∆(G) = 5, then χ′`(G) ≤ ∆(G) + 1.
Proof. Let G be an edge-minimal counterexample. So, in particular, there is an edge
list assignment L of G with |L(e)| ≤ 6 for all e ∈ E(G), such that G is not L-edge-
colorable. By Lemmas 6 – 11 in the previous section and our comments at the end of the
introduction, it is sufficient to show that G cannot have the degree sequence prescribed
in any of the cases 2, 3, 5, 6, or 8–12 (as listed in Table 1).
9
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Figure 7: Three graphs from the proof of Theorem 3. The triangle T is bolded in
G11, and the numerical labelling corresponds to the labels of G
′
4 in Figure 1.
Claim 1. If v ∈ V3, then N(v) ⊆ V5
Proof of Claim. Let v ∈ V3, let x ∈ N(v), and suppose for a contradiction that degG(x) 6=
5. Then degG(x) = {3, 4} by Lemma 4.
Since G is a triangulation, N(v) induces a triangle, hence G′ = G− v is also a trian-
gulation. If degG(x) = 3, then degG′(x) = 2. However the fact that G
′ is a triangulation
implies that G′ = K3, and hence that G has no vertex of degree 5. So, we may assume
that degG(x) = 4.
By the minimality of G, we know that χ′`(G
′) ≤ 6. Let φ be an L-edge-coloring of
G′ (where L is restricted to G′). For the three edges e incident to v in G, let L−(e) be
obtained from L(e) by removing all colors used by φ on the edges of G′ adjacent to e.
Since degG(x) = 4, we get that degG′(x) = 3. This means that vx sees at most 3 colors
in φ, leaving 3 available colors for L−(vx). Let y, z be the other two vertices in NG(v)
(aside from x). Since ∆(G) = 5 we know degG(y), degG(z) ≤ 5. Hence vy and vz see
at most 4 colors in φ, leaving at least 2 available colors for each of L−(vy) and L−(vz).
In order to extend φ to an L-edge-coloring of G, we can first choose distinct colors from
L−(vy) and L−(vz), and then, since |L−(vx)| ≥ 3, there will be at least one color left
that we can use on vx. Hence, G is not a counterexample.
Claim 1 automatically precludes G having the degree sequence prescribed by any of
the cases 3, 6, or 12, since each has a 3-vertex, but less than three 5-vertices. If G has
the degree sequence of case 2 then |V3| = |V5| = 3, but then Claim 1 implies that G
contains a copy of K3,3, which contradicts planarity. We can make a similar argument
for case 5, as follows.
Claim 2. G cannot have the degree sequence prescribed by case 5.
Proof of Claim. Suppose that G is a 7-vertex triangulation with |V3| = 2, |V4| = 1,
|V5| = 4. By Claim 1 the two 3-vertices are only adjacent to 5-vertices. This also means
that the neighbourhood of the single 4-vertex must consist of all the 5-vertices. If the
two 3-vertices share the same three 5-vertices as neighbors, then G has a copy of K3,3
(see the left-most image in Figure 7). So, there are two 5-vertices (say, x, y) that are
each adjacent to only one 3-vertex each (with these 3-vertices being distinct); see the
center image in Figure 7. Then x, y must be adjacent, in order to have enough degree.
By deleting the edge between x and V4, and then suppressing x, we again get a K3,3.
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We will now deal with each of the remaining possible degree sequences for G: those
prescribed by cases 8–11.
Claim 3. G cannot have the degree sequence prescribed by any of the cases 8–11.
Proof of Claim. Suppose, on the contrary, that G has a degree sequence prescribed by
one of the cases 8–11. In each case, this means G has a single 3-vertex, say v. Since G
is a triangulation, the neighbourhood of the 3-vertex induces a triangle T , and by Claim
1, the three vertices in T are all 5-vertices in G. Consider the triangulation G′ = G− v.
Suppose first that G falls into one of cases 8, 9, or 10. In moving from G′ to G,
we lost our one 3-vertex, we lost three 5-vertices, and we gained three 4-vertices (those
which induce T ). So the degree sequence of G′ is now, respectively (for cases 8, 9, 10):
|V4| = 3, |V5| = 6; |V4| = 4, |V5| = 4, or; |V4| = 5, |V5| = 2. By Lemmas 9, 8, and 7,
respectively, this means that G′ must be either G16, G17, or G18, as pictured in Figures
4, 3, 2. However, none of these three graphs contain a triangle induced by 4-vertices.
Since T is a part of G, this is a contradiction.
We may now assume that G has the degree sequence prescribed by case 11, meaning
that G is a 7-vertex triangulation with |V3| = 1, |V4| = 3, and |V5| = 3. In order to have
enough degree, each of the three 5-vertices (which induce T ) must be adjacent to exactly
two of the 4-vertices (along with the 3-vertex). Since this means exactly 6 edges between
T and the 4-vertices, the three 4-vertices must themselves induce a graph with 3(4)−62 = 3
edges. Hence, the 4-vertices induce a triangle, and each must be adjacent to exactly two
vertices on T . Hence G must be the graph G11 pictured on the right of Figure 7 (the
edges of T are in bold). However, by labelling the vertices of G11 to correspond to the
labels of G′4 in Figure 1, we see that G11 is actually a subgraph of G4. By Lemma 6, G11
is therefore L-edge-colorable.
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A Algorithm 1 and computations
The following code is an algorithm due to Schauz [16]. It takes as an input a k-regular
graph on an even number of vertices and outputs
∑
G∈OF (G) sign(F) as discussed in
Section 2.
Algorithm 1
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1 def weighted_sum(Graph, previous_Unmatched = [-1..9], \
2 next_Unmatched = [1..11]): # 2 optional param.
3 # by default, start = next_Unmatched[-1] = 11 > len(Graph)
4 # next_Unmatched[j] is the unmatched vertex after j
5 # previous_Unmatched[j] is the unmatched vertex before j
6 to_match = next_Unmatched[-1] # next_Unmatched[-1] is start
7 if to_match < len(Graph): # 1-factor under construction
8 neighbors = Graph[to_match]
9 elif len(Graph[0]) <> 0: # start next 1-factor
10 to_match = 0 # 0 shall be matched first
11 neighbors = [Graph[0][0]] # to avoid color permutations
12 previous_Unmatched = [-1..9] # fresh bootstrapping
13 next_Unmatched = [1..11]
14 else: return 1 # 1-factorization complete, edgeless graph
15 um = next_Unmatched[to_match]
16 previous_Unmatched[um] = -1 # bypass to_match
17 next_Unmatched[-1] = um # bypass to_match
18 w_sum = 0 # subtotal of weighted_sum()
19 sgn = 1 # initial sign of edge {to_match,nbr}
20 for i in range(len(neighbors)):
21 nbr = neighbors[i] # i^th neighbor of to_match
22 while um < nbr: # um is bridged by {to_match,nbr}
23 sgn = -sgn # bridged unmatched vertices flip sgn
24 um = next_Unmatched[um]
25 if um == nbr: # match to_match with nbr
26 gr = [[n for n in lst] for lst in Graph] # deepcopy
27 del gr[to_match][i] # remove edge {to_match,nbr}
28 p_um = [n for n in previous_Unmatched] # deepcopy
29 n_um = [n for n in next_Unmatched] # deepcopy
30 p_um[n_um[nbr]] = p_um[nbr] # bypass nbr
31 n_um[p_um[nbr]] = n_um[nbr] # bypass nbr
32 w_sum = w_sum + sgn * weighted_sum(gr,p_um,n_um)
33 return w_sum # output w_sum
34
35 graph = [[1,2,3,4,5],[2,3,4,5],[3,4,5],[4,5],[5],[]] # K6
36 # vertex 0 is adjacent to vertices 1,2,3,4,5; 1 adjacent to 2,3,4,5
37 (and 0); etc.
38 weighted_sum(graph) # the initial call of weighted_sum()
39 # returns the sum of all signs of all 1-factorizations of graph
We use Algorithm 1 on three specific graphs as discussed in Section 2, with inputs
and outputs as follows.
Computation A.1 (Case 4).
Input: graph = [[1,2,3,4,5,6],[2,3,4,5,7],[3,5,6,7],[4,6,7],[5,6,7],[6,7],[7],[]]
Output: weighted sum(graph) = −288
Computation A.2 (Case 15).
Input: graph = [1,2,3,4,5,11],[2,4,6,9,11],[3,6,7,11],[4,7,8,11],[8,9,11],[6,7,8,9,10],[7,9,10],[8,10],[9,10],[10],[11],[]]
Output: weighted sum(graph) = −384
Computation A.3 (Case 16).
Input: graph = [[1,2,3,6,8,9],[2,3,4,5,8],[3,5,7,8],[4,6,9],[5,6,7,9],[6,7,9],[7,8],[8,9],[9],[]]
Output: weighted sum(graph) = 256
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