The authors have developed a Taylor series method for solving numerically an initialvalue problem differential-algebraic equation (DAE) that can be of high index, high order, nonlinear, and fully implicit (BIT, accepted July 2005). Numerical results have shown that this method is efficient and very accurate. Moreover, it is particularly suitable for problems that are of too high an index for present DAE solvers.
Introduction.
We have developed a Taylor series (TS) method for solving numerically an initial-value problem (IVP) DAE that can be of arbitrary index, fully implicit, nonlinear, and contain derivatives of order higher than one [2] .
More specifically, our method solves a DAE IVP comprising n equations f i = 0 in n dependent variables x j = x j (t), with t a scalar independent variable. We write informally (1.1) f i ( t, the x j and derivatives of them ) = 0, 1 ≤ i ≤ n.
The f i are assumed sufficiently smooth. They can be arbitrary expressions built from the x j and t using +, −, ×, ÷, other standard functions, and the differentiation operator d p /dt p . To solve (1.1), we use automatic differentiation (AD) to generate functions for evaluating the Taylor coefficients (TCs) of the equations f i , and by equating these coefficients to zero, we solve implicitly for the TCs of the solution components x j (t). Then we sum these coefficients with appropriate stepsize to find an approximate Taylor series solution, which we project to satisfy the constraints of the DAE. We repeat this process on each integration step in a standard timestepping manner.
To determine what equation to solve, and for which TCs of the solution, we apply Pryce's structural analysis (SA) [4] : we preprocess the given DAE to find the signature matrix and then the offsets of the problem. These offsets prescribe the overall process for computing TCs, as well as how to form the System Jacobian J that is central to both the theory and the algorithm.
A common measure of the numerical difficulty of a DAE is its differentiation index ν d , the number of times the f i must be differentiated (w.r.t. t) to obtain equations that can be solved to form an ODE system for the x j . Our method does not find high index inherently hard. The SA derives a structural index, which is the same as that found by the well-known method of Pantelides [3] , and is always ≥ ν d .
Underlying theory, algorithms, numerical results, and implementation issues are presented in [2] . This method is implemented in the authors' DAETS code, which is written in standard C++. The numerical results in [2] show DAETS can be very accurate, efficient, and particularly suitable for problems that are of too high an index for existing methods and solvers. This is the second paper on the theory behind DAETS. We focus on preprocessing a DAE and computing its System Jacobian. Our main contribution is the theory and algorithms of a source-code translation method for evaluating this Jacobian. We also describe a method for computing it based on operator overloading. Algorithmic details for the preprocessing phase of constructing a signature matrix of a DAE are given.
Section 2 summarizes Pryce's SA. Section 3 illustrates how TCs are calculated. The computation of the signature matrix is presented in Section 4. Section 5 develops an efficient method, based on source-code translation, for evaluating J. Section 6 describes an operator-overloading approach for computing J. Concluding remarks are in Section 7.
2 Summary of Pryce's SA.
When computing TCs for the solution of a DAE, we employ Pryce's SA to determine what equations to solve and for which coefficients of the solution. The steps of this SA are outlined below.
1. Form the n × n signature matrix Σ = (σ ij ) with
order of the highest derivative to which x j occurs in f i .
2. Find a highest-value transversal (HVT) in Σ. A transversal of an n × n matrix is a set of n positions in this matrix with one entry in each row and each column. A HVT is a transversal T that makes (i,j)∈T σ ij as large as possible.
3. Calculate the offsets of the problem. These are two nonnegative integer n-vectors c and d that satisfy
The conditions (2.1, 2.2) are independent of the T chosen. However, the offsets are never unique. When computing TCs, it is advantageous to choose the smallest or canonical offsets [2] , smallest being in the sense of a ≤ b if a i ≤ b i for each i.
4. Form the System Jacobian of (1.1):
By results in [4] , (2.3) has the equivalent reformulation:
Informally, a consistent initial point is the values of an appropriate set of the x j and their derivatives, at a time t * , that specify a unique solution; see [2] for a more rigorous discussion. If J is nonsingular at a consistent point, then the SA has succeeded, and the DAE is solvable in a neighborhood of this point.
The subject of this paper is steps 1 and 4. Steps 2 and 3 comprise a linear assignment problem (LAP), solvable by a suitable LAP code; see [2, 4] .
Example 2.1. The simple pendulum is a DAE of differentiation-index 3:
(2.5)
Here gravity G>0 and length L>0 of pendulum are constants, and the dependent variables are the coordinates x(t), y(t) and the Lagrange multiplier λ(t). For (2.5), there are two HVTs, marked • and • in the tableau below. The canonical offsets are c = (0, 0, 2) and d = (2, 2, 0):
The system Jacobian is
3 Computing TCs.
The offsets c i and d j prescribe how to organize the computation of TCs for the x j . Denote the rth TC of x j by (x j ) r and the rth TC of f i by (f i ) r .
We compute TCs in stages starting from stage
. . , we solve a system of equations
to determine values for
All previously computed (x j ) r in any equation (3.1) are treated as constants.
The equations in (3.1) are generated using AD for computing TCs of explicit functions, here f i . For example, if sufficient TCs of x j and x k are known, we can evaluate the pth TCs for
Similar formulas can be written for division and the standard functions.
Then, the values in (3.2) are found by an implicit solution process. The Jacobian that we have to form at stage k has entries
Denote by J k the Jacobian formed from ∂f
, for those i and j for which k + c i ≥ 0 and k + d j ≥ 0. We show in Subsection 5.1 that for k < 0, J k is the submatrix of J formed by deleting rows i where k + c i < 0 and columns j where k + d j < 0. If k ≥ 0 then J k = J, since no rows or columns are deleted.
Example 3.1. For the pendulum example (2.5), we write TCs without parentheses for brevity: x r rather than (x) r , etc. Then using (3.1, 3.2) and (3.3-3.5) applied to the pendulum equations, we obtain the scheme:
At stage k = 0, we have the linear system
Matrix A 0 is a diagonally-scaled version of the pendulum's System Jacobian J, given in (2.6). Namely
Similarly for k > 0, we solve a linear system f k , g k , h k+2 = 0 to determine x k+2 , y k+2 , λ k . The matrix in each of these systems is a diagonally-scaled J. Generally, (3.1) can be nonlinear for k ≤ 0 and underdetermined for k < 0. For k > 1, it is always linear with a diagonally-scaled J. For details, see [2] .
Computing Σ.
First we define a signature vector of a variable in the code list of a DAE. Then, we give a Lemma relating the signature vectors of these variables. Finally, we outline an algorithm for computing Σ based on this Lemma.
Definition 4.1 (Signature vector). Let v be a variable in the code list. The signature vector of v is the n vector σ(v) with j th component
or the highest order of derivative of x j on which v formally depends.
By "formally" we mean dependence in the code list without simplifications. For instance, the order of highest derivative of x in x + x − x is 1, not 0; similarly, the order of the highest derivative of x in (xy) − x y is 1, not 0. Lemma 4.1. Let v be a variable in the code list.
The proof is trivial, and we omit it. This Lemma immediately gives:
By the remark after Definition 4.1, Algorithm 4.1 may overestimate the "true" Σ, but never underestimates it. A detailed study, showing that such overestimations do not deceive the numerical method, is given in [2] .
The DAETS solver implements this algorithm through operator overloading.
5 Computing Jacobians through source-code translation.
We show how to compute efficiently J k for k ≤ 0 from the code list of a DAE. Our method is suitable for an implementation based on source-text translation. We call it a single-pass method.
In the next subsection, we start with a result quoted as Lemma 3.7 in [4] , but used by Griewank in [1] , and establish the relation between J k and J. In subsection 5.2, we define the offset of a variable in the code list and give an algorithm for computing such offsets. Subsection 5.3 states a Theorem on which our single-pass method is based, shows an algorithm implementing it, and illustrates this method on an example.
Griewank's Lemma
Lemma 5.1 (Griewank) . Let v be a function of the x j (t) and their derivatives
If v does not depend on any derivative of x j higher than the q th , then
Hence by iterating
for all p ≥ 0. 
This gives
For example, for the pendulum,
Code offsets.
If k +d j < 0, the jth component of ∇ k is taken as 0. For
is the ith row of J.
The following definitions will be convenient later. Below v denotes a variable in the code list of a DAE.
Definition 5.1. We say that ∇ k covers v if k+d j ≥ σ j (v) for all j = 1, . . . , n. We say that ∇ k touches v if • ∇ k covers v, and
The offset of v is the unique value α(v) ≥ 0 such that ∇ −α(v) touches v. Equivalently,
The computation of these offsets is based on Lemma 5.3.
(ii) If v is an output variable f i , then
(iii) If v is an algebraic function of a set U of variables u, then
Proof. (i) follows from (4.1) and (5.4). For (ii), consider the defining relation (2.2) that d j − c i ≥ σ ij for all i, j, with equality on a transversal. Since σ ij = σ j (f i ), for fixed i, one has d j − σ ij = d j − σ j (f i ) ≥ c i for all j. By the transversality condition d j − c i = σ ij , at least one j gives d j − σ j (f i ) = c i , and therefore α(f i ) = c i .
For (iii), using (5.4) twice and (4.2) once, we obtain 
At termination of this algorithm, by Lemma 5.3, α(f i ) = c i .
Single-pass method.
Now suppose that ∇ k covers v. This is equivalent to 
since then all differentiations are with respect to variables v does not depend on. In addition, each ∇ k obeys the normal rules of a gradient operation: for v = x + y and v = xy,
respectively. More generally, if v is an algebraic function e(x, y, . . .) of code list variables then
The factors ∂e/∂x, . . . are to be evaluated at (x, y, . . .) and thus are also functions of the input variables and their derivatives. If ∇ k touches v, then by (4.2) it must cover each of x, y, . . .. From (5.7), any term in (5.9) for which ∇ k does not touch the corresponding variable is zero. The following Theorem, most of which has been proved already, summarizes the facts on which the single-pass method relies.
the j th unit row vector.
(iii) If v is an algebraic function e(x, y, . . .) of a set U of previously computed code list variables, then
The other components are clearly 0.
(ii) By Lemma 5.
which is the definition of the ith row of the system Jacobian; cf. 
Example 5.2. Consider the pendulum problem, but with the first equation changed to This change does not alter the signature matrix, so the offsets remain unchanged: c = (0, 0, 2) and d = (2, 2, 0). Figure 5 .1 illustrates how gradient code can be generated for a code list that computes
The last column of the table shows how the code list in the first column can be augmented, line by line, to compute the rows of J. Here, gradients are denoted by uppercase letters. All terms that are known to be zero are omitted in the gradient code.
Where the phrase "X same as Y" occurs in the penultimate column (from a use of (5.6)), this is taken to mean that no copy is made: X is just another name for Y. Otherwise, no code optimization has been done.
The mathematical relations between the ∇ r (v), and the sample code above, assume that all vectors involved have length n. That is, columns with k + d j < 0 are not suppressed, but contain padding zeros. This is for notational convenience -a practical implementation could use a sparse storage scheme.
The case k < 0. When k < 0, stage k of the overall Taylor coefficient generation algorithm [2] requires the partial Jacobian J k , which comprises the rows i and columns j of J for which k + c i ≥ 0 and k + d j ≥ 0 (Lemma 5.2). In this case, we wish to execute only the gradient code list corresponding to J k , not the code list for the whole J.
To let Algorithm 5.2 handle efficiently the case k < 0, just reorder the code list such that the lines that compute the f i are in descending order of c i . In doing so, one must ensure that no variable comes before one that it depends on. A simple way to do so is to perform a stable descending sort on the code list with α(v) as key (a sorting method is stable when items with the same value of the sort key appear in the output in the same order as they do in the input).
Then if k < 0, execute only the initial segment of the code list up to where the needed f i are computed. To achieve this, it is sufficient to execute just those lines for which k + α(v) ≥ 0. 
Jacobian J −2 comprises the x, y columns (for which −2 + d j ≥ 0) and the f 3 row (for which −2 + c i ≥ 0): J −2 = [ 2x 2y ] . This Jacobian is calculated from the first block of rows in Figure 5 .2. Jacobian J −1 happens to be the same.
Note that executing the lines for which k +α(v) ≥ 0 is not always optimal. For instance, when k = −1, this would cause the lines with α(v) = 1 in Figure 5 .2 to be needlessly executed.
Finally, the last example makes clear that, using source-text translation, this method can produce very concise code for computing the matrices J k , with at most one vector operation inserted per scalar elementary operation in the code list of the DAE.
6 Computing Jacobians through operator overloading.
In DAETS, the TCs in (3.1) are evaluated using operator overloading. Simultaneously with their computation, the necessary Jacobians are evaluated, again through operator overloading. This approach is carried out using the C++ package FADBAD++ [5] . It provides a template class F implementing the forward mode of AD. If F is instantiated with double, the class F<double> implements the forward mode on C/C++ double's by operator overloading. FADBAD++ also provides a template class T implementing a TC computation. This class can be instantiated with a scalar data type, for example double as T<double>. Furthermore, it can be instantiated with a "differentiation" type F<double>, resulting in a T< F<double> > class. When a TC computation with T< F<double> > objects is performed, it computes both TCs and their gradients, that is the ∇ k (v) of the last section.
Example 6.1. For illustration, consider again the pendulum (2.5) with the first equation changed to
We show how ∇f 0 , ∇g 0 , and ∇h 2 are evaluated. Applying (3.3, 3.4, 3.5) to (6.1), the computation of the expression for the zero-order TC of f using operator overloading would be
Now, each TC x 0 , x 1 , x 2 , and λ 0 is represented by an F<double> object, which contains the corresponding TC value and a gradient with respect to (x 2 , y 2 , λ 0 ). On input, we associate with x 2 , y 2 , λ 0 gradients ∇x 2 = (1, 0, 0), ∇y 2 = (0, 1, 0), and ∇λ 0 = (0, 0, 1), respectively. For the rest of the TCs, we associate gradient vectors with zero components.
1
The arithmetic operations between F<double>'s follow the rules of gradient computation (5.8). Then, with the evaluation of (6.2), the following computation involving nonzero gradients occurs: Finally, we compute for h, 7 Concluding remarks.
Given a DAE described by a computer program, we have shown how the necessary structural analysis data and System Jacobian can be readily obtained via operator overloading, as in DAETS; or how they can be generated through source-text translation.
The single-pass method is expected to be much more efficient than an operatoroverloading approach for computing the System Jacobian. However, the former has not been implemented yet, while the latter is incorporated into DAETS without major obstacles.
The techniques described in this paper can be used on their own to perform SA of a DAE: if J is nonsingular at a consistent point, within round off, then the DAE is solvable in a neighbourhood of this point. By results in [2, 4] , we can determine the structural index of the DAE, which is an upper bound on its differentiation index, and we can also find the degrees of freedom of the DAE. Moreover, simulation software that automatically generates the equations of a DAE system need not produce them in a particular (first-order or lower-index) form: they can be a direct, compact translation of the model.
