This paper documents evidence to investigate if the explanatory variables are always correlated with the error term in the vector autoregression (VAR) model because of the property of the VAR model. I use Christiano et al. (CEE, 2005) as an example to examine this argument empirically. According to the findings of this paper, the impulse responses provided by the structural VAR model may be derived from the biased estimates if we allow variables to be correlated with each other through different horizons. It remains possible for a skeptic to maintain some dominant views inferred from the biased coefficients of the SVAR models.
Introduction
Since Sims (1980) [1] , the vector autoregression (VAR) model becomes a useful tool to make out-of-sample forecasts in macroeconomics, especially forecasting how the variables are going to change after a shock by adding restrictions to the VAR model, holding all other shocks constant. However, a lot of plausible and contrary results of the structural vector autoregression (SVAR) models exist in the literature. Bernanke et al. (1997) [2] test the hypothesis that the response of monetary policy to oil shocks causes recessions by BGW model. Hamilton and Herrera (2004) [3] demonstrate that when more lags of variables are modeled, monetary policy is far less powerful. Moreover, Hamilton (1983) [4] suggests a significantly negative correlation between oil prices and output during some of the recessions before 1972. Hooker (1996) [5] provides evidence that the correlation between oil prices and economic activity becomes much weaker since 1985.
The instability of the empirical relations among variables in the literature may be Likewise, Friedman (1961) [6] advocates that for the eighteen non-war business cycles since 1870, monetary policy affects economic conditions only after a lag which is long and variable. Blanchard and Quah (1989) [7] appeals to an analogous argument regarding that some variables are more important at some horizons than at others. They point out that demand disturbances have a hump-shaped effect on output, which disappears after about two years, while supply disturbances have a continually increasing effect on the output which reaching a plateau after five years.
Lv (2017) [8] provides a new assumption that different variables may affect the economy through different horizons. The impulse-response function (IRF) usually employs the same variables selected one-step ahead for multi-step analyses. When a one-step-ahead structural VAR model is used for all horizons, the fluctuations of the variables selected one-step ahead may affect some omitted variables which are not in this model, then those omitted variables may affect the variables in the system significantly over long horizons. From the findings of Lv (2017) [9] , the contributions of the omitted variables may be taken by the variables in the SVAR model under the new assumption, so the traditional impulse response results may not be credible since they ignore the significant effects of these important omitted variables through a long-horizon perspective.
The innovation of this paper is that under the new assumption that variables may vary over different horizons, I test if the variables may be correlated with the error terms in the VAR model through a long-horizon perspective. To my knowledge, this is the first paper to check the biased coefficient problem of the VAR model. This paper contributes to the literature by questioning the reliability of the impulses response results derived from the existing SVAR models.
When talks about the ceteris paribus, if outside variables will not change, the estimated coefficients of variables in the SVAR models are actually overestimated. 
Interpretation
The traditional VAR model tries to add sufficient lags to make sure that the equ-ations are not misspecified and the residuals are not autocorrelated. However, if we include more lags in the model, these lags may be correlated with the error term. In this paper, since all variables in the SVAR system are considered as the combinations of shocks, I try to check if the estimated coefficients of the SVAR model are biased.
In detail, a standard SVAR model is usually given by:
where t y is a vector of the model variables, P is the lag length of the variables in the system and t u is the vector of structural shocks. the first and so on down the list. We can also write it in the form of Equation (2):
Equation (2) shows that variables are the combinations of the shocks. We can also transfer Equations (2)- (4) to make the above argument clear.
( )
According to Equations (1)- (4), t y and Likewise, Lv (2017a) [9] postulates that the estimated coefficients may be biased if the variables affect the economy through various time spans. To exemplify, I assume that one more type of shocks affect GDP in y significantly after a year for quarterly data in Equation (5):
It is possible that the shocks selected one-step ahead in t u may take the contributions of the omitted shocks t  as their own. The traditional IRFs assume that these exogenous structural innovations are independent and identically distributed random variables. The policy intuition behind this paper is that the fluctuations of economic time series may not be from random shocks, these innovations may be correlated with each other or the variables through different horizons.
Empirical Analysis
The above argument can be justified on the empirical viewpoints. The IRF, which is often used in estimating the multi-step response of one variable to an impulse in another variable in a system, has been widely used in many articles.
In this section, I use the SVAR model in Christiano et al. (CEE, 2005) [10] as an example.
Christiano, Eichenbaum, and Evans construct a model with a moderate degree of nominal rigidities that prevents a sharp rise in marginal costs, generating inertial inflation and persistent output movements after an expansionary shock to monetary policy.
The form of the CEE model is as follows: 
Table 1 presents the regression estimation of Equation (7) 2 , which shows the effect of an output shock on output over different horizons. Table 2 shows parameter estimates of Equation (8) . The coefficients of the real output shocks at time 1 t − and 5 t − are statistically significant at the 1% and 5% level, respectively. Again, I find that the relation between the lags of the output shocks and the explanatory variables on the R.H.S. of the CEE model exists, which indicates that the error term are correlated with the variables in the In Equation (9), I demonstrate the impact of the output shocks on the first lag of each variable on the R.H.S. of the CEE model. Table 3 presents the regression results of the empirical models represented by Equation (8) . The first two rows display the significance level of coefficients in Equation (7) and Equation (8), respectively. Since the estimated coefficients of the output shocks at time t and 3 t − are not significant for all variables, I drop them from Table 3 Table 3 . Statistical significance of the real output shocks for each variable in the CEE model. Table 5 reports the estimates of Equation (10) error term is more likely to be correlated with the dependent variables and explanatory variables at the same time in the VAR model. Therefore, the impulse response results may be inferred from the biased coefficients of the SVAR model and we should be cautious to interpret these results.
Conclusions
This paper has sought to provide an answer to an ignored question in the litera- The social significance of this paper is that the evidence from the SVAR models may be employed by many center banks to analyze the volatility transmission from a shock to the fluctuations in variables. For example, the oil price may not be the deep factor of recessions according to the instability of its estimated coefficient. It may be just the last straw that breaks the camel. Hence, oil price decreases may help the economy in the short horizon but the real problems which cause recessions still need to be solved.
The limitation of this research is that I only provide the possibility that the estimations of the SVAR model may be biased, but this paper cannot explain how much it will affect the results of the existing literature. For some SVAR models, the biased coefficients may not be important at all because these parsimonious models may capture the main variables which can affect all other variables in the economy. These concerns are beyond the scope of this paper and need to be further studied.
