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Violation of Bell inequality (or, Bell-type inequalities) by nonlocal correlations is justified by
relaxation of at least one of the plausible physical constraints used to model such inequality. Based
on this fact, in this letter we present a procedure to simulate three-qubit GHZ correlation relaxing
two constraints, determinism and no signaling simultaneously. We have also derived the minimum
amount of indeterminism and signaling to be introduced in a system. The corresponding number of
signaling and local bits of mutual information needed to communicate are also provided and thus
we are able to focus on utility of relaxation of these two constraints as useful resources.
PACS numbers: 03.65.Ta, 03.65.Ud, 03.67.-a
In any experiment on a model consisting of at least
two subsystems, the statistics of the experimental results
develop ceratin correlations. When the model is based
on quantum theory then in some cases the correlations
simulated cannot be obtained by any local theory. This
type of correlations are referred as non-local correlations.
Non-local correlations show deviations from correlations
that are developed in a local model. One can manifest
such correlations by the violation of Bell inequality [1].
This inequality with the modifications known as Bell-
type inequalities, are capable of distinguishing local and
non-local correlations. Violation of Bell-type inequalities
by predictions made in quantum theory implies that this
theory is capable of simulating non-local correlations.
Several attempts made recently to simulate non-local
correlations. The study of non-local correlations can be
broadly classified into four distinct categories. One cat-
egory frames non-local correlations as a resource in in-
formation processing; e.g., random number generators
[2], device independent quantum key distribution [3–5],
etc. Second category of study focusses on the ques-
tion: ”why quantum theory is not more non-local” [6].
Third group of researchers are interested to measure non-
locality. They have quantified non-locality as the mini-
mal number of classical bits that are needed to commu-
nicate from one party to another in order to simulate the
required correlation [7–10]. For example, Toner and Ba-
con [11] gave a protocol where one bit of communication
was sufficient to generate singlet correlations(considering
Von-Neumann measurements). In [12], it was shown that
for classical simulation of an n-party GHZ state, at least
n log2 n − 2n bits of communication is necessary. Using
single N-qubit entangling pulse in a network (fully con-
nected) of qubits interacting by anisotropic Heisenberg
exchange, one can also simulate GHZ correlations [13]. In
[14], quantum mechanical predictions for measurements
of arbitrary products of Pauli operators on GHZ state
were generated using a local hidden variable model in
which number of classical bits that was required to be
communicated, varied linearly with the number of qubits
used. N. Gisin [15] introduces a protocol that reproduces
three-partite GHZ correlations with bounded communi-
cations. To be more specific, it was shown that total
three bits of classical communications were sufficient for
generation of all equatorial Von-Neumann measurements
on the three-partite GHZ state.
The Bell-type inequalities together with the original
Bell inequality, were derived under the basic assumption
that these inequalities abide by some physical constraints
namely no signaling conditions, free will, determinism,
etc. M. J. W. Hall argued that the violation of any of
these inequalities by any consistent theory such as quan-
tum mechanics can be justified by relaxing one or more
than one of such physical constraints at a time[16–18].
The fourth group of study deals with the simulation of
singlet correlations with the aid of relaxed Bell inequali-
ties[16–18]. In [16], minimal degree of relaxation of mea-
surement independence for generating singlet correlations
is derived and in [17], the minimal degree of joint relax-
ation of no signaling and determinism for the same is con-
sidered. Lastly, in [18], we find simultaneous relaxation of
measurement independence, no signaling and determin-
ism. Till date relaxation of physical constraints has been
used to simulate two party non local correlations only.
Therefore, one can naturally ask the question of simulat-
ing the same for more than two parties. In this letter, we
have tried to find a solution to this problem. Our work
basically belongs to the last two groups of study. Here
we have simulated three-qubit GHZ [19] correlations us-
ing joint relaxation of no signaling and determinism as
resources and we obtain the minimal number of signaling
bits of mutual information that is needed to be communi-
cated for this purpose. We have considered two scenarios
of relaxations in this context: Simultaneous Relaxation
Scenario and Restricted Relaxation Scenario.
Consider three parties Alice, Bob and Charlie. Any
two of them are together and form a group (say, G1)
while the other one remains separated and forms a sec-
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2ond group (say, G2). In the first scenario, signaling can
take place in all possible directions between G1 and G2.
But in the second scenario, signaling is restricted to com-
munications in some possible directions between the two
groups only. Without loss of generality, we consider two
subcases in this scenario : (i) Charlie sends a signal either
one /or to both of Alice and Bob; (ii) Charlie receives a
signal to either one /or from both of Alice and Bob. This
scenario is thus a special case of the previous scenario as
any one of the three parties either sends a signal to (first
subcase) or receives a signal from (second subcase) either
one/or both of the remaining parties at a time.
Now, the degree of signaling is defined as the maxi-
mum shift possible in an underlying marginal probability
distribution for one group, due to the alteration of mea-
surement settings by the other. It may be formulated as
[17]:
Si→jk := sup
xi,x′i,xj ,xk,aj ,ak,λ
| p(jk)(aj , ak|xi, xj , xk, λ) − p(jk)(aj , ak|x′i, xj , xk, λ) |, (1)
Sij→k := sup
xi,x′i,xj ,x
′
j ,xk,ak,λ
| p(k)(ak|xi, xj , xk, λ) − p(k)(ak|x′i, x′j , xk, λ) |, (2)
∀ i, j, k ∈ {1, 2, 3} and i 6= j 6= k.
where xi ∈ {0, 1}, ∀i and ai ∈ {−1, 1}, ∀i denotes
the measurement settings and outcomes of Alice (for,
i=1), Bob (for, i=2) and Charlie (for, i=3), respectively.
Clearly, Sij→k, Si→jk ≥ 0, ∀i, j, k ∈ {1, 2, 3} and i 6= j 6=
k. For Sij→k > 0, group G1 sends a signal to G2 and G2
sends signal to G1 if Si→jk > 0. The overall degree of
signaling, for the whole system is defined as,
S := max
i,j,k
{Si→jk, Sij→k}, ∀i, j, k ∈ {1, 2, 3} and i 6= j 6= k.
(3)
The degree of indeterminism of an underlying model
may be defined as the measure of deviation of the
marginal probabilities from the deterministic values 0
and 1. The local degrees of indeterminism may be defined
as the smallest positive numbers Iij and Ii such that the
corresponding marginal probabilities lie in [0, Iij ]
⋃
[1−
Iij , 1] and [0, Ii]
⋃
[1− Ii, 1] respectively [17], i.e.,
Iij :=
sup
{xi,xj ,λ}
min
{ai,aj}
{p(ij)(ai, aj |xi, xj , λ), 1−p(ij)(ai, aj |xi, xj , λ)},
(4)
Ii :=
sup
{xi,λ}
min
{ai}
{p(i)(ai|xi, λ), 1− p(i)(ai|xi, λ)}, (5)
∀ i, j ∈ {1, 2, 3} and i 6= j.
Hence Iij (or, Ii) = 0 if and only if the corresponding
marginal is deterministic. The overall degrees of indeter-
minism for the system may be defined as,
I := max
i,j
{Iij , Ii}, ∀ i, j ∈ {1, 2, 3} and i 6= j. (6)
Complementary Relation between Signaling and Inde-
terminism: Due to signaling, any deviation in a marginal
probability value p(ij) or, p(i)(∀i) must either retain
the value in the same subinterval [0, I] (or [1 − I, 1])
for S < 1 − 2I or, shift it across the gap between the
subintervals (S ≥ 1 − 2I). This provide us the relation:
I ≥ min{S, (1− S)/2}.
Svetlichny Inequality [20]: This Bell-type inequality
(for three party correlations) can distinguish 2/1 party
non-locality from three party non-locality.
〈X1X2X ′3〉 + 〈X1X ′2X3〉 + 〈X ′1X2X3〉 + 〈X ′1X ′2X3〉
+ 〈X ′1X2X ′3〉 + 〈X1X ′2X ′3〉 − 〈X1X2X3〉 − 〈X ′1X ′2X ′3〉
≤ S.
(7)
where 〈X1X2X3〉 has its usual meaning; S ≤ 4 for 2/1
party non-local correlations; 8 ≥ S > 4 for three party
non-locality. For GHZ correlations S = 4√2 [21]. This
violation of Svetlichny inequality is used to simulate GHZ
correlations. For that we first sketch Svetlichny inequal-
ity in simultaneous relaxation scenario.
Theorem 1 : For any underlying model having values
of indeterminism and signaling of at most I and S,
S = S(I, S), where, for S < 1− 2I,
S(I, S) = 4 + 12I for 0 ≤ I ≤ 2/9,
= 48I − 4 for 2/9 ≤ I < 1/4,
= 8 for 1/4 ≤ I ≤ 1/2,
(8)
and for S ≥ 1− 2I,
S(I, S) = 8. (9)
3Proof. See Appendix.
For deterministic no signaling model Eq.(8) and Eq.(9)
reduce to the original Svetlichny inequality(7).
Simulation of GHZ correlations: If V denotes the amount
of violation of Eq.(7), S(I, S) ≥ 4 + V . By Eq.(8), this
results to I ≥ IV and/or S ≥ SV where
IV := V/12; SV := 1− V/6 for 0 ≤ I ≤ 2/9,
IV := 1/6 + V/48; SV := 2/3− V/24 for 2/9 ≤ I < 1/4.
(10)
For GHZ correlations, V = 4
√
2 − 4 [21]. Hence if
0 ≤ I ≤ 2/9, at least 0.13 amount of indeterminism
must be induced in the underlying marginal probability
distribution of the system containing G1 and G2 and/or
at least 0.72 amount of signaling must be communicated
between G1 and G2; if 2/9 ≤ I < 1/4, at least 0.20
amount of indeterminism and/or at least 0.59 amount of
signaling is required.
Quantifying Non-locality : There is an information the-
oretic interpretation of the above equation (10). The
number of non-local signaling bits of mutual information
required to communicate between two groups to simu-
late GHZ correlations quantifies non-locality [22]. From
equations (4), (5), (6), we find there is an underlying
probability distribution of marginals which is closed to
the distribution (I, 1− I) and correspondingly the Shan-
non entropy which measures the content of information is
close to H(I) = −I log2 I − (1− I) log2(1− I)[17]. Again
considering the equations (1), (2), (3), with the choice of
one of the groups measurement procedures, the other one
will obtain a marginal probability distribution (p, 1− p)
or (p+S, 1−p−S). If we consider both are equiprobable,
then the mutual information that can be communicated
between two groups is given by [17],
J(p, p+S; 1/2, 1/2) = H(
p
2
+
p+ S
2
)−1
2
(H(p)+H(p+S)),
where J attains minimum for p = 1−S2 . Thus the capacity
of a binary symmetric channel based on the maximum
probability shift S, due to signaling is C(S), given by
C(S) = 1−H( 1−S2 ) [17] bits per joint measurement. So,
by Eq.(10),
C(SV ) = 0.43 for 0 ≤ I ≤ 2/9,
= 0.71 for 2/9 ≤ I < 1/4 (11)
where C(SV ) is the channel capacity. This gives the min-
imal number of non-local signaling bits to be sent from
one group to the other.
Next we try to generate GHZ correlations under restricted
relaxation scenario.
1st sub case : Here Svetlichny inequality takes the form:
Theorem 2 : For S3→12 > 0; Si3→k > 0 (i, k ∈ {1, 2}; i 6=
k), S = S(I, S) gets modified as:
S(I, S) = 4 + 8I for S < 1− 2I
= 8 for S ≥ 1− 2I (12)
Proof: From the restrictions imposed by the statement
of the theorem, one obtain the tight upper bound,
J ≥ 2(1− 2I) for S < 1− 2I
≥ 0 for S ≥ 1− 2I (13)
Equality is obtained for S < 1 − 2I, for example, when
mi1 = mi3 = mi6 = 0(for i = 1, . . . , 8 ), mi2 = 0 (for
i = 1, . . . , 6), mi4 = 1 − mi5 = I (for i = 1, . . . , 6),
mi2 = mi4 = 1−mi5 = I (for i = 7, 8) and for S ≥ 1−2I,
when mi1 = mi3 = mi6 = 0(for i = 1, . . . , 8 ), mi2 = 0
(for i = 1, . . . , 6), mi4 = 1 −mi5 = I (for i = 1, . . . , 6),
mi2 = mi4 = mi5 = 0 (for i = 7, 8). Hence Eq.(12)
follows by using (Eq.(13) and Eq.(17)). 
2nd sub case : We now frame Svetlichny inequality in
this scenario as follows:
Theorem 3 : For S12→3 > 0; Si→j3 > 0 (i, j ∈ {1, 2}; i 6=
j), S = S(I, S) gets modified as:
S(I, S) = 4 + 4I for S < 1− 2I
= 8 for S ≥ 1− 2I (14)
Proof: This is analogous to the proof of Theorem 2. 
Comparison between different scenarios for S < 1 −
2I case: S(I, S) for Simultaneous Relaxation Scenario
lies in [4, 6.66] for 0 ≤ I ≤ 29 ; [6.66, 8) for 29 ≤ I <
1
4 ; {8} for 14 ≤ I < 12 (see FIG. 1, where X representsS for simultaneous relaxation scenario). So maximum
violation is obtained in this scenario for S < 1 − 2I.
But maximum violation is not obtained for Restricted
Relaxation Scenario where S lies in [4, 8) and [4, 6) for
1st sub case and 2nd sub case respectively (see FIG.
1, where Y and Z represent S for these two subcases of
Restricted relaxation scenario respectively).
FIG. 1: The upper bounds S(I, S) for Simultaneous Relax-
ation Scenario and Restricted Relaxation Scenario (1st sub
case,2nd sub case) are plotted for S < 1− 2I case.
4Minimal Requirements for Simulation of GHZ Correlations
Subcases Minimal Requirement Of Relaxation (IV , SV ) Minimal Amount Of Relaxation Signaling Bits Local Bits
1 I ≥ IV := V/8 and/or S ≥ SV := 1− V/4 IV = 0.20 and/or SV = 0.58 0.27 0.73
2 I ≥ IV := V/4 and/or SV := 1− V/2 IV = 0.41 and/or SV = 0.17 0.03 0.97
Conclusion: From all those we have been discussed
above, it can now safely be concluded that this work in-
troduces a generalized procedure to simulate not only
GHZ but any tripartite non-local correlations using re-
laxation of two physical constraints of determinism and
no signaling in a system. We have given the minimal de-
grees of joint relaxations of no signaling and determinism
required for simulation of tripartite GHZ correlations.
For this, we have considered two scenarios: one in which
physical constraints are relaxed for all the three parties
at a time and another scenario where partial relaxation
takes place, i.e., constraints are not relaxed at least for
one party at a time. We have also given a measure of
non local bits (in terms of signaling bits of mutual infor-
mation and also the corresponding number of local bits
hence focusing on the trade-off between the two) required
to be communicated for this purpose. Apart from its im-
portance as a possible way to generate GHZ correlations,
this work may be considered as a step towards introduc-
ing procedures to simulate multi-party correlations via
relaxation of physical constraints. Besides, in simulta-
neous relaxation scenario, the maximal violation of any
tripartite bell-type inequality is obtained in the region
S < 1− 2I (for 1/4 ≤ I < 1/2) unlike that in the bipar-
tite case where maximal violation of CHSH inequality is
obtained only when the marginals (p) lie across the gap
(S ≤ 1− 2I) [17]. But in restricted relaxation scenario,
maximal violation is obtained only across the gap. This
is indeed a striking feature, the reason for which is not
apparent and can be explored further.
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Appendix: Proof of Theorem 1.
The technique of proof is like in [17]. Proof: To obtain the relations in Eqs. (8) and (9), in case of two valued mea-
surement settings, denote the possible outcomes by ±1, and the joint measurement outcomes are ordered as (+,+,+),
(+,+,−), (+,−,+), (−,+,+), (+,−,−), (−,+,−), (−,−,+) and (−,−,−). Suppose, P (+,+,+|x1, x2, x3, λ) = c,
P (+,+|x2, x3, λ) = m1, P (+,+|x1, x2, λ) = m2, P (+,+|x1, x3, λ) = m3, P (+|x1, λ) = m4, P (+|x2, λ) = m5 and
P (+|x3, λ) = m6. For a fixed value of λ, 〈X1X2X3〉λ = 8c − 1 + 2(m4 + m5 + m6) − 4(m1 + m2 + m3). Restricting
5the range of c by the positivity condition of probability, we get
− 1 + 2{|m2 +m3 −m4|+ |m2 +m6 −m3 −m5|+ |m5 +m6 −m4 − 2m1 + |m2 +m3 −m4| − |m2 +m6 −m3 −m5||}
≤ 〈X1X2X3〉λ ≤ 1− 2{|m1 −m2|+ |1 +m1 +m2 −m4 −m5 −m6|+ |m4 +m5 +m6 − 2m3 − 1
− |m1 −m2|+ |1 +m1 +m2 −m4 −m5 −m6||}
(15)
where upper and lower bounds are attainable for suitable choices of c. Label the eight measurement settings
(x1, x2, x
′
3, ), (x1, x
′
2, x3, ), (x
′
1, x2, x3, ), (x
′
1, x
′
2, x3, ), (x
′
1, x2, x
′
3, ), (x1, x
′
2, x
′
3, ), (x1, x2, x3, ) and (x
′
1, x
′
2, x
′
3, ), by 1, 2,
3, 4, 5, 6, 7 and 8 respectively and define,
Eλ = 〈X1X2X ′3〉 + 〈X1X ′2X3〉 + 〈X ′1X2X3〉 + 〈X ′1X ′2X3〉
+ 〈X ′1X2X ′3〉 + 〈X1X ′2X ′3〉 − 〈X1X2X3〉 − 〈X ′1X ′2X ′3〉.
(16)
Using Eq. (15), Eλ becomes,
Eλ ≤ 8− 2J (17)
Where,
J =
6∑
i=1
[|mi1 −mi2|+ |1 +mi1 +mi2 −mi4 −mi5 −mi6|+ |mi4 +mi5 +mi6 − 2mi3 − 1− |mi1 −mi2|
+ |1 +mi1 +mi2 −mi4 −mi5 −mi6||] +
8∑
i=7
[|mi2 +mi3 −mi4|+ |mi2 +mi6 −mi3 −mi5|+ |mi5 +mi6 −mi4 − 2mi1
+ |mi2 +mi3 −mi4| − |mi2 +mi6 −mi3 −mi5||].
(18)
Due to indeterminism, any marginal probability must lie in [0, I] or [1− I, 1]. Due to signaling, Sij→k > 0; Si→jk >
0, ∀i, j, k ∈ {1, 2, 3}and i 6= j 6= k. Under these constraints, maximizing the quantity Eλ corresponds to minimizing
the quantity J . To proceed, suppose first that S < 1− 2I. Using this criteria,
J ≥ 2(1− 3I) for 0 ≤ I ≤ 2
9
,
≥ 6(1− 4I) for 2
9
≤ I < 1
4
,
≥ 0 for 1
4
≤ I < 1
2
.
(19)
Equality is obtained via the choices: {mi4 = I,mi6 = 1 − I,mij = 0 (for j 6= 4, 6; i = 1, . . . , 6) and
mi2 = 0, mi6 = 1 − I, mij = I (j 6= 2, 6; i = 7, 8)} for 0 ≤ I ≤ 29 , {mij = 0 (j = 1, . . . , 6; i = 7, 8),
mij = 0 (j 6= 4, 5; i = 1, 4), m14 = I,m15 = 1 − I,m45 = 0,m44 = 1, mi4 = I,mi6 = 1 − I,mij = 0
(j 6= 4, 6; i = 2, 6), mi6 = 1 − I,mij = I (j = 1, 2, 3; i = 3, 5), m34 = 0,m35 = 1 − I,m54 = 1 − I,m55 = 0} for
2
9 ≤ I < 14 and {mij = 0 (j = 1, . . . , 6; i = 7, 8), mij = 12 − I(for j = 1, 2, 3; i = 1, . . . , 6), mi6 = 0,mi4 = mi5 = 1− I
(i = 1, 4), mi5 = 0,mi4 = mi6 = 1 − I (i = 2, 5), mi4 = 0, mi5 = mi6 = 1 − I (i = 3, 6) } for 14 ≤ I < 12 . Thus, for
S < 1 − 2I, Eq.(8) immediately follows via Eq.(17 and 19). Finally, if S ≥ 1 − 2I, then J ≥ 0 where equality holds
for mij = 0 (for i = 7, 8, j = 1, . . . , 6), mi4 = I, mi5 = 1− I, mij = 0 (for j 6= 4,5; i = 1, . . . , 6). Hence Eq.(17) yields
the tight bound Eλ ≤ 8 as desired. 
