In this work, we conduct a study considering a fuzzy rule-based multiclassification system design framework based on Fuzzy Unordered Rule Induction Algorithm (FURIA). This advanced method serves as the fuzzy classification rule learning algorithm to derive the component classifiers considering bagging and feature selection. We develop an exhaustive study on the potential of bagging and feature selection to design a final FURIA-based fuzzy multiclassifier dealing with high dimensional data. Several parameter settings for the global approach are tested when applied to twenty one popular UCI datasets. The results obtained show that FURIA-based fuzzy multiclassifiers outperform the single FURIA classifier and are competitive with C4.5 multiclassifiers and random forests.
Introduction
Multiclassification systems (MCSs) (also called multiclassifiers or classifier ensembles) have been shown as very promising tools to improve the performance of single classifiers when dealing with complex, high dimensional classification problems in the last few years. 29 This research topic has become especially active in the classical machine learning area, considering decision trees or neural networks to generate the component classifiers, but also some work has been done recently using different kinds of fuzzy classifiers. 4, 9, 30, 32, 37, 45, 52 Fuzzy Unordered Rule Induction Algorithm (FURIA) 23, 24 is a powerful fuzzy classification rule learning algorithm that can deal with a very common problem of fuzzy rule-based classification systems (FRBCSs), the so-called curse of dimensionality. 26 By combining advantages of the RIPPER algorithm 10 with fuzzy logic, this algorithm is able to generate simple and compact sets of fuzzy classification rules, even when tackling datasets with a large amount of features. Apart from its ability to deal with high dimensional datasets, this approach has shown a performance advantage in comparison to classical machine learning methods such like RIPPER 10 and C4.5.
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An individual classifier must provide different patterns of generalization in order to obtain a diverse set of classifiers composing a highly accurate ensemble.
29,51
Otherwise, the ensemble would be composed of the same or similar classifiers and would provide a similar accuracy to the single one. There are several techniques in order to obtain diversity among the classifiers. Bagging 7 and boosting 41 are the two most popular generic approaches to do so. 19 There are also other more recent proposals considering other ways to promote disagreement between the component classifiers, with feature selection being an extended strategy. 20 All in all, it turned out that a combination between bagging and feature selection is a generic approach leading to good MCS designs for any kind of classifier learning method. 34, 44 In this paper we aim to study the performance of FURIA-based fuzzy MCSs, and propose a new framework being able to deal with high dimensional datasets. Our proposal focuses on the combination of a quick FRBCS design method with bagging and a quick feature selection method. We will show how this combination is both efficient, due to its inherent parallelism, and accurate, thanks to the high quality of the base classifier. Several FURIA-based fuzzy MCS composition designs are tested including bagging, feature selection, and the combination of bagging and feature selection. We considered three different types of feature selection algorithms: random subspace, 20 mutual information-based feature selection (MIFS), 3 and the randomgreedy feature selection based on MIFS and the GRASP approach, 18 although the methodology is flexible to incorporate any other feature selection approach.
In order to test the accuracy of the proposed fuzzy MCSs, we conduct comprehensive experiments with 21 datasets taken from the UCI machine learning repository and provide a deep study of the results obtained. Finally, our approach is compared against two state-of-the-art MCS algorithms (bagging decion trees 17 and random forests 8 ) and also with an application of the fuzzy MCS generation approach 13, 14 with other, less powerful fuzzy classifier derivation method.
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This paper is structured as follows. The next section presents a state of the art about MCSs and fuzzy MCSs. In Sec. 3 the FURIA algorithm is described, while Sec. 4 recalls our approach for designing FURIA-based fuzzy MCSs. The experiments developed and their analysis are shown in Sec. 5. Finally, Sec. 6 collects some concluding remarks and future research lines. 
Background and Related Work
This section explores the current literature related to the generation of fuzzy rulebased multiclassification systems (FRBMCSs). The techniques used to generate MCSs and fuzzy MCSs are described in Secs. 2.1 and 2.2, respectively.
Related work on MCSs
A MCS is the result of the combination of the outputs of a group of individually trained classifiers in order to get a system that is usually more accurate than any of its single components. 29 These kinds of methods have gained a large acceptance in the machine learning community during the last two decades due to their high performance. Decision trees are the most common classifier structure considered and much work has been done in the topic, 2,17 although they can be used with any other type of classifiers (the use of neural networks is also very extended, see for example Ref. 33 ).
There are different ways to design a classifier ensemble. On the one hand, there is a classical group of approaches considering data resampling to obtain different training sets to derive each individual classifier. In bagging, 7 they are independently learnt from resampled training sets ("bags"), which are randomly selected with replacement from the original training data set. Boosting methods 41 sequentially generate the individual classifiers (weak learners) by selecting the training set for each of them based on the performance of the previous classifier(s) in the series. Opposed to bagging, the resampling process gives a higher selection probability to the incorrectly predicted examples by the previous classifiers.
On the other hand, a second group can be found comprised by a more diverse set of approaches which induct the individual classifier diversity using some ways different from resampling. 54 Feature selection plays a key role in many of them where each classifier is derived by considering a different subset of the original features. 51, 53 Random subspace, 20 where each feature subset is randomly generated, is one of the most representative methods of this kind.
Finally, there are some advanced proposals that can be considered as combinations of the two groups. The most extended one could be random forests, 8 where the individual classifiers are decision trees learnt from a resampled "bag" of examples, a subset of random variables is selected at each construction step, and the best split for those selected variables is chosen for that node.
The interested reader is referred to 2, 33 for two surveys for the case of decision tree (both) and neural network ensembles (the latter), including exhaustive experimental studies.
Previous work on fuzzy MCSs
The use of boosting for the design of fuzzy classifier ensembles has been considered in some works, taking the weak learners as fuzzy variants of neural networks: 36, 52 as granular models, 37 as neuro-fuzzy systems, 42 as well as single fuzzy rules.
15,21,39
However, only a few contributions for bagging fuzzy classifiers have been proposed considering, fuzzy adaptive neural networks, 36 fuzzy neural networks (together with feature selection), 46 fuzzy clustering-based classifiers, 50 neuro-fuzzy systems, 9 and fuzzy decision trees 4, 30 as component classifier structures. Especially worth mentioning is the contribution of Bonissone et al. 4 This approach hybridizes Breimann's idea of random forests 8 with fuzzy decision trees.
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Such resulting fuzzy random forest combines characteristics of MCSs with randomness and fuzzy logic in order to obtain a high quality system joining robustness, diversity, and flexibility to not only deal with traditional classification problems but also with imperfect and noisy datasets. The results show that this approach obtains good performance in terms of accuracy for all the latter problem kinds.
In our previous studies, 12, 13, 48, 49 we proposed a MCS methodology based on classical MCS design techniques such as bagging and feature selection with a fuzzy rule-based classification system (FRBCS) as a base classifier. The fuzzy classification rule learning algorithm considered was the basic heuristic method proposed by Ishibuchi. 26 A multicriteria genetic algorithm (GA) was used for a static component classifier selection from FRBMCSs guided by several fitness functions based on training error and likelihood, as well as bicriteria fitness functions based on training error and likelihood or diversity measures.
Some other contributions based on the use of GAs should also be remarked. On the one hand, an FRBCS ensemble design technique is proposed in Ref. 1 considering some niching GA-based feature selection methods to generate the diverse component classifiers, and another GA for classifier fusion by learning the combination weights. On the other hand, another interval and fuzzy rule-based ensemble design method using a single-and multiobjective genetic selection process is introduced in. 31, 32 In this case, the coding scheme allows an initial set of either interval or fuzzy rules, considering the use of different features in their antecedents, to be distributed among different component classifiers trying to make them as diverse as possible by means of two accuracy and one entropy measures. Besides, the same authors presented a previous proposal in Ref. 27 , where an EMO algorithm generated a Pareto set of FRBCSs with different accuracy-complexity trade-offs to be combined into an ensemble.
FURIA
Fuzzy Unordered Rules Induction Algorithm (FURIA) 23, 24 is an extension of the state-of-the-art rule learning algorithm called RIPPER, 10 having its advantages such like simple and comprehensible fuzzy rule base, and introducing new features. FURIA provides three different extensions of RIPPER: i) it takes an advantage of fuzzy rules instead of crisp ones, ii) it applies unordered rule sets instead of rule lists, and iii) it proposes a novel rule stretching method in order to manage uncovered examples. Below the said features of FURIA are reviewed. 
Unordered rule base instead of the list of rules
The first extension of FURIA is the following. It deals with a standard unordered rule base (RB) instead of a decision list, as the latter provides one crucial disadvantage. Particularly, a list of rules favors a default class, that introduces a bias. Here, for each class, a set of rules is generated using the one-vs.-rest strategy. Thus, FURIA separates each class from the other classes. In consequence, there is no default rule and the order of the rules is not important.
However, this new approach has two drawbacks. The first one concerns a conflict which arises when having the same coverage of several rules from different classes. The second one may take place when an example is not covered by any of the rules. The first drawback is rather unlikely to occur, even though in case it occurs, it may be resolved easily. The latter issue is solved by introducing a novel rule stretching method as described below.
Fuzzification of the RIPPER rules
The fuzzification of the RIPPER (crisp) rules corresponds to the transformation of the crisp values into the fuzzy ones, that is fuzzy sets with trapezoidal membership functions. Based on the training set the best fuzzy interval is generated. Considering the intervals of the crisp rules I i as the cores [b i , c i ] of the fuzzy rule, a learning process aims at determining the optimal size of the supports of each of the antecedents [a i , d i ]. It must be pointed that only the subset D i T of the training set D T that have not been already covered by any of the antecedents (A j ∈ F I j , j = i) is considered in order to build a single antecedent (A i ∈ I i ):
Then, the D i T is divided into two subsets, the positive subset D i T + and the negative subset D i T − . The following measure, called rule purity, is used in order to check the quality of the fuzzification:
where
The rule fuzzification procedure is greedy and it iterates over all antecedents calculating the best fuzzification in terms of purity (see Eq. 
T , x i > c. In case of a tie, the larger fuzzy set, the one having a larger distance from the core, is selected. Then, the antecedent with the highest purity value is selected to be fuzzified. The whole process ends up when all antecedents are fuzzified. This procedure is repeated only once, as it has been noticed that in almost all cases convergence is obtained after the first iteration.
Fuzzy classification rule structure and fuzzy reasoning method
Fuzzy rules of FURIA are composed of a class C j and a certainty degree CD j in the consequent, the most extended fuzzy classification rule structure. 11, 26 The final form of a rule is the following:
R j : If x 1 is A j1 and . . . and x n is A jn then Class C j with CD j ; j = 1, 2, . . . , N .
The certainty degree of a given example x is defined as follows:
where D Cj T stands for a subset of the training set in which the instances are affected to the class C j . The fuzzy reasoning method used is the so-called voting-based method. 11, 25 In this approach, each fuzzy rule makes a vote for its consequent class. The vote strength of the rule is calculated as the product of the firing degree µ Cj r (x) and the certainty degree CD j . The final decision given as the output is the class with the largest value of the accumulated vote, which is calculated as follows:
where h is the class for which the accumulated vote is computed. In this approach, all compatible fuzzy rules are responsible for the classification, which should provide a higher robustness. It must be pointed that when there is no rule of any class covering a given example x, a rule stretching procedure, explained in Sec. 3.4, is executed.
Rule stretching
In case some examples of the training dataset not covered by any rule exist, a procedure, called rule stretching or rule generalisation, is applied. This algorithm enlarges the covering surface of the rules by deleting at least one antecedent from each of the rules. The generalization procedure aims to reach a minimal state i.e. only the minimal amount of antecedents are removed. In FURIA, rule stretching treats antecedents in the same order in which they were learned. Thus, it introduces implicitly a degree of importance among the antecedents, which decreases the complexity of the approach. The final list is then obtained by cutting the entire antecedents list at the point where an antecedent not satisfying a given example is encountered. To check that general rules are obtained, the following measure is used:
where p and n are respectively the number of positive and negative examples covered by the rule, while m is the size of the entire antecedents list and k is the size of the generalized list. Note that the second part of the measure aims at discarding heavily pruned rules, as pruning is rather decreasing the relevance of the rule. The interested reader is referred to 23, 24 for more details regarding the description of FURIA and its improvements with respect to the RIPPER algorithm.
Bagging FURIA-Based Fuzzy MCSs
In this section we will detail how the FURIA fuzzy MCSs are designed. A normalized dataset is split into two parts, a training set and a test set. The training set is submitted to an instance selection and a feature selection procedures in order to provide individual training sets (the so-called bags) to train FURIA classifiers. After the training, we get a FURIA-based fuzzy MCS, which is validated using the training and the test errors, as well as a measure of complexity based on the total number of component classifiers obtained from FURIA. The whole procedure is graphically presented in Fig. 1 . 
FURIA-based fuzzy MCS design approaches
In Refs. 34 and 44, it was shown that a combination between bagging and feature selection composed a general design procedure which usually leads to good MCS designs, regardless the classifier structure considered. Hence, we decided to follow that idea and we integrate FURIA into a framework of that kind. We aim to combine the diversity induced by the MCS design methods and the robustness of the FURIA method in order to derive good performance fuzzy rule-based MCSs for high dimensional problems. We also try a combination of FURIA with bagging and feature selection separately in order to analyze which is the best setting for the design of FURIA-based fuzzy MCSs.
The term bagging is an acronym of bootstrap aggregation and refers to the first successful method proposed to generate MCSs. 7 This approach was originally designed for decision tree-based classifiers, however it can applied to any type of model for classification and regression problems. Bagging is based on bootstrap and consists of reducing the variance of the classification by averaging many classifiers that have individually been tuned to random samples that follow the sample distribution of the training set. The final output of the model is the most frequent value, called voting, of the learners considered. Bagging is the most effective when dealing with unstable classifiers, what means a small change in the training set can cause a significant change in the final model. In addition, it is recommended when a given dataset is composed of small amount of examples. Furthermore, bagging enables a parallel and independent learning of the learners in the ensemble.
In this contribution, the bags are generated with the same size as the original training set, as commonly done. Three different feature selection methods, random subspace, 20 mutual information-based feature selection (MIFS), 3 and a randomgreedy feature selection method based on MIFS and the GRASP approach, 18 are considered. For each feature selection algorithm three different feature subsets of different sizes, which are based on the initial number of features in the classification problem, are tested.
Random subspace is a method in which a subset of features is randomly selected from the original dataset. Alternatively, the greedy Battiti's MIFS method is based on a forward greedy search using the mutual information measure, 43 with regard to the class. This method orders a given set S of features by the information they bring to classify the output class considering the already selected features. The mutual information I(C, F ) for a given feature F is defined as:
where P (c), P (f ) and P (c, f ) are respectively the values of the density function for the class, the feature variables, and the joint probability density. In the MIFS method, a first feature f is selected as the one that maximizes I(C, f ), and then the features f that maximize Q(f ) = I(C, f ) − β s∈S I(f, s) are sequentially chosen until S reaches the desired size. β is a coefficient to reduce the influence of the information brought by the already selected features. The random-greedy variant is an approach where the set is generated by iteratively adding features randomly chosen from a restricted candidate list (RCL) composed of the best τ percent features according to the Q measure at each selection step. Parameter τ is used to control the amount of randomness injected in the MIFS selection. With τ = 0, we get the original MIFS method, while with τ = 1, we get the random subspace method.
Random search such as random subspace for feature selection is a well-known approach in the multiclassifiers research field. 4, 5, 8, 17, 20 Nevertheless, the use of a heuristic such as a randomized variant of greedy Battiti's MIFS 3 combined with FURIA, which is a tree-based fuzzy rule generation approach, may lead to a performance improvement. Note that the greedy Battiti's MIFS leads always to the same subset of features, thus this approach fails to provide MCSs with enough diversity when considered as the only MCS approach, i.e., without being combined with bagging. No matter which its size is, such ensemble will always provide the same result and will be skipped in the experimentation part regarding FURIA-based fuzzy MCSs combined with feature selection.
Finally, no weights are considered to combine the outputs of the component classifiers to take the final MCS decision, but a pure voting combination method is applied: the ensemble class prediction will directly be the most voted class in the component classifiers output set.
Experiments and Analysis of Results
This section presents all the experiments performed. Section 5.1 introduces the experimental setup. In Sec. 5.2 we check the good quality of single FURIA dealing with high dimensional problems with many features. Section 5.3 presents the combination of FURIA-based fuzzy MCSs with bagging, but without feature selection. Section 5.4 is devoted to the construction of FURIA-based fuzzy MCSs combined with feature selection only. Then, Sec. 5.5 shows results of FURIA-based fuzzy MCSs combined with bagging and feature selection. Section 5.6 summarizes all the experiments developed reporting an advantage of our FURIA-based fuzzy MCS with bagging and compares them against some other well established MCS design methodologies such as bagging decision trees, random forests, and Ishibuchi-based fuzzy MCSs, which is based on the same fuzzy MCS design methodology but with a different fuzzy classifier design method.
Experimental setup
To evaluate the performance of the generated FURIA-based fuzzy MCSs, we have selected twenty one datasets with different characteristics concerning the number of examples, features, and classes from the UCI machine learning repository (see Table 1 ). In order to compare the accuracy of the considered classifiers, we used Dietterich's 5×2-fold cross-validation (5×2-cv), which is considered to be superior to paired k-fold cross validation in classification problems.
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Three different feature subsets of different sizes (called Small, Medium, and Large), which are relative with respect to the initial size of features of the classification problem, are tested for the FURIA-based fuzzy MCSs using feature selection. The considered rule to select a feature subset size is following: if the size of an initial feature set is smaller than 10, then the Small feature subset size is equal to 3, the Medium feature subset size is equal to 4, and the Large feature subset size is equal to 5. If the size of an initial feature set is between 10 and 20, then the Small feature subset size is equal to 5, the Medium feature subset size is equal to 7, the Large feature subset size is equal to 9. Finally, if a size of an initial feature set is larger than 30, then the Small feature subset size is roughly equal to 10% of the initial set, the Medium feature subset size is roughly equal to 20% of the initial set, and the Large feature subset size is roughly equal to 30% of the initial set (see Table 2 ).
As described in Sec. 4.1, these features are to be selected by means of three different approaches: the greedy Battiti's MIFS filter feature selection method, 3 the Battiti's method with GRASP (with τ equal to 0.5, see Sec. 4.1), and random subspace. 20 Battiti's method has been run by considering a discretization of the real-valued attribute domains in ten parts and setting the β coefficient to 0.1.
The FURIA-based fuzzy MCSs generated are initially comprised by 3, 5, 7, and 10 classifiers in order to evaluate the impact of the ensemble size in the accuracy of the obtained MCS. A small number of component fuzzy classifiers (up to 10) is considered in this first study. Larger numbers are left for future works as well as the consideration of a classifier selection mechanism.
All the experiments have been run in a cluster at the University of Granada on Intel quadri-core Pentium 2.4 GHz nodes with 2 GBytes of memory, under the Linux operating system.
As there are many different variants and parameter values to be tested, analysis of the obtained results will be performed in parts and following an incremental approach for the sake of comprehensibility.
Despite of accuracy, which is not always believed to be the best choice, more advanced metrics are considered. From a confusion matrix presented in Table 3 , which considers independently positive and negative class examples, one can obtain four performance metrics considering positive and negative classes independently: A well-known method of presenting the performance of classification is the Receiver Operating Characteristic (ROC) curve, 6 showing a trade-off between the benefits (T P r ) and costs (F P r ) of a classifier. From that, the Area Under the ROC Curve (AU C) 22 can be obtained, which summarizes the performance of the classifier. The AU C is calculated as follows:
Since we deal with multi-class problems in opposite to what the AU C metric was designed for (in principle, it only serves for binary problems), we use the well-known one-versus-all strategy. In this case, for each class we calculate the AU C treating all the examples belonging to the given class as positive ones and the examples belonging to any other class as the negative ones. In the final results we consider the average AU C value.
We use this metric to perform the final comparison between the best choices of FURIA-based fuzzy MCSs against some other well established MCS design methodologies such as bagging decision trees and random forests, as well as against Ishibuchi-based fuzzy MCSs.
Single FURIA-based fuzzy classifier for high dimensional problems
In the first place, we have conducted experiments on a single FURIA-based fuzzy classifier without feature selection in order to observe its behavior on the different datasets selected. Notice that, some of them can be considered to be high dimensional, either with respect to the number of features or with respect to the number of examples. We may observe that FURIA in isolation is able to deal with high dimensional datasets with many features (for instance optdigits, which has 64 features) as well as with many examples (for instance letter, which has 20.000 examples), providing good quality results (see Table 4 ). Our aim in the reminder of this section is to check if the use of fuzzy MCSs based on FURIA allows us to improve the latter capability by obtaining a more accurate classification system.
Bagging FURIA-based fuzzy MCSs
In this subsection, we would like to analyze the behavior of bagging FURIA-based fuzzy MCSs composed of a small number of classifiers. As said, ensembles of sizes Thus, we may conclude that FURIA-based fuzzy MCSs with bagging only is a good approach.
Moreover, we would like to provide an analysis of the influence of the ensemble size on the test error. We will compare the following ensemble size parameters in a pairwise manner: 3 vs. 5; 5 vs. 7; and 7 vs. 10. Comparing the ensemble size of 3 against 5, it can be noticed that bagging FURIA-based fuzzy MCSs composed of 5 classifiers obtain the best results in 20 out of 21 cases (+1 tie). Then, comparing the ensemble size of 5 against 7, it can be noticed that bagging FURIA-based fuzzy MCSs composed of 7 classifiers obtain the best results in 15 out of 21 cases (+5 ties). Finally, comparing the ensemble size of 7 against 10, it can be noticed that bagging FURIA-based fuzzy MCSs composed of 10 classifiers obtain the best results in 15 out of 21 cases (+2 ties). It can be seen that globally, the larger the number of classifiers, the lower the test error. However, in some cases (4 out of 21, +2 ties) bagging FURIA-based fuzzy MCSs composed of 7 classifiers outperform those composed of 10 classifiers. Hence, the optimal number of component classifiers for the bagging FURIA-based fuzzy MCSs seem to be an important parameter to keep in mind when designing a classifier system of this kind. As said, we will consider this issue in future works.
Comparison of two feature selection approaches for the generation of FURIA-based fuzzy MCSs
In this subsection we present results from the experiment conducted concerning the use of two different feature selection approaches to generate FURIA-based fuzzy MCSs, namely random and randomized greedy feature selection (see Sec. 4.1). Note that, as mentioned in that section, greedy feature selection is not considered due to its lack of diversity. Tables 6, 9 and 12 presents a set of FURIA-based fuzzy MCSs based on Randomgreedy feature selection with Small, Medium, and Large feature subset sizes respectively, while Tables 7, 10 Random subspace feature selection with Small, Medium, and Large feature subset sizes respectively (the best result for each dataset is shown in boldface). Each table shows different sizes of MCSs from 3 to 10, namely 3, 5, 7, and 10.
A comparison between FURIA-based fuzzy MCSs based on Random-greedy feature selection and FURIA-based fuzzy MCSs based on Random subspace feature We will do three types of analyses of the obtained results. In the first analysis, we will compare the two different feature selection algorithms between them, in the second we will compare the different sizes of feature selection subsets considered, and finally we will benchmark the FURIA-based fuzzy MCS derived by the best previous feature selection approach against the single FURIA-based fuzzy classifier.
Feature selection approaches
In our first analysis, we are analyzing the influence of the use of the two different feature selection algorithms. We will consider Small, Medium, and Large feature subsets separately. We will first focus on Small feature subsets (Table 8) . From this table, it can be noticed that the Random-greedy approach seems to perform better when considering Small feature subsets overall.
Let us consider now the analysis of Medium feature subsets (Table 11) . From this table, it can be noticed that the conclusion drawn in the previous paragraph is not as clear as in the previous case. Notice that, the performance of the Random subspace approach improves as long as the number of component classifiers is increased obtaining better results when considering the ensemble size 10.
Finally, let us consider Large feature subsets (Table 14) . From this table, it can be noticed that the Random subspace approach again performs better as long as the ensemble size is increased.
In summary, taking into account all the ensemble sizes, the Random-greedy approach obtains the best results in 139 out of 252 cases (+24 ties), while Random subspace does so in 89 cases (+24 ties). The summary of the results is presented in Table 15 in terms of a summarized matrix showing the number of wins, ties, and loses obtained for the two feature selection algorithms for each ensemble size. In view of these results, we will consider Random-greedy as the best choice from now on.
Feature selection subset sizes
In our second analysis, we are comparing the different sizes (Small, Medium, and Large) for the considered feature selection subsets in order to determine the influence of this parameters. From the results reported in Table 16 , it can be noticed that the Large feature subsets for generating FURIA-based fuzzy MCSs significantly outperform the other sizes. This is a sensible result keeping in mind that FURIA incorporates an advanced feature selection criterion based on an information gain measure. This conclusion is confirmed in Table 17 showing average and standard deviation values computed for each of the feature selection approaches for the different ensemble sizes. Considering the conclusions obtained in the first analysis (see previous subsection) and the current ones, from now on we will select the Random-greedy feature selection approach with Large feature subsets when dealing with FURIA-based fuzzy MCSs with feature selection in isolation. In Table 17 it can be seen that FURIAbased fuzzy MCSs based on Random-greedy outperform FURIA-based fuzzy MCSs based on Random subspace for all the feature subset sizes. Notice that, the global average and standard deviation values, which are presented in the last column of the table, also show how Random-greedy presents an advantage over the latter approach.
Benchmarking against the single FURIA-based fuzzy classifier
In our third analysis, we are comparing the FURIA-based fuzzy MCS derived by the best previous feature selection approach against the single FURIA-based fuzzy classifier. In view of Table 18 , it can be noticed that the performance of FURIAbased fuzzy MCS derived by the Random-greedy is lower than those obtained by the bagging FURIA-based fuzzy MCS without feature selection (see Sec. 5.3). While the latter approach outperformed the single classifier in 76 out of 84 cases, the former one only does so in 64 cases. This performance decrease is related to the already mentioned inner feature selection mechanism on FURIA, which could make bagging better than an additional feature selection approach to induce diversity in a FURIA-based fuzzy MCS. This issue will be analyzed more deeply in Sec. 5.6.
Combination of FURIA with bagging and feature selection
In this subsection, we present the results of the FURIA-based fuzzy MCSs obtained from the combination of bagging and the three feature selection algorithms considered (see Sec. 4.1). In the previous subsection we have skipped Greedy Battiti's MIFS because of its inability to induce an appropriate diversity, however here it could become a good choice when combined with bagging. This experiment is made with the aim to check if, as expected, the additional diversity induced when combining both MCS design methodologies allows us to generate the most accurate ensembles as happened with other kinds of classifiers.
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Each table (Tables from 19 to We will do three types of analyses taking into account the test errors obtained. In the first analysis, we will compare the performance of the three different feature selection algorithms, in the second analysis we will compare the different sizes (Small, Medium, and Large) for the feature selection subsets, and finally we will benchmark the FURIA-based fuzzy MCS derived by the best previous feature selection approach against the single FURIA-based fuzzy classifier. 
Feature selection approaches
In our first analysis, we are comparing the three different feature selection algorithms among them.
Looking at all Small, Medium, and Large feature subsets (Tables 22, 26 , and 30) it can be noticed the same conclusion. The three different feature selection approaches perform quite similarly. In view of the results obtained it is rather hard to point out one of the solutions. Table 31 summarizes the obtained results in the form of a summarized matrix showing the number of wins, ties, and loses for three feature selection algorithms for each ensemble size. In view of the overall results, collected in the best row of the table, we can maybe highlight the performance of the Greedy feature selection approach to generate FURIA-based fuzzy MCSs when combined with bagging. Nevertheless, the results are still not so conclusive. We will try to draw more categorical conclusions in the next subsection. 
Feature selection subset sizes
In our second analysis, we are comparing different sizes (Small, Medium, and Large) for feature selection subsets. From results reported in Table 32 , it can be noticed that the use of Large feature subsets for generating FURIA-based fuzzy MCSs considering both bagging and feature selection allows us to significantly outperform the other feature subset sizes. Considering a comparison between these three feature selection approaches for Large feature subsets (i.e., recalling Table 30 ) it is still ambiguous to determine which approach is the best one. Although the Greedy feature selection approach seems to obtain the best performance, this conclusion is deceptive as it is strongly biased by the combinations with the smallest number of classifiers, which are the worst performing ones overall.
Because of all the latter facts, let us examine the best overall results for all the combinations (Tables 19 to 21, 23 to 25, 27 to 29, best result for each dataset shown in boldface). Both FURIA-based fuzzy MCSs considering bagging with Randomgreedy feature selection and bagging with Random subspace feature selection obtained the best overall performance in 6 out of 21 cases (+4 ties), whereas FURIAbased fuzzy MCSs considering bagging and Greedy feature selection does so 4 times (+3 ties). In view of this analysis and that developed in the previous subsection, from now on we will take into account only the Random-greedy feature selection with Large feature subsets, when dealing with FURIA-based fuzzy MCSs with bagging and feature selection.
This conclusion is confirmed in Table 33 presenting average and standard deviation values computed for each of the feature selection approaches for different ensemble sizes. It can be seen that FURIA-based fuzzy MCSs based on Randomgreedy outperform FURIA-based fuzzy MCSs based on the other two feature selection approaches in all the cases. Considering the global average and standard deviation values, which are presented in the last column of the table, Random-greedy also presented advantage over the other two approaches, although the differences with respect to the Greedy method are not very significant. In our third analysis, we are comparing the FURIA-based fuzzy MCSs derived by the best previous feature selection approach combined with bagging against the single FURIA-based fuzzy classifier. In view of Table 34 , it can be noticed that overall, FURIA-based fuzzy MCSs generated from Bagging and Random-greedy feature selection outperform the single classifier in 70 out of 84 cases (+3 ties), an intermediate number between those of the other two variants analyzed in the previous Secs. 5.3 (bagging only, 76) and 5.4 (feature selection only, 64).
Final comparison of FURIA-based fuzzy MCSs
This subsection presents a joint comparison of all the FURIA-based fuzzy MCSs variants proposed. The main aim of this contribution is to obtain FURIA-based fuzzy MCSs which, apart from improving the accuracy of the single FURIA-based fuzzy classifier, are able to be competitive with the state-of-the-art MCSs when dealing with high dimensional datasets. In principle, it seems that the best choice is a combination between bagging and a feature selection algorithm to obtain wellperforming FURIA-based fuzzy MCS, as it should induce a high amount of diversity into the base classifiers. 34, 44 In order to test that assumption we will compare this FURIA-based fuzzy MCS approach, that from now on will be called the reference approach, against the remaining variants resulting from FURIA-based fuzzy MCS generation methodology, i.e. the use of bagging and feature selection in isolation.
In addition, in order to test the performance of our approach, we compare it with two state-of-the-art algorithms: C4.5 decision tree 38 MCSs generated from bagging, 17 and random forests. 8 Moreover, we compare it against an application of the fuzzy MCS design approach with other, less powerful, fuzzy classifier derivation method.
13,14 For that we choose Ishibuchi's fuzzy classification rule generation method. Table 27 . FURIA-based fuzzy MCSs for small ensemble sizes with bagging and Greedy feature selection. Large feature subsets. Firstly, we are comparing average and standard deviation values computed for each of the FURIA-based fuzzy MCSs considering all the parameters selected for the different ensemble sizes. These two values constitute a measure of the average performance of the different variants over all considered datasets. Table 35 collects these results where the last column provides global statistics for each of the approaches. Considering all the ensemble sizes and also the global average values, bagging FURIA-based fuzzy MCSs significantly outperform the other two approaches. From this comparison, it seems that the use of the bagging approach in isolation is the best choice. As it has been already mentioned, this could be due to the internal feature selection provided by FURIA. In that case, inducing diversity by an external feature selection is not a good option, since it decreases the information provided to the classifier.
Secondly, in order to compare FURIA-based approaches, we gather the best result of each approach for each dataset independently of the parameter choice such as number of classifiers, feature subset size, and feature selection method. The results are presented in Table 36 , which consists of statistics (5 × 2-cv training and testing errors) and algorithm parameters (feature selection algorithm -feat. sel., feature subset size -feat. subset. size, number of classifiers -nr of cl.) for each of the twenty one datasets. The three feature selection algorithms are considered, Greedy -G, Random-greedy -RG, and Random subspace -R, where the feature subset size may be Small -S, Medium -M, and Large -L. The best accuracy obtained for each given dataset is emphasized in bold font. Hence, it seems that FURIA-based MCSs obtained from bagging is the best choice, especially when dealing with high dimensional datasets such like letter, magic, sat, segment, spambase, texture, and waveform. However, it is difficult to say that only bagging FURIA-based MCSs deals well with high dimensional datasets, since FURIA-based MCSs obtained from feature selection obtains the best results for optdigits and pendigits. FURIA-based MCSs obtained from joint bagging and feature selection, which was originally considered as the reference approach, turned out to be a rather secondary choice performing well only with a few datasets (e.g. pendigits, and waveform).
Finally, let us develop here a comparison between FURIA-based fuzzy MCSs and the single FURIA classifier. It can be noticed that, in every case, FURIAbased MCSs overcome the single classifier. Besides, each of the three variants does so in 19 out of 21 cases.
In our second analysis, we are comparing the best choices of FURIA-based fuzzy MCSs with two state-of-the-art algorithms, bagging C4.5 MCSs and random forests, as well as with the use of the same methodology combined with a different fuzzy classifier generation method, Ishibuchi-based fuzzy MCS. The obtained results are presented in Table 37 , which consists of 5 × 2-cv train and test error values. In all algorithms, we only consider the best obtained result in terms of accuracy for each dataset and highlighted the best values in boldface.
The following conclusions arise comparing FURIA-based fuzzy MCSs to C4.5 MCSs, random forests, and Ishibuchi-based fuzzy MCS: our approach outperforms the other algorithms in 11 out of 21 cases, while random forests obtains the best result in the 7 cases (+1 tie). Ishibuchi-based fuzzy MCSs obtain the best result twice, while C4.5 MCSs only obtains one tie. Note that our approach shows the best performance in 5 out of 10 high dimensional datasets (sonar, optdigits, pendigits, texture, waveform).
We were also interested in answering the question: would another evaluation metric change the latter conclusion? To do so, Table 38 shows a comparison of the same four methods based on the AUC metric values. In view of those results, similar observations are found. FURIA-based fuzzy MCSs outperform the other algorithms in 9 out of 21 cases (+2 ties), while random forests obtains the best result in the 7 cases (+2 tie). C4.5 MCSs achieve the best result four times, while Ishibuchi-based fuzzy MCSs do so only once. 
Overall conclusions
From the results obtained in the developed experiments we may conclude that the design of FURIA-based fuzzy MCSs is a competitive approach with respect to the classical state-of-the-art MCS design methods. Note that the same fuzzy MCS design methodology with a poor fuzzy classifier generation method does not provide good results. Hence, further research in this topic could lead to a promising methodology to design accurate fuzzy MCSs. Basically, the global insights of our proposal are:
• A framework based on a quick and accurate fuzzy classification rule learning algorithm, namely FURIA, can be competitive if not better than two state-ofthe-art machine learning classifier ensembles.
• The proposed FURIA-based fuzzy MCSs are accurate and can be directly applied on high dimensional datasets, high in terms of large number of attributes, number of instances, and/or number of classes, thanks to the fact we use FURIA as a component classifier.
• Due to the application of bagging to the MCSs, we obtained an approach being able to run the classifiers in parallel, thus being time efficient.
• FURIA-based fuzzy MCSs with bagging clearly outperform FURIA-based fuzzy MCSs with feature selection and FURIA-based fuzzy MCSs with bagging and feature selection. Thus, it is the recommended MCSs combination method.
• From the feature selection approaches Random-greedy turned out to be the best approach. This conclusion is not so clear, though. Notice that, considering FURIA-based fuzzy MCSs with bagging and feature selection average results for Greedy feature selection are not much worst than the ones with Random-greedy feature selection.
• Overall, it can be noticed that the larger the number of classifiers forming the fuzzy MCS, the lower the test error. Mostly, MCSs composed of 10 classifiers obtain the lowest test error, although in some cases MCSs composed of 7 classifiers outperformed the ones composed of 10.
Concluding Remarks
In this study, we proposed a methodology in which a bagging approach together with a feature selection technique is used to train FURIA-based fuzzy classifiers in order to obtain a fuzzy rule-based MCS. We used a single winner-based method on top of the base classifiers. This design allows our system to be both efficient by its inherent parallelism and accurate by the high quality of the base classifier when dealing with high dimensional datasets. We tested FURIA-based fuzzy MCSs with bagging, feature selection, and the combination of both of them. By using the abovementioned techniques, we aimed to obtain fuzzy MCSs dealing with high dimensional data.
We have conducted comprehensive experiments over 21 datasets taken from the UCI machine learning repository. It turned out that FURIA-based fuzzy MCSs was the best performing approach from all the methods considered. Moreover, we showed that the obtained results are promising and provide a performance advantage in comparison with two state-of-the-art algorithms.
One of the next steps we will consider in the short future is to develop classifier selection using evolutionary multiobjective optimization algorithms to look for an optimal size of the ensemble. This MCS design approach, called overproduceand-choose strategy (OCS) 35, 40 is based on the generation of a large number of component classifiers and of the subsequent selection of the subset of them best cooperating. By doing so, the performance of FURIA-based fuzzy MCSs could be improved, while decreasing the number of classifiers in the ensemble, thus obtaining different trade-offs between accuracy and complexity. 47 The other extension to follow is to study alternative fuzzy reasoning methods to combine the results of the individual members of the ensemble, trying to combine classifiers in a dynamic manner, 40 in a way that a classifier or a set of them is responsible just for a particular data region.
