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SECTION 1 
INTRODUCTION 
- Most non-parametric methods assume that the 
underlying distributions, from which the samples are 
drawn, are continuous, and hence tied observations 
(i.e., observations of equal magnitude) occur with 
probability zero. However, this is not a realistic 
assumption because, in practice, inability to get 
1 
precise measurements render the distributions involved 
discontinuous. Therefore, ties will sometimes occurj and 
their treatment does affect-the result of the particular 
test beirig used .. 
Before investigating the treatment of ties in 
several non-parametric tests, it may be well to give a 
brief discussion of the general theory of tests of 
hypotheses, considering both the parametric and non-
parametric cases. 
1. Tests of hypotheses. 
Suppose that for a certain given experiment we 
choose a class of distributions, C = C0 ~ c1, over the 
space X. A test of a hypothesis is a procedure for 
choosing one of two decisions at the end of the experiment. 
One decision is that the distribution belongs to C0 , the 
other is that it belongs to the complement cl. These 
are referred to as the null hypothesis H
0
, and the 
alternative H1 • The two_decisions to be made are d0 to 
·. 
2 
accept the hypothesis H0 ~ and d1 to accept the alternative 
Hl. 
Each outcome x E X of the experiment will be 
associated with wither d0 or d1 • Hence) a decision 
function is represented by a subset of X called the 
critical region) which consists of all points x that 
are associated with the decision d1 to reject the 
hypothesis (hence to accept the alternative). 
LetC( be the probability of rejecting the 
correct null hypothesis, This is called the probability 
of a Type I error. Let f :: f (c1 ) be the probability of 
accepting the incorrect null hypothesis. This is called 
the probability of a Type II error •. The usual p~ocedure 
of selecting a test is to let{)( and N (the sample size)) 
be fixed quantities~ and'then to choose the test that 
minimizesf in some sense. Actually~ it is more 
customary to talk of the complementa~ probability 1-~ , 
which is called the power of the test._ 1-p is the 
probability of rejecting the null hypoth~sis H0 computed 
as a function of the true distribution. Thus, in order to 
determine which test to use in testing hypotheses~ we 
consider only critical regions which have probability of 
a type I error ~ 0( , and select· the test which has 
optimum power. 
Closely related to the concept of power are 
3 
two other properties, consistency and efficiency. 
A·test is consistent with respect to a 
particular alternative if the power of the test ~ith 
respect to this alternative tends to unity as the sample 
size tends to inf~nity. 
The concept of efficiency enters when two 
tests are to be compared with each other. Given two 
~ests of the same size of the same statistical hypothesis, 
the relative efficiency of the second with respect to the -
first is given by the ratio N1/N2~ where N2 is the sample 
size of the second test required to achieve the same 
power for a given alternative a;S;.isachieved by the first 
test with respect to the same alternative when using a 
' 1 
sample p_f;,-· ;§g;~ N1 • 
Once a test has been choseh to be applied to a 
. 
particular set of observed data~ the following procedure 
is u~ed in testing the statistical hypothesis: 
(1) The null hypothesis is stated. 
(2) In practice, 0( and N are specified~ and f 
is determined .from these two. 
(3) One determines which resulting values 
of the chosen statistic, called the critical region, will 
cause the rejection of the null hypothesis and which 
.::.:---r--;;-:E:-.N~;th;r~ 110n a Theorem of Pitman 11 , Annals of 
Mathematical Statistics, Vol. 26 (1955)~ p. 64. 
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values will cause the acceptance of the null hypothesis. 
(4) The value of the statistic is computed 
from the .observed data. 
(5) The null hypothesis is either accepted or 
rejected depending on whether the value obtained in (4) 
2 is outside or inside the critical region. 
Parametric Case. 
In the parametric caseJ C consists of the class 
of distributions of a frequency ftinction whose fUnctional 
for.m is asaumed to be known. The problem we are concerned 
with is to test hypotheses about the parameters8, in the 
set..(")_ , of this frequency function. C
0 
corresponds to 
a subset~ of~, and Cl corresponds to the complement 
..n_ - cu . We then test the hypothesis H0 ; {j E c.u against 
the alternative H1 : bE J:J... -w . 
In particular, in many of the parametric methods, 
it is assumed that the populations from which the observa-
tions are drawn are nor.mally distributed and that the 
variances of these populations are equal. In general, 
these conditions are simply accepted and their truth 
or falsity determines the meaningfulness of the probability 
statement arrived at by the_ parametric test. 
When testing a certain set of data, in which we 
-~---2----------~------------w. J. Dixon and F. J. Massey, Introduction to 
Statistical Analysis, McGraw-Hill Book Co. lnc., 
New York, 1951 
r 
-~ 
). 
~ 
-
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can safely as,sume these conditions, the appropriate 
parametric·test is usually the optimum choice f'or analyz-
ing the data because it will be the most powerful test. 
However, when these conditions are not 
satisfied, the application of' a parametric test may result 
in an erroneous probability statement. We, therefore, 
seek a suitable procedure for testing hypotheses in such 
cases. This is where the non-parametric approach comes 
in. 
Non-parametric Case. 
A non-parametric statistical test is on~, :.i.r..w:wli-i ch 
no assumptions are made concerning the functional form of 
the ·distribution of the population f'rom which the samples 
in question are drawn, but only general assumptions, like 
continuity of the cumulative distribution function. Since 
no assumption about the for.m of the basic distribution 
function is required in this significance test, it would 
hardly be expected to be as efficient as one that permits 
some such assumption. 
For example, the asymptotic_ relative efficiency 
of' the sign test when compared with the t-test.is.usually 
said to be 0.64. According to the definition of relative 
efficiency, this would imply that if' we us.ed the sign test 
instead of the t-test in analyzing a given set of observa-
tions, we are nwasting11 more than one-third of all observa-
. . 
tions. HoweverJ this statement can be made only if the 
condition that the sample is drawn from a normally distri-
buted population is satisfied~ this condition being assumed 
by the t-test. Since~ in many cases> one has no way of 
being certain that this condition is satisfied> then, in 
these ca~es, the statement that the sign test has relative 
efficiency equal to 0.64 has ~ot much meaning. One can be 
. " 
sure~ however, that by using a non-parametric test he 
is performing a test at the stated level of significance~ 
whatever the true population distribution. This state- . 
ment cannot be said of the t-test. 
Of course> using the sign test where the t-test 
could be correctly applied, .would be wasteful of informa-
tion, unless· the greater simplicity of the sign test out-
weighed the loss of information. 
The above applies analogously to other non-
parametric tests and their parametric counterparts. Often, 
very little is lost by using non-parametric tests when 
the conditions are such that the parametric methods would 
be the optimum choice. on the other hand, a great deal 
' may be gained by using them when the conditions required 
3 
by the parametric procedures are not satisfied. 
In order to insure the non-parametric character 
-----3--a.::E:-N-oeth.er;-iiN-~n-parametric statistics 11 { Boston 
University Graduate Journal~ Vol. V (1957; pp. 
110~111. -
7 
of a test under the null hypothesis H0 , it is usually 
necessary in the analysis of data to replace th~ original 
observations by ranks. This is done by ordering the N 
observations. according to magnitude and calling the 
smallest observation l, the second smallest 2, etc., the 
largest N. 
Tests based on ranks are called nrank tests 11 
and most of the non-parametric tests fall in this class. 
In addition to being non-parametric ~n 
character, rank tests have the following advantages: 
(1) The calculations are often simplified. 
(2) Data available only in ordinal for.m may 
be used. 
(3) When the assumptions of the usual test 
procedure are too unrealistic, we have not only the 
problem of distribution theory if the usual test is used, 
but it is possible that the usual test may not.have as 
good a chance as the rank test of detecting the kinds of 
4 
differences in which we are interested. 
-----~-~-----------------------w. H. Kruskal and W. A. Wallis, 11Use of Ranks in 
One ... Criterion Variance Analysis., 11 American 
Statistical Association Journal, Vol. 47 (1952 , 
p. 585. 
The 
because most 
as it can be 
SEOTION II 
TREATMENT OF TIES 
0 
assumption of continuity is of great imp0rtance 
- : I 
of the non-parametric methods are valid as soon 
assumed that the underlying distribution.ls 
continuous. However, as we have already stated, this 
assumption of continuity is not .usually satisfied beca se 
in actual cases, due to l~itations in measurement, th 
distributions are generally discontinuous. 
fications must be made in the non-parametric test proce~ 
dures when applying them to cases involving discontin 
observations. 
Procedures of treating ties are: 
(1) To use mid-ranks, i.e., the average of the 
ranks that would have been assigned had there been no 
ties present. 
(2) To assign randomly with equal probabil ty 
the ranks that correspond to a·set of tied observatio s. 
This procedure has the advantage that under the null 
hypothesis, H0 , the distribution theory applicable in the 
case of untied observations usually remains exactly v lid. 
However, there are practical objections to this proce ure. 
It often seems objectionable to base one 1 s decisions nan 
extraneous random process required for the randomizat on 
of the ranks. An extraneous random process, also, as we 
shall see later, may.reduce the power of the test. 
Other procedures of treating tied observations 
are: 
9 
(3) To omit the tied observations altogether. 
(4) To take the average of the probabiliti s 
associated with different values of the statistic 
obtained by breaking the ties in all possible ways~ 
to use this average probability in deciding whether t 
reject or accept the null hypothesis. 
In what follows~the treatment of ties in 
certain specific non-parametric tests will be investi ated. 
e· 
1 
SECTION III 
THE TWO-SAMPLE PROBLEM 
In the two-sample problem, there are two 
sets of observations~ each being a sample from some 
probability distribut!on and we test whether the 
distributions are the same, i.e., the samples come fro 
the same distribution. 
We let X and Y be two random variables with 
continuous distribution run~tions F and G respectivel 
Let N ovservations x1 , .•• , xN represent a sample rro 
the X population where the xits are assumed independe 
and identically distributed; and let M observations 
YlJ ••• , yM represent a sample from theY population 
the yj•s are assumed independently and identically 
distributed. M may be less thanJ equal to, or greate 
tbltn N. 
We want to test the hypothesis: 
H0 : F (x) ~ G (x) 
against the alternative 
H1 : F (x) 1 G (x). 
The usual parametric technique for testing Jhis 
particular hypothesis is to apply the Student t-test lo 
the means of the two groups. The t-test assumes that the 
observations are independent and come from normally d stri-
buted pop~lations with equal variances. 
When these conditions are not satisfied, th 
data may be analyzed with one of the non-parametric 
tests for the two sample case. These will be discuss d 
in the following: 
1. The Sign Test 
The sign test is applicable if we have pair d 
observations. That is, we have N independent pairs o 
observations (X1, ¥1 ), ... , (EN, YN), so that for each 
Xi (i: 1, ·~~, N) in the X sample, there corresponds a 
Yi in the Y sample. The test is based on the differe ces 
xi - Yi = zi. 
The hypothesis that we test is 
H0 : P (zi )' o) = P (zi < o) 
Against the al t.e.rna ti ve 
Hi: P (Zi > 0) f P (Zi < 0) • 
We use as a test criterion, the number of t es, 
denoted by r, that the less frequent.signed differenc 
either.positive or negativ~ occur. 
In the continuous case, where P (Zi ~ 0)· = 
r is B (N, !). That is_, r possesses a binomial distr 
tion with probability t. This gives us the cut-off p 
If we should be dealing with discontinuous 
distributions_, where P (Zi = o) > 0 _, we shall have to 
modify the sign test. 
Let, 
Ni = the number of' positive gi 's~ 
N - - the number of' negative gi•s, 
-
No ::: the number of zero zi•s, 
r :::: N +, if ·N ... < M-N -, ii'N-< N 1' 
There are three ways of treating these zero 
differences. 
(1) We can count one-half as positive and 
the other half as negative, as suggested by Dixon and 
Mood_, 
(2) We can omit them altogether, thus 
our N to N-N0 J as suggested by Dixon and Massey, er 
( 3) We can assign the ties at randomJ 
positive or negative.values. 
The test based on (2) is given by: 
1 
(2.1) r< K (N0 ), where the cut-off point K(N0 ) is th 
one corresponding to B(N-N0 , .~). Test (2,1) does not 
coincide with test (1.1) (r t ~ N0 )<K, which is based on 
(1). 
The cut-off poing for (1.1) cannot be well 
defined since the distribution of r +r~ N0 , under H0 , 
depends on the parameter p0 :::: P (Zi :::· o). The cut-off 
point, then, is usually taken to be the cut-off point 
corresponding to B(N, !). This resu~ts in lowering t 
l~vel of significance of' the test and consequently the 
power of the test is also reduced. 1 
Putter gives a theorem, which, when applied here, 
shows test (2.1) to be the unique most powerfUl test 
based on r and_N0 • 
Putter fUrther shows that the asymptotic 
relative efficiency of the randomized test with respe t 
to the (non~randomized) test is l-p0 • 2 
Thus, for most applications of the sign tes , 
it would seem that the best way of dealing with ties s 
to omit them altogether. 
2. The Wilcoxon (Mann-Whitney) Test. 
In the Wilcoxon test, the two samples m~y o 
may not have an equal number of observations. (i.e., 
M ~ N). 
Here, we pool the samples x1" •• )~" y1, ••• J YM" 
and arrange them in ascending order of magnitude givi g 
the smallest observation rank 1, etc. 
Under the assumption of continuity, nge-
ment is unique with probability 1" since P(xr = Yj) = o. 
~----I-----~----------~-----R. Hemelrijk, 11A Theorem on the Sign test When 
2 
Ties are Present, 11 :Koninkl, Nederl, Akad" Van 
Wetensch., Vol. 55 (1952), pp. 322-3~ 
J. Putter, 11 The Treatment of Ties in Some Non-
parametric Tests", Annals of Mathematical Statistics 
Vol. 26 (1955), pp. 312. -- · 
Letting T equal the sum of the ranks of the y's 
in the~ sequence, U is defined by 
U : -~.f1~(M..,l) - T. 
It has been shown that ~or M, N > 8, the random vari 
U is approximately normally distributed with the fol 
ing mean and variance 
JlNM: 
v_?-:: 
Nl'f 
Hence, 
E 
NM 
(U) :: t NM. 
(N .J. M ot 1) 
12 
= u-t NM 
/
NM (N_. M J. 1) 
12 
·is asymptotically normal with mean 0 and variance 1. 1 
In the discontinuous case, when P (xi= Yj'> o, 
it may happen that the pooled sample can no 
uniquely ordered. We, there~ore, have the problem o 
redefining the Wilcoxon test in this case. 
Putter considers the randomized treatment ~ 
ties with the treatment based on mid-ranks and shows 
that for small samples the non-randomized treatment 
presents some practical difficulties, but the asympt tic 
(lar~e sample) problem can be handled. He shows th 
although the randomized test is approximately 
equivalent to the Wilcoxon test where ties are not 
present, the resulting value of the statistic will e 
slightly affected since it depends not only--upon the 
observations but also upon the outcume of nhe randomi a-
15 
tion procedure. He also shows that this randomizatio 
procedure results in reduced efficiency. Hence, the on-
randomized procedure, based on mid-ranks is tobe pref rred. 
The changes. required by the mid...,.rank method 
will be described in the following. The value of U i 
affected by the occurrence of ties among the observat ons 
involving both samples. The expected value of U, howlver, 
remains the same: 
E (U) = t N M. 
The variance of U is changed and is now 
r;:;;Ju) = ( ~(n-l)) ( n~2-n - ZT) 
where, n = N + M 
T = t3 + t, t = the number of observations ti d 
12 
for a given rank. 
The summation, Z , takes place over all gro ps 
of ties. 
Hence,. with correction for ties, 
NM . 
I= U-2 
/( ~(n-l))(nl;n ~z~) 
This correction tends to increase the value of 
,_ slightly, making it more significant. 
.. 
.1.0 
Siegel recommends that correction for ties 
should be used only if: 
(1) The proportion of ties is quite large, 
(2) Some of the t•s are quite large, 
(3) The value of 'I obtained without the . 
correction corresponds to a probability value which is 
very close to the given critical value .. 
3. The Wald-Wolfowi tz Runs Test 
· Whereas the sign and the Wilcoxon tests ar 
usually used to test the null hypothesis against the 
particular alternative of a shi.ft in locat:ton, 
Wolfowi tz test can be useQ. in .. testing the null hypot 
against the alternative hypothesis that the two dist ibu-
tions differ in any respect whatsoever. It can, the 
-- ·--
fore, be used to test a large class of alternatives. 
However,.mathematical investigations have shown that this 
test is not very powerful against any particular .cla s of 
alternatives. A further point is that when- the null 
hypothesis is rejected on the basis of the test, it 
be asserted that the populations differ, but very li 
if anything can be said as to how they differ. 
The test assumes that the variables under 
con£ideration are continuous and that measurements a e 
on at least an ordinal scale. 
In applying the test to data from two inde,end-
17 
ent samples of size N and M, we rank the N + M membe s 
. 
of the two samples, taken together, in order of incr 
ing size. We then determine the number of runs in t 
ordered series. A run is defined as any sequence of 
members from the same sample, either the X sample or the 
Y sample. 
If the null hypothesis is true, the members 
of both groups will be well mixed. Hence, r,. the 
number of runs, will be relatively large. We, theref re, 
reject the null hypothesis for small values of r. 
Tables of significance values for this test are given 
by Swed and Eisenhart for N, M ~ 20. For large 
samples when either N or !VI is larger than 20, r can b 
taken as approXimately normally d1 s tri bu ted wi:th 
1JA : ---=2~NM~~----------/ ·,,.. N"" M 4 1, 
and v 2--- = 2 N M ( 2NM -N-M) 
l"l.. --r{ N....,.---4-~Mrri-)-T-:;{ N,.,---_,.--....Mr---,-1=-')r---
Hence, 
...-r-- r- k'Jl., is normally distributed w1 th 
I - 7QA_. 
mean 0 and variance 1. Tables for the normal distrib -
tion are used here to determine the significance of 
observed value of r. 
In the Qiscontinuous case, the occurrence o 
ties among members of the same sample does not affect the 
number of runs, r, and; therefore, the obtained level of 
significance is unaffected. However, when ties occ 
between members of the different samples, then.the 
ordered sequence is not unique and, we do not obtain a 
unique value of r. 
18 
Siegel suggests a procedure for treating ties 
by breaking the ties in all possible ways and·to obslrve 
the resulting values of r. If all these values are 
significant with respect to previously set value~ of , 
then ties present no problem, although they do inc.re 
the computations. However, if the various possible 
of breaking ties lead to some values of r which are 
significant and some which are not, the decision 
difficult. It is suggested that the probability of 
occurrence associated with each possible value of r 
determined and then ·-the average of 'these probabili ti s 
be taken as the probability to.be used in deciding t 
reject or accept the null hypothesis. 
If the number of ties between ·the members 
the two different samples is large, r is essentially 
indeterminate, and in such cases, the Wald-Wolfowitz 
test is inapplicable. 
4. The Moses Test 
In the behavioral sciences, it is sometime] 
expected that some experimental condi.tion ~11 cause 
some subjects to show e~treme behavior in one direct on 
• 
e 
19 
while it causes others to show extreme behavior in t e 
opposite direction. 
Suppose one wishes to determine whether th 
behavior in one group (experimentals) is defensive a 
I 
contrasted with the behavior of another group (contr,,ls). 
The Moses Test is designed to be used with data 
(measured in at least an ordinal scale) collected to I 
test hypotheses of this type. Here the null hypotheJis 
that the two groups, experimental and control, come Jrom 
a common population is tested against the alternativ~ 
that the experimentals are "extreme" in one or both 
directions relative to the controls. The Moses Test i 
I 
is most useful if it is believed that the experiment:t 
condition will lead to extreme scores in either direc1tion. 
! 
The Moses Test focuses on the span or sprear 
of the control cases. If there are nc control cases d 
ne experimental cases, and the nc T n scores are 
e I 
arranged in the order of magnitude then, tinder the null 
hypothesis (that the E t s and C 1 s aome from the same 
population), the E 1 s and C1 s are expected to be well ' 
I 
mixed in the ordered series. However, if the alternarive 
is true, then one of the following situations will hold: 
(1) The C1 s will be congested at the high 
(2) end of the series, The c•s will be congested at the low 
(3) end of the ordered series, The C}s will be congested in the middl~ 
of the ordered series. 
• 
20 
The Moses test determines whether the C sco s 
are so closely congested relative to the nc "" ne scores 
that the null hypothesis should be rejected. 
In applying the Moses test, the members of 
groups are arranged in a single ordered series, retai 
the group identity. o:f each member. The span $ 1, of t 
scores is then determined by noting the lowest and hi 
C scores and counting the number o:f observations betw 
.-1 
them, including both extremes. The span S-, is then 
smallest number o:f consecutive scores in an ordered s 
needed to include all C scores. For computational 
-1 
simplicity, each score is ranked and 9·- is determined from 
the ordered series o:f the ranks assigned to the n6 ~ 
.I 
·cases. ·The :p:ypothesis is rejected :for values of S· t t 
are too small. 
When nc is large, a modification is necessa 
since the span o:f C t s is att;ine:f:ficient index to the s 
of the group, due to possible sampling :fluctuations. 
this case, Moses suggests that the researcher, in adv 
of collecting his data, arbitrarily select some small 
number h. Then h control scores are subtracted :from 
extremes of the span or range o:f control scores. The 
is then found :from the remaining scores, and this 
called the truncated span, is denoted by sh. 
Tables are given by Moses :for the probabili y 
21 
or the occurrence of the observed value or Sh or les 
under the null hypothesis. The null hypothesis is 
rejected when the probability of occurrence is ~ 0< , 
where C( is the chosen level or significance. 
The occurrence or ties between two-or·more 
members of the same sample does not affect the value or 
sh. However, when there are tied observations betwe 
members of the two different samples, there may be m 
than on value of Sh, depending on how the tie is bro 
Hence, the ties should be broken in all possible 
and the corresponding probabilities under the null 
hypothesis should be found. Then th~ average 
probabilities should be taken for use in deciding wh 
to accept or reject tne null hypothesis. Ir the num 
- . 
of ties between the two samples is very large, the M 
test is inapplicable. 
2 
SECTION Dl 
THE C-SAMPLE PROBLEM 
. . 
The C-sample problem is an extension of th two-
sample problem to a consideration of C samples. The 
problem is to test whether C independent samples can be 
regarded as coming from the same population. That i , 
the differences among the various samples are to be l 
regarded simply as chance variations which usually o~cur 
in drawing random samples from the same population. The 
alternative usually assumes that the populations are 
approximately of the same form, the difference being 
only a shift or translation. 
The usual parametric technique for testing 
whether several independent samples come from the s e 
population is the F-test, for the one-way analysis o 
variance. The assumptions associated with the 
statistical modei underlying the F-test are ·that th 
observations are independently drawn from normally 
distributed populations, all of which have the same 
variance. The hypothesis tested here is that the 
samples are from populations with the same mean, th t is, 
The 
Ho: /At = ~7.. = • ~ • =JA~ · 
alternative is that at least one h, / " ) 
differs from the· others. 
If the assumptions of the F-test do not h'ld. 
for a particular set of observations, a non•paramet ic 
test may be preferable in analyzing the data. Such a 
test is the Kruskal-Wallis Test. 
1. The Kruskal-Wallis Test 
23 
This test is based on ranks. It is required 
that the observations in all C samples be ranked 
together, and the sum of the ranks for each sample be 
obtained. If no ties occur, the following test statistic 
is computed: 
(1~ H = 12 
N(N + 1) 
c = the number of samples, 
R~2 - 3(N 4 1), where 
n;,_ 
ni =- the number of observations in the i th sample, 
N = Z:. ni) the number of' observations in all samples 
- combined 
Ri = the sum of' the :ranks in the i · .!!! sample. 
The null hypothesis, i.e.,the hypothesis that 
the various samples are drawn from the same population, 
will be rejected-f'or large values of' H. Under the null 
hypothesis when the n. are not too small, H is distributed 
l. 
- 2 -
as ~ with C-1 degrees of' :rreedom. Thus, we can use the 
tables of' the 'X2 distribution which are available. 
However, when the ni are small and C = 2, tables are 
available from Wilcoxon, Festinger and White. For C - 3 
( and all ni~ 5, tables are given by Kruskal and Wallis. 
e For other cases where the 7;.2 approximation is not 
adequate, two approximations, ther approximation and the 
B approximation, _are dexcribed by Kruskal and Wallis. 
24 
I£ ti~s occur, each observation in the tied 
group is given the mean o~ the ranks for which it is 
tied. The.H which is computed £rom above-is divided by. 
, 
( 2 .1·) 1 - :Z:: T 
3 
N N 
where summation takes place over all groups o£ ties 
and T = (t-1) t (t + 1) ~ t3 - t for each group o£ , 
ties_, t being the number o£ tied observations in the 
group. 
The following table (Table 2.1), taken from Kruska£ and 
Wallis, gives values o£ T fort= 1_, •.• , 10. 
Table 2.1 
t l 2 3 4 5 6 7 8 9 10 
T 0 '6 24 60 120 210 336 504 720 990 
Since 0 .c:. il- L. T J~l, (2.1) increases H. - 3 
N 
- N 
I£ all N observations are equal (2.1) reduces H to the 
indeterminate form ojo. I£ no ties occur_, each value of 
t = 1, so that T = o and (1.1) remains unchanged by 
( 2 .1) • Hence, the general expression, which holds 
whether or not ties are present, and asBuming that such 
ties as occur are given me~ ranks, is given by 
( 2 • 2) H = 12 - . 2 Rj_ 
2 -~ 3 ( N + 1) 
N (N + 1) · 1 = 1 Tlt -----
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The dii'i'erence between (2 .. 2) and (1.1) is 
negligable in many instances. For example, with C ~ 10, 
2 
a';X probability o:r 0.01 or more obtained :rrom (1.1) 
will not be changed by more than. ten percent by using 
(2.2), provided that not more than one-fourth o:r the 
observations are in~olved in ties. For large samples, 
H is still distributed as ~2 (C-1) when ties are handled 
by mean ranks. However, the tables for small samples, 
although still use:rul", are no longer exact. 
Another method o:r treat~ng ties is the randomi-
zation procedure in which the ranks within a group o:r 
tied observations are assigned at random. Since the 
null hypothesis is that the ranks are distributed at 
random, the distribution o:r H, under the null hypothesis 
is the same as if' no ties were present. However, 
complications in making and verifying computations are 
introduced in order to provide the ad~quate randomization 
which is necessary in using this procedure. It :rurther 
seems that the introduction o:r extraneous random 
variability results in a reduced power of the test. In 
the case o:r the H test, we do not know whether mean ranks 
gives more or less power than random ranking o:r ties. 
The answer may vary with dii'i'erent alternative hypotheses 
and dii'ferent levels o:r signii'icance. A few computations 
:ror small samples and simple distributions, some carried 
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out by Kruskal and Wallis and some by Howard L. Jones~ 
showed mean ranks superior sometimes and random ranks 
others. 
For theoretical purposes, random ranking of 
ties is easier to handle. However, for computational 
purposes, Kruskal and Wallis suggest the mean-rank method. 
The difference between the two methods will ordinarily be 
small. 
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SECTION V 
RANK CORRELATION TESTS 
In some problems-;,---several variables are studied 
simultaneously to see how they are associated. One 
measure of the degree of association between the variables 
is their correlation. 
In the parametric case, the usual measure of 
correlation is the Pearson product-moment correlation 
coefficient, which is based upon the assumption that the 
underlying distribution is bivariate normal. 
If) with a given set of observations, the normal-
ity assumption is unrealistic, non-parametric methods 
may be used. Moreover, it is found that, especially with 
small samples,.the computation of non-parametric measures 
of correlation are easier than those for the Pearson 
product-moment correlation coefficient. We will discuss 
two of the non-parametric measures of correlation and 
their.tests of significance. 
1. Kendall's Rank Correlation Coefficient 
The method to be used is the following: 
Consider a set of N individuals to be ranked according to 
two variables X andY. The observations an the X variable 
are ranked from 1 to N. Likewise, for the observations 
on the Y variable. The list of N individuals are 
.arranged so that the X ranks of the individuals are in 
their natural order~ i.e., 1, 2, ••• , N. Observe the 
Y ranks in the order in which they occur when the X 
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ranks are in natural order. The value of S for this 
order of the Y ranks is determined. The method for 
finding S will be discussed in the following example: 
Consider the following rankings on X and-Y. 
X: 1 2 
Y: 4 7 
3 . 4 
2 10 
5 
3 
6 7 
6 8 
8 
1 
9 10 
5 •9 
Looking at the Y rankings, consider the first number on 
the left which is 4. Count .the number of. ranks to its 
right which·are larger, and subtract from this the 
number of ranks to its right which are smaller. We ge~ 
6-3 = 3.. The same thing is done with the next number 7 
and so on. The differences which we get are: · 
3,-2,5,~6,3,0,-1,2,1 
adding these differences we get 
s = 3-2 ~ 5-6 + 3 ~ 0 -1 + 2 ~ 1 = 5 
Now, the maximum score obtained if the rankings are in 
the objective order, 1, 2, ••• , 10, is 45. 
The rank correlation coefficient 'I" is defined 
as the ratio of the actual score, S, to the maximum 
score, s1 . 
In our example: 
= O.lll. 
Generally, if there are N individuals, the 
maximum score obtained, if they are i~ the order 1,2, ••• , 
N, is (N-1) ~ (N-2) ~ ··~' + 1= N (N-l) _ 
2 
- sl 
- . 
,. 
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Denoting the actual score by S, the coefficient of rank 
correlation becomes: 
"':: 2S • N(N-1) 
Now, if the N individuals constitute a random 
sample from some population, we test the null hypothesis 
that the observed value of~indicates the existence of 
an association between the X and Y variables in that 
population. For N == 10, a table is given ·by Kendall 
which shows the associated probability of a value as 
large as an observed s. If this probability is equal to 
I 
or l'ess than the chosen level of significance_, O(J then 
the nullhypothe~is is rejected. For N)'lO,~ is 
considered approximately normally distributed with 
and 
ThereforeJ the statistic 
'7 - 1- Pz z;. ~ ) 
0"""'--r \ 
2 (EN + 5) 
9N (N-1) 
J where Z.. = N [0,1] 
may be used and the probability be found in the tables 
for the normal distribution. Here again a probability 
that is less than or equal toCK will result in rejection 
of the null hypothesis. 
If tied observations on either the X or Y 
variable should occur, the mid-rank method is used. T.he 
tied observations are given the average of the ranks they 
,, 
• 
• / 
r 
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would have had if no.ties had occurred . 
The presence of ties requires a change 1n the 
denominator of the formula for rr 3 whi'ch now becomes 
s rr-- . 
. -, JzN (N-1) - ~x j t N (N-i) - T y -
Where, Tx :: t:L t (t-1), t being the number of tied observa-
-· 
tions in each group of ties on the X variable. TY = t t 
(t-1), t being the number of tied observations in each 
group of ties on the Y variable. 
G. P. Sillitto gives still another formula for 
the correction of ties in this case; He states that the 
1 
maximUm score possible3 S , is reduced by the presence of 
ties, and the presence of each tied pair reduces the 
maximum possible score by unity, so .that 
s1 : t N (N-1) - P2 for the case of 
-
a ranking of N individuals containing P2 pairs. 
Generally, each r-tuplet tie reduces the 
maximum possible scor~, by ir (r-1) so that for a 
ranking of N individuals containing P2 pairs3 P3 triplets, 
••• , Pr r-tuplets. 
-
r= 2 c N (N-1)- 2 p2 - 6 P3 - .•. -r(r-1) Pr·· 
. " -
2. Kendallts Coefficient of Concordance. 
In the last test, we were ·Concerned.with the 
test of the correlation between two sets of rankings of 
N individuals. Here3 we consider the test of the relation 
I 
e. 
r 
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among m rankings of N individuals. The degree of associa-
tion among.these m variables can be measured by Kehdal1 1 s 
coefficient of concordance. 
rn·order to illustrate the method, consider the 
following array of m rows, whe·re the m rows stand for 
rankings of the N individuals:. 
al a2 ..• • aN 
bl b2 • • • bN 
. . . 
. . . .. 
• • • 
where the ats, b•s, etc., are permutations of the 
natural numbers 1 to N. 
Letting S = the sum of squares of deviation of the column 
totals about their means, Kendall's coefficient of 
conc.ordance is given by 
W = ----~s--2.~~~--~-1 m (N.w -N) 
'I2 
To compute S, we find the sum of the ranks, 
Rj, in each column of the fu x N array. We then sum all 
the Rj and div~de 'this sum by N to obtain the mean value 
of R .• 
J . 2 ~ ( ~R.L) Hence, S =~ Rj -~ 
- :· Z. (R. -~{.1- ).2 and 
W : . 1 ,1m2 (N3 -N) . 
'I2 
J 
32 
To. determine if' .W is significantly different from zero, 
L.. Milton Friedman has constructed a table for N -7, 
which is adapted by Siegel, and which gives crit.ical 
values of' S associated with wrs· significant at the 0.05 
and 0.01 levels. 
For N>7, the following statistic is used: 
rx_ 2 (N-1) =--....!::!S.....---T""" 
1 mN (N T 1) ' 
12 . 
which i-s approximately chi square distributed with (N-1) 
degress of' freedom. To determine whether W is significant-
:.ly different from zero, we ~efer to 'X.?· tables which give 
. 2 
critical valu~s of' 'X. (N-1). 
When tied observations occur, the mid-rank 
method again is used. The effect of tied ranks is to 
decrease the value of w. If the number of ties is small, 
the effe&t is negligable and no correction is made, 
However, if the proportion of ties is large, a correction 
factor is used, namely; 
T - 1(t3 - tL 
12 
where t = the number o'f ob'servations in a group tied for 
a given rank and·. the summation takes place over all 
group of ties w:W.1ln any one of the m rankings. 
With correction for ties) 
z (Rj- ;z:~) 
W - \ N 
- 1 m2 (N3 -N) 
12 
- m Z. T ) wnere 
T 
33. 
summation over T refers to summation of all values of T 
for the m rankings. 
SECTION VI 
---CONCLUSION -· 
34 
Various suggestions of how to treat tied 
observations in non-parametric tests have been presented. 
Some of these methods can be justified by considerations 
o~ power and/or efficiency. In other cases, the 
suggested method is usually one of convenience and 
its inf£uence on the behavior of the test still 
requires investigation. 
\ 
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ABSTRACT 
In most of the non-parametric methods, only a 
few general assumptions are made concerning the under-
lying distribution of the population from which a certain 
sample is drawn. one of the most frequent of these 
assumptions is that of continuity_, i.e., that the popula-
tion from which the sample is drawn possesses a continuous 
distribution, and, therefore, the probability of two or 
more equal observations is zero. Actually, however, 
due to limitation of measurement, .experimental data are 
such that they must usually be regarded as coming from 
discontinuous distributions and equal observations will 
occur. When this is the case, one speaks of the 
occurrence of "-tied11 observations, or simply 11 ties", in 
the data. 
In applying a non-parametric test to data of 
this type, where ties occur, several p~oblems arise 
because here the assumption of continuity no longer holds. 
Therefore, modifications are necessary in order to apply 
the non-parametric test. 
Almost all of the non-parametric methods are 
based on ranks, i.e., arranging the observations in 
i~creasing order of magnitude and giving the smallest 
observation the rank 1, the next smallest 2, etc. When 
ranking in the case of two or more observations with 
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equal magnitude, one encounters the problem of how to 
rank these tied observations in order to secure optimum 
performance of the test being applied. There are two 
main procedures of .treating ties of this kind: 
(1) To use the average of the ranks that would have 
been assigned had there ·been no ties present, called the 
mid-rank method, or 
{2) To assign rand~mly and with equal probability the 
ranks that correspond to a set of tied observations, 
called the randomization method. 
f 
In this paper are discussed the dif£erent 
solutions that various statisticians have suggested in 
treating tied observations when applying the following 
non-parametr~c tests: (1) the sign test, (2) the 
Wilcoxon· (Mann-Whitney) test, (3) the Wald-Wolfowi tz 
Runs test, (4) The Moses. test, (5) the Kruskal-Wallis 
test, (6) Kendall's rank correlation coefficient test, 
and· {7) Kendall 1 s coefficient of concordance test. 
It is. found that most of the statisticians 
recommend the mid-rank method of treating ties. 
