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Abstract
Monte Carlo simulations of diffusion processes often introduce bias in the
final result, due to time discretization. Using an auxiliary Poisson process,
it is possible to run simulations which are unbiased. In this article, we
propose such a Monte Carlo scheme which converges to the exact value. We
manage to keep the simulation variance finite in all cases, so that the strong
law of large numbers guarantees the convergence. Moreover, the simulation
noise is a decreasing function of the Poisson process intensity. Our method
handles multidimensional processes with nonconstant drifts and nonconstant
variance-covariance matrices. It also encompasses stochastic interest rates.
1 Introduction
We consider the parabolic PDE1
∂tu+ µ
α∂αu+
1
2
Cαβ∂α∂βu = ru (1)
with terminal condition uT (x) = h(x) in a (1 + d)-dimensional space with time t
and space variables x with coordinates xα, α = 1 . . . d. All coefficients may depend
on t and x. C is a positive semi-definite symmetric matrix. It can be rewritten
using Cholesky decomposition as C = σσᵀ orCαβ = δabσαaσ
β
b.
∗Head of Quantitative Research, louis.paulot@misys.com
†42-44 rue Washington, 75008 Paris, France
1We use the Einstein summation convention: there is a sum on indices appearing twice in a
formula: AαB
α =
d∑
α=1
AαB
α. We also use the Kronecker delta δab which is 1 if a = b and 0 if
a 6= b.
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Feynman-Kac theorem states that the solution of this PDE is given by the
expected value
u(t, x) = E
[
e−
∫ T
t r(s,Xs)dsh(XT ) | Xt = x
]
. (2)
under a multidimensional diffusion process
dXt = µdt+ σdWt .
Wt is a d-dimensional vector of independent standard Brownian process. Drifts µ
and volatilities σ are stochastic variables which depend on time t and state variable
X.
The expected value (2) can be numerically estimated using Monte Carlo simula-
tion. However common schemes exhibit some bias due to the discretization of time.
This happens for instance with the simplest one, the Euler scheme. One usually
controls this bias through smaller timestepping, which increases the computation
time.
Bally and Kohatsu-Higa (2015) introduce schemes without such bias (in the
case where r = 0). This is achieved using random time steps, where the time dis-
cretization is given by jump times of an independent Poisson process. In addition,
one has to multiply paths contributions by some weights which are functions of the
time discretization and of the path. However this can correspond to integrating
random variables which are not always integrable or do not have finite variance,
which leads to poor convergence.
Henry-Laborde`re et al. (2015) enhance this algorithm in two different ways.
First, the weight functions are obtained for all diffusion processes in term of Malli-
avin weights. They also manage to keep the variance of the integrated variable finite
in two cases: constant volatility and correlation (constant Cαβ) or one-dimensional
processes without drift (µα = 0). The variance is controlled by the intensity of the
auxilliary Poisson process but it is not monotonous: it increases when the Poisson
intensity becomes too small or too high. In particular, it is not possible to increase
the average number of time steps beyond some value without increasing the vari-
ance.
Our first contribution is to introduce a different Monte Carlo scheme, with
smaller variance. In particular the variance becomes asymptotically a decreasing
function of the Poisson intensity.
As a second contribution, we show how to make the variance finite in the general
case of a process with drift and nonconstant volatility, in any dimension.
Our third contribution is to handle the case where the discount rate r is stochas-
tic.
We introduce the basic principles of this scheme in section 2. We then detail
it in the one-dimensional case in section 3, with numerical evidence in section 4.
We finally explain the general mutidimensional case with stochastic discount rate
in section 5.
2
2 Unbiased scheme
2.1 Poisson process
Let us consider the parabolic PDE (1) with terminal condition uT (x) = h(x).
We can rewrite this PDE as
∂tut = −Htut
where Ht is the elliptic differential operator
Ht(x) = −r(t, x) + µα(t, x)∂α + 1
2
Cαβ(t, x)∂α∂β .
The evolution operator can be expressed using a time ordered exponential
Ut,T = Pe
∫ T
t
Hs ds
which is a notation for the infinite product
Ut,T = lim
n→∞
n−1∏
k=0
eHt+k(T−t)/n
(T−t)
n .
This allows to write the solution of equation (1) with terminal condition uT (x) =
h(x) as
ut = Ut,TuT = Ut,Th .
Expliciting variables, this means
ut(x) =
∫
Ut,T (x, y)h(y) dy .
In some cases, for instance when the stochastic process is a pure Brownian
motion or a lognormal diffusion, the resulting marginal probability measure can be
computed explicitely or can be simulated exactly2.
2On an infinitesimal time δt, Ut,t+δt = e
Htδt acting on a test function φ can be represented
by the convolution with a Gaussian kernel:(
eHtδtφ
)
(Xt) = e
−rδt 1√
(2piδt)d|det(C)|
∫
d(δX)d e− 12
(
δX
δt − µ
)T
C−1
(
δX
δt − µ
)
δtφ(Xt+δX) .
Defining
Lt = 1
2
(X˙t − µt)TC−1t (X˙t − µt) + rt
with X˙t = ∂tXt =
δX
δt , this convolution reads(
eHtδtφ
)
(Xt) =
1√
2pi|det(C)|δt
∫ ∏
i
d(δX(i)) e−Ltδtφ(Xt + δX) .
Integrating over infinitesimal times between t and T , ut can thus be expressed as a Feynman
path integral
ut = N
∫
DXs e−
∫ T
t
Lsdsh(XT ) .
The integral is taken over all paths starting from X0 with a proper normalization factor N .
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In other cases, we suppose that we have a different elliptic operator
Ĥt = −rˆ + µˆα∂α + 1
2
Cˆαβ∂α∂β
with coefficients rˆ, µˆ and Cˆ chosen such that the PDE ∂tut = −Ĥtut can be
solved exactly by Monte Carlo simulation. We denote the evolution operator by
Ût,t′ = Pe
∫ t′
t
Ĥs ds and decompose Cˆ as Cˆαβ = δabσˆαaσˆβb. This means that for any
function φ(x) we can get the value of(
Ût,t′φ
)
(x) = Ê
[
e−
∫ t′
t rˆ(s,Xs)dsφ(Xt′) | Xt = x
]
under the stochastic process
dXt = µˆdt+ σˆdWt .
With explicit coordinates this process follows the equation
dXαt = µˆ
α(t,Xt)dt+ σˆ
α
a(t,Xt)dW
a
t (3)
where W a are independent standard Brownian motions.
We decompose the original operator as
Ht = Ĥt + ∆Ht
with a corrective term
∆Ht = −∆r + ∆µα∂α + 1
2
∆Cαβ∂α∂β (4)
with
∆r = r − rˆ
∆µ = µ− µˆ
∆C = C − Cˆ .
Using this split, the evolution operator becomes
Ut,T = Pe
∫ T
t
(Ĥs + ∆Hs) ds .
On each infinitesimal time δt we have a term
e∆Htδt = 1 + ∆Htδt = 1− δt∆r + δt∆µα∂α + 1
2
δt∆Cαβ∂α∂β . (5)
The process with drift µˆ and covariance matrix Cˆ is chosen so that it can be
simulated without any bias. However the term ∆Htδt given in equation (5) should
4
be computed and taken into account at any infinitesimal time, which is numerically
impossible.
Instead, this contribution ∆Htδt is kept only with probability λtδt over in-
finitesimal time δt, compensated by a factor of 1
λtδt
, such that its expected value
is unchanged. In other words, as in Bally and Kohatsu-Higa (2015) and Henry-
Laborde`re et al. (2015) we consider a Poisson process Nt with intensity λt. We
then replace 1 + ∆Htδt by
1 + δNt
∆Ht
λt
. (6)
Applied to a test function φ, the expected value over the Poisson process gives the
factor we want to take into account:
EP
[(
1 + δNt
∆Ht
λt
)
φ
]
=
(
1 + λtδt
∆Ht
λt
)
φ = e∆Htδtφ .
In addition, the intensity λt could also be a stochastic process and depend on t
and Xt.
Let p be the number of Poisson jumps between times t0 and T and tk, k ≥ 1
the jump times. Between two Poisson jumps, the evolution operator corresponds
to the diffusion process (3):
Ûtk,tk+1 = Pe
∫ tk+1
tk
Ĥs ds .
The processes µˆt and Cˆt can depend on the Poisson jump times and also on the
value of Xt given by the diffusion equation (3). Our explicit choice will be described
in sections 3 and 5.
Integrating over all times and taking the expected value on the Poisson process,
we have
ut0 = EPt0
[
Ût0,t1
(
1 +
∆Ht1
λt1
)
Ût1,t2
(
1 +
∆Ht2
λt2
)
· · ·
· · · Ûtp−1,tp
(
1 +
∆Htp
λtp
)
Ûtp,Th(XT )
]
.
Operators Û act on functions by integration, which can be explicited as
ut0(Xt0) = EPt0
[∫
dXt1 Ût0,t1(Xt, Xt1)
(
1 +
∆Ht1
λt1
)
∫
dXt2 Ût1,t2(Xt1 , Xt2)
(
1 +
∆Ht2
λt2
)
· · ·∫
dXtp Ûtp−1,tp(Xtp−1 , Xtp)
(
1 +
∆Htp
λtp
)∫
dXT Ûtp,T (Xtp , XT )h(XT )
]
. (7)
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2.2 Monte Carlo simulation
In a Monte Carlo simulation, the integrals on Xt1 , · · · , XT and the evolution op-
erators Û are handled by averaging over simulated paths generated according to
the law given by Û . In order to get an unbiased Monte Carlo scheme, we generate
random sampling for Poisson jump times tk and the values of Xtk at those times
according to process (3). This process, with drift µˆ and covariance matrix Cˆ is
chosen so that it can be simulated exactly, i.e. such that the Monte Carlo distribu-
tion of Xtk+1 discounted at rate rˆ, conditional to Xtk , tends to Ûtk,tk+1(Xtk , Xtk+1)
when the number of samplings goes to infinity.
Operators ∆Htk are differential operators acting on all the factors which follow
in formula (7). The first term to depend on the differentiation variable Xtk is in fact
Ûtk,tk+1 . If we know the explicit form of this evolution kernel, we can differentiate
it explicitely. This defines weights Ŵα and Ŵαβ:
∂Xαtk
Ûtk,tk+1 = Ŵα Ûtk,tk+1
∂∂Xαtk
∂Xβtk
Ûtk,tk+1 = Ŵαβ Ûtk,tk+1 .
These are similar to Malliavin weights, except that here the kernel Û includes
the discount factor. With null or deterministic discount rates, Ŵα and Ŵαβ are
exactly the Malliavin weights, as introduced in this context by Henry-Laborde`re
et al. (2015). When the discount factor depends on Xtk they also incorporate
the derivative of these discount factors. However multiplying by these weights at
this step would result in computing the expected value of a quantity with infinite
variance. We will explain this issue and how to solve it in the following sections.
The other terms which can be functions of Xtk are µˆ, Cˆ, rˆ and λ, depending
on the choice which is made for those functions. However the variations of these
variables will not contribute to the final result. To make this clear, we rewrite
formula (7) in a recursive way for intermediate Poisson jump times:
utk−1(Xt) = Etk−1
[∫
dXtk Ûtk−1,tk(Xtk−1 , Xtk)
(
1 +
∆Htk
λtk
)
utk(Xtk)
]
. (8)
In this formula, ∆Htk acts by differentiation with respect to Xtk on utk(Xtk). The
formula for utk involves µˆ, Cˆ and λ. However these functions and the process (3) are
only intermediate objects used in the computation: the final value of utk does not
depend on the values chosen for these functions. As a consequence, their variations
do not contribute to the derivatives of utk . In the following, differentiations in
operators ∆Htk are therefore computed with frozen µˆ, Cˆ and λ. In order to make
this clear, we will denote by X∗t those frozen values which should not be variated
when differentiating.
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2.3 Infinite variance
Let us consider the simple case of a pure Brownian process. The evolution operator
is the Gaussian kernel
Us,t(Ws,Wt) =
1√
2pi(t− s)e
− (Wat −Was )(Wat −Was )
2(t−s) .
The corresponding Malliavin weights are therefore
Wa = 1
Us,t
∂Was Us,t =
∆W a
∆t
Wab = 1
Us,t
∂Was ∂W bsUs,t =
∆W a∆W b
∆t2
− δab
∆t
with ∆W = Wt −Ws and ∆t = t− s.
The time ∆t between two jumps is given by a Poisson law with density λe−λ∆t
which behaves as O(1) at small ∆t. As ∆W = O(
√
∆t), Malliavin weights are
of orders Wa = O
(
1√
∆t
)
and Wab = O
(
1
∆t
)
. This remains true for a large class
of diffusion processes. Direct multiplication by weights Ŵα and Ŵαβ in (7) would
therefore give a quantity of infinite variance. This would result in poor Monte Carlo
convergence. In order for the expected value over jump time to be well defined and
the integrand to have finite variance, the random variable we integrate should be
of order O
(
1
∆tγ
)
with γ < 1
2
, so that its square is of order O
(
1
∆t2γ
)
with 2γ < 1.
In order to have a variable which behaves as O(1) when ∆t is small, the weights
should be multiplied by quantity of order O(∆t). In equation (7), ∆HtkÛtk,tk+1(Xtk ,
Xtk+1) is multiplied by 1 +
∆Htk+1
λ
, unless tk is the last Poisson time (k = p).
Let us consider first the term ∆Htk+1 . According to its definition (4), it is
composed of terms proportional to r(tk+1, Xtk+1)− rˆ(tk+1, Xtk+1), µ(tk+1, Xtk+1)−
µˆ(tk+1, Xtk+1) and C(tk+1, Xtk+1)−Cˆ(tk+1, Xtk+1). Our strategy is therefore to make
all these terms of order O(∆tk) = O(tk+1 − tk).
The other multiplicative term is 1 which is not in O(δt) and is multiplied
by Ûtk+1,tk+2(Xtk+1 , Xtk+2). For this term, we will exploit the specific form of
Ûtk,tk+1(Xtk , Xtk+1) to transfer the derivative on Xtk to a derivative on Xtk+1 . This
derivative is then transferred to Ûtk+1,tk+2(Xtk+1 , Xtk+2) by integration by parts.
The last piece to handle is the last Poisson time, when the weights W must
be multiplied by the final payoff. In this case, we use antithetic sampling as in
Henry-Laborde`re et al. (2015) to have a final term in O(∆tp) = O(T − tp).
Doing so, the random variable to integrate remains of order O(1) and thus has
finite variance under the Poisson law. Then the strong law of large numbers applies
and the Monte Carlo convergence remains in O
(
1√
N
)
.
We now detail this scheme in the one-dimensional case with deterministic dis-
count rate in section 3 and in the general multidimensional case with stochastic
discount rate in section 5.
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3 One-dimensional Monte Carlo scheme
Let us consider first the case of a one-dimensional process
dS = µ(t, S)dt+ σ(t, S)dW .
We take a deterministic discount rate r(t) and we want to price a European option
of maturity T with payoff h(ST ). In other words, we want to solve the parabolic
PDE
∂tut(S) + µ(t, S)∂Sut(S) +
1
2
σ(t, S)2∂2Sut(S) = r(t)ut(S)
with terminal condition uT (S) = h(S).
3.1 Monte Carlo path
We take a constant Poisson process intensity λ. Starting at date t0, we draw at
random the first Poisson time t1. For instance, we draw a random uniform number
q between 0 and 1 and invert the cumulative law: t1 = t0 − log(q)λ . We can thus
iteratively draw times tk until we get a date larger than T . We will denote by p
the last Poisson time before T .
Between two succesive dates tk and tk+1 we will simulate a process with drift
µˆ(t, S) and volatility σˆ(t, S). More precisely, we consider a Brownian process Wt
and we choose a function f(k)(∆t,∆W ) at each time tk, such that f(k)(0, 0) = 0
and which can depend on tk and Stk . We then define
St = Stk + f(k)(t− tk,Wt −Wtk) . (9)
This corresponds to the Itoˆ process
dSt =
(
∂∆tf(k) +
1
2
∂2∆Wf(k)
)
dt+ ∂∆Wf(k) dWt .
Identifying with
dSt = µˆdt+ σˆdWt
we define
µˆ = ∂∆tf(k) +
1
2
∂2∆Wf(k) (10)
σˆ = ∂∆Wf(k) . (11)
We suppose that we can write f(k) as a power series
f(k)(∆t,∆W ) =
∑
i,j
1
i!j!
fij∆t
i∆W j .
8
(fij are coefficients which depend on k but we do not make this explicit in order to
simplify the notation.) Then for ∆t = tk+1 − tk and ∆W = Wtk+1 −Wtk we have
µˆ(tk+1, Stk+1) = f10 + f11 ∆W +
1
2
f02 +
1
2
f03 ∆W +O(∆t) (12)
σˆ(tk+1, Stk+1) = f01 + f02 ∆W +O(∆t) (13)
where we use ∆W = O(
√
∆t).
On the other hand, a Taylor expansion of functions µ
(
tk+∆t, Stk+f(k)(∆t,∆W )
)
and σ
(
tk + ∆t, Stk + f(k)(∆t,∆W )
)
gives
µ(tk+1, Stk+1) = µ(tk, Stk) + ∂Sµ(tk, Stk)f01 ∆W +O(∆t) (14)
σ(tk+1, Stk+1) = σ(tk, Stk) + ∂Sσ(tk, Stk)f01 ∆W +O(∆t) . (15)
We have σ(tk+1, Stk+1) = σˆ(tk+1, Stk+1) + O(∆t) and therefore C(tk+1, Stk+1) −
Cˆ(tk+1, Stk+1) = σ(tk+1, Stk+1)
2 − σˆ(tk+1, Stk+1)2 = O(∆t) if and only if coefficients
in equations (13) and (15) are equal. This means
f01 = σ(tk, Stk) (16)
f02 = ∂Sσ(tk, Stk)f01 = σ(tk, Stk)∂Sσ(tk, Stk) . (17)
Similarly, we have µ(tk+1, Stk+1)− µˆ(tk+1, Stk+1) = O(∆t) if and only if
f10 +
1
2
f02 = µ(tk, Stk)
f11 +
1
2
f03 = ∂Sµ(tk, Stk)f01 .
Using the expressions for f01 and f02 in these equations, this reads
f10 = µ(tk, Stk)−
1
2
σ(tk, Stk)∂Sσ(tk, Stk) (18)
f11 = σ(tk, Stk)∂Sµ(tk, Stk)−
1
2
f03 . (19)
In addition, the continuity of St at t = tk in (9), equivalent to f(0, 0) = 0, gives
f00 = 0 . (20)
Except expressions (16), (17), (18), (19) and (20) we have the freedom to
choose all other fij coefficients. One simple choice is to set them to 0: fij = 0
for (i = 0, j ≥ 3), (i = 1, j ≥ 2) and (i ≥ 2). Between tk and tk+1 we thus choose
the function f to be
f(k)(∆t,∆W ) = µ(tk, Stk)∆t+ σ(tk, Stk)∆W
+
1
2
σ(tk, Stk)∂Sσ(tk, Stk)(∆W
2 −∆t) + σ(tk, Stk)∂Sµ(tk, Stk)∆t∆W . (21)
At time tk we draw a Gaussian variable ∆Wk = Wtk+1 − Wtk with variance
∆tk = tk+1 − tk and then get recursively the Monte Carlo path
Stk+1 = Stk + f(k)(∆tk,∆Wk) . (22)
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3.2 Corrective terms
Applying equations (10) and (11), our choice (21) corresponds to a process with
drift and volatility
µˆ
(
tk + ∆t, Stk + f(k)(∆t,∆W )
)
= µ(tk, Stk) + σ(tk, Stk)∂Sµ(tk, Stk)∆W
σˆ
(
tk + ∆t, Stk + f(k)(∆t,∆W )
)
= σ(tk, Stk)
[
1 + ∂Sσ(tk, Stk)∆W
+∂Sµ(tk, Stk)∆t
]
.
As the discount rate r(t) is deterministic, we also take
rˆ(t, St) = r(t) .
Using these three function for k − 1 with ∆tk = ∆tk−1 = tk − tk−1 and ∆W =
∆Wk−1 = Wk −Wk−1 and according to the definition of ∆Ht we have
1 +
∆Htk
λ
= 1 +
∆µk
λ
∂Stk +
1
2
∆Ck
λ
∂2Stk
with
∆µk = µ(tk, Stk)− µˆ
(
tk−1 + ∆tk−1, Stk−1 + f(∆tk−1,∆Wk−1)
)
∆Ck = σ(tk, Stk)
2 − σˆ(tk−1 + ∆tk−1, Stk−1 + f(∆tk−1,∆Wk−1))2 .
With our explicit choice of functions f(k), we get
∆µk = µ(tk, Stk)−
[
µ(tk−1, Stk−1) + σ(tk−1, Stk)∂Sµ(tk−1, Stk−1)∆Wk−1
]
∆Ck = σ(tk, Stk)
2 − σ(tk−1, Stk−1)2
[
1 + ∂Sσ(tk−1, Stk−1)∆Wk−1 (23)
+∂Sµ(tk−1, Stk−1)∆tk−1
]2
.
3.2.1 Intermediate times
If tk is not the last Poisson time, i.e k < p, ∆Hk acts on
uk(tk, Stk) =
∫
dStk+1Ûtk,tk+1(Stk , Stk+1)
(
1 +
∆Hk+1
λ
)
utk+1(Stk+1) . (24)
More generally we will consider the action on this expression of a second order
differential operator
Ak = 1 + ASk∂Stk +
1
2
ASSk ∂
2
Stk
.
In order to compute the derivatives of expression (24) with respect to Stk we
consider the change of variable from (t, S) to (t,W ) defined as in equation (22):
S = S∗ + f(k)(t− tk,W −W∗) .
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with S∗ = Stk and W∗ = Wtk . We introduce S∗ and W∗ notations to make clear
that once the function f is chosen, S∗ and W∗ are constant and should not be
differentiated. This change of variable induces for the first derivative
∂W = (∂WS)∂S = ∂∆Wf(k)(t− tk,W −Wtk) ∂S = σˆ∂S . (25)
Differentiating a second time with respect to W we have
∂2W = σˆ
2∂2S + (∂W σˆ)∂S = σˆ
2∂2S + (∂
2
∆Wf(k))∂S . (26)
With our particular choice (21) for the function f this is
∂2W = σˆ
2∂2S + σ(tk, Stk)∂Sσ(tk, Stk)∂S .
Inverting these equations we have
∂S =
1
σˆ
∂W
∂2S =
1
σˆ2
∂2W −
∂W σˆ
σˆ3
∂W .
Thus we can write in term of variable W
Ak = 1 + A
S
k
σˆ(t+k ,Wtk)
∂W +
1
2
ASSk
σˆ(t+k ,Wtk)
2
[
∂2W −
∂W σˆ(t
+
k ,Wtk)
σˆ(t+k ,Wtk)
∂W
]
.
Using again
σˆ(t+k ,Wtk) = σ(tk, Stk)
∂W σˆ(t
+
k ,Wtk) = σ(tk, Stk)∂Sσ(tk, Stk) .
this becomes
Ak = 1 +
[
ASk
σ(tk, Stk)
− 1
2
ASSk ∂Sσ(tk, Stk)
σ(tk, Stk)
2
]
∂W +
1
2
ASSk
σ(tk, Stk)
2
∂2W . (27)
After the change of variables from (t, S) to (t,W ), equation (24) becomes
uk(tk,Wtk) =
∫
dWtk+1Û
(W )
tk,tk+1
(Wtk ,Wtk+1)
(
1 +
∆Hk+1
λ
)
utk+1(Wtk+1) . (28)
As W is a Brownian motion, in term of the new variable, the evolution operator
Û (W ) is the product of the discount factor by a Gaussian kernel:
Û
(W )
tk,tk+1
(Wtk ,Wtk+1) = e
− ∫ tk+1
tk
r(s)ds
ϕ(tk+1 − tk,Wtk+1 −Wtk)
with
ϕ(∆t,∆W ) =
1√
2pi∆t
e−∆W
2
2∆t . (29)
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We have to compute the effect of the differential operator Ak acting on uk given
in formula (28), which we expand as
uk(tk,Wtk) =
∫
dWtk+1Û
(W )
tk,tk+1
(Wtk ,Wtk+1)utk+1(Wtk+1)
+
∫
dWtk+1Û
(W )
tk,tk+1
(Wtk ,Wtk+1)
∆Hk+1
λ
utk+1(Wtk+1) . (30)
When acting on the second term in this formula, which contains ∆Hk+1
λ
, the
derivatives on Wtk are replaced by Malliavin weights:
∂Wtk Û
(W )
tk,tk+1
(Wtk ,Wtk+1) = WW (∆tk,∆Wk)Û (W )tk,tk+1(Wtk ,Wtk+1)
∂2Wtk
Û
(W )
tk,tk+1
(Wtk ,Wtk+1) = WWW (∆tk,∆Wk)Û (W )tk,tk+1(Wtk ,Wtk+1)
where the explicit form of the Gaussian kernel (29) gives
WW (∆tk,∆Wk) = ∆Wk
∆tk
WWW (∆tk,∆Wk) = ∆W
2
k −∆tk
∆t2k
.
For the derivatives of the first term of expression (30) with respect to Wtk , we
use the symmetry of the Gaussian kernel ϕ, therefore of Û (W ), with respect to Wtk
and Wtk+1 to write
∂Wtk Û
(W )
tk,tk+1
(Wtk ,Wtk+1) = −∂Wtk+1 Û
(W )
tk,tk+1
(Wtk ,Wtk+1) .
Then we integrate by part in first term of (30) to get
∂Wtk
∫
dWtk+1Û
(W )
tk,tk+1
(Wtk ,Wtk+1)utk+1(Wtk+1) =∫
dWtk+1Û
(W )
tk,tk+1
(Wtk ,Wtk+1)∂Wtk+1utk+1(Wtk+1)
and similarly for the second derivative. Then we come back from W to S variable
at time tk+1 using (25) and (26) which in our case read
∂Wtk+1 = σ(tk, Stk)
[
1 + ∂Sσ(tk, Stk)∆Wk + ∂Sµ(tk, Stk)∆tk
]
∂Stk+1
∂2Wtk+1
= σ(tk, Stk)
2
[
1 + ∂Sσ(tk, Stk)∆Wk + ∂Sµ(tk, Stk)∆tk
]2
∂2Stk+1
+σ(tk, Stk)∂Sσ(tk, Stk)∂Stk+1 .
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Combining all terms, we finally obtain
Akuk =
∫
dStk+1
(
1 +
[
ASk
σ(tk, Stk)
− 1
2
ASSk ∂Sσ(tk, Stk)
σ(tk, Stk)
2
]
∆Wk
∆tk
+
1
2
ASSk
σ(tk, Stk)
2
∆W 2k −∆tk
∆t2k
)
Ûtk,tk+1(Stk , Stk+1)
∆Hk+1
λ
utk+1(Stk+1)
+
∫
dStk+1Ûtk,tk+1(Stk , Stk+1)
(
1 +
[
ASk −
1
2
ASSk ∂Sσ(tk, Stk)
σ(tk, Stk)
]
[
1 + ∂Sσ(tk, Stk)∆Wk + ∂Sµ(tk, Stk)∆tk
]
∂Stk+1
+
1
2
ASSk
[
1 + ∂Sσ(tk, Stk)∆Wk + ∂Sµ(tk, Stk)∆tk
]2
∂2Stk+1
+
1
2
ASSk ∂Sσ(tk, Stk)
σ(tk, Stk)
∂Stk+1
)
utk+1(Stk+1) .
We can rewrite this as
Akuk =
∫
dStk+1Ûtk,tk+1(Stk , Stk+1)Ak+1utk+1(Stk+1)
with
Ak+1 = 1 + ASk+1∂Stk+1 +
1
2
ASSk+1∂
2
Stk+1
ASk+1 =
[
1 + bk
]
ASk −
1
2
bk
∂Sσ(tk, Stk)
σ(tk, Stk)
ASSk + dk(∆tk,∆Wk)
∆µk+1
λ
(31)
ASSk+1 =
[
1 + bk
]2
ASSk + dk(∆tk,∆Wk)
∆Ck+1
λ
and
bk = ∂Sσ(tk, Stk)∆Wk + ∂Sµ(tk, Stk)∆tk
dk(∆t,∆W ) = 1 +
[
ASk
σ(tk, Stk)
− 1
2
ASSk ∂Sσ(tk, Stk)
σ(tk, Stk)
2
]
∆W
∆t
+
1
2
ASSk
σ(tk, Stk)
2
∆W 2 −∆t
∆t2
. (32)
Using formulas (31), we can recursively accumulate corrective terms. We start
with A0 = 1 at t = t0. Then starting from each date tk we simulate Stk+1 as given
by equation (22) and we compute Ak+1 as defined above, up to the last Poisson
time tp.
3.2.2 Payoff
On the final Poisson time tp, Ap should act on
utp(Stp) =
∫
dST Ûtp,T (Stp , ST )h(ST )
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where h is the payoff function.
A naive approach would be to the following. One simulates ST from Stp as
given in equation (22):
ST = Stp + f(p)(∆tp,∆Wp)
with ∆tp = T − tp and ∆Wp = WT −Wtp a Gaussian variable of variance ∆tp.
Then one computes the payoff h(ST ) and computes the derivatives using Malliavin
weights. This means multiplying the discounted payoff by dp(∆tp,∆Wp) given in
equation (32):
PT = dp(∆tp,∆Wp)h
(
ST
)
.
However this term behaves as O
(
1
∆tp
)
at small ∆tp and not O(1) as we want.
Instead, we will use antithetic sampling on this last time step, as in Henry-
Laborde`re et al. (2015). More precisely, we compute
S
(+)
T = Stp + f(p)(∆tp,∆Wp)
S
(0)
T = Eˆtp
[
ST
]
= Stp + µ(tp, Stp)∆tp (33)
S
(−)
T = Stp + f(p)(∆tp,−∆Wp)
and then
PT =
1
2
dp(∆tp,∆Wp)h
(
S
(+)
T
)
+
1
2
dp(∆tp,−∆Wp)h
(
S
(−)
T
)
+
[
1− 1
2
dp(∆tp,∆Wp)− 1
2
dp(∆tp,−∆Wp)
]
h
(
S
(0)
T
)
which simplifies to
PT =
1
2
dp(∆tp,∆Wp)h
(
S
(+)
T
)
+
1
2
dp(∆tp,−∆Wp)h
(
S
(−)
T
)
− 1
2
ASSp
σ(tp, Stp)
2
∆W 2p −∆tp
∆t2p
h
(
S
(0)
T
)
. (34)
The last term in h
(
S
(0)
T
)
has expected value 0 and the two first terms are antithetic
contributions to the option price.
If the payoff function h is smooth and has a Taylor expansion, one can check
that PT is of order O(1). This is not true for a Call or Put option payoff in
the vicinity of the strike. In this case we have PT = O
(
1√
∆tp
)
. However, the
probability to have the strike between S
(−)
T and S
(+)
T at the last time step scales as
O(
√
∆tp). As a consequence, the variance remains finite.
We finally discount on all time steps. As we take a deterministic discount rate
in this first case, this factors out as a multiplication by e
− ∫ T
t0
r(t)dt
.
14
3.3 Monte Carlo scheme summary
We now sum up the whole Monte Carlo scheme in this one-dimensional case with
deterministic discount factor. We consider a European option with maturity T and
payoff h(ST ).
For each path, we do the following:
1. Start from S = S0 at time t = t0. Define
AS0 = 0
ASS0 = 0 .
2. On each date tk
(a) Draw the next Poisson time tk+1 = tk + ∆tk with intensity λ. For
example draw a random uniform variable q between 0 and 1 and take
∆tk = − log(q)λ .
If tk+1 > T , set p = k and go to step 3.
(b) Draw a Gaussian variable ∆Wk with variance ∆tk. Get Stk+1 by equa-
tions (21) and (22):
Stk+1 = Stk + f(k)(∆tk,∆Wk) .
with
f(k)(∆t,∆W ) = µ(tk, Stk)∆t+ σ(tk, Stk)∆W
+
1
2
σ(tk, Stk)∂Sσ(tk, Stk)(∆W
2 −∆t)
+ σ(tk, Stk)∂Sµ(tk, Stk)∆t∆W .
(c) Compute ∆µk and ∆Ck according to equation (23):
∆µk = µ(tk, Stk)
−[µ(tk−1, Stk−1) + σ(tk−1, Stk)∂Sµ(tk−1, Stk−1)∆Wk−1]
∆Ck = σ(tk, Stk)
2 − σ(tk−1, Stk−1)2
[
1 + ∂Sσ(tk−1, Stk−1)∆Wk−1
+∂Sµ(tk−1, Stk−1)∆tk−1
]2
.
(d) Compute ASk+1 and A
SS
k+1 from A
S
k and A
SS
k as in equation (31):
ASk+1 =
[
1 + bk
]
ASk − bk
∂Sσ(tk, Stk)
σ(tk, Stk)
ASSk + dk(∆tk,∆Wk)
∆µk+1
λ
ASSk+1 =
[
1 + bk
]2
ASSk +
1
2
dk(∆tk,∆Wk)
∆Ck+1
λ
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with
bk = ∂Sσ(tk, Stk)∆Wk + ∂Sµ(tk, Stk)∆tk
dk(∆t,∆W ) = 1 +
[
ASk
σ(tk, Stk)
− A
SS
k ∂Sσ(tk, Stk)
σ(tk, Stk)
2
]
∆W
∆t
+
ASSk
σ(tk, Stk)
2
∆W 2 −∆t
∆t2
.
3. On time tp
(a) Draw a Gaussian variable ∆Wp with variance ∆tp = T − tp. Compute
S
(+)
T , S
(0)
T and S
(−)
T as in equation (33):
S
(+)
T = Stp + f(p)(∆tp,∆Wp)
S
(0)
T = Stp + µ(tp, Stp)∆tp
S
(−)
T = Stp + f(p)(∆tp,−∆Wp) .
(b) Get the undiscounted path contribution (34) for the payoff h(ST ):
PT =
1
2
dp(∆tp,∆Wp)h
(
S
(+)
T
)
+
1
2
dp(∆tp,−∆Wp)h
(
S
(−)
T
)
− A
SS
p
σ(tp, Stp)
2
∆W 2p −∆tp
∆t2p
h
(
S
(0)
T
)
.
4. Multiply by the discount factor:
e
− ∫ T
t0
r(t)dt
PT .
We finally average over all path to get the unbiased Monte Carlo estimation of the
option price.
4 Numerical results
4.1 Convergence
In order to test numerically our Monte Carlo scheme, we take a model for which
we can have a closed formula as a reference value. We therefore choose the Black-
Scholes model
dS = µ0Sdt+ σ0SdWt
which corresponds to local drift an volatility
µ(t, S) = µ0S
σ(t, S) = σ0S .
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There already exist an unbiased Monte Carlo scheme for this model, using log(S)
as a variable. For the purpose of ours tests we ignore this and we naively apply
our scheme and compare it to a Euler scheme.
We consider an underlying with spot S0 = 100 and volatility σ0 = 50%. We
suppose the interest rate and the drift are r = µ0 = 5%. We price a Put option of
maturity T = 1 year at strike K = 80. The Black-Scholes formula gives an option
price of 7.8909.
Figure 1 shows the simulated value as a function of the number of paths for the
unbiased scheme with λ = 3.
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Figure 1: Convergence of the simulated option price with respect to the number
of paths for the unbiased scheme and the Euler scheme.
For comparison, it also shows the same convergence graph for a Euler scheme
with the same average number of time steps n = 4. We see that this latter scheme
converges to a biased value.
4.2 Comparison with Euler and Milstein scheme
When using the Euler scheme, the bias can be decreased using more time steps.
This in turn increases the computation time. On the other hand, using the unbiased
scheme is done at the cost of increasing the variance for small values of λ. Increasing
the value of λ makes the variance smaller but also increases the computation time,
as the average number of time steps is higher.
In order to assess the performance gain which can be achieved, we consider the
80% Put option described in the section 4.1 and we price it with both schemes.
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As the path generation has similarities with the Milstein scheme, we also compare
with it. This allows to better isolate the effect of corrective terms in the unbiased
scheme.
For the unbiased scheme, we use increasing values of λ from .01 to 29. For Euler
and Milstein scheme, we take increasing numbers of time steps from 1 to 300. In all
cases we draw N = 1 million paths and compute numerically the estimated option
price, the empirical standard deviation and the computation time. The results are
shown in figure 2. The estimated prices are plotted with 99% confidence interval
against the computation time in logarithmic scale.
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Figure 2: Simulated price of a European Put obtained using the unbiased scheme,
compared to Euler and Milstein schemes with the same number of Monte Carlo
paths. Prices are plotted with 99% confidence interval against the computation
time in logarithimic scale.
At very low Poisson intensity (λ = 0.01), the Monte Carlo variance of the un-
biased scheme is higher than the Euler and Milstein schemes. However it quickly
decreases when λ increases. For λ ≥ 0.3 it becomes even lower than noise of the
Euler and Milstein schemes. Beyond λ = 1 the Monte Carlo noise is almost station-
ary: the corrective terms add negligible variance compared to the basic variance of
the payoff. For all values of λ, we check that the final estimate is consistent with
the theoretical value, up to the Monte Carlo statistical error. The value λ = 1
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which appears to be optimal with respect to computation time corresponds to an
average number of time steps n = 2 over the period of 1 year.
On the opposite, the Euler scheme exhibits a large bias when the number of
time steps is small. This bias decreases linearly with ∆T = T/n. Performing a
weighted least squares regression, we estimate the bias to behave asymptotically
as 2.99
n
. In order to have a bias equal to the Euler Monte Carlo standard deviation
0.13, we thus need n ∼ 230 time steps. This corresponds to a computation time
43 times longer than the unbiased scheme with λ = 1.
The Milstein scheme has a smaller bias, asymptotically −0.648
n
in this example.
We thus need n = 50 time steps to get a bias of the same magnitude as the Monte
Carlo noise. This means a computation 10 times slower than the unbiased scheme.
5 Multidimensional process
We consider now the general multi-dimensional case, where all parameters can
depend on t and X in the parabolic PDE (1):
∂tut(Xt) + µ
α(t,Xt)∂αut(Xt) +
1
2
Cαβ(t,Xt)∂α∂βut(Xt) = r(t,Xt)ut(Xt) . (35)
According to Feynman-Kac theorem, it corresponds to the multi-dimensional pro-
cess
dXαt = µ
α(t,Xt)dt+ σ
α
a(t,Xt)dW
a
t
with stochastic discount rate r(t,Xt). σ(t,Xt) is a volatility matrix such that
Cαβ(t,Xt) = σ
α
a(t,Xt)σ
β
a(t,Xt)
which can be obtained by Cholesky decomposition. W at are independent standard
Brownian processes.
5.1 Monte Carlo path
We draw Poisson times tk with intensity λ. Between these times, we simulate a
d-dimensional Brownian process Wt. This corresponds to the parabolic PDE
∂tvt(Wt) +
1
2
δab∂a∂bvt(Wt) = 0 . (36)
Between two Poisson times tk and tk+1, we will consider two change of variables
3:
• Space variables. We go from (t,W ) to (t,X), using functions fα(k)(∆t,∆W ):
Xαt = X
α
tk
+ fα(k)(t− tk,Wt −Wtk) .
3If we see the total space made of space variables and prices as a fiber bundle, this corresponds
to a change of variables on the base space and the fiber.
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• Nume´raire. We change the nume´raire, using a function g(k)(∆t,∆W )
ut = vte
g(k)(t− tk,Wt −Wtk) .
The change of nume´raire transfers to derivatives as4
∂tvt = e
−g∂tut − (∂tg) e−gut
∂avt = e
−g∂aut − (∂ag) e−gut
∂a∂bvt = e
−g∂a∂but − (∂a∂bg) e−gut + (∂ag)(∂bg) e−gut
−(∂ag) e−g∂but − (∂bg) e−g∂aut .
Using the notations
∂a = ∂Wa ∂α = ∂Xα
we define
eαa = ∂af
α
and
cαab = ∂a∂bf
α .
We will also use the inverse matrix eaα, with defining properties
eαae
a
β = δ
α
β e
a
αe
α
b = δ
a
b .
The change of space variables induces the following transformations on derivatives:
∂a = e
α
a ∂α
∂a∂b = e
α
ae
β
b ∂α∂β + c
α
ab ∂α
∂t|W = ∂t|X +∂tfα ∂α .
In term of the new variables t, X and ut, PDE (36) thus becomes
∂tut + µˆ
α∂αut +
1
2
Cˆαβ∂α∂βut = rˆut (37)
with
µˆα = ∂tf
α − (∂ag)eαa + 1
2
cαaa
Cˆαβ = eαae
β
a (38)
rˆ = ∂tg +
1
2
∂a∂ag − 1
2
(∂ag)(∂ag) .
We want to find functions fα(k)(∆t,∆W ) and g(k)(∆t,∆W ) such that µ − µˆ,
C − Cˆ and r − rˆ behaves as O(∆t) at small ∆t.
4We drop (k) indices when they are not needed in order to simplify the notation.
20
We suppose that we can expand fα(k) and g(k) as power series in ∆t and ∆W :
fα(k)(∆t,∆W ) = f
α
00 + (f
α
01)a∆W
a + fα10∆t+
1
2!
(fα02)ab∆W
a∆W b
+(fα11)a∆t∆W
a +
1
3!
(fα03)abc∆W
a∆W b∆W c + · · ·
g(k)(∆t,∆W ) = g00 + (g01)a∆W
a + g10∆t+
1
2!
(g02)ab∆W
a∆W b
+(g11)a∆t∆W
a +
1
3!
(g03)abc∆W
a∆W b∆W c + · · ·
In this expression, (fαij)abc··· or (gij)abc··· are tensors which are symmetric in space
indices a, b, c, · · · .
The continuity contraint at t = tk is f
α(0, 0) = 0. It translates to
fα00 = 0 .
In addition, we choose nume´raires such that ut and vt coincide at the beginning of
the period, t = tk. Mathematically this is g(0,∆W ) = 0, which gives for all j
(g0j) = 0 .
Taking into account these constraints, equations (38) have Taylor expansions
µˆα = fα10 + (f
α
11)a∆W
a +
1
2
(fα02)bb +
1
2
(fα03)bba∆W
a +O(∆t) (39)
Cˆαβ = (fα01)b(f
β
01)b + (f
α
01)b(f
β
02)ba∆W
a + (fβ01)b(f
α
02)ba∆W
a +O(∆t) (40)
rˆ = g10 + (g11)a∆W
a +O(∆t) . (41)
On the other hand, a Taylor expansion of the parameters of PDE (35) gives
µα = µα(tk, Xtk) + e
γ
a(tk,Wtk)∂γµ
α(tk, Xtk)∆W
a +O(∆t) (42)
Cαβ = Cαβ(tk, Xtk) + e
γ
a(tk,Wtk)∂γC
αβ(tk, Xtk)∆W
a +O(∆t) (43)
r = r(tk, Xtk) + e
γ
a(tk,Wtk)∂γr(tk, Xtk)∆W
a +O(∆t) . (44)
From its definition, eγa is
eγa = ∂af
α = (fγ01)a + (f
γ
02)ab∆W
b +O(∆t) .
At the beginning of the period, with ∆t = 0 and ∆W = 0, this is
eγa(tk,Wtk) = (f
γ
01)a .
We want to make µ− µˆ, C − Cˆ and r − rˆ vanish up to O(∆t) terms.
Let us start with the constant term in equations (40) and (43). From a Cholesky
decomposition
Cαβ(tk, Xtk) = σ
α
b(tk, Xtk)σ
β
b(tk, Xtk)
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we get a solution
(fα01)b = σ
α
b(tk, Xtk) . (45)
This also gives
eαa(tk,Wtk) = σ
α
a(tk, Xtk) .
Its inverse is
eaα(tk,Wtk) =
[
σ(tk,Wtk)
−1]a
α .
Equating the first order terms of equations (40) and (43), we have
eαb(tk,Wtk)(f
β
02)ba + e
β
b(tk,Wtk)(f
α
02)ba = e
γ
a(tk,Wtk)∂γC
αβ(tk, Xtk)
where Cαβ is symmetric in indices α and β and (fβ02)ab in indices a and b. We
multiply this equation by ecα(tk,Wtk) and e
d
β(tk,Wtk), also using e
a
αe
α
b = δ
a
b :
fdca + f
c
da = Ca
cd (46)
where we introduced the notations
fabc = e
a
α(tk,Wtk)(f
α
02)bc
Ca
bc = eαa(tk,Wtk)e
b
β(tk,Wtk)e
c
γ(tk,Wtk)∂αC
βγ(tk, Xtk) .
fabc and Ca
bc are tensors symmetric in the two last indices. We write equation (46)
for the three cyclic permutations of the indices and get
f bca + f
c
ba = Ca
bc (47)
f cab + f
a
cb = Cb
ca (48)
fabc + f
b
ac = Cc
ab . (49)
The linear combination (49) + (48) - (47) then gives
fabc =
1
2
(Cc
ab + Cb
ca − Cabc) .
Inverting the definition of fabc in term of (f
α
02)bc we get
(fα02)bc =
1
2
σαa(tk, Xtk)(Cc
ab + Cb
ca − Cabc)
=
1
2
[
σγc(tk, Xtk)e
b
β(tk, Xtk)∂γC
αβ(tk, Xtk)
+ σβb(tk, Xtk)e
c
γ(tk, Xtk)∂βC
αγ(tk, Xtk) (50)
− ebβ(tk, Xtk)ecγ(tk, Xtk)Cαδ(tk, Xtk)∂δCβγ(tk, Xtk)
]
.
Equating terms in equations (39) and (42) we get
fα10 = µ
α(tk,Wtk)−
1
2
(fα02)bb
(fα11)a = σ
γ
a(tk, Xtk)∂γµ
α(tk,Wtk)−
1
2
(fα03)bba .
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Using the property Tr(M−1∂αM) = ∂αlog(det(M)) we rewrite (fα02)bb as
(fα02)bb = ∂βC
αβ(tk,Wtk)−
1
2
Cαγ(tk,Wtk)∂γlog(det(C))(tk,Wtk)
and get
fα10 = µ
α(tk,Wtk)−
1
2
∂βC
αβ(tk,Wtk) +
1
4
Cαγ(tk,Wtk)∂γlog(det(C))(tk,Wtk) . (51)
Making the additional choice fαij = 0 for fij = 0 for (i = 0, j ≥ 3), (i = 1, j ≥ 2)
and (i ≥ 2), the expression for (fα11)a simplifies to
(fα11)a = σ
γ
a(tk, Xtk)∂γµ
α(tk,Wtk) . (52)
This completes the definition of fα(k) as a polynomial in ∆t and ∆W
fα(k)(∆t,∆W ) = (f
α
01)a∆W
a + fα10∆t+
1
2
(fα02)ab∆W
a∆W b + (fα11)a∆t∆W
a
with all coefficients defined in equations (45), (51), (50) and (52).
Finally, equating equations (41) and (44) we get
g10 = r(tk, Xtk) (53)
(g11)a = σ
γ
a(tk, Xtk)∂γr(tk, Xtk) . (54)
Choosing all other gij coefficients to be 0, we also get g(k) as a polynomial in ∆t
and ∆W
g(k)(∆t,∆W ) = g10∆t+ (g11)a∆t∆W
a .
Using function fα(k) and g(k) we are able to solve the PDE (37) by Monte Carlo
simulation. At time tk we draw d independent Gaussian variable ∆W
a
k , 1 ≥ a ≥ d
with variance ∆tk = tk+1 − tk. Then we compute the value of the system at the
following date
Xαtk+1 = X
α
tk
+ fα(k)(∆tk,∆Wk) .
The (stochastic) discount factor between tk and tk+1 is
D(tk, tk+1) = e
−g(k)(∆tk,∆Wk) .
We reccursively multply it to get the discount factor up from t0 to tk+1 as
Dk+1 = DkD(tk, tk+1) = Dke
−g(k)(∆tk,∆Wk) ,
starting from D0 = 1.
23
5.2 Corrective terms
From the definition of fα(k) and g(k), between tk ad tk+1, we have
eα(k)a(∆t,∆W ) = (f
α
01)a + (f
α
02)ab∆W
b + (fα11)a∆t
Using the definitions of coefficients, this is
eα(k)a(∆t,∆W ) = σ
α
a(tk, Xtk) + c
α
(k)ab∆W
b + σγa(tk, Xtk)∂γµ
α(tk,Wtk)∆t (55)
with
cα(k)ab =
1
2
[
σγb(tk, Xtk)e
a
β(tk, Xtk)∂γC
αβ(tk, Xtk)
+ σβa(tk, Xtk)e
b
γ(tk, Xtk)∂βC
αγ(tk, Xtk)
− eaβ(tk, Xtk)ebγ(tk, Xtk)Cαδ(tk, Xtk)∂δCβγ(tk, Xtk)
]
.
Equations (38) read
µˆαk (∆t,∆W ) = f
α
10 +
1
2
(fα02)bb + (f
α
11)a∆W
a − (g11)aeαa(∆t,∆W )∆t
Cˆαβk (∆t,∆W ) = e
α
(k)a(∆t,∆W )e
β
(k)a(∆t,∆W )
rˆk(∆t,∆W ) = g10 + (g11)a∆W
a − 1
2
(g11)a(g11)a∆t
2 .
Using the definitions of coefficients or the fact these quantities should coincide with
µα, Cαβ and r up to O(∆t) terms we can rewrite this as
µˆαk (∆t,∆W ) = µ
α(tk, Xtk) + σ
β
a(tk, Xtk)[
∂βµ
α(tk, Xtk)∆W
a − ∂βr(tk, Xtk)eα(k)a(∆t,∆W )∆t
]
Cˆαβk (∆t,∆W ) = e
α
(k)a(∆t,∆W )e
β
(k)a(∆t,∆W )
rˆk(∆t,∆W ) = r(tk, Xtk) + σ
α
a(tk, Xtk)∂αr(tk, Xtk)∆W
a
−1
2
Cαβ(tk, Xtk)
(
∂αr(tk, Xtk)
)(
∂βr(tk, Xtk)
)
∆t2 .
Using these expressions for k − 1 we compute
∆µαk = µ
α(tk, Xtk)− µˆαk−1(∆tk−1,∆Wk−1)
∆Cαβk = C
αβ(tk, Xtk)− Cˆαβk−1(∆tk−1,∆Wk−1)
∆rk = r(tk, Xtk)− rˆk−1(∆tk−1,∆Wk−1)
and we get
1 +
∆Hk
λ
= 1− ∆rk
λ
+
∆µαk
λ
∂Xαtk
+
1
2
∆Cαβk
λ
∂Xαtk
∂Xβtk
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Except on the last time tp, ∆Hk acts on
uk(tk, Xtk) =
∫
dXtk+1Ûtk,tk+1(Xtk , Xtk+1)
(
1 +
∆Hk+1
λ
)
utk+1(Xtk+1) . (56)
More generally we will consider the action on this expression of a second order
differential operator
Ak = Ak + Aαk∂Xαtk +
1
2
Aαβk ∂Xαtk
∂Xβtk
.
As in section 3.2.1,e consider the change of variable between Xt and Wt defined
by
Xαt = X
α
tk
+ fα(k)(t− tk,Wt −Wtk) .
On derivatives it induces
∂a = e
α
(k)a∂α (57)
∂a∂b = e
α
(k)ae
β
(k)b∂α∂β + c
α
(k)ab∂α
and their inverse relations
∂α = e
a
(k)α∂a
∂α∂β = e
a
(k)αe
b
(k)β∂a∂b − ea(k)αeb(k)βec(k)γcγ(k)ab∂c .
In the new variables, the differential operator Ak is
Ak = Ak + Aαkea(k)α(0, 0)∂Watk −
1
2
Aαβk e
a
(k)α(0, 0)e
b
(k)β(0, 0)e
c
(k)γ(0, 0)c
γ
(k)ab∂W ctk
+
1
2
Aαβk e
a
(k)α(0, 0)e
b
(k)β(0, 0)∂Watk
∂W btk
.
This operator acts on expression (56). In the new variables, the evolution
operator becomes
Û
(W )
tk,tk+1
(Wtk ,Wtk+1) = e
−g(k)(tk+1 − tk,Wtk+1 −Wtk)ϕ(tk+1−tk,Wtk+1−Wtk) (58)
where ϕ is the d-dimensional Gaussian kernel
ϕ(∆t,∆W ) =
1
(2pi∆t)d/2
e−12 ∆W
a∆Wa
∆t .
When acting on the term in ∆Hk+1
λ
, we differentiate Û
(W )
tk,tk+1
(Wtk ,Wtk+1) with
respect toWtk , which means multiplying by the weights Ŵ(k)a and Ŵ(k)ab, according
to their definition
∂Watk
Û
(W )
tk,tk+1
(Wtk ,Wtk+1) = Ŵ(k)a(∆tk,∆Wk)Û (W )tk,tk+1(Wtk ,Wtk+1)
∂Watk
∂W btk
Û
(W )
tk,tk+1
(Wtk ,Wtk+1) = Ŵ(k)ab(∆tk,∆Wk)Û (W )tk,tk+1(Wtk ,Wtk+1) .
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From expression (58) we have
Ŵ(k)a(∆t,∆W ) = ∆W
a
∆t
+ ∂ag(k)(∆t,∆W )
=
∆W a
∆t
+ σαa(tk, Xtk)∂αr(tk, Xtk)∆t
and
Ŵ(k)ab(∆t,∆W ) =
[
∆W a
∆t
+ ∂ag(k)(∆t,∆W )
] [
∆W b
∆t
+ ∂bg(k)(∆t,∆W )
]
−δab
∆t
− ∂a∂bg(k)(∆t,∆W )
=
[
∆W a
∆t
+ σαa(tk, Xtk)∂αr(tk, Xtk)∆t
]
[
∆W b
∆t
+ σβb(tk, Xtk)∂βr(tk, Xtk)∆t
]
− δab
∆t
.
For the term where Û tk, tk + 1 directly acts on utk+1 , we use the fact that
Û
(W )
tk,tk+1
(Wtk ,Wtk+1) given in equation (58) depends only on Wtk+1−Wtk to transfer
the derivatives from the first variable to the second one:
∂Watk
Û
(W )
tk,tk+1
(Wtk ,Wtk+1) = −∂Watk+1Û
(W )
tk,tk+1
(Wtk ,Wtk+1) .
Then we integrate by part on Wtk+1 to transfer the derivative on utk+1 so that∫
dWtk+1∂Watk
Û
(W )
tk,tk+1
(Wtk ,Wtk+1)utk+1(Wtk+1)
= −
∫
dWtk+1
(
∂Watk+1
Û
(W )
tk,tk+1
(Wtk ,Wtk+1)
)
utk+1(Wtk+1)
=
∫
dWtk+1Û
(W )
tk,tk+1
(Wtk ,Wtk+1)∂Watk+1
utk+1(Wtk+1)
and similarly for the second derivative. We then go back to the original variable
X at date tk+1 using equations (57).
Assembling all terms, we finally get
Akutk(Xtk) =
∫
dXtk+1Ûtk,tk+1(Xtk , Xtk+1)Ak+1utk+1(Xtk+1)
where we define
Ak+1 = Ak+1 + Aαk+1∂Xαtk+1 +
1
2
Aαβk+1∂Xαtk+1
∂Xβtk+1
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with
Ak+1 = Ak − dk(∆tk,∆Wk)∆rk+1
λ
Aαk+1 = [δ
α
γ + b
α
(k)γ]A
γ
k − ebβ(tk, Xtk)ecγ(tk, Xtk)cδ(k)bcbα(k)δAγδk
+dk(∆tk,∆Wk)
∆µαk+1
λ
Aαβk+1 = [δ
α
γ + b
α
(k)γ][δ
β
δ + b
β
(k)δ]A
γδ
k+1 + dk(∆tk,∆Wk)
∆Cαβk+1
λ
.
We define bα(k)γ by
ea(k)γ(0, 0)e
α
(k)a(∆k,∆Wk) = δ
α
γ + b
α
(k)γ
which in our case, using (55) and
ea(k)γ(0, 0) = e
a
γ(tk, Xtk) =
[
σ(tk,Wtk)
−1]a
γ ,
gives
bα(k)γ = e
a
γ(tk, Xtk)c
α
(k)ab∆W
b
k + ∂γµ(tk, Xtk)∆tk .
We also define the effect of operator Ap acting by weights multiplication as
dk(∆t,∆W ) = Ak + A
α
ke
a
α(tk, Xtk)Ŵ(k)a(∆t,∆W )
+
1
2
Aαβk e
a
α(tk, Xtk)e
b
β(tk, Xtk)[
Ŵ(k)ab(∆t,∆W )− ecγ(tk, Xtk)cγ(k)abŴ(k)c(∆t,∆W )
]
.
Finally, on the last date, we keep the variance finite by antithetic sampling as
in section 3.2.2. We compute
X
α(+)
T = X
α
tp + f
α
(p)(∆tp,∆Wp)
X
α(0)
T = Eˆtp
[
XαT
]
= Xαtp + µ
α(tp, Stp)∆tp
X
α(−)
T = X
α
tp + f
α
(p)(∆tp,−∆Wp)
and the corresponding discount factors on the last time step
D
(+)
p,T = e
−g(p)(∆tp,∆Wp)
D
(0)
p,T = e
−g(p)(∆tp, 0)
D
(−)
p,T = e
−g(p)(∆tp,−∆Wp) .
Then we can get the contribution from the path to the Monte Carlo estimate as
PT = Dp
(
1
2
dp(∆tp,∆Wp)D
(+)
p,T h
(
S
(+)
T
)
+
1
2
dp(∆tp,−∆Wp)D(−)p,T h
(
S
(−)
T
)
− d(0)p D(0)p,Th
(
S
(0)
T
))
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with
d(0)p =
1
2
[
dp(∆tp,∆Wp) + dp(∆tp,−∆Wp)
]
− Êtp
[
dp(∆tp,∆Wp)
]
=
1
2
Aαβp e
a
α(tk, Xtp)e
b
β(tp, Xtp)
(
∆W ap ∆W
b
p
∆t2p
− δab
∆tp
)
.
By construction d
(0)
p has a null expected value. Thus PT is the average of two
antithetic contributions to the option price, minus a term of null expected value.
Finally, the average of PT over all paths gives the Monte Carlo estimate of
ut0(X0). It converges to it when the number of paths goes to infinity without any
bias, as explained in section 2.
5.3 Monte Carlo scheme summary
In a Monte Carlo simulation, on each path we start by initializing operator A0
by the identity A0 = 1 and the disccount factor D0 by 1 D0 = 1. We start from
Xt0 = X0. We draw Poisson times tk. When going from date tk to date tk+1 on a
Monte Carlo path, we do the following:
1. Compute all coefficients fαij and gij in order to get functions f
α
(k) and gij.
2. Draw d independent Gaussian variables ∆W ak with variance ∆tk and get the
next state Xtk+1 as X
α
tk+1
= Xαtk + f
α
(k)(∆tk,∆Wk).
3. Accumulate the discount factor as Dk+1 = Dke
−g(k)(∆tk,∆Wk).
4. Compute Ak+1 from Ak as explained above.
When we reach the last time tp before maturity T , we perform steps 1 and 2 with
tp+1 = T , then we compute the corrected, discounted payoff PT as explained above.
The final value is obtained by averaging over all Monte Carlo paths.
6 Final comments
In this article, we introduce a Monte Carlo scheme which converges to the theo-
retical value without any bias, while keeping a finite variance. It applies to mul-
tidimensional diffusion processes and it can also handle stochastic interest rates.
It allows to decrease the average number of time steps needed to reach a given
precision, which can save a lot of computation time.
6.1 Related work
We leverage some interesting work presented in Henry-Laborde`re et al. (2015).
However our Monte Carlo scheme differs in several ways.
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One of the main differences is that in their scheme, paths which take into
account corrective terms do not take into account the basic payoff contribution
h(ST ). In other words, their choice is equivalent to keeping the constant unit term
in equation (6) only when there is no jump at time t. This occurs with probability
1 − λtδt and this is compensated by a factor 11−λtδt ∼ eλδt. Equation (6) is thus
replaced by
(1− δNt)eλtδt + δNt∆Ht
λt
.
The probability of not having any Poisson jump over a maturity T is e−λT .
Thus only this proportion of the Monte Carlo paths contains the basic payoff
contribution. This is compensated by a weight eλT coming from the product of
eλδt on all infinitesimal times.
However this increases the total Monte Carlo noise, especially for large values
of the Poisson intensity λ. In this case e−λT is close to zero and very few paths,
if any, include the payoff contribution h(ST ). In addition all paths contributions
include a factor eλT which can become very large.
In our scheme, the payoff contribution is kept for all paths, whether they include
corrective terms or not. In addition, there is no such factor eλT . This makes the
scheme usable for any value of λ, even when it becomes large.
A second difference is that our simulation scheme can handle simultaneously
non-zero drift and nonconstant volatilities, in any dimension.
We also show how to take into account stochastic interest rates.
6.2 Possible improvements
The Monte Carlo scheme presented here can be enhanced in several ways. In
particular, one can make different choices for the precise form of functions fα(k) and
g(k). Depending on the specific choice, this can allow to have a simulated path
closer to the original process and thus the corrective terms would be smaller. A a
simple case, one can factor in some time dependence in parameters.
In addition, the Poisson intensity λ can depend on time t and on the stochastic
variables Xαt . One could increase it in the regions where the corrective terms are
higher and decrease it when they are smaller.
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