Denote the alternating and symmetric groups of degree n by A n and S n , respectively. Consider a permutation σ ∈ S n whose all nontrivial cycles have the same length. We find minimal polynomials of σ in ordinary irreducible representations of A n and S n .
Introduction
The question of finding the minimal polynomials of elements in representations for a given group goes back to the famous work of P. Hall and G. Higman [1] .
Assume that F is an algebraically closed field and G is a finite group. Consider any irreducible representation ρ of G over F. If g ∈ G then by deg(ρ(g)) denote the degree of the minimal polynomial of the matrix ρ(g) and by o(g) the order of g modulo Z(G). The general problem was formulated in [2] as follows. Problem 1. Determine all possible values for deg(ρ(g)), and if possible, all triples (G, ρ, g) with deg(ρ(g)) < o(g), in the first instance under the condition that o(g) is a p-power.
There are plenty of works in this area and we mention only results on symmetric and alternating groups of degree n which will be denoted by A n and S n , respectively. The minimal polynomials of elements of prime order of A n and S n in ordinary or projective representations were found in [3] . For algebraically closed fields of positive characteristic p, Kleshchev and Zalesski [4] described the minimal polynomials of elements of order p in irreducible representations of covering groups of A n .
In this paper we describe the minimal polynomials of some elements in ordinary representations of A n and S n . Namely, we consider permutations whose cycle decomposition consists of cycles of a fixed length and cycles of length one. This set includes the set of permutations of prime order and consists of powers of single cycles.
Recall that a partition of n is a nonincreasing finite sequence of positive integers (λ 1 , λ 2 , ..., λ k ) whose sum equals n. It is well-known that there exists a one-to-one correspondence between the set of equivalence classes of ordinary irreducible representations of S n and the set of partitions of n. The symmetric group S n has several named representations. The alternating representation is the representation of degree one such that each permutation maps to its sign. Furthermore, if V is a vector space of dimension n over a filed of characteristic zero with a base e 1 , e 2 , . . ., e n then S n acts in the natural way on V , namely, for every σ ∈ S n and i ∈ {1, . . . , n} we have σ(e i ) = e σ(i) . There are two irreducible constituents in this representation: the line l = e 1 + e 2 + ...+e n and its orthogonal complement l ⊥ = e 1 −e i | 2 ≤ i ≤ n . This action of S n on l ⊥ is called the standard irreducible representation of S n . It is known that this representation corresponds to a partition (n − 1, 1). Any irreducible representation that corresponds to a partition (1 n−1 , 2) = (1, 1, ..., 1, 2) is called the associated representation with the standard representation.
We say that a permutation σ ∈ S n is of shape [a b 1 1 a b 2 2 . . . a b k k ], where a i are distinct integers, if the cycle decomposition of σ consists of b 1 cycles of length a 1 , b 2 cycles of length a 2 ,. . ., b k cycles of length a k . Denote the field of complex numbers by C. The main result is the following. Theorem 1. Let n, r and m be positive integers such that n ≥ 3, r ≥ 2 and rm ≤ n. Assume that σ ∈ S n is of shape [r m 1 n−rm ], i.e. a product of m cycles of length r, and ρ : S n → GL(V ) is a nontrivial irreducible representation of S n over C. Denote the minimal polynomial of ρ(σ) by µ σ V (x). Then µ σ V (x) = x r − 1 if and only if one of the following holds:
(i) r = n, m = 1 and ρ is the standard representation. In this case µ σ V (x) = x n −1 x−1 ; (ii) r = n, m = 1, and ρ is the associated with standard representation. In this case µ σ V (x) = x n −1 x+(−1) n ;
(iii) ρ is the alternating representation and µ σ V (x) = x − (−1) sgn(σ) .
Recall that the standard representation of A n is the restriction of the standard representation of S n to A n . As a corollary of Theorem 1 we prove the following. Corollary 1. Let n ≥ 5, r ≥ 2 and rm ≤ n. Assume that σ ∈ A n is of shape [r m 1 n−rm ] and ρ : A n → GL(V ) is a nontrivial irreducible representation of A n over C. Denote the minimal polynomial of ρ(σ) by µ σ V (x). Then
if r = n is odd, m = 1 and σ is the standard representation;
There are a few other examples of permutation σ ∈ S n such that 1 is not an eigenvalue of the image of σ in an irreducible representation of S n . We list them in the following proposition. Proposition 1. Let n ≥ 3 be an integer and ρ : S n → GL(V ) an irreducible representation of S n corresponding to a partition λ of n. Assume that a pair (λ, σ) is one of the following:
where n is odd, (ii) or λ = (1 n ) and σ is odd, (iii) or σ is n-cycle and either λ = (n − 1, 1) or n is odd and λ = (2, 1 n−2 ),
Then 1 is not an eigenvalue of ρ(σ). Remark 1. Using GAP [5] , we verify that if 3 ≤ n ≤ 20 then Theorem 1 and Proposition 1 include all examples of permutations σ ∈ S n and corresponding irreducible representations such that the image of σ has no eigenvalues equal to 1.
This paper is organized as follows. In Section 2 we recall notations and basic facts about ordinary representations of symmetric and alternating groups. In Section 3 we formulate and prove some auxiliary results that will be used in proofs of Theorem 1 and Corollary 1. Sections 4-6 are devoted to the proofs of the main results.
Ordinary representations: notations and basic facts
In our notations for ordinary representations of S n and A n we follow [6] . Let n be a positive integer. We write λ n for a partition λ = (λ 1 , λ 2 , ..., λ k ), that is a sequence of positive integers λ i such that
If λ is a partition of n then by T λ we denote the Young diagram of shape λ, consisting of k strings with λ 1 , λ 2 ,. . ., λ k square boxes, respectively (see Figure 1 ). Definition 1. The lengths of columns of T λ form a partition of n which is called the partition associated with λ and denoted by λ . In other words, λ = (λ 1 , λ 2 , ..., λ λ 1 ), where λ i = j,λ j ≥i 1. If λ = λ then λ is called selfassociated.
We naturally numerate boxes of T λ by pairs (i, j) meaning the j-th box in the i-th string.
Definition 2. The set of boxes that place on the right or on the bottom from the box (i, j) in T λ together with the box (i, j) form a hook H λ ij (see Figure 2 ). Number of the boxes in H λ ij is denoted by h λ ij and called the length of H λ ij . Using elements of λ , we can express
It is well-known that there exists a bijection between the set of equivalence classes of ordinary irreducible representations of S n and the set of partitions of n. The equivalence class of irreducible representations which corresponds to a partition λ n is denoted by [λ] and its character by χ λ . By [λ] ↓ A n we denote the restriction of [λ] to A n .
We collect basic facts about ordinary irreducible representations and characters of symmetric and alternating groups in the following three propositions.
Proposition 2. Let n be an integer and n > 1. Then the following statements hold.
(i) Q is the split field for S n and all values of all characters of S n are integers.
Proposition 3. [6, Theorem 2.5.7] Suppose that λ is a partition of n > 1.
Then the following statements hold. 
Finally we formulate two famous rules that help to compute character values on elements of S n . is a partition of n, then we have for the restriction of [λ] to the stabilizer of
Proposition 6. [7, 4.10](The Frobenius Formula) Let n be a positive integer and λ = (λ 1 , λ 2 , ..., λ k ) be a partition of n. Denote
Preliminaries
The following result is our main tool to estimate character values of permutations. 
To estimate factorials, we use the following well-known result due to Robbins.
We apply this inequalities to the conclusion of Lemma 1. 
Proof. Lemma 1 implies that
Using Lemma 2, we have
Then
and σ is a permutation of shape [n 1 ], i.e. a cycle of length n. Then
For representations from Lemma 5(a) we need explicit values of their characters.
Lemma 6. Suppose that n be an integer and σ ∈ S n . Assume that σ has i 1 cycles of length 1, i 2 cycles of length 2 and i 3 cycles of length 3. Then the following holds.
Now we consider each remaining case λ ∈ {(n − 3, 3), (n − 3, 1 3 ), (n − 3, 2, 1)}.
Case λ = (n − 3, 3). Then Proposition 6 implies that
i.e. the coefficient of x n−2 1 x 3 2 in this product. We have four factors containing
The sum of powers of x 2 must be equal to 3. It is easy to see that there are five possibilities: 3 = 0+0+0+3, 3 = 0+1+2+0, 3 = 1+0+2+0, 3 = 0+3+0+0, 3 = 1+2+0+0. The corresponding factors containing
So we need to find the coefficient of
Since we are interested only in products where x 4 appears with multiplicity one, we can replace ∆(x) in the above-formula on (
x 4 by P . Now we look how we can obtain x n 1 x 3 2 x 2 3 x 4 after expanding the product in the above-formula for χ λ (σ).
Suppose we do not use the term
In this case this must be multiplied on x 2 2 x 4 in P . So in the product we have a multiplier i 3 x
and clearly this gives only one term
x 4 after expanding the product for χ λ (σ). Therefore, we can assume that we use x 3i 3 1 in (
Then there are three possibilities:
In the first case we cannot take any term from P , since we need to use divisors of x n x 2 x 4 . If we use i 2 x 2(i 2 −1) 1 x 2 2 then in P we take either −x 2 x 2 3 or x 2 3 x 4 . Assume we choose −x 2 x 2 3 , and so we have a factor −i 2 x
. It remains to find the factor containing x 4 . There are two possibilities either
So after expanding, we have −i 2 (i 1 − 1)x n x 3 2 x 2 3 x 4 . If we take x 2 3 x 4 then we have a factor i 2 x 2(i 2 −1) 1 x 2 2 x 2 3 x 4 and need to find a factor containing x 2 . As above, we can use either −x 2 in (
Therefore, the product for x 2 3 x 4 gives zero together with −i 2 (i 1 − 1)x n x 3 2 x 2 3 x 4 which is obtained for −x 2 x 2 3 . Now we take i 2 x 2(i 2 −1) 1
In this case we can use only the term −x 2 2 x 4 in P . This gives us the factor i 2 x 2(i 2 −1) 1
So we need to find the factor containing x 2 . Clearly, this can be either −
x 3 x 4 after expanding the product for χ λ (σ). So further we can assume that we take x 2i 2 1 in the factor (x 2
We sort out the possibilities for terms in P . For each case we consider a term in Q and then there is no more than one possibility for a term in (x 1 + x 2 + x 3 + x 4 ) i 1 to obtain x n x 3 2 x 2 3 x 4 in the product. For instance, if we use x 2 3 x 4 in P then we can take x 3 1 or −x 2 1 x 2 in Q, and then we must use 
correspond to terms in Q and the columns correspond to terms in P . At the intersection of a row and a column we write the term in (x 1 + x 2 + x 3 + x 4 ) i 1 which we must use to obtain a multiple of x n x 3 2 x 2 3 x 4 if it is possible, otherwise we write '-'. As a consequence we find that the coefficient of x n x 3 2 x 2 3 x 4 in this case equals
Combining results in subcases for this λ, we find that the coefficient of
, as claimed.
Case λ = (n − 3, 2, 1). It follows from Proposition 6 that
x 3 2 x 3 in the product. Assume that we do not take x 3i 3 1 in the factor (x 1 + x 2 + x 3 ) i 3 . Then we can take only the term i 3 x 3(i 3 −1) 1 x 3 2 . Note that ∆(x) contains the factor (x 2 − x 3 ) and since we chose x 3 2 , we use −x 3 in this factor. Now from all the other factors in the product we can use only powers of x 1 and hence in this case we get −i 3 x n 1 x 3 2 x 3 . So we can assume now that we use x 3i 3
Assume that we do not take x 2i 2 1 in the factor (x 2 1 + x 2 2 + x 2 3 ) i 2 . Then we can use only the term i 2 x 2(i 2 −1) 1 x 2 2 . Now we need to find factors where we take x 2 and x 3 to obtain the product x 2 x 3 . Observe that in ∆(x) we can use either x 2 1 x 2 or −x 2 1 x 3 . In the first case we must take
If we fix a term in the first factor then the term in (
Thus in this case we obtain
So the final coefficient of
The following result is well-known.
Lemma 7. Suppose that G is a finite group and ρ : G → GL(V ) an ordinary representation of G. Assume that g ∈ G, |g| = n, and η ∈ C such that η n = 1. If χ is the character of ρ then
Lemma 8. Suppose that n ≥ 23. Then the following inequalities hold true.
Proof. To prove (i), we show that √ n(n − 2)(n − 7) > 54n. This inequality is equivalent to n−2 √ n (n − 7) > 54. Since
. Now we prove (ii). By (i), we have √ n(n − 2) 2 (n − 7) 2 ≥ 54(n − 2)(n − 7)(n − 1). So it suffices to prove that (n − 2)(n − 7) ≥ 8(24) 2 54 . This inequality is true for n = 23 and hence it is true for all n ≥ 23.
Proof of Theorem 1
In this section we prove Theorem 1. Throughout, we suppose that n ≥ 3 and σ is a permutation of shape [r m 1 n−rm ] in S n , where r ≥ 2. We fix a partition λ = (λ 1 , λ 2 , ..., λ k ) of n and V is an irreducible S n -module which corresponds to λ. The proof is splitted on several lemmas. Lemma 9. Suppose that λ ∈ {(1 n ), (n − 1, 1), (2, 1 n−2 )}. Then Theorem 1 holds true.
Proof. Assume first that λ is the alternating representation, i.e. λ = (1 n ) and V is one dimensional. Then we have χ λ (σ) = sgn(σ). If σ is even then |σ| · dim C V (σ) = i<|σ| i=0 χ λ (σ i ) = i<|σ| i=0 1 = |σ|. So σ acts trivially on V and hence the minimal polynomial equals x − 1. If σ is odd then |σ| = r is even. Therefore |σ| · dim C V (−1) (σ) = i<|σ| i=0 χ λ (σ i )(−1) i = |σ|. So in this case V = V (−1) and the minimal polynomial equals x + 1.
Let now λ = (n − 1, 1), i.e. λ is the standard representation. Denote i 1 = n − rm is the number of cycles of length 1 in a cyclic decomposition of σ. Lemma 6 implies that χ λ (σ 0 ) = n−1 and χ λ (σ j ) = i 1 −1 for 1 ≤ j ≤ r−1. Let η be a root of the polynomial x r − 1.
Thus r · dim C V (η) (σ) = 0 if and only if i 1 = 0, η = 1 and r = n. So if σ is not of shape [n 1 ] then the minimal polynomial equals x r − 1 and for σ = [n 1 ] the polynomial equals x n −1
x−1 . Finally, let λ = (2, 1 n−2 ). If σ is even then χ λ (σ) = χ (n−1,1) (σ) and this case is similar to the previous one. If σ is odd then r is even. Let η be a root of the polynomial x r − 1. Proof. By Lemma 9, we can assume that λ ∈ {(1 n ), (n − 1, 1), (2, 1 n−2 )}. We need to prove that minimal polynomial of σ is x n − 1. Since σ is a power of a cycle of length n, we can assume that σ = [n 1 ]. Now we apply GAP to establish the assertion of the lemma. If η is a root of x n − 1 and V is an irreducible representation of S n then we find dim C V (η) (σ) with the aid of Lemma 7.
Lemma 11. Let n ≥ 6. Assume λ or λ belongs to
If σ is of shape [r m ], where n = rm and r ≥ 2, then χ λ (1) > i<r i=1 |χ λ (σ i )|. Proof. Since χ λ (ρ) = sgn(ρ) · χ λ (ρ), we can assume that λ ∈ M . Now we consider each possibility for λ.
Suppose that λ = (n − 2, 2). Note that σ i is of shape [k t ], where 2 ≤ k ≤ r and kt = n. Lemma 6 implies that χ λ (σ i ) = n/2 if k = 2 and χ λ (σ i ) = 0 if k > 2. Observe that k = 2 at most for one value of i. Therefore i<r i=1 |χ λ (σ i )| ≤ n/2. On the other hand, Lemma 6 implies that χ λ (1) = n(n−2) 2 − 1 and hence χ λ (1) > n/2 for n ≥ 5. So χ λ (1) > i<r i=1 |χ λ (σ i )|. Suppose that λ = (n − 2, 1, 1). Lemma 6 implies that χ(σ i ) = 1 − n/2 = (2 − n)/2 if σ i is of shape [2 n/2 ] and χ(σ i ) = 1 otherwise. Again, only for at most one value of i the permutation σ i is of shape [2 n/2 ]. On the other hand, we know that χ λ (1) = (n − 1)(n − 2)/2. Therefore, if n ≥ 6 then
Observe that σ i is of shape [2 n/2 ] for at most one value of i and σ i is of shape [3 n/3 ] for at most two values of i. Therefore, we have i<r i=1 |χ λ (σ i )| ≤ 2n/3.
On the other hand, χ λ (1) = 1 6 n(n − 1)(n − 5). So if n ≥ 6 then
Therefore, we have i<r i=1 |χ λ (σ i )| ≤ max(n/2 + n − 1, 2n/3 + n − 2) < (3/2)n. On the other hand, χ λ (1) = 1 6 ((n − 1)(n − 2)(n − 3) and hence χ λ (1) > (12/6)(n − 1) > (3/2)n if n ≥ 6.
Finally, we suppose that λ = (n − 3, 2, 1). Lemma 6 implies that if χ λ (σ i ) = 0 then χ λ (σ i ) = −n/3 and σ i is of shape [3 n/3 ]. Therefore,
Lemma 12. Suppose that n ≥ 23 and σ is of shape [r m ], where rm = n and r ≥ 2. If χ is a irreducible character of S n and χ(1) > 1 then
Proof. Assume that χ(1) < n(n − 1)(n − 2)(n − 7)/24. Then Lemma 5 implies that λ ∈ {(n − 2, 2), (n − 2, 1, 1), (n − 3, 3), (n − 3, 1 3 ), (n − 3, 2, 1)} and we have χ(1) > i<r i=1 |χ(σ i )| by Lemma 11. Assume now that χ(1) ≥ n(n − 1)(n − 2)(n − 7)/24. Clearly, if 1 ≤ i < r then σ i is of shape [k t ] for some integer k and t such that 2 ≤ k ≤ r and kt = n. Lemma 3 implies that
Now we prove that χ(σ i ) < χ(1)/(n − 1). Let k = 2. Then it suffices to prove that 3 2 n 1 4
χ(1) < χ(1)/(n − 1). This is equivalent to 9 4 √ n(n − 1) 2 < χ(1). If χ(1) ≥ n(n − 1)(n − 2)(n − 7)/24 then Lemma 8 implies that χ(1) ≥ √ n(n − 1) · 54/24(n − 1) = 9/4 √ n(n − 1) 2 , as required. Let k ≥ 3. Then it suffices to prove that 2n
This is equivalent to √ n(n − 2) 2 (n − 7) 2 ≥ 8(24) 2 (n − 1), which is true by Lemma 8. Therefore, we infer that (χ(1)) 2 > (n(n − 1)(n − 2)(n − 7)/24) 2 ≥ 8n √ n(n − 1) 3 , as required.
Lemma 13. Theorem 1 holds true if λ ∈ {(1 n , (n − 1, 1), (2, 1 n−2 )}.
Proof. We proceed by induction on n. Assume that σ is of shape [r m 1 n−rm ]. Suppose that rm < n. Then we can assume that σ belongs to the stabilizer S n−1 of the point n. By the Branching Law, we have that
Let µ be any partition of n−1 which occurs in the latter sum. If µ ∈ {(1 n−1 ), (n−2, 1), (2, 1 n−2 )} then the induction hypothesis implies that σ has an eigenvector for every root η of the polynomial x r − 1 and hence the minimal polynomial equals x r − 1. If µ = (1 n−1 ) then λ is either (1 n ) or (2, 1 n−2 ); a contradiction. Let µ = (n − 2, 1). Then by assumption, λ is either (n − 2, 2) or (n − 2, 1, 1). In the first case [λ] ↓ S n−1 has a summand for a partition (n − 3, 2) and in the second case for (n − 3, 1, 1). Using the induction hypothesis for these summands, we infer that the minimal polynomial is x r − 1.
Therefore, we can assume that n = rm. By Lemma 10, it remains to consider cases n ≥ 23. Let η be a root of the polynomial x n − 1. Then
Since the result of this sum is a real number and χ λ (σ i ) are integers, we have
Now Lemma 12 implies that dim C V (η) (σ) > 0 and hence the minimal polynomial of σ equals x n − 1, as required.
Proof of Corollary 1
In this section we prove Corollary 1. Throughout, we assume that (ρ, V ) is an irreducible representation of A n , where n ≥ 5, and χ is the character of ρ. By σ we denote a permutation of A n of shape [r m ], where r ≥ 2 and rm ≤ n. The minimal polynomial of ρ(σ) on V is denoted by µ σ V (x)
Lemma 14. If ρ is the standard representation then µ σ V (x) = x r − 1 if and only if r = n, where n is odd.
Proof. Let λ = (n − 1, 1) be a partition of n that corresponds to the standard representation of S n . Since n ≥ 5, we have λ = λ and hence [λ] ↓ A n is the standard representation of A n . For every τ ∈ A n , we have χ(τ ) = χ λ (τ ). Then for every η such that η r = 1, the dimensions of eigenspaces of σ for A n and S n coincide. Now Theorem 1 implies that µ σ V (x) = x r − 1 only if σ is a cycle of length n. If σ is a such cycle then n is odd and hence µ σ V (x) = x n −1
x−1 by Theorem 1.
Lemma 15. If ρ is not the standard representation then µ σ V (x) = x r − 1.
Proof. We prove the assertion by induction on n. If n = 5 then σ is a cycle of length either 3 or 5 and the assertion can be verified using the character table of A 5 . Assume now that ρ is obtained from an irreducible representation of S n that corresponds to a partition λ of n. If λ = λ then we can argue as in Lemma 14 and the assertion follows from Theorem 1. Suppose that λ = λ . Denote the lengths of hooks along the main diagonal of T λ by l 1 ,l 2 ,. . .,l k . It follows from Proposition 4 that χ(σ) = χ λ (σ)/2 only if σ is of shape [l 1 1 l 1 2 ...l 1 k ]. Since l i are distinct numbers, we infer that σ = [(n − 1) 1 1 1 ] and n is even or σ = [n 1 ] and n is odd.
Assume σ = [(n − 1) 1 1 1 ], that is a cycle of length n − 1. In this case ρ is obtained from a representation of S n that corresponds to a self-associated partition λ = ( n 2 , 2, 1 n−4 2 ). By Lemma 3, we have [λ] ↓ A n = V 1 ⊕ V 2 . Consider subgroups A n−1 and S n−1 that contain σ. We can assume that they stabilize the point n. By the Branching Law we have [λ] ↓ S n−1 = [( n−2 2 , 2, 1 n−4
2 )] + [( n 2 , 1 n−2
2 )] + [( n 2 , 2, 1 n−6
2 )]. Note that all these summands are not equivalent to the standard representation of S n−1 and only partition ( n 2 , 1 n−2 2 ) is self-associated. It follows from Proposition 3 that after restrictions of these representations to A n−1 , we obtain 4 summands and by induction in all of them σ has the minimal polynomial equal to x n−1 − 1. Therefore each irreducible constituent of the restrictions of representations of A n to A n−1 equals to one of four mentioned above and hence minimal polynomials of σ on V 1 and V 2 equal x n−1 − 1.
Assume σ = [n 1 ], where n is odd, that is a cycle of length n. In this case ρ is obtained from a representation of S n that corresponds to a self-associated partition λ = ( n+1 2 , 1 n−1 2 ). Proposition 4 implies that if τ is not a cycle of length n then χ(τ ) = χ λ (τ )/2. Moreover, it follows from Lemma 4 and Proposition 4 that χ(σ) = (−1) n−1 2 ± (−1) n−1 2 n. We know that i<n i=0 χ(σ i ) is an integer, so if χ(σ) ∈ Q then 1≤i≤n,σ i =[n 1 ] χ(σ i ) = 0. Let η be a root of x n − 1 and V is the vector space that corresponds to a representation from [λ]. Then n · dim C V (η) (σ) = s 1 + s 2 , where s 1 = i,σ i =[n 1 ] χ λ (σ i )η i and s 2 = i,σ i =[n 1 ] χ λ (σ i )η i . By Lemma 4, we have χ λ (τ ) = −1 (n−1)/2 if τ is of shape [n 1 ]. So s 2 = i,σ i =[n 1 ] (−1) (n−1)/2 η i . Now n · dim C V (η) (σ) = s 1 /2 and hence s 1 + s 2 and s 1 /2 are integers. Therefore s 2 is an integer. Considering the real part of s 2 , we see that |s 2 | ≤ n − 1. Since s 1 + s 2 ≥ n, we have s 1 = 0 and hence dim C V (η) (σ) > 0.
It remains to consider the case when (−1) n−1 2 n ∈ Q. Then (n − 1)/2 is even and √ n is an integer. By the hook-formula χ λ (1) = n! n·( n−1 2 )!·( n−1 2 )! = n−1 n−1 2 . If n = 9 then the assertion of the lemma can be verified using the character table of A 9 [12] , where we need only characters of degree 1 2 · 8 4 = 35. If n > 9 then n ≥ 25. Observe that for every i ∈ {1, . . . , n − 1} it is true that σ i is of shape [k t ], where k ≥ 2 and kt = n. Lemma 3 implies that We show that |χ λ (σ i )| < χ λ (1)/(n − 1). If suffices to prove that 2 √ n · χ λ (1)) < χ λ (1)/(n − 1), which is equivalent to χ λ (1) > 4n(n − 1) 2 . We know that χ λ (1) = n−1 (n−1) 2
. Let n − 1 = 2t. Then 2 2t = (1 + 1) 2t < (2t + 1) 2t t and hence 2t t > 1 2t+1 · 2 2t . So it suffices to prove that 1 2t+1 · 2 2t > 16(2t + 1)t 2 which is equivalent to 2 2t > 16(2t + 1) 2 t 2 . This inequality is true for 2t = 24 and so it is true for all 2t ≥ 24. Therefore |χ λ (σ i )| < χ λ (1)/(n − 1). If σ i is not a cycle of length n then χ(σ i ) = χ λ (σ i )/2 and so |χ(σ i )| < χ(1)/(n − 1). Otherwise, χ(σ i ) = (1 ± √ n)/2 and again we have |χ(σ i )| < χ(1)/(n − 1). Therefore χ(1) > i<n i=1 |χ(σ i )|. Similarly to Lemma 13, this implies that the minimal polynomial of ρ(σ) equals x n − 1.
Proof of Proposition 1
In this section we prove Proposition 1. The proof is divided on two lemmas.
Lemma 16. Let n ≥ 3 be an odd integer, σ ∈ S n is of shape [(n − 2) 1 2 1 ] and ρ : S n → GL(V ) an irreducible representation of S n corresponding to a partition (2, 1 n−2 ). Then σ has no nontrivial fixed vectors in V .
Proof. Let λ = (2, 1 n−2 ) and χ λ is the character of ρ. Lemma 2(iii) implies that χ λ (τ ) = sgn(τ )χ (n−2,2) (τ ) for every τ ∈ S n . Therefore we can find χ λ (σ j ) for every 0 ≤ j < 2(n − 2) applying Lemma 6:
if j = n − 2 and j is odd.
Since among numbers 0, 1, 2, ..., 2(n − 2) − 1 there are exactly n − 2 even numbers and n − 2 odd numbers, we infer that |σ| · dim(C V (σ)) = Lemma 17. Suppose that the pair (λ, σ) is one of the following.
(i) λ = (1 n ) and σ is odd, (ii) or σ is n-cycle and either λ = (n − 1, 1) or n is odd and λ = (2, 1 n−2 ), 
