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Bounds on fast decodability of space-time block
codes, skew-Hermitian matrices, and Azumaya
algebras
Gre´gory Berhuy, Nadya Markin, and B. A. Sethuraman
Abstract
We study fast lattice decodability of space-time block codes for n transmit and receive antennas, written very
generally as a linear combination
∑2l
i=1 siAi, where the si are real information symbols and the Ai are n× n R-
linearly independent complex valued matrices. We show that the mutual orthogonality condition AiA∗j +AjA∗i = 0
for distinct basis matrices is not only sufficient but also necessary for fast decodability. We build on this to show
that for full-rate (l = n2) transmission, the decoding complexity can be no better than |S|n2+1, where |S| is the
size of the effective real signal constellation. We also show that for full-rate transmission, g-group decodability, as
defined in [1], is impossible for any g ≥ 2. We then use the theory of Azumaya algebras to derive bounds on the
maximum number of groups into which the basis matrices can be partitioned so that the matrices in different groups
are mutually orthogonal—a key measure of fast decodability. We show that in general, this maximum number is
of the order of only the 2-adic value of n. In the case where the matrices Ai arise from a division algebra, which
is most desirable for diversity, we show that the maximum number of groups is only 4. As a result, the decoding
complexity for this case is no better than |S|⌈l/2⌉ for any rate l.
Index Terms
Fast Decodability, Full Diversity, Full Rate, Space-Time Code, Division Algebra, Azumaya Algebra.
I. INTRODUCTION
Space-time block codes for multiple input multiple output communications with n transmit and receive
antennas and delay n and where the channel is known to the receiver consist of n × n matrices X =
X(x1, . . . , xl), l ≤ n2, where the symbols xi arise from a finite subset S of the nonzero complex numbers.
The matrices are generally assumed to be linear in the xi, so splitting each xi into its real and imaginary
parts, we may write X =
2l∑
i=1
siAi, where the si are real valued drawn from the effective real signal
constellation S, and the Ai are fixed R-linearly independent complex valued matrices. The transmission
process may then be modeled as one where points from a 2l-dimensional lattice in R2n2 are transmitted
(with the lattice changing every time the channel parameters change), and the decoding modeled as a
closest lattice-point search.
Since closest lattice-point searches are notoriously difficult in general (although approximate decoding
methods like sphere decoding [2] exist, which, by restricting the search points to a small region around the
received point, speed up the process in small dimensions), much attention has been paid lately on selecting
the matrices Ai above so that the resulting lattice breaks off as nearly as possible into an orthogonal direct
sum of smaller dimensional lattices generated by some subsets of the canonical basis vectors, no matter
what the channel parameters (see Remark 3 ahead for the interpretation of the previous work in terms
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2of orthogonal sublattices). This then reduces the complexity of decoding from the worst case complexity
|S|2l which arises from a brute-force checking of all 2l-tuples from S, to the order of |S|l′ for some
l′ < 2l, where l′ depends on the dimensions of the orthogonal summands. Some examples of recent work
on fast decoding include [3], [4], [1], [6], [7], [8], [9], [10], [11]. Many codes have been shown to have
reduced decoding complexity; for instance, it is known that the Silver code has a decoding complexity
that is no higher than |S|5 (instead of the possible |S|8) [1, Example 5], considered in Example 2 ahead.
By decoding complexity we will mean throughout the complexity of the worst case decoding process
whereby, upon possibly conditioning some variables, a brute-force check of the decoding metric is
performed for all tuples from the remaining variables, possibly in parallel if the lattice has orthogonal
direct summands. This is to be contrasted with other decoding processes that may exist that avoid brute
force checking of the metric for all tuples, such as the GDL decoder described in [12].
In this paper, we analyze the conditions on the basis matrices Ai needed for reduced decoding complexity
of space-time block codes arising from the phenomenon described above: the presence of orthogonal direct
sums of smaller dimensional lattices generated by some subsets of the basis vectors of the transmitted
lattice, no matter what the channel parameters. We show that the condition AiA∗j +AjA∗i = 0 for various
distinct basis matrices Ai and Aj , previously considered in the literature primarily as a sufficient condition
( [1] or [6] for instance, see also [4]), is actually a necessary condition (although, this result had indeed
been proven before [5] using different techniques than ours, a fact we were unaware of: see Remark 1
ahead as well). We analyze this condition further, using just some elementary facts about skew-Hermitian
and Hermitian matrices, and show that for a full-rate code (i.e., where l = n2), the decoding complexity
cannot be improved below |S|n2+1. We also show that for a full-rate code, the transmitted lattice cannot
be decomposed entirely as an orthogonal direct sum of smaller dimensional lattices generated by the basis
vectors (a condition referred to as g-group decodability by previous authors, for instance [1].)
We then drop the assumption of full rate and turn to the maximum number of orthogonal sublattices
generated by basis vectors that is possible in the transmitted lattice; the dimension of the various sublattices
then controls the fast-decodability. We use the theory of Azumaya algebras to show that the number of such
summands is bounded above by 2v2(n)+4 in general (where v2(n) is the 2-adic value of n, i.e., the highest
power of 2 in the prime factorization of n). In the process, we generalize the classical Radon-Hurwitz-
Eckmann bound [13] on the number of unitary matrices of square −1 that skew commute. Our method
allows us to consider not just the general case but the special cases where the matrices Ai arise from
embeddings of matrices over division algebras, where the bound on the number of summands becomes
even smaller. In the case where the Ai come from the embedding of a division algebra, which is of most
interest since codes from division algebras satisfy the full diversity criterion, we show that the maximum
number of possible summands is very low: just 4 in fact. This then shows that the decoding complexity
of a code arising from a division algebra cannot be made better than |S|⌈l/2⌉.
The paper is organized as follows: After some preliminary background on vectorizations of matrices
and on Hermitian and skew-Hermitian matrices in Section II, we describe the system model and maximum
likelihood decoding in Section III. We then discuss fast decodability in Section IV and derive the
equivalence of fast decodability to the mutual orthogonality of subsets of the basis matrices. In Section V
we analyze the mutual orthogonality condition using properties of skew-Hermitian and Hermitian matrices,
and derive our lower bounds on the decoding complexity of full-rate codes. In Section VI, we use the
theory of Azumaya Algebras to derive the bound on the number of orthogonal sublattices generated by
basis vectors. Necessary background from commutative algebra and Azumaya algebras is collected in the
appendices.
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tion grant CCF-1318260. G. Berhuy and B.A. Sethuraman wish to thank Prof. Frederique Oggier and
Nanyang Technological University, Singapore, for hosting their visit during which the ideas for this paper
germinated. Portions of this paper were presented at the ISIT 2014 conference [14].
3II. PRELIMINARIES
For any vector v ∈ Cn, we let
VecR(v) = (Re(v1), Im(v1), . . . , Re(vn), Im(vn))t
be the vector in R2n whose 2i − 1th coordinate is the real part of vi and whose 2i-th coordinate is the
imaginary part of vi. For any matrix A ∈Mn(C), we will write VecC(A) for the vector in Cn2 obtained
by stacking the entries of A in some fixed order (e.g. column 1 then column 2, etc.). To simplify notation,
for a matrix A in Mn(C), we will directly write VecR(A) for the vector VecR(VecC(A)) in R2n
2
.
For two vectors v and w in Cn, we write 〈v,w〉C for the usual Hermitian product in Cn, namely,
〈v,w〉C = v ·w∗ = v ·wt (where the superscript t stands for transpose). For two vectors v and w in Rn,
v · w will denote the dot product of the two vectors. For any matrix A ∈ Mn(C), we will write A∗ for
the conjugate transpose of A, i.e., A∗ = At. Also, we will write Tr for the trace of a matrix, Re for the
real part of a complex number.
The following are elementary:
Lemma 1. For two matrices A and B in Mn(C), 〈VecC(A),VecC(B)〉C = Tr(AB∗).
Lemma 2. For two vectors v and w in Cn, VecR(v) · VecR(w) = Re(〈v,w〉C).
We immediately get the following corollary:
Corollary 3. For two matrices A and B in Mn(C), we have VecR(A) · VecR(B) = Re (Tr(AB∗)).
In particular, for matrices A and B, VecR(A) and VecR(B) are orthogonal in R2n2 if and only if
Re (Tr(AB∗)) = 0.
We recall that a matrix A ∈ Mn(C) is Hermitian if A∗ = A, and skew-Hermitian if A∗ = −A. The
matrix ıIn (where ı is a square root of −1 and In is the identity n × n matrix) is skew-Hermitian. The
set Hn of all Hermitian matrices and the set SHn of all skew-Hermitian matrices in Mn(C) each forms a
vector space over R, each of dimension n2. Moreover, for any Hermitian matrix A, ıA is skew-Hermitian,
and for every skew-Hermitian matrix B, ıB is Hermitian. Every matrix can be written uniquely as a sum
of a Hermitian and a skew-Hermitian matrix, i.e., Mn(C) ∼= Hn⊕SHn as R-vector spaces. We will need
to use these facts in the paper.
III. SYSTEM MODEL AND MAXIMUM LIKELIHOOD DECODING
We consider transmission over a quasi-static Rayleigh fading channel with perfect channel state in-
formation at the receiver. We assume that the number of receive antennas and the number of transmit
antennas are the same, namely n, and we assume the the block length, i.e., the number of times we
transmit through the channel before processing, is also n. The codewords are n × n complex valued
matrices X = X(x1, . . . , xl), l ≤ n2, where the symbols xi arise from a finite subset of the nonzero
complex numbers. The matrices X are assumed to be linear in the xi, so splitting each xi into its real and
imaginary parts, we may write X =
2l∑
i=1
siAi, where the si are real symbols arising from the effective
real alphabet S, and the Ai are fixed R-linearly independent complex valued matrices. We will assume
throughout the paper that the Ai are invertible, which is not a significant constraint, since invertible
matrices form a dense subset of n × n complex matrices; besides, when the space-time code is fully
diverse (which is the desirable situation), the matrices Ai are necessarily constrained to be invertible.
The received codeword is given by
Y = HX +N (1)
where H ∈ Mn(C) is the channel matrix and N ∈ Mn(C) is the noise matrix. It is assumed that the
entries of H are i.i.d. circularly symmetric complex Gaussian with zero mean and variance 1, and the
entries of N are i.i.d. complex Gaussian with zero mean and variance N0.
4The statistics of N shows that Maximum-likelihood (ML) decoding amounts to finding the information
symbols s1, . . . , s2l that result in a codeword X =
2l∑
i=1
siAi which minimizes the squared Frobenius norm
||Y −HX||2F . (2)
The transmission process may be modeled as one where points from a 2l-dimensional lattice in R2n2
are transmitted, with the lattice changing every time the channel matrix H changes, and the decoding
modeled as a closest lattice-point search in R2n2 . We do this as follows: We convert the matrices appearing
in Equation 1 to vectors in complex space and then further split the complex entries into their real and
imaginary parts:
VecR(Y ) =
2l∑
i=1
siVecR(HAi) + VecR(N).
We define T = T (H) to be the 2n2 × 2l matrix over R whose i-th column is VecR(HAi). Then we
have
2l∑
i=1
siVecR(HAi) = T (s1, . . . , s2l)t
Thus, T = T (H) is the basis matrix for the 2l-dimensional lattice in R2n2 from which points are
transmitted. Writing s for the vector (s1, . . . , s2l)t, the decoding problem now becomes to find a maximum
likelihood estimate for the symbols s1, . . . , s2l from the linear system of equations in R2n
2
VecR(Y ) = T · s+ VecR(N), (3)
where the entries of VecR(N) are i.i.d. real Gaussian. In other words, the decoding problem is to find an
information vector s = (s1, . . . , s2l)t which minimizes the Euclidean distance
|VecR(Y )− T s| (4)
of vectors in R2n2 .
Note that the transmitted lattice matrix T = T (H) in Equation 3 above depends on the channel matrix
H .
IV. FAST LATTICE DECODABILITY
Several authors ( [3], [1]) studied fast lattice decodability of space-time codes by considering a QR
decomposition of the transmitted lattice matrix T in Equation 3 above (as in the sphere decoder), and
rewriting Equation 3 as
Q∗VecR(Y ) = R · s +Q∗VecR(N). (5)
Since Q∗ is unitary, the new noise vector Q∗VecR(N) is still i.i.d. real Gaussian, so the maximum likelihood
estimate for s is given by minimizing |Q∗VecR(Y )−R · s|. Fast lattice decodability as defined in [3], [1]
involves choosing the basis matrices Ai so that for all H , the matrix R (which depends on T (H) and
hence on H), has zeros in certain convenient places (see Equation (6) ahead in the statement of Theorem
2, for instance). These places are such that decoding can proceed, after fixing certain si if necessary, as
parallel decoding of smaller sets of variables, enabling thereby a reduction in complexity. We will study
this process in this section, and prove the main result that enables us in the remaining sections to analyze
bounds on fast decodability: the equivalence of fast decodability to mutual orthogonality of subsets of the
basis matrices Ai (Theorem 5).
Definition 1. We say that two complex matrices, A,B are mutually orthogonal if AB∗ +BA∗ = 0.
5We chose this term because, as we show in Theorem 1 below, two basis matrices Ai and Aj satisfy
the relation AiA∗j + AjA∗i = 0 if and only if the i-th and j-th columns of T are mutually orthogonal
as vectors in R2l. (Although our proof is new, see Remark 1 ahead.) The following lemma shows that
mutually orthogonal matrices are necessarily R-linearly independent:
Lemma 4. If A1, . . . , An are pairwise mutually orthogonal invertible matrices in Mn(C), then they are
R-linearly independent.
Proof: Assume that r1A1 + · · · + rnAn = 0. Multiplying this equation on the right by A∗i , and
multiplying the conjugate transpose form of this equation on the left by Ai, and then adding, we find
2riAiA
∗
i = 0. Since the Ai are invertible, we find ri = 0.
Theorem 1. The i-th and j-th columns of T = T (H) are orthogonal as vectors in R2l for all channel
matrices H if and only the basis matrices Ai satisfy AiA∗j + AjA∗i = 0.
Proof: We have already noted (Corollary 3 applied to the definition of the matrix T ) that the
orthogonality of the i-th and j-th columns of T is equivalent to the condition Re (Tr((HAi)(HAj)∗)) = 0.
Also, note that Tr((HAi)(HAj)∗) = Tr(HAiA∗jH∗) = Tr((AiA∗j )(H∗H)), where the second equality is
because Tr(XY ) = Tr(Y X) for two matrices X and Y .
Now assume that AiA∗j + AjA∗i = 0 for i 6= j. Then AiA∗j is skew-Hermitian, while H∗H is of
course Hermitian. If M is skew-Hermitian and P is Hermitian, then note that (MP )∗ = P ∗M∗ = −PM .
Since for any matrix X we have Re(Tr(X)) = Re(Tr(X∗)), we find that for X = MP , Re(Tr(MP )) =
Re(Tr((MP )∗)) = Re(Tr(−PM)) = −Re(Tr(PM)) = −Re(Tr(MP )). It follows that Re(Tr(MP )) = 0.
In particular, for M = AiA∗j and P = H∗H , we find 0 = Re(Tr(AiA∗j )(H∗H)) = Re(Tr(HAi)(A∗jH∗)) =
Re(Tr(HAi)(HAj)∗).
Now assume that the trace condition holds. We write this as Re
(
Tr((AiA∗j )(H∗H))
)
= 0 for all
matrices H . Write M for AiA∗j . We wish to show that M is skew-Hermitian. The matrix Ek,k that has
1 in the (k, k) slot and zeros elsewhere satisfies E∗k,kEk,k = Ek,k. Choosing H = Ek,k, we find that the
matrix MH∗H = MEk,k will have the k-th column of M in the k-th column, and zeros elsewhere. The
trace condition now shows that the (k, k) element of M is purely imaginary. We next need to show that
ml,k = −mk,l for k 6= l, where we have written mi,j for the (i, j)-th entry of M . Computing directly, we
find the following relations hold (where Ei,j has 1 in the (i, j) slot and zeros everywhere else):
Ek,k + Ek,l + El,k + El,l = (Ek,k + El,k) · (Ek,k + Ek,l)
Ek,k − ıEk,l + ıEl,k + El,l = (Ek,k + ıEl,k) · (Ek,k − ıEk,l)
Thus, each of the matrices on the left sides of the two equations above can be written as H∗H for
suitable matrices H . Again computing directly, we find that M · (Ek,k + Ek,l + El,k + El,l) has mk,k +
mk,l in the (k, k) slot and ml,k + ml,l in the (l, l) slot, and zeros elsewhere in the diagonal. Hence,
Re(Tr(M · (Ek,k + Ek,l + El,k + El,l))) = Re(mk,k + mk,l + ml,k + ml,l). Since we have already seen
that the diagonal elements of M are purely imaginary, we find Re(mk,l +ml,k) = 0. Similarly, we find
Re(Tr(M · (Ek,k − ıEk,l + ıEl,k + El,l))) = Re(mk,k + ımk,l − ıml,k + ml,l). Once again, because the
diagonal elements of M are purely imaginary, we find Im(mk,l−ml,k) = 0. These two together show that
ml,k = −mk,l for k 6= l. Together with the fact that the diagonal elements of M are purely imaginary, we
find M = AiA∗j is skew-Hermitian, as desired.
Remark 1. As mentioned in Section I, the sufficiency of the condition AiA∗j +AjA∗i = 0 for orthogonality
of the columns of T and hence for fast decodability was already considered before ( [6, Theorem 2], [4,
Theorem 1]). What is new here is the necessity of the condition. It is the consequences of the necessity that
enables us to analyze lower bounds on fast decodability in the sections ahead by studying the consequences
6of the condition AiA∗j + AjA∗i = 0. We should remark, however, that we noticed after we proved our
results, that the authors of the paper [4] also mention the necessity of this condition. However, they do
not give a proof of the necessity in that paper. Tracking this further, we discovered that the authors of
[5] have actually provided a proof of this result. Their proof is by an explicit computation. Indeed, they
write down the entries of T (H), blockwise, in terms of the matrices H and Ai, and compute T (H)∗T (H).
From the derived block structure of T (H)∗T (H) they read off the necessity of the mutual orthogonality.
This is of course very different from our approach.
The theorem above allows us to define fast-decodability of a code in terms of its generating matrices,
independently of the channel matrix H .
Definition 2. [See e.g., [1, Definition 5]] We will say that the space-time block code defined by the
matrices X =
∑2l
i=1 siAi admits fast (lattice) decodability if for g ≥ 2 there exist disjoint subsets Γ1,
. . . , Γg,Γg+1, with Γg+1 possibly empty, of cardinalities n1, . . . , ng, ng+1 respectively, whose union is
{1, . . . , 2l}, such that for all u ∈ Γi and v ∈ Γj (1 ≤ i < j ≤ g), the generating matrices Au, Av are
mutually orthogonal.
Remark 2. Given a code that admits fast (lattice) decodability, we can define a permutation
π : {1, . . . , 2l} → Γ1 ∪ . . . ∪ Γg ∪ Γg+1,
which sends the first n1 elements {1, . . . , n1} to Γ1, the next n2 elements {n1 + 1, . . . , n1 + n2} to Γ2
and so on, where, as in Defintion 2, ni = |Γi| for i = 1, . . . , g + 1. Given such permutation π, we write
Tπ (or Tπ(H) for emphasized dependence on H) for the matrix whose i-th column is the π(i)-th column
of T (H), namely, VecR(HAπ(i)). Similarly, given the vector s = (s1, . . . , s2l)t, we write sπ for the vector
whose i-th component is the π(i)-th component of s. .
We are now able to link Definition 2 of fast-decodability to that given in [1, Definition 4]. While the
latter definition invokes the channel matrix H , the two definitions are actually equivalent, for we have the
following result:
Theorem 2. The space-time block code X =
∑2l
i=1 siAi admits fast (lattice) decodability as per Definition
2 if and only if there exists a permutation π of the index set {1, . . . , 2l}, integers g ≥ 2, ni ≥ 1
(i = 1, . . . , g), and ng+1 ≥ 0, with n1 + · · ·+ ng+1 = 2l, such that for all channel matrices H , the matrix
R obtained by doing a QR decomposition on Tπ = Tπ(H) by doing a Gram-Schmidt orthogonalization
in the order first column, then second column, and so on, has the special block form below:


B1 N1
B2 N2
.
.
. N3
Bg Ng
Ng+1


(6)
for some matrices B1, . . . , Bg, and N1, . . . , Ng+1. Here, all empty spaces are filled by zeros, the Bi are
of size ni × ni and the Ni are of size ni × ng+1.
Before we prove this, we remark in more detail why previous authors have been interested in the special
form of R above: On applying the permutation π to Equation 3, we get VecR(Y ) = Tπ ·sπ+VecR(N), and
then, as in the beginning of this section, premultiplying by Q∗ we find Q∗VecR(Y ) = R ·sπ+Q∗VecR(N).
It is clear from the block structure of the matrix R that after fixing the values of the last ng+1 variables
in sπ, the remaining variables can be decoded in g parallel steps, the i-th step involving ni variables. The
decoding complexity for this system is then of the order of |S|ng+1+maxni , where |S| is the size of the
effective real constellation S. This is in contrast to the complexity of |S|2l if the matrix R has no special
structure.
7Proof: If X is fast decodable as per Definition 2, then as described in Remark 2, the subsets
Γ1, . . . ,Γg,Γg+1 provide a permutation π of {1, . . . , 2l}, and integers g ≥ 2, n1, . . . , ng, ng+1 with the
properties described.
Definition 2 and Theorem 1 also tell us that every column of Tπ indexed by elements of π−1(Γi) is
orthogonal to every column indexed by the elements of π−1(Γj) (1 ≤ i < j ≤ g). It follows immediately
that on applying a QR decomposition to Tπ in the order first column, then second column, etc., that the
R matrix, which results from the Gram-Schmidt orthogonalizations of the columns of Tπ in this order,
will have the property that the columns indexed by π−1(Γi) will be perpendicular to those indexed by
π−1(Γj). This can be seen easily from how the Gram-Schmidt process works, but this can also be checked
from the explicit form of the matrix R obtained from this Gram-Schmidt orthogonalization, described for
instance in [3, Section III] or [6, Section VI].
As for the other direction, assume that there is a permutation π of {1, . . . , 2l} and integers g ≥ 2,
ni ≥ 1 (i = 1, . . . , g), and ng+1 ≥ 0, with n1 + · · ·+ng+1 = 2l, such that for all H , Tπ(H) = QR, where
Q is unitary and R has the form as in Equation (6) above. Define the sets Γi in terms of the integers
ni as in Remark 2, namely Γ1 = π({1, . . . , n1}) is the image of the first n1 elements {1, . . . , n1}, Γ2 is
the image of the next n2 elements, and so on. It is clear from the block form of R that for any u ∈ Γi
and v ∈ Γj (1 ≤ i < j ≤ 2l), the π−1(u)-th and π−1(v)-th columns of R are orthogonal as vectors in
R2n
2
. Since Q is unitary, the same holds for the matrix Tπ(H). Equivalently, the u-th and v-th columns
of T are orthogonal for all H . Thus, by Theorem 1, Au and Av are mutually orthogonal, so X is fast
decodable as per Definition 2.
We summarize what we have shown in the next corollary:
Corollary 5. The following are equivalent for disjoint subsets Γi,Γj ⊂ {1, . . . , 2l}:
• for all u ∈ Γi and v ∈ Γj
AuA
∗
v + AvA
∗
u = 0.
• for all u ∈ Γi and v ∈ Γj , the u-th and v-th columns of T = T (H) are orthogonal as real vectors
for any H .
• there exists a permutation π on the index set {1, . . . , 2l} so that such that the matrix R arising as in
the statement of Theorem 2 has a zero block in the entries (π−1(Γi), π−1(Γj)) and (π−1(Γj), π−1(Γi)).
Corollary 6. Definition 2 of fast decodability is equivalent to one given in [1, Definition 4].
Remark 3. In the notation of Definition 2, let L be the lattice in R2n2 generated by the columns of
T = T (H), and let Li (i = 1, . . . , g) be the sublattices generated by the basis vectors of L coming from
the columns in Γi (of the permuted matrix Tπ). Fast-decodability can clearly be rephrased as the presence
of sublattices Li (g ≥ 2) generated by subsets of the basis vectors that are orthogonal to one another in
R2n
2
. Indeed, previous work on fast decodability can be described in this language: seeking large numbers
of sublattices generated by basis vectors that are orthogonal to one another.
Definition 3. We say that the fast decodable code X =
2l∑
i=1
siAi is g-group decodable if it is fast (lattice)
decodable and if Γg+1 in Definition 2 is empty, so the matrix R of Theorem 2 has a block-diagonal form.
Remark 4. As in the proof of Theorem 2, the block-diagonal structure of R of a g-decodable code translates
(via pre-multiplication by Q) to the partitioning of the columns of T into g groups, the columns from any
one group being orthogonal to the columns in any other group. Since T is the transmitted lattice matrix,
we see that g-group decodability of the code is equivalent to the decomposition of the transmitted lattice
into an orthogonal sum of smaller dimensional lattices generated by the basis vectors, no matter what the
channel matrix H .
8V. BOUNDS ON DECODING COMPLEXITY FOR FULL-RATE CODES
In this section, we will analyze the mutual orthogonality condition AiA∗j + AjA∗i = 0 of Theorem 5
and show that for full-rate codes, the best possible decoding complexity is not better than |S|n2+1 where
|S| is the size of the effective real constellation, and that g-group decoding is in fact not possible for
full-rate codes. But first, we formalize the notion of decoding complexity:
Definition 4. The decoding complexity of the fast decodable space time code X =
2l∑
i=1
siAi is defined to
be |S|ng+1+max1≤i≤g ni , where ni = |Γi|, the Γi as in Definition 2.
Before delving into the main results of this section, we find it convenient to first gather a few lemmas
concerning mutually orthogonal matrices that will be useful both here and in later sections.
Lemma 7. If matrices A and B are mutually orthogonal, so are MA and MB for any matrix M . If M
is invertible, then A and B are mutually orthogonal if and only if MA and MB are mutually orthogonal.
Proof: This is a simple computation.
Lemma 8. If A and B are mutually orthogonal and A is invertible, then A−1B is skew-Hermitian.
Proof: By Lemma 7 above, A−1A = In and A−1B are mutually orthogonal. Writing down the mutual
orthogonality condition for these two matrices, we find that A−1B is skew-Hermitian.
Lemma 9. The g invertible matrices A1 = In, A2, . . . , Ag ∈ A ⊆Mn(C) are mutually orthogonal if and
only if Ai is skew-Hermitian for i ≥ 2 and A2, . . . , Ag pairwise anticommute.
Proof: Assume that A1 = In, A2, . . . , Ag ∈ A ⊆ Mn(C) are mutually orthogonal. Since In and
Ai are mutually orthogonal for i ≥ 2, we find that Ai is skew-Hermitian for i ≥ 2. In particular, for
i, j ≥ 2, i 6= j, we may replace A∗i by −Ai and A∗j by −Aj in the orthogonality relation to obtain the
anticommuting relation AiAj + AjAi = 0. Conversely, assume that Ai is skew-Hermitian for i ≥ 2 and
A2, . . . , Ag pairwise anticommute. We clearly have InA∗i +AiIn = 0 for i ≥ 2. Using the skew-Hermitian
relation to replace the second factor in each summand of AiAj + AjAi by the negative of its conjugate
transpose, we find that the Ai, for i = 2, . . . , g are mutually orthogonal.
Our first result is the following:
Theorem 3. Assume that the code X =
2l∑
i=1
siAi admits fast decodability, and let k = min
1≤i≤g
ni, where
ni = |Γi|, the Γi as in Definition 2. Then n1 + · · ·+ ng ≤ n2 + k.
Remark 5. In fact, we’ll see later that if k ≥ 2, then the sum n1 + · · ·+ ng ≤ n2 + k − 1.
We immediately get a high lower bound on the decoding complexity for full-rate codes from this
theorem:
Corollary 10. The decoding complexity of a full-rate code of n× n matrices is at least |S|n2.
Proof: Since a full-rate code has exactly 2n2 basis matrices, this theorem shows that the subset
Γg+1 in Remark 2 must be of size at least n2 − k, where k = min
1≤i≤g
ni. Having conditioned the symbols
corresponding to Γg+1, decoding the first g groups of symbols in parallel has a decoding complexity at
least |S|k, therefore the decoding complexity of the entire code must be at least
|S|n2−k · |S|k = |S|n2.
We will show later that the bound is actually higher: it is |S|n2+1.
9Corollary 11. A full-rate code cannot be g-group decodable for g ≥ 3.
Proof: For, if a code is g-group decodable, then, written in the notation of Theorem 3, we have
2n2 = n1 + · · ·+ ng ≤ n2 + k, by the theorem. So n2 ≤ k, the number of elements in the smallest block,
implying there can be at most 2 blocks.
We will see later that 2-group decodability is also not possible for full-rate codes.
We now prove the theorem.
Proof of Theorem 3: Let us denote the basis matrices in the groups Γi (i = 1, . . . , g) by Ai,j ,
j = 1, . . . , ni. Multiplying the matrices on the left by any one A−1i,j (recall from the beginning of Section
III that we assume that the basis matrices are invertible), we replace one of the matrices in the i-th block
by the identity matrix In, and as for the modified matrices in the other blocks, they are now orthogonal
to In by Lemma 7 above. By Lemma 8 above, the modified matrices A−1i,jAk,l in the remaining blocks
are all skew-Hermitian as well. Since the remaining matrices A−1i,jAk,l are also R-linearly independent by
Lemma 4, and since the dimension of the space of skew-Hermitian n× n matrices over R is n2 (Section
II), we find that for each i, (n1 + · · ·+ ng)− ni ≤ n2. The result now follows immediately.
Our next few results will help us sharpen the bounds on decoding complexity we obtain from Theorem
3 (see Corollary 10).
Theorem 4. There can be at most n2 − 1 R-linearly independent matrices in Mn(C) that are both
skew-Hermitian and mutually orthogonal.
Proof: For, suppose to the contrary that A1, . . . , An2 were R-linearly independent, skew-Hermitian,
and mutually orthogonal. The matrix ıIn is skew-Hermitian. Suppose first that one of these Ai, say A1,
is an R-multiple of ıIn. This is already a contradiction, since A1A∗2 is skew-Hermitian by the mutual
orthogonality condition, but A1A∗2 is a real multiple of ıA∗2 and is therefore Hermitian. Now suppose that
no Ai is an R-multiple of ıIn. The matrix ıIn, being skew-Hermitian, can be written as a linear combination
of these matrices Ai since they form a basis for the skew-Hermitian matrices, so ıIn =
∑
ajAj for real
aj . Now A1 is not a real multiple of ıIn by assumption. Consider ıInA∗1. This is Hermitian. On the other
hand, (
∑
ajAj)A
∗
1 = a1A1A
∗
1 + (
∑
ajAj)A
∗
1, where this second sum runs from j = 2 onwards. But
for j = 2 onwards, AjA∗1 is skew-Hermitian by the mutual orthogonality condition, while both ıA∗1 and
a1A1A
∗
1 are Hermitian. For this to happen, (
∑
ajAj)A
∗
1, where the sum is over j ≥ 2, must be zero, and
ıA∗1 must equal a1A1A∗1. On canceling A∗1 (recall our assumption that the basis matrices are invertible),
we find that A1 is a multiple of ıIn, contradiction.
Example 1. In the 2 × 2 matrices M2(C) over the complex numbers C, consider the three matrices
A1 =
(
ı 0
0 −ı
)
, A2 =
(
0 −1
1 0
)
, and A3 =
(
0 −ı
−ı 0
)
. These three matrices are R-linearly
independent, skew-Hermitian, and pairwise mutually orthogonal matrices. Together with the identity matrix
I =
(
1 0
0 1
)
, they form a C-basis for M2(C), and as can be checked, no C-linear combination of I ,
A1, A2, and A3 is both skew-Hermitian and mutually orthogonal to A1, A2, and A3. Thus, the 22 − 1
matrices A1, A2, and A3 exemplify the contention of this theorem.
We get a quick corollary from this that we will sharpen considerably in the next section:
Corollary 12 (See Corollary 16 in Section VI). For a code generated by invertible n × n matrices, the
maximum number of groups g in notation of Definition 2 is n2.
Proof: If the number of groups is more than n2, then we can find n2+1 matrices that are R-linearly
independent and mutually orthogonal. Multiplying this set on the left by the inverse of one of them
(as in the proof of Theorem 3 above), we find n2 skew-Hermitian and mutually orthogonal R-linearly
independent matrices, a contradiction.
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Lemma 13. If any g− 1 of the groups Γ1, . . . ,Γg from Definition 2 together have at least n2 matrices in
them, then they have exactly n2 elements in them, while the remaining group can only have one matrix
in it.
Proof: Say the last g − 1 groups, for simplicity, together have at least n2 matrices, and suppose that
the first group has at least two elements, call them A and B. By multiplying throughout by A−1, we can
assume that the two elements are I and B. Note that after multiplying by A−1, because of the mutual
orthogonality condition, the matrices in the remaining groups all become skew-Hermitian (as in the proof
of Theorem 3 above). Because there are at least n2 skew-Hermitian (R-linearly independent) matrices,
we find that there must be exactly n2 of them because the dimension of the skew-Hermitian matrices
is n2. Call these n2 matrices C1, . . . , Cn2 . We must have ıIn in the linear span of these Ci because ıIn
is also skew-Hermitian. Thus, ıIn =
∑
aiCi. Now multiply on the right by B∗, where B is as above.
Each of the products CiB∗ is skew-Hermitian because of the mutual orthogonality condition that requires
CiB
∗ + BC∗i = 0. Thus, ıB∗ is also skew-Hermitian. It follows from this that B∗ is Hermitian, i.e., B
is Hermitian. But now, we consider CiB∗ for any i. The mutual orthogonality condition says that this is
skew-Hermitian, so it equals −(BC∗i ), and since C∗i is skew-Hermitian, this equals BCi. On the other
hand, we just saw that B is Hermitian, so CiB∗ = CiB. Thus, B commutes with all Ci, i.e, with all
skew-Hermitian matrices. But this means B commutes with all the Hermitian matrices as well, because
every Hermitian matrix is of the form ı times a skew-Hermitian matrix. Thus, B commutes with all
matrices, and is Hermitian, so it must be a real scalar matrix. But this violates the fact that In and B
were two linearly independent matrices in the first group.
Corollary 14. If, as in the notation of Definition 2, ni ≥ 2 for any i, then the total number of matrices
in the g groups is at most n2 + ni − 1. In particular, if k = minni ≥ 2, then the total number is at most
n2 − 1 + k. d
Proof: Since the i-th group has size ni ≥ 2, the remaining groups must have less than n2 matrices
in them, or else, the lemma above will be violated. It follows that there at most n2 + ni − 1 matrices in
the g groups.
We are now ready to sharpen the results we got in Corollary 10.
Theorem 5. The decoding complexity of a full-rate space time code X =
2n2∑
i=1
siAi is not better than
|S|n2+1, where |S| is the size of the effective real constellation.
Proof: Consider the basis matrices Ai: if there are at least two mutually orthogonal groups, then, by
Definition 2, the code is fast decodable, and by Theorem 2 the R matrix that comes from T = T (H) will
have the form (6). Consider the integers ni, notation as in Defintion 2. If any ni ≥ 2, then by Corollary
14, the total number of matrices in the g groups is at most n2 +ni− 1. Thus, the matrix Ng+1 in (6) will
be of size at least (n2− ni +1)× (n2− ni +1). Exactly as in the proof of Corollary 10, we find that the
decoding complexity must be at least |S|n2−ni+1 · |S|ni = |S|n2+1. If on the other hand all ni = 1, then we
have g groups of size 1 each. By Corollary 12, g ≤ n2, so Ng+1 is at least of size n2×n2. Thus, there are
at least n2 variables corresponding to Ng+1 that need to be conditioned, and then, the g blocks are decoded
in parallel, with complexity |S| each. Thus the decoding complexity is at least |S|n2 · |S| = |S|n2+1.
Example 2. Silver Code: This 2 × 2 code for four complex signal elements s1, s2, s3, s4 is given by
X(s1, s2)+TX(z1, z2), where for any a and b, X(a, b) =
(
a −b∗
b a∗
)
, and T =
(
1 0
0 −1
)
. The signal
elements s3 and s4 are related to z1 and z2 by (z1, z2)T = M(s3, s4)T , where M =
1√
7
(
1 + ı −1 + 2ı
1 + 2ı 1− ı
)
.
This code has a decoding complexity of at most |S|5 (see [1] for instance). This example thus shows that
our bound n2 + 1 is strict. Moreover, Theorem 5 shows that the Silver code cannot have a lower lattice
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decoding complexity than the known |S|5.
Theorem 6. It is not possible to arrange for the full-rate space-time code X =
2n2∑
i=1
siAi to have g-group
decodability for any g.
Proof: We have already seen in Corollary 11 that g-group decodability is not possible for g ≥ 3. For
g = 2, note that one of two groups must have at least n2 matrices. It follows from Lemma 13 that this
group must have exactly n2 elements and the other group must have only one element. Since n ≥ 2 in
the space-time block code paradigm, 1 + n2 < 2n2, and 2-group decodability is hence impossible.
Remark 6. In a different language (see Remark 4), Theorem 6 says that the transmitted lattice of a full-rate
space-time code does not split off as an orthogonal sum of smaller dimensional lattices generated by the
canonical basis vectors.
VI. AZUMAYA ALGEBRAS AND BOUNDS ON THE NUMBER OF GROUPS
In this section, we will delve into the arithmetic of central-simple algebras, using machinery from
commutative ring theory and Azumaya algebras, to determine significantly small upper bounds on the
number of orthogonal sublattices generated by the basis vectors of the transmitted lattice T = T (H),
or what is the same, the number of blocks g of the R matrix in Equation (6). We had already derived
an upper bound of n2 for full-rate codes in Corollary 12, but as we will see, this bound is too high.
In fact, the bound behaves more like log2(n) (see Theorem 8 for a precise statement). The bound we
derive in this section will be independent of the code rate (l). Since the matrices in distinct groups are
pairwise mutually orthogonal, we will derive our bound by answering the following question: How many
R-linearly independent pairwise mutually orthogonal matrices can we find in Mn(C)? In fact, we will
actually answer a broader question: Let k ⊂ C be a number field, let A be a central simple k-subalgebra
of Mn(C). How many R-linearly independent pairwise mutually orthogonal matrices can we find in the
subalgebra A ⊆ Mn(C)? (Of course, by Lemma 4, we may drop the requirement that the matrices be
R-linearly independent.)
As in the earlier sections, we will assume that our pairwise orthogonal matrices are all invertible. Note
that if a matrix A ∈ A ⊆ Mn(C) is invertible as an element of Mn(C), its inverse must actually lie in
A. This is because A−1 can be obtained from the minimal polynomial of A over k as follows: if the
minimal polynomial is At + kt−1At−1 + · · · k1A+ k0, then k0 6= 0 because A is invertible as a matrix, so
the inverse of A can be written by factoring out A as (−1/k0)(At−1 + kt−1At−2 + · · ·+ k1). The inverse
of A hence lives in the subalgebra k[A] ⊆ A.)
All the k-algebras we consider will be implicitly assumed to be finite-dimensional over k. Various
background facts about commutative rings and Azumaya algebras are collected in Appendices A and B
respectively. We will assume basic knowledge of central simple algebras (see [15] for instance).
Lemmas 7, 8, and 9 show us that the existence of (invertible) mutually orthogonal matrices Ai, i =
1, . . . , m is equivalent (upon replacing the Ai by say A−11 Ai) to the existence of matrices Ci = A−11 Ai,
i = 2, . . . , m which are skew-Hermitian and anticommute pairwise.
So, focusing on the necessary anticommuting condition above, we study the following question. (In the
sequel, A× will refer to the invertible elements of A.)
Question. Let k be a number field, and let A be a central simple k-algebra. How many elements
u1, . . . , ur ∈ A× which pairwise anticommute can we find?
We now investigate this question.
Once and for all, we fix a central simple k-algebra A, and we assume to have elements u1, . . . , ur ∈ A×
such that uiuj + ujui = 0 for all i 6= j, for some r ≥ 2. For the moment, we only assume that k is any
field of characteristic different from 2.
Notice that ui and u2j commute for all i, j. Indeed, this is clear if i = j, and if i 6= j, we have
uiu
2
j = −ujuiuj = u2jui.
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This implies that u2i , u2j commute for all i, j. Consequently, the k-algebra
R = k[u21, u
−2
1 , . . . , u
2
r, u
−2
r ]
is a commutative k-subalgebra of A. (Of course, as remarked in the second paragraph of this section, the
k-algebra generated by u2i will already contain u−2i , but we choose to include the u−2i in the generators
of R to emphasize that the u2i are units in R, a fact we will need below.)
Notice also that for any ui1, . . . , uik , we have (ui1 · · ·uik)2 = ±u2i1 · · ·u2ik ∈ R×.
We recall the definition of the algebra (a, b)R from Part 4 of Examples 6 in Appendix B: given a
commutative ring R and a, b in R×, (a, b)R is the R-algebra generated by two elements e and f subject
to the relations e2 = a, f 2 = b, and fe = −ef . It has the matrix realization described in Appendix B.
Lemma 15. Let r = 2s or 2s+ 1. Keeping notation above, A contains a subring isomorphic to
(a1, b1)R ⊗R · · · ⊗R (as, bs)R,
for some ap, bp ∈ R×.
Proof: If I is any subset of {1, . . . , n}, set uI =
∏
i∈I
ui. It is then easy to check that for all I, J , we
have uIuJ = (−1)|I|·|J |−|I∩J |uJuI .
For p = 1, . . . , s, set
Ip = {1, . . . , 2p− 1}, Jp = {1, . . . , 2p− 2, 2p}.
We then have |Ip| = |Jp| = 2p − 1, |Ip ∩ Jp| = 2p − 2, and for all 1 ≤ p < q ≤ s, we have |Ip ∩ Iq| =
|Jp ∩ Jq| = |Ip ∩ Jq| = |Iq ∩ Jp| = 2p− 1.
Now set
αp = uIp, βp = uJp.
Notice that ap = α2p, bp = β2p ∈ R×. Moreover, for all p = 1, . . . , s, we have αpβp = uIpuJp =
(−1)(2p−1)2−(2p−2)uJpuIp = −uJpuIp = −βpαp. Thus, for all p = 1, . . . , s, we have an R-algebra morphism
ϕp : (ap, bp)R → A, which maps the generators ep and fp onto αp and βp respectively.
Now for all 1 ≤ p < q ≤ s, we have αpαq = uIpuIq = (−1)(2p−1)(2q−1)−(2p−1)uJpuIp = αqαp. Similarly,
we have βpβq = βqβp. We also have αpβq = uIpuJq = (−1)(2p−1)(2q−1)−(2p−1)uJquIp = βqαp. Similarly,
we have αqβp = βpαq.
It follows that ϕ1, . . . , ϕs have pairwise commuting images. Thus, they induce an R-algebra morphism
(a1, b1)R ⊗R · · · ⊗R (as, bs)R → A.
By Lemma 20 and Remark 9, this morphism is injective.
We may now give a full answer to the previous question.
Theorem 7. Let k be a number field, and let A be a central simple k-algebra. Let u1, . . . , ur (r ≥ 2) be
invertible elements in A which pairwise anticommute. Then we have
r ≤ 2ν2
(
deg(A)
ind(A)
)
+ 2 if r is even
and
r ≤ 2ν2
(
deg(A)
ind(A)
)
+ 3 if r is odd,
where ν2 denotes the 2-adic value of an integer, i.e., the highest power of 2 that divides that integer.
In particular, if A is a central division k-algebra, then r = 2, 3.
Remark 7. See Appendix C for how this result above compares with the classical Hurwitz-Radon-Eckmann
bound on anticommuting matrices.
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Proof: We may assume r > 2 if r is even, and r > 3 if r is odd, since otherwise this is trivial. Write
r = 2s or r = 2s+ 1, so s ≥ 2. By the previous lemma, A contains an R-algebra isomorphic to
(a1, b1)R ⊗R · · · ⊗R (as, bs)R,
for some ap, bp ∈ R×. By Proposition 22 in Appendix B applied s − 1 times (note that s − 1 ≥ 1 by
assumption), this R-algebra is isomorphic to
M2s−1(R)⊗R (c, d)R ∼=R (M2s−1(k)⊗k R)⊗R (c, d)R
for some c, d ∈ R×. Hence A contains a k-subalgebra isomorphic to M2s−1(k). The centralizer theorem
then implies that
A ∼=k M2s−1(k)⊗k A′,
for some central simple k-algebra A′, which is Brauer-equivalent to A by definition. Therefore, we may
write
A ∼=k Mℓ(D), A′ ∼=k Mt(D),
where D is a central division k-algebra. Thus, we get
Mℓ(D) ∼=k M2s−1t(D),
and then 2s−1t = ℓ = deg(A)
ind(A)
. The desired result follows easily.
Remark 8. If A is a central simple k-algebra of odd degree, then A does not contain pairwise anticom-
muting invertible elements.
Indeed, if u1 and u2 anticommute, then we have
NrdA(u1u2) = NrdA(u1)NrdA(u2) = NrdA(−u2u1) = −NrdA(u2)NrdA(u1),
where the last equality arises from the fact that NrdA(−1) = −1 since A has odd degree. Hence,
NrdA(u1)NrdA(u2) = 0. But the reduced norm of an invertible element of A is non-zero, hence a
contradiction.
Hence the previous bounds are not always sharp. However they may be sharp in certain cases as the
following example shows, which proves that these bounds are the best possible ones.
Example 3. Let ℓ ≥ 0 be an integer, let Q = (a, b)k be a division quaternion k-algebra, and let A =
M2ℓ(k)⊗k Q.
In order to avoid mixing notation, we will denote exceptionally by ⊙ the Kronecker product of matrices.
If t ≥ 0 is an integer, we denote by M⊙t the Kronecker product of t copies of M , where M⊙0 is the
identity matrix by convention.
Let
H1 =
(
1 0
0 −1
)
and H−1 =
(
0 −1
1 0
)
.
For p = 1, . . . , ℓ, set
U2p−1 = H
⊙(p−1)
1 ⊙H1H−1 ⊙ I⊙(ℓ−p)2 and U2p = H⊙(p−1)1 ⊙H−1 ⊙ I⊙(ℓ−p)2 .
The properties of the Kronecker product and the fact that H1H−1 = −H−1H1, show that U1, . . . , U2p
are invertible matrices of M2ℓ(k) which pairwise anticommute.
Now let e and f be the generators of Q. Then it is easy to check that the 2ℓ+ 3 invertible elements
U1 ⊗ 1, . . . , U2ℓ ⊗ 1, U1 · · ·U2ℓ ⊗ e, U1 · · ·U2ℓ ⊗ f, U1 · · ·U2ℓ ⊗ ef ∈ A
pairwise anticommute.
Notice for later use that U2p−1 is symmetric and U2p is skew-symmetric for p = 1, . . . , ℓ. Notice also
that U1 · · ·U2ℓ is symmetric, as a straightforward computation shows.
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As a corollary, we also get an answer to our main problem.
Corollary 16. Let k be a number field, let A be a central simple k-subalgebra of Mn(C). Assume that
we have g non-zero matrices A1, . . . , Ag ∈ A× (g ≥ 2) such that
A∗iAj + A
∗
jAi = 0 for all i 6= j.
Then g ≤ 2ν2(deg(A)ind(A) ) + 3 if g is odd, and g ≤ 2ν2(deg(A)ind(A) ) + 4 if g is even.
In particular, if A is a central division k-algebra, then g ≤ 4.
Proof: By Lemma 9, the existence of g such matrices implies the existence of g−1 invertible elements
of A which pairwise anticommute. Now apply the previous theorem to conclude.
The next example shows that these bounds may be sharp.
Example 4. Let k ⊂ R, and let U1, . . . , U2ℓ ∈ M2ℓ(k) ⊂ M2ℓ(R) be the matrices introduced in Example
3. Set Q = (−1,−1)k, so that Q is a division k-algebra.
The multiplication matrices of e and f with respect to the k(i)-basis (1, e) of Q (viewed as a right
k(i)-vector space) are the skew-Hermitian matrix iH1 and the hermitian matrix H−1 respectively. Notice
that iH1H−1 is skew-Hermitian. The results of Example 3 show that the matrices
U1 ⊙ I2, . . . , U2ℓ ⊙ I2, U1 · · ·U2ℓ ⊙ (iH1), U1 · · ·U2ℓ ⊙H−1, U1 · · ·U2ℓ ⊙ (iH1H−1)
pairwise anticommute.
Each of these matrices are hermitian or skew-Hermitian. Multiplying by i the appropriate matrices
yields a set of 2ℓ + 3 skew-Hermitian matrices which pairwise anticommute. More precisely, one may
check that the matrices
U2p−1 ⊙ I2, U2p ⊙ (iI2), p = 1, . . . , ℓ,
U1 · · ·U2ℓ ⊙ (iH1), U1 · · ·U2ℓ ⊙ (iH−1), U1 · · ·U2ℓ ⊙ (iH1H−1)
are skew-Hermitian matrices which pairwise anticommute. Adding the identity matrix then gives rise to
a set of 2ℓ+ 4 mutually orthogonal matrices.
It is worth rewording the result in Corollary 16 in the language of our space-time code. We have the
following:
Theorem 8. If the space-time code X =
2l∑
i=1
siAi is fast-decodable, then the number of groups g in (6) is
at most 2ν2(n)+4. If we assume that the Ai are chosen from some k-central simple algebra A ⊆Mn(C),
where k is some number field, then, this upper bound drops to g ≤ 2ν2(deg(A)ind(A) ) + 4. In particular, if the
Ai are chosen from a k-central division algebra, then g ≤ 4.
We get an immediate corollary:
Corollary 17. The decoding complexity of a fast decodable space-time code X =
2l∑
i=1
siAi where the Ai
are chosen from a division algebra is at least |S|⌈l/2⌉.
Proof: At least one of the groups Γi (i = 1, . . . , g) in Definition 2 must be of size at least ⌈2l/4⌉,
as g ≤ 4 when the Ai are chosen from a division algebra. Thus, the decoding complexity is at least
|S|ng+1+⌈2l/4⌉ ≥ |S|⌈l/2⌉.
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APPENDIX A
COMMUTATIVE ALGEBRA
We collect here some useful results in commutative algebra. We start with the notion of an Artin ring.
Definition 5. A commutative ring R is an Artin ring if every descending chain of ideals I0 ⊃ I1 ⊃ I2 ⊃ · · ·
of R is stationary, i.e., there exists n > 0 such that In = In+1 = In+2 = · · · .
Example 5. If k is a field, any finite-dimensional commutative k-algebra R is an Artin ring. Indeed, any
ideal is in particular a finite-dimensional k-subspace of R, so it cannot exist a strictly decreasing chain
of ideals.
Theorem 9. [18, Ch.8, Thm 8.5] Any Artin ring is Noetherian, that is every ideal is finitely generated.
Corollary 18. Let R be a local Artin ring, with maximal ideal m. Then there exists n ≥ 1 such that
m
n = 0.
Proof: By assumption, the descending chain of ideals m ⊃ m2 ⊃ · · · ⊃ mn ⊃ · · · is stationary, hence
there exists n ≥ 1 such that mn+1 = m ·mn = mn. Since R is Noetherian by the previous theorem, m is
finitely generated, and since R is local with unique maximal ideal m, mn = 0 by Nakayama’s lemma.
We also have the following result.
Theorem 10. [18, Ch.8, Thm. 8.7] Any Artin ring is isomorphic to the direct product of finitely many
Artin local rings. In particular, an Artin ring has finitely many maximal ideals.
We now define Hensel rings.
Definition 6. A commutative ring R is a Hensel ring if R is local, with maximal ideal m, and for any
monic polynomial f ∈ R[X ] such that f = g0h0 ∈ R/m[X ] for some coprime monic polynomials g0, h0 ∈
R/m[X ], there exists coprime monic polynomials g, h ∈ R[X ] such that f = gh and g = g0, h = h0.
The following result is well-known.
Proposition 19. Any local Artin ring is a Hensel ring.
Proof: Since the maximal ideal m of a local ring is nilpotent by Corollary 18, R is canonically
isomorphic to its m-completion, that is R is complete. Since complete rings are Hensel rings by [19,
Prop. 4.5], we are done.
APPENDIX B
AZUMAYA ALGEBRAS
We collect here some notions on Azumaya algebras that are needed in the paper. The word ‘algebra’
implicitly means ‘associative algebra with unit’.
In this section, R is a commutative ring with unit. We first define Azumaya R-algebras. The reader
willing to learn more about Azumaya algebras will refer to [20, III.5].
Definition 7. An Azumaya R-algebra is an R-algebra A, which is finitely generated as an R-module and
such that A⊗R R/m is a central simple R/m-algebra for every maximal ideal m of R.
Example 6.
1) Let B be a central simple k-algebra, and let R be a commutative k-algebra. Then A = B ⊗k R is
an Azumaya R-algebra.
Indeed, since B is finite dimensional over k, B ⊗k R is finitely generated as an R-module. Let m
be any maximal ideal of R. Since R is a k-algebra, k identifies to a subring of R, and we have a
ring morphism k → R/m which is injective, since k is a field. Hence R/m is a field extension of k.
Now we have
A⊗R R/m = (B ⊗k R)⊗R R/m ∼=R/m B ⊗k R/m.
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Since B is a central simple k-algebra, B⊗kR/m is a central simple R/m-algebra (see [15, Corollary
III.1.5 (2)]) and we are done.
2) If A and A′ are Azumaya R-algebras, then A⊗RA′ is an Azumaya R-algebra. First, since A and A′
are finitely generated as R-modules, so is A⊗R A′. Now for every maximal ideal m of R, we have
(A⊗R A′)⊗R R/m ∼=R/m (A⊗R R/m)⊗R/m (A′ ⊗R R/m).
This last R/m-algebra is the product of two central simple R/m-algebras be assumption, hence a
central simple R/m-algebra by [15, Corollary III.1.5 (1)].
3) For all n ≥ 1, Mn(R) is an Azumaya R-algebra. Indeed, Mn(R) is a finitely generated R-module,
and for every maximal ideal m of R, we have
Mn(R)⊗R R/m ∼=R/m Mn(R/m),
which is central simple over R/m.
4) We will assume in this example that R is such that for all maximal ideals m, R/m is of characteristic
not 2. Let a, b ∈ R×, and consider the R-submodule (a, b)R of M4(R) generated by the matrices
I4 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 , e =


0 a 0 0
1 0 0 0
0 0 0 a
0 0 1 0

 ,
f =


0 0 b 0
0 0 0 −b
1 0 0 0
0 −1 0 0

 , ef =


0 0 0 −ab
0 0 b 0
0 −a 0 0
1 0 0 0

 .
Straightforward computations show that these matrices are linearly independent over R, and that we
have
e2 = a, f 2 = b, fe = −ef.
It easily follows that (a, b)R is a free R-module of rank 4, which is an R-subalgebra of M4(R). This
R-algebra is denoted by (a, b)R.
It can be viewed also as the R-algebra generated by two elements e, f subject to the relations
e2 = a, f 2 = b, ef = −fe.
Then (a, b)R is an Azumaya R-algebra. Indeed, let m be a maximal ideal of R. Since a, b ∈ R×, a
and b are non-zero elements of R/m. The explicit realization above shows easily that we have
(a, b)R ⊗R R/m ∼=R/m (a, b)R/m,
and it is well known that over a field of characteristic not 2, the quaternion algebra generated by
symbols e and f subject to e2 = a, f 2 = b, ef = −fe is a central simple algebra. Hence the
conclusion.
Azumaya algebras share common properties with central simple algebras. For example, we have the
following lemma.
Lemma 20. Let A and B be two R-algebras. Assume that A is an Azumaya R-algebra, and that B is a
faithful R-algebra, that is the R-algebra map
R −→ B
r 7−→ r · 1B
is injective. Then every R-algebra morphism f : A→ B is injective.
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Proof: Let A,B and f : A→ B as in the statement of the lemma. Then ker(f) is a two-sided ideal,
hence an A-A-bimodule. By [20, Ch. III, Theorem 5.1.1. (2)], A is central, that is the R-algebra map
R −→ Z(A)
r 7−→ r · 1A
is an isomorphism, and separable, meaning that A is a projective module for the natural A⊗RAop-module
structure induced by the multiplication map. By [21, Corollary 3.7], there exists an ideal I of R such that
ker(f) = I · A. Since ker(f) = I · A, for all x ∈ I , we have
0B = f(x · 1A) = x · f(1A) = x · 1B.
By assumption on B, we get x = 0. Thus I = 0, and ker(f) = 0.
Remark 9. If B is any ring, and R is a commutative subring of B, then the product law endows B with
the structure of an R-algebra satisfying the condition of the previous lemma, since for any r ∈ R, we
have r · 1B = r1B = r.
The following result was proven in [22, Theorem 32], and will be useful to prove the next proposition.
Theorem 11. Let R be a Hensel ring, with unique maximal ideal m. For every central simple R/m-algebra
B, there exists an Azumaya R-algebra A, unique up to R-isomorphism, such that A⊗R R/m ∼=R/m B.
Proposition 21. Let R be an Artin ring, and A, B be Azumaya R-algebras. Then A ∼=R B if and only if
A⊗R R/m ∼=R/m B ⊗R R/m for every maximal ideal m of R.
Proof: One implication is trivial. To prove the other one, notice that by Theorem 10, we have a ring
isomorphism
ϕ : R
∼→ R1 × · · · × Rs,
for some local Artin rings R1, . . . , Rs. We then have a 1-1-correspondence between the set of Azumaya
R-algebras A and the set of tuples (A1, . . . , As), where Ai is an Azumaya Ri-algebra, which is given by
A 7−→ (A⊗R R1, . . . , A⊗R Rs)
(A1 × · · · × As)⊗R1×···×Rs R ←− [ (A1, . . . , As).
Moreover, A ∼=R B if and only if A⊗R Ri ∼=Ri B ⊗ Ri for i = 1, . . . , s.
Let m′i be the maximal ideal of Ri. Then the ideal
mi = ϕ
−1(R1 × · · · × Ri−1 ×m′i ×Ri+1 × · · · × Rs)
is a maximal ideal of R, and the canonical projection R→ Ri induces a ring isomorphism
R/mi
∼→ Ri/m′i.
This yields
A⊗R R/m ∼=Ri/m′i (A⊗R Ri)⊗Ri Ri/m′i.
Hence, by assumption we get
(A⊗R Ri)⊗Ri Ri/m′i ∼=Ri/m′i (B ⊗R Ri)⊗Ri Ri/m′i.
Since Ri is a local Artin ring, it is a Hensel ring by Proposition 19. The previous theorem then shows
that A⊗R Ri ∼=Ri B ⊗ Ri. Since this is true for all i = 1, . . . , s, we get A ∼=R B as required.
As a consequence, we get the following proposition, which will be crucial for our coding considerations.
Proposition 22. Let k be a number field, and let R be a finite-dimensional commutative k-algebra. For
all a, b, a′, b′ ∈ R×, there exist c, d ∈ R× such that
(a, b)R ⊗R (a′, b′)R ∼=R M2(R)⊗R (c, d)R.
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Proof: Notice first that R is an Artin ring by Example 5. Let m be a maximal ideal of R. Notice
that R/m is an extension of k of finite degree, the k-vector space structure being given by the map
k → R → R/m. Hence R/m is a number field (and (a, b)R, etc., are Azumaya algebras over R). Since
the exponent and index of central simple algebras over a number field must be equal, and since the
exponent of the tensor product of two quaternion algebras over R/m is at most 2, the tensor product is of
the form M2(B), where B is either a division algebra of index 2, and hence expressible as a quaternion
algebra, or else, B is itself M2(R/m), which is expressible as the quaternion (1, 1)R/m. In either case,
therefore, there exists cm, dm ∈ (R/m)× such that
((a, b)R ⊗R (a′, b′)R)⊗R R/m ∼=R/m (a, b)R/m ⊗R/m (a′, b′)R/m∼=R/m M2(R/m)⊗R/m (cm, dm)R/m .
Since R has finitely many maximal ideals by Theorem 10, the Chinese Remainder Theorem shows that
there exist c, d ∈ R such that
c ≡ cmmod m and d ≡ dmmod m
for all maximal ideals m of R. Notice that c, d ∈ R×, since they do not belong to any maximal ideal of
R by construction.
For any maximal ideal m of R, we then get
((a, b)R ⊗R (a′, b′)R)⊗R R/m ∼=R/m M2(R/m)⊗R/m (c, d)R/m∼=R/m (M2(R)⊗R (c, d)R)⊗R R/m .
Now apply the previous proposition to conclude.
APPENDIX C
CONNECTIONS BETWEEN THEOREM 7 AND THE HURWITZ-RADON-ECKMANN BOUND
In [13], Eckmann provided a solution to the complex version of the Hurwitz-Radon problem (and also
described the solution of the original Hurwitz-Radon problem concerning real matrices). Eckmann showed
that the maximum number of n× n complex matrices Ai that satisfy
1) AiAj + AjAi = 0 for all i 6= j,
2) A2i = −In, and
3) AiA∗i = In
is 2t + 1, where t = ν2(n), i.e., the highest power of 2 that divides n. (The original Hurwitz-Radon
problem asked for the maximum number of real matrices satisfying these conditions, but with Condition
3 replaced with orthogonality: AiAti = In.)
First note that if a matrix satisfies any two of the following three conditions:
A2i = −In
AiA
∗
i = In
A∗i = −Ai
(7)
then it automatically satisfies the third (this is easy to see). If we now compare the hypotheses of Theorem
7 with those of the generalized Hurwitz-Radon problem, we see that Theorem 7 generalizes the Hurwitz-
Radon-Ekmann bound in two ways: it does not impose any of the three conditions above in (7) and only
considers pairwise anti commutativity, and secondly, it considers the situation where the matrices arise
from the embedding of some k-central simple algebra, k a number field, in Mn(C). Since Theorem 7
provides a bound of 2t + 3, we find that the conditions in (7) drop the possible number by 2.
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