Abstract. Using 18.8 pb-~ of data collected in 1990 and 1991, ALEPH has measured the tau polarisation in the decay modes z~evq, r--*/zv~7, z~zv, r-*pv and r~aa v, using both the individual tau decay kinematics and the event acollinearity. The measurement of the tau polarisation as a function of the production polar angle yields the two parameters sZ~ and ~Ze, where dr=
r~aa v, using both the individual tau decay kinematics and the event acollinearity. The measurement of the tau polarisation as a function of the production polar angle yields the two parameters sZ~ and ~Ze, where dr=
. The results sZ~ = 0.143 __ 0.023 and sZ e = 0.120 ___ 0.026 are consistent with the hypothesis of electron-tau universality. Assuming universality yields a measurement of the effective weak mixing angle sin 2 neff= 0.2332 + 0.0022. uW 
Introduction
The polarisation of the taus observed at LEP results from parity violation in Z production and decay. The LEP beams are unpolarised and the inequality of the Z couplings to left-handed and right-handed leptons induces a polarisation of the taus as well as a polarisation of the Z. The polarisation of the Z induces a dependence of the polarisation of the taus on the angle between the Z polarisation vector (along the beam) and the -c line of flight [1 ] .
Ignoring G (m,2/M}2 ) corrections, the r + and r -have opposite helicity. Herein P~ is defined as the polarisation of r-. The dependence of P~ on the angle 0 between the beam e-and the z-appears, at the Z peak, in the improved Born approximation [1] polarisation measurement and the forward-backward charge asymmetry is small enough to be ignored. In the standard model, the lepton couplings are equal, and hence d~=de.
Combining the measurements provides a more precise determination for g~-~/g~-~ and for the effective weak mixing angle through g~/gl A -----1 --4 sin z A ~ff vw. The analysis of tau polarisation described in this paper improves upon the earlier analysis published by the ALEPH collaboration [2] in which only the averaged polarisation was measured. Better techniques of identification have also been employed. The results presented here, based on 18.8 pb -a of data recorded during 1990 and 1991, supersede the earlier results, with which they are fully compatible. Particular attention has been paid to reducing systematic uncertainties from particle identification and contaminations. Checking the methods of identificatiort and acceptances relies upon ALEPH data samples and test beam data.
The two methods used in this analysis, based respectively on individual tau decays and angular correlations, are first described. Then the common particle identification techniques are discussed. The decay channel selection and polarisation extraction procedures, the systematic error determination and the results are, for clarity, presented independently for the two methods, then the conclusions are drawn.
Method
The V-A structure of the weak charged current, taken as exact in this analysis, makes the tau decays powerful analysers of the tau polarisation. In this analysis two methods are used. In the first, referred to below as the "single-tau method", one infers the polarisation from the kinematic distributions of single tau decays. Since the helicities of the two taus from a Z decay are opposite, each tau can be used independently. However one must take into account their correlation when calculating the statistical error. Using the correlations between the kinematic quantities used in the single-tau method for both tau decays brings very little additional sensitivity. In the second method, referred to as the "acollinarity method", the polarisation is inferred from the angular correlation of the decay products of the two taus in an event.
The analysis described in this paper employs the tau decay modes ev~,/uv~, nv, pv, and a I v, together constituting more than 80% of all tau decays. Charged pions are not distinguished from kaons in the data. The decay modes r~zcv and z---,Kv are treated together and referred to herein as "rcv". Similarly, the final state Krc~ falls into the "pv" channel. However, it is considered as background in the rho channel when calculating the selection efficiency and extracting the polarisation. A systematic error is assigned to account for the uncertainty in the corresponding branching ratio. In the a I case only the decay mode to three charged pions is used, and the decays to Kzcrrv and KKrcv are treated as background. The analysis selects tau candidates by retaining lowmultiplicity events coming mainly from lepton-pair decays of the Z. After association of the charged particles and photons with one of the two hemispheres in the event, as defined by the event thrust axis, the identity of the charged particles and the presence of photons and/or rc~ determine the tau decay classification. Removal of nontau background based on the kinematics of the opposite hemisphere largely avoids kinematic biases and loss of sensitivity, except for the energy correlations between hemispheres.
Single-tau method
In the single-tau method the tau polarisation is extracted from the observed kinematic distributions by finding the admixture of left-and right-handed Monte Carlo taus which reproduces optimally the observed distributions*. A full Monte Carlo simulation of the detector response for tau and non-tau background events takes into account initial-state, final-state, and decay radiative corrections [1, 3] , detector acceptance and resolution.
For the lepton and pion decays, only one measurable energy exists. Defining X=Echarged/Ebeam the expected distributions [4] , ignoring mass and radiative effects, depend linearly on a given longitudinal polarisation P~ as
[(5 -9 Xlept + 4 Xlept)
and W(x~) = 1 + P~ (2x~ -1).
In the case of the multipion decays, the distribution has the same general expression:
where ~ is the set of observed momenta. It can be recast in a form similar to the pion distribution [5] :
by using the quantity co (3), defined by
where W+ (W_) is the probability density of ~ for positive (negative) helicity. Hence the variable co expresses the normalized difference between the probability densities of the tau decay having originated from a positive or negative helicity tau. This quantity summarizes all available information about the helicity of a given tau decay and the use of the one-dimensional distribution of * Since in this analysis one does not observe the azimuthal dependence of the decays it is possible to assign a helicity to each Monte Carlo event (6) yields an optimal determination of P~. This method applies as well to the lepton and pion cases, but is equivalent to simply using the energy. Both the p and al modes are treated using the co variable. In the case of the p this takes fully into account the influence of the tau helicity state on the distributions of tau and rho decay angles, ~u~ and ~up, respectively, as well as the effect of the rti~r ~ mass. In the case of the a~ there are six quantities which describe the tau decay: two angles ~ and q/a defined by the normal to the a I decay plane, the hadronic mass, the masses of the two re + rccombinations in the a~ decay, and the angle of one of the pions in the decay plane. The distribution of the angles qG and q/a does not depend on the hadronic matrix element. Previous analyses took only these two variables into account. Using the six quantities through the co variable allows a significant improvement in the statistical sensitivity for the a I channel: it becomes more sensitive than either of the leptonic decay modes. An expanded discussion of co for the pv and a~ v decay channels appears in Appendix A.
The tau polarisation has a weak dependence on centreof-mass energy. The distribution of recorded luminosity is almost equal above and below the resonance and the effect on the polarisation nearly cancels out when making the average. Therefore this effect is ignored in the analysis and the average polarisation over the different centre-ofmass energies is determined. Then a 'small correction is applied to the result to account for this and small radiative effects. These corrections affect s~'~ and ~'e in an essentially identical way. To avoid confusion the measured quantities before correction will be written A~, A e, and A e_,, whereas the calligraphic symbols d r, de, and Se-~ will be reserved for the physical quantities with corrections. In order that the kinematics of the simulated events match those of the data the distribution in centreof-mass energy of the Monte Carlo matches that for the data.
Acollinearity method
One can also extract the polarisation from the acollinearity distribution of the decay products of the two taus in one event [6] . In this method the polarisation is determined by fitting a tree-level theoretical prediction for the acollinearity, with no initial-or final-state radiation, to the observed distribution. The selected events have both taus decaying to final states with a single charged track, and the distributions are corrected for acceptance and radiative effects. The acollinearity is defined using charged tracks only, as e = rc -01z, where 012 is the opening angle between the tracks.
The acollinearity distribution, for a given cos 0, may be written
where functions F and G reflect the kinematics of the particular tau decay channels and are described in Appendix B.
The parameters d~ and d e can be extracted from the acollinearity distribution integrated over cos 0 and the forward-backward asymmetry as a function of acollinearity, which at s=M 2 are given by [6] : (9) 
3
F(e)S~-G(e) AFB(e) =4 Se F(e)--G(e)d~ " (10) / A fit using (10), however, implicitly uses the information from the normalization of AF, (e), i.e. the forward-backward charge asymmetry AFB. Since the information on AF, is already used with the lineshape fits [7] , an alternative set of observables, do-F/de and do-e/de, is defined by separately integrating the acollinearity distribution (8) over the forward (cos 0 > 0) and backward (cos 0 < 0) hemispheres, respectively. Then S~ and d e are derived from the measured values of P~ in the two hemispheres.
The kinematics of the decay products of a single tau and the acollinearity of the two taus are correlated, and hence so are the extracted polarisations. The systematic uncertainties in measuring angles are, however, largely independent of the systematics in the single-tau method.
ALEPH detector and data
The ALEPH detector is described in detail elsewhere [8] ; the main elements used in this analysis include 9 the inner tracking chamber (ITC), a cylindrical eightlayer axial-wire drift chamber, extending from 13 to 29 cm radius, 9 the time projection chamber (TPC), extending to 1.8 m in radius, which, combined with the ITC, provides momentum resolution of Op/p2 = 8 • 10-4 GeV-1, and with up to 330 samples of specific ionization a measurement of dE/dx with 4.6% resolution, 9 the electromagnetic calorimeter (ECAL), a lead sheet/ wire chamber sandwich of 45 layers with a fine-grained (16 • 16 mrad) projective-tower cathode pad readout segmented in three "stacks" of 4, 9, and 9 radiation lengths in depth, having an energy resolution of 18.7%/1/@-~2.1%, and with an independent low-noise readout of each of the 45 sense wire planes in a module, 9 the hadronic calorimeter (HCAL), consisting of 23 layers of streamer tubes interleaved in the magnet iron return yoke, with the individual tube hits recored digitally and a projective tower cathode pad readout of hadronic energy, and 9 the muon chambers, two double layers of streamer tubes with orthogonal strips surrounding the HCAL, providing two three-dimensional coordinates for muons which pass through the HCAL.
The ITC, TPC and ECAL all lie inside the superconducting solenoid, which provides a 1.5 T magnetic field.
The study of tau decays benefits from the main features of the detector: three-dimensional track separation This analysis employs data recorded by ALEPH in 1990 and 1991, representing a total of over 20,000 observed tau pair events. Only data collected in which all the detectors listed above were operational are considered. The data were recorded at centre-of-mass energies at and near the Z mass. Table 1 lists the integrated luminosity at each energy point. The single-tau method for measuring the polarisation employs data from all LEP energies. The acollinearity method is restricted to data collected at the Z peak.
Particle identification
Classification of the decay modes of the tau relies on the presence, identity, and kinematics of charged tracks, photons and rc~ This section discusses the tools for measuring charged particle momenta, determining the identity of charged particles, and reconstructing photons and rc~ The performance of these tools has been checked extensively not only using Monte Carlo simulation but as much as possible using physics channels well identified in the data like Z decays into muon or electron pairs, or ?? interactions.
Charged particles
The tracking detectors (ITC and TPC) measure a threedimensional trajectory for each charged particle ("track"), and in addition the TPC provides a measurement of the relative ionization of a charged particle. Charged particles deposit energy in the calorimeters, ECAL and HCAL, and possibly leave hits in the muon chambers. Based on this information the analysis employs two methods for determining the charged particle identity. In one, referred to as the "classical cut" of "CC" method, one identifies particles by placing cuts on the values of the associated variables. The other method employs a neural network using simultaneously the information from the tracking and calorimetry, and is referred to as "NN". In the NN method each particle receives a unique assignment, whereas for the CC method the assignment for the electrons depends on the decay channel being analysed.
TPC dE/dx. The TPC can resolve tracks from particles separated by typically 2 cm or more for 25 cm of their trajectory. Given the dE/dx, track momentum, and particle mass hypothesis, the signed number of standard deviations Rde/ax by which the measured dE/dx differs from the prediction can be calculated and used as a discriminating variable.
ECAL estimators. Two estimators, called R r and R r [8] , give the number of standard deviations by which the observed electromagnetic energy deposit differs in longitudinal and transverse shape, respectively, from that expected from an electron with a given momentum. More precisely R r measures the amount of energy in the shower core compared to the track momentum.
HCAL, muon chamber information. To improve the muonpion-electron separation, a pattern recognition algorithm which makes use of the digital pattern of the hit calorimeter tubes has been developed. This pattern is significantly different for muons, pions, and electrons reaching the HCAL, but suffers from dead zones and inefficiencies. The main aim of the algorithm is to overcome these problems. It proceeds by connecting hit tubes, building an outgoing "tree" structure which can be associated to charged tracks. The result of this operation is summarized in a number of variables which describe the trees by themselves, such as their length, energy or level of ramification, as well as by their relationships to tracks, such as distance or angle.
Charged particle identification using cuts. Using the various estimators described above one can identify tracks by requiring the values of the estimators to lie in certain ranges. The cut method employed in this analysis begins by identifying electrons and muons.
Two sets of electron identification criteria are defined and used according to the physics goal. The first selects electrons for the analysis of the electron channel, emphasizing the quality of the energy measurement in the calorimeter. The second provides a veto against electrons with a reduced loss of pions.
For selecting muons, due to the inhomogeneity of the HCAL, the cut criteria must take into account the differences of the various regions of the detector. The criteria used to define the muon sample can be summarized in the following way: either the track penetrates through to the muon chambers with a dispersion compatible with the multiple scattering, or the HCAL tree associated is long, straight and not ramified, and close to the extrapolated track.
Any track not selected by these requirements is not kept as a muon.
Any track not identified as an electron by the second set of criteria or as muon is classified as a pion. Table 2 summarizes the performance of the method on Monte Carlo events.
Charged particle ident~'cation using a neural network. A different approach to classify charged particles as electrons, muons, or pions (hadrons, in general), uses information from the TPC, ECAL, HCAL tree quantities, and Table 2 . Efficiency (in %) for conventional cut particle identification method, for Monte Carlo tracks with P/Ebeam above 0.05 and [cos 01 < 0.9. The calorimeter cracks are not taken into account for the electron and pion efficiencies. They induce a 4% additional loss in acceptance. The two rows for the electron identification correspond to the fact that the procedure differs when it is used for the analysis of the electron or of the pion channel. muon chambers simultaneously in an artificial neural network [9] . Twenty quantities associated with each charged track in an event form the input to a feed-forward perceptron type neural network which has two hidden layers of ten nodes each, and three outputs designated as electron, muon, and pion. The twenty quantities include the track momentum, polar angle, azimuthal angle, electron and pion dE/dx estimators, total and individual layer ECAL cluster energies, eight HCAL tree quantities, and estimators from muon chamber hits. The network training employs a sample of 18 600 electrons, 10 700 muons, and 26 000 pions from Monte Carlo lepton-pair events, mainly tau pairs. Each track in the training sample is presented an average of about 2000 times during the network training. Table 3 shows the resulting performance for tracks from Monte Carlo lepton pair events. The neural net identifies each charged particle as either e, p, or re, regardless of the channel classification applied later.
Photons and zc~
The photon reconstruction makes use of the three-dimensional segmentation of the ECAL. A reconstructed photon appears as a cluster of storeys, where "storey" designates one of the three depth segments of an ECAL projective tower, that have an energy above a given threshold and whose distance from a charged track exceeds 2 cm. The algorithm looks for local energy maxima: storeys which have more energy than the ones they share a face with, their "neighbours". Every storey which is not a local maximum is assigned to the cluster of its neighbour of maximal energy. The energy of the photon is then computed from the energy of the four central towers, applying a polar angle dependent correction factor averaging about 1.15. The photon direction is calculated from the barycenter of the cluster. Photons which convert in the detector material are reconstructed from pairs of oppositely charged tracks, identified as electrons, emanating from the same point, with invariant mass close to zero.
In the tau physics environment, photon reconstruction must efficiently reject fake photons, separate photons from charged tracks, and reconstruct overlapping photon pairs. Fake photons may appear because a charged track has produced small "satellite" clusters from shower fluctuations. In order to reject such fake photons, the energy of the candidate must exceed 300 MeV, contain energy in at least two consecutive stacks, and have a ratio of the sum of energies in the first two stacks to the total higher than 70%.
The identification of rc~ is very important in the separation of several r decay channels, for instance ~z, p~lrrt ~ and a~rrrc~ ~ The yy mass distribution of selected tau events with two photon candidates, shown in Fig. 1 , has a clear peak at the lr ~ mass. Nevertheless at low energies one of the two photons can be lost due to the energy threshold, and as the ~0 energy increases the photons become difficult to resolve and may be reconstructed as a single photon. This is illustrated using a sample of rho decay candidates, as defined in Sect. 5.1. The upper plot of Fig. 2 shows the fraction of rho candidates where the ~0 is reconstructed as a single photon, as a function of the rc ~ energy.
A check of the assertion that the high-energy singlephoton ~0 candidates are in fact ~~ relies on a technique developed to resolve further the two photons not separated by the technique of local maxima described above. By computing the moments of the energy distribution up to third order, one can determine whether the cluster actually results from two photons. The method retains efficiency up to 45 GeV. The technique has been applied The lower plot shows this fraction as calculated after a moments analysis has been performed on every reconstructed photon to check for the presence of a substructure originating from a n ~ At low energies the fraction of single photon n o candidates is the same indicating that one photon has indeed been lost. At high n o energy the two photons can merge in the calorimeter. The cut on minimum single-photon n o energy for the definition of rho candidates was removed for this figure to the photons in the rho candidates: both those separated photons which, combined, make re~ and the singlephoton ~o candidates. The moments algorithm finds that the photons in the first category are indeed single photons, and not themselves ~~ and at medium energies is able to resolve the two photons in the second category. This is illustrated in the lower plot of Fig. 2 where the fraction ofrho candidates with still only one photon found by the moments algorithm is plotted. This provides evidence that these single-photon ~o candidates are indeed mostly zc~ At low ~r ~ energies the behaviour is very similar to that of the upper plot, showing that one of the photons has indeed been lost.
Single-tau method

Selection
Selection of a pure sample of tau decays proceeds in three stages. Firstly, a simple event selection rejects most Z decays to hadrons. Secondly, the individual tau decays are classified. Finally, requirements on the hemisphere opposite to the tau decay candidate greatly reduce nontau backgrounds. The overall acceptance and contamination are given at the end of this section. Most Z decays to hadrons are excluded by requiring fewer than nine tracks coming from the interaction region and that tracks have an angle less than 31.8 degrees with the axis of the jet. Poorly reconstructed events and twophoton events are excluded by demanding at least two charged tracks, and at least one track with momentum above 3 GeV. The thrust axis is calculated from the charged tracks, and the event divided into hemispheres. To avoid Bhabha background and poorly reconstructed tracks the thrust axis polar angle 0 must satisfy I cos 01 < 0.9. This initial event selection retains 84% of the tau events produced, and 99% of those within the angular acceptance.
The identity of the charged tracks and the number of photons accompanying them distinguish each of the decay modes considered in this analysis:
9 The presence of a single electron or muon track, with no or few photons, indicates r~ev~ and r~/~v~7 decays. 9 A r~v decay is identified by a single identified pion track with zero photons. This last requirement keeps backgrounds to a minimum without greatly sacrificing efficiency. The rho and electron backgrounds in the pion channel are reduced further by requiring low energy in the first four radiation lengths of the electromagnetic calorimeter. 9 The rho channel is distinguished by a single charged track and evidence of photons from one, and only one, ~z~ hemispheres with extra photons are rejected. A ir ~ candidate may be a pair of photons with invariant mass in the range 0.08 to 0.2 GeV, which is referred to as a "resolved" lr ~ In decays with a resolved go no particle identification is applied to the charged track. Arc ~ candidate may also appear as a single photon, referred to as a "merged" ~z ~ Merged ~~ originate either from an energetic rc ~ with the two photon showers overlapping, or from an asymmetric n ~ decay with one lost photon. To insure that the lost photon is the less energetic of the two, The charged track accompanying a merged n ~ must be identified as a pion. To be accepted as a r--*pv decay the rt ~ and charged track must have an invariant mass between 0.5 and 1.2 GeV. Figure 3 shows the comparison of the distribution of this mass for the selected sample with that of the simulation. 9 To be selected as a three prong decay of the a 1 a hemisphere must contain three tracks, none of them identified as an electron, and no photons. As the a 1 decays predominantly into pTr, demanding one zr +re-combination with an invariant mass consistent with that of the p suppresses background further. The observed and simulated three pion invariant mass distributions are compared in Fig. 4 . Given a candidate tau decay in one hemisphere, restrictions on the track type, angle, and energy of the recoil hemisphere reduce further contamination from non-tau events. This contamination comes from decays of the Z into electrons, muons, and hadrons, and from two-photon interactions.
9 Electron channel candidates from two-electron events are excluded in order to reject Bhabha events from the sample of r--* e v~7 decays. 9 Muon channel candidates from two-muon events are accepted only if the event visible energy is significantly less than the centre-of-mass energy. Contamination from yy interactions is reduced by requiring a minimum total energy. 9 Pion channel candidates suffer from Bhabha and muon pair background in which tracks are sometimes misidentiffed as pions. The resulting background must be reduced by rejecting candidates in which the recoiling hemisphere contains an electron or a muon, perhaps with radiated photons, with a large fraction of the beam energy. 9 In the a, analysis referred to as CC, the non-tau background is rejected by applying an event selection [10] based on the event energy flow before the track identification. Table 4 lists the performance characteristics for the two analyses. The analyses use the same approach to channel classification and background rejection. The absolute acceptance, defined with respect to the number of tau pairs produced, ranges from 40% in the ev9 channel to 70% in the ~v'Y channel, as illustrated in Fig. 5 . The two methods give very similar performance in all channels except the electron channel, where in method NN the inclusion of the calorimeter crack and overlap regions and a lower minimum energy, provide additional acceptance. The acceptance and background fractions are estimated using a full simulation of the production of tau pairs and of the apparatus, but also are checked on selected data samples; this is described in the systematic uncertainties section. The fraction of candidate hemispheres which are incorrectly assigned is also shown in the table. The background levels are quite small, leading to correspondingly small systematic uncertainties.
Polarisation extraction
Kinematics quantities employed. The distributions of ~o and x depend linearly on P~. This allows extraction of the polarisation by comparing the observed distribution with a Monte Carlo distribution parametrised by the polarisation.
For the single-prong decay channels evg, pvY, and ~v the variables x and co are equivalent, and x is used. For the muon and pion cases the best estimate of the energy comes from the tracking detectors. In the case of the electron channel, however, the electron tends to lose energy due mainly to bremsstrahlung, leading to a systematic underestimation of Ee when using its momentum determination. To recover the energy otherwise lost one uses information on E e provided by the electromagnetic calorimeter. This is done differently in the two single-tau analyses. In the NN method, the true electron energy is usually estimated as the sum of the energy in the calorimeter storeys. When the electron passes within 4.5 cm of a calorimeter crack its momentum plus the energy of all the photons reconstructed in the hemisphere is used. Method CC uses the sum of the calorimeter wire energy in all modules which contain a storey cluster in the relevant hemisphere. This necessitates eliminating electrons in cracks and overlap region between barrel and end caps, but provides an energy measurement insensitive to thresholds.
Polarisation from single-tau distributions.
To extract the polarisation, a binned log likelihood relating observed and predicted kinematic distributions is maximised with respect to changes in the polarisation. The predicted number M} of tau candidates classified in decay channel i (i=e,g, ~, p,al) from Monte Carlo in a given bin j of co (or x), is the sum
l~i k where C} is the number of correctly identified tau decays in channel i, W/t is the number of taus incorrectly identified as coming from channel i but which in fact originated from some other decay mode l, and B~ k is non-tau background from source k (k=e+e-,i.t+l~-,?7~ leptons, ?~y~hadrons, qc]). All the dependence on tau polarisation-P~ is carried in C} and Wj H, which can be written 
N~J
The superscripts R and L refer to the particular r-helicity. Rt LI Ngen and N~en give the number of decays generated by the Monte Carlo in channel I for each r-helicity. The factors F i (or F ~) are such that the predicted number of taus in the Monte Carlo equals the total number of tau candidates in the data, minus the predicted non-tau background. The non-tau background is estimated by performing the selection procedure on Monte Carlo samples for the five non-tau background sources, normalized to the integrated luminosity.
Angular dependence of polarisation. The angular dependence of the polarisation is measured by extracting the polarisation in nine regions of polar angle. The relation (1) is then fitted to these data with A~ and A e as parameters. One can allow them to vary independently providing a test of universality. One can also constrain them to be the same Ae = A s = Ae_ ~ and fit for a single parameter. The correlation between A s and A e is very small. The functional form of (1) is valid only at the Z peak, and does not include all radiative corrections. Thus the extracted values are corrected for these effects in the results section.
Systematic uncertainties
The source of systematic errors include acceptance, uncertainties in the background rate and theoretical uncertainties. The energy calibration and 7r ~ identification are important contributions as is the limited Monte Carlo statistical precision. The evaluation of these sources is discussed below. A summary of the errors in the singletau method for each channel, common to both particle identification methods, appears in Table 5 .
The nature of the systematic uncertainties entering the d r determination differ from those in ~e due to their dependence on electric charge and geometry. Most sources of systematic error tend to cancel for de, as discussed below. Hence this discussion focuses on the systematic errors on dr. Acceptance. Any imperfect modelling of the energy dependence of the efficiency for identifying charged particles, photons and ~~ can influence the measured polarisation by distorting the shape of the observed spectra. The ideal way to determine the level of this systematic uncertainty is to have a sample of particles in the detector with their identity known independently of the identification procedure used in the analysis. Comparison of the efficiency for this sample with that in the simulation leads in a straightforward way to a calculation of the apparent effect on polarisation.
For charged particles two types of data samples exist. In the first type, electrons, muons and pions from ALEPH data are identified without using any of the information upon which the particle identification is based. This rests mainly on physics channels which can be selected on a kinematical basis such as decays of the Z to electron or muon pairs, y? interactions producing electron or muon pairs, photon conversions, e decays with pions identified by the presence of arc ~ or two other charged pions. In the second type, test beam data with pions and electrons were collected using modules of the electromagnetic calorimeter. In both approaches one can infer the error induced on the polarisation from the momentum dependence of the ratio of the measured efficiency of the particle identification in the real data to that of the simulation. The test beam approach, used only for testing the ECAL part of the identification, has the advantage that the sample is manifestly unbiased and background-free, but requires a special simulation, represents only a particular polar angle in the detector and does not address the behaviour of the identification in or near cracks between calorimeter modules. Using particles from the kinematically identified channels overcomes these problems, but suffers somewhat from background and lack of statistics fit momenta in the range 15-35 GeV.
For both types of leptons the precise measurement of particle identification efficiencies at high energy using Z~ l + l -events and at low energy with ),~, --* l + l -events and photon conversions, leads to a polarisation uncertainty of about 0.01. For pions, which are more sensitive to calorimeter modelling inaccuracies, both the test beam and kinematically identified pion samples indicate a polarisation shift of -0.006 +__ 0.010, consistent with zero. The quoted systematic error represents the sum of the shift and its error.
For the a 1 channel particle identification enters in electron rejection. Assuming that the imperfections in the pion identification affect maximally the electron rejection, the study of the kinematically identified pion sample leads to an uncertainty in the polarisation of 0.014.
In the rho channel, the charged particle identification uncertainty plays a negligible role compared with that due to uncertainty in photon and zc ~ reconstruction. Unfortunately the rc ~ identification efficiency can not be checked with an independent sample of events; the only clean source of tagged rc~ is the rho events themselves. Nevertheless several tests using the data are possible.
One test of rc ~ identification efficiency as a function of rc ~ energy is to divide the sample of rhos into those with resolved and those with merged ~z~ The simulation reproduces well the observed fraction of rhos reconstructed from merged ~~ as can be seen in Fig. 2 (upper) . The energy distribution of the two types of rc ~ is correctly simulated and the polarisations measured with the two samples are consistent. The test beam data confirm that the Monte Carlo properly simulates electromagnetic showers as well as the quantities used for charged pions in the analysis.
Another test is to vary the important cuts such as the low energy photon threshold, the minimum energy required for a merged ~o, and the rc ~ and rho mass cuts. In all cases the change is consistent with the statistical fluctuation expected from events which are not common to the original and modified samples. An alternative photon finding algorithm with a looser definition of nearest neighbouring towers produces a discrepancy of 0.024 which is the largest discrepancy found and is taken as the systematic uncertainty for particle identification in the rho channel.
Since the ~z ~ acceptance depends on the rc ~ energy, the acceptance as a function of the tau and rho decay angles is not symmetric. Dividing the sample into two parts, with cos ~up > 0 and cos q% < 0, and extracting the polarisation in each, no discrepancy is apparent. More generally the agreement of the two-dimensional decay angle distributions shown in Fig. 7 is a check of the understanding of the acceptance. The same technique can be used for distributions of the a 1, shown in Fig. 8 . For the a~ the test could be done in the six-dimensional space but is plotted only for the two most commonly used variables.
Background. Uncertainties in the rate or distribution of background events, either from incorrectly identified tau decays or from non-tau sources, can lead to systematic uncertainty on the polarisation. The cross channel background from electron, muon or pion channels can be checked easily with the kinematically identified electrons, muons and pions. This can not be done, however, for the decays involving photons. If a photon is lost it is usually due to some well understood mechanism such as insensitive regions between ECAL modules, or energy below threshold, or impact within 2 cm of a charged track. Such effects are simulated in the Monte Carlo; the systematic error assigned comes from the change in polarisation calculated to result from a change in the background level of 20%.
The background in the rho and a~ channels is located in phase space regions not crucial for the polarisation measurement, at intermediate values of the co variable. To account for the large uncertainty in the Krc ~, KKrc, and rcrcrcrc ~ branching ratios, which produce background in the a~ channel, those branching ratios have been varied by 50% in estimating the corresponding systematic error.
Energy scale. In the leptonic decay modes of the tau, a major systematic error is due to the uncertainty in the energy scale. The ECAL energy scale is set using electrons from Z decay and two-photon interactions. The uncertainty for the pad calibration is parametrised as a 0.3% scale error and 3%/1/@-from imperfect pad clustering corrections. The wire calibration does not depend on this last effect but more on uncorrected inhomogeneities of the calorimeter response resulting in an equivalent systematic error. The TPC momentum scale is checked to be accurate to 0.2% using Z--*/~ +g-events. The quoted systematic error results from the pessimistic assumption that this is an overall scale error rather than a sagitta error.
The energy scale errors have a small effect on the polarisation in the hadronic decay channels.
Matrix element dependence in a 1. In the a~ channel the definition of the variable co is model dependent (see Appendix A). Since the polarisation is measured by fitting the Monte Carlo distributions of co to the experimental ones, an approximation in the definition of co can modify the sensitivity of the measurement but does not bias it. Nevertheless, the fitting procedure is sensitive to the a~ decay matrix element used in the Monte Carlo. The related systematic error is expected to be small [5] . The contribution of a 0-state has been estimated to be negligible [5] . The possible existence of a p' component in the main a~prc decay has also been taken into account in the systematic error. The error coming from the uncertainty on the possible fraction of D wave involved in the a~--*p~ [12, 13] has been estimated by modifying the Monte Carlo matrix element through a reweighting procedure, and refitting the polarisation while keeping the same definition of co taken from [ 11 ] . The maximal change of the result when the matrix element is varied within the limits determined by the ARGUS measurement [14] gives the corresponding systematic error.
Uncertainty in d e . The fact that d e expresses the difference in polarisation in the forward and backward hemispheres leads to a low systematic error in its determination. Since "forward" and "backward" depend on the charge of the tau, only those systematic effects which show asymmetry in polar angle and charge enter as systematic effects on d e. In particular any systematic error which induces a shift in polarisation independent of cos 0 has almost no effect on Se. Different sources of systematic error on de have been investigated: residual uncorrected field distortions in the TPC volume which affect Table 6 Table 6 shows the results of the fit for the polarisation in each of the individual channels, using both single-tau methods. The values of the polarisation in each channel agree within the expected statistical errors, taking into account the number of events in common. Comparison of the statistical and the systematic errors listed in Table 5 shows that in none of the five channels is the measurement systematically limited. Figure 6 shows the fit results graphically for the five decay channels. Figure 7 shows the rho channel fit result displayed as a function of the tau and rho decay angles, and Fig. 8 , the corresponding distributions for the a~, Table 7 Figure 9 shows the data points entering the fit for the angular dependence of the polarisation. Table 8 shows the individual data points for both measurements, along with the combined result. For the single-tau method these values represent the least model-dependent way of presenting the results. Table 9 lists the result of the fits for Ae, A~, and Ae_ ~ for the two singte-tau methods. The results agree within the expectation, taking into account the roughly 80% sample overlap. The values of A e and A~ have a correlation coefficient from the fit of 0.024.
Single-tau method individual channel results
Single-tau method angular fit results
The systematic error on A e is discussed above. The systematic error on A~ is determined by averaging the single channel results assuming that the systematic errors from the channels are independent. The resulting uncertainty is 0.014. The systematic error on Ae_ ~ results from performing the angular fit assuming, in addition to the error on the polarisation in each bin, a 100% correlated error on the polarisation between each of the nine bins. The resulting systematic uncertainty on Ae_ ~ is 0.009. Table 9 shows the combined results for the angular fit from the two single-tau methods.
To infer from the measured parameters Ae, A~, and
Ae-r the values of Se, dr, and d e_ ~ at the Z peak one must correct for photon exchange and interference, and initial-state radiation. The calculated values of the corrections, totalling + 0.003 for each of the parameters, result from comparing the values of the parameters obtained in a standard model calculation including and excluding these effects.
Ignoring the helicity correlations of the two taus in each event leads to a systematic underestimation of the statistical error on de, ~'~, and ~r 3-The statistical errors shown have been increased by the factor 1.023 to take this effect into account. The corrected results are given in Table 10 . 
Selection
The acollinearity analysis uses only events at the Z peak in which both taus decay into one charged track and the polar angles 0 for those tracks satisfy I cos 0 ] < 0.9. The charged tracks are identified, and the decay channel classified using the NN method described in Sect. 4. The events are classified into two categories, called the 9 n -X, or "inclusive pion": at least one hemisphere is classified as r~nv, and there is no restriction on the other tau hemisphere, and 9 l-X or "inclusive lepton" : at least one hemisphere is classified as T~ev~ or r~ZvaT, and neither hemisphere is classified as r ~ n v in order to avoid double counting.
The overall acceptances and backgrounds of this selection, estimated from Monte Carlo simulation, appear in Table 11 . Figure 10 illustrates the acceptance as a function of acollinearity. The acollinearity distribution is corrected bin by bin for these effects.
Polarisation extraction
To extract the polarisation from the acollinearity, the distributions are compared with a theoretical prediction, which is available in analytic form calculated at tree level with no initial-or final-state radiation [6] . The measured distributions are corrected for angular resolution and radiative effects. The corrected number of events in a given acollinearity bin i is given by acollinearity (degrees) Fig. 10 . Absolute acceptance for the two acollinearity samples as a function of the acollinearity where Nj ~ is the number of events in bin j of acollinearity, ~/i and Bj refer to the efficiencies and background fractions and C r~d is a correction factor accounting for radiative effects and the effect of accompanying neutral particles. The angular resolution unfolding matrix Aij has been calculated from the bin to bin migrations observed in Monte Carlo events with full detector simulation by solving the equation
J where O~ is the number of events in acollinearity bin i, T: is the number of events in bin j of the true acollinearity, and G~j= A~j' is the probability that an event with true acollinearity e in bin j will be reconstructed with observed acollinearity in bin i. Inverting the matrix Gij can in principle lead to unstable results. This is not the case in this analysis for which G~j is nearly diagonal. The coefficients C tad have been derived from two high-statistics Monte Carlo samples of tau pair events generated without detector Simulation [3] . One sample was generated on the peak of the Z resonance with all radiative effects disabled, while the other was generated with full radiative effects. The corrections are calculated as the ratio of the differential acollinearity distributions of these two samples.
Systematic uncertainties
The major contributions to the systematic errors on the polarisation measured from the acollinearity distributions appear in Table 12 . They come from the determination of the correction coefficients, the selection, the branching ratios and detector effects.
One main source of uncertainty arises from the slight dependence of P~ observed in the determination of the C[ aa coefficients used in the fitting procedure. The systematic uncertainty quoted is derived by varying P~ by the statistical error of the measurement.
The selection efficiency has been verified with data using Bhabha and dimuon events for the low acollinearity range and two photon interactions for high acollinearities. No discrepancies with respect to the simulation are found within the statistical precision. The normalization and shape of the background are verified by changing the tau branching ratios by _ 15% and the normalization of the non-tau background by _ 20%.
As the event samples used are inclusive, uncertainties in the branching ratios, needed to compute the theoretical Table 12 .
The acollinearity angle distribution is measured exclusively from track angles. Therefore, detector effects in the acollinearity are largely independent from those of the single-tau method which relies mainly on energy measurements. Possible rotation of the TPC endplates, leading to shifts in the azimuthal angle, is studied using Z~p +p -events and is smaller than 0.04 mrad. The TPC drift velocity, which enters directly into the determination of the polar angle, is known to a relative accuracy of 3.5)< 10 -4 by comparing the track extrapolation in the ALEPH vertex detector with their actual measured hits. This implies a relative uncertainty in the component of track momentum along the drift direction of the same size and can affect the acollinearity. Other effects related to distortions of TPC tracks have been shown to be negligible.
The uncertainties introduced by limited Monte Carlo statistics affect only the acceptance and are included in the statistical errors for the corrected data. Finally, theoretical uncertainties in Eq. (8) contribute less than 0.001 to the systematic errors.
Acollinearity method results
In the acollinearity method the values of d e and S~ are obtained from P~ measured in the forward and backward hemispheres. The values of P~ are extracted from the corrected acollinearity distributions of the inclusive pion and inclusive lepton samples, shown in Fig. 11 . Correlations between bins due to the unfolding procedure are taken into account. The range of 0 to 10 degrees is used for both selected samples. Outside that range the cross section is very small and the systematic uncertainties in the unfolding procedure large. Table 13 shows the values of P~ obtained in the forward and backward hemispheres; only these two bins in polar angle are used on account of limited statistics. The solid curves in Fig. 11 show the acollinearity distributions corresponding to these values. Table 14 shows the corresponding values of d e and d~, or, assuming universality, d e_~, extracted using (1). The correlation between d e and d r is about 0.06. The systematic error on de_ ~ is calculated using the same procedure as for the single-tau method. These results are combined in the next section with the corresponding values obtained from the single-tau method. This method, in contrast to the single-tau method, takes the initial-and final-state radiative corrections into account by means of the deconvolution coefficients. Since this method uses data only at the Z peak other corrections are negligible. Fig. 11 . Result of the fits to the normalized forward and backward cross sections as function of the acollinearity. The points with error bars are the data corrected for acceptance, background, and radiative effects. Solid curves are the result of the fits. Dashed (dotted) curves are the contributions from right-(left-) handed taus
Combined results
One can combine the results for d=, dr, and d e_~ from the single-tau and acollinearity methods in a weighted average, taking into account the correlations between them [15] . The statistical correlation coefficient relating the results from the two methods is 0.5 when the measurements are performed on the same data sample. The actual correlation coefficient is 0.3, however, since the acollinearity measurement is made only for data collected at the peak of the Z resonance. The correlation of the single-tau and acollinearity systematic errors is negligible. The final combined results appear in Table 15 . 
Interpretation and conclusion
The results presented so far are the basic physical quantities measured in this analysis of the polarisation of taus in Z decay. They are compatible with and improve the published ALEPH results [2] as well as the results from other LEP experiments [17] . The comparison of S= and S~ shows that universality between electron and tau in neutral currents holds well. 
The data support the hypothesis of electron-tau universality in the neutral current:
g] = 0.85 + 0.27.
/ ga (22)
This results brings new information on the vector couplings since the Z axial couplings are known to verify universality to much higher precision [7] through measurement of the Z partial decay widths. 
energy of the z decay products in hemisphere i in the laboratory frame respectively. The label * refers these quantities to the r rest frames. Finally, Q" is given by Q' = I/sin2 01 sin2 02-(cos 01 cos 02-cos e) 2 .
