Abstract. Let T be a tree with a given adjacency eigenvalue λ. In this paper, by using the λ-minimal trees, we determine the structure of trees with a given multiplicity of the eigenvalue λ. Furthermore, we consider the relationship between the structure of trees and the eigensystem of a given Laplacian eigenvalue.
Introduction
All graphs in this paper are finite and simple, unless noted otherwise. We denote by [n] the set {1, . . . , n}. For any integer n ∈ N, we denote by M n (R) and Sym n (R) the set of all n × n real matrices and all n × n symmetric matrices, respectively. The complete graph on n vertices is denoted by K n . For any graph G, a vertex v ∈ V (G), and a subgraph H of G, we denote by N H (v) the set {u : u ∈ V (H), uv ∈ E(G)}. The set of all eigenvalues of G is denoted by Spec(G).
Let T be a tree. We denote by ρ(T ) the spectral radius (the largest eigenvalue) of T . We say a vector x ∈ R n is nowhere-zero, if for every i ∈ [n], x i = 0. For any integers i, e i denotes the vector with a 1 in the i th coordinate and 0's elsewhere. Let θ be an algebraic integer with the monic minimal polynomial f (x). The norm of θ is the product of the conjugates of θ and we denote by Norm(θ). We say θ is a totally real algebraic integer if every root of f (x) is real. We denote by TRAI, the set of all totally real algebraic integers. We say θ is a totally positive algebraic integer if every root of f (x) is a positive real number. We denote by TPAI, the set of all totally positive algebraic integers. The following theorem states that every element of TRAI is a tree eigenvalue.
Theorem 1. [16, Theorem 1] Every totally real algebraic integer is an eigenvalue of some finite tree.
In this paper, we define the λ-minimal (resp., µ-L-minimal for a Laplacian eigenvalue) trees and by using them, we determine the structure of trees with eigenvalue λ (resp. µ) of a given multiplicity. There are many papers on considering the structure of trees with a given adjacency eigenvalue λ. These papers consider the structure of trees and study the relationship between the structure of trees and their eigenvectors and eigenvalues. In these works, the authors consider the zero coordinates of eigenvectors and their corresponding vertices. See [4, 5] , [8] , [11] [12] [13] [14] , and [17] .
In this paper, we consider the structure of acyclic matrices and prove results above in a unified and new manner. Also, as a consequence, we obtain some results on the relationship between the structure of trees and the Laplacian eigenvectors. In Section 2, we consider the relationship between the multiplicity of an eigenvalue λ of an acyclic matrix and its structure. In Sections 3, we consider the λ-minimal trees for the adjacency eigenvalues of trees. In Section 4, we define minimal cut-trees for the Laplacian eigenvalues.
The Multiplicity and Nodal Vertex Sets
Suppose that M = [m ij ] ∈ Sym n (R). We denote by G M the simple graph on n vertices such that for every i, j ∈ V (G M ), i and j are adjacent if and only if m ij = 0. Whenever G M is a tree we denote it by T M . If G M is a forest (union of some trees), then we say M is an acyclic matrix. For every eigenvalue θ of M , the nodal vertex set N θ (M ) is the set {u ∈ V (G M ) : for every θ-eigenvector x, x u = 0}.
We use the following notations in the sequel:
• N
Structure of Acyclic Matrices: We need the following propositions and lemmas for the main theorem. Proof. Suppose that m θ (A) = k and x 1 , . . . , x k are k orthogonal θ-eigenvectors. If α, β ∈ R n , then we can choose c ∈ R such that for the vector γ = α + cβ, γ i = 0 if and only if α i = β i = 0, i ∈ [n]. Therefore, we choose some real numbers c 1 , . . . , c k and put Figure 1 . The graph G of Proposition 5.
The following elementary equation is important for us in the sequel. For any matrix M = [m ij ] ∈ Sym n (R) with an eigenvalue θ and a θ-eigenvector x, for every i ∈ [n], we have
Connection Between Two Matrices: Let A = [a ij ] ∈ Sym n (R) and B = [b ij ] ∈ Sym m (R) for some m, n ∈ N. We define a matrix C as a connection between A and B for some r ∈ [n], s ∈ [m] and a nonzero real number ω, as follows:
Acyclic Irreducible Matrix Construction: Suppose that θ ∈ R. First, we define three subsets of symmetric matrices:
• Min θ = {A : G A is a tree and A has a nowhere-zero θ-eigenvector} ⊂ n≥1 Sym n (R),
By Proposition 2 every element of Min θ has the eigenvalue θ with the multiplicity 1. Now, we make an acyclic irreducible matrix by connecting some elements of Z θ Min θ Link θ such that (1) the resulting matrix is acyclic and irreducible, (2) for every selected matrices m, m ′ ∈ Z θ Min θ , we do not connect them, (3) every chosen element of Link θ (as a linking vertex) is connected to at least two elements of Min θ .
We define the set A θ as
P is a permutation matrix, k ∈ N, and A i is obtained by the construction above}, where,
In the following schematic figure, 
where c is the number of components of G A and s k ,(k = 3, . . . , n−1), is the number of those indices j for which y j = 0 and a jl = 0 for exactly k indices l = j. In other words, s k , is the number of vertices of G A corresponding to zero coordinates of y and having degree k.
We generalize Theorem 7 for all cases of eigenvectors.
, where c is the number of components of F ,
Proof. i.,ii.: Since the statements for A and P AP T , for any permutation matrix P , are equivalent, without loss of generality suppose that A = k i=1 A i for some integer k and irreducible acyclic matrices
. Therefore, A ∈ A θ , F is empty, and m θ (A) = 0. Now, suppose that m θ (A) > 0 and by Lemma 3, x is a θ-eigenvector such that for every u / ∈ N θ (A), x u = 0. We prove theorem by induction on |∂N θ (A)|. If |∂N θ (A)| = 0, then for every i ∈ [k], x |Ai = 0 or x |Ai is nowhere-zero. Assume that, without loss of generality,
Ai , and c = t. Thus we have
As the induction hypothesis, assume that the statements are true if |∂N θ (A)| = r − 1 and we have |∂N θ (A)| = r.
Suppose that, without loss of generality, m θ (A 1 ) > 0 and |∂N θ (A 1 )| > 0. Since A 1 is irreducible and acyclic, there exists an acyclic irreducible submatrix B 1 of A 1 such that x |B1 is nowhere-zero and (from irreducibility of A 1 ) the vertices of T B1 have exactly one neighbor in ∂N θ (A 1 ), say v. Suppose that C 1 is the matrix that is obtained from A 1 by deleting the rows and columns corresponding to B 1 and v. By the induction hypothesis, C 1 ∈ A θ and assume that v 1 , . . . , v s ∈ Link θ , u 1 , . . . , u p ∈ Z θ , and w 1 , . . . , w q ∈ Min θ are the submatrices of C 1 such that are connected to v. By (1), at least one of the neighbors of v, other than B 1 , is an element of Min θ . Therefore, Assume that
, and c i is the number of components of
iii Example 1. For the tree T that is shown in Figure 4 , we have m T ( √ 2) = 3 and it has the decomposition as below. 
Minimal Trees with Respect to the Adjacency Eigenvalues
In the sequel of the paper, for trees we denote by Z λ the set {T : T is a tree, m T (λ) = 0} and denote by T min,λ the set {T : T is a tree with a nowhere-zero λ-eigenvector}. Definition 1. Let λ ∈ TRAI. A tree T is a λ-minimal tree, if it has a nowhere-zero λ-eigenvector.
Such trees in Definition 1, were defined in [6] as minimal trees and in [17] as λ-primes.
Remark 5. By Proposition 2, for a λ-minimal tree we have m T (λ) = 1.
Lemma 9. For every λ ∈ TRAI, we have T min,λ = ∅.
Proof. Suppose that T is a tree such that m T (λ) > 0. By removing the vertices of N λ (T ) we have some components that have multiplicity 1 and they are minimal.
By PerronFrobenius theorem we have that every tree T is an element of T min,ρ(T ) and we pose the following conjecture. Proof. First, suppose that λ = 0. By (1), it is easy to see that the only T ∈ T min,0 is K 1 . Now, suppose that λ = 0. We construct from every element of T ∈ T min,λ , another element
Assume that T ∈ T min,λ with a pendant vertex v and its neighbor u. Suppose that x is the λ-eigenvector such that x v = 1. Hence, x u = λ.
T : (1), it is easy to check that this vector is a nowhere-zero λ-eigenvector and hence, T ′ ∈ T min,λ .
. . . . . .
In the following figure, there is another construction of a λ-minimal tree from T of Proposition 10. Figure 7 . A λ-minimal tree and a λ-eigenvector.
Suppose that k ∈ N and λ 1 , . . . , λ k ∈ TRAI. It is easy to make a tree T such that λ 1 , . . . , λ k ∈ Spec(T ). We pose the following conjecture about the minimal trees of given eigenvalues.
Conjecture 2.
Suppose that k ∈ N and λ 1 , . . . , λ k ∈ TRAI \ {0}.
• T min,λ1 T min,λ2 ,
T min,λi = ∅.
Minimal Trees with Respect to the Laplacian Eigenvalues
In this section, we consider the structure of trees with respect to the Laplacian eigenvectors. First, we recall and generalize two theorems on the integer Laplacian eigenvalues. Proof.
Another well-known theorem on the multiplicity of integer Laplacian eigenvalues of trees is the following theorem. We prove the following generalization of Theorem 13. ii. Suppose by contradiction that ξ is a µ-eigenvector with some zero coordinates. By deleting the rows and columns corresponding to the zero entries of ξ, [15, Problem 3.1] ) and hence this is a contradiction. iii. By previous item and Proposition 2, we have m LT (µ) = 1.
Definition 2.
A half-edge is an edge with one end-vertex. A cut-tree is obtained by adding some half-edges to a tree. For an integer k ≥ 0, a k-cut-tree is a cut-tree with k half-edges.
Example 2. Every tree is a 0-cut-tree. In the figure below, there are a 1-cut-tree and a 4-cut-tree. The adjacency matrix and the Laplacian matrix of the cut-trees above are
Definition 3. Let µ ∈ TPAI. A cut-tree T c is a µ-L-minimal cut-tree, if L Tc has a nowhere-zero µ-eigenvector x such that for every uv ∈ E(T c ),
We denote by LT Proof. Since L T is an acyclic matrix, by removing the indices of L T that are corresponding to the zero entries of ξ, we obtain at least two Laplacian matrices of two elements of LT Proof. Suppose that T is an s-L-minimal tree with a pendant vertex v and its neighbor u. Assume that ξ is the s-eigenvector that ξ v = 1 and ξ u = 1 − s. By (1), it is easy to see that the following construction, as shown in figure below, is a new s-L-minimal tree.
. An s-L-minimal tree and an s-eigenvector.
Conjecture 3. Every totally positive algebraic integer is a Laplacian eigenvalue of some tree.
Conjecture 4. Let µ be a Laplacian eigenvalue of some tree T and µ = 1.
• If Norm(µ) = 1, then |LT Remark 7. Laplacian Tree Structure. For every µ-L cut-tree T c and µ-eigenvector x, if we remove the edges {uv ∈ E(T c ) : x u = x v }, we have some µ-L-minimal cut-trees [1, see Lemma 8] . Also, if we join by an edge a vertex of a µ-L cut-tree and a vertex of another µ-L cut-tree, we will obtain a new µ-L cut-tree.
Suppose that T is a tree, µ ∈ R, and m LT (µ) = k. By Theorem 8, if we remove ∂N µ (L T ) from L T we have Laplacian matrices of some µ-L cut-trees such as L Tc ∈ Min µ and some cut-trees such as T ′ c where L T ′ c ∈ Z µ Example 3. Suppose that k ∈ N, λ ∈ TRAI, and µ ∈ TPAI. We characterize all trees T such that they have the minimum vertices and
If k = 1, then every λ-minimal tree and every µ-minimal tree with minimum vertices is a solution. If k > 1, by Theorem 8, a solution is a tree T with minimum vertices has only one linking vertex and k + 1 λ-minimal trees (and k + 1 µ-L-minimal cut-trees) with minimum vertices that connected to the linking vertex.
-L-minimal cut-tree 1 2 k + 1 Figure 10 . The tree T with minimum order and multiplicity k (k > 1) of λ = 1 and µ = 3+ √ 5 2 .
Problem 1. Suppose that λ ∈ TRAI and µ is a Laplacian eigenvalue of a tree.
• What is the size of {T : T ∈ T min,λ with minimum order}? 4.2. Totally Minimal Trees. We say a tree T is totally minimal if for every λ ∈ Spec(T ), T ∈ T min,λ . By Theorem 8, it is easy to see that T is totally minimal if and only if for every
Suppose that G is a graph of order n, V (G) = {u 1 , . . . , u n }, and H is a rooted graph with the root v 1 . The rooted product G • H is the graph that obtained from G and n copy H 1 , . . . , H n of H by identifying the root v 1 of H i with the vertex u i of G:
Figure 11. The trees P 4 and P p−1 • P 4 .
As a corollary of [7, ii., iii.: Suppose that T is of order n, V (T ) = {u 1 , . . . , u n }, S is a totally minimal tree, V (S) = {v 1 , . . . , v m }, and v 1 is the root of S. By Proposition 2, φ S (λ) and φ S−v1 (λ) do not have a common root, hence from equation (2), φ T •S (λ) and φ S−v1 (λ) do not have a common root. By Theorem 17
).
Therefore, the roots of φ T •S (λ), are the roots of Hence, any θ-eigenvector does not vanish at u. If j > 1 and an eigenvalue vanishes at u, then by (1) , it vanishes at (u i , v 1 ). Hence by the previous case we have a contradiction.
We end this section with the following problem concerning totally minimal trees. Table 2 . Some µ-L-minimal 0, 1-cut-trees.
n Tree 2 10 12 Table 3 . 2-L-minimal 0-cut-trees with at most 12 vertices.
