In the standard missing data model, data is either complete or completely missing. However, applied researchers face situations with an arbitrary number of strata of incompleteness.
Introduction
Incomplete data, where some observations are missing some or all variables, is prevalent in empirical research in economics. For example, Abrevaya and Donald (2017) find that incomplete data occurs in at least 40% of the publications in top economics journals. In 70% of these cases, all incomplete observations are discarded, and the analysis is then carried out with the resulting complete subsample. This strategy fails to use all the information in the data, since incomplete observations typically have "some" information about model parameters. This paper shows how to use this information.
I provide a general framework for efficient parameter estimation using incomplete data. To see why a serious treatment of incomplete observations can be useful, consider a linear instrumental variables model with two endogenous variables X = (X 1 , X 2 ) and two instruments W 1 and W 2 . The parameter vector β 0 is defined through the moment conditions:
(1.1) the same stratum, but each instrument is available from a different stratum. In this setting, one can still identify the regression parameters.
The results in this paper can also be applied to: (dynamic) The paper is organized as follows. Section 2 provides a literature review. Section 3 describes the model. Section 4 presents the efficiency bound results, and Section 5 presents an efficient IPW estimator and a locally efficient doubly robust estimator. Section 6 contains an empirical illustration. The Appendix 2 contains proofs, additional examples, additional material for the empirical application, and a simulation study.
Related literature
The literature on missing and incomplete data is vast. I discuss the relevant literature in three strands. The first strand considers efficient estimation under the assumption that every observation is either complete or completely missing. The second strand of literature considers estimation with incomplete observations for specific models. The third strand of literature augments incomplete observations using imputation. To the best of my knowledge, my paper is the first that provides a general framework for efficient estimation with incomplete observations without using imputation.
To facilitate this discussion, let p be the number of elements in a moment vector ψ, and let D be a p × p diagonal matrix with 1 on the main diagonal if a moment is observed, and 0 otherwise.
The incomplete data indicator D defines the strata of incompleteness in the data, and the vector Dψ gives the observed elements of ψ. In the linear IV example given above, p = 2, and the 2 The Appendices are part of the Supplementary Material, accessible through the journal's website.
2 × 2 matrix D can take three values corresponding to zeros and ones on the main diagonal. The three values that D can take on correspond to the three strata of data incompleteness. We say a parameter is identified in a stratum D if Dψ contains enough information to identify the parameter.
In the example above, the only stratum in which the parameter is identified is stratum 1 (for which D = I 2 ).
Strand 1: Binary missingness. There is an extensive literature on missing data models in which each observation contributes either to all, or to none of the sample moments (i.e. the missing data indicator is a binary variable). This literature typically employs the "missing at random" (MAR) assumption. I will call models including a MAR assumption the MAR setup (as in Graham, 2011, p. 438) .
The literature on the MAR setup was initiated by Robins et al. (1994) , who propose an augmented inverse propensity score weighting (AIPW) procedure. An overview of the AIPW literature in statistics can be found in Tsiatis (2006) . Chen et al. (2008) derive the efficiency bound for nonlinear and possibly overidentified models and propose an efficient estimator for the parameters in the MAR setup that is not based on inverse propensity score weighting (IPW). An important result in this literature is that estimating the propensity score is more efficient than using the true value of the propensity score ("the IPW paradox", see e.g. Hirano et al. 2003; Wooldridge, 2007; Prokhorov and Schmidt, 2009 ).
Two contributions from this literature that are especially relevant for the discussion in this paper are Graham (2011) and Cattaneo (2010) . Graham (2011) shows, in a MAR setup with binary missingness (just 2 strata for D), that the efficiency bound is equivalent to the efficiency bound for the inverse weighted moment conditions of the original (complete data) model plus a set of conditional moment conditions that captures all the information from the MAR assumption. I generalize the moment conditions established by Graham (2011) for the binary missingness case to the general incompleteness case with J strata.
Cattaneo (2010) With multi-valued treatment effects, this incompleteness implies as many strata as there are levels of treatment. Cattaneo shows how to optimally combine the information from the different values of the treatment, but his approach requires that the parameter vector is identified in each stratum. Consequently, his approach cannot be used for the linear IV example given above. I provide sufficient conditions for an optimal estimator when the parameter vector is identified in just one stratum. Further, I provide special cases where identification is not required in any stratum. More details on this comparison can be found in Appendix B. A related contribution is in Chaudhuri and Guilkey (2016) .
Strand 2: Model-specific solutions. Several papers consider specific GMM settings or specific incomplete data patterns. For example, Abrevaya and Donald (2017) consider the linear regression model. Model-specific solutions are also available for the instrumental variable model with incomplete sets of instruments. The problem of partially missing instruments is common; see for example Angrist et al. (2010) . Instrumental variables estimation with missing instruments is discussed in Mogstad and Wiswall (2012) , who consider a setting with a single instrument that is missing for a subsample of the observations. Abrevaya and Donald (2011) also consider the missing instrument model. Chen et al. (2010) provide an estimator for the parameters in a static panel data model. Verbeek and Nijman (1992) also consider the static model and propose to use the different missing data patterns to test for selectivity bias. Hirano et al. (2001) consider a panel data model with three strata of incompleteness. 4 Abrevaya (2018) shows that the explanatory variables in the static model have information even when the associated dependent variable is unavailable.
The linear dynamic panel data model with attrition has recently been considered by Pacini and Windmeijer (2015) , see also the references therein. Pacini and Windmeijer (2015) show that nonlinear, previously not considered moment conditions are informative when data from some incomplete data setting here is described in more detail in Appendix B. 4 An observation is either complete, is subject to attrition, or is part of a refreshment sample.
time periods are unavailable.
My approach accommodates any model that can be expressed in terms of moment conditions and allows for any structure of incompleteness. In contrast, model-specific solutions restrict the structure of incompleteness, and solutions for one type of application may not be useful for another.
Strand 3: Imputation. There is a substantial literature that considers augmenting incomplete observations by imputing the unavailable components. A leading example is the linear regression model with missing covariates. Using variables that are always observed, an imputation model can be estimated using the complete observations, and it can then be used to fill in the incomplete observations. Early contributions to the econometric literature on this topic can be found in Dagenais (1973) and Gourieroux and Monfort (1981) . To retain consistency, these approaches require a correctly specified imputation model. Such an assumption is not maintained in the model that I consider. A more recent contribution by Dardanoni et al. (2011) shows that efficiency gains can be obtained if one is willing to sacrifice consistency.
In the context of the linear IV example above, imputation would apply to missing instruments.
If the imputation were correctly specified, then imputation would not result in bias, and would improve efficiency of the estimator. However, under misspecification, the resulting estimator would typically be biased. My approach does not require imputation: I propose an inverse propensity score weighting estimator that is consistent. 5
Model
This section formalizes the notion of "incomplete data" in this paper and introduces identification and sampling assumptions that are used throughout the paper.
5 As opposed to the IPW estimator, the doubly robust estimator in Section 5.3 does use imputation. 
Incomplete data
The incomplete data framework starts from moment conditions for complete data. Let Z = Y 1 , X be a random vector of data, let β be an unknown parameter vector of size K × 1, and let ψ (Z, β ) be a p × 1 vector of moment functions, with p ≥ K. 6 The true value of the parameter, β 0 ∈ B ⊂ R K , is defined by Assumption 1.
In this paper, not all elements of the vector ψ (Z, β ) are always observable. To model this, let D be an incomplete data indicator with J + 1 outcomes, or incomplete data patterns,
Every incomplete data pattern corresponds to a stratum that is defined by data availability. An incomplete data pattern d j is a p × p selection matrix that selects the elements of ψ that are observable for an observation in stratum j. In other words, the researcher observes Dψ (Z, ·). In stratum J + 1, none of the components of ψ are observed:
The following three examples illustrate the setup. Additional examples can be found in Appendix C.
Example 1 (Linear IV). Consider a linear instrumental variables model with a dependent variable y, two endogenous variables X = (X 1 , X 2 ), and two instruments W = (W 1 ,W 2 ). Set Z = (y, X,W ) and define the moment function
so that the parameter vector β 0 is defined through the moment condition E (ψ (Z, β 0 )) = 0. The 6 Wherever possible, I will use the notation in Graham (2011) to facilitate a comparison with the missing at random setup in that paper. 
For d 1 , this corresponds to observing all variables,
for any value of β . In the stratum with D = d 2 , only the instrument W 1 is available. This corresponds to observing
Similarly, in the stratum with D = d 3 , only the second instrument W 2 is observed. Finally, the stratum with D = d 4 corresponds to the observations for which both instruments are unavailable, or for which the dependent variable or one of the regressors is not observed.
Models with multiple, incompletely observed, instruments are relevant for applied practice.
Some examples include Card (1995) , Acemoglu et al. (2001) , Rodrik et al. (2005) , and Angrist et al. (2010) . Methodological contributions include Abrevaya and Donald (2011) , Mogstad and Wiswall (2012), and Feng (2016) .
Example 2 (Rotating dynamic panel). Consider a five-period fixed effects autoregressive distributed lag model with regression equation:
Because of the presence of the fixed effects α i , estimation of the parameters θ = (ρ, β 1 , β 2 ) is 9 00836 9
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In the estimation of empirical growth models, and in the estimation of production functions, it is
For a hypothetical unit with five time periods, we have:
Assume that a rotating panel is available. There are two cohorts, each providing four consecutive time periods. The first cohort enters the sample in period 1 and leaves in period 4. The second cohort enters the sample in period 2 and leaves in period 5. In that case, the incomplete data indicators are 
Further lags of the dependent and explanatory variables would also qualify as instruments, but
are not available for any t because we are only considering five time periods. Closer lags are not valid instruments due to measurement error and endogeneity. (2015), Acemoglu et al. (2018) , among many others. In Section 6, I revisit the study by Topalova and Khandelwal (2011) using the methods developed in this paper.
Example 3 (Panel binary choice). Consider a three-period fixed effects logit model for the dependence of a sequence of binary outcomes
With complete data, estimation of the common parameters proceeds by conditional maximum likelihood, based on the conditional probability
where B c is the set of all sequences d with ∑ t d t = c, see Chamberlain (1980) and Cameron and Trivedi (2005, p. 2338) . Estimation of β based on (3.3) requires that all time periods are available for each cross-section unit.
I am not aware of any available estimator for β that allows for data to be incomplete at random. 8 However, the present framework easily accommodates this setting. Consider a combination of two distinct time periods {(s,t) :
low a two-period binary choice model, with conditional probability
.e. a cross-sectional logit for a subpopulation of switchers.
8 For example, Papke and Wooldridge (2008, p. 127) write: "The nonlinear models we apply are difficult to extend to unbalanced panel data -a topic for future research." Their discussion
indicates Papke (2005) as an application of the methodology developed here.
9

Review of Economics and Statistics Just Accepted MS. rest by the President and Fellows of Harvard College and the Massachusetts Institute of Technology
The score is
where
The three-period model implies three such two period models, and 3k moment conditions:
For a cross-section unit with complete data the incomplete data indicator is d 1 = I 3k : all moment functions can be computed. For a cross-section unit that drops out after period 2 (attrition), d 2 = e 1,3 ⊗ I k . For a cross-section unit that enters the sample in period 2, d 3 = e 3,3 ⊗ I k . For a crosssection unit that is not observed in period 2, d 4 = e 2,3 ⊗ I k . A cross-section unit that misses more than one period has
The approach outlined in this example transfers to most panel models with unbalanced data.
Unbalanced panels are ubiquitous in applied work across fields, see e.g. Topalova and Khandelwal (2011), de Loecker and Warzynski (2012) , Becker and Woessmann (2013), Sturm and de Haan (2015) , and Yagan (2015) , among many others.
Identification
The following assumption guarantees identification for the incomplete data setting, given that identification holds for complete data, i.e. Assumption 1 holds.
Assumption 2. Every component of ψ is observable in at least one stratum, so that the matrix
Assumption 2 rules out situations in which a component of ψ is never observed. If Assumption 2 fails, the analysis may proceed after removing the never-observed components from ψ (provided that Assumption 1 holds for the reduced set of moment conditions).
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Assumption 2 can hold even if identification fails in every stratum. This is an important distinction between the setup here and the multi-valued treatment framework in Cattaneo (2010) , see Appendix B. The following examples illustrate this for two distinct cases: (i) there exists at least one stratum in which the parameters are identified; (ii) identification fails in every stratum. In case (i), standard results from the MAR setup can be applied to one of those strata, but the resulting procedure will be less efficient than the estimators proposed below. In case (ii), the results proposed below are required for identification.
Example (Linear IV, continued). Recall Example 1. Existing results for missing data can be used to define an estimator based on the subpopulation with both instruments observed (stratum 1, with
The results in the present work can be applied to obtain more efficient procedures, see the analysis in Section 4.1.
Now consider Example 4 in Appendix C, which differs from Example 1 because no complete observations are available. Instead, for every observation, exactly one instrument is available. This corresponds to strata 2 and 3, with 
and Assumption 2 is satisfied for the reduced set of moment conditions.
The framework in this paper can now be applied directly to estimate the parameters in the ADL model. Existing results for dynamic panel models suggest that five time periods are required for identification. However, the results below show that identification can be obtained using a rotating panel with four periods per individual. An efficient estimator for the parameters in that model follows immediately from the general results in this paper. This case is investigated in a simulation study in Appendix D.1.
Example (Panel binary choice, continued). Recall Example 3. For this model, the results in this paper are not necessary for identification: the researcher could simply discard strata 2 through 5, and apply results for the standard MAR setup to the balanced subpanel (stratum 1,
However, the efficiency gains can be substantial when the probability of missingness is large, as will be demonstrated using Monte Carlo simulations in Appendix D. Similar efficiency gains may be obtained using the results in Cattaneo (2010, Section 5.5). 9
9 Strictly speaking, this would require an extension of the results in Cattaneo (2010) 
Sampling
The remainder of the paper analyzes efficient estimation of β 0 under the following assumptions on the sampling design and data availability.
is an independent and identically distributed sequence; (ii) the researcher observes D i , X i , and D i ψ (Z i , β ) for all β ∈ B; (iii) missing at random: Y 1 ⊥ D| X; (iv) overlap: there exists a κ > 0 such that
for all j = 1, · · · , J + 1 and for all x ∈ supp (X).
This assumption generalizes the standard assumptions for missing data, in which an observation is either complete or completely missing. Assumptions 1, 2 and 3 reduce to the standard missing at random (MAR) setup if J = 1 and d 1 = I p , see e.g. Graham, 2011 . In what follows, I will refer to that case as "missing data" or "the standard MAR setup". One difference with the standard MAR setup is that the conditional independence assumption in part (iii) could be generalized to let the conditioning covariates vary by stratum, using the results in Hristache and Patilea (2016) .
The MAR assumption 3(iii) says that all observable data must be independent of what subset of data is available, conditional on some covariates X. This assumption is best understood in the context of an example. In the linear IV example, MAR requires instrument availability to be conditionally independent of the value of the instruments, the covariates, and the error term in the model. In the context of the panel binary choice model, it requires that the availability of data for a given cross-section unit in a certain period is independent of the fixed effect of that individual, and that it is also independent of the covariates and error terms in all time periods. 10 Cattaneo's results and those in the present manuscript. 10 This assumption can be weakened. The crucial assumption on independence is that the moment functions are mean-independent of the incomplete data indicator conditional on the con-15 00836 9 define the propensity scores (3.6). In the standard MAR setup, Graham (2011) refers to such moment conditions as "auxiliary moments". Furthermore, the unconditional moment restrictions In what follows, denote by
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the expected derivative of the moment functions evaluated at the truth, if it exists. Also, denote by for all x ∈ supp (X).
These assumptions translate the requirements for Lemma 2 in Chamberlain (1987) and Theofounders. For example, in the linear IV example, the MCAR assumption can be weakened to: "in each stratum, the observable instruments should be valid". However, with some effort, one can construct examples where identification fails under this weaker mean-independence assumption.
For this reason, the stronger MAR assumption is maintained in this manuscript.
16 00836 9 Graham (2011) to the incomplete data setting. Below, I follow their results in constructing a semiparametric efficiency bound. Part (i) imposes that the data follow a multinomial distribution.
The estimators I propose below do not require this, and still achieve the bound in the upcoming Theorem 1. Remark 2 provides some additional discussion on this restriction. Part (ii) is not restrictive. Part (iii) is a strong assumption on the smoothness of the moment function. In the large sample theory developed in the remainder of this paper, this assumption is relaxed. The proposed estimators allow for non-smooth moment conditions, and still achieve the efficiency bound. Part (iv) requires enough variation in the conditional moments, which is readily checked in a given application.
Theorem 1 (Efficiency bound). If Assumption 4 holds, then the information bound for any regular estimator for β 0 is given by
Proof. See Appendix A.1. Section 4.1 provides an interpretation for this bound using the linear IV example. For an interpretation in the general context, recall the information bound for the binary missing data case, see e.g. Graham (2011) :
where Ω 1 is a stratum-specific variance as in (4.5), for the complete-data stratum with p j,0 = p 0 Second, note that the contribution of stratum j to the information bound is Remark 2. The bound in Theorem 1 is for discrete data (Assumption 4(i)). This is an approach that follows Chamberlain (1987) , see also Chamberlain (1992a Chamberlain ( , 1992b , and Graham (2011) . An alternative approach would avoid the multinomial assumption. 11 However, the bound in (4.4) can be shown to apply to arbitrary distributions. 12 11 See Bickel et al., (1993) , Hahn (1998), Chen et al. (2008) , Cattaneo (2010) . The lack of invertibility apparent from (4.8) creates some technical difficulties in this approach. 12 See Theorem 2 in Chamberlain (1987) for the unconditional case; Theorem 3 for conditional case. Demonstrating that it can also be done for the mixed conditional/unconditional case is beyond the scope of this paper.
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Linear IV case
Consider Example 1 (linear IV) from Section 3, with a set of instruments W = (W 1 ,W 2 ) and an error term u = y − Xβ 0 , β 0 ∈ R such that the moment conditions are given by
Either instrument can be missing, so J = 3 and the incomplete data indicator has support
Some additional restrictions will allow us to compare the efficiency bound in (4.4) to several estimators in common use. First, assume that X = 1, i.e. incompleteness is completely at random; that each instrument is missing with probability p, so that p 10 = (1 − p) 2 and p 20 = p 30 = p (1 − p).
Second, unbeknownst to the researcher, let E u 2 W = σ 2 . Then
Finally, assume that the instruments are equally correlated with the endogenous variable, E [W X] = σ xw ι 2 , with ι m the unit vector of length m.
The expression for the bound now simplifies because q 0 (X) = 0 and Ω j = σ 2 1−p j0 Σ Z , and the expected derivative is Γ 0 = −σ xw ι 2 . The contribution of stratum j to the information bound (4.8) is therefore given by
For stratum 2 and 3,
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For the full data stratum,
We can now conclude two things. First, the ratio of information in the incomplete strata 2 and 3 relative to stratum 1 is
If ρ = 0, the two incomplete strata contain more information than the complete one, demonstrating that the information in the incomplete strata is not negligible.
Second, the information bound is
We wish to compare this bound for an optimal estimator to a few reasonable alternatives. First, the complete case estimator (CC) uses only observations with both instruments. This corresponds to the standard MAR setup, and using only stratum 1, so that I CC (β 0 ) = I 1 (β 0 ) . Second, the infeasible full data (FD) estimator with both instruments always available, with information corresponding to the standard bound for (4.9), I FD = I 1 (β 0 ) / (1 − p) 2 . Third, the available case estimator which replaces all instruments by zeros. This amount to estimating each of the moment functions using all the observations for which that moment function is observed, with information is
This corresponds to using the moment conditions E [DWu] = 0. To see this, note that 
In Figure 4 .1 we plot the asymptotic variance of the estimators, including an optimal one that achieves the efficiency bound in 4.4, as a function of ρ for p = 0.5.
The key aspect of this comparison is that the two instruments provide similar sources of information. Therefore, as ρ increases, two effects are expected. First, the total amount of information for β 0 decreases, so we expect the variance of all estimators to increase. Second, the amount of information on the instrument that is missing increases. Since the optimal estimator is constructed such that it efficiently exploits the correlation between the components of the moment conditions, we expect the relative performance of the optimal estimator to increase.
Estimation
Assume that for each stratum j = 1, · · · , J, an estimator p j for the propensity score p j,0 is available.
Estimation of β can then be based on a matrix-weighted average of sample analogs of the feasible moment conditions (4.2) with the propensity score estimators p j plugged in. The matrix weights A j,n are sequences of random K × p matrices, which lead to the K−dimensional sample criterion function:
The IPW estimator β n is defined as the value of β that sets that function equal to zero:
In what follows, we will use A = tr (A A) to denote the matrix norm for any matrix A. For a 
Consistency
To establish consistency of the proposed estimator, we require some conditions on the propensity score estimators, the weight matrices A j,n and their limits, on the function ψ, and on the parameter space B.
Assumption 5. For each j = 1, · · · , J, the propensity score estimator is consistent:
Assumption 5 
Asymptotic normality
We impose some additional smoothness assumptions on ψ to establish √ n−asymptotic normality of the IPW estimator.
is differentiable in β at β 0 , and the derivative Γ 0 has full rank.
Assumption 9. For some δ > 0: (i) The class of functions {ψ (·, β ) , β − β 0 < δ } is Donsker;
(ii) the second moment is locally uniformly bounded:
These assumptions are adapted from Cattaneo (2010, Assumption 6). They imply stochastic equicontinuity of the criterion function. These smoothness assumptions are mild, requiring differentiability only after smoothing by taking expectations, and requiring it only at the truth. It rules in, among others, a modification of the instrumental variable quantile regression estimator for incomplete data. 
with Ω j as in (4.5).
Remark 3 (Efficiency of the IPW estimator). The asymptotic variance is minimized by setting
This resembles the usual optimal choice of weights in moment-based estimation, except for the d j which guarantee that only observable moment functions are selected for each stratum. Call the resulting estimator β * n . Then
i.e. the IPW estimator achieves the semiparametric efficiency bound derived in (4.4).
Doubly robust estimation
For the doubly robust estimator, the researcher uses possibly misspecified working models for the propensity score and the conditional expectation function. 13 Posit a working model for the propensity scores, Posit a working model for the conditional expectation function
where h 2 (X) is some K 2 × 1 vector of transformations h 2 (X) with regression coefficient δ .
Assumption 10 (Correct parametric specification). (i) For each j = 1, · · · , J, there exists a γ j,0 ∈ R K 1 such that p j,0 (X) = ζ 1 j h 1 (X) γ j,0 a.s.; (ii) there exists a δ 0 ∈ R K 2 such that for all β ∈ B,
Assumption 10(i) holds if the propensity score working model is correctly specified. This restriction is more stringent than in the usual missing data case: the model must be correctly specified for all strata. Assumption 10(ii) requires the working model for the conditional expectation function to be correctly specified for all β . This is a standard requirement in the analysis of parametric doubly robust estimators. 
Assumption 11 requires that estimators are available that are consistent and asymptotically normal at the parametric rate. This is not a restrictive assumption: the parameters in the working models can typically be estimated using maximum likelihood (for γ j,0 ) and nonlinear least squares (for δ 0 ).
Consider the criterion function
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Assumption 12. (i) The class of functions ζ 2β (h 2 (·) δ 0 ) , β ∈ B is Glivenko-Cantelli and
(ii) there exists a κ > 0 such that ζ 1 j Xγ j,0 ≥ κ for all j.
These assumptions guarantee that (5.6) converges uniformly to its limit uniformly. Given that the researcher is in control of the working models, this is not a restrictive assumption.
Assumption 13. (i) for each j = 1, · · · , J, the link function ζ 1 j (·) has a derivative ζ 1 j , and there
there exists an ε 2 > 0 such that sup δ −δ 0 <ε 2 E ζ 2β (h 2 (X i ) δ ) < ∞; (iii) for each β ∈ B, the link function ζ 2β has a derivative ζ 2β , and there exists an ε 3 > 0 such that
Assumption 13 imposes some conditions on the working models that guarantee that the resulting class of criterion functions is well-behaved. The smoothness assumptions on the working models are stronger than those for the original moment functions, which is reasonable given that the working models are under the control of the researcher.
Theorem 4 (DR consistency). If Assumptions 1, 2, 3, 6, 7, and 11 hold, and that at least one of Assumption 10(i) or 10(ii) holds. Then β n p → β 0 .
Theorem 4 provides conditions under which the DR estimator β n is consistent. In particular, it shows that β n is indeed doubly robust: only one of the working models needs to be correct for consistency. For asymptotic normality and inference, I will impose some additional structure. The results could be generalized to non-smooth settings by using techniques like those in Theorem 3.
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Theorem 5. If the conditions for Theorem 4 are satisfied, and Assumption 14 holds, then
where V A is as in Theorem 3.
This theorem says that the DR estimator with correctly specified parametric propensity score and conditional expectation function obtains the same limiting distribution as the IPW estimator with nonparametric propensity score. If the limiting weight matrices are chosen as in Remark 3, then the DR estimator is locally efficient. 14
Inference
If the working models for the propensity score and the outcome equation are correctly specified, the limiting distributions of the IPW and DR estimators coincide. Recall that the asymptotic variance is given by Γ 0 A V −1
, where V A = ∑ j A j Ω j A j . Consistent standard errors therefore require consistent estimators for Γ 0 and Ω j , j = 1, · · · J.
An appropriate estimator for Γ 0 depends on the specific application. For differentiable moment conditions, an analog estimator may be based on the expression for the derivative. 15 Cattaneo (2010, Theorem 7) provides a general approach for smooth moment conditions that could be modified for incompletely observed moments. The estimator in Pakes and Pollard (1989, p. 1043) can 14 It attains the efficiency bound (4.4), which does not incorporate the knowledge about the parametric models, if both parametric models are correctly specified. 15 As an example, the linear IV example has
 ,which can be estimated consistently by using the framework outlined in this paper or by using an IPW estimator from the stratum with complete data. Recall that the inversely weighted moment conditions have the variance that we are after:
A natural estimator for Ω j is therefore
where β n is a consistent estimator for β 0 . The following result clarifies the conditions under which consistent standard errors can be based on Ω j .
, Assumptions 5, 6, and 3 hold, and if (i) ψ is continuous at β 0 almost surely; (ii) there exists a δ > 0 such that
where V A,n = ∑ j A j,n Ω j A j,n and A n = ∑ j A j,n .
In the next section, we investigate the finite sample performance of this estimator. An alternative estimator for Ω j would use estimate Σ 0 and q 0 jointly from the J strata using the expression in (5.8).
Simulation results
This section summarizes the results from a simulation study, the details of which are in Appendix The first design revisits Example 2. This design is interesting because identification fails in each stratum and because no estimator is currently available for this example. I document the performance of the IPW estimator and show that its performance increases as: (i) ρ increases; (ii) the two cohorts become more different in terms of the information they provide.
The second design revisits Example 6, which is a version of Example 2 with an additional time period and cohort. In this version, identification holds for each stratum. This design is interesting because existing estimators are available, which allows us to document the efficiency gain of the proposed estimator reative to existing ones. The IPW estimator dominates the other estimators in terms of performance.
The third and fourth design revisit the fixed effects binary choice model in Example 3. The third design looks at the MCAR case. We quantify the efficiency loss due to incompleteness, and show that it is driven by the variance (the bias is negligible) and that it is lower for the IPW estimator in this paper than for existing procedures. In design 4, we show that the results go through under MAR, and that not controlling for selection can lead to severe bias.
Empirical illustration
This section revisits the analysis in Topalova and Khandelwal (2011, henceforth TK) , who investigate the effect of a trade reform using unbalanced firm-level panel data from India. Their paper provides details regarding data and background. Their analysis provides an ideal test for the incomplete data estimators developed in this paper because their data is very unbalanced. For example, less than half of the firms are observed over the entire period, and there are 46 distinct patterns.
Appendix E contains two figures that describe the incompleteness of the data in more detail.
This section focuses on efficiency gains from using the estimators developed in this paper. An alternative consideration is selection, because it is theoretically possible that selection plays a role Among other contributions, TK estimate the effects of industry-specific output tariffs on the total factor productivity of firms. Their estimates in Table 4 , columns 3 and 4 are based on a static panel model: Table 1 contains the results. 16 The column "TK (3)" reprints the results from column 3 in Table   4 of TK. It corresponds to an "available case" estimator, which replaces unobservable moment functions by zeros. Column "TK (4)" corresponds to column 4 in Table 4 The column "efficient" implements the estimator proposed in this paper. The main takeaway from Table 1 is that this leads to the lowest the standard errors, demonstrating the efficiency gains that can be obtained. Table 8 (Appendix E) shows that relative efficiency varies with the parameter of interest. However, the estimator proposed in this paper dominates the complete case and available case estimators.
The dynamic model (TK, column 6) adds an autoregressive term to the productivity equation: pr i jt = α i + ρ pr i j,t−1 + βtrade j,t−1 + X i jt γ + v i jt . (6.3)
TK estimate the parameters in this model using the procedure in Arellano and Bond (1991) , which is a GMM estimator based on the moment conditions 
