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Business technology innovation as a precursor to 
information security risks 
Abstract 
 
Business technology research has often focused on value creation of platforms that leverage on 
execution of innovative strategies. This work espouses organizational innovation and the pursue 
of strategies that may at times result to unintended consequences on the security of business 
information systems. The organizational innovation theory is applied as a theoretical lens to 
explain the impact of innovation on information security. A quantitative mono-method of 
analysis was used to analyze data using statistical methods with a view to identify innovation 
constructs and testing relationships to find which had the most significant impact to the security 
of business information systems. The findings of the work undertaken provides useful insights to 
businesses by showing that constructs such as innovative design, structure and skill sets were 
most likely to exacerbate security risk to business information systems if these innovations were 
not in alignment to business goals.  The importance of this research is that businesses need to 
take consideration of information security risks when being innovative.  
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1. Introduction  
Business technology research has often focused on value creation of platforms that leverage on 
execution of innovative strategies. Business organisations are increasingly pursuing technology 
innovation as a way of leveraging competitive advantage by adopting innovative strategies which are 
transforming business operations. With increasing information security concerns that many 
businesses have now realised are associated with the use of technology, businesses are often deterred 
from aggressively pursuing innovation (Antsaklis & Michel, 2007). The concept of business 
technology in systems theory is closely related to innovation which is defined by Amabile (2011) as 
the successful implementation of creative ideas within an organisational context.  
Creative ideas and technology advancements such as Blockchain, Internet of Everything (IoE), 
Big Data/Cloud Computing, Virtual/Augmented Reality and Artificial Intelligence (AI) that shape 
the era of the fourth industrial revolution (4IR) has made researchers closely examine these 
advancements in light of the security risks that these pose to businesses. It is therefore important to 
take a keen look at systems innovation as an interconnected set of innovations (such as Blockchain, 
Internet of Everything (IoE), Big Data/Cloud Computing) where each innovation influences the other 
(Mulgan & Leadbeater, 2013). 
Considering information security risks associated with these interconnected business technology 
innovations stands at the core of this research work. Information security is addressed from the 
conceptualisation, the tools and the mechanisms that businesses may use for the protection of 
business systems light of these advanced innovations (Pieters, 2011). Information security is a critical 
issue in modern businesses using innovative technology due to the rising costs associated with 
protecting businesses from security risks (Feng et al., 2014). As organisations continue to adopt, 
invest, construct and implement advanced technology innovations, the issue of ensuring that these 
innovations are in alignment with business goals becomes more pertinent (Chang & Lin, 2007). 
1.1. Research Objectives 
As businesses continue to heavily invest in modern innovative technologies, the concept of ensuring 
the alignment of business goals, innovation as well as information security has become even more 
important (Chang & Lin, 2007). This study seeks to address this alignment by elucidating technology 
innovations that would most likely result to a misalignment between business goals and innovation 
and in particular, those that would lead to security risk.   
2. Business technology and Information Security Risk 
In the context of businesses using technology, Pieters (2011) defines information security as the tools 
and mechanisms used for the protection of information in the face of attacks. The main objective of 
information security in businesses is to ensure the confidentiality, integrity and information 
availability (Chmura, 2016). In order to achieve this objective, businesses often implement 
technology tools, processes and procedures to protect against information security risks which are 
particularly aimed at undermining confidentiality, integrity and availability of information. Stewart & 
Jürjens (2017) considers human activity as the most critical factor in the management of information 
security and therefore this presents significant risks to information security. Bhattacharjee et al. (2012) 
has examined information security risks from the potential damage to businesses through exploits of 
vulnerabilities in systems. In order to deal with such vulnerabilities, organisations need to implement 
both physical and organisational measures (Fenz & Ekelhart, 2009).  Importantly, the measurement 
of the probability of information security risks needs to be addressed by determining realistic threat 
probability values and carrying out a risk calculus (Ekelhart et al. (2009). A quantitative and 
qualitative analysis is also needed to determine the probabilities of the various possible threats (Ketel, 
2008).  
There are several security frameworks, which can be used to quantify the effectiveness of security 
controls in an organisation (Breier & Hudec, 2011). According to Ataya (2013), Control Objectives 
for Information and Related Technologies (COBIT) 5, is used by enterprises to build and sustain an 
efficient and effective core risk governance and management of activities as well as to describe 
processes of identifying, analysing, responding to and reporting on risk. The International Standards 
Organisation (ISO) 27001 is another framework used in the field of information security risk. Lomas 
(2011) states that ISO 27001 is a framework used mainly for risk assessment, risk treatment, risk 
controls, risk monitoring and reviews, risk improvements, documentation systems, audits, and 
reviews. Information security standards provide an organised approach of management to adopt best 
practices in controls and in quantifying the acceptable level of risk within organisations (Pinheiro & 
Júnior, 2016). The ISO 27001 assists organisations to have a policy and an approach or framework 
for implementing, maintaining, monitoring, and improving systems consistent with the organisational 
culture (Lomas, 2011). 
2.1. Systems innovation as precursors to information security 
A number of businesses have embraced the notion of information system innovation to leverage their 
competiveness and have made innovation a key managerial objective (Matsebula & Mnkandla, 2016).  
Business innovation is characterised by innovative use of technologies such as the Internet of 
Everything (IoE), artificial intelligence (AI), blockchain, cloud computing/big data, and augmented 
reality/virtual reality that shape new business models and new ways to compete.  XIao-yang (2011) 
defines artificial intelligence as the study of how machines are used to imitate the human brain to 
conduct thinking and cognitive activities. Over the past 20 years, significant progress has been made 
towards the advancement of AI technologies and some of the examples include Google’s AI system, 
AlphaGo, which successfully challenged Lee Se-Dol (one of the world’s top chess players) in a chess 
match (Gan et al., 2017). Recent studies also show that AI applications may be better at identifying 
and diagnosing eye diseases than human doctors (Ward, 2018). Developments of AI applications in 
the last several years enable the use automation of customer service tasks with significant efficiency 
gains in various sectors (Riikkinen et al., 2018). 
IoE involves the use of different technologies and applications with capabilities involving 
blockchains, virtual reality, connectivity to the cloud, artificial intelligence and big data analytics 
(Vermesan et al., 2017). The use of computers has moved from mobile devices to connected IoE 
devices, in an era where IoE security has changed from time to time in response to technological 
changes and market needs (Vorakulpipat et al., 2018). IoE has the potential to offer users smart 
capabilities, it is also affected by raising security and privacy challenges.  
According to Liu and Xu (2018) blockchain is a distributed public ledger technology. Blockchain 
technology is also commonly used as a platform for cryptocurrencies with the most prominent one 
being Bitcoin. Blockchain technology has redefined how information is stored and disseminated on 
the information network where neither participant needs to know each other, and nor does it require 
third-party certification bodies to participate (Liu & Xu, 2018). The concept of virtual reality was 
developed in 1999 to supplement the existing broader views on virtual reality and the first research 
experiments measuring the effectiveness of virtual reality started as early as 1995 (Toumpalidis at al., 
2018). Virtual reality has four essential factors which are simulation, immersion, feedback and 
interactive (Feng et. al., 2014). Security remains a primary concern in the adoption of virtual reality 
and augmented reality technology as there’s often a large amount of data that is cultivated on these 
technologies. Augmented reality and virtual reality technologies also place a lot of emphasis on 
reliability, therefore, it is essential for these technologies to present a solid information security 
posture.  
While businesses may reorganise the value of these mentioned technology innovations, it is 
important to understand that these innovations would only add value to these businesses if 
competitors are not able to replicate these innovations in their own businesses. Of concern however, 
to academics and researchers in the information security domain, is the need to understand how these 
innovation serve as important conduits for security threats. When an innovation such as blockchain, a 
decentralised digitised public ledger system that hosts cryptocurrency is considered, a vulnerability 
exists where blockchain transaction can be denied easily if participants are impeded from sending 
transactions (Rawat & Alshaikhi, 2018). This is what is known as a distributed denial of service 
attack (DDoS). We postulate that while these innovations are beneficial, they also expose businesses 
to unintended harm. The next section looks the concept of innovation as presented by academic 
literature.  
2.2. Innovation Theories 
The concept of innovation has become an important element in organisational research (Chuang, 
2007). There are various theories that have been used to explain the concept of innovation from an 
organisational context. One such theory is the organisational innovation model drawn from Amabile 
(1988) who developed a model for creativity and innovation in organisations. In this theory, there are 
four components that are necessary for any creative response which include domain relevant skills, 
creativity-relevant processes, intrinsic task motivation, and the social environment in which the 
individual is working (Amabile & Pratt, 2016). The Diffusion of Innovation (DoI) theory was 
developed by Everett M. Rogers in the late 1960s and more research is still being developed using 
this theory (Gouws & van Oudtshoorn, 2011). Rogers’s theory is one of the most popular ones for 
studying the adoption of technology and understanding how innovation is spread amongst the users 
(Zhang et al., 2015). Innovation in information communication technology (ICT) has continuously 
provided new opportunities, it has transformed people’s lives and their adoption to technology 
(Waheed et al., 2015). The DoI has different categories for innovation adoption, Gouws and van 
Oudtshoorn (2011) indicates that these categories move along a continuum of innovation adoption. 
Based on the understanding of innovation, we were able to model hypothetical relations between 
innovation and information security as shown by Figure 1. From the figure, what follows are a series 
of hypotheses that were developed as tested.  
 
Fig. 1: Antecedents for Innovation (Adopted from Gouws and van Oudtshoorn, 2011) 
2.3. Developing and testing hypotheses  
The hypotheses described below are based on Figure 1, which depicts the relationship between 
the variables we have drawn from literature ton help us understand how technology innovation 
would influence information security. We therefore outline out hypotheses as follows; 
• H1: Complexity of business systems influences the rate technology innovation. 
• H2: Relative advantage will influence technology innovation.   
• H3: The rate of systems innovation in organisations is influenced by individual factors 
(motivation, skills and cognitive ability). 
• H4: The rate of systems innovation in organisations is influenced by organisational 
factors (policies, resources and culture). 
• H5: The rate of systems innovation in organisations is influenced by environmental 
factors (technology, regulation and competitors). 
• H6: Organisation’s systems innovation will effect on information security risks.   
3. Methodology 
The study follows a mono-method quantitative which ascribes; descriptions, concepts and theories to 
examine the nature of, and relationship between variables (Rusli and Ali, 2003). A survey 
questionnaire was used to collect data which sought to measure constructs relating to the precursors 
to system innovation leading to information security risks. Several hypotheses drawn from the 
adopted model were subjected to statistical analysis to explain complex and causal relationships 
(Desai, 2016).  
A snowballing sampling method was used to develop a sample of 185 respondents. Snowballing, 
which is also referred to as chain-referral, is a selection method where the “seed” individuals are 
identified to start the survey and then asking them for additional contacts in the population of interest 
(Yarwood, 2011). In this study, 93 respondents were selected through a purposeful sampling method 
and they provided the initial responses and subsequently shared the survey questionnaire with other 
individuals that fall under the target group. For the purposes of this study, the population is defined as 
IT Practitioners and students studying Information Technology (IT) in South Africa. 
4. Data Analysis 
Santos (1999) indicates that reliability tests are very important in studies where derivative variables 
are used for predictive analysis. In a study where one seeks to identify the relationship between 
antecedents of systems innovation and information security risks, it is important to perform a test on 
reliability in all constructs. Cronbach’s Alpha provides a measure for internal consistency of a 
construct and internal consistency describes the interrelatedness and the extent to which all the items 
in a test measure the same construct (Tavakol & Dennick, 2011). Each construct initially had a total 
of five items and some of the items could not meet a sufficient level of consistency and were 
therefore removed. Cronbach’s Alpha results are shown by Table 1 and confirm reliability of data. 
Table 1: Reliability Analysis 
Construct Name Cronbach’s 
Alpha 
Mean Number of Items 
Complexity 0.793 0.556 3 
Relative Advantage 0.804 0.449 5 
Individual Factors 0.763 0.446 4 
Organisational Factors 0.734 0.477 3 
 
Data collection was done by way of self-administered survey questionnaires which comprised of 
questions relating to the hypotheses examined in this study. Online and manual survey questionnaires 
were developed and distributed to the relevant respondents as identified in 3.3 above. Data was 
collected over a period of one month and 185 responses were received. 144 of those responses were 
completed using the online questionnaire and 41 were completed manually. Table 2 describes the 
profile of the respondents and shows that the highest representation of those surveyed were technical, 
having a bachelors degree but had not worked for more than three years in those businesses. 
 
Table 2: Descriptive Statistics  
Characteristics   Percentage  
Level of Employment  Intern  10.8 
Admin 8.6 
Technical/Functional Level  34.1 
Middle Management  27 
Top Management  11.9 
Other, please specify 7.6 
Experience with 
information systems  
0 – 3 Years  34.1 
4 – 7 Years  24.9 
8 – 10 Years  18.9 
> 11 Years  22.2 
Level of Education  Matric/ Grade 12 6.5 
National Diploma  27 
Bachelors or BTech  29.2 
Honours  23.2 
Masters  12.4 
Doctoral  0.5 
Other, please specify 1.2 
4.1. Factor Analysis 
Prior to performing factor extraction, we carried out a Kaizer-Meyer-Olkin (KMO) test of sampling 
adequacy and Bartlett’s test of sphericity (Tavakol & Dennick, 2011). The KMO measure of 
sampling adequacy has a range of 0 to 1 and in order to proceed with factor analysis, a KMO value of 
0.5 or more is considered suitable. The data collected for this research obtained a KMO value of 
0.764 which indicates that the factor analysis was statistically appropriate. Bartlett’s test of sphericity 
was also performed, this test provides an indication of whether variables are unrelated. For factor 
analysis to be considered statistically suitable, Bartlett’s test of sphericity should be significant at 
p<0.5. As shown in Table 3 below, the test of sphericity was shown to be significant at 0.000 
(Tavakol & Dennick, 2011). 
 
Table 3: KMO and Bartlett’s Test 
Kaiser-Meyer-Olkin Measure of Sampling 
Adequacy. 
.764 
Bartlett's Test of 
Sphericity 
Approx. Chi-Square 2168.133 
Df 325 
Sig. .000 
 
The most common method used in exploratory factor analysis is Eigenvalue-greater-than-one rule 
(Patil et al., 2008).  The analyzed data shows that seven factors were retained as they all have 
eigenvalues of greater than one with the highest eigenvalue being 5.418 and 1.115 being the lowest.  
4.2. Correlation  
A test of correlation between the constructs, complexity and relative advantage was carried out and 
the test results showed how these two influences systems innovation. These results are presented by 
Table 4.  There was a positive correlation between complexity and systems innovation, the 
correlation coefficient being 0.226 with a significant value of 0.002. This is interpreted to mean that 
complex business systems required a higher level of innovation to manage these. There was a 
significant positive relationship between relative advantage and systems innovation. The correlation 
coefficient being 0.191 with a significant value of 0.009. The positive correlation suggests that new 
systems offer more advantages compared to older systems.  
 
Table 4: Correlation Analysis for DoI Attributes 
 Systems Innovation 
Complexity Correlation coefficient .226 
Sig. (2 tailed) .002 
N 185 
Relative Advantage Correlation coefficient .191 
Sig. (2 tailed) .009 
N 185 
4.3. Regression  
Further tests of multiple and linear regression were carried out and results are shown by Table 5 and 
Table 6 respectively. Results show a positive correlation existing between complexity and innovation 
and between relative advantage and innovation. These tests provide deeper understanding of the 
relationships that exists beyond the correlation tests in insightful manners.  
 
 
Table 5: Multiple Regression results 
Model Unstandardized 
Coefficients 
Standardize
d 
Coefficients 
t Sig. 95.0% Confidence 
Interval for B 
Collinearity 
Statistics 
B Std. 
Error 
Beta   Lower 
Bound 
Upper 
Bound 
Toler
ance 
VIF 
 (Constant) 2.102 .598 - 3.517 .001 .923 3.282 - - 
Relative 
Advantage 
.170 .083 .159 2.057 .041 .007 .333 .707 1.413 
Complexity .036 .095 .030 .384 .702 -.151 .224 .695 1.440 
Individual 
Factors 
-.012 .082 -.010 -.144 .886 -.174 .150 .835 1.197 
Organisati-
onal Factors 
-.212 .068 -.228 -3.137 .002 -.345 -.079 .797 1.255 
Environm-
ental Factors 
.346 .089 .291 3.865 .000 .169 .522 .744 1.344 
 
As predicated, the variance in systems innovation can be explained by how businesses understand 
and manage innovation and security risk. The multiple regression test shows a significance level of 
0.000 between systems innovation and environmental factors, this is a significantly high relationship 
between the two variables which suggests that environmental factors such as competitors, technology 
advancement, and changes in government regulations have a high influence in systems innovation. 
These external factors are often determinants of the organization’s competitive edge. This finding 
shows that organizations do not operate in a vacuum and that innovation is often triggered by events 
external to the organization. Innovation models revolve around the recognition of the importance of 
the competitive advantage that often come from leveraging these external environment (Lakovleva, 
2013). 
 
Table 6: Linear Regression Table 
Model 
 
 
 
 
Unstandardized 
Coefficients 
Standardized 
Coefficients t Sig. 
95.0% Confidence 
Interval for B 
Collinearity 
Statistics 
B Std. Error Beta   
Lower 
Bound 
Upper 
Bound 
Toleranc
e VIF 
1 (Constant) 2.655 .228  11.628 .000 2.204 3.105   
Systems 
Innovation 
.065 .063 .076 1.035 .302 -.059 .188 1.000 1.000
 5. Results 
Following from our tests of hypotheses described in the previous section, which tested correlations 
between variables and having carried out correlation and regression analysis, some important insights 
emerged. Out of the six proposed hypotheses, three of these hypotheses were not supported and were 
therefore rejected. These findings are present by Table 7. The three-rejected hypotheses includes 
those which were measuring the complexity, individual factors and information security risk 
constructs. As the main objective of this study was to examine the relationship between antecedents 
of systems innovation and information security risks, the data analyzed failed to prove that there is a 
significant relationship between systems innovation and information security risks however some 
significant relationships could be established between systems innovation and some antecedents.   
 
Table 7: Hypothesis Test Results   
Hypotheses Cronbach’s 
Alpha 
Sig. (p) Beta (β) t-value  Hypotheses Results 
Complexity (H1) 0.793 .041 .159 2.057 Rejected 
Relative Advantage (H2) 0.804 .702 .030 .384 Failed to Reject 
Individual Factors (H3) 0.763 .886 -.010 -.144 Rejected 
Organisational Factors (H4) 0.734 .002 -.228 -3.137 Failed to Reject 
Environmental Factors (H5) 0.773 .000 .291 3.865 Failed to Reject 
Systems Innovation (H6) 0.904 .302 0.076 1.035 Rejected 
 
Based on the results of regression tests and factor analysis tests carried out, a conceptual model 
was then developed and is shown by Figure 2, which is henceforth referred to as the information 
security framework for innovation. The revised theoretical model illustrates the results as well as the 
relationship between the constructs. When looking at the two theories that were used to develop the 
theoretical model, it is important to note that there are certain differences in the correlations 
identified between constructs for this specific work. It is for this reason that the revised model differs. 
 
The difference can be explained from the initial DoI theory which ascribes complexity as having 
a positive and significant relationship with systems adoption which leads ultimately affects systems 
innovation. A vast body of research suggests that decreased complexity has a strong impact on the 
adoption of new technology (Al-Jabri & Sohail, 2012). Differences were also found in the 
organizational innovation model where an insignificant relationship was found between individual 
factors and systems innovation. The initial theoretical model proposed a strong relationship between 
the two variables. Our results that present relationship between systems innovation and information 
security risks shows an insignificant relationship.  
 
 
Fig. 2: Revised Theoretical Model  
Research finding indicates that relative advantage is the main contributing factor leading to an 
increase in systems innovation. Complexity is not as significant to systems innovation. The systems 
adopted have proven to have several benefits which further emphasizes the importance of relative 
advantage as a precursor to systems innovation and probably to information security risk.  The lack 
of a direct and significant relationship between these innovation and security risk variables however, 
brings an important narrative that seeks to disqualify information security as the reason for the low 
adoption of systems in organizations.   
6. Contribution 
A compelling contribution of this work is that it uses various pre-existing theories to answer 
questions relating to the two important constructs of systems innovation and information security 
risks. This work found its basis on well-established theories and is important in seeking to expand on 
our knowledge on these important constructs. The contexts of innovation was examined from five 
relatively innovative technologies and how our understanding of these technologies will assist 
businesses with better decision making. The theoretical model would assist those who have the 
responsibility of adopting innovative technologies draw from this work’s valuable lessons regarding 
innovation.  
 
 
7. Limitations 
There are some limitations associated with this study, although effort was placed to minimise the 
effect of these limitations. Ideally it was preferable to have a test carried out on a larger sample size 
of around 300 respondents for better statistical analysis.  The current sample for this work was 185 
respondents. Our snowballing sampling approach however allowed us to attract respondents that 
would provide useful insights from fitting IT Professionals and students.   
8. Recommendations 
Further research that can be developed that follows from the theme of business innovation and 
security that is more specific to innovation and business risk such an innovation holds. Developing an 
information security framework for systems innovation would also be a key research theme linked to 
this research as it would provide a blueprint of how IT practitioners need to approach information 
security when pursuing systems innovation.  
9. Conclusion 
This research, while identifying precursors of systems innovation and how these relate to information 
security, bases its findings on a model which espouses these relationships in an insightful and useful 
way.  A quantitative mono-method of analysis was used to analyze data using statistical methods and 
to explain the findings of this work. This work serves as a genesis for understanding the information 
security framework for innovation (ISecInnov). The ISecInnov model presented in this work, takes 
cognisance of emergent systems innovation and serves as a practical approach to business decision 
making in light of innovative technology developments. The work shows how innovative design, 
structure and skill sets are most likely to exacerbate security risk to business information systems if 
these innovations were not in alignment to business goals.  It is hoped that this work endears to 
businesses and to researchers towards providing useful insights regarding technology innovation.  
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