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Abstract
Given a non-degenerate interval of real numbers D, and a continuous function f : Dk → D with k ≥ 2, we consider a kth-order
difference equation of the form
yn+1 = f (yn, . . . , yn−k+1); n = 0, 1, 2, . . ..
We develop an easy-to-apply necessary condition so that all solutions of the above-mentioned equation are periodic of the same
period.
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1. Introduction
Periodicity is an important phenomena and of interest in the course of studying the long-term behavior of dynamical
systems. It is important in its own right and as a sign of more complicated dynamical behavior such as chaos (see [6,
p. 50]).
In this research, we continue our investigation of the global periodicity property with period p of the difference
equation
yn+1 = f (yn, . . . , yn−k+1); n = 0, 1, 2, . . . , k; k ≥ 2 (1)
where y−k+1, . . . , y0 ∈ D, a non-degenerate interval of real numbers, and f : Dk → D is a single-valued function.
Eq. (1) is said to possess the global periodicity property if all its solutions are periodic of the same period p. When
p is the smallest period that works for all solutions, we call it the prime period. Of course, p need not be the prime
(minimal) period for an individual solution.
The global periodicity property has attracted the attention of many researchers, including the author himself. In
the course of investigating this dynamic phenomenon several necessary and/or sufficient conditions were established.
In [1–3,7,8] and [9] necessary and/or sufficient conditions on the parameters of certain classes of functions were
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developed so that the difference equation under study enjoys the global periodicity property. In [11] and [12] necessary
conditions on the characteristic roots of the jacobian of f obtained by linearizing about an equilibrium solution were
developed. In [13,2] necessary conditions on the asymptotic behavior and the growth of f were developed. And in
[12] and [5] necessary and sufficient conditions for second-order difference equations were established in terms of
functional equations satisfied by f . The functional-equation approach was generalized to any order by the author
and his collaborator in [4]. The nice thing about the functional-equation criterion is that it requires only the function
being single-valued and it can be generalized to any topological space. However, the bad thing about it is that it
becomes more computationally involved and not easy to handle when the period p is large. This leaves the door open
to developing more practical conditions. For this purpose we need to impose additional conditions on f . But we need
to keep our assumption at the minimum possible level so that the results developed are of general nature and lend
themselves easily to applications. Therefore, we shall assume that f is continuous.
The organization of this work is as follows. In Section 2, we obtain a nice observation on the global periodicity of
the first-order difference equation. In Section 3, we establish necessary conditions for global periodicity of kth-order
difference equations. Finally, in Section 4, we illustrate the applicability of the results obtained by presenting partial
solutions to an open problem of Kulenovic and Ladas.
2. First-order difference equations
In this section, we investigate the global periodicity of one-dimensional discrete dynamical systems governed by
the first-order difference equation
zn+1 = g(zn), n = 0, 1, 2, . . . , z0 ∈ D (2)
in which g : D → D is continuous. The results obtained here are important in their own right and will play a major
role in the following. To start we state, without proof, the following elementary, yet important results.
Lemma 2.1.
(i) Suppose that g is increasing on D. If Z = {zn}∞n=0 is a solution of Eq. (2), then for all n either zn = z0, zn+1 < zn
or zn+1 > zn.
(ii) Suppose that g is decreasing on D. If Z = {zn}∞n=0 is a solution of Eq. (2), then for all n either zn = z0 for all
n, zn+2 = zn for all n, or, for all j ≥ 0, (z2 j+2 − z2 j )(z2 j+3 − z2 j+1) < 0, i.e., the subsequences {z2 j }∞j=0 and
{z2 j+1}∞j=0 are strictly monotonic in opposite directions.
Lemma 2.2. Suppose that g : D → D is continuous.
(a) If g is injective on D, then either g is increasing on D or it is decreasing on D.
(b) If g is self-inverse on D, i.e., g−1(x) = g(x) for all x ∈ D, then either g(x) = x on D or g is decreasing on D.
(c) If gk is decreasing on D for some k ≥ 2, then g is decreasing on D. Here, we adopt the notation gk = g ◦ · · · ◦ g︸ ︷︷ ︸
k times
.
Now we are ready to state and prove the following result.
Theorem 2.1. Every solution of Eq. (2) is periodic of prime period p if and only if g−1(x) = g(x) for all x ∈ D. In
other words, either p = 1 or 2.
Proof. Suppose that every solution of Eq. (2) is periodic of the same period p. Then g p(x) = x for all x ∈ D. But
this implies that g is bijective on D. By Lemma 2.2 Part (a), g is strictly monotonic on D, and, by Lemma 2.1, the
only possibilities are p = 1, 2. This completes the proof. 
Remark 2.1. It is worth mentioning that Theorem 2.1 furnishes a complete answer to Open Problem 3.4.1 in [10,
pages 49–50].
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3. Higher order difference equations
Our main result in this work is Theorem 3.1 below. However, first, we establish the following lemmas.
Lemma 3.1. Suppose that every solution of Eq. (1) is periodic of prime period p. Then for every x ∈ Dk−1,
φx(t) = h(x, t) is a bijection on D.
Proof. First, let z j (n) = yn− j+1, j = 1, . . . , k. Then Eq. (1) can be written in the vector form(
z(n + 1)
zk(n + 1)
)
= F(z(n), zk(n))
where z(n) = (z1(n), . . . , zk−1(n)), and F : Dk → Dk given by
F(x, t) =
( f (x, t)
x
)
.
Now, Eq. (1) enjoys the property that all of its solutions are periodic of period p if and only if
F p(x, t) = (x, t) for all (x, t) ∈ Dk−1 × D.
Therefore F is a bijection on Dk . But this in turn implies that
t1 = t2 ⇒ (x, t1) = (x, t2) ⇒ F(x, t1) = F(x, t2) ⇒ f (x, t1) = f (x, t2)
and
t ∈ D ⇒ (t, x) ∈ Dk
⇒ (t, x) = F(ξ , s) for some (ξ , s) ∈ Dk−1 × D.
⇒ (t, x) = ( f (ξ , s), ξ )
⇒ t = f (x, s).
In other words φx(t) = f (x, t) is a bijection on D. 
Remark 3.1. It is worth mentioning that injectivity in the kth independent variable was established in [5]. However,
the proof presented here is different.
Lemma 3.2. Suppose that every solution of Eq. (1) is periodic of prime period p. If S : D p → D is continuous and
symmetric, then the function
IS(x1, x2, . . . , xk) = S(yp−k, yp−1−k, . . . , y1−k)
where {yn}∞n=−k+1 is a solution of Eq. (1) with y0 = x1, . . . , y−k+1 = xk is an invariant of Eq. (1) such that
IS(xk, . . . , x2, x1) = IS(x1, x2, . . . , xk). In particular when k = 2, IS is symmetric.
Proof. First, recall that a continuous function I : Dk −→ D is said to be an invariant of Eq. (1) if
I (yn+1, . . . , yn−k+2) = I (yn, . . . , yn−k+1), n = 0, 1, 2, . . . .
In other words,
I (yn, . . . , yn−k+1) = I (y0, . . . , y−k+1), n = 0, 1, 2, . . . .
Now, since
IS( f (x1, . . . , xk−1, xk), x1, . . . , xk−1) = S(yp+1−k, yp−k, . . . , y2−k) (by (Eq. (1)))
= S(y1−k, yp−k, . . . , y2−k) (by periodicity)
= S(yp−k, yp−k−1, . . . , y1−k) (by symmetry)
= IS(x1, . . . , xk),
it follows that IS is an invariant. The last part in the lemma is a consequence of the periodicity of the solution
{yn}∞n=−k+1, f being bijection in xk , and S being symmetric. 
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Now we are ready to state and prove our main result.
Theorem 3.1. Suppose that all solutions of Eq. (1) are periodic of prime period p. Then for x = (x, . . . , x) ∈ Dk−1,
either f (x, xk) = xk or f (x, xk) is self-inverse in xk, i.e.,
f (x, f (x, xk)) = xk for all x, xk ∈ D.
Proof. We claim that for every x = (x, . . . , x) ∈ Dk−1, all solutions of the difference equation
wm+1 = φx(wm) = f (x, wm)
are periodic of the same period. If our claim holds, then by Theorem 2.1, either
φx(t) = t ⇔ f (x, t) = t or φx(φx(t)) = t ⇔ f (x, f (x, t)) = t,
and hence the result.
To justify our claim let us suppose the contrary. Then either all solutions are periodic but not of the same period
or there is a non-periodic solution. The first case is not possible because, by Lemma 3.1, φx(t) is injective and so, by
Lemma 2.1, the only possible periods are 1 or 2, i.e., we are back to the situation where all solutions are periodic of
the same period. Thus, we need to handle only one case, namely a non-periodic {wm}∞m=0 with wm1 = wm2 whenever
m1 = m2.
For this purpose, let x0 = (x0, . . . , x0) ∈ Dk−1 and t0 ∈ D such that the solution of the initial value problem
wm+1 = φx0(wm) = f (x0, wm), m = 0, 1, 2, . . . , w0 = t0
enjoys the property wm1 = wm2 whenever m1 = m2. By Lemma 3.2, for any symmetric function S
IS(wm+1, x0) = IS( f (x0, wm), x0) = IS(x0, wm)
and IS(wm+1, x0) = IS(x0, wm+1). Therefore,
{(x0, wm)}∞n=0 ⊆ {(x1, . . . , xk) ∈ Dk : IS(x1, . . . , xk) = IS(x0, w0)}.
Towards our aim, let us denote by {ymn }∞n=−k+1 the solution of Eq. (1) with initial conditions y−k+1 = wm and
(y−k+2, . . . , y0) = x0. Then, since y1 = f (x0, wm) = wm+1,
S(wm , x0, wm+1, ym2 , . . . , y
m
p−k) = IS(x0, w0)
for all symmetric functions S. In particular, for all elementary symmetric polynomials of degree p, i.e.,
S1 =
p∑
i=1
xi , S2 =
∑
1≤i< j≤p
xi x j , . . . , Sp =
p∏
i=1
xi
which are the coefficients of the polynomial (modulus a signum),
p∏
j=1
(λ − x j ) = λp +
p∑
j=1
(−1) j S j λp− j .
Thus, w0, x0, w1, y02 , . . . , y
0
p−k and wm, x0, wm+1, ym2 , . . . , y
m
p−k , m = 1, 2, . . . , p, are zeros for the same polynomial
of degree p. Since w0, w1, . . . , wp are distinct, we have a contradiction with the fact that a polynomial of degree p
has at most p real roots. This completes the proof. 
4. Applications
To illustrate the applicability of Theorem 3.1 we present the following examples.
Example 4.1. Consider the rational difference equation
yn+1 =
α +
k−1∑
i=0
βi yn−i
a +
k−1∑
i=0
bi yn−i
, n = 0, 1, 2, . . . (3)
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where α, βi , a, bi for i = 0, . . . , k − 1 are nonnegative real numbers and the initial conditions yi for i =
0,−1, . . . ,−(k − 1) are arbitrary nonnegative real numbers such that a +∑k−1i=1 bi yn−i > 0 for all n ≥ 0.
Let β =∑k−2i=0 βi , γ = βk−1, b =∑k−2i=0 bi , c = bk−1 and f (x1, x2) = α+βx1+γ x2a+bx1+cx2 . Then, in view of Theorem 3.1,
if every solution of Eq. (3) is periodic of the same period, then for all x1, x2 ∈ [0,∞) we have
x2 = f (x1, f (x1, x2)) =
α + βx1 + γ α+βx1+γ x2a+bx1+cx2
a + bx1 + c α+βx1+γ x2a+bx1+cx2
= α(a + γ ) + (αb + βa + γβ)x1 + (αc + γ
2)x2 + βbx21 + βcx1x2
(a2 + αc) + (2ab + βc)x1 + (a + γ )cx2 + b2x21 + bcx1x2
which is the case if and only if
α(a + γ ) = 0, αb + βa + γβ = 0, βb = 0, (a + γ )c = 0, b2 = 0, bc = 0
and
αc + γ 2 = a2 + αc, βc = 2ab + βc.
But this implies that
b = 0, γ = a, αa = 0, βa = 0, ac = 0,
and so either a = γ = 0 or α = β = c = 0. In the first case, as bi ≥ 0, Eq. (3) reduces to
yn+1 =
A +
k−2∑
i=0
Bi yn−i
yn−k+1
, n = 0, 1, 2, . . .
whereas in the second case, as βi ≥ 0, it reduces to
yn+1 = yn−k+1, n = 0, 1, 2, . . . .
Example 4.2. Another interesting example is the following generalization of the Lozi equation:
yn+1 = α|yn| + βyn−1 + γ, n = 0, 1, 2, . . . , y−1, y0 ∈ R. (4)
Kulenovic and Ladas in [10, p. 50] raised an open problem about the global periodicity of Eq. (4). The problem
when γ = 0 was answered by the author in [1]. The case γ = 0 is still open. However, again, in view of Theorem 3.1,
one can reach the conclusion that a necessary condition for global periodicity of Eq. (4) is β = −1.
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