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Abstract
A multigraph G= (V ,R∪B) with red and blue edges is an R/B-split graph if V is the union of a red and a blue stable set. Gavril
has shown that R/B-split graphs yield a common generalization of split graphs and König–Egerváry graphs. Moreover, R/B-split
graphs can be recognized in linear time. In this note, we address the corresponding optimization problem: identify a set of vertices
of maximal cardinality that decomposes into a red and a blue stable set. This problem isNP-hard in general. We investigate the
complexity of special and related cases (e.g., (anti-)chains in partial orders and stable matroid bases) and exhibit someNP-hard
cases as well as polynomial ones.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Consider an undirected (multi-)graph G = (V ,E) (with possibly parallel edges between pairs of vertices) whose
edge set E = R ∪ B consists of “red” and “blue” edges. A subset S of the vertex set V is said to be R-stable if no pair
of vertices in S is joined by an edge in R. Similarly, a B-stable set is deﬁned. S ⊆ V is split-stable if it is of the form
S = SR ∪ SB , where SR is a red and SB a blue stable set.
The problem of ﬁnding a maximal (with respect to cardinality) split-stable set in a graph includes the usual maximal
stable set problem. To see this, assume that the graph G = (V ,E) given. Color the edges in E “red” and then add all
possible “blue” edges (so that GB = (V , B) is the complete graph on V ). Obviously, a maximal split-stable set S in
G¯= (V ,E ∪B) yields a maximal stable set in G. The problem of ﬁnding a stable set of maximal cardinality is known
to beNP-hard on the class of all ﬁnite graphs. A fortiori, also the problem to construct a maximal split-stable set is
NP-hard in general.
For many subclasses of graphs (e.g., perfect graphs), the Max Stable Set problem has been shown to be polynomially
solvable (see, e.g., [14, Chapter 67]). The present note wants to explore classes of combinatorial models relative to
which the Max S-Stable Set problem can be solved in polynomial time.
The problem to decide whether the whole set V of vertices is split-stable in G = (V ,R ∪ B), i.e., whether G is a
so-called R/B-split graph, was solved by Gavril [6], who was able to show the equivalence of this decision problem
with a 2-Satisﬁability Problem. Hence R/B-split graphs can be recognized in linear time. Gavril moreover observed
that the model of R/B-split graphs provides a natural common generalization of classical split graphs (see [3]) and
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König–Egerváry graphs (see [13]). Recall that a (classical) split graph is an uncolored graph whose vertex set can be
split into a stable set and a clique, while a König–Egerváry graph is a graph in which the size of a maximal matching
equals the size of a minimal vertex cover. Korach et al. [12] characterized R/B-split graphs by forbidden subgraphs,
which allows in particular to easily regain known characterizations of König–Egerváry graphs and split graphs.
Focussing on the optimization problem to determine a maximal split-stable subgraph, we discuss some polynomially
solvable instances. For example, if the subgraphs GR = (V ,R) and GB = (V , B) are the comparability (resp. co-
comparability) graph of a partial order, the problem amounts to determine a maximal subset that can be expressed
as the union of two antichains (resp. chains) in the partial order. These maximization problems are well-known to be
solvable in polynomial time even for the union of k antichains (resp. chains) (see, e.g., [4]). We show that a maximal
union of a chain and an antichain can be found in polynomial time as well.
Interestingly, the problem of determining a maximal union of a red and a blue antichain turns out to beNP-hard
already for the class of series-parallel orders, yielding a non-approximability result.
We furthermore investigate a maximal independent stable set problem that is related to the Max S-Stable Set Problem,
where one asks for a maximal stable set that is independent relative to a matroid on the vertex set of the graph. We
ﬁnd that the Max I-Stable Set Problem isNP-hard for partition matroids while it is polynomial for the dual partition
matroids.
2. Maximal split-stable subgraphs
We now deﬁne the Max S(plit)-Stable Set Problem formally as follows.
Deﬁnition 1. Given a ﬁnite multigraph G = (V ,E) and an edge coloring c : E → {r(ed), b(lue)}, determine a
maximal cardinality vertex set S = SR ∪ SB such that the induced subgraph on SR contains no red and the induced
subgraph on SB contains no blue edge.
Remark. Passing to complement graphs, we observe that it is a generally equivalent task to determine a maximal
subset that can be represented as the union of a red and a blue clique, resp. of a red clique and a blue stable set.
It was already observed in the Introduction that Max S-Stable Set is NP-hard relative to the class of all ﬁnite
multigraphs and all edge bicolorings as the classical Max Stable Set Problem can be reduced to it. Conversely, an
instance of Max S-Stable Set can be reduced to an instance of the standard Max Stable Set by a simple construction.
Reduction to Max Stable Set. Given G = (V ,E) and c : E → {r, b}, let V ′ be a disjoint copy of V and deﬁne the
graph H(G) = (V ∪ V ′, E˜) such that
(i, j) ∈ E˜ ⇐⇒
⎧⎪⎨
⎪⎩
i, j ∈ V and c(i, j) = r,
i, j ∈ V ′ and c(i, j) = b,
i ∈ V, j ∈ V ′ and j = i′ is the copy of i.
The (uncolored) graph H(G) is obtained by joining the “red” and the “blue” subgraphs of G by a (special) perfect
matching. A stable set S of H(G) corresponds to a disjoint union S = SR ∪ SB of a red stable set SR = S ∩ V and a
blue stable set SB = S ∩ V ′.
We now want to identify classes of red and blue graphs that allow polynomial solutions for the associated maximal
s-stable set problem. For ease of notation, we write relative to a given coloring c : E → {r, b},
R = {e ∈ E|c(e) = r} and B = {e ∈ E|c(e) = b}.
One example of such a tractable class is formed by perfect graphs and complements of chordal graphs. Recall that a
graph is said to be chordal if each cycle with more than four edges possesses a chord. Since a stable set in the red graph
GR corresponds to a clique in the complement graph G¯R , we ﬁnd:
Lemma 2. Max S-Stable Set is polynomially solvable on the class of bicolored graphs G = (V ,R ∪ B) such that
GR = (V ,R) is the complement of a chordal graph G¯R and GB = (V , B) is a perfect graph.
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Proof. We have to ﬁnd a maximal subset of the vertex set V that splits into a clique of the chordal graph G¯R and a
stable set of the perfect graph GB = (V , B). Given a disjoint union of a red clique and a blue stable set, we may assume
the red clique to be (inclusionwise) maximal. Fulkerson and Gross [5] showed that all (inclusionwise) maximal cliques
C of a chordal graph G¯R = (V , R¯) can be listed in time O(|V | + |R¯|). To solve the problem, it sufﬁces to determine a
maximal stable set SC in the induced blue (perfect) subgraph GB(V \C) for each (inclusionwise) maximal clique C,
which is a polynomial task (see Grötschel et al. [9]). A largest of the sets C ∪ SC is a largest split-stable set in G. 
Remark. Well-known examples of perfect graphs are comparability and co-comparability graphs of partial orders.
However, the approach of the preceding proof works, of course, for any class of bicolored graphs where the (inclusion-
wise) maximal stable sets of the red graph can be listed in polynomial time and a maximal stable set of the blue graph
can be computed efﬁciently for any induced subgraph.
We next consider the cases where the blue graph is an identical copy of the red graph, which we denote by GR ≡ GB .
Max S-Stable Set with GR ≡ GB . If the red and blue graph are identical, the Max S-Split becomes the problem to
determine a largest union of two stable sets. Relative to the class of all ﬁnite graphs, this problem is stillNP-hard as
it is a special instance Max Induced Subgraph with Property  problem, which is known to beNP-hard (see [1, p.
381]).
Restricted to the class of partial orders, however, the problem is polynomial:
Max S-Stable Set with comparability graphs GR ≡ GB . If GR and GB are the comparability graph of a partial
order P = (P, ), the Max S-Stable Set is the problem to determine a largest union of two antichains in P. Greene
and Kleitman [8] have shown that this problem is efﬁciently solvable even for the maximal union of k antichains.
Dually, Greene [7] showed that the maximal union of k chains can be found in polynomial time. The question arises
whether the maximal union of a chain and an antichain of the same poset can be calculated efﬁciently. We show in the
following section that the maximal union of a chain and an antichain is easy to determine and characterize those posets
that contain a disjoint pair of a maximal chain and a maximal antichain.
2.1. The union of a chain and an antichain
Given a poset P = (V , ), the parameter w(P ) = max{|A‖A antichain in P } is the width of P and the parameter
(P ) = max{|C||C chain in P } is called the length of P.
We consider the Max S-Stable Set Problem on graphs G= (V ,R ∪B), where GR = (V ,R) is the co-comparability
graph and GB = (V , B) the comparability graph of some partial order P = (V , ) on the set V . So the problem asks
for a largest union of a chain and an antichain relative to P.
Since a chain and an antichain of P = (P, ) intersect in at most one element, just taking a largest chain C and a
largest antichain A yields a split-stable set S = C ∪ A such that
(P ) + w(P ) |S| = |C ∪ A|(P ) + w(P ) − 1.
So this special Max S-Stable Set Problem really poses the question whether there exists a disjoint pair of a maximal
chain and a maximal antichain in P. Theorem 4 characterizes the posets with a positive answer to this question.
Deﬁnition 3. Given P = (V , ) and an element a ∈ V , we deﬁne the ideal a↓ (resp. the ﬁlter a↑) generated by a as
a↓ = {p ∈ P |pa} and a↑ = {p ∈ P |pa}.
Theorem 4. The partial order P = (V , ) admits a disjoint pair of a longest chain and a largest antichain if and only
if there exist elements a <b such that
(P ) = (a↓) + (b↑) and w(P ) = w(P \(a↓ ∪ b↑)). (1)
2034 U. Faigle et al. / Discrete Applied Mathematics 155 (2007) 2031–2038
a
b
a
b
A
C2
C1
Fig. 1. A maximal chain and antichain.
Proof. The condition (1) is sufﬁcient as it allows us to select a longest chain C =Ca ∪Cb with Ca ⊆ a↓ and Cb ⊆ b↑.
If now A is a largest antichain in P \(a↓ ∪ b↑), we have C ∩ A = ∅, as claimed.
To prove that condition (1) is necessary, let C = {c1 < · · ·<c} be a maximal chain and A a maximal antichain with
C ∩ A = ∅ (Fig. 1). The maximality of C and A implies
A ∩ c↓1 = ∅ = A ∩ c↑ and A ∩ (c↓ ∪ c↑) = ∅ for all c ∈ C.
Let b = ci be the minimal member of C such that c↓i ∩ A = ∅. Then i > 1 holds. Consider now a = ci−1 <ci = b. The
maximality of C implies
i − 1 = (a↓) and |C| − (i − 1) = (b↑) i.e. (P ) = (a↓) + (b↑).
A contains no element of a↓ by our choice of a. Moreover, A ∩ b↓ = ∅ and b /∈A imply A ∩ b↑ = ∅. So we also
conclude
A ⊆ V \(a↓ ∪ b↑) i.e. w(P \(a↓ ∪ b↑)) = |A| = w(P ). 
Corollary 5. A maximal union of a chain and an antichain in a partially ordered set P can be found in polynomial
time.
Proof. For each a <b in P, one computes a maximal chainCab ⊆ a↓∪b↑ and a maximal antichainAab inP \(a↓∪b↑).
The largest set S of the form S = Cab ∪ Aab then yields the desired maximal union. 
So far, we have seen that it is easy to either decide whether we can cover all vertices of a graph with two colored
stable sets or to ﬁnd the maximal union of two chains, two antichains or one chain and one antichain relative to one
partial order. However, if we ask for the maximal union of a red and a blue antichain, resp. chain, the problem becomes
NP-hard, as we prove in the following section.
2.2. Unions of two colored antichains
Assume to be given a red partial order PR = (V , R) and a blue partial order PB = (V , B) on the same ground set
V . Let wR =w(PR) resp. wB =w(PB) denote the size of a maximal red resp. blue antichain. In case wR +wB < |V |,
it is obviously impossible to cover all elements with a red and a blue antichain. However, we might still wonder if we
can ﬁnd a red and a blue antichain that cover wR + wB elements, i.e., if we can ﬁnd a disjoint pair of a maximal red
and a maximal blue antichain.
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Fig. 2. The red and the blue order of (x1 ∨ x2 ∨ ¬x3) ∧ (¬x1 ∨ x3 ∨ ¬x4).
It turns out that the problem of deciding whether there exist two disjoint differently colored maximal antichains is
NP-complete already on the class of series-parallel orders. This fact directly impliesNP-hardness of the associated
Max S-Stable Set Problem.
Theorem 6. Given two partial orders PR = (V , R) and PB = (V , B) on the same ground set V , it isNP-hard
to decide whether there exist maximal antichains AR in PR and AB in PB with AR ∩ AB = ∅.
Proof. We showNP-hardness by a reduction from 3-SAT. Consider a 3-SAT instance with k clauses on n variables
xi ,
k∧
j=1
(
j
1 ∨ j2 ∨ j3),
i.e. jp ∈ {x1, . . . , xn,¬x1, . . . ,¬xn} for p = 1, 2, 3. The ground set V contains all literals and their negations, where
occurrences of the same literal in different clauses are distinguished:
V = {xji ,¬xji | ∃p ∈ {1, 2, 3} : (xji = jp) ∨ (¬xji = jp)}.
In the following, when referring to a literal jp, we mean its occurrence in clause j, i.e. jp = (¬)xji for the appropriate
i. The red and blue orders are deﬁned as follows:
∀j : j1 <j2 <j3,
∀i, j, j ′ : xji <¬xj
′
i .
Fig. 2shows the Hasse diagram (without the incomparable items) of the orders associated with the 3-Sat instance
(x1 ∨ x2 ∨ ¬x3) ∧ (¬x1 ∨ x3 ∨ ¬x4).
Obviously, a maximal red antichain covers exactly one literal per clause, whereas a maximal blue antichain corre-
sponds to a consistent assignment of the variables. Note that a maximal red and a maximal blue antichain are disjoint
if and only if the literals covered by the red antichain are false in the variable assignment corresponding to the blue
antichain. Therefore, if we can ﬁnd two maximal disjoint antichains, negating the variable assignment corresponding to
the blue antichain produces a satisfying variable assignment for the original 3-Sat instance. On the other hand, if there
are no such two antichains, there also is no variable assignment satisfying all clauses. As this reduction is obviously
polynomial,NP-hardness follows. 
Recall that a partial order P is said to be series-parallel if its comparability graph does not contain a path on four
elements as an induced subgraph or, equivalently, four elements a, b, c, d with the induced order relations
a < c, a <d, b<d (but not b< c).
A cograph is the comparability graph of a series-parallel order. (For more about cographs, the reader is referred to,
e.g., [2].)
Corollary 7. Max S-Stable Set isNP-hard on the class of bicolored graphs G= (V ,R ∪B) such that GR = (V ,R)
and GB = (V , B) are cographs.
2036 U. Faigle et al. / Discrete Applied Mathematics 155 (2007) 2031–2038
Proof. It is straightforward to check that the red and the blue order of a 3-Sat instance are series-parallel orders. 
Corollary 8. Given two series-parallel orders P1 and P2 on the same ground set, it isNP-hard to decide whether
there exists a maximal chain C1 relative to P1 and a maximal antichain A2 relative to P2 such that C1 ∩ A2 = ∅.
Proof. It is well known that the complement of a cograph (i.e., the co-comparability graph of a series-parallel order)
is again a cograph. 
Remark. Given a red and a blue partial order on the same ground setV , it follows directly that the problem to determine
the maximal union of a red and a blue chain is anNP-hard problem.We have seen that the question, whether V can be
covered by a red and a blue chain, can be answered by solving a 2-satisﬁability problem. However, given three different
posets on V , we do not know the complexity status of the decision problem whether V can be covered by three chains
of different colors.
The construction of Theorem 6 also produces a reduction from Max 3-Sat. This provides direct insight into the
approximability problem associated with Max S-Stable Set. (For the basic notions of approximation theory, the reader
is referred to, e.g., [1].)
Corollary 9. For ε > 0, there cannot exist a ( 3132 + ε)-approximative algorithm for Max S-Stable Set on pairs of
cographs unless P=NP.
Proof. Note that it does not make any difference if an element is covered by the red, blue or both antichains (relative
to the underlying series-parallel orders). Hence we may assume without loss of generality that the blue antichain is
of maximal cardinality 3k and thus corresponds to a consistent assignment of all variables. Then the size of the red
antichain associated with a 3-Sat instance is exactly the number of clauses satisﬁed by the negated variable assignment.
As it isNP-hard to approximate Max 3-Sat better than 7/8 (see [10]), it is easy to calculate that approximating Max
S-Stable Set better than 31/32 isNP-hard as well. 
Remark. Taking the union of a maximal red and a maximal blue stable set yields a simple 2-approximation algorithm,
which altogether placesMaxS-Stable Set on pairs of perfect graphs into the class of so-calledAPX-complete problems
[1].
3. Independent stable sets
In case the red graph of the graph G = (V ,R ∪ B) consists of a union of disjoint cliques, i.e.,
GR = (V ,R) = C1∪˙ · · · ∪˙Ck ,
G is an R/B-split graph if and only if V is the union of a stable set in GB = (V , B) and an independent set in the
partition matroidM= (V ,I) with independent sets I, where
I ∈ I ⇐⇒ |I ∩ Ci |1 ∀i = 1, . . . , k.
As we may assume the red stable set to be (inclusionwise) maximal (and hence a basis ofM), the equivalent problem
is
max{|I ∗‖I ∗ is independent in M∗ and stable in GB},
whereM∗ is the matroid dual ofM, whose independent sets are the subsets I ∗ ⊆ V whose complements V \I ∗ contain
a basis ofM. This suggests to investigate and formally deﬁne the maximal independent stable set problem.
Deﬁnition 10. Given a matroidM= (V ,I) with systemI of independent sets and a graph G= (V ,E), Max I-Stable
Set is the problem to ﬁnd a maximal stable set in the graph G that is independent inM as well.
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Lemma 11. LetM be given as the dual of a partition matroidM∗ on the set V . Then the Max I-Stable Set Problem
relative to the graph G = (V ,E) andM can be efﬁciently reduced to a Max S-Stable Set problem.
Proof. LetM∗ be deﬁned via the partition V = Vi∪˙ · · · ∪˙Vk and consider the red-blue graph Gˆ = (V ,R ∪ B) such
that B =E and GR consists of the disjoint cliques corresponding to the Vi . As at the beginning of this section, we now
ﬁnd that the maximal s-stable sets of Gˆ correspond to the maximal independent stable sets relative to G andM. 
On special classes of graphs the maximal independent stable set problem may turn out to be polynomial for general
matroids (which we assume to be available via independence oracles). To exhibit such an example, recall that a partially
ordered set P = (V , ) is a tree order if its Hasse diagram is a rooted tree (we assume the root to be at the bottom).
Since a stable set in a co-comparability graph is a chain in the corresponding order and vice versa, the following
lemma directly implies that the Max I-Stable Set is polynomially solvable when the underlying graph G = (V ,E) is
the co-comparability graph of a tree order.
Lemma 12. If P = (V , ) is a tree order, a maximal independent chain can be computed in polynomial time.
Proof. In the tree order P, each leaf i of the Hasse diagram is a maximal element of a unique (inclusionwise) maximal
chain Ci . For each leaf i determine a maximal independent (forM) subchain Cˆi of Ci , which is easily accomplished
with the matroid greedy algorithm.
Any one of maximal cardinality among the chains Cˆi is a maximal independent chain with respect to order P and
matroidM. 
The general problem of ﬁnding a maximal independent chain (or antichain) turns out to beNP-hard even for a
partition matroids and series-parallel orders.
Theorem 13. Max I-Stable Set isNP-hard for partition matroids on cographs.
Proof. It sufﬁces to amend the proof of Theorem 6 only slightly: Given a 3-Sat formula, we take just the literals as
they appear in the clauses (and not their negations):
V = {xji | ∃p ∈ {1, 2, 3} : xji = jp} ∪ {¬xji | ∃p ∈ {1, 2, 3} : ¬xji = jp}.
The crucial observation is now that the red order in the proof of Theorem 6 can be substituted by the partition matroid
on V where V is partitioned into the k clauses of the 3-Sat formula:
V =
k⋃
j=1
{j1, j2, j3}.
The deﬁnition of the (blue) order remains the same, but now on only half as many elements. A stable basis here
corresponds to a consistent variable assignment satisfying (at least) one literal in each clause. 
Corollary 14. For ε > 0, there cannot exist a ( 78 + ε)-approximative algorithm for a longest independent (anti-)chain
in a series-parallel order unless P=NP.
Proof. In the construction above, the associated variable assignment of an independent antichain of length l satisﬁes
(at least) l clauses. 
It is remarkable that the Max I-Stable Set is polynomial in caseM is the dual of a partition matroid, whereas the
problem isNP-hard (in fact, evenAPX-hard) ifM is a partition matroid.
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