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Abstract
This study is motivated by the empirical findings that news and social me-
dia Twitter messages (tweets) exhibit persistent predictive power on financial
market movement. Based on the evidence that tweets are faster than news in
revealing new market information, whereas news is regarded broadly a more
reliable source of information than tweets, we propose a superior trading strat-
egy based on the sentiment feedback strength between the news and tweets
using generic programming optimization method. The key intuition behind
this feedback strength based approach is that the joint momentum of the two
sentiment series leads to significant market signals, which can be exploited to
generate superior trading profits. With the trade-off between information speed
and its reliability, this study aims to develop an optimal trading strategy us-
ing investors’ sentiment feedback strength with the objective to maximize risk
adjusted return measured by the Sterling ratio. We find that the sentiment feed-
back based strategies yield superior market returns with low maximum draw-
down over the period from 2012 to 2015. In comparison, the strategies based on
the sentiment feedback indicator generate over 14.7% Sterling ratio compared
with 10.4% and 13.6% from the technical indicator-based strategies and the ba-
sic buy-and-hold strategy respectively. After considering transaction costs, the
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sentiment indicator based strategy outperforms the technical indicator based
strategy consistently. Backtesting shows that the advantage is statistically sig-
nificant. The result suggests that the sentiment feedback indicator provides
support in controlling loss with lower maximum drawdown.
Keywords: News sentiment; Tweet sentiment; financial market; feedback;
genetic programming
1. Introduction
The fundamental role of investor sentiment on market anomalies has been
well documented in the field of behavioral finance [1, 2]. Studies have shown
that sentiment is linked to investor’s cognitive and psychological traits and has
impact towards financial market movement [1]. With the increasing digitization
of textual information, news and social media have become major resources
that investors use to gather information on important financial events and to
make their corresponding investment decisions. This changing landscape of the
way information is delivered has prompted the growing influence of news and
social media among multiple stakeholders. For instance, major media publish-
ers such as the Wall Street Journal and the Associated Press use Twitter to
disseminate headlines of breaking and regular news to their subscribers. Fi-
nancial data vendors including Bloomberg and Thomson Reuters incorporate
feeds from Twitter and various news sources to meet the demand of clients who
want to receive and analyze the most up-to-date and reliable information. On
the receiving end, there are numerous claims that high frequency traders and
hedge funds are actively monitoring Twitter and news feeds for trading signals.
Moreover, an increasing linkage between social media and financial markets has
been observed where a number of individual tweets between 2011 and 2013 were
found to trigger abrupt market movements 1.
1The April 23, 2013 flash crash triggered by the Associated Press Hoax incident is a good
example that demonstrates the direct relevance of social media in the financial market. At
1:07pm, the Associated Press (AP) Twitter account tweeted a malicious message regarding
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This study is motivated by three main areas of research findings. First, the
mechanism of how sentiment affects financial market movements has been stud-
ied in the form of theoretical framework and empirical evidence. Barberis et
al. [2] initially developed a theory of investor sentiment to illustrate the effect
of investor overreaction and underreaction to public information on generating
post-earnings announcement drift, momentum and long-term reversals. Daniel
et al.[3, 4] further enriched the theory with the psychological premise that in-
vestors with private information are overconfident about its precision. On the
empirical front, a number of studies found quantitative measures of investor sen-
timent significant in explaining asset price and volatility movements. Chopra et
al. [5] showed that prior losing portfolios significantly outperform prior winning
portfolio by 5-10% annually for 5 years, validating the overreaction effect, while
Porta et al. [6] displayed evidence that the correction of the extreme investor
sentiment tends to revert during earnings announcements when investors realize
their initial beliefs were too extreme. Shleifer [7] pointed out that investor sen-
timent influences prices and the inefficiency of the financial markets are evident
across theoretical and empirical literature. In more recent studies, Tetlock [8] ar-
gued that negative expressions in news stories have stronger correlation to stock
market than positive ones. According to the finding, Tetlock et al. [9] quan-
tified investor sentiment as the fraction of negative words in news stories, and
justified the predictability of investor sentiment to individual company’s stock
price movements with news from Dow Jones News Service (DJNS) and Wall
Street Journal (WSJ). In a similar study, Engelberg et al. [10] indicated higher
abnormal returns of short sells based on news events in the Dow Jones archive.
Baker et al. [11] showed that investor sentiment for major stock markets has
an attack to the White House that President Obama was injured. The message was found to
be a hoax with rapid spread on the social media platform. Subsequently, it exert significant
downward pressure on the U.S. stock market, which suffered a large intraday decline of more
than 2%. Within minutes, the market quickly rebounded to its original level after it was
determined that the AP account was hacked.
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predictive power of the cross-sectional returns within markets, and Brown and
Cliff [12] demonstrated that investor sentiment predicts market returns with
its explanatory power on the deviations of stock prices from intrinsic value.
Garc´ıa [13] tracked the New York Times financial news columns from 1905 to
demonstrate that news content is more robust in predicting stock returns in
recessions. Kurov [14] further illustrated the impact of investor sentiment on
monetary policy decisions and the stock market. These studies are instrumental
in demonstrating the existence of investor sentiment along with its impact on
the financial markets.
Furthermore, the second area of literature focused on the empirical observa-
tions that media is an important factor of influencing investor sentiment [15],
and news and tweets sentiments exhibit persistent predictive power on finan-
cial market movement. For tweets sentiment, Bollen et al. [16] showed that
tweet messages have shown an accuracy 87.6% in predicting changes in DJIA
with a reduction of prediction error. Zhang et al. [17] further showed that the
emotional outbursts of tweet activities can predict the next day movement in
the financial market. Our previous study constructed a financial community
in the Twitter universe where its constituents’ interests are aligned with the
financial market, and we found that their tweet sentiment has significant corre-
lation with market returns and volatility [18]. On the other hand, a number of
empirical studies have demonstrated the significance of news sentiment towards
the financial market. Li et al. [19] quantified the media influence on the market
and concluded that news sentiment has a notable impact on the emotions and
decision-making of investors. Piˇskorec et al. [20] developed a measure of col-
lective behaviors based on financial news and showed that a news-based index
can be used as a volatility indicator. The authors further illustrated that the
cohesiveness in financial news has high correlation with market volatility [20].
In addition, corporate news events related to earnings announcements exhibit
clustering behavior and trigger significant short-term price changes [21]. Smales
[22, 23] illustrated that the empirical sentiment series can explain market re-
turns and volatility. In a former study, we presented evidence that there exists
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a feedback mechanism between news sentiment and market returns among the
major U.S. financial market indices, namely S&P 500, NASDAQ, and Dow Jones
Industrial Average [24].
As a natural extension of these empirical findings, there has been a growing
number of academic studies that showcase the potential of using sentiments for
developing and implementing trading strategies with advanced statistical meth-
ods. Dempster and Jones [25] developed a real-time quantitative trading system
based on six technical indicators and it generates positive returns with statisti-
cal significance. Tetlock [8] developed a trading strategy based on the content
of each firm’s news stories during the prior trading day, and concluded that the
negative fraction of the media content is a significant factor in earning substan-
tial risk-adjusted returns. On a related study, Khadjeh Nassirtoussi et al.[26]
applied a multi-layer dimension reduction algorithm on breaking news headlines
to predict the intraday direction of the USD-EUR pair in the foreign exchange
market with an accuracy of 83.33%. Ferguson et al. [27] demonstrated that
the long-short trading strategy with news sentiment has statistically significant
daily risk-adjusted returns of 14.2 to 19 basis points. Chen et al. [28] applied ge-
netic programming for performing dynamic proportion portfolio insurance and
the approach showed promise over the traditional constant proportion portfolio
insurance strategy. Mitra et al. [29] incorporated news sentiment in estimating
equity portfolio volatility along with market information. Genetic programming
has also been used in the area of technical trading, but has not been previously
explored with analysis on sentiment. Healy and Lo [30] demonstrated a real-
time news analytics framework to manage investment risks and returns with
Thomson Reuters NewsScope data. Leinweber and Sisk [31] leveraged the pre-
dictability of market returns based on extracted news media sentiment and
designed portfolio based trading strategies from sentiment signals.
The major contribution of this paper is to bridge the gap in the literature
to develop a trading strategy with the use of sentiment feedback between news
and tweets sentiment through genetic programming optimization. We argue
that there is an opportunity to unravel the potential of their interaction effects
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because of the unique nature of the two information sources and their evident
relationships with financial market movement. Using both sentiment sources,
this study presents a novel framework for applying genetic programming method
to optimize the performance of the trading strategy based on the sentiment indi-
cator. The framework leverages existing empirical findings on the relationships
observed among news sentiment, tweets sentiment and market returns. The
key intuition behind the sentiment indicator is that the joint momentum of the
two sentiment series leads to a robust signal for market anomalies which can
be exploited in the form of above-average trading profits. For instance, if both
news and tweets sentiments show strong momentum trending in one direction,
the market return is likely to follow in the same direction. An investor can
therefore establish a long position when the sentiment indicator generates such
signal and exits when the reversal appears. In addition, the two information
sources also display key distinguishable characteristics that the trading rules
can be constructed by choosing the optimal trade-off between the speed of in-
formation release and the reliability of the information. In the study, we find
that the sentiment indicator based genetic programming optimization approach
yields a superior trading performance. The out-performance suggests that the
sentiment-based indicator can be regarded as a valuable source of information
and further validates the value of both news and tweets sentiment in exploiting
trading opportunities. In addition, we conduct two experiments to evaluate the
influence of trading costs on the profitability of the proposed trading strategies.
The first experiment is to compute the break-even cost that eliminates the prof-
its generated by the trading strategy. It captures the maximum cost percentage
which the trading strategy can outperform the benchmark. The second experi-
ment is a sensitivity test on trading costs. According to the empirical evidence,
the trading costs of institutional investors on large-cap and liquid market is
estimated to be 20 bps [32, 33, 34]. We set the trading costs to 10, 20 and 30
bps and test the profitability of proposed strategies. The results suggest that
the sentiment feedback indicator generates robust profits and outperforms the
benchmark under the consideration of trading costs.
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The rest of the paper is organized as following. Section (2) introduces the
sentiment feedback strength indicator and genetic programing methodology.
Section (3) presents the three data sources of information along with their rela-
tionships, mainly in the form of tweets sentiment, news sentiment and market
returns. Section (4) demonstrates the application of a dynamic and adaptive
trading system with the proposed methodology. Section (5) discusses the key
findings of the sentiment indicator based trading strategies under the genetic
programming optimization framework and provides further explanation of the
key findings. Section (6) concludes the discussion and points out some future
research directions.
2. Methodology
Empirical evidence suggests that news sentiment, tweets sentiment and fi-
nancial market returns are closely connected [9, 10, 13, 16, 17, 18, 24]. This
section illustrates from an empirical perspective of the interactions among the
three time series and how they can be exploited in the form of profitable trading
opportunities. It is noted that the interaction is specific in unique time lag. For
example, tweet sentiment and news sentiment are shown to elicit a lag-1 and
lag-4 impact towards market returns respectively [18, 24] (see Figure 1). It is
the hypothesis of this study that the empirical phenomenon of previous findings
can be translated into a practical sentiment-based indicator that utilizes the
concept of feedback strength, i.e. the joint momentum of the two sentiment
series, to formulate profitable trading strategies.
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Figure 1: Relationships between tweets sentiment, news sentiment and market returns.
2.1. Tweets and news sentiment
For tweets sentiment, we adopt its definition from a former study by iden-
tifying a Twitter financial community and pinpoint its major influencers in the
social network [18]. From a large-scale data crawling effort, we define a com-
munity as a group of relevant Twitter users with interests aligned with the
financial market. We first identify 50 well-recognized investment experts’ ac-
counts in Twitter and use their common keywords to create the interests of
the financial investment community. By constructing the two layers of the ex-
perts’ followers, we apply a multitude of rigorous filtering criteria to establish
a financial community boundary based on their persistent interests in the topic
of financial investment [35]. After settling on a definition, we examine how
messages from key influencers in the community interact with social mood or
sentiment that tend to signal an impending upward or downward swing in the
market price movement. We use key network metrics such as out-degree central-
ity (DC), betweenness centrality (BC) and closeness centrality (CC) to identify
the financial community influencers and demonstrate that these key influencers
along with their weight of influence in the financial community will provide bet-
ter predictors of financial market movement measures [18]. We find that the BC
group consistently outperformed the DC and CC groups. The sentiment regres-
sion model of the BC group has shown significance across all market returns at
the level of 95%. Based on the empirical experiment, we adopt the use of the
betweenness centrality in the model. In this study, we utilize the sentiment mea-
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sure expressed by the key influencers in the Twitter financial community. The
algorithm takes into consideration of the connectedness of the key influencers
in the network, their sentiment scores and relevance of the message content
benchmarked to a collection of financial entity words.
For extracting sentiment, we initially check words and phrases in each mes-
sage with the financial entity word list, that the entities are scored based on
their relevance to financial market [18]. The entity score of a message is defined
as the highest score of all entities appeared in the message (see equation (1)).
Sentity(i) = max(ω(W
i
message ∩Wfe))
i = 1, 2, . . . , N
(1)
where Sentity(i) is the financial entity score of message i, W
i
message is the word
set split from message i, Wfe is the financial entity word set, ω(W) is the
financial entity weight set of word set W, N is the number of message and
nmatched is the number of matched financial entities.
Our sentiment algorithm is based on the use of the SentiWordNet2 dictio-
nary, a lexical resource with words linked to sentimental scores. SentiWordNet
assigns corresponding sentiment scores to word entities in terms of positivity,
negativity, and objectivity [36]. The SentiWordNet dictionary has been widely
applied in recent studies with sentiment analysis [37, 38, 39, 40]. In this study,
we compute the message sentiment score as the average of SentiWordNet senti-
ment for all words in the message, with the adjustment of financial entity score
(see equation (2)).
Ssentiment(i) =
∑
j n
j
i × s(j)∑
j n
j
i
× Sientity × sgn(i)
sgn(i) =
−1 if W
i
message ∩Wneg 6= ∅
1 others
(2)
2The SentiWordNet dictionary a lexical resource explicitly devised for support-
ing sentiment classification and opinion mining applications, and it is available on
http://sentiwordnet.isti.cnr.it/.
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where Ssentiment(i) is the sentiment score of message i, Sentity(i) is the financial
entity score of message i computed by Eq.(1), Wimessage is the word set split
from message i, Wneg is the negative connotation word set, n
j
i is the number
of occurrence of SentiWordNet word j in message i, s(j) if the sentiment score
of word j.
According to our previous findings that Twitter user centrality determines
the influence of their messages in the financial community, we include the user
centrality score in the daily tweets sentiment calculation. The daily user senti-
ment measure is the average score of all messages in each day (see equation (3)),
which leads to the computation of the daily tweets sentiment as the weighted
average user sentiment score (see equation (4)).
Suser(i, t) =
∑n(t)i
k=1 Ssentiment(k)∑n(t)i
k=1 Sentity(k)
(3)
where Suser(i, t) is the daily user sentiment score of user i on day t, n
(t)
j is the
number of message by user j on day t, Ssentiment(k) and Sentity(k) are sentiment
score and entity score of message k.
Stweets(t) =
1
N
N∑
j=1
ωjSuser(i, t) (4)
where Stweets(t) is the daily tweets sentiment score on day t, ωj is the centrality
score of user j.
For news sentiment, we also follow the lexicon-based approach in leveraging
the word dictionaries to generate sentiment scores. Through a four-step proce-
dure, we convert the raw text format into daily news sentiment score for the
empirical study. With the complex textual structure, we initially decompose the
raw text into individual words with the removal of stop words. We then apply
lemmatization techniques to convert different inflicted forms of a word into a
uniform entity. For instance, we would regard “rising”, “risen” and “rises” as
the word entity “rise”. For each word in the news content, we extract the associ-
ated score from the sentiment dictionary and finally, we generate the sentiment
score for each news text by averaging all individual word scores. To compute
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the daily news sentiment, we aggregate all news articles published in each day
and compute the daily average value of news sentiment scores (see Eq. 5). In
addition, the relative publication frequency of individual vendors is accounted
for in the calculation. The intuition is that the more established media entities
tend to publish more frequently and therefore, their news articles can reach a
wide audience.
Snews(t) =
1
N
N∑
i=1
1
ni
ni∑
j=1
S(j) (5)
where Snews(t) is the daily news sentiment score on day t, S(j) is the Senti-
WordNet sentiment score for word j, ni number of word in new article i, N is
the total number of news article in a day.
2.2. Sentiment feedback strength indicator
We construct a sentiment indicator based on the feedback strength of two
sentiment series. The intuition behind the feedback strength indicator is that
the joint momentum of the two sentiment series leads to significant market
anomalies which can be exploited in the form of above-average trading profits.
The feedback relation between the sentiment series can be a valuable source
of information to explain market movement. For instance, if both news and
tweets sentiments show strong momentum in trending in one direction, the
market return is likely to follow in the same direction. An investor can therefore
establish a long position when the sentiment indicator generates such signal and
exits when the reversal appears. Aligned with the intuition to reflect the joint
momentum of the sentiment series, a weighted scoring approach is applied with
the weight of respective sentiment.
 SMAnnews(t) = 1n
∑t−1
i=t−n Snews(i)
SMAntweets(t) =
1
n
∑t−1
i=t−n Stweets(i)
(6)
where SMAnnews(t) and SMA
n
tweets(t) are the simple moving average of the
news sentiment series and tweets sentiment series with a window of n periods at
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time t, Snews(i) and Stweets(i) are the value of the news sentiment and tweets
sentiment at time i respectively.
FSI(ωnews,ωtweets,nnews,ntweets)(t) = ωnewsSMA
nnews
news (t) + ωtweetsSMA
ntweets
tweets (t)
(7)
where the FSI(t) is the feedback strength indicator with the linear function
of simple moving averages for news and tweets sentiment, ωnews and ωtweets =
1 − ωnews are the weights of news sentiment and tweets sentiment, nnews and
ntweets are moving average periods for news and tweets respectively.
2.3. Technical indicators
In addition to the sentiment feedback strength indicator, the moving av-
erage convergence/divergence (MACD) and the relative strength index (RSI)
are chosen as the technical indicators. The two indicators have been frequently
referenced in existing technical trading literature with substantial value in fore-
casting market direction [41, 42]. Fang et al. [43] suggested the predictive
power of these two indicators with an evolutionary trend reversion model. The
inclusion of these technical indicators expands the search space in the genetic
programming framework with our sentiment feedback strength indicator. The
formulas of the respective technical indicator are defined as below:
• Moving Average Convergence Divergence (MACD)
The Moving Average Convergence Divergence (MACD) was first invented
by Gerald Appel and later enhanced by Thomas Aspray [44, 45]. The
intuition behind the MACD indicator is that the comparison between the
short- and long-term moving averages of an underlying stock’s movement
plays a significant role in signaling short-term price momentum. The
indicator has been widely applied to identify the trend direction and mo-
mentum.
EMAnp (t) =
2
n+ 1
p(t) +
n− 1
n+ 1
EMAnp (t− 1) (8)
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where EMAnp (t) is the exponential moving average of market price with
a window of n periods at time t, p(t) is the market price at time t.
MACD
(nlong,nshort)
p (t) = EMA
nlong
p (t)− EMAnshortp (t) (9)
where MACDp(nlong, nshort) is the MACD between the short-term and
long-term moving average of the market price with nshort periods and
nlong periods respectively.
• Relative Strength Index (RSI)
The Relative Strength Index (RSI) was developed by J. Welles [46]. The
intuition behind the RSI indicator is its evaluation of the current and
historical strength of the stock within a recent trading period. RSI is re-
garded as a momentum oscillator that measures the magnitude and speed
of the underlying stock’s price movement. It has been identified to identify
trends, divergence and overbought and oversold conditions [46].
RSn(t) =
SMAnpup(t)
SMAnpdown(t)
(10)
where RSn(t) is the relative strength on day t during with n days window,
SMAnpup(t) and SMA
n
pdown
(t) are the average up prices and the average
down prices during the past n days.
RSIn(t) = 100− 100
1 +RSn(t)
(11)
where RSIn(t) is the relative strength indicator of day t.
2.4. Genetic programming as an optimization approach
Genetic programming is a special class of genetic algorithm, which was first
developed by John Holland in 1992. Genetic algorithm was built on the premise
of the natural selection process that individual action with condition is evaluated
with a pre-specified fitness function until the optimal combination is reached.
Holland illustrated that “a population of fixed length character strings can be
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genetically bred using the Darwinian operation of fitness proportionate repro-
duction and the genetic operation of recombination” [47]. The central goal of
using genetic algorithm is to exploit a vast region in the search space and at
the same time to manipulate variations of strings [48]. The difference between
genetic programming and genetic algorithm lies on the representation of the
varying string length in the search space. Genetic programming is an iterative
algorithm that searches for optimal program with the objective of satisfying the
best fitness function (see Algorithm 1). It allows solutions to be represented
by a flexible string length with the Boolean operators connecting the combi-
nations of indicators (see Figure 2). For example, we can construct solutions
with different combinations of indicators and parameters in contrast to the fixed
set of indicators that we have to use for each search. Moreover, GP requires
input solutions to be represented in a tree structure to accommodate the flexi-
bility. Three major genetic operators are applied to a given problem during the
optimization process: mutation, crossover and encoding.
1: Randomly create an initial population of individuals from the
available function and terminal set;
repeat
2: Execute each individual and compute its fitness;
3: Select one or two individual(s) from the population with a
fitness-based probability to participate in genetic operations (i.e.
crossover and mutation). ;
4: Create new individual(s) by applying genetic operations with
specified probabilities of crossover or mutation;
until Stopping condition is met ;
return the best-so-far individual;
Algorithm 1: Genetic Programming algorithm
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2.4.1. Function and terminal set
One of the preparatory steps in genetic programming is to specify a set of
functions and terminals, that are essential to establish a diverse universe of pro-
grams in the search space. A function set represents as the branches within the
tree structure and typically includes statements, operators and functions [49].
In our study, the boolean operators, sentiment feedback strength and technical
indicators constitute the primary function set in the optimization framework.
A terminal set, on the other hand, represents the parent nodes in the tree struc-
ture and is designed to parameterize the specified function set. As one of its
key forms suggested by Banzhaf et al. [49], constants are selected as terminal
set in the form of integer, real number and boolean variable.
Function Set:
– Trading Signal Functions
1. Sentiment Strength Indicator Signal
Signal
(ωnews,ωtweets,nnews,ntweets,θ)
FSI (t) ={
1, FSI(ωnews,ωtweets,nnews,ntweets)(t− 1) > θ
0, otherwise
(12)
where SignaltFSI(ωnews, ωtweets, nnews, ntweets, θ) is the binary
feedback strength signal with threshold of the summation θ.
2. MACD Signal
Signal
(nlong,nshort,nsignal)
MACD (t) =

1, MACD
(nlong,nshort)
p (t− 2) < EMAnsignalMACD(t− 2)
&MACD
(nlong,nshort)
p (t− 1) > EMAnsignalMACD(t− 1)
0, MACD
(nlong,nshort)
price (t− 2) > EMAnsignalMACD(t− 2)
&MACD
(nlong,nshort)
price (t− 1) < EMAnsignalMACD(t− 1)
Signal
(nlong,nshort,nsignal)
MACD (t− 1), Others
(13)
15
where SignaltMACD(nlong, nshort, nsignal) is the binary signal of
MACD crossover.
3. RSI Signal
Signal
(n,θ)
RSI (t) =

1, RSIn(t− 2) < θ
&RSIn(t− 1) > θ
0, RSIn(t− 2) < (100− θ)
&RSIn(t− 1) > (100− θ)
Signal
(n,θ)
RSI (t− 1), Others
(14)
where Signal
(n,θ)
RSI is the binary signal of RSI indicator.
– Boolean Operator: AND, OR
Terminal Set:
– Integer constants: discrete uniform random variable from {n ∈ N :
1 ≤ n ≤ 30}
– Real constants: uniform random variable from {r ∈ R : −0.1 ≤ n ≤
0.1}
– Boolean constants: True, False
2.4.2. Representation
This study applies the standard framework of genetic programming to lo-
cate the optimal trading strategy with the proposed sentiment indicator based
and technical indicator based trading rules. Based on our design, each in-
dividual represents a trading strategy with combination of different trading
rules and optimized parameters. In the genetic programming (GP) framework,
we first initialize the population of programs constructed from the sentiment
feedback strength indicator and the technical indicators. Through the search
process, we incorporate the Boolean operators, “AND” and “OR”, for allow-
ing different combinations of the indicators. For instance, the framework has
the ability to develop a trading strategy with the configuration in the form of:
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Figure 2: Sample tree structure outputs of Genetic Programming.
FSI(0.3, 1, 4, 0.25)‖(MACD(12, 26, 9)&RSI(14, 20)) (see Figure 2). As demon-
strated, the sample strategy is a resultant combination of three indicators with
its corresponding parameters. As a natural extension, the algorithm then gen-
erates trading signals in the form of “TRUE/FALSE” signal at each time period
and computes its respective trading performance (see Figure 2). Following the
design of long-only strategy, “TRUE” and “FALSE” signal represent long posi-
tion and empty positions respectively. For a “TRUE” signal, the system records
the cumulative returns over the holding period until a reversal of the trading
signal appears. For example, if a position is established on day 1 and closed
on day 10, the trading return is calculated as the cumulative returns over the
10-day period. With the trading signals generated by the strategy, the algo-
rithm ascertains its fitness and then performs genetic operations in crossover
and mutation with specified probabilities.
2.4.3. Fitness evaluation: Sterling ratio
Risk-adjusted measures are commonly used when evaluating trading strate-
gies. Under the classical framework of the Capital Asset Pricing Model (CAPM),
Sharpe ratio, Jensen’s alpha, Treynor’s ratio and Information ratio were first
proposed. The focus to prevent substantial loss has then become a priority for
investors, and risk-adjusted measures, such as Sterling ratio, Calmar ratio and
Burke ratio, have been designed to factor drawdown into the underlying risk
measures. Over time, there are more advanced measures for assessing the per-
formance of trading strategies such as the lower partial moment, Sortino ratio,
Kappa measures, Value at risk (VaR) along with its alternative conditional and
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modified forms (CVaR and MVaR). Over considerations of the feasibility and
compatibility for the sentiment indicator based genetic programming framework,
we select Sterling ratio as the performance measure for evaluating the profitabil-
ity of the trading strategy population. The reasons are twofold: First, Sterling
ratio captures the total cumulative returns over the duration in the trading
strategy which is often the most important criteria for measuring financial suc-
cess. Second, the ratio takes into consideration of the maximum drawdown over
a specified investment period which investors are often more sensitive over other
risk measures. The advantage of using the maximum drawdown over standard
deviation is the emphasis on downside risk that the trading strategy does not
yield substantial losses and therefore achieve capital protection.
Sterling =
Rtotal
1− avg(max(Drawdown)) (15)
where Sterling is the Sterling ratio for one strategy, Rtotal is the total cu-
mulative returns and avg(max(Drawdown)) is the average monthly maximum
drawdown.
2.4.4. Genetic operators
Mutation and crossover are used as the primary genetic operators under the
genetic programming framework. These genetic operations facilitate the evolu-
tionary process by generating individual programs for the new population. As
a result, they increase the speed of convergence and the likelihood of the op-
timal solution achieving global optimal point. Both parameters in the genetic
operators are determined based on a sensitivity assessment of the genetic pro-
gramming framework. We observe that the computational efficiency is severely
impacted when the selection criterion is too aggressive. On the other hand,
conservative parameter selection leads to suboptimal convergence, possibly due
to omission of significant changes within the tree structure.
• Crossover is the process when two parent individuals combine to generate
new offspring. In other words, the parents swap subtrees from each other
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Figure 3: Crossover diagram.
Figure 4: Mutation diagram.
and form new individuals (see Figure 3). The purpose of the crossover
operation is to explore combinations of good-performing individuals to
form larger and better individuals. In our design, each node (along with
its subtree) in the parent individuals is set to follow a 50% probability of
crossover.
• Two types of mutation can be applied in genetic programming: function
replacement and subtree replacement. First, the first type retains the
original tree structure by replacing one node while the second type replaces
the whole subtree stemmed from one node. Due to the complexity of
functions and type constraints in our framework, we prefer the subtree
replacement as the mutation mechanism with a 90% probability for each
node in an individual program (see Figure 4).
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3. Data
Using Twitter API, we collect a total of 1, 271, 308 tweet messages between
August 1, 2012 and January 30, 2015 from a selective group of Twitter users.
These users, known as critical nodes, are situated at the most central loca-
tions among the Twitter Financial Community which we define as a subset of
the Twitter universe with direct interest and relevance to the financial mar-
ket [35, 18]. The empirical evidence suggests that the sentiment expressed by
these critical nodes has predictive and persistent relationship with key financial
market indices [18]. For this study, we select the top 200 users with the highest
betweenness centrality which was determined to provide the most significant sig-
nal on explaining market returns. Our previous study found that selecting the
top 200 users in the betweenness centrality group provides the most significant
signal, and a group with more than 200 critical node users dilutes the signifi-
cance of the model but the result remains robust at a high significance level[18].
To address over-fitting problem, these influences will be reevaluated during the
training period and the influential accounts are independently reselected based
on the set criteria.
We build a news crawler that extracts relevant market-related news entries
from the Northern Light SinglePoint business news portal and pre-processes
them into news sentiment. The news crawler features a Java-based platform
that utilizes pre-specified query such as S&P 500 and NASDAQ, and records
attributes such as the title, summary, description and the sentiment. The news
data contains 569 business days across the evaluation period. A total of 2,420
distinct news providers were captured within this dataset, representing a diverse
group of media sources. Textual information collection based on query searching
is a widely used approach. Differing from most research that used a list of
market-related queries to gather information that represents the overall market
condition [50, 51], we use query to collect news related to specific stock tickers.
For example, the stock ticker “C” is linked with query “Citi Group” so that
news content containing this query will be stored and matched with the ticker.
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In summary, a total of 678, 378 news articles that are collected between August
1, 2012 and January 30, 2015 are extracted from the database for the empirical
analysis.
The S&P 500 ETF is used in this study for analysis, whose characteristics
largely mirror the underlying S&P 500 index in terms of price and yield perfor-
mance. Given its wide popularity among institutional and retail investors, we
choose the S&P 500 ETF as a suitable representation of the U.S. broad market
performance in this study. We collect daily historical return of these indices
through Bloomberg Terminal from July 31, 2012 to January 30, 2015. The data
was based on end-of-day price (closing price) for the U.S. domestic market. An
important pre-processing step is to transform the index prices into log-returns
and align them with corresponding tweets and news sentiment.
Market movement has been empirically linked to tweet and news sentiment
in previous studies. First, we show that the tweet sentiment expressed by the
critical nodes has a significant lag-1 relation with major market indices includ-
ing the S&P 500 index [18] (see Table 7). It illustrates that the community
would be more representative to market participant’s beliefs, and consequently
the sentiment extracted from this financial community would serve as a better
predictor to the market movement. Second, news sentiment exhibits a lag-4 ef-
fect on market returns and conversely market returns elicit consistent lag-1 and
lag-2 effects on news sentiment [24] (see Table 8). This finding suggests that
news sentiment drives trading activity and investment decisions. Subsequently,
heightened investment activity further stimulates involuntary responses, which
manifest in the form of more news coverage and publications.
In addition, we would like to investigate whether news and tweet sentiments
have relation with each other in different time scales. As a novel empirical
finding, the results of the linear regression model reveals a significant lag-3
impact from news sentiment to tweet sentiment (see Table 9). In other words,
the news sentiment from three days ago helps explain the tweet sentiment on
the current day. This finding reaffirms the previous studies on the lag-1 and
lag-4 impact from tweets and news sentiment respectively. Furthermore, it
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Figure 5: Trading system flow chart.
unravels the potential interplay between the two sentiment series and provides
an intuitive basis for formulating and validating the sentiment indicator based
trading strategy.
4. Application: Trading system
4.1. System overview and construction
The objective of this section is to showcase the existence of profitable trad-
ing opportunities using both price and sentiment dataset. With the proposed
genetic programming methodology, we extend its application and construct a
dynamic and adaptive trading system. The motivation of such system hinges
on the realistic need of a practical trader who not only expects positive risk-
adjusted returns, but also demands its configuration to evolve with changing
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market conditions. Therefore, the design of the trading system emphasizes on
three main features: performance, risk mitigation and dynamic adaptation. The
first two features aim at generating superior performance with absolute financial
gains but avoiding substantial loss scenario. The last feature is the dynamic ca-
pability of the trading system to adjust its model parameters with more recent
data set.
To further illustrate the construction process, the trading system can be
decomposed into two frameworks in modeling and testing (see Figure 5). The
entire process is adaptive to both the training period and the maximum loss.
If the training data is more than one year old, the system will automatically
retrain the model with the updated data. If the trading loss exceeds a preset
stop-loss threshold, the system will also automatically retrain the model with the
most updated data. The parallelogram represents the initial setup parameters;
the rectangle boxes represent major computational steps; the rhombus boxes
represent major decision points; the two major components are denoted as step
3 and 6.
4.1.1. The modeling framework
The design of the modeling framework utilizes the genetic programming
methodology in constructing the underlying model with the training data. In
this study, the initial setting is first defined and the modeling parameters are
used to govern the specification of the optimization framework (see step 1 and
step 2 in Figure 5). The duration of the training period is selected as one year,
which the system takes the first year of data for model training and reserves the
subsequent year of data in the testing framework. With the specified indicator
set, the aim of this framework is to identify the strategy with the best perfor-
mance in Sterling ratio through an iterative process. As for the details of the
experimentation, we allow 100 iterations for each run of the experiment to test
whether a strategy yields a better Sterling ratio compared to its predecessor (see
step 3 in Figure 5). The modeling framework continues to search for the best
strategy until the maximum number of runs is reached (i.e. 50 runs), and both
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configuration of the strategy and its corresponding Sterling ratio are recorded
(see step a and step b in Figure 5).
4.1.2. The testing framework
With the best strategy identified from the modeling framework, the trading
system tests its performance against two conditions for potential strategy ad-
justment (see step 4 to step 9 in Figure 5). First, the system actively checks
whether the underlying strategy results in a daily loss of more than a threshold
percentage during the testing period. If the condition is met, the system per-
forms an adjustment to the strategy by running the modeling framework with
the training data dating back from the time when the major loss is incurred
(see step f in Figure 5). Second, there is a time condition applied to limit the
duration of the out-of-sample period as time evolves (see step e in Figure 5).
In the testing framework, the duration of the out-of-sample period is set to one
year. In other words, the system utilizes the subsequent year of data following
the training period. Both conditions allow the trading system to continuously
adapt to changing market landscape with a more robust and risk-averse under-
lying strategy.
4.2. Experimentation for trading system
One of the important milestones of the study is to evaluate the performance
of the trading strategies with different groups of indicators. Using the trading
system, we establish three independent function sets with unique groups of
indicators in the genetic programming configuration:
1. Combination of Sentiment indicator and Technical indicators
2. Sentiment indicator only
3. Technical indicator only
This arrangement seeks to distinguish the difference among indicator groups
and therefore yields insight towards the value of using a sentiment based indi-
cator. Table 1 lists the trading system parameters with respect to the three
corresponding systems.
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Table 1: Trading system parameters.
Combination Sentiment-only Technical-only
Initialization
Data 08/01/2012-01/30/2015
Training Period 1 Year
Testing Period 1 Year
Genetic Function Set FSI, MACD, RSI FSI MACD, RSI
Programming Crossover Rate 0.5
Parameters Mutation Rate 0.9
Testing
Maximum-Loss -5.00%
Parameter
4.2.1. Trading strategy benchmark: Buy-and-hold strategy
For additional comparison, we establish a buy-and-hold strategy as the
benchmark for evaluating the performance of the trading strategy. At the begin-
ning of the holding period, an open position is established by buying the S&P
500 ETF and the unrealized profit and loss is recorded on a daily basis. At the
end of the period, the position on S&P 500 ETF is closed. In the study, we use
Sterling ratio, Total Profit/Loss, Average Profit/Loss per trade, Standard Devi-
ation, Percentage of Winning Trades and Trading % as the major performance
measures in the evaluation process.
4.2.2. Trading costs
Trading costs can be broadly categorized in terms of explicit costs such as
brokerage and taxes, and implicit costs, which include market impact costs,
price movement cost, and opportunity cost, etc. The implicit costs normally
have to be estimated. Considering that trading costs affect the profitability of
the trading strategies, we implement two additional tests to evaluate the chance
of proposed trading system to survive from both implicit and explicit impacts.
First, we estimate the break-even costs following the “double-or-out” strat-
egy according to Bessembinder and Chan [52]. In this experiment, the trader
borrows capital to hold two positions when the strategy is “in market” and holds
one standard long position when the strategy is “out of market” [52, 53, 54].
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A larger break-even cost indicates a stronger ability to tolerate market impacts
and a higher flexibility regarding the trading timeliness. In the second exper-
iment, we apply sensitivity analysis by testing a series of trading costs in the
system. This is useful to evaluate the impacts to dynamic readjustments and
trading decisions. Several empirical studies have evaluated trading costs in the
U.S. market. Chan and Lakonishok [32] designed the trading cost evaluation
based on market capitalization and trade complexity. They illustrated that the
average round-trip total costs for large-cap stock trades on NYSE is 20 bps. In
a similar study, Keim and Madhavan [33] decomposed trading costs into explicit
and implicit components and argued that the average total costs in NYSE and
AMEX range from 30 to 200 basis points. For pension fund, the market impact
cost and execution costs for buy orders are estimated as 20 basis points and 27
basis points respectively [34]. The choices of trading costs are functions of the
underlying trading securities and markets. For example, Fong and Yong [53]
chose 50 bps according to the analysis on global equity market, and Harris and
Yilmaz [55] chose a lower rate of 10 bps for foreign exchange market. In this
study, we test the trading system performance with one-way trading costs of 10
bps, 20 bps, and 30 bps that are consistent with the empirical evidences.
5. Key findings
The key findings of the study can be decomposed into two parts. The first
part presents the statistical evidence of out-performance using the genetic pro-
gramming methodology with the proposed sentiment feedback strength indica-
tor. To further confirm its validity, the second part demonstrates the existence of
a profitable trading strategy through the construction of a dynamic and adap-
tive trading system, through its superior comparison of performance against
other established benchmarks.
5.1. Optimization findings
To evaluate the performance of the genetic programming algorithm, we con-
duct 1,000 experiments with each indicator group as the primary function set:
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sentiment-indicator-only, technical-indicator-only, and the combination of both
indicators. For each experiment, the number of iterations is chosen as 100
times to ensure better convergence and consistency of the solution. In addition,
the algorithm performance is compared using both full period (08/01/2012-
01/30/2015) and out-of-sample period (11/01/2013-01/30/2015). The optimiza-
tion results suggest that the sentiment-indicator-only strategy is superior to the
combination approach and the technical-indicator-only strategy in terms of Ster-
ling ratio and the total return. The finding is also significant for both full-period
and out-of-sample period. Another noted observation is that the winning per-
centage is among the highest for the sentiment-indicator-only strategy at an
average of 58%. In terms of the dispersion of the results, the sentient-indicator-
only strategy and the combination approach exhibit the highest consistency
with smaller inter-quantile range . The technical-indicator-only strategy, on the
other hand, yields a wider range of results suggesting that its performance is not
as reliable as the other two experiments. In addition, it is crucial for the genetic
programming framework to converge towards the optimal solution within the
search space. We record the corresponding returns, risk, Sterling ratio and the
number of trades for each iteration. The findings show that all 4 measures con-
verge within 10 iterations, suggesting that the genetic programming framework
provides reliable and efficient output (see Figure 6).
To further validate the robustness of the above results, we conduct the Anal-
ysis of Variance to examine whether there is any statistical difference among the
means of the three optimization results. Comparing Sterling Ratio, Total Profit,
Winning Percentage and Sharpe Ratio, we find that the performance metrics
differ significantly among different indicator groups (See Table 2). Moreover,
this finding is consistent across the out-of-sample period with p-value under
0.05. As an extension to reveal information about the relative difference, the
Tukey’s Honest Significance test is conducted at the confidence level of 95%.
The result suggests that the sentiment-indicator-only strategy outperforms the
combination approach and the technical-indicator-only strategy in terms of all
four performance metrics with a significance level under 0.05 (see Table 3). The
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(a) Sterling ratio convergence
(b) Returns convergence
(c) Risk convergence
(d) Number of trades convergence
Figure 6: Convergence of Sterling ratio, returns, risk, and number of trades.
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technical-indicator-only strategy yields the worst performance, followed by the
combination approach. The result using the Tukey’s test is also consistent using
the out-of-sample period (see Table 4).
Table 2: ANOVA test of different performance measures
Full Period Out-Sample Period
F-statistic p-value F-statistic p-value
Sterling Ratio 168.2 < 2× 10−16∗∗∗ 562.4 < 2× 10−16∗∗∗
Total Profit 225.7 < 2× 10−16∗∗∗ 591.1 < 2× 10−16∗∗∗
Winning % 1111 < 2× 10−16∗∗∗ 734.8 < 2× 10−16∗∗∗
Sharpe Ratio 20.86 1.01× 10−9∗∗∗ 441.6 < 2× 10−16∗∗∗
Note: ∗∗∗ 1% confidence level,∗∗ 5% confidence level, and ∗ 10% confidence level.
Table 3: Tukey’s Honest significance test (Full Period)
“SI+TI” vs. “SI” “TI” vs. “SI” “TI” vs.“SI+TI”
Diff. p-value Diff. p-value Diff. p-value
Sterling Ratio -0.56% 0.00∗∗∗ -1.20% 0.00∗∗∗ -0.65% 0.00∗∗∗
Total Profit -2.35% 0.00∗∗∗ -5.13% 0.00∗∗∗ -2.79% 0.00∗∗∗
Winning % -1.48% 0.00∗∗∗ -3.91% 0.00∗∗∗ -2.43% 0.00∗∗∗
Sharpe Ratio -0.038 1.00e− 07∗∗∗ -0.039 1.00e− 07∗∗∗ 0.001 0.996
Note: ∗∗∗ 1% confidence level,∗∗ 5% confidence level, and ∗ 10% confidence level.
Table 4: Tukey’s Honest significance test (Out-Sample Period)
“SI+TI” vs.“SI” “TI” vs. “SI” “TI” vs. “SI+TI”
Difference p-value Difference p-value Difference p-value
Sterling Ratio -1.16% 0.00∗∗∗ -3.33% 0.00∗∗∗ -2.17% 0.00∗∗∗
Total Profit -1.67% 0.00∗∗∗ -4.83% 0.00∗∗∗ -3.16% 0.00∗∗∗
Winning % -1.08% 0.00∗∗∗ -3.06% 0.00∗∗∗ -1.99% 0.00∗∗∗
Sharpe Ratio -0.092 0.00∗∗∗ -0.262 0.00∗∗∗ -0.170 0.00∗∗∗
Note: ∗∗∗ 1% confidence level,∗∗ 5% confidence level, and ∗ 10% confidence level.
5.2. Trading system performance comparison
Using the trading system, this section presents the performance comparison
of the sentiment feedback strength based trading strategies against two bench-
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marks. The first benchmark is a strategy that utilizes the genetic programming
framework to generate trading signals based on entirely technical indicators
only. The rationale behind this strategy is that GP can generate useful techni-
cal trading rules with optimal set of parameters. The second benchmark is the
traditional buy-and-hold strategy that is commonly utilized by small investors
and mutual funds.
The comparison results show that both sentiment indicator based trading
strategies provide a clear edge over the two benchmark strategies in terms of
higher Sterling ratio and total profit/loss (see Figure 7). The optimal sentiment-
only strategy and combination approach generate over 14.7% Sterling ratio com-
pared to 10.4% and 13.6% from technical indicators-only strategy and the buy-
and-hold strategy respectively (see Table 5). For the comparison of the total
profit/loss over the evaluation period, the sentiment feedback strength based
strategies yield the best performances at cumulative returns over 25.5% com-
pared to 17.4% and 23.3% from the two benchmark strategies respectively. On
the other hand, the results related to the sentiment indicator based trading
strategies suggest that sentiment provides support in controlling loss indicated
by the significantly lower monthly maximum drawdown at -5.9% and -7.2% in
contrast to -8.1% and -7.6% for the two benchmark strategies. We find that
the percentage of winning trades is also higher at 57.0% and 57.6%. From a
standpoint of evaluating the strategy risk, the standard deviation of the daily
returns is slightly lower at 10.7% and 10.8% compared to 11.2% and 11.3% for
the technical indicator strategy and the buy-and-hold strategy respectively.
30
Figure 7: Cumulative return of trading strategies.
Table 5: GP optimization trading strategy performance
Sentiment Combination Technical Buy-and-Hold
Indicator Indicators Strategy
Number of Testing Days 377 377 377 377
Percentage of Winning 57.0% 57.6% 54.4% 56.8%
Total Profit/Loss 25.6% 25.5% 17.4% 23.3%
Standard Deviation 10.7% 10.8% 11.2% 11.3%
Monthly Max Drawdown -5.9% -7.2% -8.1% -7.6%
Sterling Ratio 14.8% 14.7% 10.4% 13.6%
Sharpe Ratio 1.36 1.41 0.96 1.24
5.3. Trading profits and trading costs
This section examines the impact of trading costs on the profitability of
trading strategies. During the estimation process, it is our goal to come up with
a trading cost that is as realistic and reasonable as possible. In the evaluation
of break-even cost, we do not consider the technical-only strategy as its profit is
lower than the S&P500 benchmark. For sentiment-only strategy and combina-
tion strategy, the round-trip break-even costs are found to be 92 bps and 10 bps
respectively. Although the two strategies exhibit similar profitability without
the consideration of trading costs, the higher break-even cost for sentiment-only
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strategy indicates that the strategy can endure larger market impacts and still
be more profitable than combination strategy in real transactions. In addition,
empirical evidences showed that the average round-trip trading cost of large-cap
stocks on NYSE is at least 20 bps [32, 33], which is significantly lower than that
for the sentiment-only strategy. We do not consider margin cost as the study
focuses on a long-only strategy, which does not require borrowing money to
purchase stock. In addition, we do not evaluate the impact of order size on the
performance comparison due to the observation that S&P500 is a highly liquid
market. With transaction costs and market impacts, the sentiment-only strat-
egy yields superior risk-adjusted return ratio while the combination-strategy
does not.
In the sensitivity test, we applied one-way trading costs of 10 bps, 20 bps,
and 30 bps respectively. In these experiments, the profitability of sentiment-only
strategy is largely unaffected. In particular, when the trading cost is less than 20
bps, the sentiment-only strategy outperforms the buy-and-hold strategy using
the S&P 500 market benchmark (see Table 6). A noted observation is that, in
this test, the threshold of eliminating all profits over benchmark turns out to be
around 20 bps, significantly lower than the break-even cost. The rationale is that
the extra costs trigger the loss readjustment earlier and then generate different
trading flows. Overall, the profitability of sentiment-only strategy is acceptable
for institutional investors based on the assumption of less than 30 bps round-
trip trading cost. The combination strategy fails to keep the high level of profits
under the lowest 10 bps setting as it generates excessive turnover. For example,
the number of trades for sentiment-only strategy and combination strategy with
20 bps trading cost are 7 and 14 respectively. Through this sensitivity test, we
demonstrate that the sentiment-indicator strategy provides the best trade-off
between capturing price trend and over-trading.
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Figure 8: Optimal sentiment indicator based trading strategy signals.
Note: The line shows the S&P 500 ETF price, and the background shaded areas indicate the
holding periods.
Table 6: Trading strategy performance with trading costs
Trading Cost Performance Measure Sentiment Combination Technical
(One-Way) Indicator Indicators
Total Profit/Loss 24.7% 20.2% 12.1%
10 bps Sterling Ratio 14.6% 12.1% 7.5%
Sharpe Ratio 1.33 1.21 0.81
Total Profit/Loss 23.0% 17.4% 8.9%
20 bps Sterling Ratio 13.6% 10.6% 5.6%
Sharpe Ratio 1.24 1.06 0.61
Total Profit/Loss 21.3% 14.8% 5.8%
30 bps Sterling Ratio 12.7% 9.1% 3.7%
Sharpe Ratio 1.15 0.91 0.40
5.4. Discussion
Through the search for the optimal sentiment indicator based strategy, we
find that the lag-1 news sentiment and lag-2 tweets sentiment are the most dom-
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inant factors in the formulation of the optimal trading strategy. In other words,
the trading signals based on the sentiment feedback strength indicator rely sig-
nificantly on business news articles published one day ago and tweet messages
generated by the Twitter financial community two days ago. The key findings
suggest that the combination of the two factors generates the best performance
in terms of Sterling ratio and the percentage of winning trades. Furthermore,
the lag-2 tweets sentiment exhibits a stronger effect on triggering trading signals
over the lag-1 news sentiment, demonstrated by the higher parameter weight
determined by the algorithm. On the contrary, the lag-1 news sentiment dis-
plays a greater sensitivity in affecting market returns, reflected by the lower
summation threshold in the sentiment feedback strength indicator. In terms
of trading frequency, the optimal sentiment indicator based strategy generates
more trading signals at the latter portion of the evaluation period (see Figure
8). This is reflective of its adaptive feature to increasing market-wide volatility.
Another observation involves the chosen period of the study from 2012 to
2015, which signifies the recovery period from the 2008 financial crisis. De-
spite the strong bull market, our trading methodology has shown to provide
significant out-performance relative to the benchmark in terms of risk-adjusted
returns. In addition, the strategy fares well across different market conditions
with the consideration of transaction costs. In Figure 8, the market is rela-
tively stable in 2013 and 2014. Our algorithm trades less frequently, reflective
of the longer holding period compared to the end of 2014 and the beginning
of 2015. With more volatile market condition in 2015, the algorithm generates
more trades and incurs higher transaction cost.
This study introduces a genetic programing approach to develop an opti-
mal trading strategy with news and tweet sentiments. The proposed feedback
strength indicator, a measure of the joint momentum between the news and
tweet sentiments, was found to provide a significant improvement in trading
performance over the S&P 500 financial market index ETF. Our analysis shows
that the sentiment indicator not only yields higher returns over the evaluation
period, but it also signals against substantial downside risk. In addition, the
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technical indicator strategy and buy-and-hold strategy yield less desirable re-
sults with higher volatility and lower returns. The evidence presented in this
study highlights the value of the feedback strength indicator using news sen-
timent and tweet sentiment, and further demonstrates that a sentiment based
trading strategy can be constructed to exploit market anomalies caused by ma-
jor sentiment momentum spikes.
6. Conclusion
This study presents a novel framework for developing a sentiment feedback
strength based trading strategy using genetic programming. Motivated by the
empirical phenomenon that news and social media exhibit persistent and pre-
dictive power on financial market movement, we propose a sentiment indicator
based on feedback strength between the news and tweet sentiments. By quan-
tifying the joint momentum of the sentiment series, we can detect significant
market anomalies that can be exploited for a significant improvement on trading
performance. We find that the sentiment indicator based genetic programming
approach yields superior market returns with low average monthly maximum
drawdown over the period from 2012 to 2015. When comparing the Sterling
ratio and other risk measures, the proposed sentiment indicator based strate-
gies are superior to the technical indicators and the traditional buy-and-hold
strategy. The out-performance suggests that news and tweet sentiments can be
regarded as valuable sources of information in constructing meaningful trading
system along with technical indicators.
For future work, we aim to explore the trading performance of the sentiment
feedback strength based strategy using intraday data. With finer time scales,
the signals based on the joint momentum of the sentiment series may lead to
more profitable short-term trading opportunities. The other area of interest is
to detect events with abnormal sentiment spikes and to investigate their effects
on the financial markets.
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Appendix
Table 7: Tweets sentiment and returns empirical relation.
Number Tweets→Returns Tweets→Returns Returns→Tweets Returns→Tweets
of Lags (Coefficient) (p-value) (Coefficient) (p-value)
1 0.1121 0.028∗∗ 0.0417 0.865
2 0.0810 0.114 0.2367 0.328
3 -0.0137 0.791 -0.1523 0.533
4 -0.0551 0.292 0.0083 0.973
5 0.0162 0.758 0.1374 0.577
Note: ∗∗∗ 1% confidence level,∗∗ 5% confidence level, and ∗ 10% confidence level.
Table 8: News sentiment and returns empirical relation
Number News→Returns News→Returns Returns→News Returns→News
of Lags (Coefficient) (p-value) (Coefficient) (p-value)
1 -0.0012 0.802 2.4097 2.71e-11∗∗∗
2 -0.0046 0.334 0.8352 0.024∗∗
3 -0.0066 0.165 0.7226 0.050
4 -0.0117 0.014∗∗ 0.1135 0.760
5 -0.0079 0.097 0.1477 0.692
Note: ∗∗∗ 1% confidence level,∗∗ 5% confidence level, and ∗ 10% confidence level.
Table 9: News sentiment and Tweets sentiment empirical relation
Number News→Tweets News→Tweets Tweets→News Tweets→News
of Lags (Coefficient) (p-value) (Coefficient) (p-value)
0 -0.0042 0.62 -0.0933 0.62
1 -0.0004 0.96 -0.2644 0.16
2 -0.0136 0.10 -0.1663 0.37
3 -0.0175 0.04 ∗∗ -0.2460 0.19
4 -0.0116 0.17 -0.1969 0.29
5 -0.0085 0.31 -0.0096 0.96
Note: ∗∗∗ 1% confidence level,∗∗ 5% confidence level, and ∗ 10% confidence level.
40
