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Abstract
In this paper, the decomposition method is applied to boundary-value problems of ordinary differential equations
with a parameter exhibiting turning points.
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1. Introduction
Up to now a large number of works have been published to show the feasibility of the decomposition
method for the solution of many different problems. For example in [8,9,23] boundary value problems
(BVP), algebraic equations and partial differential equations are considered. In this article we explore
the possibilities of the decomposition method in BVP with turning points. Many different approaches are
currently under study [12–18,21], but we are not aware of other works of this type.
Let us consider the general functional equation
y −N(y)= f, (1.1)
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where N is a nonlinear operator, f is a known function, and we are seeking the solution y satisfying
(1.1). We assume that for every f , Eq. (1.1) has one and only one solution.
The Adomian’s technique consists of approximating the solution of (1.1) as an inﬁnite series
y =
∞∑
n=0
yn (1.2)
and decomposing the nonlinear operator N as
N(y)=
∞∑
n=0
An, (1.3)
where An are polynomials (called Adomian polynomials) of y0, . . . , yn [4–7] given by
An = 1
n!
dn
dn
[
N
( ∞∑
i=0
iyi
)]
=0
, n= 0, 1, 2, . . . .
The proofs of the convergence of the series
∑∞
n=0 yn and
∑∞
n=0An are given in [1–3,6,10,11]. Substituting
(1.2) and (1.3) into (1.1) yields
∞∑
n=0
yn −
∞∑
n=0
An = f.
Thus, we can identify
y0 = f,
yn+1 = An(y0, . . . , yn), n= 0, 1, 2, . . . .
Thus all components of y can be calculated once theAn are given.We then deﬁne the n-term approximant
to the solution y by n[y] =
∑n−1
i=0 yi with limn→∞ n[y] = y.
2. The case of a large parameter
Consider the BVP [20]:
y′′ + 2q(x)y = 0, (2.1)
y(−1)=−1, y(1)= 1, (2.2)
where  is a real constant and q(x) is a function.
Applying the decomposition method as in [4–7], Eq. (2.1) can be written as
Ly =−2q(x)y, (2.3)
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Table 1
 x =−0.8 x =−0.6 x =−0.4 x =±0.2 x = 0.4 x = 0.6 x = 0.8
15 1.076 1.071 1.184 1.189 1.187 1.188 1.213
20 1.456 1.267 1.596 1.596 1.596 1.596 1.595
Table 2
 5 10 15 20
GEOC 1.036 1.041 1.187 1.596
where L= d2dx2 is the linear operator. Operating on both sides of Eq. (2.3) with the inverse operator of L
(namely L−1[·] = ∫ x0 ∫ x0 [·] dx dx) yields
y(x)= c1 + c2x − L−12q(x)y.
c1 and c2 are constants of integration calculated from the boundary conditions (2.2).
Using (1.2) it follows that
∞∑
n=0
yn = c1 + c2x − L−12q(x)
∞∑
n=0
yn. (2.4)
From Eq. (2.4) the iterations are then determined in the following recursive way:
y0 = c1 + c2x,
yn+1 =−2L−1q(x)yn, n= 0, 1, 2, . . . .
It is clear that the convergence of the method depends on  and the size of the norm ‖L−1‖ for the set
{q(x)yn}. In the linear case, the decompositionmethod is equivalent to a classical iterativemethod, but the a
posteriori calculationof c1 and c2, by imposing to eachn(x) to verify the boundary conditions, determines
a set {q(x)yn} suitable for a good convergence. In this problem n(±1)=
∑n−1
i=0 yi(±1)= y(±1)=±1,
are the two equations to be solved in order to determine the values of c1 and c2. In fact, convergence
is faster for larger values of . One of the most relevant features of this decomposition method is that
matching procedures are not necessary.
In the following ﬁgures (Figs. 1–20) we compare the results of our method with the WKB solution
given in [20]. In order to give an idea of the accuracy of the method, we also compare the approximation
20(x) with some approximations of lower order.
We represent 20(x) with a continuous line and use the symbol + for WKB and n(x), n= 5, 6, 19.
Case 1: If we take q(x) = x, then the estimated orders of convergence are shown in Tables 1 and 2,
where GEOC stands for global estimated order of convergence. See also Figs. 1–6 .
Case 2: If we take q(x) = x2, then the estimated orders of convergence are shown in Tables 3 and 4.
See also Figs. 7–10.
190 W. Al-Hayani, L. Casasús / Journal of Computational and Applied Mathematics 177 (2005) 187–203
Fig. 1. 19(x),20(x), = 20.
Fig. 2. 20(x)− 19(x), = 20.
Fig. 3. 19(x),20(x), = 30.
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Fig. 4. 20(x)− 19(x), = 30.
Fig. 5. WKB, 20(x), = 15.
Fig. 6. WKB, 20(x), = 20.
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Table 3
 x =±0.2 x =±0.4 x =±0.6 x =±0.8
20 1.076 1.076 1.076 1.076
25 1.361 1.361 1.361 1.361
Table 4
 5 10 15 20 25
GEOC 1.031 1.043 1.060 1.182 1.369
Fig. 7. 5(x),20(x), = 5.
Fig. 8. 20(x)− 19(x), = 5.
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Fig. 9. 19(x),20(x), = 25.
Fig. 10. 20(x)− 19(x), = 25.
Table 5
 x =−0.6 x =−0.4 x =−0.2 x = 0.2 x = 0.4 x = 0.6
20 0.981 1.014 1.028 1.033 1.034 1.057
25 1.136 1.184 1.186 1.186 1.186 1.186
30 1.448 1.448 1.448 1.448 1.448 1.448
Case 3: For q(x)= x3, then the estimated orders of convergence are shown in Tables 5 and 6. See also
Figs. 11–14.
194 W. Al-Hayani, L. Casasús / Journal of Computational and Applied Mathematics 177 (2005) 187–203
Table 6
 5 10 15 20 25 30
GEOC 1.029 1.039 1.047 1.099 1.185 1.448
Fig. 11. 5(x),20(x), = 5.
Fig. 12. 20(x)− 19(x), = 5.
Case 4: For q(x)= (x − 12 )(x + 12 ), the estimated orders of convergence are shown in Tables 7 and 8.
See also Figs. 15–20 .
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Fig. 13. 19(x),20(x), = 30.
Fig. 14. 20(x)− 19(x), = 30.
Table 7
 x =±0.2 x =±0.4 x =±0.6 x =±0.8
25 1.133 0.992 0.897 0.807
30 0.909 0.909 0.934 0.815
35 1.099 1.099 1.093 0.975
40 1.141 1.141 1.141 1.106
Table 8
 5 10 15 20 25 30 35 40
GEOC 1.027 1.035 1.042 1.045 1.053 1.071 1.121 1.144
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Fig. 15. 5(x),20(x), = 8.
Fig. 16. 6(x),20(x), = 9.
Fig. 17. 19(x),20(x), = 30.
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Fig. 18. 19(x),20(x), = 32.15.
Fig. 19. 19(x),20(x), = 32.25.
Fig. 20. 19(x),20(x), = 35.
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3. The case of a small parameter
Consider the following BVP for a non-homogeneous equation [19]:
y′′ + 2y′ = −y − 0.3, 0< >1, (3.1)
y(−1)= 0.1, y(1)= 0.2. (3.2)
The exact solution of (3.1), (3.2) is
yE(x)= 0.1
[
(4e−m2 − 5em2)e−m1x − (4e−m1 − 5em1)e−m2x
em1−m2 − e−(m1−m2)
]
− 0.3,
where
m1,2 = (1∓
√
1− )

.
Applying the decomposition method as in [4–7], Eq. (3.1) can be written as
Ly =−y − 0.3, (3.3)
where L=  d2dx2 + 2 ddx is the linear operator. Consequently,
y =−
∫ 1
−1
G(x, )y() d− 0.3
∫ 1
−1
G(x, ) d+ 0.1
[
2e(4/) − 1− e((2−2x)/)
e(4/) − 1
]
, (3.4)
where G(x, ) is the Green’s function given by
G(x, )=


−1
2
[e((−2−2x)/) − 1][e((2−2)/) − 1]
e((−2−2)/) − e((2−2)/) if − 1x1,
−1
2
[e((−2−2)/) − 1][e((2−2x)/) − 1]
e((−2−2)/) − e((2−2)/) if − 1x1.
Using (1.2) it follows that
∞∑
n=0
yn =−
∫ 1
−1
G(x, )
∞∑
n=0
yn d− 0.3
∫ 1
−1
G(x, ) d+ 0.1
[
2e(4/) − 1− e((2−2x)/)
e(4/) − 1
]
. (3.5)
From Eq. (3.5), the iterations deﬁned using the standardAdomian method are determined in the following
recursive way:
y0 = 0.1
[
2e(4/) − 1− e((2−2x)/)
e(4/) − 1
]
− 0.3
∫ 1
−1
G(x, ) d,
yn+1 =−
∫ 1
−1
G(x, )yn d, n= 0, 1, 2, . . . .
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Table 9
N = 110 = 1100 = 1200
6 0.20× 100 0.20× 100 0.10× 100
11 0.40× 10−1 0.47× 10−1 0.47× 10−1
21 0.11× 10−1 0.24× 10−1 0.23× 10−1
41 0.24× 10−2 0.11× 10−1 0.12× 10−1
Table 10
= 110 Standard Adomian Modiﬁed technique
n ‖n(x)− yE(x)‖∞ ‖n(x)− yE(x)‖∞
2 0.18× 100 0.31× 100
3 0.53× 10−1 0.96× 10−1
4 0.13× 10−1 0.24× 10−1
5 0.27× 10−2 0.53× 10−2
6 0.52× 10−3 0.10× 10−2
Using themodiﬁed technique [22], according to (3.5), the iterates are determined in the following recursive
way:
y0 = 0.1
[
2e(4/) − 1− e((2−2x)/)
e(4/) − 1
]
,
y1 =−0.3
∫ 1
−1
G(x, ) d−
∫ 1
−1
G(x, )y0 d,
yn+2 =−
∫ 1
−1
G(x, )yn+1 d, n= 0, 1, 2, . . . .
We reproduce in Table 9 the maximum error given in [19] for the ﬁnite difference method, where N is
the number of nodes.
The maximum error of the standard and modiﬁed Adomian methods are given in the Tables 10–12,
where n represents the number of iterations.
For a given n, the error using the modiﬁed technique is almost twice the error of the standardAdomian
method. It is clear that the standard Adomian method is more convenient than the modiﬁed technique.
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Table 11
= 1100 Standard Adomian Modiﬁed technique
n ‖n(x)− yE(x)‖∞ ‖n(x)− yE(x)‖∞
2 0.20× 100 0.34× 100
3 0.55× 10−1 0.10× 100
4 0.12× 10−1 0.24× 10−1
5 0.23× 10−2 0.46× 10−2
6 0.36× 10−3 0.75× 10−3
Table 12
= 1200 Standard Adomian Modiﬁed technique
n ‖n(x)− yE(x)‖∞ ‖n(x)− yE(x)‖∞
2 0.20× 100 0.34× 100
3 0.55× 10−1 0.10× 100
4 0.12× 10−1 0.24× 10−1
5 0.22× 10−2 0.45× 10−2
6 0.35× 10−3 0.72× 10−3
Table 13
 Standard Adomian Modiﬁed technique
x =−0.75 x =−0.95 x =−0.75 x =−0.95
1
10 1.101 1.107 1.113 1.120
1
100 1.120 1.126 1.133 1.141
1
200 1.121 1.127 1.134 1.141
The estimated orders of convergence of the standard and modiﬁed Adomian methods are given in the
Table 13.
 Standard Adomian Modiﬁed technique
GEOC
1
10 1.089 1.098
1
100 1.108 1.119
1
200 1.110 1.120
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Fig. 21. Continuous line: yE(x),+:5(x), = 1100 .
In Fig. 21, we represent the exact solution and our approximation. The excellent adjustment is appre-
ciated in the turning point.
4. Conclusions
1. To the best of our knowledge this is the ﬁrst result on the application of Adomian method to a turning
point BVP for ordinary differential equations. Unlike the WKB method, we give an approximation
which is valid in the neighborhood of the turning point and an estimated order of convergence.
2. If we take L = d2dx2 in (2.3) but using the Green’s function as L−1, the resulting convergence of the
Adomian method is poorer compared to the choice L−1[·] = ∫ x0 ∫ x0 [·] dx dx.
3. If we take L = d2dx2 in (3.3) with the inverse operator L−1[·] =
∫ x
0
∫ x
0 [·] dx dx, or L =  d
2
dx2 with the
Green’s function as L−1, the resulting convergence of the standardAdomian method and the modiﬁed
technique is also poorer compared to the choice L =  d2dx2 + 2 ddx with the Green’s function as L−1.
The convergence is also slower for L=  d2dx2 + 1 taking the Green’s function as L−1 for both standard
Adomian method and the modiﬁed technique.
4. The applicability of the Adomian method to nonlinear BVP with turning points is now under study.
Some difﬁculties are expected when y′ is in nonlinear form. As an example, we have been able to
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solve the problem [19]
y′′ = 1− (y′)2, 0< >1, y(0)= y(1)= 1
only for 33100 < .
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