Abstract-This paper presents iterative learning control of multiple state vector system, whose initial states are equal. By introducing the vector Lyapunov function, it involves interesting criteria to guarantee the robust convergence of the tracking error in the sense of the   norm. Finally, the validity of the proposed method is verified by an example.
INTRODUCTION
Since iterative learning control, which belongs to the intelligent control methodology, is proposed by Arimoto et al. in 1984 (See [1] ), this feed-forward control approach for fully utilizing the previous control information and improving the transient performance of studied systems that is suitable for repetitive movements has been a major research area and a hot issue in recent years. Its goal is to get full range of tracking tasks on finite interval (See [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] ).
It is well known that the more complex the considered dynamical system is, the more difficult it is to find a Lyapunov function. This arouse us to employ several Lyapunov function, which is called to be a vector Lyapunov function, for each component provides information about a part of the dynamics. Hence, the corresponding theory, namely, the method of vector Lyapunov function, offers a very flexible process (see [16] [17] [18] [19] [20] [21] [22] ).
There are few research results on iterative learning control for systems with time-varying coefficient as well as vector Lyapunov function. In this paper, using vector Lyapunov function and   norm, we obtain some sufficient conditions to guarantee the output states of the considered time-varying coefficient system to converge to the desired trajectories. It is shown that the proposed method can achieve the ILC convergence property significantly.
Before ending this section, it is worth pointing out the main contribution of this paper is the design of iterative controllers from vector Lyapunov function, which is different from the designed controllers by positive definite Lyapunov function, in past literature.
II PRELIMINARIES
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where I is identical matrix. In fact:
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Based on the above calculation, the following theorem is obtained.
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the following results are drawn: 
Imitating the inference of (7), we have , , 
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where e t e t downsize almost 10 times from iteration 4 to iteration 5. So it is made known that the proposed method is effective.
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