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Abst rac t - -We offer sufficient conditions for the oscillation of all solutions of the partial difference 
equations 
y(m + 1, n) + 13(m, n)y(m,  n + 1) - 6(m, n)y(m,  n) + P (m, n, y (m - k, n - e)) 
= Q (m,n,y(m - k,n - g)), 
and 
y(m + 1, n) + 13(m, n)y(m, n + 1) - 6(m, n)y(m, n) + ~ Pi (m, n, y(m - kl, n - gi)) 
i=1  
= ~ Qi (m, n, y(m - ki, n - ei) ) . 
;=1  
Several examples, which dwell upon the importance ofour results, are also included. 
Key-words--Oscillatory solutions, Partial difference quations. 
1. INTRODUCTION 
The theory of difference quations, the methods used in their solutions, and their wide applica- 
tions are advancing now at an exponential rate. In fact, in the last few years several monographs 
and hundreds of research papers have been written, e.g., [1-17], and the references therein. On 
the other hand, relatively only very few papers have been devoted to the development of quali- 
tative theory of partial difference quations [18-24] which by no means are less important han 
difference quations. In fact, their significance is illustrated in applications involving population 
dynamics with spatial migrations, chemical reactions as well as finite difference scheme [21,25]. 
To further the qualitative theory of partial difference quations, in this paper, we shall consider 
the partial difference quations 
y(m + 1, n) + ~3(rn, n )y (m,  n + 1) - 6(m, n )y (m,  n) + P (m, n, y (m - k, n - g) ) 
=Q(m,n ,y (m-k ,n -g) ) ,  m>_mo,  n>_no (1.1) 
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and 
"r 
y(m + 1, n) + ;3(m, n)y(m, n + 1) - ~(m, n)y(m, . )  + ~ P, (m, n, y(m - k,, n - e,)) 
i=1  
T 
=~-'~Qi(m,n,y(m-ki ,n-e i ) ) ,  m>mo, n>no, (1.2) 
i=1  
where k, g, k~, e~, 1 < i < ~- are nonnegative integers, and ;3(re, n), df(m,n) are functions of m 
and n such that, for all large m and n, 
;3(m, n) > ;3 > 0 and df(m, n) < ~f (> 0). 
We note that df(m, n) is allowed to be negative. 
Recently, Zhang and Liu [22] have discussed the partial difference quations 
y(m + 1, n) + y(m, n + 1) - 2y(m, n) + ay(m - k, n - e) = 0, (1.3) 
7" 
Y(m+l ,n )+y(m,n+l ) -y (m,n)+Zg i (m,n)y (m-k i ,  n -~ i  ) =0,  (1.4) 
i=1  
where a > 0 and gi(m, n) > 0, 1 < i < T. An equation different from (1.3) 
y(m + 1, n) + y(m, n + 1) - y(m, n) + g(m, n)y(m - k, n - g) = 0, (1.5) 
where g(m, n) is a nonnegative function has also been studied by Zhang, Liu and Cheng [24]. It 
is clear that equations (1.3)-(1.5) are particular cases of (1.1) and (1.2). 
By a solution of (1.1) ((1.2)), we mean a nontrivial double sequence {y(m, n)} satisfying (1.1) 
((1.2)) for m > too, n > no. A sequence {y(m,n)} is eventually positive (negative) if y(m,n) > 
(<) 0, for all large m and n. A solution of (1.1) ((1.2)) is said to be oscillatory, if it is neither 
eventually positive nor negative, and nonoscillatory otherwise. 
Throughout, with respect o equation (1.1) we shall assume that there exists a function f : 
~ ~ and double sequences {p(m, n)}, {p'(m, n)}, {q(m, n)}, {q'(m, n)} such that 
(A1) for u ~ O, uf(u) > O, f(u)/u > 7 E (0, oo); 
(A2) for u ¢ 0, 
p(m, n) < P (m, n, u(m - k, n - g)) < p'(m, n), 
- f (u (m-k ,~-e) )  - 
q(m,n) < Q(m,n ,u (m-k ,n -~) )  <q'(m,n); and 
- f (u (m-k ,n -e ) )  - 
(A3) p(m, n) - q'(m, n) > p > 0 eventually. 
Similarly, with respect o equation (1.2), for each 1 < i < r, it is assumed that there exists a 
function f~ : ~ --. ~, and double sequences {p~(m,n)}, {p~(m,n)}, {qi(m,n)}, {q~(m,n)} such 
that 
(B1) 
(B2) 
for ,~ # O, "I,(") > O, I,(u)lu _> "y, ~ (0, oo); 
for u ~ O, 
P~ (m,  n ,  u (m - k~, n - e~) 
v , (~,n)  __ 7,(-~-~/,,~--V,)~ _< V;(m,n), 
q~(m,n) < Qi (m,n,u(m - k~,n - ~)) < q~(m,n); and 
- f~(u(m-k~,n -e i ) )  - 
(B3) p~(m,n) > q~(m,n) eventually. 
The outline of the paper is as follows. In Section 2, we shall prove eleven lemmas, some of which 
are interesting in their own right. The oscillation theorems for (1.1) and (1.2) are, respectively, 
developed in Sections 3 and 4. To illustrate the results obtained, a total of eight examples are 
also included. 
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2. PRELIMINARIES 
LEMMA 2.1. Let {y(m,n) } be any eventually positive (negative) sequence. Suppose that there 
exist A, # E ~ such that, for all large m and n, 
[y(m + 1, n) - Ay(m, n)] + [¢y(m, n + 1) - ~u(m, n)] _< (_>) O. (2.1) 
Then, for k, ~ > 0 and large m and n, 
y(m - k, n - g) > (<) Bt2r(A + #)-(k+e)y(m, n), (2.2) 
where r = rain{k, ~}. 
PROOF. We shall consider only the case when {y(m, n)} is eventually positive because the proof 
is similar when {y(m, n)} is eventually negative. From (2.1) we have 
y(m + 1, n) + ~y(m, n + 1) < (A + #)y(m, n), (2.3) 
from which we see that (A + #) > 0. Further, it is clear from (2.3) that 
y(m + 1, n) <_ (A + #)y(m, n), (2.4) 
and 
y(rn, n + 1) < A + # y(m, n). - 
Using (2.4), (2.5), and (2.3) successively, we find 
A+# m 2y(m + 1,n + 1) _< (A + #)y(m,n + 1) + - -7 -  y( + 1,n) 
_ A+# [y (m+l ,n )  + l~y(m,n+l ) ]  
_ -~ V(m,n) ,  
which is the same as 
y(m + 1,n + 1) < 
Applying (2.6) repeatedly leads to 
or equivalently 
2~ y(m,n). 
y(m + r,n + r) <_ (A+#)2r 
(2~)r V(m,~), 
y(m - r,n - r) > (A + #)-2r(2B)ry(rn, ). 
Next, repeated use of (2.4) and (2.5) provides 
y(m-r ,n - r )  < (A + t~)k-~ (A ~ #)  t-r _ ~ y (m - k ,  n - e) .  
The inequality (2.2) is obtained by combining (2.7) and (2.8). 
(2.5) 
(2.6) 
(2.7) 
(2.8) 
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LEMMA 2.2. The following identities hold for M <_ m, N <_ n: 
~T~ n 
E E [y(i + 1,j) + ~y(i,j + 1) - 6y(i,j)] 
i=M j=N 
~¢~ n n n 
=( l+f~-6)  E E y(i, j)+ E y (m+l , j )+(~-6)  E y(M,j) 
i=M+I  j=N+I  j=N+I  j=N+I  
Er~ Tr~ 
+~ EY( i 'n+ l )+(1 -6)  E y( i ,N)+y(m+ l ,N) -6y(M,N)  
i~-M i=M+I  
n ~ n 
=(1+8-6)  E E y(i,j)+/3 E y( i ,n+l)+(f~-~f)  E y(M,j) 
i=M+l  j=N+I  / ,=M+ 1 j=N+I  
n m 
+ E y(m+ l ' j )+(1 -6)  E y( i ,N)+~y(M,n+ l)-~fy(M,N). 
j=N i=M+I  
(2.9) 
(2.1o) 
PROOF. We have 
E E [y(i + 1,j) + ~y(i,j + 1) - 6y(i,j)] 
i=M j=N 
m+l  n m n 
• / .=M+I  j=N i=M j -~N+I  i=M i=M 
m+l  n m+l  m n 
m m 
y(i, j) + ~ E y(i, n + 1) - 6 E y(i, N) 
= E E ~(i,j)+ E y(i,N)+(~-~)E E y(i,j) 
i=M j - - - -N+I 
y(i,j) +13 E y(i,n + 1) 
i=M 
i=M+I  j=N+I  i=M+I  
m m 
+ ~ E y(i,n + 1) - 6 E y(i,N) 
i=M i=M 
m+l  n m n 
= E E ~(i,j)+(~-~)E E 
i=M+I  j=N+I  i=M j=N+I  
m 
+(1-6)  E y( i ,N)+y(m+l ,N) -6y(M,N) ,  
i=M+l  
which is the same as the right side of (2.9). The proof of (2.10) is similar. 
LEMMA 2.3. Suppose that {y(m, n)} is an eventually positive solution of (1.1). 
large m, n and all i >_ O, 
y(m+l ,n)  <~fy(m,n), y(m,n+l)  < ~y(m,n), p 
(½)'~(m + i,n) < y(m, n) _< ~'~(m-i,~), 
and 
y(m, n + i) <_ y(m, n) <_ y(m, n - i). 
It is clear that {y(m, n)} satisfies PROOF.  
Then, [or all 
(2.11) 
(2.13) 
(2.12) 
y(m + 1, n) + By(m, n + 1) - ~fy(m, n) <_ Q (m, n, y(m - k, n - g)) - P (m, n, y(m - k, n - g)) 
< [q'(m, n) - p(m, n)] f (y(m - k, n - g)) <_ O, 
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from which it follows that 
y(m + 1, n) + ~y(m, n + 1) < by(m, n). (2.14) 
Inequalities (2.11) are now obvious from (2.14). Repeated application of (2.11) yields (2.12) 
and (2.13). 
REMARK 2.1. If fl >_ ~i and ~f < 1, then (2.11) implies that 
y(m + l,n) < y(m,n) and y(m,n + l) <y(m,n) ,  
i.e., any eventually positive solution of (1.1) ((1.2)) is nonincreasing. 
LEMMA 2.4. 
Of (1.1), and 
Let fl _> 6 and 6 _< 1. Suppose that {y(m, n)} is an eventually positive solution 
oo oo 
Z Z ~(i,j) - q'(i,j)] = co. (2.15) 
i=Mj=N 
Then, y(m, n) tends to zero as m and n tend to infinity. 
PRoof .  From Remark 2.1, we see that y(m,n) is nonincreasing, thus, y(m,n) ~ a(> O) as 
m, n --* co. 
Now, it follows from (2.9) that 
m n 
Z Z [y(i + 1, j) + 13y(i, j + 1) - by(i, j)] > y(m + 1, N) - by(M, N) 
i=M j=g (2.16) 
> a - by(M, N), 
for all large M and N. 
On the other hand, it is clear that, for all large M and N, 
m 
i=M j=Y  i=M j=N (2 .17)  
_< k , j -  e). 
i=M j=N 
Combining (2.16) and (2.17), we get, for all large M and N, 
O > a -~y(M,N)+ Z ~ ~( i , j ) -q ' ( i , j ) ] ' yy ( i -k , j -e )  
~=M j=g (2.18) 
> a-~y(M,N)+^/a ~ ~ ~(i , j ) -q'( i , j )] .  
i=M j=N 
If a > 0, then the right side of (2.18) tends to infinity as m, n --+ co and this leads to a contra- 
diction. Hence, a -- 0. This completes the proof of the lemma. 
LEMMA 2.5. Let {y(m, n)} be an eventually positive solution of (1.1). Suppose that there exists 
b > 0 such that for sufficiently large M and N, 
"r ~ ~ [p(i,j) - q'(i,j)] ~ \h i  >_ b. (2.19) 
i-~M j=N 
Then, 
cy(M, N) >_ by(m - k, n - ~) ÷ y(m + 1, N) (2.20) 
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and 
where 
cy(M, N) >_ by(m - k, n - £) + fly(M, n + 1), (2.21) 
c=6, ~>-5, 5<1, 
= 5 m-M÷l ,  ~ >_ 5, 5 >_ 1, 
=5 , ~<5, 5<1, 
] =5 --1+5 m-M , 1~<5,_ 5>1,_ 
=5{]~q-(5--~--1)sm-M+l [ (~)n -N  ] } 
-(~ -_- ~ ~(~ = -~ -1  +5 m- M , ~ <- 5, 5>_ 1, 
PROOF. We have the following cases. 
CASE A.  ~_~ 5, 5 <- 1. 
Using (2.9) in (2.17), we get 
5-3<1,  
5-~>-1.  
y(M,j) 
m n 
0 >_ E E ~a(i,j) - q'(i,j)] 7y(i - k,j  - £) + y(m + 1, N) - 5y(M, N) 
i=M j=N 
>_'rE  E ~(i,j)-q'(i,j)]-~-:-7 y (m-k ,n -£)+y(m+ l ,Y ) -Sy(M,Y)  
i=M j=N 
>_ by(m - k, n - g) + y(rn + 1, N) - 5y(M, N), 
where we have also used Lemma 2.3 and (2.19). Inequality (2.20) is now immediate. 
On the other hand, using (2.10) in (2.17) gives 
m n 
0 >_ E E ~(i,j) - q'(i,j)] 7y(i - k,j  - £) +/~y(M, n + 1) - 5y(M, g). 
i=M j=N 
Following a similar argument as above, we obtain (2.21). 
CASE B. ~>-5,5>_1. 
Using (2.9), Lemma 2.3 and (2.19) successively, from (2.17) we find 
m n 
0 >- E E ~(i,j) - q'(i,j)] 7y(i - k,j - £) + y(m + 1, N) - 5y(M, N) + (1 - 5) 
i=M j=N i=M+I  
[ " 1 >_by(m-k ,n -g)+y(m+l ,N) -  5 - (1 -5 )  E 5i-M y(M,N), 
i=M-}-I J 
from which (2.20) is immediate. The proof of (2.21) is similar. 
CASE C.  ~ <- 5, 5_~ 1. 
As in previous cases, we find 
~r~ n n 
0 >_ E E ~(i , j ) -q'( i , j ) ]Ty( i -k, j -£) +y(m + 1,N)-Sy(M,N)+(~-5) E 
i=M j----N j----N+I 
>- by(m - k, n - £) + y(m + 1, N) - - (~ - 5) E y(M, N), 
j=N+I 
from which (2.20) follows readily. The proof of (2.21) is similar. 
E y(i,N) 
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CASED. 3_<£6_>1,6 - -3_<1.  
Here, we have 
m n 
0 k E E ~(i,j) -- q'(i,j)] 7y(i -- k,j - g) + y(m + 1, N) - 6y(M, N) 
i=M j=N 
m 
+(3-6)  E y(M, j )+(1 -6)  E y(i,N). 
j=N+I  i=M+l  
The rest of the proof is similar to Cases A-C. 
CASE E. 3<6,6k l ,~-3k l .  
Using a similar technique, we get 
m 71 
0 k E E ~(i,j) -- q'(i,j)]Ty(i-- k , j -  g) + y(m + 1,N) - 6y(M,N) 
i=M j=N 
trt tt n ,12 
+(1+3-6)  E E y( i , j )+(3 -6)  E y (M, j )+(1 -6)  E y(i,g) 
i=M+I  j=N+I  j=N+I  i=M+I  
> @(~ - k, n - 0 + u( , -  + 1, N)  - 6 - (1 + 3 - 6) ~ ~ 6 ' -~  
i=M+I  j=N+I  
] - - (1 -6 )  __ 6 i-M y(M,N), 
j=N+I  i=M+I  
which leads to (2.20). The proof of (2.21) is similar. 
LEMMA 2.6. Let k, g > 0 and {y(m, n)} be an eventually positive sol,tion o[ (1.1). Define 
(~)*  62(6-/5 ' -  1) 6k (~_) *-1 
a= -1 ,  v= (6 -1) (6 -3 ) '  ~= -1 ,  r l=  , 
8=6 2 , 3 >6,  6<_1, 
= 6 k+l ,  3 --> 6, 6 > 1, 
=62 , 3<_6, 6_<1, 
=62(a  2+26k-1a+6 k-l),  3<6, 6>1, 
2 3u"+6) 1 =a:~[v2(6k-l+l)+62-2v6]-]-6 k 6+2o'v+(~-_l)(-y~_~)j, 3<6,  6> 1, 
and 
~2=62 , 3>_6,  6<1,  
=6 2(k+l), /5'k6, 6 k 1, 
=6 2 , 3<_& 6<_I ,  
= 6 2 (~ + 2~ + e2), 3 < 6, 6 > 1, 
3<_6, 6> 1, = ,,2 [,..,2(~ + 1) + 6 2 - 2,.,6] + 6~ 6 + 2,,,, + (6 - 1)(6 - 3 ) .1 '  
6-/3<_ 1, 
6 -3>_1,  
6 -3_<1,  
~-3k l .  
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Suppose that there exists 0 < b < min{O/2, ¢/(2/3)} such that, for all large m and n, 
m--I  n--1 1 (~)n- j  
7 E ~ ~9(i,j)-q'(i,j)l-d-~= 7 >b. 
i=m-k  j=n--£ 
(2.22) 
Then, for all large s and t, 
y(s - k, t - ~) < KLy(s + 1, t + 1), (2.23) 
where 
2 
-/3b + - 2/3b)] 
PROOF. We have the following cases. 
CASE A. /3 > 5, 8 < 1. 
In view of (2.22), for sufficiently large s and t, there exists m such that m - k < s < m - 1 and 
s t+t  1 (~) t+e- /  b 
i=m-k  j=t 
t+e X(~) t+e- jb  
7 ~ [P(i'J) - q'(i'Jl] ~ > 7 
i=s+l j=t 
(2.24) 
(2.25) 
Applying Lemma 2.5 ((2.20)), (2.24), and (2.25), respectively, leads to 
b 
$y(m-  k,t) > 7y(s -  k,t) + y(s + 1,t), (2.26) 
and 
b 
5y(s + 1,t) > 7Y(m-  k,t) + y(m + 1,t). 
Substituting (2.26) in (2.27) yields 
(2.27) 
0lib ] ~y(s + 1, t) > 7 ~ 7 y(s - k, t) + y(s + 1, t) , 
or  
1 
y(s + 1, t) > ~ y(s - k, t), 
where K1 = 4/b 2 (~f 2 - (b/2)). 
Using (2.28) in (2.27), we obtain 
(2.28) 
~fy(s+l,t)>_ +-~1 y (m-k , t ) .  (2.29) 
In view of (2.26), it follows from (2.29) that 
_ ~ 7y(s  - k,t)  + y(s + 1, t) , 
or  
where K2 = 4/b 2 (52 - b) < K1. 
1 
y(s + 1, t) > v~- y(s - k, t), 
~2 
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Inductively, we get for i > 1, 
1 
y(s + 1, t) > -Ty-y(s - k, t), (2.30) 
where 
- (1/~) ((52) + (1/Ki)) (2.31) 
Ki+l = (5/2)(1/~) ((5/2) + (1/Ki))' 
and {Ki} is a decreasing sequence. Taking limit in (2.31) gives the expression of K as defined. 
Further, from (2.30) we have 
1 
y(s + 1, t) > -~y(s - k, t). (2.32) 
Next, it follows from (2.22) that for sufficiently large s and t, there exists n such that n -g  _< 
t < n - 1 and 
E E ~( i , j ) -  q'(i,j)] e,+~_,\e ] > -~, 
i=s j=n-e  
~E ~( i , j ) -q ' ( i , j ) ]~  >- 2" 
i=s j=t+l  
(2.33) 
(2.34) 
Applying Lemma 2.5 ((2.21)), (2.33), and (2.34), respectively, implies 
b 
~y(s, n - ~) > ~y(s, t - 2) + fly(s, t + 1), (2.35) 
and 
b 
5y(s,t + 1) > -~y(s,n-2)  + fy (s ,n  + 1). 
Employing a similar technique as before, we find that for i > 1, 
1 
y(s, t + 1) _> ¥--y(s, t - ~), 
(2.36) 
(2.37) 
where 
- (f /6) ((5/2) + ( f /n i ))  (2.38) 
Li+l = (b/2)(1/5)((b/2) + ( f /L i ) ) '  
and {Li} is a decreasing sequence. Taking limit in (2.38) provides the expression of L as defined. 
Further, it follows from (2.37) that 
1 
y(s, t + 1) > ~ y(s, t - 2). (2.39) 
Using (2.32) and (2.39), we get 
y(s  - k ,  t - e) 
y(s + 1, t + 1) 
= y(s -k , t -g )  y (s+l , t -g )  <KL ,  
y (s+l , t -e )  y (s+l , t+ l )  
which is (2.23). 
CASE B. ~>_&~>l. 
The inequalities corresponding to (2.26), (2.27), (2.35), and (2.36) are 
b ~8-m+k+ly(m- k,t) > ~y(s -  k,t) + y(s + 1,t), 
b ~m-Sy(s + 1, t) > "~ y(m - k, t) + y(m + 1, t), 
CArlA 32-6-F 
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b 6k+ly(s,n-g) >_ ~y(s,t-g) +13y(s,t+ 1), and, 
b 6k+ly(s, t + 1) > ~ y(s, n - £) + l~y(s, n -t- 1). 
The rest of the proof is similar to that of Case A. 
CASE C. ~ <~ 6, 6 <~ I.
The proof is again similar to that of Case A with the following inequalities corresponding to 
(2.26), (2.27), (2.35), and (2.36): 
6 y(m - k, t) > ~ y(s - k, t) + U(s + 1, t), 
(~)  t b y(m-k, t )  + y(m-I-1,t), 6 y(s + 1,,) > 
(~),-n+, by(., ,-g)+/3y(s,$+ 1), 6 y(s, n -  e) > 
6 \P ]  y(s, t -t- I) > fi 
CASED.  D~6,6~I ,  6 -D<I .  
The inequalities corresponding to (2.26) and (2.27) are, respectively, 
6 -1+6 s-m+k y(m-k , t )>~y(s -k , t )+y(s+l , t ) ,  (2.40) 
and 
] 6 -1+6 m-a-1 y(s-F l , t )>~y(m-k,t ) - I -y(m+l,  O. (2.41) 
Substituting (2.40) in (2.41), we get 
y(s+l,t)>~b{62[a 2+a(6  " -m+k+6m- ' - l )+6k-1]} - l [by(s -k ,0+y(s+l ,0  ]. (2.42) 
Since m - k < s < m - 1, we find that 
6 s-m+~ + 6 m-*-x < 26 k-l,  (2.43) 
which on using in (2.42) gives 
y(s + l,$) >_ ~ ~ y(s - k,t) + y(s + l,t) . 
Following a similar argument as before, we obtain (2.32). 
Next, the inequalities corresponding to (2.35) and (2.36) are, respectively, 
and 
[I-:l'-" ] ' 6 - l+~k y(s,n-g)>_ ~y(s,t-g)+l~y(s,t+l),  
6 - I - I -6  k y(s,t- l-1) _> ~y(s,n-g)-Fl3y(s,n-t-1). 
(2.44) 
(2.45) 
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Substituting (2.44) in (2.45), we get 
y(s , t+l )  ~{~2[r/+, ~ t-,+e 6 n-t-1 -1 t+l)] (2.46) 
Noting that n - g < t < n - 1, we have 
+ < 2 , (2.47) 
which on using in (2.46) yields 
y(s, t + 1) > ~y(8, t - e) + ~y(s, t + 1) 
Again, following a similar argument as before, we obtain (2.39). 
Coupling (2.32) and (2.39), we get (2.23). 
CASE E. /~_<~,6> 1 ,~-~> 1. 
Here, the inequalities corresponding to (2.26), (2.27), (2.35), and (2.36) are 
~Lf/~+(~-Z-1)~s-m+k+l~ e_ +~s-m+k y(m-k , t )>~y(s -k , t )+y(s+l , t ) ,  
-2  
xfJ3+(e-~-l)e/¢+l ~ ~  L--[/e\t-n+e J] } >by(s't-e)+~Y(S't+l) ' -2 and 
s } ~ [" ~-~_~ - +e k y (s , t+ l )>hy(s ,n -g )+~y(s ,n+l  ). 
The rest of the proof though tedious is similar to that of Case D. 
LEMMA 2.7. Let k, ~ > 0 and {y(m, n)} be an eventually positive solution of (1.1). Suppose that 
there exists b > 0 such that (2.22) holds for all large m and n. Then, for all large s and t, 
16 
y(s - k, t - £) < -~ ~4)y(s + 1, t + 1), (2.48) 
where 8 and ¢ are defined in Lemma 2.6. 
PROOF. We have the following cases. 
CASE A. f~_> ~, li < 1. 
As in Lemma 2.6, we have (2.24)-(2.27). Inequalities (2.26) and (2.27), respectively, imply 
and 
Therefore, 
b 
~y(m - k, t) >_ ~ y(s - k, t), 
b 
~y(s + 1, t) > ~ y(m - k, t). 
y(s - k, t) (2/b)~y(m - k, t) < 
y(8 + 1,t) (b/2)(1/6) y(m - k, t) 
= ~2~ 2. (2.49) 
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Next, as in Lemma 2.6, we also have (2.33)-(2.36). From (2.35) and (2.36), we get 
and 
b 
by(s, n - l) > 5 y(s, t - t) ,  
b 
by(s, t + 1) > 5 y(s, n - t). 
y(s - k, t) < Ky(s  + 1, t), (2.52) 
where 8 and K are de/ined in Lemma 2.6 (with ~ = 0). 
PROOF. We shall only prove the case when/3 > 6 and ~f < 1, as the proof is similar for other 
cases. In view of (2.51), for sufficiently large s, there exists m such that m - k < s < m - 1 and 
[p(/, n) - 4( / ,  n)] ~ > 5' (2.53) 
i=m-  k 
m b 
~/ ~ [p(i,n)-q'(i,n)]6-~-7_ ~ > 5" (2.54) 
i=s+l  
Then, for all large s and t, 
Consequently, 
y(s, t - ~) (2/b)by(s, n - ~) 4 62" 
y(s,t  4- I) < ---- - -  (2.50) - (b/2)(1/~f)y(s,n - ~) b 2 
Coupling (2.49) and (2.50), we find 
y(s -k , t -g )  = y (s -k , t - l )  y (s+ l , t -g )  <_ 16 
y(s+l , t+ l )  y (s+l , t -g )  y (s+l , t -{ -1 )  --b 464' 
which is (2.48). 
CASEB. f~>b,b_>l .  
The proof is similar to that of Case A. 
CASE C. /3_<6,6_<1. 
The proof is similar to that of Case A. 
CASED. f l<b ,b> 1 ,6 - /3<1.  
The inequality corresponding to (2.49) is 
y(s - k,t) 
y(s + 1, t) < [°2 + o 
where we have also used (2.43) in the last inequality. 
Likewise, using (2.47) we obtain the inequality corresponding to (2.50) as follows: 
y(s , t+ l )  ~-~6 V+~ + +42 <_ ¢. 
The rest of the proof follows as in Case A. 
CASE E. /~< 6,6 ~ 1 ,6 - f~> 1. 
The proof is similar to that of Case D. 
LEMMA 2.8. Let /= 0, k > 0 and {y(m, n)} be an eventually positive solution of (1.1). Suppose 
that there exists 0 < b _< 8/2 such that, for all large m and n, 
m--1 
1 
? E [iv(/'n) - q'(i,n)] 6m_, _> b. (2.51) 
i=m-k  
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Applying Lemma 2.5 ((2.20)), (2.53) and (2.54), respectively, provides 
b 
6y(m - k, n) >_ ~ y(s - k, n) + y(s + 1, n) (2.55) 
and 
b 
5y(s + 1, n) > ~ y(m - k, n) + y(m + 1, n). (2.56) 
Using a similar technique as in Lemma 2.6, we find that for i >_ 1, 
1 
y(s + 1, n) >_ -~i y(s - k, n) (2.57) 
where {Ki} is a decreasing sequence satisfying the recurrence relation (2.31). Taking limit 
in (2.31) gives the expression of K as defined. Further, (2.52) is immediate from (2.57). 
LEMMA 2.9. Let k = O, ~ > 0 and {y(m, n)} be an eventually positive solution of (1.1). Suppose 
that there exists 0 < b < ¢/(2;3) such that, for all large m and n, 
"r Z ~(m, j )  - q'(m,j)] > b. (2.58) 
j=n--£ 
Then, for all large s and t, 
y(s, t - g) < Ly(s, t + 1), (2.59) 
where ¢ and L are defined in Lemma 2.6 (with k = 0). 
PROOF. Again we shall only prove the case when ;3 _> 6 and 6 < 1. In view of (2.58), for 
sufficiently large t, there exists n such that n - g < t < n - 1 and 
7 Z ~(rn, j) - q'(m,j)] > (2.60) 
j=n-£  
Z ~(m, j )  - q'(m,j)] > (2.61) "1 
i=tq-1 
Applying Lemma 2.5 ((2.21)), (2.60) and (2.61), respectively, implies 
b 
6y(rn, n -£ )  > -~y(rn, t -g )  + f3y(m,t + l), and (2.62) 
b 
6y(m, t + 1) > ~y(rn, n - g) + 13y(m, n + 1). (2.63) 
Once again by employing a similar technique as in Lemma 2.6, we find that for i > 1, 
y(m, t + 1) >_ ~y(m,  t - g), (2.64) 
where {Li} is a decreasing sequence satisfying the recurrence relation (2.38). Taking limit in (2.38) 
gives the expression of L as defined. Further, (2.59) is immediate from (2.64). 
LEMMA 2.10. Let g = 0, k > 0 and {y(m, n)} be an eventually positive solution of(1.1). Suppose 
that there exists b > O, such that (2.51) holds for ali large m and n. Then, for all large s and t, 
y(s - k, t) < ~--~Oy(s + 1, t), (2.65) 
where 8 is defined in Lemma 2.6 (with g = 0). 
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PROOF. Once again we shall only prove the case when/~ _> ~f and ~f _< 1. As in Lemma 2.8, we 
have (2.55) and (2.56) from which it follows that 
and 
Hence, we find 
b 
8y(m - k, n) > ~ y(s - k, n), 
b 
$y(s + 1, n) > ~ y(m - k, n). 
y(s - k, n) (2/b)$y(m - k, n) 4 
y(s + 1, n) < = - -  (b/2)(1/8)y(m - k,n) b 2 ~2, 
which is exactly (2.65). 
LEMMA 2.11. Let k = 0, e > 0 and {y(m, n)} be an eventually positive solution of (1.I). Suppose 
that there exists b > 0 such that (2.58) holds for ali large m and n. Then, for all large s and t, 
4 
y(s, t - g) < -~ Cy(s, t + 1), (2.66) 
where ¢ is det~ned in Lemma 2.6 (with k = 0). 
PROOF. We shall only prove the case when/~ > ~ and ~ < 1. As in Lemma 2.9, we have (2.62) 
and (2.63) which imply 
b g), 
8y(m, n - ~) > ~y(m, t - 
and 
It follows that 
b 
8y(m, t + 1) > ~y(m, n - e). 
y (m,t  - g) (2/b)$y(m, n - e) 4 2 
y(m, t + 1) -< (b/2)(1/8)y(m, n - e) = -~ ~ ' 
which is (2.66). 
REMARK 2.2. The results of Lemmas 2.3-2.11 also hold for any eventually positive solution 
{y(m, n)} of the inequality 
y(m + 1, n) + B(m, n)y(m, n + 1) - 8(m, n)y(m, n) + P (m, n, y(m - k, n - e)) 
<Q(m,n ,y (m-k ,n -g) ) ,  m>mo,  n>no.  
3. OSCILLATION OF EQUATION (1.1) 
THEOREM 3.1. Suppose that k, i  > 0, and 
k+~+l  
a = k + e [(k + e)pT~t2 r]l/(k+~+') _ 6 > 0, 
where r = win{k, e}. Then, 
(i) the following inequality has no eventually positive solution 
y(m + 1, n) + ~(m, n)y(m, n + 1) - 5(m, n)y(m, n) + P (m, n, y(m - k, n - e)) 
< Q (m, n, y (m - k, n - t ) ) ,  m > too, 
(ii) the following inequality has no eventually negative solution 
y(m + 1, n) + B(m, n)y(m, n + 1) - 8(m, n)y(rn, n) + P (m, n, y(m - k, n - g)) 
> Q (m, n, y(m - k, n - g)), m >_ too, 
(iii) all solutions of (1.1) are oscillatory. 
(3.1) 
n > no; (3.3) 
n > no; (3.2) 
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PROOF. 
(i) Suppose that (3.2) has an eventually positive solution {y(m, n)}. 
Let 
V = {(A, ju) e ~2 I [y(m + 1,n) - Ay(m,n)] + [By(m,n + 1) - #y(m,n)] < O, eventually}. 
In view of (2.3), we have 
A+#>0,  
Further, V is nonempty as (6/2, 6/2) E V. 
eventually, 
[y(m+l,n) -6  ] [By(re, n+1) 6 ]  y(m, .)j + .)j = u(m+ 1, .)+BU(m, .+  1)-6U(m, n) 
<_ [q'(m, n) -p(m, n)] f (y (m-k,  n-g))  <_ O. 
Next, on using Lemma 2.1, it follows from (3.2) that 
0 > y(m + 1, n) + Bly(m, n + 1) - 6y(m, n) + [p(m, n) - q'(m, n)] f (y(m - k, n - g)) 
> y(m + 1, n) + By(m, n + 1) - 6y(m, n) + pTy(m - k, n - £) (3.5) 
> y(m + 1, n) + By(m, n + 1) - 6y(m, n) + p'yBe2r(A + #)-(~+t)y(m, n), 
where (A, #) E V. 
Now, for the function g(u) = u - 6 + trrBe2ru -(k+t), it can easily be computed that 
In particular, we have g(A + #) >_ a which leads to 
pTBe2r(A + #)-(k+e) _>a + 6 - (A + #). (3.6) 
Using (3.6) in (3.5), we get 
0 >_ y(m + 1, n) + By(m, n + 1) - 6y(m, n) + [a + 6 - (A +/~)]y(m, n) 
= [y(rn + 1,n) -  ( )~- 2 )y (m,n) ]  + [By(m,, + 1) -  ( /~-  2 )y (m,n) ]  
which implies that ()~ - (a/2), # - (a/2)) E V. 
By repeating the above procedure, we find that (A - (in~2), # - (in~2)) E V, i = 2, 3, 4, . . . .  
However, since a > O, 
(A,#) E V. (3.4) 
To see this, from (3.2) and (A1)-(A3) we find, 
for sufficiently large i. This contradicts (3.4). 
(ii) The proof is similar to that of (i). 
(iii) This follows from (i) and (ii). 
EXAMPLE 3.1. Consider the partial difference quation 
y(m + 1,n) + n+ 1 y(m,n + 1) - n+ 1 [ n ~ u(m, n) + g(m, n) + 
= g(m, n)y(m - 2, n - 1), 
n + l] y (m-  
m>_2, n>_ 3, (3.7) 
= (~, + ~) - in  <0,  
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where g(m, n) is any function of m and n. Here, k = 2, g = 1, 
n+l  
B(m,n) = ~ > 1 - B, 
n 
and 
n+l  
df(m,n) = - -  = 1 +- -  
n -1  
Choosing f (u )  = u, we have 7 = 1. Further, since 
P(m,n ,y (m - 2 ,n  - 1)) 
f (y (m - 2, n - 1)) 
Q(m,n ,y (m - 2 ,n  - 1)) 
f (y (m - 2, n - 1)) 
we may take 
Thus, 
n+l  
p(m,  n) = i f (m,  n) = g(m, n) + - -  
n 
2 
n- l -  
n+l  = + 
n 
= g(m, n), 
q(m, n) = q'(m, n) = g(m, n). 
n+l  
p(m, n) - ql(m, n) = k 1 = p. 
n 
On substituting all the relevant values, we see that (3.1) is satisfied, and hence, by Theo- 
rem 3.1 every solution of equation (3.7) oscillates. One such solution is given by {y(m,  n)} = 
{( -1) ra (1 /n)} .  
THEOREM 3.2. Suppose that k + £ > O, and 
k+~+l  
o/1 = k "Jr- e [(1 + B)k+t(k + e)tT~] 1/(k+£+l) _ ~ --)> O. (3.8) 
Then, 
(i) inequality (3.3) has an eventual ly posit ive solution; and 
(ii) inequality (3.2) has an eventually negative solution. 
PROOF.  
(i) For an eventually positive sequence {y(m, n)}, we have 
y(m + 1, n) + By(m,  n + 1) - tfy(m, n) + pTy(m - k, n - g) 
< y (m + 1, n) + B(m, n)y(m,  n + 1) - ~(m, n )y (m,  n) 
+P  (m, n, y (m - k, n - ~)) - Q (m, n, y (m - k, n - ~)) . 
(3.9)  
Therefore, an eventually positive solution of the inequality 
y(m+l ,n )+By(m,n+l ) -d fy (m,n)+pTy(m-k ,n -g )>O,  m>_mo,  n>_no (3.10) 
is also an eventually positive solution of (3.3). Noting this, we shall construct an eventually 
positive solution of (3.10). For this, we shall look for a solution of the form y(m,  n) = x re+n, 
where x is some positive number. On substituting into (3.10), we get 
g(x) = (1 + B)x - ~ + pTz -(k+O > 0. (3.11) 
It can easily be verified that 
( [  (k_+ l)pT] liCk+t+1) / 
ming(x)x>o = g L I+B ] =a l  (_>0). 
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Hence, (3.11) is satisfied for any x > 0, and y(m,n) = x re+n, x > 0 is an eventually positive 
solution of (3.10) (and also of (3.3)). 
(ii) We note that an eventually negative solution of the inequality 
y(m+l ,n )+~y(m,n+l ) -6y(m,n)+pTy(m-k ,n -g )<O,  m>mo, n>no (3.12) 
is also an eventually negative solution of (3.2). To construct an eventually negative solution 
of (3.12), we shall look for a solution of the form y(m, n) = -x  re+n, where x is some positive 
number. On substituting into (3.12), we get (3.11). The rest of the proof is similar to that 
of (i). 
EXAMPLE 3.2. Consider the partial difference inequalities 
n+l  
y(m + 1, n) + 
n 
n+l  . [ n+l ]  
y(m,n+l ) - -~- -~_ lY (m,n)+ g(m,n)+ n y (m-4 ,  n -1 )  
>(<_)g(m,n)y (m-4 ,n -1) ,  m>4,  n>2,  (3.13) 
where g(m, n) is any function of m and n. Here, k = 4, g = 1, 
n+l  
j3(m, n) = > 1 --/3, 
n 
and 
n+l  2 
6(m,n)=- -= l+- -<3~5.  
n -1  n - l -  
Taking f(u) = u, we have 7 = 1. Subsequently, we may take 
n+l  
p(m, n) = p'(m, n) = g(m, n) + - - ,  
n 
p(m, n) - q'(m, n) - 
q(m, n) = q'(m, n) = g(m, n), 
n+l  
- - -> l~p.  
n 
Substitution of all the relevant values, we see that the condition of Theorem 3.2 is violated, and 
hence, there is no guarantee that an eventually positive (negative) solution exists. In fact, (3.13) 
has an oscillatory solution given by {y(m, n)} = {(-1)m(1/n)}. 
THEOREM 3.3. Suppose that k = E = 0, and 
6 - ~ ~(m, n) - q'(m, n)] < 0 (3.14) 
eventually. Then, the conclusion of Theorem 3.1 holds. 
PROOF. It is sufficient o prove only (i). For this, suppose that (3.2) has an eventually positive 
solution {y(m, n)}. Then, it follows from (3.2) and (A1)-(A3) that 
y(m + 1, n) + ~y(m, n + 1) - 5y(m, n) < [q' (m, n) - p(m, n)] 7y(m, n), 
or  
6 - ~ ~(m,n) - q'(m,n)] >_ [y(m + 1,n) + ~y(m,n + 1)1 y(m,n) -1 > O, 
eventually. This contradicts (3.14). 
THEOREM 3.4. Suppose that 
-- limsup7 ~ ~ [p( i , j )  - q ' ( i , j ) ]  > d, ce2 
rft,n--*oo i--m, j-~rt 
(3.15) 
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where 
d=6,  /3>6, /5<1, 
=6 k+l, /3_>6, 6>1,  
=6 , 8<6,  6<1,  
=/f [ (~t - l+ / fk ] ,  /5<6, 6>1,  6 - /3<1,  
L,,../ j 
] } =/5 ~-----i-~/~:~-  --I  q_~k , ]3<_¢5, 6_>1, 6 - - f l> l .  
Then, the conclusion of Theorem 3.1 holds. 
PROOF. Again we shall prove only (i). Suppose that (3.2) has an eventually positive solution 
{y(m, n)}. Then, we have for all large / and j, 
O>y( i+ l , j )+13y( i , j+ l ) -6y( i , j )+~( i , j ) -q ' ( i , j ) ] ' Ty ( i -k , j -£ ) .  (3.16) 
Summing (3.16) and using (2.9), we get 
mark n..}-t 
0 > Z Z {y(i + 1,#) -t- 13y(i,j + 1) - 6y(i,j) 
i=ra j=n  
+ ~(i, j)  - q'(i,j)] 7y(i - k , j  - £)} 
mark hart mark nar£ 
= ~ y][p(i,j)-q'(i,j)],yy(i-k,j-e)+(l+a-6) ~ ~ y(i,j) 
iffirn j=n  /=mar l  j----narl (3.17) 
hart narl mark 
+ y: y(m+k+l,j)+(~-6) y: y(m,j)+~y]y(i,n+e+l) 
j=narl j=narl i=m 
m+k 
+ (1 - ~) y :  u(i, n) + y(m + k + 1, n) - ~u(m,,~). 
i=mar l  
CAS~. A. fl > 6, 6 _< I. 
Inequality (3.17) provides 
m+k nar~ 
0 > Z Z ~(i, j)  - q'(i,j)] 7y(i - k , j  - £) - 6y(m, n). 
i=m j fn  
Since by Lemma 2.3 we have 
y(i - k , j  - £) > y(m,n), 
it follows that 
or equivalently 
m+kn+t 1 (~)n+t - ,  
7 Z Z ~(i, j) - q'(i,j)] ~ - 6 <_ O. 
iffim jffiffin 
This is a contradiction to (3.15). 
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CASEB.  /3>6,6_>I. 
It follows from (3.17) and Lemma 2.3 that 
m+k n+t  m+k 
0>_ E E~( i ' j ) -q ' ( i ' J ) ]TY( i -k ' J -g )+(1-6)  Z y(i,n)-6y(m,n) 
i=m j=n  i=m+l  
> Z ~(i,j) - q'(i,j)] _ ~ +(1-6)  Z 6 i -m-6 y(m,n). 
i=rn j=n  i=m+l  
A similar contradiction as in Case A is thus obtained. 
CASE C.  /3 ~ 6, 6 ~ 1. 
Since 6 < 1, we have 1 - t - /3-6 > 1 +/3 -  1 =/3 > 0. Consequently, from (3.17) and Lemma 2.3 
we find 
m+k n+t  nTt  
0 > E E ~(i,j) - q'(i,j)l'TY(i - k,j - £) + (/3 - 6) Z y(m,j) - 6y(m, n) 
i=m j=n j----n+l 
> E~(i,j)-q'(i,j)]~. +(/3- =~ -6  y(m,n) 
i=m 3=n 1 
which contradicts (3.15). 
CASE D.  /3 < 6, 6 _ 1, 6 - /3  < 1. 
Since 6 - ~ < 1, we have 1 +/3 - 6 = 1 - (6 - B) > 0. Therefore, it follows from (3.17) that 
m+k n+l  n+t  
0 > Z E ~(i,j) - q'(i,j)lvY(i - k,j - £) + (/3 - 6) Z y(m,j) 
iffim j=n 
The rest of the proof is similar to that of Cases A-C. 
CASE E. /3<6,6>1,6 - /3>1.  
j=n+l  
m+k 
+ (1 - 6) ~ u(i, n) - ey(m, n). 
i=m+l  
Since 6 - /3  > 1, we have 1 +/3 - 6 _< 0. Hence, from (3.17) and Lemma 2.3 we find 
m+k 
o>~ 
> 
n+#. m+k n+£ 
Z~ ( i ' j ) -q ' ( i ' j ) ] 'Ty( i -k ' j -g )+( l  +/3-6) E Z y(i,j) 
i=m j=n i=m+l  j=n+l  
n+t  m+k 
+(/3-e) ~ u(m,j)+(1-e) Y~ ~(i, nl-eu(m,~) 
j~ .n+l  ~----m+l 
I ,  ~ffim jffin 
+(1+/3-e1 ~ ~ e'-" 
/ f f im+l j----n+l 
+ (/3- e) ~ + (1 - el ~ 6 ' -~  - e u(m, n). 
j----n+l i fm+l  
This leads to the required contradiction. 
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EXAMPLE 3.3. Consider the partial difference quation 
y(m 4- 1, n) 4- ~ y(m, n 4- 1) - y(m, n) 4- g(m, n) 4- ~ y(m - 1, n - 5) 
=g(m,n)y (m- l ,n -5 ) ,  m>l ,  n>5,  (3.18) 
where g(m,n) is any function o fm and n. Here, k = 1, g = 5, 
n+2 
~(m,n)= n -3  ->1-~ and 5(m,n)=l - -5 .  
Choosing f(u) = u, we have 7 = 1, 
n-4  
p(m, n) = p'(m, n) = g(m, n) + - q(m, n) = q'(m, n) = g(m, n). 
It is computed that 
m+l  n+5 
a2- - l imsupE ~ j -4 - -12"  
m,n--.oo . j 3 
Hence, by Theorem 3.4 (the first four cases, d = 1) every solution of equation (3.18) oscillates. 
One such solution is given by {y(m,n)} = {(-1)rn(1/n 4- 1)}. 
REMARK 3.1. Example 3.3 also illustrates Theorem 3.1 as (3.1) is satisfied with p = 1/2. 
EXAMPLE 3.4. Consider the partial difference quation 
n n] 
y(m4-1 ,n )+~y(m,n+l ) -y (m,n)+ (m,n) 4 -~ y (m-2 ,n -1)  
=g(m,n)y (m-2 ,n -1) ,  m>2,  n>3,  (3.19) 
where g(m, n) is any function of m and n. Here, k = 2, £ = 1, 
n 3 
~(m,n) - n + 1 >_ -~ - ~ and 6(m,n) = 1 - 5. 
Taking f (u) = u, we have "y -- 1, 
p(m, n) = p'(m, n) = g(m, n) + n__n__ 
n - l '  
q(m, n) = q'(m, n) = g(m, n). 
We find that 
a '  =limsup~":~ _~.~j 3 - - -~ , ,n - - . ,= ,~  =3 -4-1 =5.25>d=~.  
The condition of Theorem 3.4 is satisfied, and so all the solutions of (3.19) are oscillatory. In 
fact, one such solution is given by {y(m,n)} = {(-1)ran}. 
REMARK 3.2. It can be checked that Example 3.4 also illustrates Theorem 3.1 (with p = 1). 
THEOREM 3.5. Let the hypotheses of Lemma 2.6 hold. Further, suppose that 
aa=l imsup'y  ~ ~ ~( i , j ) -q ' ( i , j ) ]~  >5 Ld-  , (3.20) 
m,n---*oo i=rn -k  j=n-~ 
where d is defined in Theorem 3.4 and K, L are given in Lemma 2.6. Then, the conclusion of 
Theorem 3.1 holds. 
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Once again suppose that (3.2) has an eventually positive solution {y(m,n)}. Then, we PROOF. 
have (3.16) for all large i and j. Using Lemma 2.3, a summation of (3.16) yields 
E {y(i + 1,j) + j3y(i,j + 1) - 5y(i,j)} 
i=m-k  j=n-£  
< ~ [q ' ( i , j ) -p ( i , j ) ] .yy ( i -k , j -e )  (3.21) 
i=rn-k  j=n- l  
< ~ [q'(i,j) -p( i , j ) ]  5k_r+m_i y(m -- r,n -- r), 
i=m-k  j--~n-£ 
where r = min{k, g}. 
CASE A. ~>5,5<1.  
In view of (2.9), Lemmas 2.3 and 2.6, a summation of (3.16) provides 
E {y(i + 1,j) +/3y(i , j  + 1) - 5y(i,j)} 
i=m-k  j=n-g  
> y(m + 1 ,n -  ~) - 5y(m-  k ,n -  g) 
> y(m + 1, n + 1) - 5y(m - k, n - g) (3.22) 
> y(m + 1, n + 1) - 5KLy(m + 1, n + 1). (3.23) 
Coupling (3.21) and (3.23), we get 
~/ __  __  ~9(i,j)-q'(i, j)] 5k_r+m_i y (m-  r ,n -  r) 
i=m-k  j=n- t  
~ 5KL-  y (m+l ,n+l ) .  (3.24) 
On the other hand, it is clear from Lemma 2.3 that 
y(m-  r ,n -  r) >_ ~ y(m + 1,n + 1). (3.25) 
Combining (3.24) and (3.25), we obtain 
{ 1 } 1 r+l ~+1 
which is a contradiction to (3.20). 
CASE B. f~>5, 5> 1. 
Corresponding to (3.22), we have 
E {y(i + 1,j) + ~y(i,j + 1) - 5y(i,j)} 
i=m-k  j=n-~ 
m 
>y(m+l ,n - l )+(1 -5)  ~ y ( i ,n -~) -Sy(m-k ,n -e )  
~=m-k  + l 
> y(m+l ,n+l )+ (1 -5 )  E 5 ~-m+k-5  y(m-k ,n -~) .  
~=rn--kT1 
The rest of the proof is similar to that of Case A. 
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CASE C. B_<6,6_< 1. 
The inequality corresponding to (3.22) is 
n 
~ {~(i + 1 , j )  + By( i , j  + 1) - ey ( i , j )}  
i fm-k  j=n- t  
n 
>y(m+l ,n -e )+(B-6)  E y (m-k , j ) -ey(m-k ,n -£)  
j=n- - t+ l  
[ ] > y(m+l ,n+l )+ (B -e )  -6  y (m-k ,n -e ) .  
j=n- - t+ l  
The rest of the proof is similar to that of Case A. 
CASED. B<e,e>I ,e -B_<I .  
In this case, to obtain the inequality corresponding to (3.22), we find 
ft 
E {y(i + 1,j) + By(i,j + 1) - ey(i,j)} 
i fm-k  j fn - t  
n 
>y(m+l ,n -e )+(B-e)  E y (m-k , j )  
j=n- -£+l  
+ (1 - e) ~ y( i ,  n - e) - ey (~ - ~,,~ - e). 
imrn-k  + l 
The rest of the proof follows as in Cases A-C. 
CASE E. B___e ,e>I ,e -B>I .  
The proof is similar to that of Case A with the inequality corresponding to (3.22) being 
m l,l 
E {y( i+ l , j )+By( i , j+ l ) -ey( i , j )}  
i=m-k  j=n- t  
rn n 
>y(m+l ,n -e )+( l+B-e)  ~ E 
i=m-k+l  j=n- t+ l  
n in 
+ (B-  e) ~ ~(m - ~,j) + (1 - el 
y(i,j) 
y(i, n - £) - ey(m - k, n - £) 
j=n- -£+ l i f f i rn -k+ l 
> y(m + 1, n + 1) + (1 4- B - '5 i-m+k 
= - +1 j=n- t+ l  
+ (B - 6) + (1 - 6) $ i-ra+k - e y(m - k, n - £). 
j=n- - t+ l imm-k+ l 
EXAMPLE 3.5. Consider the partial difference quation 
n y (m,n+l ) -y (m,n)+ (m,n)+~ y(m-26 ,n -1)  y(rn 4- 1, n) + 
=9(m,n)y(m-26 ,n -1) ,  m>26,  n>3,  (3.26) 
where g(m, n) is any function of m and n. Here, k = 26, £ = 1, B = 3/4, and 6 = 1. Taking 
f(u) = u, we have 7 = 1, 
p(m, n) = p'(m, n) = g(m, n) + n 'i' q(m, n) = q'(m, n) = g(m, n). 
n- -  
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Considering the cases: ~ _< ~f, ~f < 1 or f~ _< ~f, ~f _> 1, ~f - f~ < 1. In Lemma 2.6, 8 = 16/9, 
¢ = 1, and (2.22) is satisfied with b = min{(8/9), (2/3)} = 2/3 as the left side of (2.22) is 
i=m~-26 j=n-1 j -- 1 = (19.5) n - 1 > 19.5. Z n -2 -  
Thus, K = 9, L = 2.25 and the right side of (3.20) is computed to be 35.25. We have 
"3=limsup Z Z: -=27 + =35.4375>3525 
m,n.-. .oo i=m_ 26 j __n_  l j 1 
Hence, by Theorem 3.5 every solution of (3.26) oscillates. In fact, one such solution is given by 
{y(m, n)} = {(-1)ran}. 
REMARK 3.3. It is noted that Example 3.5 also illustrates Theorem 3.1 (with p = 1) as well as 
Theorem 3.4 (a2 = 47.25 > d = 4/3). 
THEOREM 3.6. Let the hypotheses of Lemma 2.7 hold. Further, suppose that 
(52 [16 (~)t+l] 
(3.27) 
where a3 is defined in Theorem 3.5, d is defined in Theorem 3.4 and 8, ¢ are given in Lemma 2.6. 
Then, the conclusion of Theorem 3.1 holds. 
PROOF. The proof is similar to that of Theorem 3.5 with the modification that Lemma 2.7 is 
used instead of Lemma 2.6. 
REMARK 3.4. Example 3.5 also illustrates Theorem 3.6 since by taking b = 2, the right side 
of (3.27) is found to be 2.41 and a3 = 35.4375 > 2.41. 
THEOREM 3.7. Let the hypotheses of Lemma 2.8 hold. Further, suppose that 
m 
o~4 = limsup"/ E ~(i,n) -q '( i ,n)]  > 6 k+l 1 K '  (3.28) 
m,n-~oo i=m-k  
where K is defined in Lemma 2.6 (with e = 0). Then, the conclusion of Theorem 3.1 holds. 
PrtOOF. Again suppose that (3.2) has an eventually positive solution {y(m, n)}. Then, for all 
large i and j we have inequality (3.16) from which it follows that 
y(i + 1,j) - ~y(i, j) < [q'(i,j) - p(i,j)] 7y(i - k, j ) .  (3.29) 
Using (3.29) as well as Lemma 2.3 we find, for all large m and n, 
y(m + 1, n) - 3k+ly(m - k, n) = 
i .~rn -k  
m 
6 m-~ b( i  + 1,,~) - @(i, n)] 
_< y:~ 6 "~-' [q'(i, n) - p(i, nil ~v(i - k, ~1 
i=rrt-k 
1 
< ~ ~f m-~ [q'(i,n) - p(i, n)] 7-~-27y(m - k, n) 
i=m-k  
ft% 
= ~ 6 m-~ [q'(i, ~1 - p(i, ~11 ~y(m - k, n). 
i=rn -k  
(3.30) 
80 P.J .Y. WONG AND R. P. AGARWAL 
From Lemma 2.8 we have, for all large m and n, 
1 
y(m + 1, n) > -~y(m - k, n), 
which when used in (3.30) leads to 
? Z ~( i ,n ) -q ' ( i ,n ) ] -~f  k+l+~ y(m-k ,n )<_O,  
i=rn-k 
or equivalently, 
m 1 
"Y Z ~(i ,n) - q'(i,n)] - ~k+l + K < 0, 
i=rn-k 
for all large m and n. This contradicts (3.28). 
EXAMPLE 3.6. Consider the partial difference quation 
n 
y(m + 1, n) + -~--~y(m, n + 1) - y(m, n) + [g(m, n) + 1] y(m - 2, n) 
=g(m,n)y (m-2 ,n ) ,  m>2,  n>3,  (3.31) 
where g(m, n) is any function of m and n. Here, k = 2, g = 0,/3 = 3/4, and ~f = 1. Choosing 
f (u)  = u, we have "y = 1, 
p(m, n) = p'(m, n) = g(m, n) + 1, q(m, n) = q'(m, n) = g(m, n). 
Clearly, 0 = 1 and (2.51) is satisfied with b = 0/2 = 1/2. It is computed that K = 4. Thus, 
we have 
m 3 
a4=l imsup ~ 1=3> 
m,n--*oo i=m--2 
By Theorem 3.7, every solution of equation (3.31) oscillates. In fact, one such solution is given 
by {y(m, n)} = {(-1)ran}. 
THEOREM 3.8. Let the hypotheses of Lemma 2.9 hold. Further, suppose that 
as = limsup 3' ~ (~)  e+l 1 
m,n-.oo -~ ~(m, j ) -  q'(m,j)] > L' (3.32) 
j=n--~ 
where L is defined in Lemma 2.6 (with k = 0). Then, the conclusion of Theorem 3.1 holds. 
PROOF. Suppose that (3.2) has an eventually positive solution {y(m,n)}. Then, we have (3.16) 
from which it follows that 
~y(i , j  -t- 1) - 5y(i, j) <_ [q' (i, j) - p(i,j)] ~/y(i,j - ~), (3.33) 
for all large i and j .  
Applying (3.33) and Lemma 2.3 we find, for all large m and n, 
y(m,n+l)-(,5) Y(m,n-0= (m,j+ll-sy(m,  
j=n-£  
< [q'(m,j) - p(m,j)] -~ y(m, j  - ~) 
j=n-  (3.34) 
_ "~ 
j=n--£ 
7 - e) .  = [q'(m,jl-p(m,jl] 
j=n--£ 
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From Lemma 2.9 we have, for all large m and n, 
1 y (m,  n - ~), y(m, n + 1) _> 
which when used in (3.34) provides 
{ (~)~+11}y(m,n_~)<O ' -~ ~(m, j )  - q'(m,j)] - + -~ _ 
j=n--~ 
or equivalently, 
~(m, j )  - q'(m,j)] - + --~ < O, 
j----n--~ 
for all large m and n. This is a contradiction to (3.32). 
EXAMPLE 3.7. Consider the partial difference quation 
n + 3 y(m, n -{- 1) n + 2 y(m, n) + [g(m, n) + 1] y(m, n - 2) y(m + 1, n) + - 
= g(m, n)y(m, n - 2), m > 0, n_> 6, (3.35) 
where g(m,n)  is any function of m and n. Here, k = 0, ~ = 2, j3 = 1, and 6 = 4/3. Choosing 
f (u)  = u, we have "y = 1, 
p(m, n) = p'(m, n) = g(m, n) + 1, q(m, n) = q'(m, n) = g(m, n). 
It is clear that ~b -- 64/27, (2.58) is satisfied with b -- ¢/ (2~) = 32/27 and L -- 27/16. Hence, 
we find 
a5=l imsup E 1=3>1.78 .  
rn,n---*oo 3=n--2 
It follows from Theorem 3.8 that every solution of equation (3.35) oscillates. In fact, one such 
solution is given by {y(m,n)} = {( -1)m(1/n  + 2)}. 
THEOREM 3.9. Let the hypotheses of Lemma 2.10 hold. Further, suppose that 
b 2 
a4 > 6 k+l - - -  (3.36) 40' 
where a4 is defined in Theorem 3. 7 and 0 is defined in Lemma 2.6 (with £ = 0)o Then, the 
conclusion of Theorem 3.1 holds. 
PROOF. The proof is similar to that of Theorem 3.7 with the modification that Lemma 2.10 is 
used instead of Lemma 2.8. 
REMARK 3.5. With b = x/3, Example 3.6 also illustrates Theorem 3.9 as a4 = 3 > 1/4. 
THEOREM 3.10. Let the hypotheses of Lemma 2.11 hold. Further, suppose that 
> - 4--d' (3.37) 
where a5 is defined in Theorem 3.8, and ¢ is defined in Lemma 2.6 (with k = 0). Then, the 
conclusion of Theorem 3.1 holds. 
PROOF. The proof is similar to that of Theorem 3.8 with the modification that Lemma 2.11 is 
used instead of Lemma 2.9. 
REMARK 3.6. With b = 2/3, Example 3.7 also illustrates Theorem 3.10 as a5 = 3 > 2.32. 
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4. OSCILLAT ION OF  EQUATION (1.2)  
It is clear from the proofs that all the results in Sections 2 and 3, for (1.1), (3.2), and (3.3) 
can be extended to (1.2) and related difference inequalities with the modification that the term 
~a(i, j )  - q'(i, j)] that appears in the conditions is replaced by ~-~tr__t ~  (i, j )  - q~(i, j)]. 
The following theorems are further oscillation criteria for (1.2). 
THEOREM 4.1. Suppose that for 1 < i < v, ki,2~ > 0 and 
Further, suppose that 
Then, 
(i) 
liminf ~i(m,n) - q~(m, n)] = ai > O. 
rlrl ~n --* oo 
2 aiTi-d~ + limsup ~i(m,n)  - q~(m,n)]Ti~-ff, > 6. 
i= l  i= l  m,n---*oo 
the following inequality has no eventually positive solution 
(4.1) 
(4.2) 
-r 
y(m + 1, n) + ~(m, n)y(m, n + 1) - 8(m, n)y(m, n) + E Pi (m, n, y(m - ki, n - 24)) 
i= l  
T 
<-EQi (m'n 'y (m-k i 'n -2 i ) ) '  m>mo,  n>no;  
i=1  
(4.3) 
(ii) the following inequality has no eventually negative solution 
7" 
y(m + 1,n) + B(m,n)y(m,n + 1) - ~(m,n)y(m,n) + E P4 (m,n ,y (m - k4,n - gi)) 
4=1 
>-E  Q i (m'n 'y (m-k i 'n -e4) ) '  m>mo,  n>no;  
i= l  
(4.4) 
(iii) all the solutions of (1.2) axe oscillatory. 
PROOF. 
(i) Suppose that (4.3) has an eventually positive solution {y(m, n)}. 
large m and n, 
y(m + 1, n) + i?y(m, n + 1) - 6y(m, n) 
T 
<- E [Qi (m, n, y(m - k4, n - £4)) - Pi (m, n, y(m - ki, n - ei))] 
i= l  
1" 
< ~ [q~(m, n) - v,(m, nil £ (~(m - k,,  n - e411 
i----1 
_< ~ [q~(m, n) - pi(m, n)] 74y(m - ki, n - 2i), 
i= l  
from which it follows that 
T 
~yCm, n) _> ~ ~(m,  ~) - q:(m, n)] ~4y(m - k,, ~ - e,) 
i----1 
T 
> E(a i  - e)74y(m - k,, n - 2i), 
4=1 
Then, for sufficiently 
(4.5) 
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where e E (0, minl<i<~ ai) is arbitrarily small. Using Lemma 2.3 in the above inequality, 
we get 
~" e" ,  1 (~)  t ' - I  rSy(m,n) > E(a ,  - )~-~T y(m - 1,n - 1), 
i----1 
or  
y(m,n) > Z(a,-e)'h~---~, y(m- i , n -  1). 
i=1  
It is clear from (4.6) and Lemma 2.3 that 
y(m + 1, n) > 
>_ 
Z(a i -  c)Ti~-~, y(m,n - 1) 
i=1  
i= l  
(4.6) 
(4.7) 
and 
y(m, n + 1) > E(a ,  1 £i-1 - e)',/i~7 y(m - 1,n) 
i= l  (4.8) 
1 
>_ Z(a ,  - el"h-~7- ~ y(m,n). 
i=1  
Now, it follows from (4.5), (4.7), (4.8), and Lemma 2.3 that 
0> (ai - e )T i~ + f~ Z(a i  - e)~i ~k--7~1 
i=1 
+ ~ [V,(m,n) ' m 1 £' - -q i (  , n)] "h~7 y(m,n). 
i=1  
This implies that 
r (_~)& ~ , ,1  (_~)gi 
2~(a , -~1~,~ + ~,,(m,~l-q~(m,~)lr N < e, 
i=1  i= l  
which contradicts (4.2). 
(ii) The proof is similar to that of (i). 
(iii) This follows from (i) and (ii). 
EXAMPLE 4.1. Consider the partial difference equation 
n+l  n 
y(m -t- 1, n) -4- - -  y(m, n + 1) - - -  y(m, n) 
n n -1  
[ 1  
=g(m,n)y (m-2 ,  n -2 )+h(m,n)y (m-4 ,  n -1 ) ,  m>_4, n> 11, 
(4.9) 
where g(m, n) and h(m,n) are any functions o fm and n. Here, kl = gl = 2, k2 = 4, g2 = 1, 
~3 = 1, and ~i = 1.1. Choosing f l (u)  = f2(u) = u, we have "Yl = "r2 = 1. We may take 
n-2  
pl(m,n) = p~(m,n) = g(m,n) + 1--------~ '2 (n  -
1 
p2(m, n) = p'2(m, n) = h(m, n) + 2' 
ql (m, n) = q*l (m, n) = g(m, n), 
q2(m, n) = q'2(m, n) = h(m, n). 
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Thus, at = a2 = 1/2. It can be checked that all the conditions of Theorem 4.1 are satisfied, and so 
all the solutions of (4.9) are oscillatory. One such solution is given by {y(m, n)) = {(-1)ra(1/n)) .  
REMARK 4.1. It can be checked that Examples 3.3-3.5 also illustrate Theorem 4.1. 
THEOREM 4.2. Suppose that (4.1) holds and 
r 1 (~) t ,  1)r,+l 
~=1 ~f , r~' > ~f, (4.10) 
where r~ -- min{ki, £i), 1 < i < T and 0 ° = 1. Then, the conclusion of Theorem 4.1 holds. 
PROOF. It is sufficient o prove only (i). Suppose that (4.3) has an eventually positive solution 
{y(m, n) }. Define 
y(m,n) 
z(m,n) = y(m + 1, n + 1)" 
Then, it follows from Lemma 2.3 that for large m and n, 
z(m,n) >_ (1/~)(~/5)y(m + l ,n  + l) 
y(m + 1, n + 1) = ~.  (4.11) 
Now, from (4.5) and Lemma 2.3, we find for large m and n, 
y(m -t- 1, n) + By(m, n -t- 1) _ 
y(m,n) 
r - ki, n - ~) 
< - n) - q (m, n)] . ,  y(m n) 
,----1 
~,-r, (4.12) 
i~1  s=l  
On the other hand, it is clear from Lemma 2.3 that 
y(m + l ,n)  + By(m,n + l) 2(~/~f)y(m + l ,n  + l) j3 1 
y(m, n) - ~ >- y(m, n) - ~f > -~ z(m, n) - 6. (4.13) 
A combination of (4.12) and (4.13) provides 
5z(m,n)  5<-Z~i (m'n) -q ; ( rn 'n ) ] '~ '~ \0 /  [ I z (m-s ,n -s ) .  (4.14) 
i=1  s=l  
It is obvious from (4.14) that z(m, n) < ~ for otherwise we get -6  < -(x), a contradiction. 
Further, r~ p 0 for some 1 < i < T since otherwise (4.14) implies 
z(m,n) ~ < - ~vi(m, n) -q~(m,n)] ' l i -~,  
,=1 
i= l  
whereas, in this case (4.10) is the same as 
,----1 
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Denoting z = lim infm,n-.oo z(m,  n) E ((f~/52), ~) ,  it follows from (4.14) that 
- 5 < - z 
5 z i=1 
or  
r ~ 1 (~)e , - r ,  z~i+ 1
) - :  5z  - 
_< 1. (4.15) 
i=1 
Now, for the function g(u) = u~'+l/(Su - (f~/5)), it can be verified that 
(J_ r~+i )  fF' (r~ + 1) ~'+1 
min g(u) = g - 52~,+1 r~' (4.16) u>(fU~ ) ri 
Using (4.16) in (4.15), we obtain a contradiction to (4.10). 
REMARK 4.2. It can be checked that Examples 3.3-3.5 and 4.1 also illustrate Theorem 4.2. 
THEOREM 4.3. Suppose that (4.1) holds and 
T ~a iv i  > 5 k+l , (4.17) 
i= l  
T T where k = ~-~--1 k i / r  and ~ = ~i=1 gi/T. Then, the conclusion of Theorem 4.1 holds. 
PROOF. Again suppose that (4.3) has an eventually positive solution {y(m,  n)}. As in the proof 
of Theorem 4.2, we still get (4.15). For simplicity, we shall denote 
I~Z~ 1 (~)  t ' -r '  
f=-  r~ and bi - 5k,_r~ , l < i < T. 
T i=1 
Using the well-known inequality between arithmetic and geometric means, (4.15) leads to 
1 >_ T i=1 ai^/ibisz -- (~/5)  TSZ -- (~/5)  i=l  
In view of (4.16), the above inequality implies 
1 > T52e.bl ~ aivibi = r ai'~i 5~+---- Y ~ , 
i=1 i=1 
which contradicts (4.17). 
THEOREM 4.4. Suppose that (4.1) holds and fl > 6 2. Then, suppose that r = minl<i<r{ki, gi} > 
0 and 
v ~£~--ri ~2r+l  r r 
> (4.18) 
i= l  
Then, the conclusion of  Theorem 4.1 holds. 
PROOF. Once again suppose that (4.3) has an eventually positive solution {y(m,  n)}. As in the 
proof of Theorem 4.2, we still get (4.15). Since z > (f~/5 2) >_ 1, it follows from (4.15) that 
r 1 (~)&--r i  zrTl 
5z  - (Z /5 )  <- 1 
i=1  
or  
a i ' ~  _ < zv+l (4.19) 
i----1 
Let g(u) = (Su - ~/5) /u  ~+1. Then, it can be verified that 
(~r+l )  5 2r+1 r r 
max g(u) = g = /~ (r + 1) ~+1" (4.20) 
u>~/62 r 
Using (4.20) in (4.19), we get a contradiction to (4.18). 
REMARK 4.3. It is noted that Example 3.3 also illustrates Theorem 4.4. 
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