Introduction
In this work, we are interested in the reconstruction of line segment cracks (in 2D situations), or planar cracks (in 3D situations) by overspeci ed boundary data. These problems are related to non destructive electric or thermic control of materials. In this area, there are quite a few theoretical works, and almost all of them deal with 2D cases : a uniqueness result for a buried crack has been investigated by Friedman and Vogelius 16, 1989] , and stability results of logarithmic type have been obtained by Alessandrini 2, 1993] . For the case of emerging cracks at an a priori known point of the boundary, a uniqueness result and a local Lipschitzstability one have been proved in 9, 1996] . In the case of a family of emerging cracks, a uniqueness result has been proved in 14, 1995] . As for 3D situations, only very few uniqueness results exist, and they all assume the knowledge of all the possible measurements, namely the full Neumann-to-Dirichlet operator (see Eller 15, 1996] and references therein). An e cient numerical reconstruction algorithm -for interior segment cracks -has been presented by Santosa and Vogelius 19, 1990] , and a more recent work by Elcrat and Isakov 14, 1995] gives an inversion algorithm to recover a family of surface cracks. In the particular case of 3D-planar (or 2D-line segment) cracks, S. Andrieux and A. Ben Abda introduced in 6, 1993] 7, 1996 ] the reciprocity gap concept, and proved that such cracks can be completely determined, provided that complete data are available on the external boundary of the body. Moreover, they gave inversion formulae which determine explicitely the plane containing the cracks, and proved that the full reconstruction is possible. The proof of the latest result turns to be constructive, and the semi-explicit algorithm is actually built upon it. In section 2, the results used to construct the numerical algorithm and to run the trials are recalled. The semi-explicit algorithm is described and studied in section 3, while the numerical results and comments are presented in section 4.
2 The inversion process.
For the reader's convenience, we recall in this section the results related to the reciprocity gap concept 7] that we shall use to built the numerical semi-explicit algorithm and to run the trials.
In this section, we rst derive the reciprocity gap notion and the functional associated to it. Then, we use this functional to establish the formulae for the identi cation of the plane containing the cracks, a complete identi cation result, and another formula for the determination of an emerging crack length in 2D situations.
Uniqueness results for 3D-planar cracks.
Let denote the 3D bounded domain occupied by the body,and @ its external boundary, which we shall assume to be C 2 . The body is supposed to contain one or more co-planar cracks 2 , where ( ) is the a ne plane in R 3 containing all the cracks. We denote by = n the defective (cracked) domain. The a ne space is equipped with a direct orthonormal frame (O; e 1 ; e 2 ; e 3 ). Denoting by (x 1 ; x 2 ; x 3 ) the corresponding cartesian coordinates system, the plane equation will be given by : n 1 x 1 + n 2 x 2 + n 3 x 3 + c = 0 (1) where ? ! N = (n 1 ; n 2 ; n 3 ) is a unit normal vector to ( ). Let us now denote by a given heat ux on @ , satisfying 6 0 and Z @ = 0 , 2 H ? 1 2 (@ ) (in practise, will be chosen to be piecewise continuous). Consider then the following steady state electrical (or heat conduction) problem for a homogeneous medium :
RR n 3063 Since the solution of (2) is unique up to a constant, the condition Z @ u is added in order to insure the uniqueness. We assume in the following that this solution has been measured on the whole external boundary @ , and we shall denote by f this measure.
The reciprocity gap concept.
In the general framework of aw determination, one can intuitively feel that some insight into the problem may be gained by comparing the actual response of the body (a ux being prescribed) to the one given by a safe body with the same characteristics. The rst idea is to examine both state elds. This cannot be useful, so far as these elds are de ned on two di erent domains (the safe one, and the defective one), and the eld corresponding to the defective body is only known by its Cauchy conditions on the external boundary. One has then to carry all the available information on the known part of the body. To this end, the Maxwell-Betti reciprocity principle (in elastostatics) provides the idea, which extends in fact to any symmetric operator. For sake of simplicity, we shall present it in the case of elliptic operators. The variational formulation of such problems can be settled as follows :
where H is a Hilbert space, a a bilinear, symmetric and coercive form, continuous on H H, and L a linear continuous form on H. L 1 and L 2 being two di erent linear forms de ned on H, let us consider the two corresponding problems (i = 1; 2) :
Then, choosing v = u 2 as a test function for the rst problem, and v = u 1 for the second one, we derive that L 1 (v 2 ) = L 2 (v 1 ). This is the reciprocity principle, due to the symmetry of a. Let According to the reciprocity principle recalled above, this quantity vanishes if the domain is safe. The reciprocity gap is then naturally de ned, for any harmonic function v 2 H 1 ( ), as follows :
Equation (6) 
Furthermore, one has :
Proof : It is straightforward from expressions (6) and (7) 
Proof :It is also based on the reciprocity gap applied to some specisl function, as shown in 7] RR n 3063 2.3 The complete identi cation of the cracks.
At this stage, the plane ( ) containing the cracks is entirely, and explicitely, determined. A constructive method is now proposed to achieve the cracks identi cation. Once again, the reciprocity gap is the basic tool. Based on its two expressions (6) and (7) 
where (# i p;q ) i=1;:::;4 p;q2N is the orthogonal basis of L 2 (S) de ned as follows :
# 1 p;q (x; y) = cos(p x) cos(q y) # 2 p;q (x; y) = cos(p x) sin(q y) # 3 p;q (x; y) = sin(p x) cos(q y) # 4 p;q (x; y) = sin(p x) sin(q y) (13) Lemma 3 The numerical semi-explicit algorithm.
Following the above results, the algorithm appears clearly to split in two steps : 1. The rst one, which is explicit, consists in locating -by using formulae (8) and (10) given in the former section -the plane ( ) containing the cracks. This determination is exact, so far as the data are exact themselves. In this paper, all the numerical trials have been run with synthetic data, i.e. with data generated by a nite element computation providing f from the prescribed ux .
It should be pointed out that we are interested here in approximating the support of this jump, rather than the jump itself. For this purpose, the truncated Fourier series g u ] n is not expected to be satisfactory, since its support has no reason not to extend on the whole domain S. In order to provide an approximation of the cracks, we need then to de ne, for a given positive real number ", and a given integer n, the following sets : " = fx 2 S ; j u ](x) j > "g (16) Proof : For sake of simplicity, we shall denote by g the unknown function g u ] that we are seeking to approximate, and by g n its truncated Fourier expansion, at order n. Then ; " = fx 2 S ; j g(x) j > "g and n" = fx 2 S ; j g n (x) j > "g
The sets " are strictly decreasing with respect to ", i.e. :
" if " >
We are going to prove that, for a given ", there exists some integer N such that : n N ) 3" On another hand, we need to prove that the Fourier quadratic partial sum g n is uniformly convergent to g. This is done by using a result due to Zhizhiashvili (1971 and 1973) 
Let now x 2 n" . Then :
jg(x)j jg n (x)j ? jg(x) ? g n (x)j > " ? " 2 = " 2 which proves that for n N(") , n" performed at a xed \tolerance number" ", and that n" is the right candidate to approximate . By the forthcoming error estimates, we establish more precisely this statement.
Lemma 3 Under the assumption that the \stress intensity factor" does not vanish on @ , there exists some constant c, and some real positive number " 0 depending on and u , such that for any " " 0 ,
we have :
Proof : Using again Grisvard's regularity results, one has :
where is the distance to the boundary @ , '(s) being the so-called stress intensity factor by analogy with the elasticity problem. Namely ' is some regular function of the curvilign abcissa of @ , and g R a regular function de ned on (g R 2 H 2? ( ) \ H 1 0 ( ) ). Let x be a point of @ " , and x 0 a point of @ such that :
dist(x ; @ ) = dist(x ; x 0 ) = j x ? x 0 j Then, we have, since (x) = j x ? x 0 j and g R (x 0 ) = 0 :
g(x) = g R (x) ? g R (x 0 ) + On another hand, any point of @ " is at a distance less than " from @ , and consequently, since " , no point of n " is at a distance from @ greater than " . Thus, d( " ; ) = ( n " ) is bounded by the measure of a strip of length (@ ), which is the \measure" of @ , and of width " : d( " ; ) " (@ ) which leads to " ~ d( " ; ) 1 
, with~ =~ (@ ). This proves (25).
INRIA Remarks :
1. Estimate (25) is strongly based on the knowledge we have of the behaviour of the singular part of the solution. Actually, the power of " is the inverse of the power of the local behaviour (near the crack tip) of the solution.
2. All the above proofs, given in the case of a single crack, extend easily to the case of multiple co-planar cracks, by reasoning on each connected component of .
3. In the 2D case, all the proofs work as well, and are even simpler : the Hausdor distance reduces then to the sum of the distances between the left and right crack tips while " is the maximum value of these two distances.
We are now able to give the nal estimate in the following theorem.
Theorem 1 Under the assumption that the \stress intensity factor" does not vanish on @ , and given any positive number , there exists two positive constants c andc, and some real positive number " 0 , such that for " " 0 , and n >c " ?(2+ ) , we have : 
Numerical results.
The numerical study has been carried for 2D and 3D cases, but according to the computer facilities available, the algorithm behaviours have been outlined for 2D situations, some 3D cases been run afterwards to make sure that the conclusions extend. Furthermore, the 2D numerical trials have been mostly carried for a square domain , which is not actually a limitation in our case, since the rst step of the algorithm is explicit and is hence not in uenced by the domain's shape, and that its second step begins by immersing the domain in some \square big box" before computing the Fourier series. Anyhow, some special geometries have also been achieved to complete the study.
Location of the crack's line
According to section 2, the location of the crack's line is achieved by computing the three boundary integrals involved in the formulae (8) and (10) giving the two components of the normal vector, and the constant of the line's equation. Any ux satisfying the identi ability condition Z u ] 6 = 0 can be used in the identi cation process, but it is expected that some uxes behave better than others. Referring to Friedman and Vogelius ( 16] ), we know that non identifying uxes exist, for which the crack is immerged in some eld line of the solution. Comparing the level lines for the \worst" ux ( ?3 ) and the \best" one ( 3 ), we notice -for this latter's -strong discontinuities across the crack, and also high gradients near the crack tips, which denote the presence of singularities due to non vanishing stress intensity factors. Even this assumption is not necessary to insure the identi ability, it was needed to prove a Lipschitz-stability result for 2D emerging cracks 9], and it was -in the present paper -essential to derive the error estimate (25) of lemma 3, and thus to derive the error estimate (29) in theorem 1.
INRIA
As mentioned above, all our trials are based on synthetic data, obtained via a nite element direct computation using the INRIA's Modulef library. The boundary integrals have then been computed by using a Simpson's rule on the nite element mesh. Several uxes have been tested, to determine the
Complete identi cation and convergence
The crack's line being identi ed, we know are rst going to look at the e ects of the truncation of the Fourier expansion on the accuracy on the reconstructed jump u ], before being interested in its support. Figure 6 gives the \real" jump (obtained by the nite element computation), and the reconstructed jumps obtained by truncated Fourier series involving 20, 30, 50, and 70 basis functions. Two observations can be pointed out at this stage :
1. The crack seems to be detected even at the lowest values of n ; A smoothing procedure would probably improve the approximation of the jump, but it would in the same time spread out its support, which is the very information we are seeking to catch. As announced INRIA in section (3), we shall keep the jump as computed, and use for the approximation of its support the following set :
n" = n x 2 S ; j g u ]j n (x)j > " o for a prescribed " that we shall refer at as the tolerance number.
Given a value of n (which is a computational cost we are willing to pay), we should choose -according to theorem 1 -an " of order n ? 1? 0 2 -for any 0 > 0 -so that we obtain an error d( n" ; ) of order n ?1+ 0 . The behaviour of the errors, as shown in gure 7, turns out however to be much better than expected. As a matter of fact, the relationship between n and ", used to establish the error estimate (29), was based on the uniform convergence of the Fourier series, which is slow, and this could be a too strong requirement : observing the reconstituted cracks of gure 6, one can notice that the convergence of n" to is achieved far ahead the uniform convergence of g n to g. According to these observations, all the trials reported from now on have been run with 70 basis functions in 2D, and 70 70 functions in 3D, which are the numbers it is not worthwile to go beyond since they achieve the convergence of the cracks with an error (less than 0.4 %) which seems to be the lowest we can reach. The related tolerance numbers (5 % in 2D, and 3 % in 3D) have been chosen according to the curves of gure 8.
Noisy data
Running an identi cation algorithm based on measurements, one has to remind that measured data are subject to noise, the e ects of which have to be studied. In our case, the data are synthetic, i.e. obtained by a nite element computation subject to errors, and they are hence already noisy. To the computational noise, we have added a random noise, generated by a Fortran routine, and run numerical trials for several ratios (with respect to the maximum value of the \measured" data) of this additinal noise. Figure 9 gives the result of the complete identi cation algorithm for four ratios (5, 7, 10 and 15 %). Up to 7 % of additional noise, the results remain satisfactory. At 10 % of additional noise, a parasite crack appears in the middle of the crack line. At 15% of additional noise, the crack is completely lost. Actually, e ects of the noise have been recorded even in the explicit part of the algorithm, namely in the determination of the crack's line, since this part involves as well the noisy data for the computation of the boundary integrals. The line is correctly identi ed up to 10 % of additional noise, and it is lost at 20 %. At 15 %, the line is still correctly recovered, but the crack itself is lost 10, Bannour].
INRIA 4.4 E ects of the crack location
No assumption on the location of the cracks is needed, from a theoretical viewpoint, by the algorithm to recover them. It is interesting therefore to verify, in a few extreme situations, how general the algorithm is. A crack located near the corner, an emerging crack (at an unknown boundary point), and a multiple crack were the three situations chosen for this test, the results of which are summarized in gure 10. 
Further trials and comments
As announced in the beginning of this section, some \special" geometries have also been tested to verify that the process is not shape-sensitive, and 3D situations have also been studied. An exhaustive presentation of all these trials can be found in ( 10, Bannour] ). Figure 11 shows that the process is not shape-sensitive. As expected, the 3D situations require much more computational time to run than the 2D ones : the number of Fourier basis functions needed is squared, and the integral computations on the boundary are 2D instead of being 1D, so that the number of numerical integration is also squared, at a presribed rate of accuracy. Figure 12 gives the reconstitution of the jump through a square-shaped crack with respect to the number of harmonics ( 30 30, 50 50, and 70 70). Using a 3 % tolerance number, gure 13 shows then the reconstruction of two cracks (a special-shaped one, and a multi-crack) which establishes that the algorithm is able to reconstruct any crack, wathever its shape is. All the computations have been run on Sun Sparc workstations : Sparc 1 for the 2D cases, and Sparc 5 for the 3D ones. A few runs have also been performed on a Sun-Sparc 20 machine, so that it is not worthwhile to compare machine-dependent cpu times. It seems more interesting anyway to compare the time needed by the algorithm to achieve the reconstruction with the time needed by a piecewise linear nite element direct computation. Such an information is interesting because most inversion processes are iterative, and they would need, at each iteration, to solve one or several direct problems by a nite element computation. In other words, a relevant unit to compare the algorithms one to each other, in terms of computational time, would be the number of DFEC (Direct Finite Element Computations). The above table gives these informations, for the reconstruction of a 3D single crack. It shows that the semi-explicit algorithm is a low-computer cost one, even its implementation has not been fully optimized, while the nite element code Modulef used for the computations has of course been.
Conclusions
The semi-explicit algorithm presented in this paper is based on the reciprocity gap concept, which is valid for any symmetric operator. Because of the explicit identi cation of the support of the crack (line in 2D cases, and plane in 3D), the algorithm turns out to have very low computational costs, since it needs computations only on an hypersurface. Its limitations are of two types :
1. The cracks have to be planar (in 3D) or segments (in 2D), and if they are many of them, all have to be co-planar (resp. colinear). It seems di cult to go beyound such a limitation, which is constitutive of the algorithm. Recently, Santosa and Vogelius have proposed a promising lowpro le way to use the method, in order to provide a rst guess for some other algorithm, when the geometric assumptions are not ful lled. The numerical analysis of this idea has not been, up to our knowledge, done, and the compatibility conditions on the data (the prescribed and the measured ones) have also to be checked.
2. The data have to be complete, that is prescribed -or measured -on the whole external boundary. This might be a serious limitation in some practical situations, although most papers published on the topic seem to carry the same assumption.
Near-future prospects of the method lay rst in its generalization to various operators, and various boundary conditions on the crack. Several results have already been obtained in this area, and some others are in progress. On another hand, it seems worthwhile to deepen the error analysis, in order to throw some additional light on the reported superconvergence phenomenon. Last, the lack of measurements on the boundary (incomplete data) could be not such a hopeless situation, at least for 2D cases, if a reliable way is found to couple some existing process of completing the lacking boundary data to the recovery algorithm.
