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A bstract
p53 is the central protein in the DNA damage response and is part of a complex and 
extensive gene regulatory network. This network integrates a variety of stress signals to 
produce the up-regulation of active p53 and a range of effects including apoptosis, growth 
arrest and DNA damage repair. The p53 system has typically been studied qualitatively 
as a linear pathway, however this approach is insufficient to gain a full functional under­
standing of the dynamic nature of the network. In this work a better description of the 
DNA damage response will be constructed through the use of mathematical techniques.
Ordinary differential equations models of the p53 network between DNA damage 
and p53 up-regulation are proposed, including a model that takes into account various 
localisation mechanisms. Parameter estimation is required to validate these models with 
biological data. A number of established techniques axe examined along with a novel 
method based on linear algebra, collocation and B-splines. To examine the network 
downstream of p53 and the global response to DNA damage, a “G” time profile (Gff(£)) 
quantifying the activity driving the formation of each gene is constructed. This is derived 
from a model of gene transcription, microarray data and mRNA degradation rates.
The new parameter estimation technique developed works significantly better than 
the other techniques examined. Also, it was found that the mechanisms that control the 
location of p53 significantly contribute to the rapid DNA damage response. The G time 
profiles suggest that there are four principal transcription activities in the DNA damage 
response: p53, an early peaking response (possibly AP-1), stopping and restarting the 
cell cycle, and a double peaked response. The G time profile in combination with a 
training set of genes can be used to successfully find confirmed p53 targets.
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When cells are stressed or damaged they can pose a threat to the organism via DNA 
damage. In the least threatening situation the cells fail to perform their function but still 
consume resources, and in the most serious cases the cells become cancerous. To safeguard 
against this threat there are systems that stop the cell from dividing until repairs can be 
made to the DNA, and other mechanisms that cause a tightly regulated cell suicide known 
as programmed cell death or apoptosis (Alberts et al.. 2002). Apoptosis is triggered if 
the cell has sustained so much damage that repair would be prone to too much error 
and therefore risk deleterious mutation. During apoptosis. normally dormant proteases 
called caspases axe activated and cause the destruction of cellular proteins, resulting in 
cell death (Rich et al.. 1999). Caspases are activated either by an extracellular signal (via 
cell surface receptors known as death receptors), or through the release of cytochrome c 
from the mitochondria and the subsequent formation of a catalytic apoptosome (Alberts 
et al.. 2002). p53. the central protein in the DNA damage response can activate both 
pathways (Vogelstein et al.. 2000).
p53 is a tumour-suppressor and has been described as the “guardian of the genome” 
(Lane. 1992). It is part of a complex and extensive gene regulatory network1 that inte­
grates a variety of stress signals to produce a range of effects including apoptosis, growth 
arrest and DNA damage repair (see chapter 2). Of particular importance is p53’s role in 
the decision to commence apoptosis. which is not well understood. p53 is known to play 
a vital role in preventing cancer; p53 is dysfunctional in the majority of cancer types 
(Soussi et al.. 2000) and more than 18000 different p53 mutations have been found in 
cancers (Bode and Dong, 2004). A greater understanding of the p53 gene regulatory 
system is likely in the long term to lead to an improvement in human health.
The p53 gene regulatory network is an extremely well studied system and numer­
ous components and interactions have been discovered by using traditional techniques. 
Despite this, the examination of uni-directional pathways qualitatively is insufficient to 
gain a full functional understanding of the dynamic nature of the network. This is due 
to the complexity of the p53 gene regulatory network, which has numerous components, 
many feedback loops and interacts with a large number of cellular subsystems. As John 
Maddox (former Nature editor) states,
“If some intermediate goal in biology is the understanding of the functioning 
of an entire cell, it is unthinkable that it will be attainable without quantita­
tive information about the abundance of the component molecular species.” 
(Maddox, 1992)
To gain functional insight into the DNA damage response a quantitative and predictive 
description of the network is needed. This requires mathematical modelling, quantitative 
data and advanced data analysis techniques.
1A gene regulatory network is a collection of genes that interact through both DNA segments and 
protein products to regulate the transcription rate of the component genes.
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There are considerable challenges to modelling the p53 network, these range from the 
decision as to which components should be included in the model to best represent the 
system, to the choice of appropriate parameter values. Until very recently there have only 
been two models of the p53 gene regulatory network (Bar-Or et al., 2000; Monk, 2003a). 
At the population level, experimental data suggests that there is damped oscillations 
between the two core components after DNA damage (Bar-Or et al., 2000). Both models 
successfully replicated this dynamic but are limited in the number of components they 
examined and by the heuristic approach to choosing parameters (these are examined 
further in section 2.4.1 and 2.4.2). As the work on this thesis was near completion, two 
different models (Ciliberto et al., 2005; Ma et al., 2005) were published that replicate 
experiments tha t indicate that p53 pulses at the single cell level (Lahav et al., 2004). 
These models were more extensive including more than the two core components.
In recent years there has been an explosion of quantitative mRNA data due to the 
development of microarrays which can simultaneously measure the expression levels of 
thousands of genes. Devising methods that can extract useful biological information 
from this vast amount of data is a major challenge. This is a general problem but also 
applies directly to the DNA damage response and in particular to detecting genes that 
axe transcribed by p53. There has been no use of mathematical models to extract p53 
targets from microarray data apart from a recent paper produced by this group (Barenco 
et al., 2005).
In this work the overall aim is to gain a better description of the DNA damage response 
through the use of mathematical techniques. More specifically this work aims to achieve 
a better description of the p53 gene regulatory network between DNA damage and p53 
up-regulation. identify targets of the p53 network and develop techniques that will help 
meet these aims. If possible the techniques developed should be generally applicable to 
other similar problems.
The experimental system used examines the DNA damage response in the p53 wild 
type human lymphoid cell line MOLT 4. Cells were exposed to ionising radiation and 
time series measurements were gathered for mRNA and various proteins (see chapter 3). 
The thesis will be divided into three parts.
In the first part of the thesis ordinary differential equations models of protein ex­
pression in the system are proposed based on previous biological knowledge. In the 
p53 system the regulation of the location of the core components appears to be impor­
tant. Therefore, a model is proposed that takes into account some of these localisation 
mechanisms. This model is examined to determine whether the inclusion of localisation 
regulation improves the performance of the system.
The second part describes studies into parameter estimation using a small experi­
mental protein data set. To make predictions based on these models it is important to 
determine how well the behaviour of the model matches biological data, i.e. to find the 
parameters that cause the model solutions to best fit the data. This is important as it
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is rare to have direct parameter measurements in this kind of system. Established tech­
niques such as simulated annealing are implemented and examined along with a novel 
technique based on linear algebra, collocation and a series of B-splines. A number of the 
proposed models are evaluated based on the latter technique.
It is easier to gather data on the amount of mRNA than the amount of functionally 
active protein. In the final part of the thesis, a simple model of positively regulated 
gene expression is investigated with a view to gaining information about the protein level 
response to DNA damage using microarray mRNA data. For each gene, a quantity called 
the G time profile is proposed which is representative of the time profile of the “activity” 
that is driving the quantity of that gene’s mRNA. This quantity can be used to group 
genes that share the same transcription factor and find the main “activities” that drive 
the DNA damage response.
This thesis has a number of important results. It was found that the simple model 
of gene transcription does generate useful information about the protein level response 
from microarray data. In particular, the G time profile was used to find the principal 
transcription activity time profiles of the DNA damage response. When there is a high 
level of damage, it was found that there are four principal transcription activities: p53, 
AP-1, stopping and restarting the cell cycle, and a double peaked response (section 8.6.3). 
Also, the G time profile in combination with a training set of genes can be used to 
successfully find confirmed p53 targets (section 8.4).
Another key result is that the new parameter estimation technique developed worked 
extremely well when there was a small amount of error in the data even with small 
amounts of data and reasonably well when the amount of data was large and the error 
was large (chapter 7). Finally, it was found that the regulatory mechanisms in the p53 
system that control the location of p53 significantly contribute to the rapid response that 
occurs after DNA damage (chapter 5).
C hapter 2
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2.1 Introduction
The p53 gene is a tumour-suppressor gene (Vogelstein et al., 2000) and has been de­
scribed as "guardian of the genome” (Lane, 1992). It is known to play a vital role in the 
cell because when it is not functioning correctly cancer results; p53 is dysfunctional in 
the majority of cancer types (Soussi et al., 2000) and greater than 18000 different p53 
mutations have been found in cancers (Bode and Dong, 2004). Additionally, mice ge­
netically engineered to lack the p53 gene show a shortened lifespan because of increased 
susceptibility to tumours (Hickman et a l .  2002).
The p53 protein is the major node of a network that works to apply the “brakes” on 
cell multiplication and in certain cases causes apoptosis. I t ’s primary function is to act as 
a transcription factor. In a normal unstressed cell the concentration of p53 is kept very 
low. When stress occurs, the members of the network interact to produce a 3-10 fold 
increase in the concentration of activated p53 (Hickman et al., 2002; Harris and Levine, 
2005). This process is very quick with p53 levels increasing within minutes and the first 
apoptotic events occurring within a few hours in some cell types (Clarke et al., 1994; 
Merritt et al.. 1994). There are three main routes that stimulate the increase in p53:
•  DNA damage
DNA damage can be lethal if left unrepaired. Furthermore mis-repair of damaged 
DNA can lead to the production of mutant proteins, which can contribute to cells 
becoming cancerous. Therefore it is important that the cell takes action when the 
DNA becomes damaged. There are two different DNA damage response pathways:
1. ATM (ataxia telangiectasia mutated) is the key protein that signals double­
stranded breaks in DNA (see section 2.2.2). This pathway is extremely sen­
sitive and it has been suggested that a single double-stranded break in DNA 
may be sufficient to trigger a rise in levels of p53 (Vogelstein et al., 2000). 
Double-stranded breaks in DNA are caused by, among other things, ionising 
radiation.
2. DNA damage caused by a wide range of chemotherapeutic drugs, ultraviolet 
light and protein-kinase inhibitors triggers a pathway that depends on ATR 
(ataxia telangiectasia related) and casein kinase rather than ATM, CHK2 or 
p i <±ARF to stimulate the p53 network (Vogelstein et al., 2000) ( p l 4 ARF is 
equivalent to the protein p l 9 ARF in mice and from here on will be referred to 
as ARF).
•  Aberrant growth signals
This pathway is stimulated by the over expression of oncogenes such as RAS or Myc 
(Wahl and Carr, 2001). Oncogenes stimulate cell growth and so over-expression 
indicates that the cell has become cancerous necessitating cell reaction. In humans,
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this over-expression of oncogenes is detected by ARF, which stimulates the p53 
network (Sherr and Weber, 2000).
In this thesis the focus will be on the double-stranded break DNA damage pathway. 
For p53 to become functionally active it requires a conformation change so that it can 
form tetramers and bind strongly with DNA. This alteration is caused by the addition 
or removal of various chemical groups (Vogelstein et al., 2000). In its active form the 
stability of p53 increases; the half-life of p53 increases from 6-20 mins to an hour (Harris 
and Levine. 2005).
Once the p53 protein is stabilised and activated it accumulates in the nucleus and 
binds to specific DNA sequences and promotes or suppresses the transcription of adjacent 
genes. p53 is very prolific targeting over 150 genes (Bode and Dong, 2004). There are 
several classes of protein that predominate in the p53 target profile and have tumour- 
suppressing effects (Vogelstein et al., 2000):
•  Apoptosis '
p53 transcribes a large number of proteins that are involved in both the intrinsic 
and extrinsic apoptotic pathways (Vousden, 2000). These include proteins from the 
Bcl2 family, death domain proteins, proteins that induce reactive oxygen species, 
the plasma membrane protein p53 apoptosis effector related to PMP-22 (PERP), 
the survival factor antagonist insulin-like growth factor binding protein 3 (IGF- 
BP3) and the apoptosis protease activator apoptotic activating factor one (APAF1) 
(Wahl and Carr. 2001). Bax, a member of the Bcl2 family, was the first apoptotic 
factor to be identified as a target for p53 transactivation (Hickman et al., 2002).
•  Growth arrest
p53 transcribes genes that contribute to blocking the cell division cycle. It has 
been shown that p53 is essential for prolonged cell cycle arrest induced by ionising 
radiation, but that shorter, earlier cell cycle arrest is p53 independent (Wahl et al., 
1997). p 2 1 n  af 1/ ClPl is a protein transcribed by p53 that stands out as playing a 
critical role in the maintenance of cell cycle arrest (el Deiry et al., 1993). It is 
believed that the short periods of cell stagnation are caused by CHK1 binding to 
Cyclin D l. with ATM possibly activating CHK1.
• Angiogenesis inhibition
To sustain tumour growth there needs to be an influx of raw materials which 
requires contact with a large number of blood vessels. To aid this, many tumours 
send out chemical signals that encourage the growth of new blood vessels. It has 
been shown that in the presence of p53 the formation of new blood vessels is 
inhibited in tumours by the activation or repression of genes that regulate new 
blood vessel formation (Bouvet et al., 1998; Dameron et al., 1994)
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• Genetic stabilisation
p53 also participates in DNA damage repair, even though the mechanisms are not 
clearly understood. p53 transcribes target genes such as DDB2 (p48), GADD45 
(Smith et al., 1994) and p53R2 (Tanaka et al., 2000), which are important in the 
regulation of nucleotide-excision repair of DNA, chromosomal recombination and 
segregation (Vogelstein et al., 2000). It has been shown that cells lacking in p53 do 
not display nucleotide excision repair (Wani et al., 1999) and base excision repair 
is less efficient (Offer et al., 2001). It has also been suggested that p53 itself plays 
a role in genetic stability with the C-terminus of p53 binding to different forms of 
DNA damage (Balint and Vousden, 2001).
2.2 T he m ajor m em bers o f th e network betw een dam age 
and p53 regulation
DNA
damage positive action
negative action
ATM
Active
ATM
Cell cycle 
arrest
CHK2E2F1
ARF MDM2 p53
Gene transcription
Figure 2.1: A diagram to summarise the major components and interactions in the 
protein activation side of the p53 DNA damage control network.
In this section the core and best known proteins that regulate the levels of p53 will be 
examined (Figure 2.1). These core components will be used as the basis for the models. 
The p53 DNA damage network is much more complex then these central features. Some 
of this further detail will be examined in section 2.3.
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2.2 .1  T h e  core  o f  th e  netw ork  
p53
The p53 gene was first described in 1979, when it was incorrectly identified as an oncogene 
and it was only ten years later that its true function as a tumour suppressor gene was 
discovered (Vogelstein et al., 2000). It was first demonstrated by Yonish-Rouach et al 
(1991) that DNA breaks caused a rise in p53 which in turn causes apoptosis.
The p53 protein consists of 393 amino acids and is commonly divided into three 
functional domains, the N-terminal, the central core and the C-terminal (Bode and Dong, 
2004). The N-terminal consists of a domain required for transcriptional activity and 
another required for the interaction with the histone deacetylase, SIN3. The C-terminal 
contains a tetramerisation domain and two domains that control p53 localisation. It also 
contains a region at the very end of the C-terminal that can be used to regulate the core 
domain. Finally, the central core, which is the largest functional unit and contains the 
DNA binding region.
Although the ability of p53 to function as a transcription factor is considered to be 
its main function in apoptosis (Vogelstein et al., 2000; Wahl and Carr, 2001; Harris and 
Levine, 2005), recent evidence has suggested p53 has other transcriptionally independent 
apoptotic functions (Vousden, 2005; Schuler and Green, 2005). It has been found that 
p53 acts functionally as a BH3-only protein (Erster and Moll, 2005), a family of pro­
teins that enable the activation of pro-apoptotic proteins Bax and/or Bak. BH3-only 
proteins come in two classes: activators that directly bind and activate Bax and Bak, 
and enablers which form a complex to anti-apoptotic proteins such as BCL2 or BCL-XL, 
freeing activators to perform their function (Yee and Vousden, 2005). It has been shown 
that p53 is both an activator (Chipuk et al., 2004, 2005; Leu et al., 2004) and an enabler 
in the mitochondria (Mihara et al., 2003). There is still debate about the importance of 
these transcriptionally independent activities of p53; some experiments have show that 
apoptosis can still occur in certain cell types when there is a p53 mutant that cannot 
activate transcription (Hickman et al, 2002) whereas other experiments demonstrate loss 
of cell cycle arrest and apoptotic functions (Jimenez et a l , 2000; Chao et al, 2000).
M DM 2
Mouse double minute two (MDM2 or sometimes known as HDM2 in humans) is an 
ubiquitin ligase that is the key negative regulator of p53 (Wahl and Carr, 2001). The 
importance of MDM2 in the control of p53 has been well established. In mice without 
MDM2 present there is unrestrained p53 activity which blocks normal growth and de­
velopment - this causes early embryonic lethality (Jones et al, 1995). The survival of 
mice lacking in p53 as well as MDM2 demonstrate the co-dependent nature of the system 
(Jones et al., 1995). When MDM2 is over-expressed there is an associated development 
of tumours that do not mutate wild type p53 (Oliner et al, 1992), which suggests that
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MDM2 can interfere with the sensitivity of the p53 network to cell stress.
MDM2 regulates p53 through ubiquitin-mediated proteolysis (Haupt et a l ,  2003). 
MDM2 attaches several ubiquitin molecules to the p53 protein and these act as a label to 
the protesome machinery to degrade the p53 protein (Vogelstein et  a/., 2000). Efficient 
degradation of the p53 protein requires export from the nucleus to the cytoplasm where 
the majority of protesomes are located (although some degradation still occurs within the 
nucleus) (Balint and Vousden, 2001). Ubiquitination contributes to the efficient nuclear 
export of p53 (Boyd et al., 2000; Geyer et a l ,  2000) possibly by changing the form of 
the p53 protein to allow access to the nuclear export sequence (Stommel et a l ,  1999). 
Removal of p53 protein from the nucleus represses its transcription activity. In certain 
tumours wildtype p53 is found trapped outside the nucleus suggesting the up-regulation 
of nuclear export possibly by an MDM2 mutant (Balint and Vousden, 2001).
MDM2 also suppresses p53 activity by binding to its N-terminal, directly blocking 
p53’s ability to bind to DNA (Wahl and Carr, 2001; Chen et a l ,  1996). MDM2 also 
inhibits acetylation of p53. Cofactors such as p300 bind to p53 and cause the acetylation 
of the C-terminal which negatively affects the ability of MDM2 to ubiquitinate p53 (Wahl 
and Carr, 2001). Hence by preventing acetylation, MDM2 ensures that p53 is less likely 
to stabilise and become active.
MDM2 itself is a p53 target gene (Barak et a l ,  1993) and so p53 and MDM2 form 
a negative feedback loop. A rise in p53, will cause a rise in MDM2 which in turn will 
suppress p53 and reduce its amount. This negative feedback loop works to keep the 
equilibrium level of p53 low. When there is a stress placed on the cell these interactions 
are modified so that p53 levels can increase and activate the necessary pathways. This 
occurs in two main ways: the modification of the p53 protein or the modification of 
the MDM2 protein. Both of these negatively affect the binding of MDM2 to p53 and 
hence prevent the ubiquitination and degradation of p53. In p53 there are numerous 
phosphorylation sites within or near the N-terminal MDM2 binding region of p53 and 
phosphorylation at many of these sites can help prevent the binding of p53 to MDM2 
(Balint and Vousden, 2001).
2 .2 .2  M ain  regu la tors o f  th e  core  
ATM
Ataxia telangiectasia mutated (ATM) is a kinase that is the key signal transducer of the 
response to double-stranded DNA breaks (Abraham and Tibbetts, 2005). ATM is the 
gene defective in ataxia telangiectasia (a progressive neurodegenerative disease) patients 
who have a predisposition to cancer and extreme cellular radio-sensitivity (Savitsky et a l ,  
1995). In cells not under stress, ATM resides as an inactive dimer or higher order 
multimer (Bakkenist and Kastan, 2003). When double-stranded breaks occur, ATM is 
recruited to the DNA damage site (Smith et a l ,  1999; Lavin et a l ,  2005) and dissociates
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becoming functionally active (Bakkenist and Kastan, 2003). The M rell-Rad50-Nbsl 
complex both recruits and activates ATM at the DNA damage sites (Lee and Pauli, 
2005; Falck et  al., 2005).
Having become functionally active, ATM transmits the damage signal. Among other 
proteins in the p53 damage network, active ATM phosphorylates MDM2 and p53 dis­
rupting the negative feedback loop, allowing p53 levels to rise (Norbury and Zhivotovsky,
2004). ATM phosphorylates human MDM2 on Ser 395 (Maya et al., 2001) which com­
promises MDM2’s ability to inhibit and destabilise p53 (Goldberg et al., 2002). ATM 
also phosphorylates p53 at Ser 15 (Canman et al., 1998), which prevents MDM2 from 
binding to p53 but allows cofactors to bind encouraging the activation of p53. After UV 
damage an ATM related molecule (ATR) signals the damage.
CHK2
CHK2 is an important protein in the check point control system. It is activated through 
phosphorylation by ATM (Norbury and Zhivotovsky, 2004). Activated CHK2 phospho­
rylates Ser 20 of p53 which is within the MDM2 binding region (Chehab et al., 1999,
2000). This prevents MDM2 binding and so has a positive effect on the amount of p53 
present. CHK2 is important to the damage control system; mice lacking in CHK2 have 
a faulty p53-dependent cell cycle and apoptotic responses (Bell et al., 1999). CHK2 
also directly causes short term arrest in the cell cycle by phosphorylating the cell cycle 
regulator CDC25A (Falck et al., 2001).
E2F1
E2F1 is a transcription factor (Rich et al., 2000) that is phosphorylated and stabilised 
by CHK2 in response to DNA damage (Stevens et al., 2003; Wahl and Carr, 2001). The 
stabilisation of E2F1 was found to be required for p53 to induce apoptosis in thymocytes 
(Lin et al., 2001). E2F1 can both promote and inhibit cell growth. E2F1 is involved in 
the p53 network as a factor that promotes the transcription of ARF (Zhu et al., 1999). 
There is some evidence that p53 inactivates E2F1 but the evidence is unconvincing (Sherr 
and Weber, 2000).
ARF
The alternative reading frame product (ARF) is a small protein that is one of two prod­
ucts of the Ink4a-Arf locus (Lowe and Sherr, 2003). It plays an important role in the 
DNA damage response; ARF-null mice exhibit almost the same tumour predisposition 
as p53-null mice (Kamijo et al., 1997) and DNA damage increases the levels of ARF 
(Khan et al., 2000). ARF is the centre of a complex network and has p53-independent 
anti-proliferative activities and is also mutated in many cancers (Lowe and Sherr, 2003). 
It plays a central role in the suppression of activated oncogenes.
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ARF also directly regulates the core of the p53 network, binding directly to MDM2, 
which blocks both the ubiquitination of p53 by MDM2 and the inhibition of p53 acety­
lation by MDM2 (Balint and Vousden, 2001). This allows the stabilisation of p53. ARF 
also down-regulates E2F1 producing a negative feedback loop between ARF and E2F1 
(Mason et al., 2002). ARF, like p53, is expressed at very low levels in cells that are not 
under stress (Vousden, 2000).
2.3 T he com plexity o f the p53 network
In the previous section the core components of the p53 network were introduced. This 
did not reveal the true complexity of the network as it is currently known. p53 itself is 
complex on many levels (genomic structure, regulation and function) (Braithwaite et al,
2005) and the network of interactions are equally complex (Kohn and Pommier, 2005). 
In this section the main themes of this complexity will be briefly examined.
The p53 network behaves differently in different tissues and cell lines (Bouvard et al., 
2000; Fridman and Lowe, 2003). For example, splenic lymphocytes readily initiate apop- 
tosis after exposure to ionising radiation but for cardiac myocytes apoptosis forms no 
part of the DNA damage response (Rich et al, 2000). The importance of p53 even varies 
in different cell lines, a p53 mutant that cannot activate or repress transcription has been 
shown to be both functional and deficient in the induction of apoptosis, depending on 
the cell-culture system used (Hickman et al, 2002).
One possible cause for these differences in output from the p53 network is that due 
to tissue specific expression, there are different components present in different tissues. 
Another possible arbitrator of the network output is the diverse array of covalent post- 
translational modifications that occur to p53 and markedly effect the expression of p53 
targets (Bode and Dong. 2004). Phosphorylation and acetylation seem to be the most 
important p53 modifications. Phosphorylation of p53 generally stabilises it and increases 
its sequence specific binding (Hupp and Lane, 1994). p53 has at least 17 phosphorylation 
sites with significant redundancies, with different sites phosphorylated by multiple kinases 
and multiple sites phosphorylated by a single kinase. It has been speculated that the 
pattern of phosphorylation could determine the response of the cell to DNA damage 
(Bode and Dong, 2004). Acetylation is also important as it it stabilises p53 (Ito et al,
2001) and affects the p53-dependent apoptotic response (Luo et al, 2000). There are 
numerous cofactors involved in acetylation but p300, CBP and PCAF seem to have a 
significant effect on the performance of the system (Balint and Vousden, 2001).
Another complication is that both p53 and MDM2 are part of a larger family of 
proteins (Michael and Oren, 2002). The MDM2 family consists of one extra protein, 
MDMX. MDMX appears to play an important role in cancer; it is overexpressed in 
numerous tumours where there are elevated levels of wildtype p53 (Ramos et al, 2001). 
It was also found that MDMX-deficient mice die as embryos, caused by p53-mediated
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cell growth arrest (Parant et a l , 2001). MDMX does not target p53 for degradation but 
stabilises both p53 and MDM2 (Stad et a l ,  2000). MDMX may act competitively with 
MDM2 preventing MDM2 binding with p53 or itself, thus preventing ubiquitination and 
hence degradation. p53 is a member of a family that has two additional proteins p63 and 
p73 (both are believed to be evolutionary precursors of p53). They share over 60% of 
amino acids in the core domain (Slee et a l ,  2004) and have a large number of common 
genes that they regulate (Harms et a l ,  2004). All three can induce apoptosis but p63 
and p73 do not have other tumour suppressing effects. There are functional differences, 
on studies of mice deficient in p53, p63 and p73 it has been established that p63 and p73 
are much more important than p53 for mouse development but that lack of p53 causes 
more tumour growth than the lack of p63 or p73 (Donehower et a l ,  1992; Yang et a l ,  
1999, 2000). In addition mutations of p63 and p73 in tumours are rare which questions 
the importance of these two proteins in protecting the cell (Slee et a l ,  2004). p63 and 
p73 will interact with p53, but it is still unclear whether p63 and p73 play a competitive, 
regulatory or redundancy role (Fridman and Lowe, 2003).
The p53 network is not isolated in a single cell but is affected by other cells through 
the AKT survival pathway (Haupt et a l ,  2003). Growth and survival factors cause 
the activation of AKT through the function of PI3K (Lawlor and Alessi, 2001). AKT 
phosphorylates MDM2 which reduces the affinity of MDM2 to ARF, enhances the nuclear 
accumulation of MDM2 and encourages the interaction of MDM2 with p300 (Testa and 
Bellacosa. 2001). All these increase the interactions of MDM2 and p53 and hence increase 
the inhibition and degradation of p53. Once the cell senses stress, p53 tries to counteract 
this process through a number of mechanisms; p53 promotes the degradation of AKT 
(Gottlieb et a l ,  2002), transcribes cyclinG which dephosphorylates MDM2 on the AKT 
phosphorylation sites (Okamoto et a l ,  2002; Haupt et a l ,  2003) and transcribes PTEN 
which suppresses the activity of PI3K (Mayo and Donner, 2002).
Recently, it has become clear that a key mechanism in the regulation of the p53 net­
work response to stress is the control of the location of the network’s principal compo­
nents, in particular p53 and MDM2 (O’Brate and Giannakakou, 2003; Liang and Clarke, 
2001; Michael and Oren, 2003). This issue will be examined in chapter 5.
Every year new potentially important proteins are discovered to regulate and interact 
with p53. Recently two other ubiquitin ligases have been discovered that target p53 for 
degradation and are transcriptionally activated by p53: COP1 (Dornan et a l ,  2004) and 
Pirh2 (Leng et a l ,  2003). Thus MDM2, COP1 and Pirh2 all have a similar negative 
feedback with p53. It is currently unclear why there is this redundancy (Harris and 
Levine, 2005). There are also proteins that deubiquitinate p53 such as HAUSP (Li et a l ,  
2002; Lim et a l ,  2004), which has also been found to regulate MDM2 independently 
of p53 (Li et a l ,  2004b). Another set of recently discovered regulators of p53 are the 
ASPP family of proteins (Slee et a l ,  2004). These three proteins, ASPP1, ASPP2 and 
iASPP, have been shown to be important in determining whether pro-apoptotic genes
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are transcribed by p53. ASPP1 and ASPP2 have been shown to increase the levels of 
pro-apoptotic p53 targets such as Bax and PIG3, but have minimal effect on the genes 
that affect other functions, such as MDM2, cyclinG and p21 (Samuels-Lev et al., 2001). 
iASPP on the other hand behaves as an inhibitor of the rest of the family, and hence 
acts as an inhibitor of p53-dependent apoptosis (Bergamaschi et al., 2003). It has been 
speculated that the relative levels of these proteins may determine what level of DNA 
damage is required for apoptosis to occur (Norbury and Zhivotovsky, 2004).
At this stage, it is impossible to model all the complexity that is present in the p53 
network, therefore only the principal components that are known to be active in the 
biological system under study will be considered.
2.4 M odels in the literature
There have only been four mathematical models of the p53 gene regulatory network based 
at the molecular level1. In this section these models will be examined along with some 
experimental results that suggest interesting dynamics.
2 .4 .1  A  m o d e l o f  p 53 -M D M 2 in tera c tio n  th a t g ives o sc illa tio n s
Bar-Or et al. (2000) proposed a model of the p53 network that is fairly simple as it 
only has a few components but complicated as it takes into account many different 
relationships (Figure 2.2). The three “substances” modelled are p53, MDM2 and 7, 
where I  is a hypothetical intermediary state of p53 used to introduce a delay between 
p53 activation and p53 induction of MDM2. The rate of change in the concentration of 
the components are given by,
so u rc e ^  — pb3(t) x M D AI2(t) x degradation^ ) — dP53p53(£), 
I( t)n
p i  + p 2 max  “  d M D M 2 M D A I 2 ( t ) .
p53(t) x activity(t) -  kdeiayI(t).
degradation(t) measures the rate of degradation per bond made between MDM2 and 
p53 and depends on the stress signal,
degradation(t) =  degradation 's^  — \kdeg x signal{t) — threshold(t)\,
where kdeg signifies the repressive effect that a stress signal has on the ability of MDM2 
to degrade p53. threshold{t) represents the damping of this repression caused by an
1 There are various other models that include p53 (Fussenegger et al., 2000; Aguda, 1999; Mao et al., 
2001, 1998), but as they are either not at the molecular level or only include p53 as a minor component, 
they will not be examined here.
dp53( t)
d t
d M D M 2 ( t )
dt
d l ( t )
d t
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Stress
p53
MDM2
Figure 2.2: A diagram to summarise the model proposed by Bar-Or et al. The stress 
signal (Stress) disrupts the p53/MDM2 negative feedback loop. The hypothetical inter­
mediary substance (/) delays the effect of p53 on MDM2. This is based upon a diagram 
in Bar-Or et al. (2000).
assumed delay between the delivery of the signal and its effect on MDM2, 
d(threshold(t))
dt — —kdamp x threshold(t) x signal(t =  0),
The damage signal is assumed to exponentially decay as the DNA is repaired. activity{t) 
is a quantification of the inhibiting effect that MDM2 has on p53 transcription through 
MDM2 binding to p53’s transcriptional activation region.
The behaviour of the model was observed over a range of parameter estimates. The 
key finding was that under certain conditions p53 and MDM2 undergo damped oscil­
lations. These oscillations depend on various factors, most significantly the time delay 
{hdelay > 0) and the signal. Oscillations are only observed when there is a large initial 
damage signal. Bar-Or et al. went on to find that these findings are in agreement with 
practical observations. Oscillations were observed, even though they were not measured 
for more than one cycle and they only occurred at high levels of damage.
It is commendable that the model agrees with practical results but there are weak­
nesses. Introducing this hypothetical intermediary I  seems a sure way to force oscillations 
into the model but its inclusion is not really justified. Even though the authors claim 
the model is simple because it has only a few components, it is made complex by the 
relationships between the components, in all there are 13 parameters that have to be es­
timated for only three components. This seems to be an unnecessarily large amount. It 
would be more productive to simplify the relationships but have more components in the 
p53 network. It seems likely that with an increased number of components, oscillations 
would still be observed but without the intermediary component.
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2 .4 .2  p 53  d e la y  eq u ation s
Monk (2003a) explains the usefulness of transcriptional time delays in gene regulatory 
networks that produce oscillations. The p53/MDM2 system is used as one example. As 
mentioned above the Bar-Or et al. model has a fundamental failing in that it needs a 
hypothetical intermediary component to produce the seen oscillations. Monk overcomes 
this by using transcriptional delays. The p53-MDM2 feedback loop is described as,
where [Pp], [Mm] and [Mp] are the concentrations of p53 protein, MDM2 mRNA and 
MDM2 protein respectively, a* are production rates, p* are degradation rates and r  is
are chosen "a typical simulation is in good agreement with experimental data” . Tran­
scriptional delays are one possible mechanism to create oscillations in the p53 network. 
It was not clear from the model how cell stress would affect the system, this is important 
as experiments suggest that at equilibrium oscillations do not occur and only at certain 
amounts of damage are oscillations seen.
2 .4 .3  p 53  an d  M D M 2 ap p ear to  p u lse  in  in d iv id u a l cells
In an interesting study Lahav et al. (2004) examined the p53 DNA damage network at 
the single cell level. Most biological measurements are made on a large population of 
cells, which gives the average dynamics. This is beneficial as it is relatively easy to make 
the measurements and has the effect of reducing the biological error in the data. The 
results are only reliable if the average is a representative dynamic of all the cells. When 
the dynamics of the cells are radically different information about the dynamics is lost. 
One approach to dealing with this is to develop techniques to extract single cell data 
from population data based on models, this is a challenging problem that has not been 
addressed. The alternative is to make single cell measurements.
Lahav et al. developed stable cell lines (MCF7) that expressed fluorescent tagged 
p53 and MDM2. A population of these cells was exposed to 5Gy 7 radiation and then 
the levels of p53-F and MDM2-F were measured in individual cells using time-lapse 
fluorescence microscopy. It was found that there were pulses of both p53 and MDM2 
with the cell having a range of different numbers of pulses. The duration of the pulses 
was approximately constant and the MDM2 pulses were out of sync with the p53 pulses 
by about 100 mins. The mean peak and duration of the pulses remained constant when
p2A/02 +  [A/p]2 
([P p](y -T ))n
a m2 [Mm] -  pm2[A/p],
-  pmi [A/m],
the transcriptional time delay. Monk (2003b) finds that when appropriate parameters
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Figure 2.3: Schematic representation of the population distribution of p53 levels for 
two possible models of response: a binary response and a graded response. Diagram 
adapted from Joers et al (2004).
the amount of damage was varied, but the average number of pulses increased. This 
suggests that sustained oscillations occur between p53 and MDM2 after damage until 
the cell is repaired or dies.
This is an interesting set of results but more data is required before the possibility 
that these pulses are damped oscillations can be excluded. An alternative explanation for 
the pulses could be that the fluorescence is only bright enough to be detected above the 
background noise when the p53 is tightly packed together i.e. when in the tetramer form 
in the nucleus. If this was the case then it is indicative that active p53 or the location of 
p53 changes in pulses.
Another approach to analysing data at the single cell level is to use flow cytometry. 
Using this approach Joers et al. (2004) examined how the distribution of p53 levels (in 
NIH 3T3 &: MCF7 cells) varied with increasing DNA damage. It was found that levels 
of p53 for each individual cell increased in a graded way as stress strength increased
i.e. as stress is increased the whole distribution of p53 gradually shifts to higher levels 
(Figure 2.3). This seems to contradict the results of Lahav et al. The results of Joers 
et al (2004) are based on a single time point, but if the binary pulse response suggested by 
Lahav et al holds then the level of p53 should still show a binary response. Interestingly, 
Joers et al observe that downstream targets of p53 can show either a binary or a graded 
response. There are currently no other experiments that confirm these results and until 
there are, the single cell level results should be treated with some caution.
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2 .4 .4  M o d e ls  recen tly  p u b lish ed
The possibility of pulse-like dynamics described by Lahav et al. (2004) have recently 
motivated two models of the p53 network that manage to reproduce these dynamics 
(Ciliberto et al, 2005; Ma et a l , 2005). Unfortunately these papers were published as 
the work on this thesis was near completion and are only described here for completeness.
1
p53 j p  ^  p53U p53UU ^  ^  p53totai j
nucleus
cytoplasm
Mdm2Pcyt
Mdm2cyt
p53U p53U
X
Figure 2.4: A schematic of the p53 model by Ciliberto et al. p53U and p53UU are the 
two ubiquitinated forms of p53, Mdm2nuc Is MDM2 in the nucleus and Mdm2P Cyt is 
MDM2 phosphorylated by AKT that is in the nucleus. Diagram adapted from Ciliberto 
et al. (2005).
Ciliberto et al. (2005) have produced an ODE p53 model based at the protein level 
(Figure 2.4). This model is fairly simple as it only includes MDM2 and p53 as components 
but there are a number of different forms of each component. p53 is assumed to have a 
two step ubiquitin process controlled by MDM2 where the rate of degradation increases 
with each ubiquitin tag added. Of particular importance is the assumption that MDM2 
is controlled by its location; it is only allowed to enter the nucleus and hence interact 
with p53 once it has been phosphorylated by AKT. The rate of this process is negatively 
regulated by p53 through a rather convoluted loop (see section 2.3) which provides the 
important positive feedback. DNA damage interacts with the p53/MDM2 system by 
increasing the degradation rate of MDM2.
Once appropriate parameter values have been chosen the model can replicate the 
results of Lahav et al. (2004). When there is no DNA damage the system remains in a 
stable steady state, but when gamma radiation is applied, the system shifts to a stable 
limit cycle. When the DNA damage has been reduced past some critical value, the system
Chapter 2. The p53 gene regulatory network 32
returns to having a steady state equilibrium and eventually returns to its original state. 
The only area where the model did not agree with the experimental results was that 
when p53 peaks in the model, MDM2 is very low, whereas in the experimental results 
MDM2 is already at a high value.
Ma et al. (2005) have taken a different approach focusing on DNA damage detection 
and ATM. They have constructed a mixed framework model with three modules. In the 
first module, a random number of double-stranded breaks is formed based on a Poisson 
distribution with an average proportional to the dose. The double-stranded breaks are 
repaired by a limited number of repair complexes according to a stochastic model. In 
the second module, the repair complexes cause the activation of ATM, with the rate of 
activation being a function of the amount of repair complex and active ATM. Active ATM 
shows switch-like behaviour. The third module is the p53-MDM2 oscillator which is an 
ODE model whose strong oscillations are driven by both transcriptional and translational 
delays. If the correct parameters are chosen the solutions replicate accurately the results 
of Lahav et al. (2004). The only exception was that at a high dose (20Gy) the model 
predicted 100% of cells would have two or more pulses but the experimental data showed 
only 40% (Lahav et al.. 2004). Additionally to replicate the average dynamics of damped 
oscillations stochasticity has to be introduced in some parameters.
Both of these models are excellent studies that shows that the p53 network can 
produce pulses when DNA damage occurs. It is interesting that two completely different 
approaches can produce the same dynamics. The models do have limitations though, 
as both sets of authors admit themselves, their models are very selective about the 
mechanisms and components that they include. A limitation of the model of Ma et al. 
(2005) is that it does not include localisation effects. It is also unclear whether all the 
assumptions hold up to scrutiny and further experimental evidence would be needed to 
clarify certain results. Overall though, these models lay the basis for future models.
C hapter 3
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3.1 Introduction
The overall goal of this work is to produce a better description of the DNA damage 
response through building a dynamic mathematical model. This requires measurements 
of the time course of the DNA damage response at both the protein and mRNA levels. To 
optimally achieve this, one has to focus on a specific biological system that is well defined 
and controllable because there is considerable variability in the response depending on 
the system. Here the DNA damage response of MOLT 4 cells will be examined as it is a 
well established human cell line with an intact response which means that any discoveries 
can be applied to medicinal purposes. MOLT 4 cells are also a good experimental system 
as the cells are easy to grow and can be successfully transfected. A reliable way to cause 
DNA damage is to expose to the cells to ionising radiation.
Time course data was gathered for mRNA and various proteins after MOLT 4 cells had 
been exposed to ionising radiation at different doses giving measurements of the average 
DNA damage response. The protein data was quantified and analysed. It was found 
that the electrochemical luminescence method used for protein detection on Western 
blots was difficult to reliably quantify, leading to significant measurement error. An 
alternative detection method was investigated and found to be an improvement. The 
amount of double-stranded DNA damage was quantified by counting H2AX foci which 
indicated sites of DNA repair complex formation in the nucleus.
All experiments were performed by Daniela Tomescu, Mike Hubank or Kai Roth- 
kamm, but the quantification and analysis of the data was performed by the author.
3.2 M aterials and m ethods
3 .2 .1  C ell lin e
The cell line used was human MOLT4 cells (T cell acute lymphoblastic leukaemia) ob­
tained from NIBSC, UK (CFARP011). These were shown to have an appropriate and 
intact DNA damage response (Figure 3.1): the wild type status of p53 was confirmed by 
sequencing the p53 genotype of both alleles; Western blot experiments demonstrated that 
p53 accumulation occurred after irradiation and QPCR showed that known p53 targets 
(p21. GADD45q &; MDM2) were activated after ionising radiation. These experiments 
were performed by Daniela Tomescu.
3 .2 .2  E x p erim en t
Human M0LT4 cells in log phase (106 ml-1 ) were 7-irradiated with 5 Gy at a dose 
rate of 2.45 Gy per minute (using a 137Cs 7-irradiator). Cells were harvested at 2 hour 
intervals up to 20 hours past irradiation. Each sample was then divided into two, one 
half being used to measure mRNA levels and the other to measure protein levels. This
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Figure 3.1: MOLT4 DNA damage response validation, (a) QPCR measurements of 
MDM2 (a known p53 target), (b) Apoptotic marker cell population charts (AnnexinV- 
FITC is an indicator that the cell is committing apoptosis and PI that the cell is dead).
experiment was run three times on independent cell preparations. The above experiment 
was repeated once with 0.5Gy of radiation. Cells were harvested at 0, 2, 4, 6, 8, 10, 
12, 16 and 20 hours. These experiments were performed by Daniela Tomescu and Mike 
Hubank.
3.2.3 M ic ro a rra y  tim e  course
For each mRNA sample, RNA and cRNA were prepared, and their quantity and quality 
determined by Nanodrop spectophotometer and Bioanalyser 2100 (Agilent). Affymetrix 
microarray measurements were then made on all mRNA samples between 0 and 12 hours 
post irradiation, using Affymetrix U133A arrays (see appendix A.3). The gene expression 
levels were then calculated using the Affymetrix MAS5.0 algorithm (Affymetrix, 2002a,b). 
This was performed by Daniela Tomescu and Mike Hubank.
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3 .2 .4  P r o te in  tim e  course
For each sample, protein was extracted, run on a polyacrylamide gel and transferred 
to a nitrocellulose membrane (see appendix A .l). Western blots were probed against 
total p53 (Santa Cruz), phospho-p53 (Cell Signalling), MDM2 (Oncogene and Santa 
Cruz) and actin (Santa Cruz). Visualisation of protein was performed by enhanced 
chemiluminescence (ECL) and film. The proteins were quantified by densitometry (see 
section 3.2.5). Alternatively, visualisation was performed by directly coupling a Cy3 flu­
orescent antibody to the secondary antibody and measuring using a Molecular Dynamics 
Typhoon phosphoimager. These experiments were performed by Daniela Tomescu and 
Mike Hubank.
3 .2 .5  Q u a n tifica tio n  o f  W estern  b lo ts
Western blots are regarded at best as a semi-quantitative measure of the amount of 
protein but for modelling applications quantification of data is essential. When ECL was 
used the quantification process was performed on Bio-Rad’s Quantity One 1-D Analysis 
Software (v4.2.1) connected to a Bio-Rad GS-800 calibrated densitometer. The Western 
blot films were scanned at a high resolution of 36.3x36.3 /im. The lanes and bands were 
defined, and the background removed. The trace was used as a measure of the amount 
of protein; it is the area under the curve of the optical profile where the band is defined 
and is in units of optical density x mm. The optical profile is determined by calculating 
the average intensity of the pixels along the width of the lane; this is done for every point 
along the lane (Bio-Rad, 2005) (see Figure 3.2). A similar process was followed when a 
directly coupled fluorescent antibody was used for visualisation, but the phosphoimager 
directly provided an image and this was manipulated using ImageQuant v5.1 software.
The raw protein value has to be adjusted to correct for error and allow the results to 
be comparable. The amount of protein is defined as X{ where i is the lane number. The 
first process was to normalise between the lanes; although the lanes are loaded as equally 
as possible there is still some variation in the total protein per lane. This was done by 
measuring, concurrently with the actual protein measurement, the amount of a control 
protein that is assumed to remain constant whatever happens to the cell; commonly 
actin is used. Values for the amount of actin (04) were obtained using the same process 
as described above. The protein values were then adjusted to the values they would have 
if the loading was balanced i.e. xactin,i = a~yQo (ao is the first lane’s actin value).
There are a large number of factors, such as the film exposure time and amount 
of total protein, that can vary from Western blot to blot. This variability was taken 
account of by placing a standard on every blot. The standard was taken from a large 
sample of cells exposed to 5Gy of radiation and frozen down in aliquots at 6 hours. The 
measured values of protein are converted to units of standard i.e. Xfinai,i = Xa~P'1, where 
x* = xactin,j and j  indicates the lane of the standard. This only allows the comparison of
Chapter 3. The experiment and data analysis 37
Optical D ensity
Figure 3.2: An example of the profile generated from one lane using Quantity One 1-D 
Analysis Software. The yellow parts indicate where bands are defined. The brown line 
indicates the background that is removed.
the same protein in different situations. To compare different proteins numerically one
where x* is the actin adjusted standard.
3.2.6 H2AX
7-H2AX (a fluorescent antibody specific for the phosphorylated form of H2AX) was used 
to count the number of double-strand breaks in MOLT4 cells at 0.5, 1, 2, 4 and 17 hours 
after exposure to 0.05, 0.2 or 0.5 Gy of 7 radiation. This was performed by Daniela 
Tomescu and Kai Rothkamm using the protocol in Kiihne et al. (2004).
3.3 T he tim e  course o f double-stranded  D N A  breaks
The input to the p53 network is the number of DNA breaks. It is possible to get a mea­
sure of this using a fluorescent antibody specific for the phosphorylated form of H2AX 
(7-H2AX). Early after a double-stranded break is formed H2AX is phosphorylated on 
serine 139 and moves close to the break (Rogakou et a l , 1998). It has been established 
that the number of foci observed when 7-H2AX is applied is equivalent to the number of 
double-stranded breaks (Sedelnikova et a l , 2002; Rothkamm and Lobrich, 2003). There-
would need to assign absolute values by quantifying the absolute amount of standard for 
each protein. In summary the data processing is defined as follows:
x  final,i
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Table 3.1: The average number of breaks per cell after irradiation with 7 rays. The 
count is adjusted by removing the background count (0.380 ±  0.093 breaks).
Time Amount of 7 radiation (mGy)
(hours) 500 200 50
0.5 18.2 ±  0.56 6.88 ±  0.39 1.84 ±0.20
1 9.64 ±  0.49 4.42 ±  0.27 1.51 ±0.18
2 5.22 ±  0.29 2.89 ±  0.24 0.786 ±0.16
4 2.40 ±  0.35 1.14 ±0.19 0.321 ±0.16
17 0.397 ±0.21 0.142 ±0.16 -0.0556 ±  0.12
Table 3.2: The degradation rates found from the H2AX data with and without the 
final point. The p-value is the probability that the linear regression is a correct model 
assuming Gaussian error (the higher the better, see section 8.2.2).
Amount of with 17 hour point without 17 hour point
7 radiation (mGy) Degradation 
rate (hr-1)
p-value Degradation 
rate (hr-1 )
p-value
500 0.181 ±0.018 0.126 0.510 ±0.15 0.683
200 0.200 ±  0.014 0.0131 0.478 ±  0.087 0.903
50 0.752 ±  0.0097 0.00131 0.505 ±  0.064 0.794
fore 7-H2AX is a useful marker of a single break. 7-H2AX was used to count the number 
of double-strand breaks in MOLT4 cells at 0.5. 1, 2, 4 and 17 hours after exposure to
0.05. 0.2 or 0.5 Gy of 7 radiation. At each time point the breaks in 50 to 100 cells were 
counted (Table 3.1).
DNA damage repair is modelled assuming repair occurs at a constant rate. This 
means that the number of breaks would be expected to decline exponentially. To find 
the rate of repair, the data is converted to the log domain and a linear regression is 
performed using the weighted least squares error function (see section 8.2.2). The error 
is transformed into the log-domain using the assumption that the data is distributed as 
a log normal and,
where s is the error in the log domain, a is the error and p is the average in the linear 
domain (this is only an estimate as the assumption is incorrect) (Rice, 1995). The linear 
fit was performed with and without the last point.
When the 17 hour time point is included in the plot the p-value is considerably worse 
than without it (Table 3.2). Also, at latter points the rate of repair slows down more than 
one would expect if the repair was exponential (Figure 3.3). This could simply be because 
of measurement error and the number of breaks is at the background level; the average 
number of breaks at 17 hours are generally in agreement with zero breaks. Further work 
in this group on the distribution of breaks suggests that something more complex is 
occurring (Barenco, personal communication) and that exponential repair may not be
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Figure 3.3: A plot showing the H2AX data in the log domain when the cells are exposed 
to 0.5Gy of ionising radiation. The linear fits both with and without the last data point 
are shown.
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Figure 3.4: A plot showing that the initial damage caused by ionising radiation is 
proportional to the amount of radiation. The gradient of the linear regression is 0.036 
and the y-intercept it -0.0053.
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the best description of DNA repair. There could be two biological explanations for this 
(Barenco, personal communication),
1. The DNA damage is not homogeneous with some damage harder to repair than 
other damage. The harder to repair damage would have a lower rate of repair hence 
as the easy to repair breaks are mended, the overall repair rate slows. This has also 
been suggested by Rothkamm and Lobrich (2003).
2. That there is some feedback in the system that introduces new breaks in the DNA.
Due to the uncertainty to the causes of this apparent slow down in repair and to keep 
simplicity in the models, it was decided to omit the 17 hour time point.
The predicted degradation rates when the last point is not included are all in agree­
ment (Table 3.2). This is an interesting result and suggests that the rate of repair is 
constant whatever the damage. In this thesis the repair rate will be considered to be 
0.5 hr-1 , which is equivalent to a half life of 1.4 hours. Another significant finding is that 
the initial number of breaks (at 0.5 hours) appears to be proportional to the amount 
of radiation (Figure 3.4). This makes it reasonable to extend the findings made here 
to larger amounts of damage. The linear regression is a good fit and the y-intercept is 
close to zero (-0.0053) as would be expected if this was a linear process. Another study 
that used a much broader range of radiation doses also found that there was a linear 
relationship between the initial number of breaks and the amount of radiation, with 35 
double-stranded breaks per cell per Gy (Rothkamm and Lobrich, 2003). This was using 
human MRC-5 cells, and is very similar to the 36 double-stranded breaks per cell per Gy 
observed here.
3.4 P rotein  results
MOLT4 cells containing functional p53 were grown and irradiated with two strengths 
of radiation (0.5Gy and 5Gy). Protein and RNA were extracted at regular intervals 
after irradiation. mRNA and protein time courses of the response to DNA damage were 
produced by microarray experiment and Western blot. Three biological replicates were 
performed at 5Gy and one at 0.5Gy.
3 .4 .1  p53
After irradiation the protein levels of total p53 (active and inactive) initially rise (Fig­
ure 3.5). This is expected as when a cell feels stress the p53/MDM2 negative feedback 
loop that normally suppresses the amount of p53 is disrupted, allowing the levels of p53 
to rise. The time course is different depending on the level of radiation; at 0.5Gy the 
amount of total p53 levels off after 4 hours whereas at 5Gy the amount rises at a quicker 
rate and for a longer duration. This is because the damage signal is stronger at higher
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Figure 3.5: A comparison of the total p53 level for two technical replicates (two mea­
surements on the same experimental sample) when the level of radiation was (a) 0.5Gy 
and (b) 5Gy. In replicate 1 the standard was not available so the 5Gy 6 hour time point 
was used as the standard.
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doses. The initial levels are similar at both doses suggesting the protein quantification 
is working correctly. At the later time points the levels of protein are distant from the 
pre-damage level. One would expect that after 20 hours the DNA damage signal would 
have ceased and the living cells would be in their unstressed state but the data does not 
suggest this. This could be due to measurements being taken at the population level and 
will be discussed later.
The levels of total p53 appear to oscillate at both doses of radiation. This agrees with 
the results observed by both Lahav et al. (2004) and Bar-Or et al. (2000). In the 5Gy 
case the oscillations are pronounced whereas in the 0.5Gy case there is some evidence 
that there are damped oscillations. The period of oscillations appears to be variable.
At the later time points the amount of p53 continues to rise in the first technical 
replicate when the dose is 5Gy. This is a possible error and will be discussed later. There 
are significant differences between the two technical replicates1. At a dose of 0.5Gy, the 
two replicates follow much the same shape, but the second replicate levels off at a lower 
value and the variations around this level occur at different times. At a dose of 5Gy the 
shapes are significantly different.
3 .4 .2  P h o sp h o ry la ted  p53
The functionally active form of p53 is expected to have different dynamics to the total 
amount of p53 because DNA damage causes active p53 to become the dominant form 
when prior to damage it is rare. Phosphorylated p53 at Ser 15 (p-p53) is a good indicator 
of active p53 (Banin et al., 1998). When there is 5Gy of radiation the levels of active p53 
rise about 12 fold in 4 hours and then exponentially decays away (Figure 3.6). In the 
0.5Gy case the pulse is less extreme, with a sharp peak at 4 hours (reaching about four 
times the initial amount) and then a more gentle rise and fall. The initial values for the 
two doses are similar. There is some indication that oscillations are present in the 0.5Gy 
case. Two technical replicates were made for p-p53 at 5Gy DNA damage (Figure 3.7). 
The first few time points and general shape are in excellent agreement between the two 
measurements. From four hours on the the levels of the second replicate are lower than 
in the initial replicate.
3 .4 .3  M D M 2
Three time course measurements of total MDM2 protein levels were quantified at both 
doses of radiation. When the cells are exposed to 5Gy, the general trend is for the amount 
of MDM2 to gradually decrease over 20 hours (see Figure 3.8(a)). At 8 hours there 
appears to be a brief increase (especially for replicate 3) before continuing downward. 
The amount of MDM2 is reduced by about half in 20 hours. When cells are irradiated by
1Two measurements on the same experimental sample.
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Figure 3.6: A plot showing how the levels of phosphorylated p53 (p-p53) vary after the 
cells have been irradiated (at levels of 0.5Gy and 5Gy).
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Figure 3.7: A plot showing how the levels of phosphorylated p53 (p-p53) vary after 
the cells have been exposed to 5Gy of radiation for two different technical repeats of the 
measurements.
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Figure 3.8: Three time course measurements of the reaction of MDM2 to DNA damage 
caused by (a) 5Gy and (b) 0.5Gy of radiation. Replicate 1 and 3 use the Oncogene 
antibody whilst replicate 2 uses the Santa Cruz antibody. All protein used was taken 
from the same biological sample.
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0.5Gy the response is different from the 5Gy case (Figure 3.8(b)); there are oscillations 
that occur around the initial protein level.
There are considerable differences between the three time courses. At both doses, 
the shape of the time course is similar for the first and third replicate apart from at the 
four hour time point, but at the 5Gy dose, the first replicate stays at a higher level than 
replicate 3 and at 0.5Gy the reverse is true. The first and third replicate are similar 
because the same antibody is used. A different antibody is used for replicate 2 and it 
is markedly different from the other time courses. At both doses the second replicate 
measurement starts considerably higher than the others, about 2.5 times higher. In the 
5Gy case the dynamics are similar apart from at 8 hours, but in the 0.5Gy case there 
are significant differences, both in the general downward trend of replicate 2 and an 
apparently different period of oscillation. After 20 hours the levels seem to diverge for 
all the time courses.
3.5 P rotein  discussion
3 .5 .1  A  com p arison  o f  p53 and a c tiv e  p53
The general response of a cell to DNA damage is to allow the levels of p53 to rapidly 
rise. This is true for the MOLT 4 cells with both active and total p53 rapidly rising at 
both doses (Figure 3.9). As the strength of the damage signal is increased the response 
of total and active p53 is more rapid and reaches higher levels. The increase in dose 
appears to have a greater effect on active p53 than on the total amount of p53; for the 
total amount of p53 the 5Gy level is at most two times the 0.5Gy level whereas with 
active p53 the difference reaches thirteen fold. This suggests that as damage is increased 
a greater proportion of p53 becomes active.
At 0.5Gy the shape of the response and the magnitude is similar for both total p53 
and active p53 (Figure 3.9(a)); the peak is at 7.0 times the initial level for total p53 
whereas it is 7.3 times for active p53. This suggests that the proportion of active p53 
remains fairly constant throughout the response. In contrast, when the dose is 5Gy active 
p53 has a different shaped response to total p53 (Figure 3.9(b)) and active p53 increases 
at a more rapid rate than total p53; active p53 is 17 times the initial level at 4 hours 
whereas total p53 is 9 times. This suggests that the proportion of active p53 rapidly 
increases.
These results suggest that there are two processes that increase the amount of active 
p53 in the initial DNA damage response: the total amount of p53 is increased, and the 
proportion of p53 that is active is increased. At medium levels of damage the rise in 
the total amount of p53 is the dominant process whereas at high levels the proportion 
of active p53 plays a role. There may be independent mechanisms regulating these two 
processes.
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Figure 3.9: A plot comparing the response to radiation of total p53 (p53) and phos­
phorylated p53 (p-p53) levels after (a) 0.5Gy and (b) 5Gy of DNA damage. The values 
are not directly comparable. The first replicate is displayed.
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3 .5 .2  A  com p arison  o f  M D M 2 and a c tiv e  p53
The key interaction in the p53 DNA damage network is between MDM2 and p53. At 
a dose of 5Gy there is a large increase in active p53 but no corresponding increase in 
MDM2 (Figure 3.10(b)). As MDM2 is a transcriptional target of active p53 there must 
be another mechanism that counters the expected increase and causes a net decrease in 
MDM2. QPCR has shown that at 5Gy, levels of MDM2 mRNA increase (Figure 3.1(a)) 
so the mechanism must be increasing the rate of degradation of MDM2 not preventing 
its production. This could be ARF’s role or ATM may be directly or indirectly causing 
an increase in the rate of degradation of MDM2. After four hours both active p53 and 
MDM2 decline in parallel. One possibility is that by four hours the damage signal has 
decreased to such an extent that MDM2 can reassert control of the system and hence 
begin to reduce the active p53 levels back to an equilibrium.
There is two distinct periods of behaviour in the 0.5Gy time courses (Figure 3.10(a)). 
Between zero and four hours both active p53 and total MDM2 are increased and it is 
proposed that DNA damage is relatively high and the p53/MDM2 interaction is disrupted 
allowing the levels of protein to rise. The suppression of MDM2 that occurs at 5Gy does 
not appear. The second period is from four hours onwards, and it is proposed that in 
this period the damage signal has been reduced by such a degree that MDM2 begins to 
act as a regulator of p53 again, producing oscillations.
3 .5 .3  P r o te in  levels d o  n ot return  to  th e ir  in itia l va lues
By 20 hours, the DNA damage signal will have ceased (see section 3.3) and so it would 
be expected that the cell would have returned to its initial non-stressed state. This is not 
seen; in all results the final protein level is significantly different from the initial value. 
One possible cause is that the response is continuing even after the damage signal has 
ceased. It is more likely that this effect occurs because the measurements are at the 
population level. At 20 hours a high proportion of the cells will be committing apoptosis 
or be dead, especially at the 5Gy dose. This suggests there are two separate popula­
tions, one group which have recovered and have initial protein levels and another that is 
committing apoptosis; the average response is different from the initial levels. Generally, 
care must be taken when examining results from the later time points, especially where 
there was a large amount of damage, because a considerable amount of cells will have 
committed apoptosis.
3 .5 .4  Q u a lity  o f  d a ta  co llectio n
The first replicate time course for total p53 at a dose of 5Gy continues to rise from 14 
hours to 20 hours (Figure 3.5(b)). This does not seem correct as one would expect that 
by 20 hours most cells would be dead or dying, which implies that the levels should 
not be rising. On the Western blot x-ray most of the bands were very blurry and over-
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Figure 3.10: A time course plot comparing the response of phosphorylated p53 and 
MDM2 (first replicate) at (a) 0.5Gy and (b) 5Gy of radiation. The values of the different 
proteins are not directly comparable. MDM2 is the total amount of MDM2 both active 
and inactive (in regard to the interaction with p53).
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exposed and the corresponding actin blot had a high background and lots of bubbles. 
Even without the actin adjustment the level of p53 still rises. This data should be treated 
with caution.
Two different antibodies were used to measure the total MDM2 level and this made 
a significant difference to the shape and level of the profile, especially at a dose of 0.5Gy. 
A possible cause for this is that one of the antibodies does not pick up MDM2 as well 
as the other or that they are detecting MDM2 differently. There are only approximately 
0.5 standard units between the 0.5Gy and 5Gy initial values for the Oncogene antibody 
whilst the Santa Cruz antibody (replicate 2) produces about 1 standard units difference 
(there should be no difference). Also at 6 hours, replicate 2 is not near a level of 1 after a 
dose of 5Gy, as would be expected if the standard was working. Therefore, the replicate 
2 time course will be ignored.
In all three components there were significant differences between technical replicates. 
This suggests that using the current methods Western blots are difficult to reliably and 
accurately quantify, and this may lead to significant measurement errors. Possible sources 
of error are the non-linear response of the film to light, the non-uniform electric field used 
to transfer protein from the gel to the membrane and the subjective defining of bands and 
background. A weakness of the quantification part of the procedure is that the values 
are very sensitive to the standard, the errors in quantifying the standard are propagated 
to the rest of the measurements.
3.6 A ssessm ent o f the quality o f th e quantification
To test the Western blot quantification process for range, sensitivity and amount of error, 
Western blots were produced with different amounts of protein standard (MOLT4 cells 
exposed to 5Gy of radiation and harvested after 6 hours): 3, 3.9, 7.5, 15, 30, 45 and 
60 mg of protein. The p53 antibody was used. The membranes were left to decay for 
different amounts of time to reduce the signal, before they were transferred to film: 5, 10, 
15, 30, 50, 75 and 110 minutes. The Western blots were quantified using the standard 
method but the values were not adjusted via standard or actin. The experiments were 
repeated twice (labelled A and B). Two bands were measured, the main p53 band (band 
1) and a band slightly below it which is expected to be an altered form of p53 (band 2).
The enhanced chemiluminescence method of detection is very sensitive, but in this 
case it seems to be too sensitive, saturating the film at very low amounts of protein no 
matter how short a period the film is exposed (Figure 3.11). For band 1 the saturation 
occurs at around 15 mg of protein whereas for band 2, the linear region is larger (ending 
between 15 and 30 mg) because there is less protein. When the gel is only left to 
decay for a short time the optical density remains high after saturation (Figure 3.11(a)) 
but when there is a longer gel decay time the optical density drops after saturating 
(Figure 3.11(b)). This may be because at a higher concentration of protein the signal
Chapter 3. The experiment and data analysis 50
(a)
6.5
5.5
E
E
x>> 45
' t o
c  4T>
*  3.5o
Q. 3O
2.5
0 4010 20 30 50 60
Amount of protein (mg)
(b)
I 1-4
X
t  1-2c
©
^ 1 
<0
I  08
0.6
0.4
0 30 40 6010 20 50
Amount of protein (mg)
Figure 3.11: Example plots of how the optical density of the main p53 band varies with 
concentration for the two replicates A and B. This is when the decay time is (a) 5 and 
(b) 110 mins.
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Figure 3.12: An example of how the signal decays as the time before fixing increases. 
This is from data with 30 mg of protein (Band 1).
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degrades at an increased rate. Some bands on the film that have been left to decay for 
a long time have a white central region which supports this hypothesis.
As the blots are left to decay the relative amount of protein between bands does 
not appear to be preserved. Even though the signal degrades with decay time in an 
exponential manner (Figure 3.12), the degradation rate increases with increasing amount 
of protein (Figure 3.13). This suggests that leaving the Western blot to decay seriously 
affects the quantification.
As the duration of decay increases the relative error between the two technical repli­
cates averaged over the amount of protein also increases (Figure 3.14(b)). The errors are 
large ranging from 15 to 40%. Also, at high levels of protein the average relative error 
is generally larger (Figure 3.14(a)). This is because at high levels the film is more likely 
to saturate which is likely to produce greater errors in defining the bands. The error for 
Band 2 is generally lower than Band 1, because the signal is lower and so is less prone 
to the non-linear effects of saturation.
These results suggest that to get a good grasp of what is occurring at the protein 
level after DNA damage many replicates are required at a large number of time points. 
Most of the time this will not be practical. An alternative is to adapt the Western blot 
quantifying procedure to remove steps in the process and hence reduce the error. One 
such approach is considered below.
3.7 An alternative way of visualising W estern blots
In an attempt to improve the quality of the Western blot data it was decided to use 
a different detection method and hence a different secondary antibody. In this method 
the secondary antibody is directly coupled to a fluorescent antibody, Cy3. Light is 
emitted when light at a certain frequency is shone on the membrane and the resulting 
fluorescence can then be measured directly by a phosphoimager. This improves on the 
previous procedure by removing the need to have film, the phosphoimager directly scans 
the membrane. This will remove the source of error that comes from using film, so this 
procedure should produce more reliable results. This technique is less sensitive than the 
previous procedure, but as there is plenty of material available this is not a concern. 
The resulting images are quantified in a very similar way to the standard Western blot 
method (see section 3.2.5). Unfortunately, due to a lack of resources and other problems 
the actin gels could not be used, so it had to be assumed that an equal amount of total 
protein was applied to each lane.
The images produced by this method are a lot cleaner, with less background signal and 
sharp rectangular bands (Figure 3.15). For total p53, the time course for both doses start 
at the same initial value and rise rapidly (Figure 3.16). Total p53 rises faster when there is 
5Gy of damage and peaks twice at 6 and 14 hours, before declining. When there is 0.5Gy 
of damage the increase is slower and it peaks at a lower value, it peaks twice at 8 and
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Figure 3.13: A plot showing how the degradation rate of the signal increases as the 
amount of protein increases. This is for the main p53 band.
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Figure 3.14: A plot of showing how the relative error of both p53 bands varies with 
(a) the amount of protein and (b) the duration of decay.
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(a)
Figure 3.15: The images produced for p53 after 5Gy damage by (a) the standard West­
ern blot procedure and (b) the adapted procedure using the Typhoon phosphoimager.
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Figure 3.16: A time course plot of the response of p53 to 0.5Gy and 5Gy of radiation. 
The Typhoon phosphoimager was used to measure the blots.
20 hours with the possibility that there are damped oscillations. At a dose of 0.5Gy the 
measurements made with the Typhoon initially agree well with the first replicate of the 
previous Western blot method, but after 8 hours the Typhoon measurement declines more 
rapidly (Figure 3.17). The shape is significantly different, peaking at different places, but 
the time series generally remains between the two old measurements. At 5Gy of damage 
the shape of the Typhoon measurement is in good agreement with the second replicate 
of the previous method, even though the levels are generally higher for the Typhoon 
measurement. This gives further evidence that something erroneous occurred with the 
first replicate at 5Gy. These results are very good and are a significant improvement over 
the previous method. Unfortunately due to a lack of resources, measurements using the 
Typhoon for other proteins of interest were unavailable in time for this thesis.
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Figure 3.17: A time course plot comparing the Typhoon measurement for total p53 
with two Western blot measurements using the old method at (a) 0.5Gy and (b) 5Gy of 
radiation.
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4.1 Introduction
When examining data in isolation, it is often difficult to gain a full understanding of 
the link between the system’s behaviour and its underlying components and processes. 
Mathematical modelling aims to overcome this by providing a simplified quantitative 
and predictive description of the system. A model should replicate the behaviour of 
the system suggested by observational data. Also it is essential that the mathematical 
structure of the model provides new information about the biological processes. A math­
ematical model is easily manipulated, which allows the full exploration of the system and 
the discovery of important or new mechanisms. This allows many “experiments” to be 
performed quickly and with nominal cost, the result of which should be predictions that 
can be tested in “real” experiments.
There is a wide range of modelling paradigms (de Jong, 2002; Stark et al., 2003), 
but in this thesis non-linear ordinary differential equations will be used. This framework 
provides a simple but detailed description of the system, is widely used, and has a large 
repository of tools and techniques available. Additionally, the underlying assumptions 
and problems with this approach are well known. It is a reasonable compromise be­
tween simple topological structures and complex knowledge-filled stochastic or spatial 
approaches.
Chapter 2 outlined the main known components and interactions of the p53 gene 
regulatory network. In this chapter models will be proposed based on this information 
with the aim that, along with the data described in chapter 3. a better molecular-level 
description of the DNA damage response in the MOLT4 cell line will be obtained (fo­
cussing on the part of the network that regulates p53 and is disrupted by DNA damage). 
In particular, it would be interesting to learn whether the dynamics of p53 vary depend­
ing on the amount of DNA damage. This may help determine what role p53 plays in 
the decision to commit apoptosis. Also it would be interesting to discover which mech­
anisms are particularly important in the response, this may provide clues about which 
mechanisms are disrupted in cancerous cells and how these defects could be corrected.
This chapter begins with an explanation of the methodology used to construct the 
models followed by a description of the main models used in this thesis. Various analyti­
cally tractable “toy” models are then examined to gain a better idea of the core behaviour 
of the system. A full six component ODE model is proposed which would be of use if 
there was a greater amount of data. Finally, various problems that could potentially be 
answered by modelling are examined.
4.2 Setting up th e m athem atical m odels
To construct the models of the protein side of the p53 damage network the techniques 
used by Tyson et al. were generally used (Novak and Tyson, 1993; Novak et al., 1998;
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Tyson. 1999; Tyson and Novak, 2001). The basic premise behind these models is to take 
knowledge of the biochemical mechanisms of the system, simplify them and translate 
them into a system of non-linear differential equations.
The biochemical information introduced in section 2.2 is used as the basis for the 
models. The following simplifications were made: only the main known components and 
interactions were included, redundant pathways were cut out1 and simple mathematical 
relationships are used to describe the interactions between the components. It is diffi­
cult to know how far one should simplify the system; enough complexity is needed to 
accurately represent the system but with too much complexity the model becomes un­
workable. The approach taken here is to simplify the system as far as possible and then 
gradually increase the complexity.
After simplification the mechanisms are translated to non-linear differential equations 
based upon the law of mass action. The rate of change of a particular component will 
depend upon both the concentration of other system components and their interactions. 
There are four types of interaction that need to be described mathematically,
• Production
There are two types of production, production that is not dependent on components 
within the model (basal production) and production that is dependent. Basal 
production is assumed to occur at a constant rate. For dependent production 
the rate will be assumed to be directly proportional to the concentration of the 
transcription factor. This does not take into account many mechanisms that would 
make the model more realistic. This includes the rate of production saturating 
because the DNA can only be transcribed so fast, co-operative transcription effects 
and the production of protein being a two step process.
• Degradation
Again there are dependent degradation rates and basal degradation rates. The 
basal degradation rates are assumed to be directly proportional to the concentra­
tion of the component and the dependent degradation rate is assumed to be pro­
portional to the concentration of the component and the protein that is affecting 
the degradation2. More complex effects are ignored.
• Binding
Two components can bind together to form a third component. The rate of this 
process will depend on the amount of each constructing component and the rate 
at which they bind. A basic way to express this reaction mathematically is by a
1If two pathways perform the same function then they are combined. This reduces the number of 
components in the model and consequentially, the number of parameters that need to be estimated.
There is a certain probability that a molecule will degrade and at large enough concentrations the 
rate of degradation can be thought of as the proportion of molecules that will degrade per unit time.
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rate constant multiplied by the concentration of the two components. Here is a 
simple example of the rate equations where two components A  and B  react to form 
product C.
4 4 1  =  -k[A}[B],  4 2 1  =  -k[A][B],  4 2 1  =  +k[A][B].
• Enzyme-like interactions
Examples of enzyme-like interactions in the p53 network are phosphorylation and 
ubiquitination. In the Tyson et al. models, Michaelis-Menten equations are used 
to describe the enzyme action of various components. Here a simpler approach 
is used which requires less parameters; the rate of the interaction is assumed to 
be directly proportional to the amount of the “enzyme” and the amount of the 
target substance. For example, if substance A  is converted to substance B  through 
phosphorylation caused by substance C, then the differential equations will appear 
as follows,
d- §  = - m i c ] ,  = 4 2  = o.
There are a number of assumptions associated with ODE models. Firstly, all spatial 
issues have been ignored (some localisation issues will be examined later in chapter 5) 
and it is assumed that the system is a well mixed solution of the various components and 
their DNA. The second assumption is that there is enough of each substance to make 
differential equations realistic i.e. stochastic effects can be ignored. Finally it is assumed 
that the mathematical description of the biological mechanisms are accurate enough to 
produce the general behaviour of the system.
4.3 The m odel and its variants
There are six core components of the p53 gene regulatory network: p53 (active and 
inactive), active MDM2, active ATM, ARF and E2F1 (see chapter 2). Unfortunately, 
data from MOLT 4 cells were only available for four components: active p53, inactive p53, 
MDM2 and ATM (see chapter 3). Therefore, it is only practical to use four component 
models with this data. In this section a number of four component models will be 
introduced based on the main interactions of the network and will be used in the rest of 
this thesis. These models are not analytically tractable and so a number of “toy” models 
are examined in section 4.4 to get a better idea of the behaviour of the system. A more 
complete model that includes all six components is introduced in section 4.5.
The following definitions will be used through out,
x = [Ap53], y = [M DM2], z - [p53], a = [ATM],
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where [s] is the concentration of component s, M D M 2  is active MDM2, p53 is inactive 
p53 and Ap53 is active p53.
4 .3 .1  In p u t to  th e  sy stem
In all the models, active ATM drives the system. It is assumed that at time t = 0 the 
active ATM level have been “kicked” to a value away from equilibrium and this decays 
exponentially according to the rate constant, Da t m ,
a(t) = ATMoe~DATMK
where A T  Mo is the initial amount of active ATM. The initial amount of active ATM is 
directly associated with the initial DNA damage and is assumed to be proportional to 
the DNA damage. The degradation rate can be associated with the rate of DNA repair. 
H2AX data (section 3.3) has shown it is reasonable to assume that the initial amount 
of ATM is proportional to the amount of radiation the cells are exposed to and that 
the degradation rate will be fairly constant. The other components of the system are 
assumed to be at equilibrium at t =  0.
4 .3 .2  S im p lifica tion s
• The path containing CHK2 was removed. This is because ATM—>CHK2—>p53 
duplicates the behaviour of the more direct ATM—>p53 and so the effect of the 
CHK2 pathway can be included in the interaction between active ATM and p53.
• Once MDM2 has bound to ARF or become inactivated through phosphorylation 
it is removed from the system (in effect degraded). This means that only one 
component of MDM2 (the active form) is required.
• Active ATM is the only protein that can convert p53 into its active state and there 
is no “basal” rate of activation.
• If MDM2 interacts with both inactive p53 and active p53 then it degrades them at 
an equal rate.
• p53 forms a tetramer when activated before it can perform its function as a tran­
scription factor. The details of this mechanism are ignored.
4 .3 .3  S im ple four com p on en t m od el
A simple model (model 1) is proposed that includes the main interactions of the p53 
network (Figure 4.1). The following interactions are modelled: through phosphorylation 
active ATM enables the stabilisation and hence activation of p53 (^2); ATM phospho- 
rylates MDM2 compromising MDM2’s ability to ubiquitinate and bind p53, hence ATM
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Figure 4.1: A schematic of model 1 (equation 4.1). ki are interaction rate constants 
that indicate the strength of the interaction between the two components joined by the 
arrow.
increases the rate at which MDM2 is inactivated/degraded (£4); active p53 transcribes 
MDM2 (£3); and MDM2 encourages the degradation of both forms of p53 through ubiq- 
uitination and also prevents p53 acting as a transcription factor by binding (Aq). The 
model ODEs are.
Production Degradation Binding/Enzyme
da
dt = - D a t m Q,
dz
dt =  P p 5 3 - D P5z z  -  k iyz — a>z,
dx
dt = -D p 53x -  k\yx -\-k2az ,
di£
dt =  P m  DM 2  +  f a x —D m d m 2V —/t4 ay,
where,
a = Active ATM concentration
2 =  Inactive p53 concentration
x  =  Active p53 concentration
y = MDM2 concentration
ki = Interaction rate constant i
pq = Basal production rate of q
Dq = Basal degradation rate of q
This model will be used extensively in this thesis as the example model in the examination 
of parameter estimation techniques (chapters 6-7).
Chapter 4 • Models of the protein side of the p53 DNA damage network 61
DNA
damage ---------► Positive Action
Functional change
ProductionActive 
ATM (a) +  Degradation
p53 f  Active 
P53 (x)
MDM2
Figure 4.2: A schematic of model 2. a more complex four component model (equa­
tion 4.2).
4 .3 .4  M ore co m p lex  four co m p on en t m od el
This model (model 2) is the same as model 1 (equation 4.1) but includes two additional 
mechanisms: the ability of active p53 to become deactivated independently (k$) and the 
self-ubiquitination of MDM2 {—Dm dm 2V2) (see Figure 4.2). It is assumed in this case 
that the self-ubiquitination of MDM2 is the major cause of MDM2 degradation. The 
model equations are.
Production Degradation Binding/Enzyme
da
dt = —D  a t m  o-i
dz
dt =  Pp53 Dps^z k \yz  -(- k3x —k2az.
dx
dt - - D pb3x  -  k \yx  -  k5x ~\~k2 az.
dt/
dt =  P M D M 2  +  f o x - D m d m 2V2 —k^ay.
There are a number of interactions in the p53 network that have not been well es­
tablished: the self-ubiquitination of MDM2, MDM2 negatively regulating inactive p53 
only or both forms of p53 and active p53 becoming inactive independently3. It would be 
interesting to test, through model validation, whether these mechanisms exist and what 
effect they have on the dynamics. To test this a number of model variants are constructed 
where certain terms are removed from model 2:
1. Without MDM2 self-ubiquitination (model 2(b)). In this case —D mdm 2 V is used 
as the degradation term.
3Even though it is unrealistic to have no inactivation, it is possible that p53 becomes inactive at such 
a low rate that it is likely to be degraded before adding to the inactive pool.
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2. Without ubiquitination of active p53 by MDM2 (model 2(c)). Here the term
k \yx” is removed from the active p53 equation.
3. Without both mechanisms (model 2(d)). Term k iyx ’’ is removed and —D m d m 2V 
is used as the sole MDM2 degradation term.
To evaluate whether the independent deactivation mechanism of active p53 produces a 
significant better fit to the data, model 2 and model 2(d) could be compared; this might 
also give an indication of the time spent in an active state. An attempt to examine these 
mechanisms though model validation is performed in section 7.8.
4.4 A nalytically tractable m odels and stability analysis
To get an idea about the general properties and behaviour of the protein side of the 
p53 network, various analytically tractable models are examined. Initially the simplest 
possible models will be constructed and gradually made more complex. In this analysis 
ATM (a) is treated as being absent or as a parameter by using the quasi-steady state 
assumption.
4 .4 .1  S im p le m od els
Active
MDM2
Figure 4.3: Schematic of the p53/MDM2 negative feedback loop
To begin a simple model of the core of the p53 network is proposed, which is a basic 
negative feedback loop with a non-linearity in the p53 degradation term (see Figure 4.3). 
ATM is initially ignored and there is no basal production or degradation. The model is 
described in ODEs as follows,
x =  — hiyx,
V = k3x.
Linear stability analysis is performed by examining the properties of the Jacobian ma­
trix (Strogatz, 2000). The results give a “line” of fixed points with x* = 0 and y*
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undefined. This is unrealistic biologically and suggests the model is too simple. ATM 
is now introduced but is assumed to be constant and hence a parameter (quasi-steady 
state approximation). ATM has a positive influence on the amount of active p53 and a 
negative effect on the amount of MDM2,
x — — k \yx  +  ot\a,
y = k3x  -  a 2ya.
The equilibrium fixed points are.
y*
As x and y are only defined when positive there is one fixed point. Interestingly, in 
this situation the equilibrium level of MDM2 does not depend on the amount of ATM. 
The fixed point is stable and it can be classified as either a spiral (damped harmonic 
oscillations) or a node (steadily approaching equilibrium) depending on the amount of 
ATM. If.
( 3 - ^ ^ r < . < ( 3  +  V8)1/ S p .
then the fixed point is a spiral. Even at this simplistic level possible mechanisms to 
explain data from experiments are apparent. When the cell is not stressed and ATM levels 
are low, the amount of active p53 is low. When DNA damage occurs, ATM levels are high 
and the level of active p53 are proportionally higher. The level of damage depends on 
what dynamics are observed; when the ATM level is very high or very low the equilibrium 
is approached steadily but at intermediary levels there are damped oscillations. If for 
the cell type used in Bar-Or et al. (2000) (MCF-7) high levels of damage caused only 
intermediate levels of ATM, this model might explain their results, where oscillations 
only occurred at high levels. For the data gathered for this project (see chapter 3), 
oscillations seem to occur only at low levels of damage. This could be explained by the 
model if for MOLT4 cells a low amount of damage caused an intermediary level of ATM 
and a high amount of damage caused a high level of ATM. A model prediction is that 
MOLT4 cells are more sensitive to DNA damage than MCF-7 cells. The behaviour of 
MDM2 is not well explained by this model.
4 .4 .2  A d d in g  basal p ro d u ctio n  and  degrad ation
To examine a different aspect of the p53 system a basal rate of p53 production and a 
basal degradation rate for MDM2 were added but ATM was removed (Figure 4.4). The
/ 0:10:2
= ± J W ^ a'
, ;ai/c3 
k ,a 2
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Active
MDM2
Figure 4.4: Schematic of a simple model with added basal rates
corresponding ODEs are as follows,
x = PP53 ~ h y x , 
y  =  k$x — D m d m 2 V-
There is one stable positive fixed point at,
* _  l p P53C>M DM2 * _  / P p 5 3 h
V k\ks  y  y  k\DMDM2
The effect of DNA damage can be simulated by an increase in p p53 and D m d m 2, and a 
decrease in k \ . This will increase the equilibrium amount of p53 and increase or decrease 
MDM2 depending on the relative change of these parameters. A variety of behaviour 
can be observed depending on the parameter values, one interesting inequality is that if,
(17— 1 2 \ / 2 ) D \ IDM2 (17+ 12\/2 ) D \ IDM2
-----------------771 ------------------- <  Pp53 < ------------------ 7T T ------------------- ’k\ks  k \ks
the fixed point is a spiral, otherwise it is a node. DNA damage appears to have the same 
effect as in the previous model with damped oscillations only occurring at intermediate 
levels of damage. As this model does not contain ATM as a component it is impossible to 
know what the dynamics would be like after damage. In particular, it cannot be known 
whether the oscillations proposed are similar to those observed in experiments and if p53 
can increase after damage at the rate observed.
4 .4 .3  A c tiv e  and  in active  p53 w ith o u t M D M 2
To examine the effects of p53 activation, MDM2 is removed as an intermediary step and 
two states of p53 are introduced. The effect of MDM2 is represented by active p53 having 
a negative effect on the amount of p53 (see Figure 4.5). There is some debate about 
whether MDM2 interacts differently or not at all with active p53 (Stommel et al., 1999; 
Gu et al., 2001). In this model it is assumed that MDM2 does not interact with active
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Active 
p53 (jc)
p53
Figure 4.5: Schematic of model that includes p53 and active p53 but not MDM2.
p53. if it did interact then the effect would be introduced by active p53 autoregulation. 
The model equations are.
z = pz -  Dp53z -  hz -  f z x , 
x =  -Dpssx  +  hz.
There is one real positive fixed point which is stable. There is no possibility of oscillations 
in this system, suggesting that an intermediary is required to get this kind of behaviour.
4 .4 .4  M D M 2 au to reg u la tio n
There is some evidence that MDM2 down-regulates itself through self ubiquitination 
(Fang et al. 2000). this could have profound effects on the system and is likely to increase 
the recovery rate when MDM2 levels are high after DNA damage. A simple model
Active
MDM2
u
Figure 4.6: Schematic of a simple model with MDM2 autoregulation
(Figure 4.6) that represents this mechanism was constructed with the following ODEs,
x  =  Pp53 ~ Dp53x -  k iy x ,
V =  PmDM2 ~  D m d m 2 V +  h3x  -  u y 2
This produces complicated results. There is one stable real positive fixed point that is 
approached through damped harmonic oscillations in certain situations.
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Figure 4.7: Schematic of a simple three component model with p53 deactivation.
4 .4 .5  D ea ctiv a tio n  o f  p53
In this model, there are three components, p53, active p53 and (active) MDM2. Basal 
rates are only included if there is no other component that causes that mechanism. The 
focus of this model is that p53 becomes inactive at a certain rate (Figure 4.7). This is a 
more realistic scenario then previous models where once active it stays active. Again, the 
assumption is used that MDM2 only degrades inactive p53. The model equations are,
z =  Pp53 +  h2x -  h iz  -  k\zy,
x = —h2x  +  h \z ,
y = k^x — D mdm 2V-
There is only one positive real equilibrium point and it is stable,
_  / D A t DM 2 h 2Pp§3 ^  _  / DmDM2h  1 Pp53 * _  /  ^ 1 ^ 3 P p 5 3
y h\kiks  Y h2k\k% Y ^m d a /2^ 2^ 1
DNA damage has the effect of increasing the rate of p53 activation (h\), decreasing the 
rate of ubiquitination by MDM2 (k \ ) and increasing the rate of inhibition of MDM2 
(DmDM2 )• This would increase the equilibrium concentration of active p53 but the con­
centration level of other components would depend on the ratio of the altered parameters. 
Unfortunately the stability analysis is too complex to examine in detail but numerical 
simulations reveal that damped oscillation occur at certain parameter values.
4 .4 .6  Su m m ary
It was only possible to analyse simple models and even then the answers were sometimes 
too complex to discern a clear relationship. Despite this, some interesting results have 
been obtained and the models replicate much of the observed behaviour. The principal 
result is that it is possible for the core of the network to produce oscillations, which 
have been observed experimentally. The presence of MDM2 is a requirement and it 
appears that oscillations only occur at intermediate levels of damage. From this it was
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Figure 4.8: Schematic of the full six component model
possible to predict that MOLT4 cells are more sensitive to DNA damage than MCF-7 
cells. Additionally, in all cases DNA damage caused an increase in the amount of active 
p53. as is known to occur. Finally, there seems to be only a single stable fixed point in 
the core of the p53 system. There have been no observations of bistable behaviour in the 
p53 system and biologically there needs to be at least one stable fixed point.
These models are too simple to gain a complete insight into the DNA damage re­
sponse. This is mainly because the input to the system is not correctly defined and so 
it is impossible to capture what the dynamics after damage would be like. In particular 
it is unclear whether it is possible for active p53 to rise as quickly as is observed experi­
mentally, whether MDM2 has the correct dynamics, and whether the oscillations are of 
the same period and amplitude.
4.5 The full m odel
The main models used in this thesis are restricted to four components due to the data 
that was available. In this section a model is proposed that uses all the core components 
by adding ARF and E2F1 (Figure 4.8). ATM activates E2F1 (ks) allowing it to transcribe 
ARF (kg).  ARF in turn binds to E2F1 (Aqo), thus producing another negative feedback 
loop. ARF also binds to MDM2 (k7)  making it inactive in the system. It was assumed 
that once ARF binds with E2F1 or MDM2 both proteins are removed from the system. 
It was also assumed that there is an infinite pool of inactive E2F1, so that at no time is 
there a lack of inactive E2F1 to convert to active E2F1. This removed the need to have
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inactive E2F1 as a component of the model. A simple version of the model is described 
as.
Production Degradation Binding/Enzyme
da
dt = —Datmo.,
dz
dt =  Pp53 - h y z —k2az,
dx
dt = - k i y x -\-k2az ,
d}i
dt = Pm DM2 +  k%x - D m d m 2V —k4ay —k7ry ,
dr
dt = Pa rf  +  kge —Darft - k 7ry - kiore,
de
dt = k8a — De2F\C -Aqore,
where r is the concentration of ARF and e is the concentration of active E2F1. A more 
complex version of this model is described as follows (including MDM2 self ubiquitination 
and independent active p53 inactivation),
Production Degradation Binding/Enzyme
da
dt = - Datm&
dz
dt =  Pp53 —D ps3 Z — k \ y z  +  k§x —k2 az .
dx
dt = —Dpszx — k \ y x  — k$x -j-k2 az.
dg
dt = Pm DM2 +  k^x ~ D Mdm2P2 - k 4a y  -  k7r y ,
dr
dt = P a r f  +  k9e - D a r f t  ~ k 7r y  -  Aq0re,
de
dt =  k8a —D e 2F\g —k\ore.
ARF is known to be an important regulator of MDM2, so it is likely that the mechanisms 
introduced in this model will be important. Of particular interest would be the balance 
between the two feedback loops before and after damage. The simple model (equation 4.3) 
along with some variants were the focus of some previous work (Brewer, 2002). It was 
found that depending on the parameters there was a large range of behaviour (including 
damped oscillations) but there was never sustained oscillations. The general effect of an 
increase of ATM was a decrease in the concentration of inactive p53 and an increase in 
the concentration of active p53. Only approximately 3% of parameter sets tested caused 
oscillations but it was found that some parameters, in particular Aq, Aq, Aq, D m d m 2i Pp53 
and Pm DM2- play an important role in determining whether oscillations were produced. 
It was also determined that there was no sharp switch to oscillatory behaviour as ATM 
was increased from a low level.
4.6 Interesting problems that arise from p53 experim ents
There is some evidence that p53 and MDM2 oscillate after DNA damage is experienced 
by the cell (see sections 2.4.1, 2.4.3 and 3.5.2). It is not yet clear whether the oscilla­
tions are sustained or damped, or whether they have any biological significance. At the 
population level the oscillations seem to be damped but initial evidence suggests that at
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the single cell level they are sustained (Lahav et al., 2004). In mathematical terms sus­
tained oscillations means that there must be a stable limit cycle, which normally results 
from a Hopf bifurcation. For sustained oscillations to occur there needs to be a negative 
feedback loop, but this is not sufficient (Fall et al., 2002); if there are two components 
then Bendixson’s criterion requires that one component is autocatalytic (there is a posi­
tive feedback loop). If there are more than three components in the negative loop then 
sustained oscillations are possible with only negative feedback. Oscillations between p53 
and MDM2 do not occur in unstressed cells which suggests DNA damage causes this dy­
namic. Both Ciliberto et al. (2005) and Ma et al. (2005) have shown that it is possible for 
the p53 network to produce sustained oscillations (see section 2.4.4). Monk also showed 
that transcriptional delay could cause oscillations (Monk, 2003a). The data though is 
not strong enough to dismiss the notion that damped oscillations occur between p53 and 
MDM2 within the single cell. Damped oscillations were found to occur in a number of 
the utoy” models proposed and in the full model. These oscillations are interesting as 
they may serve a biologically purpose. Do the oscillations play a role in the decision to 
commit apoptosis? or is it a delaying technique to allow the cell every opportunity to 
repair itself?
The p53 network controls whether a cell commits apoptosis or not, this means that 
at some stage there is probably a switch. There are a number of places in the network 
where this switch could occur,
1. At the damage signal level
In this situation there is no switch as such but the damage signal is strong enough 
and lasts long enough so that the apoptosis machinery reaches such a concentration 
that apoptosis occurs. Dynamically the system does not switch to the basin of 
attraction of another equilibrium point.
2. Between the damage signal and p53
The system would need to be bistable; there would be two states, one, the equi­
librium state, where all components are relatively low and an active state where 
the equilibrium concentration of active p53 at least would be high. The damage 
signal, if it is strong enough, would displace the system into the active state and the 
level of active p53 would remain high even after the damage signal ceases (probably 
hysteresis).
3. Downstream from p53
The switch could occur in one or a number of the sub-systems that p53 affects. In 
this situation once the damage signal has stopped p53 drops back to pre-damage 
levels, but a sub-system p53 affects remains at a high level of activity, leading to 
apoptosis.
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Bistability and more generally multistationarity relies on positive feedback existing 
within the system (Thomas and Kaufman, 2001). It does not appear that there is any 
positive feedback in the core of the p53 network and so none of the models that are 
developed here are sufficient to produce switch like behaviour. This suggests that the 
decision between whether to commit to apoptosis or not is not based in this part of 
the network. Ciliberto et al. (2005) have found a positive feedback loop but it remains 
unclear whether it actually impacts the core of the system .
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5.1 Introduction
Over the last few years it has become increasingly clear that a key mechanism in the reg­
ulation of the p53 network response to stress is the control of the location of the network’s 
principal components, in particular p53 and MDM2 (O’Brate and Giannakakou, 2003; 
Liang and Clarke, 2001; Michael and Oren, 2003). It has been shown that in a subset 
of tumour cells such as breast cancers, colon cancers and neuroblastoma, wild-type p53 
is abnormally confined to the cytoplasm (Liang and Clarke, 2001). These tumours are 
found to be less responsive to cancer treatments such as radiotherapy and chemotherapy. 
This is because when p53 is confined to the cytoplasm it does not have access to DNA so 
cannot transcribe pro-apoptotic genes, preventing one of the major routes to apoptosis. 
The models developed so far were not designed to address these issues. Therefore, in this 
chapter a model that includes some of these localisation mechanisms will be examined 
to determine how these mechanisms improve the response of the p53 network.
There are two essential elements of a protein that enable it to be actively transported 
from the nucleus to the cytoplasm and vice versa: the nuclear localisation signal (NLS) 
which enables nuclear import, and the nuclear export signal (NES) which enables nuclear 
export. Protein p53 has three NLSs (Shaulsky et al.. 1990), only one of which is found to 
be strongly active, and two NESs (Stommel et al., 1999; Zhang and Xiong, 2001). One 
of these NESs has been found to be necessary and sufficient to direct p53 nuclear export 
(Stommel et al., 1999). When the cell is not under stress p53 is a short-lived protein due 
to rapid degradation and most of p53 is found in the cytoplasm (Li et al, 2003; Liang and 
Clarke, 2001). In this situation the net effect is that p53 is exported, keeping nuclear p53 
to a minimum, protecting the cell from any apoptotic effects. The exception to this is at 
the G l/S  phase transition where p53 does enter the nucleus (Hayon and Haupt, 2002). 
When the cell does experience stress the situation is reversed with the majority of p53 
being located in the nucleus (O’Brate and Giannakakou, 2003). This could be caused by 
either an increase in nuclear input or a decrease in nuclear export but the evidence points 
to it being a decrease in export. For p53 to become an active transcription factor it must 
undergo a conformational change and form a tetramer (Vogelstein et al., 2000). The 
rate at which p53 is activated increases when the cell experiences stress and it has been 
shown that active p53 does not get exported from the nucleus. The export is prevented 
in two ways, firstly, when p53 forms a tetramer the NES is covered thus blocking nuclear 
export (Stommel et al., 1999). Secondly, when p53 is phosphorylated on serine 15 or 
20 this not only causes a conformational change but prevents nuclear export (O’Brate 
and Giannakakou, 2003) (probably by affecting the accessibility of the NES (Liang and 
Clarke, 2001)). Active ATM, CHK1, CHK2 and JNK all phosphorylate p53 on these sites 
(Appella and Anderson, 2001) and their concentrations are also increased by different 
routes of stress.
MDM2 is the most significant negative regulator of p53. MDM2 marks p53 for degra­
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dation by ubiquitinating it and also binds to the transcriptional activation site of p53 
preventing it performing its function (Vogelstein et al., 2000). MDM2 also regulates p53 
by increasing the nuclear export of p53, removing it from its area of function (Liang and 
Clarke, 2001). It is now generally accepted that this occurs by MDM2 binding and ubiq­
uitinating p53 which exposes the NES, allowing p53 to be exported and then degraded 
(Stommel et al., 1999; Li et al.. 2003). It has been shown that MDM2 ubiquitin ligase ac­
tivity is required for p53 nuclear export (Kawai et al., 2003) and that MDM2-dependent 
p53 nuclear export requires an intact NES in p53 but not in MDM2 (Boyd et al., 2000; 
Geyer et al., 2000). The other possible export mechanism is that MDM2 binds to p53 
and carries it out of the nucleus (O’Brate and Giannakakou, 2003).
An interesting and important set of results was obtained by Li et al. (2003). They 
found that there were two distinct types of behaviour between p53 and MDM2 depending 
on the quantity of MDM2. At low amounts of MDM2, p53 is mono-ubiquitinated (this 
can be at multiple sites) and nuclear export occurs, whereas at high levels of MDM2, 
p53 is poly-ubiquitinated and there is rapid degradation. This behaviour was confirmed 
both in vitro and in vivo. When there was no MDM2, p53 was mainly confined to  the 
nucleus but when there were low amounts of MDM2 the p53 was mainly confined to the 
cytoplasm. When there were high levels of MDM2 the amount of p53 was undetectable 
but if the cells were treated with proteasome inhibitors it was found that p53 was mainly 
confined to the nucleus. This suggests that the degradation is occurring in the nucleus, 
but there is still considerable debate about where p53 is principally degraded. It has been 
shown that there can be between 1 and 6 ubiquitin tags in a p53 ubiquitination chain 
(Lai et al., 2001). So p53 is dealt with in two separate ways depending on the number 
of ubiquitin tags it has. Both mechanisms cause p53 to become inactive but when p53 
is mono-ubiquitinated it is inactive only temporarily. The mechanisms probably have 
two functional uses. It could be because the mono-ubiquitination mechanism has a low 
energy cost compared with the poly-ubiquitination. When a cell has just recovered from 
cell stress (and repaired any damage) levels of both MDM2 and p53 will be high and it 
is a matter of urgency to remove the excess p53 before apoptosis is initiated, therefore 
destroying the p53 using the relatively energy expensive poly-ubiquitination is reasonable. 
In a normal situation wasting energy through poly-ubiquitination and destroying p53 is 
not justified and so p53 is just removed from the nucleus. Another possibility is that 
these mechanisms provide an improved response to stress. The active nuclear export 
means that there is a “reserve” of p53 in the cytoplasm, thus when the cell experiences 
stress the nuclear export is stopped and the p53 can flood into the nucleus. This will 
cause a faster response. It is principally the possibility of these mechanisms that will be 
examined in the models. It has also been suggested that MDM2 promotes its own decay 
effectively through poly-ubiquitination (Shmueli and Oren, 2004)1.
1This will not considered in the models, but it would introduce a non-linearity in MDM2 decay meaning 
that when MDM2 levels were high it would more rapidly degrade than when levels were low.
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ARF is another major component of the p53 gene regulatory network and functions 
as a negative regulator of MDM2. Not only does ARF bind and inactivate MDM2 but 
also moves MDM2 into the nucleoli (Tao and Levine, 1999; Weber et al., 1999). This 
physically separates MDM2 from p53, allowing p53 to remain in the nucleus. There is 
also some evidence that, depending on cell type, the pro-apoptotic protein BCL2, which 
is a target of p53, can inhibit the nuclear import of p53 (Ryan et al., 1994). Finally, PI3K 
and Akt have been reported to activate the nuclear import of MDM2 by phosphorylation 
and hence they are negative regulators of p53 (O’Brate and Giannakakou, 2003).
The localisation of p53 and other members of the p53 gene regulatory network plays 
a key role in the functioning of the network. Of particular interest are the two fates of 
p53 that depend on the amount of ubiquitination by MDM2. In this chapter models 
will be proposed based on the above information and these will be examined to gain 
insight into the localisation mechanism and its affect on the functioning of the network. 
Three increasing complex models will be analysed. Firstly, a simple chain model that 
includes inactive p53 in its various forms but does not include active p53 or MDM2. 
Secondly, the pulse model, a model that builds on the chain model and includes active 
p53 and MDM2. It does not explicitly include ATM/DNA damage and will be analysed 
by varying parameter values. Finally the complete model that includes ATM as a variable. 
For each model a corresponding null model will be proposed that will be same as the 
model of that section but will not have the nuclear export mechanism; this will allow 
the determination of what effect the export mechanism has. Throughout this chapter 
the results are basically qualitative because the parameter values can only be estimated 
approximately.
5.2 Sim plifications and assum ptions
The cell will be modelled using ODEs in two compartments, the nucleus and the cyto­
plasm. Each compartment is regarded as a well mixed solution with a uniform distribu­
tion of components. This simplifies the system by removing the need to implement the 
complex physics of import and export and solving partial differential equations (PDEs).
Three components of the p53 model will be considered: active ATM, p53 and MDM2. 
p53 and MDM2 are the core components of the network and active ATM is the input 
signal into the network for DNA damage. p53 will be considered in a number of different 
forms; inactive p53, active p53 and various tagged forms. Active p53 is defined as p53 that 
can function as a transcription factor, it is assumed active p53 is in tetramer form and 
becomes activated in one step (the intermediary steps of phosphorylation, conformational 
change and binding to other p53 proteins are not considered). This p53 ubiquitination 
system is simplified by assuming there are effectively two p53 ubiquitinated states:
1. p53-tag. In this state p53 has been mono-ubiquitinated at least once and is tagged 
to be exported from the nucleus but not degraded.
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2. p53-tag-tag. In this state p53 has a poly-ubiquitinated chain so long that it has 
been signalled to be destroyed.
Additionally, it is assumed that both of these states of p53 do not exist in the cytoplasm 
i.e. when p53-tag gets exported from the nucleus it loses its ubiquitin tag and p53-tag-tag 
is quickly degraded (in cytoplasm or nucleus) so it has no impact. Another simplification 
is that that p53 can only be degraded through this route, there is no basal (outside the 
system being studied) degradation rate.
MDM2 will be regarded as functionally active and only localised in the nucleus; all 
localisation effects concerning MDM2 will be ignored. It is assumed that MDM2 is only 
produced through the action of active p53, there is no basal production rate. MDM2 
is the only component that ubiquitinates p53, moving p53 to p53-tag and p53-tag to 
p53-tag-tag. The rate of these transitions are considered equal. Also it is assumed that 
the ubiquitin tags cannot be removed within the nucleus. Active ATM is used as the 
input signal to the system and it is assumed that the ATM level is proportional to the 
DNA damage.
Diffusion of p53 across the nucleus boundary is ignored and instead it is assumed 
that p53 only moves in and out of the nucleus by active transport. Diffusion can occur 
across the nucleus boundary if the size of the protein is less than approximately 50 kDa 
(Talcott and Moore, 1999). p53’s size is 53 kDa, so diffusion is unlikely to have a major 
impact. Vousden agrees that active transport is likely to be more important (Vousden 
and Woude, 2000). p53 export through ubiquitination is considered to be the only way 
p53 is exported from the nucleus, there is no basal rate of export.
As in previous models all the interactions will be described in the simplest possible 
way (see chapter 4). In addition various intermediary steps have been removed and 
duplicate pathways combined. For example, active ATM’s affect on both p53 and MDM2 
combines not only the ATM protein’s affect but the effect of those intermediaries that 
ATM activates.
5.3 Sim ple chain m odel
5.3.1 S etu p
In this section, a simple chain model of the localisation mechanism will be constructed 
and examined (the chain model). This will be the first step in building more complex 
models but will allow some initial analysis. p53 is constructed in the cytoplasm and then 
transported into the nucleus at a rate of p, where it is ubiquitinated at a rate of cn into 
its first and second ubiquitinated state (Figure 5.1). p53-tag is actively exported out of 
the nucleus at a constant rate, k. When there is DNA damage, active ATM levels rise, 
preventing MDM2 ubiquitinating p53; this has the effect of reducing the rate a. This
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Figure 5.1: A schematic of a simple p53 localisation chain model.
model’s associated ordinary differential equations are as follows,
dui—  = pz +  kzu -  pu,
dzp
dt
dzu
dt 
d z
^  — OtZu Ij Zuu,
=  p tJ  -  O 2 0 .
= azo -  kzu -  azu,
(5.1)
where uj is the concentration of cytoplasmic p53, zp is the concentration of nuclear 
p53 with no ubiquitin tags, zu is the concentration of nuclear p53-tag and zuu is the 
concentration of p53-tag-tag. pz is the production rate of p53 and (3 is the degradation 
rate of p53 when it is in the double tagged state. The simplest type of rate relation has 
been used with the assumption that there is no saturation or other non-linear effects. In 
this case the equations are linear. For comparison, a null model is constructed that does 
not have the localisation mechanisms (null model 1) and is described as follows,
du)
dt
dz0
dt
Pz  -  pw, 
pcu  — CtZp.
(5.2)
The only important variable is nuclear p53, but cytoplasmic p53 needs to be included 
so that the two models can be compared. Once nuclear p53 has been tagged it is on a 
non-reversible pathway to degradation so holds little interest.
5.3 .2  R esu lts  and  d iscu ssion
The equilibrium conditions for the chain model (equation 5.1) are,
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For null model 1 (equation 5.2) the equilibrium conditions are,
El
P
Ei
a
which are the same as the equilibrium conditions for the chain model if k = 0. Both of 
these sets of equilibria are stable as long as the parameters are positive (the trace of the 
Jacobian is negative and the determinant is positive). It is clear that Zq > z* always 
and w* > 2? > *; > Z*uu if a > p and (3 > a. A normal cell (not under stress) has the 
majority of p53 in the cytoplasm, which suggests that a  is greater than p.
There is a pool of additional p53 in the cytoplasm because active nuclear export 
occurs. The size of this pool is,
Pzk
a p
The rate of nuclear export, k, increases the size of the pool as it is increased and is the 
main differentiator of the pool size from the other components, k drives the additional 
imbalance in the chain so it has a major effect. DNA damage has the effect of decreasing 
a . As a  approaches zero the size of the pool increases approaching infinity. This disagrees 
with biological experiments which indicate that when there is stress, the majority of p53 
is in the nucleus. This probably occurs because active p53 is not considered in this model 
and when there is stress the majority of p53 is active.
The amount of p53 in the nucleus is synonymous in this model with the amount of 
active p53. As a decreases Zq increases as is expected after damage. The difference 
between the equilibrium amount of nuclear p53 in the chain model and null model 1 
is kpz/ a 2 (Figure 5.2). If either k is small or a  is large the difference is small. This 
suggests that the export mechanism makes a significance difference in the levels of active 
p53 when the cell feels stress. The greater the rate of export the larger this difference.
When the cell is under stress the system is likely to be far away from equilibrium so 
these equilibrium equations do not apply, but they do provide the overall direction the 
system will move in. For example, if a  is suddenly reduced, then Zq will increase and so 
at that point zq will be generally increasing. Suppose that the system is in equilibrium 
with ot = ou and suddenly the rate of ubiquitination changes to a = 02- In this situation 
the instantaneous rate of change of nuclear p53 in the chain model will be,
whereas for the null model it will be,
dz0 A o 2 \
d r = A  A
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Figure 5.2: A plot showing the variation of the equilibrium concentration of zo with 
parameters k and a for the chain model (equation 5.1) and null model 1 (equation 5.2). 
Pz = 1-
The difference between the two rates is,
P z k ( 1 _  
a i  V <*i)
Therefore, if c*2 < c*i (as would occur after DNA damage), the active export mechanism 
increases the rate at which the system can respond, providing a possible reason why the 
cell has this function. The larger the difference between the as the bigger the improve­
ment in the rates so the mechanism is particularly effective when there is a large amount 
of damage. The difference in rates is proportional to k suggesting that the greater the 
nuclear export, the larger the possible response speed is. The difference in rates is also 
proportional to pz\ pz is known to be high, suggesting a real improvement caused by the 
active export mechanism. The difference is inversely proportional to a i, so when a\  is 
large this dampens the effect. This would be the situation prior to DNA damage (from a 
design point of view this is counter-intuitive). If a 2 > a i ,  the difference is negative, but 
now both rates are negative so the magnitude of change will still be greater for the chain 
model. This suggests that the export mechanism may help the system recover faster 
from damage.
5.4 M odel w ith active p53 and M DM 2
5.4 .1  S etu p
Now active p53 and MDM2 are added as variables. ATM is not explicitly included as 
a variable, but its affect will be simulated by changing parameter values. This has the
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effect of assuming that DNA damage comes in a square pulse i.e. its either on or off. This 
model is labelled the square pulse model (Figure 5.3).
When p53 is in the nucleus, it is converted to the active form of p53 at a rate of a 2 
and converted back to an inactive form at a rate Dx . The activation rate is proportional 
to Zq which is the relationship suggested for tetramerisation in a well-mixed solution 
of molecules. Once in its active form, p53 transcribes MDM2 at a rate of k2• MDM2 
degrades at a rate of 03 +  Dy, where Dy is the basal rate. MDM2 ubiquitinates p53 
into its two tagged states at a rate c*i. In this model, when there is DNA damage, 
active ATM levels rise, preventing MDM2 ubiquitinating p53, converting p53 into its 
active form and removing MDM2 from its function; this has the effect of reducing the 
rate Qi and increasing the rates <*2 and 0:3. This model’s associated ordinary differential 
equations are as follows,
duj
dt
dz0
dt
dzu
dt
dzuu
dt
dx
dt
dy
dt
Pz +  kzu -  poj,
pw -  a iz0y -  4a2Zp + 4Dxx,
a \z0y -  kzu -  a \z uy , (5.3)
ZuV ftZuui 
a 2 Zp -  Dxx , 
k2x  -  (Dy +  0:3)3/,
where x  is the concentration of active p53 and y is the concentration of MDM2. zuu plays 
no active role in the system and so will be ignored in the analysis below.
The corresponding null model (null model 2), which contains no export mechanism, 
is constructed as follows,
dui
dt
dz0
dt
dx
dt
dy
dt
Pz ~  pu ,
Apw -  oc\zpy -  A:Ot2Zp + 4Dxx, (5.4)
02^0 -  Dxx
k2x -  {Dy +  0:3)2/,
5.4 .2  R esu lts  and d iscussion
Table 5.1 shows the parameter value estimates used in this analysis. The half-life of p53 
is between 20 and 60 mins in unstressed cells with the majority of estimates placing it 
at around 30 mins (Reich et al., 1983; Maki and Howley, 1997; Vierboom et a l , 2000;
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Figure 5.3: A schematic of a p53 localisation model with active p53 and MDM2 (the 
square pulse model).
Friedler et al., 2003). Filippini et al. measured, through flow cytometry, that the NALM- 
6 cell line, which contains wild-type p53, contains approximately 10,000 p53 molecules 
(«  1.66 x 10 20 mol) (Filippini et al., 1998). Using this information and a simple model 
of the turnover of p53, pz was estimated. MDM2 has been found to have a half-life 
between 15 and 30 mins and so a half-life of 20 mins was used to estimate Dy (Teoh 
et al., 1997). The rest of the parameters were estimated based on the above information 
and the following assumptions,
• There is approximately ten times more cytoplasmic p53 than there is nuclear p53. 
It is known that when the cell is not stressed, the majority of the p53 is in the 
cytoplasm, this means that p53 export must be stronger than input and so the 
export rate (k ) needs to be high.
• There are approximately four times less active p53 tetramers than zq i.e. there is 
an equal number of p53 molecules in both states. This is because when a cell is not 
stressed there should be a minimal amount of active p53 or apoptotic effects might 
be produced.
• Once p53 is in the double ubiquitinated state it is quickly degraded. This means 
that (3 is set high.
• It was arbitrarily chosen to have the amount of MDM2 at equilibrium set at ap­
proximately 2 x 10 20 mol.
It is assumed that there is no active ATM in unstressed cells and so Q3 =  0. The 
majority of the parameter values seem to take reasonable values (Cinquin, 2006) but 
the p53 activation rate seems high when considering that the rate of protein-protein 
association is considered to be between 106 and 109 mol-1 s -1 (Northrup and Erickson,
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Table 5.1: The parameter values used in the analysis of the square pulse model.
Parameter Value
P 1.5 x 1(T3 s_1
Pz 6.5 x 10~24 mol s~l
Ql 5.96 x 1017 mol-1 s_1
Ol2 5 x 1058 mol-3 s~1
Dx 1 x 10~3 s_1
k 2.6 x 10-2 s - 1
(3 5.2 x IO"2 s 1
Ct 3 0 s - 1
Dy 5.8 x IO"4 s"1
k2 0.027 mol-1 s -1
Table 5.2: The equilibrium condition for the square pulse model and null model 2.
Component Square pulse model Null model 2
u> 1.372 X I Q - 20 4.333 X io - 21
zo 1.715 X io - 21 1.362 X IO"21
Zu 5.417 X I Q " 22 —
X 4.328 X I Q " 22 1.713 X IO"22
y 2.015 X I Q " 20 8.002 X IO"21
1992; Gabdoulline and Wade, 1997). These rates of protein-protein association are based 
on diffusing molecules in a liquid with no structure whereas in the cell the construction 
of the tetramer occurs around DNA which will be a more active process, so a faster rate 
could be possible.
As was designed, the amount of cytoplasmic p53 at equilibrium when the example 
parameters are used is greater than the amount of p53 in the nucleus and the total 
amount of p53 (1.653 x IO-20 mol) is approximately correct (Table 5.2). There is generally 
significantly less of each component at equilibrium for the null model because p53 is not 
re-circulated. The equilibrium of most of the components follow a similar pattern as q j 
(the rate of ubiquitination by MDM2) is varied with the other parameters set at the 
example values (Figure 5.4). The exception is cytoplasmic p53 which stays at a constant 
level. The equilibrium levels are always higher in the square pulse model than in null 
model 2, because the square pulse model re-circulates some ubiquitinated p53 whereas in 
null model 2 it is all destroyed. As a\  is decreased the difference between the square pulse 
model and the null model increases, indicating that it is only when the cell is stressed 
that the differences between the two models will be significant. The greatest effect of 
altering the value of a i  is on MDM2 and active p53 suggesting that inhibiting MDM2 
ubiquitination is an effective mechanism to increase levels of active p53.
As a 2 (the rate of p53 conversion to its tetramer form) is increased (Figure 5.5), 
the equilibrium level of zo decreases for both models and the level of to decreases for 
the square pulse model. MDM2 and active p53 have a corresponding increase. This is
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Figure 5.4: A plot to show the variation of the equilibrium condition with the rate 
of ubiquitination (<*i) for the square pulse model (equation 5.3) and null model 2 
(equation 5.4). The vertical line indicates the example parameter set value, a i = 
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Table 5.3: The parameter values that are changed to replicate a square pulse of DNA 
damage
a i mol 1 s 1 02 mol 6 s 1 a 3 s -1
All mechanisms combined 0.5 x 1017 1064 0.005
without a change in a i - 1064 0.005
without a change in a 2 0.5 x 1017 - 0.005
without a change in a 3 0.5 x 1017 1064 -
because increasing 02 diverts a larger amount of p53 from the chain mechanism. When 
02 is small, a small increase produces a large change but the effect decreases as 02 is 
increased. 02 appears not to have a major effect on the amount of active p53. Again, 
the equilibrium concentrations are always greater in the square pulse model than in the 
null model and the difference changes as 02 varies.
The rate at which MDM2 is inhibited when cell damage occurs is controlled by 03 
(see Figure 5.6). As 03 is increased the equilibrium value for MDM2 decreases (in both 
models) and p53 in all its forms increases. This is because as MDM2 decreases, the rate 
at which p53 is double ubiquitinated and hence degraded is reduced and so there is more 
p53 in the system. Increasing 03 greatly enhances the amount of active p53, for example 
when 03 =  0.1 s~l the amount of active p53 has increased by two orders of magnitude 
from its 03 =  0 s~l value. There is a considerable difference between null model 2 and 
square pulse model, with 03 having a greater effect on the square pulse model, especially 
for active p53. The reason that the amount of p53 increases quicker in the square pulse 
model is because as 03 is increased, it is more likely that if p53 is ubiquitinated that it will 
be exported, so a greater proportion of p53 will be re-circulated. The difference between 
the two models increases as 03 increases suggesting that for the export mechanism to 
play an important role there must be strong inhibition of MDM2 after damage.
k is the rate at which ubiquitinated p53 is exported from the nucleus. As k is increased 
all components increase apart from ubiquitinated p53 which decreases (see Figure 5.7). 
The rate of change decreases as k is increased. As k is increased a greater proportion of 
tagged p53 is recycled increasing the amount in the pool of reserve p53 in the cytoplasm. 
The amount of ubiquitinated p53 drops as more nuclear p53 is diverted leaving less in 
that state. When a cell experiences DNA damage k will in effect drop to near zero 
values because there will be a negligible amount of ubiquitinated p53. The larger k is, 
the greater the difference between the equilibrium amount of protein and the amount of 
protein when k = 0, therefore it is likely that the response will be greater and more rapid 
when k is higher.
A square pulse of DNA damage can be simulated in this model by changing the a 
parameter values in the model and then changing them back to their initial values after 
a certain time. This will give some idea of the dynamics of the square pulse model after 
DNA damage is experienced. Formally, the as are not parameters any more but variables.
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Figure 5.6: A plot to show the variation of the equilibrium condition with the rate 
of MDM2 inhibition (03) for the square pulse model (equation 5.3) and null model 2 
(equation 5.4). The example parameter set value is Q3 =  0.
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p53 nuclear export (k) for the square pulse model (equation 5.3). The example parameter 
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Figure 5.8: A plot to show the reaction of the square pulse model (equation 5.3) to 5 
hours of DNA damage all mechanisms controlled by oq, c*2 &; 0,3 are changed.
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A number of different parameter changes will be made to test the different mechanisms 
of the model. Table 5.3 summarises these changes, after 5 hours the parameter values 
will revert to their original values.
The square pulse model has a fairly similar set of dynamics in each of the situations 
tested (Figures 5.8 k  5.9). It takes a considerable amount of time to return to equilibrium 
after the damage has been repaired («  5 hours), but it is still biologically reasonable. 
The dynamics show damped oscillations occurring between p53 and MDM2 during the 
recovery which would agree with experimental observations (Bar-Or et al., 2000). This 
is encouraging and hints that the models are capturing at least some of the dynamics 
appropriately.
The level of active p53 is the most important feature of the response as it triggers 
the apoptotic and DNA repair mechanisms. In all of the situations the amount of ac­
tive p53 rises rapidly and the majority of the p53 moves into the nucleus as expected 
(Figure 5.10(a)). The quickest rise in active p53 occurs when all of the mechanisms 
are triggered, when any of the mechanisms are not used the performance is significantly 
reduced. All of the mechanisms seem to have an approximately equal effect on the re­
sponse. When Q2 remains constant there is only slightly more p53 in the nucleus than 
in the cytoplasm (see Figure 5.9(b)), suggesting that an increased rate of activation is 
required to get the observed accumulation of p53 in the nucleus.
In all situations the level of MDM2 rises after DNA damage (Figure 5.10(b)). A 
similar dynamic is followed apart from when there is no increase in the degradation rate 
of MDM2 (Q3 remains constant); MDM2 rises but at a suppressed rate given the level of 
active p53, when the damage signal is switched off there is a very large pulse of MDM2 
(this might occur because the production rate of MDM2 does not saturate). When 0:3 
remains constant MDM2 rises at a more rapid rate as there is no mechanism to restrict 
the level of MDM2. It is unclear whether MDM2 should rise after DNA damage as protein 
data suggests it will rise or fall depending on the level of damage (see section 3.4.3). The 
dynamics of cytoplasmic p53 differ depending on which mechanisms are activated by 
DNA damage but it is generally initially suppressed. In all cases the levels of nuclear 
p53 are suppressed during the damage signal apart from when a 2 remains constant, and 
in this case the amount of nuclear p53 slowly rises.
The overall dynamics of null model 2 when all the mechanisms are activated are the 
same as in the square pulse model (Figure 5.11), but the amplitudes are different and the 
level of cytoplasmic p53 remains constant. In all three situations the response of active 
p53 is faster and the peaks higher in the square pulse model (Figure 5.12). This suggests 
that the export mechanism causes an improvement in the response of the p53 network 
to damage. The time it takes to get back to equilibrium is similar for both models. The 
differences are due to the “pool” of cytoplasmic p53 that exists when there is an export 
mechanism; when there is damage this “pool” rushes into the nucleus. Also this has the 
effect that more p53 is re-circulated for the square pulse model, even when there is a
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Figure 5.9: A plot to show the reaction of the square pulse model (equation 5.3) to 5 
hours of DNA damage with (a) a\ remaining unchanged, (b) a 2 remaining unchanged 
and (c) 03 remaining unchanged. See Table 5.3 for mechanisms.
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Figure 5.10: A plot to show how the different mechanisms of the square pulse model 
(equation 5.3) affect (a) active p53 and (b) MDM2.
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Figure 5.11: The reaction of null model 2 (equation 5.4) to 5 hours of DNA damage.
damage signal, and so less p53 is wasted.
Examining what happens when a square pulse of damage occurs in a cell has suggested 
that a faster response can be achieved by having an export mechanism in place. ATM’s 
control of the activation of p53 seems to be the major mechanism by which the majority 
of p53 is retained in the nucleus. ATM’s control of MDM2 inactivation and ubiquitination 
allows p53 to be recycled without being destroyed and this feeds the response. Despite 
these improvements it appears that the cell can get back to equilibrium in just as rapid 
time as without the export mechanism. These findings must be treated with caution 
though as the effects are likely to be exaggerated due to the DNA damage occurring 
as a square pulse. Also to some extent the findings are dependent on the estimated 
parameter values and how much they change after DNA damage. The extent of this 
could be determined by performing stability analysis.
5.5 M odel w ith a better im plem entation of ATM
5.5 .1  Setu p
To make the models more realistic a new variable was introduced to represent the DNA 
damage signal, or to be more precise the concentration of active ATM, a(t). In the 
non-stressed state a(t) = 0, increasing when there is DNA damage. The parameters 
that change with DNA damage need to be modified to reflect that active ATM is now 
a variable. These modifications should be as simple as possible to reduce the number 
of parameters. For both 02 and <23, as active ATM increases the rates of these two 
mechanisms increase so the following modifications are made,
o f*  = a ^ sal+ a 2a,
a 3 l d  =  « 3 < » .
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F igure 5.12: A comparison of the dynamics of active p53 in the square pulse model 
(equation 5.3) and null model 2 (equation 5.4) after 5 hours of DNA damage in the 
following situations (a) combined effect (b) without change in c*2 mechanism (c) without 
change in Q3 mechanism.
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a basal introduced as there will be some slow rate of activation of p53 even when there is 
no damage. As active ATM is increased, the rate of ubiquitination of p53 is suppressed. 
A simple mathematical form that represents this is,
old _  h
a +  k
Therefore, the model becomes, 
dui—  =  pz +  kzu -  pui, 
at
^  =  poj------— zoy -  4 (a ^ sal +  a 2a)z^ + W xx,
at a + k,
dzu p p
—nr =  —;— z0 y -  kzu ----- ;— zuy,at a +  k a + k
dzuu   p
dt a + k
dx
ZuV (dzuu, (5.5)
= (a2asal T a 2a)zQ -  Dxx , 
=  k2x -  (Dy +  a3a)y,
dt 
dy
dt
a = aft).
This model is called the full model. The corresponding null model (null model 3) is,
du)
dt = Pz~  pu,
^  =  p o j ------- ^— zQy - A ( a b2 SaljtOi2a ) z Q + W xx,at a + k
dx
dt 
dy
dt
= ( a ^ sal +  a 2a)zo -  Dxx , (5.6)
= k-2x -  (Dy -I- a 3a)y,
a = a(t).
In an individual cell, after DNA damage there will be multiple strand breaks, each “emit­
ting” a certain amount of signal. When there is 0.5Gy of damage there are approximately 
20 strand breaks (see section 3.3) which will mean the signal will drop in steps as the 
breaks are repaired. Here though it is assumed that by the time the signal is represented 
by active ATM it will be smoothed enough to be represented by an exponential i.e.
aft) =  a0e~1‘39xl0_4t,
the degradation rate constant of 1.39 x 10-4 s -1 comes from experimental data (see 
section 3.3). The radiation dose is assumed to be proportional to the amount of active 
ATM. Active ATM is considered to be in Gy units.
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5.5 .2  R esu lts  and d iscussion
Apart from the a  constants the same example parameters were used as in the previous 
section, q i should be reasonably high when there is little or no damage and be zero 
when there is a lot of damage i.e. when a = 5, a i  =  0.5 x 1017 mol-1 s -1 and when 
a = 0.01 then q i =  5.96 x 1017 mol-1 s -1 . This gives the parameters /c = 0.44696 and 
/i =  2.72348 x 1017. a ^ 0,1 = 5 x 1058 mol-3 s -1 a low rate equal to the value of (*2 in the 
previous section. It is necessary for active ATM to have a large effect on the activation 
of p53 and the inhibition of p53 and so c*2 = 2 x 1064 mol 3 s 1 and (*3 =  0.01 s 1.
Table 5.4: The equilibrium conditions for the full model and the null model.
Component Square pulse model Null model
U) 1.370 X I Q - 20 4.333 X IO"21
zo 1.708 X 10-21 1.357 X 10-21
Zu 5.404 X I Q - 22
X 4.258 X I Q " 22 1.696 X 10-22
y 1.982 X I Q " 20 7.893 X 10-21
As designed, the equilibrium conditions when ao — 0 are very similar to those for 
the square pulse model (Table 5.4 &; Table 5.2). They will be used as initial conditions 
for the rest of the experiments. Example runs when ao — 5Gy (a high level of damage) 
show dynamics that are similar to the square pulse model dynamics but the behaviour 
is smoother and the peaks of active p53 are less extreme (Figure 5.13). The key features 
remain; there is a rapid accumulation of active p53 resulting in the majority of p53 
being in the nucleus. Unlike the square pulse model damped oscillations are not seen 
except possibly in cytoplasmic and nuclear p53. There is a considerably longer recovery 
time than the square pulse model (approximately 30 hours), which is probably because 
MDM2 does not reach such large values. The active transport mechanism still provides 
an improved reaction to damage. The peak in active p53 occurs at about 5 hours, which 
is within the biologically expected range (see section 3.4.2).
Examining example runs provides some insight into the system but it is also worth 
examining how the various mechanisms under study affect the performance of the system. 
The main output of the system that will propagate the damage signal will be the level 
of active p53. It is not known how the level of p53 affects the processes downstream 
of it and so three performance scores will be defined that measure the strength of the 
response:
1. The amount of extra active p53 gained from the signal.
This score would be relevant if the “switch” to start apoptosis depends on the 
total amount of extra active p53 that is produced over the response, rather than 
its value at a particular moment i.e. the response can be short and sharp or long 
and shallow. This is calculated by approximating the area under the active p53
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Figure 5.13: Examples of the response of the system to DNA damage when ao = 5 for
(a) the full model (equation 5.5)and (b) the corresponding null model (equation 5.6).
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minus equilibrium value curve. Negative areas are ignored. This is implemented by 
joining two adjacent points by a straight line and calculating the area under that 
line, if the next point is negative this is not added to the sum (Simpson’s rule was 
not used as the data points are not equally spaced).
2. Maximum value of active p53.
This would be relevant if a certain level of active p53 had to be produced before a 
response was triggered.
3. The time that active p53 is above a certain level.
This would be relevant if the response depended on a timed switch i.e. a constant 
input of p53 above a certain level is required before the response occurs.
The variation of the peak and area performance scores are very similar, making it likely 
that there is a linear relationship between the two (Figure 5.14(a) &; 5.14(b)). As ao is 
increased the performance score increases, but also the rate of increase decreases. The 
performance of the full model is always above null model 3. The difference between the 
two scores increases as ao increases. This shows that the active export mechanism has 
an effect on the performance of the system. Imagine there was a threshold that needed 
to be passed before the apoptosis machinery was activated, the higher the threshold is 
the greater the difference in the amount of DNA damage that is needed to trigger it. 
For example, if the threshold was set at an area of 4.5 x 10~16 mol s_1 then the initial 
amount of ATM and hence damage needed to activate the full model («  4.8 Gy) is 60% 
of that required to activate the null model («  8 Gy). This is an impressive improvement.
The variation of the time duration performance score has the same shape for both 
models (Figure 5.14(c)). Initially, the duration remains at zero until the damage signal is 
large enough so that active p53 can overcome the threshold. After this, the duration rises 
very rapidly (more so than the other scores) but then the improvement starts to slow 
down. Null model 3 reaches the threshold at a larger amount of damage than the full 
model and the performance score always remains less than the full model. The difference 
between the two models starts very high (when null model score begins to rise) but 
decreases as ao increases. The decrease in the difference slows as ao increases and it may 
be tending to some positive constant difference. This behaviour does not depend on the 
threshold value (Figure 5.15).
If active ATM does not affect the rate of activation of p53 (c*2 =  0) the perfor­
mance curves are the same as if it did but the scale is dramatically reduced, dropping 
by approximately a third (Figure 5.16(b)). This suggests that ATM increasing the rate 
of activation of p53 is essential to produce a strong response. An interesting effect of 
knocking out ATM activation of p53 is that the difference between the null and full model 
is greater. This occurs because once p53 is activated it is completely removed from the 
ubiquitination mechanism. When ATM’s inhibition of ubiquitination is knocked out the
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Figure 5.14: A plot showing the variation of the strength of response with the initial 
amount of damage. Three performance scores are shown (a) total amount of p53 above 
equilibrium value, (b) the maximum amount of active p53 and (c) the duration of active 
p53 at levels above 1.5 x IO-20 mol.
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Figure 5.15: A plot to show the variation of the duration of active p53 concentration 
above some threshold, with respect to the initial ATM level and the threshold for both 
the full model and the null model.
score is scaled down by about 20% (Figure 5.16(a)). A similar effect is seen when the 
mechanism of ATM inactivating MDM2 levels is removed but here the reduction in per­
formance is much larger with the score being reduced by over a half (Figure 5.16(c)). 
This indicates that even though it is helpful to disrupt the ubiquitination mechanism, it 
is more effective to knock out MDM2 completely. All three mechanisms produce substan­
tial improvements to the strength of the p53 response to DNA damage, but the complete 
inhibition of MDM2 is the most effective mechanism to improve performance as without 
MDM2 there is no inhibition of p53 at all.
The rate of repair used was based on experimental data, but it would be interesting 
to know what effect rate of repair has on the performance of the system (Figure 5.17). 
A repair rate of 0.1 corresponds to a half-life of approximately 7 hours and a rate of 2 is 
equivalent to a half life of about 20 minutes. As the repair rate decreases the strength 
of response increases, this is because the damage signal will persist and so the amount 
of active p53 will stay high for longer. The rate of change increases rapidly as the repair 
rate approaches zero. When the repair rate is high the score is at a low almost constant 
value. This might indicate that a peak of active ATM of any length will displace the 
system from equilibrium and the transient will give at least a certain amount of active 
p53. The difference between the two models increases as the rate decreases.
5.6 Conclusion
In this chapter a number of different models have been proposed and examined to study 
the effect that localisation mechanisms have on the way that the p53 gene network system
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Figure 5.16: A plot to show the effect on the sensitivity curve of knocking out different 
mechanisms: (a) the inhibition of ubiquitination by ATM (b) the activation of p53 by 
ATM and (c) the inhibition of MDM2 by ATM.
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F igure  5.17: A plot to show the variation of the total amount of extra active p53 with 
the repair rate, for both the full model and the null model, ao was set to 5Gy.
reacts to DNA damage. There are two mechanisms that control where p53 is located: 
the activation of p53 (retains p53 in the nucleus) and the ubiquitination of p53 (exports 
p53 from the nucleus). When DNA damage is experienced by the cell the activation 
of p53 is encouraged and the ubiquitination of p53 is inhibited. By comparing with a 
null model it was shown that the ubiquitin export mechanism produced a faster and 
stronger reaction to DNA damage without any loss in recovery time. This suggests 
that the two state ubiquitination model has developed to allow the efficient reaction to 
damage. The models manage to successfully replicate the localisation of p53 with and 
without damage. It has also been shown that each mechanism that is altered by the DNA 
damage signal (activation of p53, ubiquitination and inhibition of MDM2) significantly 
contributes to the performance of the reaction but it seems likely that the inhibition of 
MDM2 is particularly important.
A number of predictions can be made that could be tested experimentally:
1. Preventing the p53 activating or forming a tetramer will reduce the amount of 
apoptosis found at a set dose of radiation and will not lead to p53 being retained 
in the nucleus after damage.
2. In cancer cells where localisation is used to prevent apoptosis, the ATM-p53 inter­
action or tetramer-forming mechanism is mutated preventing the retention of p53 
in the nucleus.
3. If nuclear export of p53 is prevented then the cells will be less sensitive to damage, 
there will be less phosphorylated p53 after damage, and phosphorylated p53 will 
increase at a slower rate and at equilibrium there will be a more even distribution 
of p53 between nucleus and cytoplasm.
The localisation model that was used here had many simplifications. Even though the
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model replicated the known behaviour well in a broad way there were discrepancies; 
the recovery time was too long and MDM2 does not follow the correct dynamics (see 
section 3.4.3). There were no oscillations between MDM2 and p53 but there is debate 
about whether these occur at high levels of damage. Improvements might be made by 
modifying the model to include more complexity, for example one could:
• Include a more accurate model of p53 activation. This would have to include the 
fact that dimers are formed before tetramers and that tetramers are formed on the 
DNA.
• Allow the ubiquitination rate from p53 to p53-tag and p53-tag to p53-tag-tag to 
be different. For example, if only one tag is needed for export and 6 tags is needed 
for degradation then really the rate from p53-tag to p53-tag-tag should be 1/5 of 
the rate from p53 to p53-tag.
• Allow p53 to be ubiquitinated in the nucleus and then de-ubiquitinated at a certain 
rate.
• Include MDM2 localisation properties.
• Include additional components of model such as ARF and E2F1.
• Develop a more detailed model of ubiquitination, including multiple sites.
It would be interesting to model the two proposed methods for p53 export i.e. MDM2 
ubiquitinating p53 or MDM2 binding p53 and both shuttling out of the nucleus. One 
could ask the question of which method produces the most “efficient” results. It would 
also be worth examining whether different levels of damage produce different dynamics. 
Finally, it would be useful to examine whether the model can replicate some of the other 
experiments performed by Li et al. (2003) to test the model further.
Ciliberto et al. (2005) have produced a model of the p53 network that replicates the 
pulse like dynamics of p53 (see section 2.4.4). The localisation of the components is a 
key part of this model but unlike the models developed here it is the location of MDM2 
that is considered rather than p53. Despite this, it emphasises that nuclear localisation 
plays an important role in this system. Unfortunately this work was published too late 
to affect this analysis.
Throughout this chapter the results have been basically qualitative because the pa­
rameter values can only be estimated approximately. To go further the parameter values 
either need to be measured directly (which can be time consuming and costly) or found 
through parameter estimation. This would allow more biological conclusions to be made 
and the formal comparison of models. Parameter estimation will be examined in the next 
few chapters.
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6.1 Introduction
After models have been proposed it is important to know whether the model behaves in 
same way as the system that it represents. Without some confidence in the model it is 
impossible to make conclusions and predictions. One necessary criteria for a model to 
be useful is that the results it produces are in agreement with experimental data (the 
model should also reveal something new about the system under study and not be so 
complicated it over-fits the data). Therefore, a quantitative measure is needed to measure 
the distance between the model results and the experimental data; this measure is called 
an error function (Press et al., 2002).
If a model’s parameter values are known, then the model will have a set behaviour and 
can be easily compared with the data. Normally though, some if not all parameter values 
are unknown. This is because the values vary depending on the situation (for example, 
between cell types) and experiments to determine them are complex. Depending on the 
parameter values, the model will have different dynamics. Finding the parameter values 
that produce the smallest error function value is known as parameter estimation and is 
the most difficult part of the modelling process (Tyson, 1999). If the best possible error 
function value is high then the model is probably not a good representation of the system, 
but if the error function value is small then it is possible that the model can represent 
the system. Also if the parameter values are unrealistic then the model can be discarded. 
Parameter estimates can also provide useful information about the relative importance 
of mechanisms in the system.
An error function is also necessary for the comparison of models. If a model has a 
worse error function value than another (taking into account the number of parameters 
in each model), then it can be rejected. There is also the potential for network building 
through the comparison of error functions. For example, if a relationship between two 
proteins is added to the model and this fits the data considerably better than without 
the relationship it suggests that this relationship may exist in the biological system. In 
practice, it is normally necessary to perform parameter estimation before the comparison 
can take place, and it is common to use the same error function for both the estimation 
and the comparison.
6.1 .1  T h e param eter estim a tio n  problem
A general ODE model can be defined as follows:
- ^ -  =  f(x(£)>7 ) (6-1)
where, x is a vector of nv variables, 7 is a set of np parameters in the model and 
f(x(£)) is a vector of functions. The model is a mathematical representation which 
describes approximately some physical process. Associated with this process is a set of
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Figure 6.1: The model solution used to construct the pseudo data. The initial values 
[ATM] = 0.5, [p53] = 0.0797, [Aptt] =  0.0271 and [MDM2] = 0.587 and the test 
parameter values (Table 6.1) are used.
data gathered from experiments. Each variable in the model is measured at a number 
of different time points, t = t* where i = 1 . . .  nt (nt is the total number of time points). 
The vector of data at t = U is defined as follows,
X(*i) =  Xj.
The problem is to find the parameters, 7 , such that the model agrees with the data in 
the best possible way. In the maximum likelihood realisation this is normally defined by 
the minimum of the least-squares value,
nt
1(7 ) =  £
Xj - (6.2)
where (T{ is a vector of nv values that are the standard deviation of the error distribution 
at ti for each component of the model. This is guaranteed to provide the maximum 
likelihood estimation providing it is assumed that the measurement errors are Gaussian 
and independent (Press et a/., 2002) (see appendix B.l for proof). When the error is not 
known it is assumed that the errors are identically distributed (every value of cq is set to 
one).
6.1.2 Example system
In this chapter various parameter estimation techniques will be applied to model 1 (equa­
tion 4.1) to assess the most appropriate techniques to use on the proposed p53 models. 
To this end, a data set is constructed by sampling from a run of the model (Figure 6.1). 
The parameter estimation routines will attempt to reproduce the parameter values used 
in the run (Table 6.1). In this chapter the data set size will generally be fixed at 1000
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Table 6.1: The parameter values that the routines will attempt to recover.
D a t m D a / d a / 2 D P53 P M D M 2 Pp53 &2 k s &4
0.05 0.18 0.041 0.01 0.52 1.42 0.39 2.50 0.75
time points (4000 data points). This is a very large data set and gives the parameter 
estimation routines the best chance of success. It is unrealistic to expect this amount of 
data from biological time course experiments.
6.2 Local m inim isation
6 .2 .1  R ejection  o f  som e groups o f  p aram eter e stim a tio n  rou tin es
Many multidimensional optimisation algorithms have been proposed and here only a 
limited subset will be examined. General linear least squares is an effective technique 
that uses linear algebra to find the exact solution in one step (Press et al., 2002). This 
method relies on the model solution being a linear combination of basis functions. This is 
generally not the case for differential equations and so this approach is unsuitable here. 
There is also a group of optimisation methods that use gradients in parameter space 
to find the minimum, the most popular of which is the Levenberg-Marquardt method 
(Marquardt, 1963; Stortelder, 1996). For the problem presented here this would require 
numeric differentiation which adds considerably to the complexity of the implementation, 
especially if multiple models are being examined. Therefore, these methods were avoided.
6.2 .2  N eld er-M ead  param eter estim a tio n  a lgorith m
The Nelder-Mead or downhill simplex method is based on a simple concept that can be 
easily implemented and understood. It is an algorithm that finds the local minimum of 
a function by manipulating a simple geometric object called a simplex (see appendix B.2 
for more information) (Nelder and Mead, 1965). This algorithm only has a few factors 
that need to be set by the user (how the initial simplex is constructed, the stopping 
condition, and the function to be minimised) and can be easily adapted to diversify 
its usage especially in the context of global minimisation methods. Also, it is easy to 
incorporate a minimisation function that requires the integration of an ODE model. The 
main disadvantage of this approach is that it can require a large number of function calls.
The Nelder-Mead parameter estimation algorithm was implemented in C ++. The 
initial simplex that seeds the algorithm was constructed around the best guess of the 
parameters (Po); each vertex is placed a fixed length, A, from Po along each dimension 
of the parameter space.
P i — Po T
where e* is the unit vector along the zth dimension. This is the construction method
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Table 6.2: The points in parameter space used as the initial “best guess” point of the 
simplex.
Label D a t m D m  d m  2 D p53 P M  D M 2 Pp53 ki k2 h &4
A 0.05 0.18 0.041 0.01 0.52 1.42 0.39 2.50 0.75
B 1 1 1 1 1 1 1 1 1
C 9 13 9 23 60 33 2 53 10
D 5 10 1 8.1 0.02 6.7 2.1 0.3 7.7
Table 6.3: The parameter estimates obtained from testing the Nelder-Mead optimisa­
tion method. Four different initial points were tested (see Table 6.2). it =  number of 
iterations before convergence. LSQ = minimum least squares value.
Point D a t m £> A /D A /2 D p 5 3 P M  D M 2 P p53 k i k 2 k 3 k i It LSQ
A 0.05 0.18 0.041 0.01 0.52 1.42 0.39 2.50 0.75 1379 1.16 X 10“ 8
B 0.0502 0.844 -0 .6 3 7 0.353 0.374 2.27 0.282 3.02 0.995 3697 0.363
C 0.0509 26.5 21.0 13.3 27.6 43.5 21.9 48.2 21.6 604 7.16
D 0.0498 -1 4 .8 42.1 4.26 42.6 2.67 -6 1 .1 0.3 -2 1 .3 1690 5.27
that is suggested by Press et al. (2002). The algorithm is stopped when the accuracy 
required, 77, is larger than the fractional range of the simplex,
Stopping measure =  2.0 x -j^—
\lh\ + \h\
where lh is the highest function value and li is the lowest function value held by a 
vertex. For each error function value calculated the model needs to be integrated so 
the least squares value can be evaluated. Therefore, a large proportion of time is spent 
integrating the model and so a fast and accurate integrator is required. Here a Runge- 
Kutta algorithm with adaptive step size control is used (see appendix B.5).
6 .2 .3  N eld er-M ead  a lgorith m  ex p erim en ts
The Nelder-Mead algorithm was applied to a series of starting conditions (see Table 6.2). 
In all experiments the length scale, A, and the accuracy required, 77, was kept constant. 
A was set to 10, a similar order of magnitude as the true parameter values and 77 was 
set to 10“10 (Press et al. (2002) suggest that 77 should be set at the machine precision or 
slightly larger, in this case the machine precision was 10-14).
When the initial point is set to the minimum (point A), the simplex collapses down 
around this point (Table 6.3). This shows that the downhill simplex method does work 
in this case providing the initial point is close to the true solution. For all other initial 
points, the true solution is not reached indicating that there is a large number of local 
minima. Multiple local minima are common when applying parameter estimation to 
ODE models (Esposito and Floudas, 2000), especially when the model is non-linear and 
there are a large number of parameters. Apart from initial point A, point B produces 
the best result and starts closest to the true solution, suggesting that the initial distance
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Table 6.4: The parameter estimates obtained from testing the Powell’s method using 
a length scale of 10 and an accuracy of 10-10. Four different initial points were tested 
(see Table 6.2). it =  Number of iterations before convergence. LSQ =  minimum least 
squares value.
Point D a t m D m  D M 2 D p 5 3 P M  D M 2 P p53 ki k 2 &4 it LSQ
A 0.05 0.18 0.041 0.01 0.52 1.42 0.39 2.50 0.75 27 1.41 x 10“ 8
B 0.0502 0.272 0.129 0.0471 0.504 1.21 0.386 2.69 0.81 1530 0.0407
C 0.0499 3.08 5.87 1.62 0.545 -9 .6 6 0.407 -0 .3 8 3 -0 .1 1 8 1458 2.86
D 0.0502 13.6 -1 .4 7 6.66 0.312 3.66 0.235 22.9 9.15 495 1.44
from the solution is important. This method will fail unless a good initial estimate is 
available, but this is unlikely for biological systems such as the p53 network. In other 
tests not shown here it was confirmed that this result does not depend on the details of 
the implementation of the Nelder-Mead algorithm1 or the size of the data set used .
Surprisingly, for all initial points the parameter estimate for D atm  is within 0.001 
of the true value. This suggests that it is particularly important to get D atm  accurate, 
this probably occurs because A T M  is the driver of the system, so if D a t m  is off it affects 
not only the solution for the amount of ATM but all other components as well producing 
a high error function value.
It became clear whilst performing these experiments that a large proportion of pa­
rameter sets produced results where at least one component of the model approached 
infinity. These parameter sets make the model stiff which causes the numerical integra­
tion to become inefficient; this is a common problem for parameter estimation (Tjoa and 
Biegler, 1991). This means that the parameter space has very steep hills which could 
cause problems for any minimisation algorithm that is implemented.
6 .2 .4  D irection  set (P ow ell’s) m eth od
To confirm that the parameter space has many local minima another multi-dimensional 
minimisation method was implemented and tested: Powell’s method (see appendix B.3) 
(Acton, 1990). Powell’s method performs line minimisations along a series of directions; 
the set of directions are updated repeatedly so that directions that cause the maximum 
improvement are used. This method was run on the problem with each of the four 
initial points (Table 6.2). The results confirm that there are multiple local minima in 
the parameter space (Table 6.4), with the local minima found being different from those 
found by the downhill simplex method. As expected point A, the actual minimum, 
produces accurate results. Surprisingly, the results were reasonably good for point B. 
Apart from initial point A, the final least squares value was an improvement over that 
found with the Nelder-Mead approach, this may be because the accuracy value is more 
stringent in Powell’s method.
1This includes how the initial simplex is constructed, the value of A and the accuracy required.
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6.3 A look at the parameter space
It is difficult to get a complete picture of the parameter space due to the large number 
of parameters and hence the high dimensionality of the space. Here one dimensional and 
two dimensional cuts through the parameter space are examined. Initially, cuts were 
made through the global minimum (see Figure 6.2). There is a general smooth increase 
in the least squares value as the parameters move away from the global minimum. There 
are no other minima suggesting that if all the other parameters are correct the global 
minima is easily found. Generally the least squares value increases more sharply when 
the point is moved negatively away from the minimum, especially when the parameter 
value becomes negative. This is reasonable as biologically all parameters should hold 
positive values. D a t m  i n  particular has very steep slopes around its true values.
A large range of behaviour was found when two parameters were varied around the 
global minimum (Figure 6.3). Generally when the parameters take negative values the 
least square value rises sharply (for example Figures 6.3(a)-(c)), this behaviour is par­
ticularly apparent when both parameter values are negative. The approach to the global
2000
800
600
400
200
000
200
0
-2 0 2 6 8
S’
1400
1200
1000
800
400
200
0
•2 0 2 108
>
s
<0
S’
1
Distance of parameter from point Distance of parameter from point Distance of parameter from point
500
450
400
350
300
250
100
50
0
•2 0 2 8 106
a>
to3
1
§
s
co
1
-10 •5 0 10
Distance of parameter from point Distance of parameter from point Distance of parameter from point
1000
900
800
700
600
500
300
200
100
•2 0 6
500
450
400
350
300
250
200
150
100
50
-2 0 2 6 8 10
500
450
350
250
200
150
100
50
-2 0 2 6 8 10
Distance of parameter from point Distance of parameter from point Distance of parameter from point
Figure  6 .2 : Charts to show how the least squares metric varies around the global 
minimum for each parameter. Each parameter was varied between a distance o f -10 to 
a distance of +10 away from the reference point whilst the other parameters were kept 
fixed. Points that have gone out of bounds (> lO100) have been excluded.
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F igure 6.4: Charts to show how the least squares metric varies around the Nelder- 
Mead solution point when the initial point was B. Points that have gone out of bounds 
(> lO100) have been excluded.
minimum tends to be along thin valleys with sharp boundaries. The majority of these 
long thin valleys are parallel to an axis (Figures 6.3(a)-(d), (f) & (g)). When there is 
a thin valley along only one axis, it shows that one parameter has a greater effect on 
the least squares value and hence the model behaviour than the other parameter. For 
example, Pm d m 2 has a greater effect on the least squares value than Dp53 (Figure 6.3(d)). 
These thin valleys cause problems for any optimisation method as there is a high chance 
of stepping over the valleys and once in the valley there would only be a slow approach 
to the minimum. Sometimes the valleys are not parallel to the axes and tend to widen 
as the parameter values are increased (Figure 6.3(e)). Even when all the parameters 
apart from two were fixed multiple minima occur, separated by an out-of-bounds region 
(Figure 6.3(h)). Interestingly, the second minima occurs when both parameters are neg­
ative, indicating that similar dynamics can occur when the function of two parameters 
are exchanged, if both take negative values. Even with two dimensional cuts around the 
global minimum there is a considerable amount of complexity in the parameter space, 
even when the amount of data is large.
One dimensional cuts around the solutions found by the Nelder-Mead algorithm (see 
Table 6.3) indicate that a minimum has been found (for example Figure 6.4). This
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suggests that the algorithm is working correctly and the parameter space is full of local 
minima. For all parameters apart from pmdm 2 the least squares value raises more rapidly 
when moving negatively away from the point and many move “out of bounds”. As 
the parameter value increases, the least squares continues to increases but for some 
parameters such as D a t m , D p53, k\  and the least squares value seems to saturate. 
This indicates that other effects are regulating that mechanism.
Along a line between two of the solutions found by the Nelder-Mead algorithm (Fig­
ure 6.5(a)), again the solutions appear to be local minima. The two minima are very 
different, the solution from initial point C is in a shallow wide valley, whilst the solution 
from initial point D is in a narrow valley. There is also an area of “out of bounds” be­
tween the two points. These areas seem to be prevalent in the parameter space making 
it difficult for any optimisation algorithm to function. As discussed above it appears 
that all the solutions found by the Nelder-Mead algorithm are local minima, but it was 
found that for initial point B that this is not true; there is no barrier along the direction 
between the solution and the global minimum (see Figure 6.5(b)). The Nelder-Mead 
method samples possible directions and so it is possible that a beneficial route will be 
missed if access to it is narrow. One possible way to minimise this effect is to slow down 
the rate of contraction so that more directions are sampled before convergence.
In this section some of the complexity of the parameter space has been revealed. 
It shows the difficulty that any minimisation routine has when confronted with this 
optimisation problem. If the landscape is this complex for two free dimensions it will be 
many times more complicated when all of the parameters are allowed to vary.
6.4 Simple approaches to  global m inim isation
Due to the abundance of minima advanced methods that have the ability to find the 
global minimum need to be used. In this section, two simple methods will be looked at 
that are adaptations of the basic downhill simplex method. In the next section a more 
complex approach will be considered.
6.4 .1  R ep ea ted ly  rein itia lising  th e  sim p lex  once a m in im um  is reached
This method is a simple continuation of the downhill simplex method. When a local 
minimum is reached the downhill simplex method is restarted with the minimum point 
used as the initial “best guess” point. The initial simplex is reinitialised and the downhill 
simplex method is run again. This is repeated until no further improvement in the 
minimum LSQ value is made. The idea is that once the simplex gets stuck in the local 
minimum that the reinitialisation of the original simplex will increase its spread wide 
enough to remove it from the local minimum. If the simplex converges to the global 
minimum then the simplex with collapse back around the original point. This algorithm 
was run on initial points, B, C and D (see Table 6.2).
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F igure  6.5: A plot of how the least squares metric varies along a line joining a) cmjn and 
dmin (where cmjn is the solution found when initial point C was used in the Nelder-Mead 
method and dmjn is the solution found when initial point D was used (see Table 6.3)) 
and b) the global minimum and the local minimum found by using initial point B.
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Table 6.5: A summary of the results obtained from testing the restart downhill simplex 
method on a range of points (see Table 6.2). The length scale, A was set at 10 and the 
accuracy required to 10-10. LSQ is the least squares measure and R is the number of 
re-initialisations before convergence.
Point Datm Dm DM2 to CO PM DM2 Pp53 ki k2 k3 &4 R LSQ
B 0.05 0.18 0.041 0.01 0.52 1.42 0.39 2.50 0.75 2 1.16 x 10"8
C 0.0501 254 -2 3 2 133 0.284 445 0.211 4.15 1.53 3 2.26
D 0.0502 122 28.9 63.8 0.292 -5 4 .6 0.216 -1 5 .0 -5 .6 4 6 2.40
Initial point B was the only initial point that caused the algorithm to converge to the 
correct parameter values (Table 6.5). This is probably because the minimum after one 
Nelder-Mead run is not a true local minima (see above). Despite the improvement over 
the standard Nelder-Mead method in the least squares values for all initial points, point 
B and C have some parameter estimates further from their true values (D m d m 2, PmDM2, 
k\). The simplex restart minimising routine is too dependent on initial conditions to be 
of practical use. A possible improvement would be change the stopping condition so 
that it was more adaptive to the least squares values, for example the initial size of the 
simplex could be made proportional to the least squares.
6.4 .2  N eld er-M ead  m eth o d  w ith  m om en tu m
Like all global minimisation techniques this method forces the algorithm to make steps 
that are not locally desirable. This approach adds momentum to the system, adding 
a proportion of the step made in the last iteration to the current step (Gershenfeld, 
1999). Like a ball the simplex will continue to roll after it reaches a local minimum and 
hopefully roll out of the basin of attraction. The proportion of the last step applied must 
be enough to roll the simplex out of local minimum but small enough so it does not roll 
off to infinity. If P (t) is the simplex at iteration t then:
P (t) = P (t -  1) +  A P +  a[P(t -  1) -  P (t -  2)]
where A P is the step that would be introduced by the downhill simplex method and a  
is the proportion of the last step that is carried over to the current step.
This method was tested with a number of different a  values using initial points B 
and D. When the momentum factor is too large the least squares value gets so large 
that it goes out of bounds (Tables 6.6 and 6.7). For smaller as there are mixed results 
and no obvious correlation between a  and the least squares value. There are sometimes 
improvements in the least squares value but at other times the least squares value gets 
considerably worse. For initial point B there was no improvement. At no tested value of 
a  was the least squares value small enough for the parameters to be usable. This method 
is far too sensitive to the momentum parameter a . A possible improvement could be to 
vary a  according to some factor, for example the least squares value.
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Table 6 .6 : A summary of the results obtained from testing the downhill simplex with 
momentum for initial point B (see Table 6.2).
Momentum 
factor (a)
Iteration
Number
Minimum 
LSQ value
0 3697 0.363
0.01 1489 0.535
0.1 1924 1.39
0.2 1482 4.92
0.5 1099 5.76
0.9 N/A oo
Table 6.7: A summary of the results obtained from testing the downhill simplex with 
momentum for initial point D (see Table 6.2).
Momentum 
factor (a)
Iteration
Number
Minimum 
LSQ value
0 1690 5.27
0.01 874 4.60
0.1 1323 1.93
0.2 2535 2.43
0.5 975 117
0.9 N/A oo
6.4 .3  T h e sim p le g lobal m in im isation  m eth o d s com bined
The momentum and the restart method were combined and tested using a range of 
momentum factors and initial points C and D. It is a set of mixed results (Tables 6.8 
and 6.9), at certain momentum factors the global minimum was found but for other as 
the result is worse than when there is no momentum. The global minimum was only 
found for initial point D which suggests that the performance of this method depends 
on starting conditions. There is no clear relationship between the value of a  and the 
minimum least squares values, but a small non-zero a  tends to give the best results 
In some cases a large number of re-initialisation were required before convergence. 
This reveals that the parameter space contains a very high number of local minima and 
provides an explanation as to why the parameter estimation routine is not consistent 
in its ability to find the global minimum. The combination of methods worked well in 
certain situations and probably could be further improved by intelligently resizing the 
initial simplex if it converges to a point with a large error function value. When applied 
to real experiment data a large number of momentum factors would have to be tried 
before one could be certain that the global minimum had been reached. On smaller data 
sets and larger models though this combined method becomes very unreliable with it 
unable to find the global minimum. This method cannot be practically used and so more 
sophisticated techniques need to be examined.
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Table 6 .8 : The results obtained from testing the downhill simplex with momentum and 
restart method using initial point C (see Table 6.2), 77 =  10 10 and A =  10.
Momentum 
factor (a)
No. of 
Restarts
Minimum 
LSQ value
0 3 2.26
0.01 3 2.09
0.1 6 5.83
0.2 49 2.65
0.5 29 10.7
Table 6.9: The results obtained from testing the downhill simplex with momentum and 
restart method using initial point D (see Table 6.2), 77 =  10 10 and A =  10.
Momentum 
factor (a)
No. of 
Restarts
Minimum 
LSQ value
0 6 2.40
0.01 4 1.17 x 10"8
0.1 115 1.17 x 10"8
0.2 1507 0.00233
0.5 2 7.69
6.5 Simulated annealing
6.5 .1  In trod u ction
The simple global minimisation approaches have failed to reliably produce satisfactory 
results. Therefore, in this section a more sophisticated global minimisation method 
called simulated annealing will be examined. Simulated annealing is based upon the 
thermodynamical process called annealing (Gershenfeld, 1999). The system is assigned 
a temperature, T. The higher the temperature, the more likely the system will take a 
step to a position with a worse error function value. Initially the temperature starts 
at a high value and so most steps are accepted allowing the space to be thoroughly 
sampled. The temperature is then gradually decreased until only steps that improve 
the position are accepted. The idea is that the system will naturally find its way to 
the basin of attraction of the global minimum. It has been found to be suitable for 
large scale optimisation problems, especially those where the global minimum is hidden 
among many local minima (Press et al., 2002). More details can be found in appendix B.4. 
There are many other global minimisation algorithms that could be used, such as genetic 
algorithms (Gershenfeld, 1999) and Markov Chain Monte Carlo (Gilks et al, 1996). All 
of these take a similar approach; they intelligently sample the solution space so that the 
global minimum can be found.
The key elements of a simulated annealing implementation are the cost measure, the 
method to propose the next step and the scheme to cool the temperature. For parame­
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ter estimation the likelihood and hence the least squares measure is an appropriate cost 
measure. A popular approach used to propose the next step is to use the Nelder-Mead 
method. This was first introduced by Press et al. (2002) and has been implemented nu­
merous times to good effect (Torres et al., 1997; Kvasnicka and Pospichal, 1997; Cardoso 
et al., 1996). It is similar to the Nelder-Mead routine apart from that at the beginning of 
each iteration a thermal fluctuation, —T ln p  (where p is a random number taken from a 
uniform distribution between 0 and 1), is added to the real function value of each point 
in the simplex. Also for any point that is proposed by the simplex routine a thermal 
fluctuation is taken from the function value of the proposed point i.e. /  =  f  + T in p  
where /  is the proposed function value. At a high temperature a proposed point is likely 
to be accepted even though it has a higher function value than points in the simplex. As 
the temperature approaches zero this method reduces to the standard downhill simplex 
method. An alternative method to propose points would be to take a random point 
from a Gaussian distribution with the mean set at the current point and the standard 
deviation set at the length scale. This was found to be ineffective compared with the 
Nelder-Mead proposed step and makes little sense since the chance of guessing a good 
direction in a high-dimension parameter space is slim (Gershenfeld, 1999).
The cooling scheme used is one recommended by Press et al. (2002): T  =  To(l—fc/lf)4 
where To is the initial temperature, k is the total number of moves so far and K  is the 
estimated number of moves required, i f  is an important factor; if the the system is 
cooled too fast the solution will be a local minimum and if it is cooled too slowly there 
is not only the waste of computer resources but the potential that the system will move 
irrevocably out of computational bounds. To needs to be high enough so that initially at 
least 50% of proposed states are accepted. At T =  0 the simplex is shifted to the point 
with the lowest least squares value encountered.
6.5 .2  E xperim en ts
To examine the effectiveness of the simulated annealing method a number of different 
experiments were performed, with different initial points, initial temperatures (To) and 
total number of moves (K ). Repeats were also performed to check how robust the method 
was. The initial simplex configuration should not affect the algorithm too much as the 
initial temperature should be high enough to allow most moves so effectively randomising 
the initial simplex. The initial temperatures of 10, 100 and 1000 were used and have a 
corresponding initial acceptance percentage of 52%, 68% and 71% (this is the percentage 
of proposed steps that are accepted based on the 1000 steps proposed after the first 100 
steps). The total number of steps were chosen for their feasibility; 106 steps can take up 
to a couple of days so it was chosen to mainly use that number of steps and occasionally 
use 107 steps.
The results are generally good when initial point B is used, with the majority ending 
at the global minimum with a least squares value of 6.36 x 10~4 (see Table 6.10 for a
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Table 6.10: The results from using simulated annealing with downhill simplex parame­
ter estimation. A range of initial temperatures, estimated counts and initial points were 
used.
Initial
point
Starting 
Temperature (To)
Estimated 
count (K)
Number of 
iterations
Least 
squares score
B 10 106 1000000 6.36 x 10“4
B 10 106 1000000 6.36 x 10- 4
B 10 106 1000000 6.36 x 10“4
B 10 106 1000000 6.36 x 10~4
B 10 106 1000000 0.288
B 10 107 10000000 6.36 x 10"4
B 10 107 10000000 0.237
B 100 106 1000000 6.36 x HT4
B 100 106 1000000 6.11
B 100 106 1000002 16.4
B 100 107 10000000 11.4
B 1000 106 1000000 110
C 10 106 1000001 5.22
C 10 106 1000001 5.39
C 10 106 1000000 5.48
C 10 106 1000000 5.77
C 10 106 1000000 5.98
C 10 107 10000000 5.37
D 10 106 1000000 4.28
D 10 106 1000000 5.50
D 10 106 1000001 5.67
D 10 106 1000002 5.71
D 10 106 1000000 12.4
summary and Table D.l in appendix D.l for the full results). The global minimum does 
not have a least squares as low as previously because the accuracy of the embedded 
Runge-Kutta was reduced to improve the speed of the algorithm. When To =  10, all the 
runs reach the minimum apart from two (the corresponding parameter values are still 
reasonably good). When the initial temperature is higher then 10 the algorithm is more 
likely to give poor results. If different initial points are used the global minimum is not 
found and the parameters are very poor, even if the estimated count is increased. The 
parameter estimates generally do not show any relation to the true values apart from 
D a t m  which is within 10% of the true value in 10 out of 11 runs. These results indicate 
that initial point B must be a special case, as mentioned previously. The actual number 
of iterations for all runs is very close to the estimated count, which suggests that the 
system is at a local minimum before the temperature reaches zero.
These results suggest that simulated annealing is not working satisfactorily. A pos­
sible reason for this is that the initial temperature or the estimated count is not large 
enough, but the estimated count is as large as it can be for the algorithm to be feasible
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Figure 6 .6 : A chart to show how the size of the simplex varies over the course of a 
simplex simulated annealing run. The size of the simplex is measured by the averaged 
squared distance between the centroid of the simplex and its vertices. The run had 
started at initial point C, had an initial temperature of 10 and an estimated count of 106.
and the results suggest that increasing the temperature increases the likelihood of getting 
a poor result. Another possibility is that the shape of the cooling scheme is inappropri­
ate; only one of the three schemes suggested by Press et al. have been tried and there 
are many other schemes such as the saw tooth scheme suggested by Torres et al (1997). 
This is tinkering with the detail and there is no guarantee that a cooling scheme that 
works well for one model will work well for others.
Another problem is due to large parts of parameter space having out of bounds error 
function values. During the initial stages of simulated annealing the temperature is high 
and the majority of transformations are accepted causing the simplex to rapidly increase 
to a very large size (Figure 6.6) and pushing the centroid of the simplex far away from 
the global minimum. As the temperature decreases, the simplex finds it difficult to 
come together in an optimal way due to the large proportions of parameter space that 
produce out of bound values. This makes it much more likely that the simplex will end 
up in a local minimum fax from the global minimum as has been seen in the experiments 
performed here.
Simulated annealing does not reliably produce the correct parameter estimates even 
at large amounts of data. This result was confirmed by applying the algorithm to a 
number of different models, data set sizes and error functions. Various minor alterations 
were made to the algorithm, such as varying the number of times the simplex was shifted 
to the best parameter set. In none of these configurations were the results satisfactory.
6.5.3 Adding boundaries
One problem with simulated annealing is that when the temperature is high, the simplex 
has the tendency of becoming very large and reaching large parameter values that it
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cannot successfully move back from. A possible way to prevent this would be to include 
boundaries in the parameter space past which the parameter estimates would become in­
valid. There are many ways to implement such a boundary but here, a set of parameters 
beyond the boundary will have a high error function value. Other possible implementa­
tions are absorption, where any parameter set that goes over the boundary is moved to 
the boundary, and reflection where if the proposed parameter set moves over the bound­
ary it is reflected back. Realistic boundaries could be implemented if there was some 
additional information known about the parameter values, but it is rare for this kind of 
information is available.
Simulated annealing was applied to the system with various boundaries on the pa­
rameter values and a number of different algorithm settings (see Table 6.11). When the 
parameter values cannot take negative values, the parameters are reasonably close to the 
true values if the initial point is B but are distant if the initial point is D. This bound­
ary does not appear to have produced an improvement. When the parameter values 
are restricted to a tight region around the true values (between 0 and 3) the results are 
generally good even though in most cases the global minimum has not been found. In 
some cases certain parameter values appear to get stuck at a boundary, particularly for 
parameters P m d m 2 and k% which have the smallest and largest true value respectively. 
This probably happens because the boundary was implemented as a sharp boundary, 
smoothing the boundary might alleviate this problem. When a larger range of parameter 
values are accepted and initial point D is used, a similar set of results is obtained, with 
one run in particular producing very good values. This shows that restricting the range 
of parameter values can improve the chance of finding reasonable values.
As there was some success simulated annealing with boundaries was applied to a 
smaller data set of 40 time points. The global minimum was sometimes found and 
sometimes not, but the final least squares value was always reasonably good and the 
results are significantly better than when there were no bounds (Table 6.12). Even when 
not at the global minimum, at least some of the parameter estimates are close to their 
true values and at least one of the estimates is at the boundary. It is concerning that the 
least squares value can be very low, for example 8.93 x 10—5, and still have one or two 
parameter estimates away from their true value; this effect is likely to be because of the 
lower amount of data so that more model solutions can fit the data equally well. When 
simulated annealing was applied to a 20 time point data set the results were about as 
reliable as the 40 time point set with two out of ten reaching the global minimum when 
the boundaries were 0 and 10, and four out of fourteen reaching the global minimum when 
the boundaries were 0 and 100. The global minimum of 1.00 x 10-5 and the corresponding 
parameters were a bit further away from the true values than the 40 time point data set 
results (see Table 6.13).
Table 6.11: A summary of the results obtained from simulated annealing on a data set with 1000 time points. Two initial points were 
used (see Table 6.2), To =  10 and the number of estimate steps was set to 106 or 107 (K ). LSQ is the resulting least squares value.
Initial
Point Boundaries K LSQ D a t m D m  DM2 D P53 PM DM2 Pp 53 k x k 2 k$ &4
B 0 107 0.00283 0.0500 0.162 0.0656 4.50 x 10“58 0.532 1.41 0.399 2.50 0.748
B 0,3 106 0.000636 0.0500 0.200 0.0445 0.0187 0.521 1.42 0.391 2.53 0.755
B 0,3 106 0.000786 0.0500 0.193 0.0419 0.0159 0.522 1.42 0.392 2.52 0.752
B 0,3 106 0.0535 0.0498 0.185 0.199 2.69 x 10“ 18 0.557 1.24 0.401 3 0.860
B 0,3 107 0.00283 0.0500 0.162 0.0656 9.74 x lO"76 0.532 1.41 0.399 2.50 0.748
B 0,3 107 0.0305 0.0498 0.271 0.0826 0.0400 0.504 1.30 0.367 3 0.848
D 0 106 5.52 0.0513 1490 1110 674 708 64.6 730 2.11 x 10"10 1.93 x 10"8
D 0 106 5.68 0.0501 1630 1390 2010 878 0.000127 625 1560 2.82 x 10"9
D 0 106 6.02 0.0518 1580 945 436 580 116 749 2.06 3.29 x 10“ 10
D 0,10 106 0.000636 0.0500 0.200 0.0445 0.0187 0.521 1.42 0.391 2.53 0.755
D 0,10 106 0.00283 0.0500 0.162 0.0656 1.02 x 10"17 0.532 1.41 0.399 2.50 0.748
D 0,10 106 2.52 0.0508 10 5.17 x 10 -15 5.84 0.705 2.06 0.564 10 10
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Table 6.12: A summary of the results obtained from simulated annealing on a data set with 40 time points and using initial point B (see 
Table 6.2). The number of steps was set to 106 and To =  1000. LSQ is the resulting least squares value.
Boundaries D a t m D m DM2 D P53 PM D M 2 Pp53 ki k3 k4 LSQ
0,3 0.05 0.199 0.0466 0.0187 0.522 1.42 0.392 2.53 0.755 2.44 x 10“5
0,3 0.0499 0.196 0.052 0.016 0.5233 1.41 0.392 2.54 0.752 5.9 x 10"5
0,3 0.05 0.162 0.068 4.61 x 10"13 0.533 1.41 0.4 2.51 0.747 1.12 x 10~4
0,3 0.05 0.205 3.88 x 1023 0.0241 0.517 1.49 0.388 2.49 0.753 6.04 x 10“4
0,3 0.0503 2.22 4.55 x 10“15 1.17 0.516 4.48 0.405 3 1.65 0.0507
0,3 0.0502 2.92 4.82 x 10"15 1.52 0.578 1.67 0.447 3 1.50 0.0617
0,10 0.05 0.199 0.0466 0.0187 0.522 1.42 0.392 2.53 0.755 2.44 x 10~5
0,10 0.05 0.211 3.26 x 10"22 0.0257 0.512 1.47 0.385 2.50 0.746 8.93 x 10~5
0,10 0.05 0.162 0.068 3.78 x 10"13 0.533 1.41 0.4 2.51 0.747 1.12 x 10"4
0,10 0.05 0.162 0.068 2.62 x 10-17 0.533 1.41 0.4 2.51 0.747 1.12 x 10~4
0,100 0.05 0.199 0.0466 0.0187 0.522 1.42 0.392 2.53 0.755 2.44 x 10~5
0,100 0.05 0.199 0.0466 0.0187 0.522 1.42 0.392 2.53 0.755 2.44 x 10~5
0,100 0.05 0..211 1.34 x 10"16 0.0257 0.512 1.47 0.385 2.5 0.746 8.93 x 10“5
0,100 0.05 0.211 1.34 x 10"16 0.0257 0.512 1.47 0.385 2.5 0.746 8.93 x 10~5
0,100 0.0499 94.6 8.01 x 10~9 49.6 0.52 1.49 0.39 100 49.6 0.0838
t oo
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Table 6.13: The parameter values for the global minimum when there are 20 data 
points.
D a t m D m d m 2 Dp 53 P M D M 2 P p 5 3 h k 2 k s &4
0.005 0.206 0.0456 0.0209 0.522 1.42 0.392 2.54 0.755
Table 6.14: A summary of the results obtained from simulated annealing applied to a 
data set with 1000 time points when two parameters are fixed. Tq = 10, various estimated 
iteration numbers (K ) and various initial points were used (see Table 6.2). LSQ is the 
final least squares value.
Initial point K D a t m D m DM2 Pp53 hi k2 k3 &4 LSQ
j . — ■ H I ^ ^ b ■ ■ —
B 1 0 6 0.0500 0.181 0.524 1.43 0 . 3 9 4 2.50 0 . 7 4 7 0.00127
B 1 0 6 0.0508 199 398 1150 300 5540 2170 6.63
B 106 1920 0.0695 154 1010 789 88.1 1180 17.0
B 107 0.0500 0.183 0.523 1.43 0.392 2.52 0.749 0.00981
C 106 0.0508 199 398 1150 300 5540 2170 6.63
C 106 0.0508 199 398 1150 300 5540 2170 6.63
C 106 0.0510 205 398 1140 310 5380 2150 6.64
D 106 0.0500 0.181 0.524 1.43 0.394 2.50 0.747 0.00127
D 106 0.0463 1620 0.338 3.30 0.254 2650 -78 .7 3.01
D 106 1010 -0.0375 0.298 0.881 -2.96 7.05 36.0 14.0
6.5.4 Fixing parameters
The optimisation algorithms could be finding it difficult to find the solution even when 
there are a large number of data points because of the high dimension of parameter 
space. In this section the effect of reducing the number of parameters will be examined. 
It is likely that two parameters that control the rate of the same function, for example 
increasing the amount of MDM2, will be more difficult to correctly estimate than having 
a single parameter associated with a single function. Therefore it was decided to examine 
the effect of fixing the basal rates that replicate the function of other components, in this 
case pmDM2 and Dpb3.
The values of pmdm2 and Dp53 were fixed at their true values and then simulated 
annealing was applied using a number of different initial conditions. The global minimum 
was sometimes reached for both initial point B and D (Table 6.14), suggesting that fixing 
parameters does make the problem less complex making it simpler for the method to find 
the solution. Generally though the parameter estimates are poor so finding the global 
minimum is still unreliable. These results, even though limited in scope, do suggest that 
if at all possible parameter values should be measured directly, as this can significantly 
improve the estimates for the other parameters.
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6.6 Using collocation and splines
6.6 .1  In trod u ction
The parameter estimation problem can be considered a boundary value problem; the 
data points are the boundaries and the aim is to find a solution that goes through these 
boundaries. Up until now the shooting method (Golub and Ortega, 1992) has been 
used, which reduces the boundary value problem to an initial value problem. A set 
of parameters are chosen, the model is integrated and the solution curve is compared 
to the boundaries. Based on this comparison the set of parameters are updated and 
this process is repeated. An alternative to this approach is a group of methods called 
projection methods (Golub and Ortega, 1992). Instead of integrating the model, the 
solution is approximated by a linear combination of basis functions,
ns
x(t) «  u (t) =  ^ b j ^ j ( t ) ,
j =1
where $>j(t) is the j th  basis function of a set of size ns and b j is a vector of nv (the 
number of variables in the model) constant basis coefficients, associated with the j th 
basis function. There is a total of ns x nv basis coefficients. Easily differentiable basis 
functions are chosen,
W y .  M
dt dt ’
j =i
changing the problem to a set of algebraic equations. The solutions of these equations will 
be considerably easier and quicker than before the approximation. The basis coefficients 
add to the number of variables potentially making the problem more difficult to solve. 
This is not a new approach and has been successfully used on other optimisation problems 
especially in the chemical engineering field (Van den Bosch and Hellinck, 1974; Tjoa and 
Biegler, 1991; Tieu et al., 1995; Wang, 2000; Esposito and Floudas, 2000). Here though, 
the details of the implementation are different.
B-splines - the chosen basis function
For this problem cubic B-splines (Figure 6.7) have been chosen as the basis functions 
(De Boor, 1978). The problem domain (in this case, tim e) is divided into a grid o f equally 
spaced nodes, U , . . . ,  tUg, w ith spacing h. For each node a corresponding B-spline, Bi(t) 
is defined as follows:
4^(^ — U-2)3, U-2 < t < ti- i
2  +  I h ^  ~  **-l) +  ~  ^ - l ) 2 -  4 P  (t ~  U - 1 )3, t i - 1 < t < t {
\  +  -  *) +  I7?(^+i ~  0 2 -  4p(^ i+ l ~  t )3, t i < t <  t i+ 1
4/j3 {ti+2 — t) , tj_|_ 1 <  t  <  t i+ 2
otherwise Bi(t )  =  0.
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0.4
0 2
_ I
Figure 6.7: A cubic B-spline 
Table 6.15: Values of Bi and B{ at the nodes. Adapted from Golub and Ortega (1992)
ti-2 ti- i U ^i+l U+2
Bi 0 1/4 1 1/4 0
B\ 0 3/4/i 0 -3 /4 /i 0
The B-spline has some useful properties: it is defined on a limited scale and on the nodes 
the value of Bi and the differentials of Bi are of a simple form (see Table 6.15).
A cubic spline, c(t), is a piecewise cubic polynomial which has the property that it 
is twice continuously differentiable (Golub and Ortega, 1992) and hence smooth. ODE 
biological models will have solutions without discontinuities, so a cubic spline is a good 
choice as an approximation to the model solution. For any cubic spline defined on an 
equally spaced grid t\ <  . . .  < tUg, there are spline constants ao? c*i, • • •, ang+i such that 
(Golub and Ortega, 1992),
n 9+ l
c(t) = ^ 2
i=0
Two additional B-splines are needed outside of the grid (Bo and BUg+1), this is required 
to satisfy the properties of the cubic spline. Hence, ns = ng + 2. The smaller h is, the 
greater the number of B-splines, and so the more accurate the approximation is to the 
real solution.
Collocation
There are a variety of ways to determine the basis coefficients of the approximate solution 
such as Galerkin’s method and Rayleigh-Ritz but here collocation will be used (Heath, 
1997). Collocation sets up a grid of nc points (collocation points), that are not necessarily 
equally spaced, and requires that at these points the approximate solution satisfies the
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model (Equation 6.1) i.e. at each collocation point t =  tk, the following is satisfied,
d 
dt \
( n s- 1 
\.7=0
ns- l
t=tk
= f  I Y  bj Bj(tk), 7
j =o
which is equivalent to,
ns — 1 /  ns — 1
Y  bjBjitk) =  f  ^  bjBj ( tk) ^  
j =o y j =o
For this to be exactly solvable the number of collocation points should equal the number 
of basis coefficients, which from here on will be called spline coefficients. If the number 
of collocation points is greater than the number of spline coefficients then there are 
more equations than variables and so the problem is said to be over-defined and there 
is generally not an exact solution. Therefore, the “best” set of variable values should be 
found, which is commonly defined as those that minimises the residual sum of squares2: 
the least squares solution. The more collocation points used (up to some limiting number) 
the closer the approximation, u(t), will be to the real solution, but for simplicity, the 
collocation points are set at the B-spline nodes, apart from at the extremes, B o and 
BUs- 1. Therefore, nc = ng = ns — 2.
6 .6 .2  Error fu nction
Introducing the approximate solution based on B-splines increases the number of variables 
in the problem; np model parameters and the nsnv spline coefficients. A suitable error 
function is,
m rit ( n s —1 'j 2 ns—2 ns- l  ( n s- l
Y  bjB jttk) -  f [ Y
j =0 \  0
where there are nt time points (at ti) and ns — 2 collocation points at the nodes of the 
B-splines (where t = t^). The requirement for this problem to be over-defined is,
nv
nt > — + 2.nv
There is no dependency on the number of spline coefficients and the 2 comes from the 
coefficients associated with the extreme nodes required when using B-splines.
2The residual of an equation is the constant that needs to be added to one side of the equation so 
that the equality is satisfied.
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Table 6.16: The parameter estimates obtained from testing the Nelder-Mead optimisa­
tion method using the spline approximation to the model solution. The first row indicates 
the corresponding result when the integrator was used. It =  Number of iterations before 
convergence, LSQ = minimum least squares value and ns is the number of B-splines that 
make up the spline.
n s D a t m D m  D M 2 D P 5 3 P M  D M 2 P p 5 3 k i k 3 k i It LSQ
N / A 0.05 0.18 0.041 0.01 0.52 1.42 0.39 2.50 0.75 1379 1.16 x 10"8
7 0.0502 0.138 0.000423 0.0187 0.4484 1.28 0.369 1.39 0.309 32439 0.283
12 0.0503 0.175 -2 .8 2  X 1 0 ' 11 0.0012 0.443 1.27 0.333 2.85 0.9 113098 0.00473
22 0.05 0.179 0.0209 0.00929 0.504 1.41 0.378 2.53 0.761 618884 4.27 x 1 0 - 5
52 0.05 0.180 0.0406 0.00993 0.520 1.42 0.390 2.50 0.750 2.89 x 10' 6.84 x 10-8
6.6 .3  E xp erim en ts
The new form of the error function was implemented and applied to the Nelder-Mead 
method using initial point A (see Table 6.2) and a range of spline sizes. Initial values 
of the spline coefficients were determined by fitting the splines to the data using a least 
squares fit and linear algebra.
All the parameter estimates are of the right order and the accuracy increases as ns is 
increased (Table 6.16). The least squares score is always higher than when a integrator 
is used because the number of B-splines limits how accurate the approximation to the 
model solution can be; ns would have to be very high to match the accuracy of the 
integrator. As ns increases, the number of iterations it takes before convergence also 
increases. Even at 7 splines it takes approximately thirty times more iterations than 
when a integrator is used. This is because of the increase in the number of variables. 
Each iteration is considerably quicker than the integrator, but it still takes longer to 
converge; taking approximately 40 mins instead of 2 minutes when ns = 22.
Simulated annealing was applied to this technique at a range of different lengths and 
initial temperatures. The number of B-splines was kept at 22 as this seemed a reasonable 
balance between accuracy and the number of extra parameters. Given that the initial 
point tested was B, which had good results in the standard simulated annealing, the 
results are disappointing as the global minimum was not found (Table 6.17 summarises 
the results and the full results are in Table D.2 in appendix D.l). Interestingly, the 
least squares are all reasonable low and the parameter estimates are the right order of 
magnitude. This suggests that the spline is effectively restraining the parameter estimates 
to values of the right order of magnitude but the simulated annealing is “cooled” too 
quickly to find the global minimum. The hypothesis is supported by the large number 
of iterations after T  = 0 before convergence. It is impractical to increase the estimated 
count further. When the length of the algorithm was increased to 108 the resulting least 
squares improves by a factor of about 10 and there is a corresponding improvement in 
the parameters (Table D.2). When the length of the algorithm was increased to 109 the 
results were not as good. The solution splines for all the experiments are reasonably 
close to the true time course (Figure 6.8). The problem with this approach is that the
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Table 6.17: The results from using simulated annealing with downhill simplex param­
eter estimation using splines. A range of initial temperatures and estimated counts were 
used. Initial point B was used.
Starting 
Temperature (To)
Estimated 
count (K )
Number of 
iterations
Least 
squares score
10 107 10353048 0.0289
10 107 10323240 0.0165
10 107 10413608 0.0411
10 107 10302822 0.0240
10 107 10349138 0.0215
10 108 100092291 0.00448
10 108 100207829 0.00223
10 108 100207386 0.00202
10 109 1000000000 0.0193
100 107 10608630 0.122
100 107 10431066 0.0648
100 107 10379737 0.0606
100 107 10309775 0.144
100 107 10376820 0.123
0.6
0.55
c
o
Q.
0.5oc3o
E<
0.45
p53 true solution 
MDM2 true solution 
p53 solution spline 
MDM2 solution spline
0.4
0 5 10 15 20
Time (hours)
F igure  6 .8 : A plot to show how close the solution spline is to the true spline even when 
the least squares value is 0.0411. The run was started at initial point (b), had an initial 
temperature of 10 and an estimated count of 107.
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number of parameters is substantially increased making the problem much more complex, 
without the increase in speed needed to allow simulated annealing to be run long enough 
in a practical amount of time. Various alterations were made to the error function, such 
as increasing the number of collocation points, but similar results were obtained.
6.7 Conclusion
In this chapter a range of methods have been used to try and solve the parameter es­
timation problem for a simple model proposed in this thesis. It is apparent that this 
problem is not simple; the parameter space appears to be very complex with a large 
number of minima and areas where the parameters produce least squares values that are 
out of bounds. This parameter estimation problem is non-convex with many similar local 
minima very close together. In this situation it is very difficult for any parameter esti­
mation routine to be successful. Simulated annealing with a Nelder-Mead proposed step 
was the main global optimisation routine that was implemented. The global minimum 
was reached occasionally but not in a reliable manner and the rate of success depended 
on the starting conditions of the algorithm. It was found that by restricting the range of 
parameters values allowed and reducing the number of parameters the rate of success did 
improve but problems still persisted. To implement either of these refinements additional 
experiments would have to be performed. An alternative version of simulated annealing 
was implemented that used a spline to represent the model solution rather than integrat­
ing the model for every function call. The motivation was to constrain the parameters 
and speed up the algorithm. The resulting parameter values obtained were of the correct 
order but the global minimum was not found. The problem is that even though the 
spline does constrain the problem it also adds a large number of extra parameters which 
complicates the problem. All experiments were performed on a data set with 1000 time 
points. This is extremely large for a biological experiment and the performance of the 
methods will decrease as the number of data points is decreased. Therefore, it seems 
unlikely that the parameter estimation methods examined here would be of practical use 
when real biological data is used.
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7.1 Introduction
It is apparent from the previous chapter that the parameter estimation methods examined 
are inadequate for the p53 models. In this chapter a new parameter estimation method 
is developed that simplifies the problem so that more reliable and accurate parameter 
estimates can be found. There are two principal approximations that are made, the 
first of which is to use a spline as an intermediary between the model solution and the 
data. This has already been studied in isolation and found to be inadequate due to the 
large number of extra parameters that the spline requires (see section 6.6). The second 
approximation is to simplify the problem into a system of linear equations. Sets of linear 
equations have one solution that can be reliably found by algebraic techniques. This has 
the potential to both speed up the estimation and provide accurate results.
The technique is developed in a number of stages with each stage introducing addi­
tional refinements. In the first stage the problem is approximated as a linear system of 
equations. In second stage the method is adapted to include an iterative approach so 
that the dependence on the initial assumption is reduced. In the third stage a refinement 
is made to the algorithm so that more “weight” can be placed on the spline accurately 
representing the model solution rather than being close to the data. Finally, a number 
of adjustments are made to allow the algorithm to perform better when the amount of 
data is small. At each stage the effectiveness of the algorithm and the simplifications 
made are assessed using an example model and pseudo data constructed to have various 
quantities of error.
7.2 Setting up the problem
7.2.1 A pproxim ating  th e  m od el so lu tion  by a sp line
As discussed in section 6.6 the model solution can be approximated by a spline made up 
of cubic B-splines,
n s —l
x(t) «  b j f y W ’
j=o
where x(£) is the vector of nv model solutions (nv is the number of components in the 
model), Bj(t) is the value of the j th  B-spline at time t , bj is the vector of nv spline 
coefficients of the j th  B-spline (each spline coefficient in the vector is associated with a 
component in the model), and ns in the number of B-splines.
7.2.2 T he sy stem  o f equations
With the introduction of the spline representation of the model solution the number of 
variables in the problem has increased, with np model parameters and nsnv spline coeffi­
cients. Ideally, the spline should satisfy the model, which is assessed through collocation
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(see section 6.6.1), and also pass through the data points. There are two sets of equations:
• The data and spline equations
At each of the nt time points that data is measured, the following should be satisfied,
where Xj is the vector of data measured at time t = U and (Ji is a vector of nv 
values that are the standard deviation of the error distribution at t{. This is the 
exact algebraic version of the least squares equation (see equation 6.2) i.e. if the 
least squares error function was equal to zero. From here on, cri will be ignored,
absolute error.
• The model and collocation equations
At each of the nc = ns — 2 collocation points (where t = fy), the variables should
where, 7 is a set of np parameters in the model and f(x(f)) is a vector of model
An exact solution could be obtained for the variables if there were exactly the correct 
number of equations, but only if the model perfectly represented the system and there 
was no error in the data. This is unrealistic and so an over-defined set of equations 
should be used by increasing the amount of data. The requirement for this problem to 
be over-defined is,
coming non-linear. When both a variable and a parameter occur in one term, which 
occurs in the majority of models, the model parameters will be multiplied by the spline 
coefficients producing a non-linearity. For example,
(7.1)
with the assumption that each data point (whatever the component) has the same
satisfy,
(7.2)
functions. Here the collocation points are taken at the nodes of the B-splines.
7.2 .3  C onverting  to  a linear problem
As it stands, virtually all models will result in this parameter estimation problem be-
f ( x ( t )) =  ax(t)
n s ~  1 
j =0
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n s - l
=> / (* w )  =
3 =0
In this example there is a non-linearity between a and bj. Unless all terms of f(x (t) ,7 ) 
only contain one model parameter or one model variable this problem will be non-linear.
It is desirable to have the set of equations linear so that the problem can be solved 
efficiently. For this to occur, the form of the model has to be restricted and an approx­
imation made. The restriction on the model is that it must be linear in its parameters. 
Importantly this still allows the use of non-linear ODE models. An example of a valid 
non-linear model is as follows:
Non-linearities still arise between the model parameters and the spline coefficients as 
described above, so an approximation is made to overcome this. An estimate vector is 
introduced, Ej, which is an estimate of x(t) at t = U.
where e is the amount of Gaussian distributed error. Therefore it is reasonable to assume 
that Ej =  Xj. As Ej is an estimate of the real solution (possibly a very bad estimate), it 
should only be used where non-linearities would occur i.e. in equation 7.2.
As Ej is only defined at the data time points, equation 7.2 can only be evaluated at 
these points. Therefore, the collocation points are set at the data time points and the 
collocation points are no longer taken at the B-spline nodes. So the complete algorithm 
that turns the parameter estimation problem into a linear algebra problem is as follows:
A lgorithm  1. Fixing Ei, the estimate of the solution ofx(t),  to the data points (x), the 
final set of linear equations to be solved in the parameter estimation problem are:
• The data and spline equation
At each of the n t time points that data is taken at, the following equation should be 
satisfied by the variables:
dx— = axy — bxdt
Ej = E (t = ti) «  x(fi)
It is assumed that the data is some noisy observation of the “real” trajectory,
Xi = x(ti) + €,
3 = 0
• The model and collocation equation
At each of the nt time points that data is taken at, the variables should satisfy the
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following equation
ns-1
h i B J (7.4)
j=o
where f() is a vector of functions linear in their parameters.
These equations can be solved using an appropriate linear algebra technique (see sec­
tion 7.2.f,).
Due to the change in the collocation points, the condition for an over-defined set of 
equations is,
1 f  np 
nt > -  — + ns2 \ n v
7 .2 .4  S o lu tion  o f  th e  linear sy stem  o f  equations
To solve the over-defined set of linear equations QR decomposition is used (Press et al., 
2002). The full set of equations can be arranged into the standard matrix notation,
min | A • x — b | ,
where A is an m  x n matrix, b is a vector of length m, x is a vector of length n which 
holds the values of the model parameters and the spline coefficients. Here, m  is equal to 
the number of equations (2nvnt) and n is equal to the number of model parameters and 
spline coefficients (np + nsnv). QR decomposition decomposes matrix A such that,
A = Q R,
where R is an upper triangular square matrix of size n x n and Q is orthogonal,
QT Q =  I,
where I is the identity matrix. It can be shown (see appendix C.l for proof) that the 
least squares solution of x is equivalent to solving,
R x  =  Qr b.
An alternative to QR decomposition is singular value decomposition which would also 
highlight any redundant or nearly redundant values in x. This is not used here due to 
the additional complexity of the algorithm resulting in greater processing time.
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7.2.5 A  dem on stration  o f th e  eq uation  m atrix  for a very sim ple exam ple
To clarify this approach, the equation matrix will be set up for a very simple example 
system. Suppose that the following model is proposed,
doc
*  =  a v + 0 ’
for a system where 3 observables have been measured, (fy), yo) at time to, (aq, y\) at time 
t\ and (£2 , f/2) at time fy- The problem is to find the parameters (a, (3, p) that will cause 
the model to fit the data in the best possible way. Two splines are proposed with three 
B-splines in each (ns = 3),
2
x(t) «  u(t) = ^ b j B j i t ) ,  
j =0
2
y(t) «  v(t) = ^ C j Bj(t). 
j =0
Therefore, using Algorithm 1, the matrix equation to minimise is,
0 0 0 B o  ( to ) B i ( t o ) B 2 ( t 0 ) 0 0
°  ^
/ Xo
0 0 0 B o ( t i ) B i ( t  1 ) B 2( t \ ) 0 0 0
(
Xi
0 0 0 B o ( t 2) B i ( t 2) B 2( t2) 0 0 0
(3
X2
0 0 0 0 0 0 B o ( t o ) B i ( t o ) B 2(to) yo
0 0 0 0 0 0 B o ( t i ) B  i ( M B 2(t i ) hr. m0 0 0 0 0 0 Bo( t2) B \ { t 2) B 2( t2) Oo h. m
m 1 0 ~ B 0 (to) - B i ( t o ) — B 2(to) 0 0 0 01 
b2
0
m 1 0 —B 0 ( t i ) - B 2( h ) 0 0 0 0
m 1 0 - B 0( t2) - B [ ( t 2) —B 2( t2) 0 0 0 Co 0
0 0 Xo 0 0 0 —B 0(to) —B i ( t o ) ~ B 2(t0)
\
Cl
/
0
0 0 x\ 0 0 0 —B 0{ t\ ) - B \ { t  1) ~ B 2(h) c2 0
0 0 X2 0 0 0 ~ B 0( t2) - B [ ( t 2) ~ B 2( t2) I 0
This could be solved using QR decomposition to give estimates for the parameters but 
this will not be done here as the number of splines is too few to represent the solution 
(such a low number was used so that the matrix could easily be displayed). A more 
realistic example is examined below.
7.3 Tests and results
The simple four component model (model 1, equation 4.1) is used to test this procedure 
(see section 4.3.3). It models the behaviour of active ATM (a), p53 (z ), active p53 (x)
Chapter 7.  A parameter estimation method using collocation and linear algebra 134
and MDM2 (y ) after a cell experiences DNA damage,
Production Degradation Binding/Enzyme
da
dt
= - D a t m a ,
dz
dt =  Pp53 - D p53z -  kiyz —k2az,
dx
dt = - D p53x -  kiyx -\-k2az ,
dt/
dt =  P M  D M 2 +  k$X - D m DM2V —k^ay.
In total the model has nine parameters and for the purpose of this study the parameter 
values that the procedure will aim to recover are fixed (Table 7.1). As appropriate for 
this algorithm, the model is linear in its parameters but also contains non-linearities. 
A pseudo data set (see section 6.1.2) was created by integrating the model with the 
expected parameter values using an adaptive step fourth-order Runge-Kutta algorithm 
with high accuracy (see appendix B.5). Data sets with different numbers of time points 
were created from this set by sampling.
Table 7.1: The parameter values that the routine will try to recover.
D a t m D m D M 2 Dp 53 P M D M 2 Pp53 h k2 k3 &4
0.05 0.18 0.041 0.01 0.52 1.42 0.39 2.50 0.75
7.3.1 In itia l resu lts
An initial test was performed on the algorithm using a data set of 1000 time points (a total 
of 4000 data points) and 22 B-splines. The model solution spline produced is virtually 
indistinguishable from the true solution (Figure 7.1). The difference between the spline 
and the data is very low especially in the later part of the time course (Figure 7.2). The 
error in the spline oscillates and this is probably because there is only a limited number 
of B-splines. The error rapidly decreases as time is increased. This occurs because early 
in the response there is rapid change making it difficult to fit the splines accurately but 
later on, the system is approaching equilibrium with slower changes. The error in the 
p53 spline is largest, probably because p53 has the most rapid change initially.
The results are very close to the desired values and are “good enough” for practical use 
(Table 7.2 and 7.3). It is interesting that the parameters with the two highest percentage 
errors are the two basal rates, Dp53 (the basal degradation rate of p53) and P m D M 2  
(the basal production rate of MDM2). This could be because of their role in the model
Table 7.2: The parameter estimates to 6 s.f. from the algorithm when there are 22 
B-splines and a data set containing 1000 time points per component.
D a t m  D m d m 2 D p53 P m  d m 2 P p 5 3 k i k 2 k 3 /l4
0.05 0.180026 0.0406778 0.0100187 0.519501 1.41914 0.389603 2.49999 0.750031
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Figure 7.1: A plot showing both the (a) the spline (containing 22 B-splines) produced 
by the parameter estimation procedure and (b) the corresponding data which has 1000 
time points.
Table 7.3: The percentage error for the parameter estimates when there are 22 B-splines 
and a data set with 1000 time points.
D a t m D \ j  DM2 D P53 PMDM2 Pp53 k i k 2 k 3 &4
0% 0.0144% 0.786% 0.187% 0.0960% | 0.0606% 0.102% 0.0004% 0.00413%
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Figure 7.2: A plot showing the absolute difference between the spline produced by the 
parameter estimation procedure and the corresponding data.
or simply because the parameter estimates axe small and so a greater amount of error 
is introduced through round-off error. D a t m  has no significant error. This could be 
because D a t m  determines the profile of ATM which drives the system so D a t m  needs 
to be heavily constrained. If the profile of ATM was inaccurate, this would have a large 
effect on the profiles of the other components and hence the parameter estimates. It may 
also be because D a t m  is determined by the data from only one component, ATM.
To give some idea of the effect the amount of data has on the parameter estimates, a 
range of data sets were processed with different numbers of time points, between 15 and 
1000 (Figure 7.3). The number of B-splines was kept fixed at 22. As the number of time 
points increases the estimates become closer to the desired values. This is because the 
more time points used, the greater the number of data points and so the more constrained 
the time course will be, both in its position and gradient, hence the closer it is to the 
"true” solution. The accuracy of the solution is restricted because only 22 B-splines were 
used, so the dynamics cannot be replicated exactly. Even when the amount of data was 
small the parameter estimates were still reasonably good, and definitely good enough to 
be used as the seed for another parameter estimation routine.
For all parameters, the size of error evolves in a similar way; at a low number of 
time points, a small increase in their number causes a very rapid improvement in the 
error, but as the number of time points increases the amount of improvement decreases. 
When working with small amounts of data, which is likely in this project, this suggests 
that even one additional experiment can cause a large improvement in the quality of 
the parameter estimates. For most parameters, the estimates seem to converge to an 
insignificant error at large amounts of data, but there are a few (Dp53, pp53, k\ and /C2) 
where the convergence is very slow or converging to a non-zero value.
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Figure 7.3: A plot showing how the parameter estimation improves with increasing 
number of time points in the data set. The number of B-splines is set to 22.
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To examine the effect the number of B-splines has on the parameter estimates, a 
data set of 1000 time points was processed with a range of different numbers of B- 
splines from 7 to 100 (Figure 7.4). As the number of B-splines is increased the spline’s 
ability to represent the profiles of the components is also increased and so the error 
in the parameter estimate decreases. Again the amount of improvement decreases with 
increasing number of B-splines. For the majority of parameters 22 B-splines are enough to 
produce reasonably good estimates (less than 0.001 relative error). These results suggest 
that the number of B-splines should be set as large as possible but increasing the number 
of B-splines also increases the minimum data requirement and slows the computation of 
the solution.
For all of the parameter estimates the error becomes insignificant with enough B- 
splines. Different parameter estimates converge to a good estimate (10-6) at different 
rates. The fastest seems to be D a t m  followed by ks  and k^. D a t m  controls the com­
ponent that drives the system and so its accuracy is important. k% and k\ are the only 
non-basal parameters that affect MDM2 concentration and so the rapid convergence of 
k^ and k^ might indicate that MDM2 is the secondary driver of the system. Parameters 
Pp5 3 i Dp53, ki and &2 seem particularly slow to reach a good estimate. This set overlaps 
with the slowly converging set found when examining how the amount of data affects 
the estimates. Maybe this is indicative that these parameters have less affect on the 
behaviour of the system.
This parameter estimation method works extremely well, even at reasonably low 
numbers of time points and low numbers of collocation parameters. The algorithm runs 
quickly and is very reliable when compared to the methods examined in chapter 6.
7.3 .2  A d d in g  noise to  th e  data
To be of practical use the algorithm needs to be able to cope well with realistic data that 
has error. To simulate error in the data, each data point was sampled from a Gaussian 
with the mean set at the true value and the variance set at cr2, where a is a constant 
value for all data points. The parameter estimation algorithm was then run on this new 
data set. This was repeated 1000 times at a range of different as from 0 to 0.06. A cr of 
0.06 is approximately 75% error for active p53 and 12% error for the other components. 
The number of time points in the data was set to 106 and the number of B-splines set 
to 22.
The parameter estimates diverge rapidly from the true values as the error in the data 
is increased (Figure 7.5). If the parameter estimation method was working well it is 
expected that the average would be near to the true value (assuming that the parameter 
estimates are distributed as a Gaussian). After 0.005 error is added to the data the 
majority of the average parameter values are not within one standard deviation of the 
true value, indicating that the parameter estimates are not in agreement with the true
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F igure  7.5: A plot showing how the average parameter estimate changes with error in 
the data (based on 1000 runs). The number of B-splines is set to 22 and the number of 
time points is 106. The error bars show the first standard deviation of the estimates.
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values1. Exceptions to this are D a tm , PMDM2 and Dp53. The average parameter value 
of D atm  is close to the expected value with a relatively low “error”. Dp53 and PmDM2 
though, have a large “error” and the averages rapidly diverge from the true values. This 
suggests that Dp53 and Pmdm2 are difficult to discern and do not have a large effect on 
the dynamics of the system. Algorithm 1 does not appear to work well with data that 
has even a small amount of error.
7.4 An improvement on the algorithm
As the amount of error in the data is increased the parameter estimates predicted by 
Algorithm 1 rapidly become inaccurate. The reason for this is that when there is error in 
the data, using it as an estimate of the solution, E*, is very inaccurate (see section 7.2.3). 
An improvement to Algorithm 1 would be to repeatedly solve the problem by QR de­
composition updating E* based on the previous result.
A lgorithm  2. An iterative method of parameter estimation using collocation and linear 
algebra would be to repeatedly run Algorithm 1 with a changing estimate of the solution, 
E*. E i is set equal to the approximated solution u (t) from the previous iteration i.e.
Ejo Xj,
ns- l
Eti =  ^   ^ bjoBjiU),
3=0
ns — 1
E j n  ^  ^  k ? ( n — \)Bj{ti) E j ( n _ i ) ,
j =0
where E*g is Ej at the qth iteration and b jq are the spline coefficients at the qth iteration. 
For the first iteration Ej would be set equal to the data points as before. This algorithm 
has converged if the estimates from one iteration to the next are the same within some 
tolerance. Once it has converged equation 1.2 has in effect been solved because the estimate 
equals the solution i.e. E  ^ =  u(U) ~  x(ti).
7.4.1 C om parison w ith  A lgorith m  1
As in section 7.3.2 the data was resampled with added error and Algorithm 2 was applied. 
This was repeated 1000 times at a number of different amounts of error. The average 
parameter estimate of Algorithm 2 diverges at a slower rate than Algorithm 1, indicating 
that the iterative method is a considerable improvement (Figure 7.6). Previously, some 
mechanisms were removed at high levels of error, for example ks and k± had estimates
168% of the parameter values lie within one standard deviation (if the assumption of a Gaussian 
distribution holds) and so can be used as a coarse measurement of error for the average parameter value.
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F igure  7.6: A plot comparing the average parameter estimate (based on 1000 runs) of 
Algorithm 1 and Algorithm 2 (the iteration version). 22 B-splines and the 106 time point 
data set was used.
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close to zero. In Algorithm 2 these estimates remain close to their true value. Algorithm 2 
still does diverge and it is unclear why this occurs. Even though the error distribution is 
Gaussian it is not necessarily true that the parameter estimates will be distributed as a 
Gaussian especially at large values of error. The amount of divergence though makes it 
seem likely that the algorithm is not performing optimally at large values of error.
The true parameter values are well within the first standard deviation of the distri­
bution of parameter values for all parameters (Figure 7.7). This means that the average 
parameter estimate and the true value are in agreement if the coarse error estimate is 
used. Additionally it looks like the standard deviation is approximately proportional to 
the error introduced into the data. This is encouraging as it appears that the error is 
being propagated through the algorithm. The standard deviations are normally larger 
than with Algorithm 1; this suggests that there is a wide range of parameter values one 
can achieve using this method, which implies that in individual cases the parameter es­
timates can be distant from the true values. The difficulty is knowing what “correct” 
means in this context; if in each individual case it finds the best parameter values based 
on the available data, then that is all that is required.
7.4.2 C om parison w ith  a non-linear error fu nction
If this technique is working well similar solutions should be obtained when using a non­
linear error function without the use of splines. Using error adapted data, Algorithm 2 
was run and the results used as the initial point of the Nelder-Mead method (Nelder and 
Mead, 1965). An adaptive fourth order Runge K utta method run with a high accuracy 
was used to integrate the model equations. The initial conditions were set at the true 
initial values. This was repeated 1000 times for a variety of data sets with different 
amounts of error.
The average difference between the parameter estimates of the two methods increases 
with increasing error in the data (Figure 7.8). At small amounts of error the difference 
is small, indicating that in this situation the algorithm is working well. The amount of 
divergence varies significantly between parameters. For P m d m 2, the largest difference 
is nearly 600% while for D a t m  the largest difference is about 10%. Two out of the 
three parameters with highest divergence are the basal rates which have been previously 
suggested to be problematic to estimate. Again, D a t m  is suggested as an important 
factor as it has the lowest divergence.
To quantify how well each method produces the true parameter values a parameter 
fit measure is introduced,
^  = 7,r )2> (7.5)
i
where 7i is the estimate of the parameter i produced by either parameter estimation 
routine and 7^  is the true parameter value. On average the simplex method produces
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F igure 7.7: A plot showing how the average parameter estimate changes with error in 
the data (based on 1000 runs) when using Algorithm 2. 22 B-splines and the 106 time 
point data set was used.
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Figure 7.8: A plot showing how the average percentage difference between the estimated 
parameters of Algorithm 2 and the simplex routine varies with increased error in the data 
set. Average based on 1000 trials.
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Figure 7.9: A plot showing the distribution of differences in parameter fit measure 
between the two parameter estimation techniques for various amounts of error in the 
data i.e. As — Aic, where As is A for the simplex routine and Aic is A for Algorithm 2. 
Based on 1000 trials at each error amount in the data. A negative number indicates that 
the simplex routine produced a better parameter fit.
a better set of parameters than Algorithm 2 and this increases as the error is increased 
(Figure 7.9). As the wide distributions indicate, for a reasonable amount of the runs 
Algorithm 2 produces “better” parameter values than the simplex method.
Algorithm 2 agrees with parameters produced by the simplex method when there is 
a small amount of error in the data but when the error is large the two solutions diverge. 
A reason for this difference is that the spline does not accurately represent the model 
solution when the error is large whereas with the Nelder-Mead method the accuracy of 
the model solution remains high. In Algorithm 2, an equal “weight” is applied on the 
spline fitting the data and satisfying the model because there is equal number of equations 
on both relationships (this is only approximately true due to the scale of each individual 
equation). When the error in the data is low the spline can satisfy both the model and 
the data with a high accuracy (see Figure 7.10(a)) but when the error in the data is high 
it makes a compromise between satisfying the model and the points (see Figure 7.10(b)), 
making the spline approximation of the model solution inaccurate.
An advantage that the Nelder-Mead method has over Algorithm 2 in this test is that 
the initial conditions of the model solution are fixed at the true initial values. This 
provides a reference that is used to anchor the parameter estimation process. This is 
especially important when scaling two parameters can give very similar results2. For 
practical use though, these initial values would not be known and would either have 
to be guessed at of included as additional parameter. One of the advantages of Algo­
rithm 2 is that information of the initial conditions is not required. Another advantage 
of Algorithm 2 is that it is less computationally intensive.
2This is a possible reason why there is such a large difference between the estimates for pmdm2 and 
D m d m 2
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Figure 7.10: The model solution for MDM2 when using the estimated parameters from 
one run of Algorithm 2 and the simplex method for (a) 0.01 error in the data and (b) 
0.06 error in the data.
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7.5 Quantifying the errors in the parameters
For a parameter estimation technique to be useful the algorithm should not only find the 
parameters that give the best fit but also give error estimates on the parameters (Press 
et al., 2002). Here estimates of the error in the parameters are examined. Consider the 
parameter estimation problem in matrix notation,
Each value of bi has an error associated with it, cq. In equation 7.1, cq is the error asso­
ciated with each experimental measurement and for equation 7.2, cr* is some measure of 
how accurate the estimated solution, u(£), is to the real solution, x(t). For equation 7.2, 
cTi might be particularly difficult to quantify. If the equations are assumed to be inde­
pendent, then each equation contributes a part of its own uncertainty to the parameters. 
Therefore the variance in the value of a parameter, 7 , can be quantified as follows (Press
fcth column (see appendix C.2 for proof). Other possible ways of getting a measure of 
error on the parameter estimate is to use MCMC to get a probability distribution of the 
parameter value, use the Hessian matrix, or a bootstrap method (Press et al., 2002).
As an example of this error measurement the a values were all set to 0.03 and error 
from a Gaussian distribution with a standard deviation of 0.03 was added to the data 
set. It is assumed that there is no error associated with the second set of equations 
(equation 7.2). From the results of three runs, it is clear that the errors calculated are 
not large enough to place the expected values and the estimated parameter values in 
agreement (Table 7.4). This could be because no error was associated with half of the 
equations. Alternatively it could be to do with the conception of what the best parameter 
values are with these data sets, for example there is a certain probability that the data 
set will have flat profiles, in this case there is no chance that the parameter values will be 
correct even though the data has the same error. On a couple of equations the parameter 
values given are negative; there is no guarantee that this parameter estimation method 
will produce positive values. Again the small errors for D a t m  indicate the importance 
of getting this parameter correct.
min | A • x — b | .
et a l , 2002),
Applying this to the QR decomposition algorithm it can be shown that,
where 7j is the j th  parameter and Gjk is the element of matrix G in the j th  row and
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Table 7.4: The parameter estimates and errors for 3 runs on a 106 time point data set 
with 0.03 error and 22 B-splines.
D a t m 7) A/DA/2 Dp53 P a/ d a /2 Pp53 k i k 2 k3 /?4
Expected
values
0.05 0.18 0.041 0.01 0.52 1.42 0.39 2.50 0.75
Rim 1 0.05072 0.2971 0.1562 0.08871 0.5047 1.145 0.3834 2.343 0.7584
Run 1 error 9.3 x 10~b 0.0061 0.014 0.0017 0.0021 0.021 0.0016 0.089 0.020
Run 2 0.05235 0.1330 0.083400 -0.01433 0.5862 1.552 0.4248 2.061 0.4788
Run 2 error 9.2 x 10_b 0.0057 0.0094 0.0016 0.0021 0.020 0.0014 0.062 0.011
Run 3 0.04937 0.2595 -0.005642 0.08892 0.4629 1.362 0.3395 2.138 0.7780
Run 3 error 9.2 x 10-b 0.0071 0.012 0.0020 0.0021 0.023 0.0014 0.064 0.017
7.6 A further refinement to the algorithm
7.6.1 In trod u ction  - th e  problem
In Algorithm 2 there are two types of equations: one set that examines how close the 
spline is to the data (data-spline equations, equation 7.1) and another set that examines 
how close the spline is to the model solution (model-spline equations, equation 7.2). The 
algorithm spline acts as an intermediary between the data and the model, attempting 
to be as close to each as possible. Let rdata be the sum of the squared residuals of the 
data-spline equations,
rd a ta  — ^   ^r i i
where £ is the set of data-spline equations and r* is the residual from a single equation. 
Similarly, r mociei is the sum of the squared residuals of the model-spline equations. The 
solution parameters are those that minimise r d a ta  +  r m odeb  which occurs when r d a ta  — 
r  m odel3 - I n  most biological measurements the error in the data is likely to be reasonably 
high, this means that the rdata> and hence rmodei will probably be reasonably high too. In 
effect the method manifests a large difference between the model and data by producing 
a spline that is a compromise between the data and model, not fitting the data nor the 
model that well. Compared to the true model solution the spline produced when there is 
a large amounts of error “wiggles around” and has a large rdata and r model (Figure 7.11).
This type of behaviour is problematic because if the spline does not fit the model 
well the parameter estimates are unlikely to be accurate. It is much more important that 
the spline is a good approximation to the model solution rather than the data because 
it is unlikely that the spline should go exactly through the data points because of the 
experimental error whereas the spline should perfectly represent the model.
7.6.2 Increasing th e  num ber o f co llocation  poin ts
Changing the method so that the spline is a better approximation to the model solution 
will produce better parameter estimates. One way to increase the weight that is placed
3In truth, this would only occur if the equations were scaled to have the sum of the prefixes and 
constants as the same value, but is used here for illustrative reasons.
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Figure 7.11: An example of the spline produced when there is 0.6 error in the data. 
This is using the simple model and the trace of p53 is shown. There are 106 data points 
and 22 B-splines in the spline. Here rdata — 1-29 and r modei =  0.0493. When there is no 
error in the data rdata — 7.84 x 10-6 and r modei =  2.05 x 10-4 .
on the spline accurately representing the model is to increase the number of equations in 
the model-spline set (equation 7.2) by increasing the number of collocation points.
In Algorithm 2 the estimate vector E* restricts the collocation points to the data 
points. To get around this restriction the estimate vector will be changed to an estimate 
spline, which is an approximation to the model solution,
e ( 0  =  £  b;Bj(t) ,
j =0
where b* is a vector of nv constants associated with the j th  B-spline. For convenience, 
E(£) has the same number of B-splines as used to estimate the model solution, u (t); these 
two model estimate splines can be regarded as the same. As with the estimate vector, 
the estimate spline is initially constructed from the data by fitting E (t) to the data. 
For this to be exactly solvable the number of B-splines, ns, must be less than or equal 
to nt. If nt < ns < nt + 2, then the spline must also satisfy the condition that the two 
extreme nodes will have their second differentials equal to zero. This is the natural spline 
assumption and creates a spline with minimal curvature (Golub and Ortega, 1992).
Let there be nc collocation points spaced equally between the first and last time 
point. The position of the pth collocation point is at t = tp = to +P x j"  The altered 
algorithm is as follows:
Algorithm 3. An iterative method of parameter estimation using a spline rather than a 
vector as the estimated solution
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1. Fit the estimate spline, Eo (t), to the data, 5q.
2. Solve the following equations:
• The data and spline equation
At each of the nt time points that data is taken at, the following equation 
should be satisfied by the variables:
ns — 1
* = £  bjB j(ti). (7.6)
3=0
• The model and the collocation equation
At each of the nc collocation points, £g . t^c_i, the variables should sat­
isfy the following equation
ns—l
Y , b j B'j (fp) = f ( E q( t ; ) ^ ) ,  (7.7)
j=0
where f() is a vector of functions linear in their parameters and E q is the 
estimated spline for the qth iteration.
3. The estimated spline, E (t), is updated to equal the solution spline and the equations 
are solved again i.e.
n s - 1
E i(t) =  'y  ^ bjoBj(t),
j=o
n a- l
E2 (t) =  ^
3 = 0  
n s - 1
E n( )^ =  y   ^ b j (n—i)B j( t i )  =  E n_i(£),
3=0
where E9(f) is E(£) at the qth iteration and bjq are the solution spline coefficients 
found at the qth iteration. This is repeated until En(£) =  E n_i(£) within some 
tolerance. Once converged E(£) =  u (t) «  x(t).
For the equations to be solvable the following condition must hold,
np
nt + nc > —  +  ns. nv
Using this adaptation reduces the restriction on the number of collocation points and so 
has the ability of “re-weighing” the sets of equations in favour of the spline being close to
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F igure  7.12: A plot showing the divergent behaviour that emerges if the number of 
collocation points is too high (here set at 500). This is based on the example model 
(see section 4.3.3), 106 time points in the data set with no error and 22 B-splines. The 
residual appears to increase exponentially before settling to a stable oscillation.
the model. A beneficial side effect of this change is that the data points no longer need to 
be regularly spaced, making the algorithm more flexible, but this might have unforeseen 
effects on the effectiveness of the algorithm.
7.6.3 In itia l R esu lts
As the principal aim of this modification is to produce splines that are more accurate 
estimations of the model solution, a model score, F , is proposed, where,
where bji is the zth component of bj and /*() is the zth component of f  (). This is evaluated 
using Simpson’s rule with 10000 strips (Kreyszig, 1993). Y  gives a score of how well the 
model is satisfied by the spline across its whole range, the lower the score the better.
Using Algorithm 3 it soon became apparent that it did not behave correctly if there 
were too many collocation points. A distinct pattern emerged: the residual exponentially 
increases away from the initial value until it reached an equilibrium (Figure 7.12), and 
the resulting estimated parameters are inaccurate (see Table 7.5). In this situation, the 
F-score and residuals are poor; when the algorithm is applied to the example model with 
106 time points in the data set, 22 B-splines and 500 collocation points the F-score was
0.0164 and the sum of the residuals 0.0991 (the corresponding scores with Algorithm 2 
when nc = 106 are 3.22 x 10~5 and 2.12 x 10-4). When this situation occurs the run will
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Table 7.5: The parameter estimates for Algorithm 2 (106 collocation points, convergent 
behaviour) and Algorithm 3 with 500 collocation points (divergent behaviour). There 
are 22 B-splines and a data set containing 106 time points per component with no error.
nc D atm Dm DM2 Dp53 PMDM2 Pp53 ki k2 h &4
106 0.05 0.18 0.041 0.01 0.519 1.42 0.389 2.50 0.75
500 0.05 0.275 -0.135 0.0540 0.363 1.29 0.268 2.70 0.807
be described as being divergent or if not the run will be described as convergent4.
Various changes were made to the algorithm to ensure that this behaviour was not due 
to an implementation detail. The linear solver was changed to a singular value decom­
position (SVD) solver (Press et al., 2002) and the divergent behaviour was still present. 
SVD also provides information about the condition of the matrix. In the divergent exam­
ple case of 500 collocation points the matrix is well conditioned with a condition number5 
of about 225. Algorithm 3 was also applied to a damped oscillator model and adapted in 
a number of different ways such as solving the problem in two steps, setting the number 
of B-splines equal to the number of collocation points and using the spline produced by 
Algorithm 2 as the initial spline for Algorithm 3 (see Appendix C.3). In all cases the 
divergent behaviour persisted. A method was devised to quickly detect whether a run 
was divergent so that computational resources could be saved (see Appendix C.4).
For a divergent run the solution spline is moving away from the data points and 
becoming a worst estimate of the model solution. After each iteration the estimated spline 
for the next iteration is set equal to the solution spline found from the current iteration. 
This update to the estimate spline is the link between iterations and so this process 
might be causing some sort of positive feedback allowing small “errors” to propagate and 
amplify. The algorithm diverges when there is a greater number of collocation points and 
hence more weight placed on the spline satisfying the model than the spline satisfying 
the data. This leads to the hypothesis that there can be too much weight placed on the 
spline satisfying the model. One possibility is that the data acts as an anchor for the 
spline, if too much weight is placed on the spline satisfying the model then the data does 
not have enough hold on the spline’s position allowing the spline to move away.
For the example model and data set when there is no error the change between conver­
gent and divergent behaviour occurs when nc «  295. As the number of collocation points 
increases it takes a greater number of iterations before convergence (Figure 7.13(a)), ap­
proaching infinity at the threshold between convergent and divergent behaviour. Despite 
the increased processing time, there are benefits in having a higher number of colloca­
tion points, the Y-score and the average residual per equation for both sets of equations 
decrease with increasing collocation number (Figures 7.13(b)-7.13(d)). Most significant
4These terms are based on the initial behaviour, in both cases they are finally convergent with respect 
to the residual, but when it is divergent the residual normally stabilises to an oscillation at a high level
5If the reciprocal of the condition number reaches floating-point precision, then numerically solving 
the matrix can be problematic, but the matrices are well away from this condition (Press et al., 2002).
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F igure  7.13: A plot showing how certain features vary as the number of collocation 
points is increased, (a) number of iterations before convergence, (b) the Y -score, (c) the 
average residual per equation of the data-spline equations and (d) the average residual 
per equation of the model-spline equations. This is based on the example system with 
106 data points and 22 B-splines. No error was added to the data.
is the T-score whose improvement supports the assumption that putting more weight 
on the model-spline equations will improve the estimated spline’s fit to the true model 
solution. The average residual per equation is higher for the model-spline equations than 
the data-spline equations, this occurs because there is a limited number of B-splines and 
so the spline cannot satisfy the model exactly whereas the data is exact.
To get a better insight into the effect that the number of collocation points has on the 
performance of the algorithm, 1000 runs were performed on the 106 time point data set 
with 0.06 added error. This was repeated for a range of different numbers of collocation 
points from 106 to 312. As the number of collocation points is increased the number 
of convergent runs rapidly decreases at an increasing rate of decline (Figure 7.14(a)). 
There is no set point where the algorithm changes from being convergent to divergent, 
suggesting that the position of the data determines whether the algorithm is convergent. 
Only runs that were convergent are included in the rest of the results.
As the number of collocation points increases the average T-score (see equation 7.8) 
decreases, appearing to tend towards some limit (Figure 7.14(b)). This is the same 
behaviour as is seen when there is no error (Figure 7.13(b)) and confirms that increasing
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Figure 7.14: A plot showing how the algorithm performed when 0.06 error was added 
to the example data set with 106 time points on a variety of numbers of collocation 
points. There were 1000 runs but only results from those that converged are displayed. 
22 B-splines were used. The following is shown, (a) the number of runs that converged, 
(b) the average T-score, (c) the average number of iterations before convergence, (d) the 
average of the average rdata per equation and (e) the average of the average r modei per 
equation. The error bars, where shown, show the standard deviation of the quantity.
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the spread and weight of the model-spline equations does produce better agreement 
between the solution spline and the model. The amount of improvement is much more 
significant when there is error, but the Y-scores are significantly higher. The improvement 
in the Y-score comes at a cost; on average the number of iterations before convergence 
increases as the number of collocation points is increased (Figure 7.14(c)). A possible 
explanation for this is that as the number of collocation points is increased the “pull” of 
the data points decreases, so it takes longer to draw the spline to its ideal position.
Interestingly, the average rdata per equation increases (Figure 7.14(d)), whereas it 
decreases when there is no error. The average rmo(jei per equation decreases as the 
number of collocation points increases with and without error (Figure 7.14(e)). As nc 
increases the improvement in rmo(jei is much greater than the increase of rdata I a small 
worsening of the fit to the data greatly improves the spline fit to the model.
7 .6 .4  R e-w eigh ing  th e  equations
Increasing the number of collocation points improves the agreement between the solution 
spline and the model, but if there are too many collocation points the algorithm becomes 
divergent producing unsatisfactory results. This improvement was motivated by placing 
more weight on the spline agreeing with the model than with the data, by increasing 
the number of equations associated with the spline and model. An alternative would 
be to re-weigh the equations by multiplying through each row of the matrix equation 
by an appropriate factor. Here, only the model-spline equations (equation 7.2) will be 
re-weighed and they will be re-weighed by a factor,
nt
u j  x — , 
nc
where u j  is the weight factor. Multiplying the model-spline rows by has the effect of 
making the weight independent of the number of equations in each set and therefore the 
number of collocation points6, u j  controls the relative weight between the two sets of 
equations and can be varied to get the best agreement between the spline and the model 
solution. The altered algorithm is as follows:
A lgorithm  4. An iterative method of parameter estimation with weight. This is the 
same as Algorithm 3 except that instead of equation 7.7, at each of the nc collocation 
points, • • • tp . . .  tnc- i ’ variables should satisfy the following equation
M X )  = -  X jpf (E(tJ), 7 ) , (7.9)
/ I n  . ^  I3=0 c
where f() is a vector of functions linear in their parameters.
6It is advantageous to have a large number of collocation points as this spreads the positions where 
the model needs to be satisfied. This is important when there is a small amount of data.
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Table 7.6: The parameter estimates from the algorithm with and without the reweighing 
when there is 500 collocation points. There are 22 B-splines and a data set containing 
106 time points per component.
D a t m D m D M  2 -D p 5 3 P M  DM2 PpbZ h k 2 h &4
True 0.05 0.18 0.041 0.01 0.52 1.42 0.39 2.50 0.75
With reweigh 0.05 0.18 0.0405 0.01 0.519 1.42 0.39 2.50 0.75
Without reweigh 0.05 0.275 -0.135 0.0540 0.363 1.29 0.268 2.70 0.807
This re-weighing is analogous with the general linear least squares optimisation (Press 
et al., 2002), where each row of the matrix to be solved is associated with a data point. 
Each value in a particular row is divided by the standard deviation of the error distri­
bution associated with that row’s data point. In this way the general least squares puts 
more weight on the solution being close to data points with a small error. Similarly, 
having u j  > 1 is equivalent to saying that the model-spline equations are known to have 
less error associated with them than the data-spline equations.
7.6.5 E xploring th e  re-w eigh ing
All experiments in this section were performed with 500 collocation points unless other­
wise stated. With u> = 1 the algorithm was run using the test model and the data set 
with 106 time points and no error. The algorithm converged after 10 iterations showing 
that this approach removes the control of convergence and weight away from the number 
of collocation points. The Y-score (2.357 x 10~5) is slightly better than the Y-score 
found for Algorithm 2 when nc = 106 (3.22 x 10-5). The Y-score is similar to what 
would be found if Figure 7.13 was extrapolated to 500 collocation points. The parame­
ters estimated are very good, much better than if there was no reweighing (Table 7.6). 
The algorithm still becomes divergent when the weight is increased too far, in this case 
the transition occurred when u j  z e  4.
An example random data set was produced using 0.06 error. The algorithm was 
found to become divergent on this data set at u j  = 3.4. The results when u; is varied 
(Figure 7.15) are similar to those observed previously (Figure 7.14); the Y-score decreases 
with increasing weight and the number of iterations before convergence increases. When 
u j  = 3.3 (close to the optimal value) the solution spline produced by Algorithm 4 is 
smoother with less peaks and troughs than Algorithm 2 (the original iterative algorithm) 
(Figure 7.16). The Algorithm 4 spline is slightly closer to the true solution than the 
spline produced by Algorithm 2, but both spline’s follow the same gross dynamics which 
are not that close to the true solution. In this situation though, the “true” solution may 
not be close to the least squares model solution because of the large amount of error 
in the data. A better indicator of the quality of the spline is the Y-score, which seems 
reasonable for Algorithm 4 (Y =  0.00352).
To gain a more generalised view on what happens with regard to the weight and
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F igure  7.15: A plot showing how certain features vary as u; is increased on a data set 
with 0.06 error, (a) number of iterations before convergence, (b) the F-score, (c) the 
average residual per equation of the data-spline equations and (d) the average residual 
per equation of the model-spline equations. This is based on the example system with 
106 data points, 500 collocation points and 22 B-splines. The equivalent values for the 
non-adapted algorithm (Algorithm 2) are: iterations =  36, F-score = 0.0110, average 
residual per equation for the data-spline set is 0.00272 and for the model-spline set is
0.000130.
noisy data the algorithm was run 1000 times, each time with a new 0.06 error added 
data set. The algorithm’s performance (Figure 7.17) was similar to that observed when 
the number of collocation points were used as the weight control rather than u> (Fig­
ure 7.14). Interestingly, the F-score (Figure 7.17(b)) starts higher and ends lower than 
for Algorithm 3 (Figure 7.14(b)), indicating that the range of u  produces a larger range 
of weights on the equation sets than the number of collocation points. Also, the F-score 
might be converging to a lower value because 500 collocation points were used here. The 
data-spline residual (Figure 7.17(d)) has similar behaviour to previously and is at ap­
proximately the same values (Figure 7.17(d)). The model-spline residual (Figure 7.17(e)) 
has smaller values than previously (Figure 7.14(e)), probably because there is a greater 
number of collocation points.
The distribution of the estimated parameters do not have a common behaviour as 
ui increases (Figure 7.18), some parameter values increase, some decrease, and others 
peak. The average parameter value does not approach the true parameter value when u
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Figure 7.16: A plot comparing the solution splines of Algorithm 2 and Algorithm 4 with uj = 3.3 (close to the limit) for (a) active ATM, 
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Figure 7.17: A plot showing how the adapted algorithm performed when 0.06 error 
was added to the example data set with 106 time points on a variety of u;s. There 
were 1000 runs but only results from those that converged are displayed. 22 B-splines 
were used. The following is displayed, (a) the number of runs that converged, (b) the 
average Y -score, (c) the average number of iterations before convergence, (d) the average 
of the average residual per equation of the data-spline equations and (e) the average of 
the average residual per equation of the model-spline equations. The error bars, where 
shown, show the standard deviation of the quantity.
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Figure 7.18: A plot of how the parameter estimates change with u; for Algorithm 4.
0.06 error was added to the example data set with 106 time points. Based on 1000 runs 
but only results from those that converged are displayed. 22 B-splines were used.
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is large. This suggests that increasing u j  does not necessarily improve the quality of the 
parameter estimates, but this can be discounted because:
1. There is a large amount of error in the data
As there is a large amount of error the data points will diverge significantly from 
the true values. This means that there is a considerable likelihood that that the net 
behaviour will be different from the true data set. Therefore the smallest distance 
measure by any optimisation method will not produce a model solution that will 
be close to the “true” model solution and so this means that the best parameter 
values for a particular data set is not the same as the true parameter values.
2. Only the convergent runs have been included in the analysis
Some selection is occurring because only convergent runs have been considered. 
Even if there is a large amount of error as described above one would still expect 
that the average model behaviour would be close to the true model behaviour. In 
this experiment though, excluding the divergent data is effectively acting as a filter. 
It is assumed that the closer the best model solution is to the true model solution 
then the closer the transition u> is to the no error case. This has the effect that 
those data sets whose optimal parameter values are close to the “true” parameter 
values will be cut out at a similar weight as the no error case. When there was no 
error the transition occurred at oj ~  4, and it is generally true that for lo > 4 the 
parameter values move away from the true value.
Depending on the data set the optimal u> may result in a F-score that is still high. In 
this situation a satisfactory parameter estimate may not be produced by this algorithm.
7.7 Low amounts of data
The amount of experimental data available will generally be small and this produces 
problems for any parameter estimation method, but there are some particular problems 
for the algorithms proposed here. As observed in section 7.3.1, as the number of data 
points is decreased the parameter estimates get increasingly worse, even for data with 
no error. There are a number of reasons that this occurs even though the residuals are 
small:
1. Even though the spline satisfies the model at the data points, there is no constraint 
between the data points. This means that across the whole of the spline it is 
considerably different from the model solution. If the spline does not represent the 
model solution well then the parameter estimates will be poor.
2. The number of data points restricts the number of B-splines that can be used. As 
the number of B-splines decreases, the spline’s capacity to accurately resemble the 
model solution is diminished.
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Figure 7.19: An example of the spline produced when there is a low amount of data. 
This is using the simple model and the trace of MDM2 is shown. There are 6 data points 
and 8 B-splines in the spline.
Table 7.7: The parameter estimates when there are 8 B-splines and a data set containing 
6 time points per component.
D a t m D m  D M 2 Dp53 P M D M 2 Pp53 ki fa fa fa
True 0.05 0.18 0.041 0.01 0.52 1.42 0.39 2.50 0.75
Estimated 0.05 -2.63 -0.0468 -1.05 0.581 1.75 0.460 -8.58 -2.07
An example of this is when Algorithm 2 is run with 8 B-splines on a data set of 6 time 
points with no error (Figure 7.19). The residuals are low at r^ata = 1-68 x 10-6 with at 
least half the parameter estimates being poor (Table 7.7). A low amount of data also 
makes the algorithm sensitive to the other problems that occur when there is error in the 
data.
7.7.1 Increasing th e  num ber o f co llocation  p oin ts
At a low number of data points it was possible to get a small residual in the model-spline 
set of equations but the fit of the solution spline to the model was very poor i.e. the 
F-score was high (see equation 7.8). This is because the spline only has to satisfy the 
model at the data points. If t^e mumber of collocation points are increased, the spline 
will attempt to satisfy the model at a far greater range of points and so the spline is likely 
to be closer to the model solution. In this section the effect of increasing the number of 
collocation points and the use of Algorithm 4 on a small data set will be examined.
Using the example model (see section 4.3.3), the algorithm was run on a data set 
with 6 time points and 8 B-splines (the maximuni possible). Algorithm 2 gave a F-score 
of 16.2, the same score as Algorithm 4 with 6 collocaljjgn points and u  = 1. When u j
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Table 7.8: The parameter estimates in a number of different situations. There are 8 
B-splines and a data set containing 6 time points per component.
n c D a t m D m D A I  2 DP53 PM DM2 Pp53 k i k 2 *3 &4
True Values 0.05 0.18 0.041 0.01 0.52 1.42 0.39 2.50 0.75
Pre-adapted 
algorithm 0.05 -2 .63 -0.0468 -1 .05 0.581 1.75 0.460 -8 .58
-2 .07
17
collocation 
points 
u j  =  2.743
0.05 -0.0938 0.874 -0.0638 0.497 -0.225 0.369 0.339 0.104
is increased to 2.4 a dramatic improvement is made with a F-score of 0.162, confirming 
that increasing the weight placed on the spline agreeing with the model, improves the 
results of the algorithm.
Algorithm 4 was run on a wide range of ncs with u j  set to the maximum possible 
value in each instant (to a resolution of 0.001). As the number of collocation points was 
increased it was expected that that the F-score would improve. Initially, this was the 
case with F  dropping rapidly until approximately nc =  17, with an order of magnitude 
improvement since the initial score (Figure 7.20(a)). After this F  increases slowly until 
nc = 34 where it jumps by 0.003 and then increases at a slow rate. It is unclear why 
this should occur, but it could be to do with an increasing number of collocation points 
producing greater numerical errors, or a subtle u j  problem. As the number of colloca­
tion points increases, the maximum u j  that produces convergent behaviour also increases 
(Figure 7.20(b)). These results suggest that a search over a range of collocation points 
must be made to get the best possible results. When the collocation number was set to 
7 or 8 no w could be found where the algorithm was convergent. This shows that it is 
not always possible to use this parameter estimation technique with low data sets.
When there are 17 collocation points the optimal F-score of 0.0119 is achieved (with 
a maximum u j  of 2.743). By increasing the number of collocation points and increasing 
the weighting, the F-score has been improved by over 1000 fold which is an improve­
ment. Increasing the number of collocation points and weight factor also dramatically 
improves the parameter estimates (see Table 7.8). The parameters are still not close to 
the true values but are reasonable considering the number of data points. In particular 
the estimates for D a tm ->  Pp53 and &2 are good.
The solution splines produced by Algorithm 4 when there are 500 collocation points 
and Algorithm 2 are reasonably similar for both active p53 and p53 (Figure 7.21). For 
MDM2 though, there is a significant change; in the first 4 hours the Algorithm 2 spline has 
a peak whereas the Algorithm 4 spline has a trough, which agrees with the true solution 
(the amplitude of the trough though is not as deep as the true solution). Generally the 
fit of the splines is not accurate to the true solution because of the small amount of data 
and the restriction on the number of B-splines.
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Figure 7.20: A plot of how (a) the y-score (b) maximum cu varies with the number of 
collocation points used in Algorithm 4. This was performed on a 6 time point data set 
with 8 B-splines. The maximum u) possible was used. It only includes data which had a 
stable solution.
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Figure 7.21: A plot comparing the solution splines of the Algorithm 2 and the adapted 
Algorithm 4 with 500 collocation points and uj = 10 (close to the limit). This is based 
on the example system with 6 data points and 8 B-splines. ATM is not shown as both 
solution splines fit the true model solution extremely well.
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Table 7.9: The results on the 106 time point data set with 22 and 212 B-splines. There 
are 500 collocation points.
ns T-score Average residual per equation
data-spline model-spline
22 2.36 x 10~5 8.98 x 10~9 1.43 x 10"8
212 2.52 x 10“ n 7.96 x 10~18 1.33 x 10“14
Table 7.10: The parameter estimates for two different numbers of B-splines. This is 
for a run with 500 collocation points and a data set containing 106 data points per 
component.
ns D a t m D  M  D M 2 D p 5 3 P M  D M 2 Pp53 h k2 ks &4
22 0.05 0.18009 0.040498 0.010047 0.51946 1.4194 0.38957 2.5002 0.75012
212 0.05 0.18 0.041 0.01 0.52 1.42 0.39 2.5 0.75
7.7.2 Increasing th e  num ber o f B -sp lin es
The number of B-splines is restricted in Algorithm 4 by the number of time points to 
nt +  2 because the spline must initially be fitted to the data. When there is a low amount 
of data this will cause problems as there is not enough B-splines to produce a good 
approximation of the model solution. This restriction was removed by introducing an 
intermediate step in the fitting routine. Firstly, a temporary spline with nt B-splines 
is fitted to the data. Then ns — 2 points are sampled from the temporary spline at 
equal intervals to create a temporary data set. The estimate spline is then fitted to this 
temporary data set. The number of B-splines is still constrained as the problem needs 
to be over-defined (nt T nc > np/n v + ns).
To ensure that this adaptation is working as expected it was initially run on the 106 
time point data set for two different amounts of B-splines: 22 and 212. The number of 
collocation points was set to 500 and uj = 1. The performance of the algorithm is consid­
erably better when there are 212 B-splines because the spline can fit the model solution 
with greater accuracy (Table 7.9). Also when there are 212 B-splines the parameter 
estimates are perfect (at least to 5 s.f.) (Table 7.10). In practice this level of accuracy 
is not required and so it is questionable whether the extra computational time required 
when there is more B-splines is worthwhile. In other situations though, such as when are 
fewer or more noisy data, increasing the number of B-splines may be productive.
This algorithm was applied to a smaller data set of 6 time points with 22 B-splines per 
spline, nc = 29 and u> = 0.464. The T-score was 5.3 x 10-5 , the parameter estimates were 
remarkably close to their true values (see Table 7.11) and the spline solution was close 
to the true solution (see Figure 7.22 for an example). When there are 14 B-splines and 
14 collocation points the parameter estimates were an improvement over the 8 B-spline 
case but not as good as the 22 B-spline case (Table 7.11). The T-score was 6.98 x 10-4 
and the resulting splines were accurate but not quite as good as the 22 B-spline situation
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Table 7.11: The parameter estimates for the algorithm applied to a data set containing 
6 data points per component.
n c D a t m D \I D M 2 7^ p53 PM DM 2 Pp53 h h ks &4
True Values 0.05 0.18 0.041 0.01 0.52 1.42 0.39 2.50 0.75
8 B-splines 
n c =  17 
u; =  2.743
0.0500 -0 .0938 0.874 -0.0638 0.497 -0.225 0.369 0.339 0.104
22 B-splines 
n c =  29 
uj — 0.464
0.0500 0.176 0.0391 0.0954 0.525 1.44 0.394 2.47 0.741
14 B-splines 
n c =  14 
uj =  0.464
0.0500 0.212 0.0391 -0.00914 0.406 0.984 0.307 3.68 1.13
0.13
22 B-spline solution --------
14 B-spline solution ..........
true solution ..........
data x
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Figure 7.22: The solution spline for active p53 produced by the adapted Algorithm 4 
when run on a data set of 6 time points when there are (a) 22 B-splines, 29 collocation 
points & u j = 0.464 and (b) 14 B-splines, 14 collocation points k  u j  = 1.09.
(Figure 7.22). Increasing the number of B-splines can significantly improve the parameter 
estimates when there is a small amount of data. It is unlikely that estimates as good 
as when there are 22 B-splines would be achievable if there was error in the data. Also, 
introducing more B-splines adds variables to the problem and could make it problematic 
to get the solution spline to be smooth.
The above experiments on the low data set were hampered by the algorithm diverging, 
it was very difficult to find values of u j  and nc so that the algorithm would converge. For 
many combinations of B-spline number and nc there was no convergence at all, whatever 
the u j  value (see Table 7.12). The most likely explanation for this tendency to diverge is 
that increasing the number of B-splines also increases the number of variables making the 
problem more difficult to solve; there is not enough data to anchor and hence stabilise 
the spline when there are a high number of variables.
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Table 7.12: The combination of nc and number of B-splines (ns) that give convergent 
runs, based on a search of nc between 6 & 30 and an even ns between 10 &; 22.
Number of B-splines nc Max. uj Y -score
10 8 19.9 0.242
12 24 0.1 0.0238
14 14 1.09 6.98 x 10“4
14 15 1.11 0.00313
22 23 0.8 7.67 x 10~5
22 29 0.464 5.3 x 10"5
7.7 .3  F ix in g  for w h en  d ata  is m issing
When there is a small amount of data each additional data point will improve the pa­
rameter estimates significantly. Therefore, it is important not to waste any data. As 
Algorithm 4 stands for each time point there needs to be data for every model compo­
nent. If data from one component were missing then all the data from that time point 
would have to be rejected. This is wasteful and so in this section this restriction is 
loosened and the effects examined. This change only requires a slight adaptation of the 
algorithm, in that for components where the data is missing the equation is simply not 
included in the calculation. The initial estimate spline is constructed by fitting it to the 
remainder of the data, if there is too little data for that component to fit the spline, then 
the steps described in section 7.7.2 are used. The necessary condition for an over-defined 
set of linear equations is now,
n D  .  n p  . 1- nc > —  + ns,nv nv
where np is the total number of data points (when there is no data missing np = ntnv).
Various amounts of data were removed from the 106 time point data set and then 
used with the adapted algorithm. This was repeated 1000 times. The data removed was 
randomly chosen and an equal amount of data was removed from each component. The 
parameter estimates remain very good even when 70 out of 106 data points have been 
removed (Figure 7.23). The averages of the estimates generally move away from their 
original values but only by a small amount. As the number of data points removed is 
increased the most significant change is that the distribution widens. This shows that 
the precise data points removed can have a significant effect on the parameter estimates. 
When a large amount of data is removed, inaccurate parameter estimates may be caused 
by a large gap in an important part of the systems profile.
The algorithm can fail when the initial spline is fitted to the data, and the proportion 
of failed runs increases as the amount of data removed is increased (Figure 7.24). This 
occurs when there are large holes in the data, bigger than the range of a B-spline, making 
it impossible to fit that B-spline to the data. This occurs more at the beginning or the
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Figure 7.23: A plot showing how the parameter estimation changes when an increasing 
number of time points are removed from the 106 data set. The number of B-splines was 
set to 22, n c  = 106 and uj = 1. D a t m  is not shown as the results were very accurate 
whatever the amount of data removed
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Figure 7.24: A plot showing how the number of successful runs decreases as the points 
removed increases. The number of B-splines is set to 22, nc = 106 and u> = 1.
end of the data due to the “free” B-splines at the extremes. This restricts the data that 
can be used with the algorithm, but could be overcome by interpolating data points in 
the large gaps for the initial fit.
In a biological setting a particular component of the model might be difficult, if not 
impossible, to measure in an accurate way. Is it possible to use the algorithm to gain 
information about the parameters even when there is no data for a particular compo­
nent? A particular problem of this situation is that an initial estimate spline has to be 
constructed without any knowledge about where it should go. One approach to overcome 
this is to set the spline as a straight line at an arbitrary value, in this case at a level of one 
unit. It would be beneficial if one data point could be found for the missing component 
so that the level could be set at a reasonable value. To test this on the example 106 data 
set, the data for inactive p53 was removed. The parameter estimation routine was not 
convergent when there was no data points or when there was just one data point because 
there was nothing to anchor the B-spline. Despite this the majority of the parameter 
estimates are surprisingly good (see Table 7.13(a)-(c)). The parameters that are not close 
to their true values are pp53, k\ and &2 which are all involved with the level of p537.
When there are two data points for p53, the situation is improved further, with all 
the parameter estimates at the right order of magnitude (see Table 7.13(d) and (e)). In 
this case the routine has confused Dp53 and pp53 with both having negative values. Even 
though the corresponding model solutions for p53 could not be described as accurate, 
the solutions do have similarities with the true solution; in both cases there is a peak in 
approximately the same place (Figure 7.25). The solutions for the other components axe 
good fits. It is interesting that even when the second data point is fixed at a completely 
inaccurate value the estimates are restricted to reasonable values and there is some in­
formation about the model solution. This suggests that even the information that a
7ki is the rate that p53 is activated by ATM and is the rate that p53 & active p53 is degraded by 
MDM2.
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Table 7.13: The estimated parameters produced when all or nearly all of the inactive 
p53 data has been removed. There were 106 time points, 22 B-splines, 106 collocation 
point and ui = 1. (a) all data removed, (b) all apart from the first point, (c) all apart 
from the last point, (d) all except for the first and last and (e) all except for the first and 
the last point is set to zero.
Datm DmDM2 Dp53 PM DM2 Pp53 ki k2 ks &4
True 0.05 0.18 0.041 0.01 0.52 1.42 0.39 2.5 0.75
(a) 0.0500 0.218 0.0695 0.0237 -6 .2 0  X 109 -2 .2 6  X K T 10 1.39 X 1 0 -1 1 2.70 0.809
(b) 0.0500 0.209 -0 .1 2 0 0.0183 -2 .9 7  X 108 -1 .1 7  X 10~9 4.74 X 1 0 -10 2.71 0.812
(c) 0.0500 0.193 0.167 0.0120 2.30 X 108 3.48 x 1 0~ n - 2 .2  X 1 0 - 10 2.63 0.790
(d) 0.0500 0.241 -1 .7 1 0.0420 -0 .0 1 5 3 3.02 -0 .1 2 1 2.54 0.766
(e) 0.0500 0.247 -1 .2 9 0.0450 -0 .000897 2.52 0.267 2.58 0.791
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F igure  7.25: A plot showing the predicted model solution for p53 when there are only 
two p53 data points, (a) the first and last data point and (b) the first data point and the 
last data point set to 0.
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Table 7.14: The parameter estimates with and without Nelder-Mead solving the set of 
equations. There are 22 B-splines, nc — 500, u  =  1 and a data set containing 106 time 
points per component.
D a t m D  M DM 2 D P53 P M  DM2 Pp53 fci k 2 ks &4
True Values 0.05 0.18 0.041 0.01 0.52 1.42 0.39 2.50 0.75
with out 
Nelder-Mead 0.05 0.180 0.0405 0.0100 0.519 1.42 0.390 2.50 0.750
with
Nelder-Mead 0.05 0.180 0.0403 0.0101 0.519 1.42 0.390 2.50 0.750
component rises or falls during a response could be useful.
It is unwise to rely on the parameter estimation routine to produce reasonable values 
when there is no data for a model component. It has been shown though that even 
in this situation some information can be gained about the system. Adding additional 
experimental data, even a small amount, will significantly improve the performance of 
the parameter estimation routine.
7.7 .4  D ealing  w ith  n egative  param eter values
A noticeable problem with the parameter estimation routine is that the parameter es­
timates are sometimes negative, they are not restricted to positive values. This occurs 
especially when there is error in the data or a low amount of data. Parameters that are 
particularly liable to become negative are the production and degradation terms of the 
various components, if both of these become negative then the effect can be approxi­
mately the same as both being positive (for example DmDM 2 and PmDM2 in Table 7.8).
One way to restrict the parameters to positive values is to move the model parameters 
into the log domain. This means that the parameter estimation routine will work in 
parameters that cover both positive and negative numbers, but when these parameters 
are applied to the model the exponential of the parameters are used. This confines the 
actual parameters to the positive domain. Unfortunately this means that the equations 
are no longer linear in their parameters and so linear algebra cannot be used. Therefore 
the Nelder-Mead downhill simplex method will be used to solve the set of equations 
(Nelder and Mead, 1965), with the rest of the algorithm remaining the same. It is likely 
that there will still be one solution in the log-domain. One iteration is performed without 
using Nelder-Mead and the change to the log-domain so that the Nelder-Mead parameter 
estimation can be seeded with reasonable values. If the seed parameters are negative they 
are given a value of -100, which is effectively zero.
To test that the Nelder-Mead solver is working correctly within Algorithm 4, the 
algorithm was run on the 106 data set with 22 B-splines, nc = 500 and lj = 1. The 
parameter estimates are virtually the same as when Nelder-Mead was not used within 
the algorithm (Table 7.14). The resulting splines are a close fit to the real time course.
The algorithm with the Nelder-Mead solver was then applied to the small data set.
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Table 7.15: The parameter estimates with and without Nelder-Mead solving the set of 
equations. There are 8 B-splines, nc = 17, u> = 2.743 and a data set containing 6 time 
points per component.
T l c D a t m D m  D M 2 D p 5 3 P M  D M 2 P p 5 3 fci k 2 fca fC 4
True 0.05 0.18 0.041 0.01 0.52 1.42 0.39 2.50 0.75
without
simplex 0.05 -0 .0 9 3 8 0.874 -0 .0 6 3 8
0.497 -0 .2 2 5 0.369 0.339 0.104
with
simplex 0.0501 2.61 X 10"35 3.63 x 10“ 59 3.10 x 10“ 31 0.505 1.44 0.372 0.146
0.0872
The parameter estimates are an improvement over those when Nelder-Mead was not 
used with one extra good estimate (k \ ) and with most of the other good estimates being 
closer to their true value (Table 7.15). Three of the parameters are estimated as being 
approximately equal to zero ( D m d m 2 , D p53 and PmDM 2 ) and these are the parameters 
that were negative when the Nelder-Mead routine was initialised. Given that the basal 
rates associated with MDM2 are estimated incorrectly to be zero, it is not surprising 
that the other rates associated with the level of MDM2 are also inaccurate (k3 and £4).
One problem with using the Nelder-Mead solver is that when the initial parameter 
estimates are negative, the algorithm was not convergent at any u> i.e. the difference 
between the splines did not get below 10~8 (see equation C.2). Despite this the spline 
difference values are reasonably low (around 0.02), the residuals are low and the parame­
ters are the right order of magnitude. Therefore the exit condition was altered to a spline 
difference of 0.02. The same effect was observed when Powell’s optimisation method was 
used (appendix B.3).
If using linear algebra as the solver in Algorithm 4 predicts negative parameter esti­
mates, the Nelder-Mead downhill simplex can be used as an alternative. The estimates 
will not be hugely improved as there is no additional information in the data and it is 
likely that the simplex routine will move the negative estimates to near zero values. A 
disadvantage of using the Nelder-Mead method is that it takes considerably longer to find 
a solution than using linear algebra and it can be less accurate. Therefore, it is advisable 
to only use the Nelder-Mead method when absolutely necessary.
7.7 .5  D iscu ssion
The performance of the parameter estimation routine when there is a low amount of data 
can be improved by increasing the number of equations, reducing the number of variables 
in the problem, and increasing the accuracy of the spline solution. The first two improve 
the “data” to variable ratio allowing the routine to produce more confident estimates, 
the more over-defined a set of equations is the more likely that reliable robust solutions 
will be obtained. The last area improves the internal estimate of the model solution. 
The model solution was improved by allowing the weight placed on an accurate solution 
to be varied and by allowing the restriction on the number of B-splines in a spline to 
be removed. In both cases dramatic improvements can be made in the accuracy of the
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Table 7.16: The estimated parameters produced for two data sets separately and com­
bined. There were 6 time points, 8 B-splines and 17 collocation points, u  was set to the 
maximum value that gives convergent behaviour; 2.743 for the 0.5Gy data, 2.25 for the 
5Gy data and 2.21 for the combined data.
D a t m D  M DM2 D p53 P M  DM2 Pp53 fci k2 k 3 &4
True
0.5Gy
5Gy
Combined
0.05
0.0500
0.0500
0.0500
0.18
-0 .0938
0.209
0.00902
0.041
0.874
-0 .4 5 7
-0 .1 0 5
0.01
-0 .0638
0.131
-0.00329
0.52
0.497
0.328
0.364
1.42
-0 .225
1.87
1.23
0.39
0.369
0.244
0.271
2.5
0.339
0.0719
0.130
0.75
0.104
0.0416
0.0329
parameter estimates.
Increasing the number of equations has been examined by increasing the number 
of collocation points and not restricting all data to appear at the same time points. 
Increasing the number of collocation points in particular led to a great improvement in 
the parameter estimates as the model had to be satisfied at more than a few points leading 
to a better model solution. Allowing data sets despite missing points is a useful feature so 
that data is not wasted. Another possible way to increase the amount of data and hence 
the number of equations is to allow data from more than one situation. For example, 
using data from cells that have been exposed to two different levels of DNA damage. The 
parameters are the same in both situations but the initial conditions are different, for 
example the initial DNA damage. Another set of splines needs to be introduced so that 
one set represents each situation. This increases the number of variables for the system 
but there is also an increase in the amount of data so there is a net gain in the data to 
equation ratio. The algorithm was easily adapted to take into account these changes. As 
an example of this another data set was constructed with the same parameters but with 
active ATM levels starting at 5 rather than 0.5. The estimated parameters are still not 
excellent but there is a slight improvement when both data sets are used in combination, 
the combined run had A = 6.26 (see equation 7.5) whereas separately the 0.5Gy and 5Gy 
runs had A = 8.57 and 6.92 accordingly (Table 7.16). The Y -score for combined run was 
better for the 5Gy data Y  = 0.00142 instead of 0.0189 and worse for the 0.5Gy data with 
Y = 0.00969 instead of 0.00257. The limiting factor in producing better behaviour is the 
number of B-splines which are too low to represent the dynamics, particular the sharp 
dynamics of the 5Gy data. Combining two data sets could also help stabilise the data at 
larger numbers of splines.
Finally, if possible, the number of parameters in the model should be reduced so that 
the data to variable ratio improves. This could be by simplifying the model or preferably 
by direct measurement of parameters. For this project D a t m  can be accurately estimated 
from H2AX data (see section 3.3). Therefore this parameter can be fixed when performing 
the parameter estimation on real data.
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7.8 Applying the collocation parameter estim ation m ethod  
to  real p53 data
7.8.1 In trod u ction
Now that a new parameter estimation technique has been developed, it can be applied 
to the protein data gathered in the DNA damage experiments (see chapter 3).
Input to the system
The input to the system is active ATM which is assumed to be proportional to the amount 
of DNA damage. It is known that the rate constant for DNA repair is 0.5 hr-1 and that 
the number of initial breaks is proportional to the amount of 7 radiation that the cells 
are exposed to (see section 3.3). Therefore, the input to the system is fully defined. For 
convenience the amount of active ATM can be defined in units of Gys, with the initial 
amount of active ATM being 5Gy or 0.5Gy.
D ata quality
Ideally, so that the parameter estimation method can work accurately, there should be 
an absolute measure of the amount of protein for each component of the model at a large 
number of time points. Additionally, each data point should have a low associated error. 
Unfortunately, the data was very limited due to a lack of resources (see chapter 3).
The protein data gathered from the Typhoon method was used for the total p53 time 
course as it is the most accurate quantification method. For the other components it was 
arbitrarily chosen to use the first measurement (Figure 7.26). Multiple measurements 
were not included because measurements on different Western blots showed considerable 
error in the quantification (section 3.4 and 3.6). Fortunately, the 0.5Gy and 5Gy blots 
were always measured at the same time and on the same gel so error was minimised. 
Despite this there is still error in the data, for example the initial level of MDM2 is ~  0.6 
for the 0.5Gy dose and ss 1 for the 5Gy dose. There is no biological reason why these 
should not be the same.
The data is not quantified to an absolute value but relative to the level of a standard 6 
hours after 5Gy of damage. This means that the different components cannot be directly 
compared in this specific case because the components and therefore the parameter values 
are in different units. This restricts the conclusions that can be made about the biological 
mechanisms.
Protein measurements were only available for total p53 and active p53 whereas the 
models are in terms of inactive p53 and active p53. It is necessary that total p53 and 
active p53 are in the same units so that the amount of inactive p53 can be estimated. It 
is known that at the peak of the DNA damage response that the majority of p53 is in the 
active form, therefore it was assumed that 70% of the total p53 5Gy 6 hour standard is
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active p53. The estimated inactive p53 time course is very similar to the total p53 after 
0.5Gy of damage but at 5Gy there is a significant differences due to the majority of p53 
becoming activated (Figure 7.26). Similarly protein measurements were only available 
for total MDM2, not the functionally active MDM2 used by the models. It was assumed 
that total MDM2 was a good approximation of the level of active MDM2 during the 
response.
M ethod
The parameter estimation routine was run with different numbers of collocation points 
(up to 50) and B-splines (6 to 24). In each situation the maximum weight was determined 
(to a resolution of 0.01) to ensure the routine produces the most accurate results. Both 
the 5Gy and 0.5Gy data sets were used simultaneously to ensure that the parameter 
values that best explain both time courses are found.
7.8.2 T he sim ple four com p on en t m od el
The new parameter estimation technique was initially applied to model 1 described in 
section 4.3.3 (equation 4.1). The important features are that there is no inactivation 
of p53, no MDM2 self-ubiquitination and MDM2 ubiquitinates both forms of p53. The 
scores that will be used to measure the quality of the parameter estimate are,
1. The T-score (equation 7.8) that measures how well the splines satisfy the model.
2. The least squares score, the sum of the squared distance between the spline (and 
hence the model solution) and the data point,
Tit
£ l l * * - x ( f y ) l l 2 ,
i
where Xj is a vector of data at t = U and x(t) is the model solution value at time t.
In both cases the lower the score is the better. As there are two data sets there is a 
T-score and a least squares score for each set but normally these will be combined to 
give total scores for the whole parameter estimation.
As the number of collocation points increases the T-score decreases whatever the 
number of B-splines, but the rate of improvement slows until some limiting value is 
reached (Figure 7.27(a)). An increase in the number of collocation points spreads where 
the spline is required to agree with the model and so overall the spline is a more accurate 
representation of the model. As the collocation number increases, the least squares score 
generally worsens, with the score reaching an almost constant value at larger numbers 
of collocation points (Figure 7.27(b)). The increase is caused by the improvement in the 
spline representing the model solution; there is less freedom in the spline to move close
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Figure 7.26: Time courses of the Western blot data after (a) 0.5Gy and (b) 5Gy of DNA 
damage, used for parameter estimation. Inactive p53 is in units of active p53 standard.
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Figure 7.27: How (a) the total F-score and (b) the total least squares vary with 
collocation number for three example numbers of B-splines.
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Figure 7.28: The effect the number of B-splines has on the “equilibrium” values of
(a) the total F-score and (b) the total least squares. The “equilibrium” values are the 
average scores for the runs with number of collocation points between 41 and 50.
to the data points between collocation points. For certain numbers of B-splines there is 
some slight improvement in the least squares score at larger values. For both scores at 
a larger number of collocation points the scores remain approximately constant. These 
“equilibrium” values vary depending on the number of B-splines in the spline. For the 
F-score the value generally increases as the number of B-splines increases, except for 
when there are 8 B-splines (Figure 7.28). However the least squares score decreases as 
the number of B-splines increases. This indicates that eight B-splines are not enough to 
accurately represent the model solution and that as the number of B-splines increases it 
is more difficult to constrain the spline to represent the model. Again, a worse F-score 
is associated with a better least squares. For each spline there is an optimal number of 
collocation points that give the lowest F-score. It was found that the maximum weight 
for these optimal situations all remain in the same region (between 10 and 11.2) and there 
does not seem to be any relationship between the maximum weight and the number of 
B-splines used (Figure 7.29).
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F igure  7.29: The effect the number of B-splines has on the maximum weight.
Table 7.17: The parameter estimates for model 1 (equation 4.1) found when the linear 
collocation parameter estimation method is applied to both 5Gy and 0.5Gy data sets. 
10 B-splines per spline and 46 collocation points were used.
d M  D M 2  d p 5 3  P M  D M 2 Pp53 h k 2 ^3 /l4
0.0286 0.279 0.0271 0.0153 -0.390 0.163 —0.0634 —0.0156
10 B-splines per spline and 46 collocation points give the lowest y-score. This Y -  
score is reasonably low with a score of 0.0360 for the 0.5Gy data set and 0.0282 for 
the 5Gy data set. The associated least squares score are 0.362 and 0.555 respectively. 
The general shape of the resulting solution spline conforms to the data points but this 
model does not pick up on the fine detail suggested by the data points (Figure 7.30). In 
particular with the 5Gy data set the model cannot replicate the sharp increase in active 
p53 between 0 and 4 hours and the corresponding suppression of inactive p53. Whether 
the fine structure occurs in the cell or the model is inadequate depends on the amount 
of error in the data. To determine this would require further data.
Table 7.17 displays the resulting parameter estimates. As mentioned above due to 
the parameters being in units that are not comparable it is difficult to tell much about 
the mechanisms from the parameter estimates. k\  (rate MDM2 ubiquitinates p53), k% 
(rate active p53 transcribes MDM2) and k± (rate active ATM inactivates MDM2) have 
been estimated to be negative. It is conceivable that the mechanism of active p53 and 
ATM has been reversed but this does not explain why k\  is negative. The parameter 
estimation method was repeated with the simplex solver (section 7.7.4) so that only 
positive parameter values are valid (10 B-splines per spline and 46 collocation parameters 
were used). The maximum weight factor was 10.6 and the y-score was 0.0393 for the
0.5Gy data and 0.0591 for the 5Gy data set. The corresponding least squares scores
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Figure 7.30: The model solution for (a) 0.5Gy and (b) 5Gy data for model 1 (equa­
tion 4.1) when the optimal settings were used.
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Table 7.18: The parameter estimates for model 1 (equation 4.1) when the simplex solver 
was used. Both 5Gy and 0.5Gy data sets, 10 B-splines per spline and 46 collocation points 
were used.
d M D M  2 d p 5 3 P M  D M 2 P p53 k i k 2 ^3 fc4
3.88 x 10~34 7.63 x H T 9 1.12 x 10~36 0.00549 8.02 X 10~32 8.47 x IQ-28 3.36 x 10~3° i .io x n r 29
are 0.385 and 0.825. The scores for the 0.5Gy data are similar to the non-simplex 
implementation but for the 5Gy data the scores are significantly different: the F-score 
has doubled and the least squares score has increased by over 50%. This suggests that 
it is difficult for the model to fit the sharp dynamics that are observed when there is 
5Gy of DNA damage suggesting that this simple model may not be complex enough to 
explain the dynamics. The parameter estimates are generally extremely low and are not 
the same order of magnitude as the previous results (Table 7.18). The solution splines 
still fit the data reasonably well which suggests that there are a wide range of parameter 
values that produce reasonable dynamics. This is another indicator that more data is 
required. It is also possible that the low values are caused by an artefact in the method 
caused by moving to a log scale; similar behaviour was observed for the test data sets 
(see section 7.7.4).
7.8 .3  T he com plex  four com pon en t m od el
To further investigate the p53 system the parameter estimation method was applied to 
the more complex four component model introduced in section 4.3.4. This model comes 
in a number of different forms, whose key features are as follows,
model 2 The full model with inactivation of p53, MDM2 self-ubiquitination and MDM2 
ubiquitinating both forms of p53 (equation 4.2).
model 2(b) As model 2 but without MDM2 self-ubiquitination.
model 2(c) As model 2 but without MDM2 ubiquitinating active p53.
model 2(d) This model has inactivation of p53, but does not have MDM2 self-ubiquit­
ination and MDM2 only ubiquitinates inactive p53.
These models examine most of the mechanisms in the core of the p53 network. Ta­
ble 7.19 summarises the method variables that give the optimal results and the associated 
scores. Model 2 and model 2(b) have scores that are similar to the simple four compo­
nent model, but for model 2(c) and model 2(d) the F-scores and the 5Gy least squares 
score are worse. Also with model 2(c) and (d) there were a lot more combinations of 
numbers of collocation points and numbers of B-splines that would not converge for any 
weight factor. This suggests that the ubiquitination of active p53 might be an impor­
tant mechanism whereas MDM2 self-ubiquitination and inactivation of p53 might be less 
important. Unfortunately, there is not enough accurate data to give strength to this
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Table 7.19: Summary of the results from parameter estimation on various complex four 
component models.
model Number of B-splines
Number of 
collocation 
points
Maximum
weight
Y -score
(0.5Gy)
F-score
(5Gy)
least
squares
score
(0.5Gy)
least
squares
score
(5Gy)
4 10 46 10.72 0.0322 0.0205 0.381 0.542
4b 10 46 10.72 0.0320 0.0203 0.380 0.541
4c 8 48 10.47 0.0419 0.0544 0.384 0.701
4d 8 48 10.45 0.0420 0.0546 0.383 0.699
Table 7.20: The parameter estimates for the complex four component p53 model.
model d \ I D M 2 dp53 P M  DM 2 Pp53 h k 2 k 3 &4
4 0.0164 0.258 0.0154 —0.0432 -0.460 0.165 -0.0615 -0.0140 0.0669
4b 0.0283 0.255 0.0270 -0.0439 -0.458 0.163 -0.0631 -0.0150 0.0676
4c 0.0170 -0.0216 0.0157 -0.0344 -0.0869 0.212 -0.0668 -0.0180 0.0369
4d 0.0320 -0.0172 0.0301 -0.0278 -0.0747 0.220 -0.0697 -0.0199 0.0336
assertion. The estimated parameters (Table 7.20) are reasonably consistent across all 
the models. Exceptions are the production rate of p53 (pP53) which is negative for the 
“complex” models but not model 1 and the degradation rate of MDM2 {d>MDM2)i which 
is significantly lower when MDM2 ubiquitinates itself. The wide spread negative values 
suggests that either the models are not appropriate or that there is insufficient data for 
the parameter estimation method to be accurate.
7.9 Conclusion
In this chapter an interesting new approach to parameter estimation based on linear 
algebra, collocation and B-splines has been developed. It is based around using a spline 
as an intermediary between the model solution and the data. By using linear algebra a 
spline can be found that maximises its closeness to the data points and its satisfaction of 
the model. As a result parameter estimates are made. This method accurately predicts 
the parameter values, especially when the error in the data is low.
When the error is large it is no longer satisfactory for the spline to balance the distance 
away from the data points and its ability to represent the model solution because the 
spline would inaccurately represent the model. Therefore a refinement was made so 
that the spline was pressurised to more closely represent the model by introducing a 
weight factor, u, that varies how much notice is taken of the data. As u> is increased 
the intermediary spline more closely represents the model and produces better parameter 
estimates. If cu is increased too far though, the algorithm becomes divergent as too little 
attention is applied to the data. This refinement produces better parameter estimates. 
It has however introduced an additional problem of finding the optimal u) that still allows
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the algorithm to converge. In some situations it is not possible to use this parameter 
estimation method as a valid u  cannot be found. A by-product of this refinement is that 
there is no constraint on the number of collocation points. Increasing the number of 
collocation points generally improves the estimate, but if it is increased too far a slight 
deterioration in performance can occur due to numerical errors.
When there is a low amount of data it is very difficult if not impossible to produce 
decent parameter estimates in any estimation routine. Various refinements have been 
proposed that potentially improve the algorithm when there is a small amount of data. 
Three areas were investigated, increasing the number of equations, reducing the number 
of variables in the problem and increasing the accuracy of the spline solution. It was found 
that definite improvements were made by increasing the number of collocation points, 
B-splines per spline and cj. None of these refinements guarantee accurate parameter 
estimates but they can help to get reasonable parameter estimates that are good enough 
to use in my situations.
This parameter estimation method has some advantages over alternative techniques. 
Firstly, it is a fast algorithm, this arises because the problem has been linearised so fast 
linear algebra solvers can be used and by using splines the model has effectively been 
discretised in an effective way avoiding the need for costly and accurate integration of the 
model. For data with a small amount of error the algorithm is extremely accurate despite 
the high dimension of the problem. Other methods such as the Nelder-Mead downhill 
simplex method and Powell’s direction set method are particularly prone to numeric error 
at high dimensions. The parameter estimation method is also reasonably simple with 
only three key parameters that can be varied compared to simulated annealing where 
there is a numerous algorithm parameters that can be tweaked. The key is that it works 
for the models proposed in this thesis where other parameter estimation methods have 
failed.
There are a number of important restrictions to this parameter estimation procedure. 
For the algorithm to provide reasonable parameters, an ui has to be found so that the 
algorithm is convergent and gives a low Y -score (the model is being accurately represented 
by the spline). This may not be possible in some cases and so the parameter estimates 
can not be trusted in these situations. Another restriction is that the model has to be 
linear in its parameters (see section 7.2.3). This is a fundamental requirement of the 
algorithm. It is difficult to see how this restriction could be overcome but one possibility 
would be to fix all the non-linear parameters apart from one, run the algorithm, and 
then fix the free parameter and make another one free and run the algorithm. This could 
be repeated until there was convergence in the parameters. There also might be limited 
scope in performing a power expansion on the non-linear parameters, but it is difficult 
to see how one would deal with a straight product e.g. a x b.
There are still many areas where this algorithm could be further developed and anal­
ysed. In particular it would be useful to get a more concrete grasp on what is causing the
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spline to diverge in some situations rather than others. Even though a hypothesis has 
been put forward, this area needs to be tested and examined in more detail. Interlinked 
with this is the way that the equations are re-weighed to get an improvement in the 
spline representing the model solution. At the moment a fairly simplistic approach is 
taken with the whole block of data-spline and model-spline equations being re-weighed 
by the same amount. Weighing individual equations could cause an improvement. In 
particular, the larger the value of the data point the greater the weight it has, this means 
that if a component has a very low level it will not be as likely to have a good model 
fit. A way round this would be to re-scale each data equation so that they all equal a 
constant value, which would have the effect of changing the algorithm to a relative error 
approach. It would also be interesting to examine the performance of the algorithm as 
error is increased in a small amount of data, the algorithm would be expected to fail very 
quickly. This leads to another question of how much data is required to get reasonable 
parameter estimates.
When the linear collocation parameter estimation technique was applied to experi­
mental data and a variety of p53 models there is the suggestion that the ubiquitination of 
active p53 is an important mechanism in the system whereas MDM2 self-ubiquitination 
and p53 inactivation are not. Unfortunately it is impossible to give strength to these 
assertions due to the limited data set available. From pseudo data it is known that the 
parameter estimation method becomes increasingly unreliable as the amount of data is 
decreased. The amount of data that was available was close to minimum required for 
this technique and so it is not surprising that it performed poorly. Other parameter 
estimation techniques would have equal if not more difficulty. Another difficulty with 
the data was that it was in relative units which prevented the comparison of the param­
eters and hence it was impossible to discuss the relative importance of each mechanism. 
Gaining absolute concentrations by quantifying the amount of protein in the standard 
appears to be essential. Due to a lack of resources only data from the core components 
were gathered so it was impossible to examine models with a more diverse range of com­
ponents. Finally, the technique used to quantify the majority of the data was prone to 
large errors and unfortunately there was not the resources to perform repeat experiments 
on an improved method (chapter 3). Having an accurate measure of error in the data 
would help considerably in the evaluation of models, especially if this information could 
be used by the parameter estimation technique. Although this investigation has not 
proved conclusive, the problems are surmountable and in the future, with technological 
and computational advances, the quantification of diverse protein data sets will become 
accurate and reliable. Despite these results, the validity of the parameter estimation 
technique is not in doubt due to its performance on theoretical data sets.
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8.1 Introduction
So far in this thesis the focus has been on the regulation of p53 and how this changes 
after DNA damage. This is only one part of the p53 gene regulatory network and more 
generally the DNA damage response. In this chapter tools will be developed to examine 
a more global view of the response, with a particular focus on the targets of p53.
8.1.1 T he b iological problem
Microarray experiments measure the mRNA levels of thousands of genes simultaneously 
and can be used to gain insight into the function of gene regulatory networks. To un­
derstand a gene regulatory network it is necessary to know its composition and obtain 
a quantitative description of how the components interact with each other at both the 
protein and mRNA level. Microarray data only provides mRNA level information and it 
is common to assume that genes with closely related expression patterns are controlled 
by the same regulatory mechanisms (“guilt by association”) (Schulze and Downward, 
2001). This approach ignores key factors that will affect the mRNA level, such as the ef­
fectiveness of a transcription factor and the rate at which the mRNA decays. In addition, 
there is no quantitative measure of how likely a particular gene is to be regulated by a 
particular transcription factor. An alternative approach is to use a mathematical model 
to provide a link between mRNA levels and the activity driving the transcription. Dy­
namic modelling of microarray time course data takes into account parameters ignored by 
standard analysis methods and can extract hidden information about the transcription 
activity profile and apply this to make quantitative predictions about network behaviour. 
In theory, this type of modelling can identify genes that share the same transcription fac­
tor and derive the activity time profile of that transcription factor. Ultimately, modelling 
has the potential to fully reconstruct the gene regulatory network.
In this chapter a method will be presented that uses time series microarray data and 
a simple model of gene transcription to construct a quantity that can be used to predict 
the transcriptional response of a cell population to DNA damage. In particular it will 
be used to examine transcription factor activity profiles and to identify p53 and other 
transcription factor targets.
8.1.2 B arenco e t al. h idden  variable m od elling
In a submitted publication from this group, Barenco et al. (2005) produced interesting 
work in this area. The general approach is to predict transcription factor targets from 
microarray data by deriving and exploiting “hidden variables”. The hidden variables are 
factors that influence the data but are not directly measured, in this case the main hidden 
variables are the activity profile of a transcription factor and the gene target’s sensitivity 
to that activity. These hidden variables are predicted by using a simple model of gene 
transcription based on prior biological knowledge (see section 8.1.3). The example system
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studied is the transcriptional response to ionisation radiation with the aim to recover p53 
targets. The experiments produced microarray time series (see section 3.2.2). The first 
step is to use five known p53 target genes to derive the p53 transcriptional activity profile. 
This is done by finding the hidden variables of the model that allow the best fit to the 
data using Markov Chain Monte Carlo (MCMC) with a Metropolis-Gibbs sampler. The 
parameters include the discretised transcription factor activity profile which is assumed 
to be shared by all the training target genes. To speed up the solution of the model, 
the differential operator was discretised (see section 8.2.1). The resulting transcription 
profile was found to be in good agreement with experimental data.
In the second step, the transcription factor activity profile is fixed, changing the model 
to a model of p53 target gene transcription. This model is then used to screen all up- 
regulated genes to identify likely p53 targets. This is done by estimating the remaining 
parameters of the model that produce the best fit to the data. Two relevant scores arise 
from this process; the model score (how well the model describes the data, the lower the 
better), and the sensitivity (how sensitive the gene’s mRNA concentration is to changes 
in p53 concentration, the higher the better). Based on these scores the up-regulated 
genes can be divided into three classes: those predicted to be p53 targets - low model 
score and high sensitivity, those predicted to be co-regulated by p53 or are independent 
of p53 - high model score and high sensitivity, and those that are independently regulated 
- high model score and low sensitivity. To validate the findings microarrays were run on 
MOLT4 cells transfected with siRNAp53 after exposure to radiation (see section 8.4.4). 
It was found that the top 50 genes predicted to be p53 targets by the model were highly 
sensitive to siRNAp53 confirming the use and validity of this approach.
The work in this chapter uses a similar approach to that used by Barenco et al. (2005). 
The parts in this work that are directly taken from Barenco et al (2005) are the model of 
gene transcription (see section 8.1.3) and the procedure used to discretise the differential 
operator (see section 8.2.1). In addition to this the same gene transcription time series 
data and p53 verification data is used. This work though is a novel approach to the 
same problem; instead of performing parameter estimation to extract the transcription 
activity profile, here one parameter is determined by biological experiment and the data 
is manipulated in such a way that the transcription activity profile can be considered 
directly. This approach is more versatile than Barenco et al (2005), with the discovery 
of target genes based on a training set of genes as only one possible application. It can also 
link genes that share the same transcription activator profile without any prior knowledge 
of target genes and also extract global information about the response, for example the 
number of strong transcription activation profiles that are driving the system.
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8.1 .3  A  sim ple m odel o f gene transcrip tion
A transcription activity is any effect or combination of effects that regulates the produc­
tion of a gene’s mRNA1. The transcription activity profile, f ( t ), determines the rate, at 
time t, at which the concentration of mRNA, xg, of gene g is produced. It is assumed that 
the rate of production is linearly proportional to the level of the transcription activity 
with the constant of proportionality, Sg. Sg describes the sensitivity that the activity 
has on the amount of mRNA. In this study it is assumed that Sg is positive i.e. only 
transcription activities that have a positive regulatory effect are considered. There are 
two other factors that affect the amount of mRNA; the basal transcription rate Bg, which 
is the rate of production of mRNA in the absence of the transcription activity, and the 
degradation rate of mRNA which is assumed to be proportional to the level of mRNA, 
the amount lost per unit time is Dgxg(t), where Dg is the degradation rate constant of 
gene g. A linear differential equation that summarises this behaviour is,
dZ f f i  = Bg + Sgf ( t ) - D gxg(t). (8.1)
8.1 .4  T he G tim e  series
It would be interesting to know what genes share the same transcription activator profile
i.e. those genes whose transcription is regulated by the same activity. To this end it 
is assumed that the transcription model (equation 8.1) holds2, and a quantity Gg(t) is 
proposed for each gene g ,
Gg(t) = Bg + Sgf(t) ,  (8.2)
which is equivalent to (using equation 8.1),
Gg(t) =  ^  +  Dgxg(t). (8.3)
The Gg(t) time course can be calculated using equation 8.3, as xg(t) is known, can 
be estimated from xg(t) and the degradation rates can be measured.
As equation 8.2 shows, Gg(t) is a simple linear transformation of the transcription 
activator profile, with Bg shifting Gg(t) a fixed amount away from f ( t ) and Sg stretching 
Gg(t) relative to /( i) . This means that any two genes that share the same transcription 
activator profile will have Gg(t)s that are perfectly correlated (see appendix C.5 for 
proof). Gg(t) represents the transcription activity profile of gene g, as long as correlation 
is used as the distance measure when comparisons are made.
1The simplest transcription activity would be the amount of a functionally active transcription factor. 
It could also be the activity of a complex of proteins that combine to provide transcription functionality. 
It is even possible that a single transcription factor might have two different transcription activity profiles.
2Even though the transcription model (equation 8.1) is limited because it assumes that all effects are 
linear and cooperative effects between two or more transcription activator profiles are ignored, it still 
provides a useful link between the mRNA and transcriptional activities.
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In reality the model will not describe the system perfectly and the data will have 
errors, therefore if there is a reasonably good correlation between two genes1 Gg(t) time 
profile then it is likely that the two genes share the same transcription activator profile. 
If two transcriptional activity profiles are the same or similar then this approach will not 
be able to distinguish between them. Also, the effect of the transcription activator profile 
would have to be strong for its effects to be detectable.
The traditional approach to examining microarray data is restricted to the gene ex­
pression profiles. The conjecture is made that if two gene expression profiles share the 
same shape then they share some common function or regulation. This is only reasonable 
if the mRNA degradation rates are similar, because the shape of the expression profile 
is determined by the degradation rate (Figure 8.1). Therefore, the distribution of degra­
dation rates determines what clusters are formed. Two clusters could be formed by the 
same activity profile and some targets of a particular activity profile will be overlooked. 
The G time series removes the degradation rate as an influence and gives the shape of 
the transcription activity profile. This should improve the quality of results.
8.2 Constructing the G tim e series
The Gg(t) time course can be calculated using equation 8.3. This requires the degradation 
rates of all genes to be measured and a way to estimate the rate of change of expression 
level from time series microarray data. These will be examined below. After all the terms 
of Gg(t) are found, simple matrix algebra can be used to calculate the Gg(t) time course.
8.2.1 E stim atin g  th e  rate o f change o f gene expression  level
The estimation of dx^  from the microarray data will be calculated using the same 
method as Barenco et al. (2005). This method is motivated by collocation based ap­
proaches to boundary value problems for non-linear differential equations (Golub and 
Ortega, 1992) and converts the derivative term into an algebraic one. Suppose that 
the transcription level of gene g , xg is observed at n +  1 time points to, t \ , . . .  , tn. The 
derivative of the expression profile at time t{ is estimated as follows,
dxg(ti)
dt k=o
where A  is an ( n + 1) x ( n + 1) matrix. The basic method to find the values of A  is to fit a 
q— 1 degree polynomial to q points around the point of interest by Lagrange interpolation 
and then differentiating the polynomial. Let p be the initial point considered and r the 
end point (r =  p + q — 1), then the coefficients of the A matrix will be,
_  f E{k,p,r, ti)  for p < k < r  
1 0 otherwise
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Figure 8 .1: A plot to show how the shape of the expression profile depends on the 
degradation rate and how the higher the degradation rate, the closer the profile is to the 
transcription activity profile. This is based on equation 8.1 with (a) Dg = 10, (b) Dg = 1 
and (c) Dg = 0.1. f( t) = exp(-(x — 3)2), Sg = 2 and Bg = Dg (so that the equilibrium 
level is at one). Expression levels have been scaled to have the same height as /(£).
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where,
E(k,p ,r , t i ) = <
Ik ti
r 1 
f — fIsI vQ?=D &
n
L 3=P \  j^i,k
ti tg
tk tq
for k /  2,
for k — i.
A refinement of this is to include information about the slope at to when the to point 
is used in the fit. Here it is assumed that at to the transcription factors and the genes 
that it regulates are in equilibrium and so the slope at t =  0 can be assumed to be zero. 
This gives the following refined EqQ formulae,
£(fc,0,r, U) to — U
EQ(k,p,r,U) =  <
E(i,0,r, ti) +
to tfc 
1
t i  — to
E(0,0, r, U) ( 1 +  (t0 -  U) 1 -  )
for k ^  0, t, 
for k = i, k ^  0,
for k = 0.
Here a symmetric five point interpolation will be used wherever possible. For the first 
two points and the last two points where this is not possible the points that go out of 
range are simply ignored, for example, for the first point the first, second and third points 
will be used whilst for the second point the first to fourth points will be used for the fit.
8.2.2 D egrad ation  R ates
To calculate Gg(t) one of the most significant requirements is to know the mRNA degra­
dation rates for all the genes on the microarray. In this section the method used to 
produce reasonable estimates of the degradation rates will be examined.
The experiment
To measure the degradation rates of mRNA, all mechanisms that produced mRNA need 
to be stopped, so only the effect of degradation can be observed. In human MOLT4 cells 
this was done by adding actinomycinD, which effectively blocks gene transcription (Al­
berts et al., 2002). The mRNA expression levels were then measured by microarray 
experiments as the levels decay away.
The experiment was performed on MOLT 4 cells that had been irradiated so that 
expression levels of genes important to the DNA damage response are detectable above 
the background noise, providing a more accurate estimate of the degradation rates. The 
cells in log phase (106 ml-1) were 7-irradiated with 5 Gy at room temperature at a
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dose rate of 2.45 Gy per minute (using a 137Cs g-irradiator). The cells were then left 
for four hours so that the peak response was reached. The cells were then split into 
two batches with one half having 10 ^g ml-1 actinomycinD added (this is the zero 
hour point). RNA and protein were extracted at 0, 0.5, 1, 2, 3, 4 and 6 hours. RNA 
and cRNA were prepared, and their quantity and quality was determined by Nanodrop 
spectophotometer and Bioanalyser 2100 (Agilent). A proportion of the mRNA at each 
time point was used to perform microarray measurements using the Affymetrix U133A 
arrays (see appendix A.3). The gene expression levels were calculated using the MAS5.0 
algorithm (Affymetrix, 2002a,b). MAS5.0 has limitations so adjustments need to be made 
to get reasonable degradation rates. This is done in two steps: re-normalising the arrays 
so that the smallest degradation rate is zero and anchoring the data so there is maximum 
agreement with degradation rates found from QPCR. Both of these adjustments require 
estimates of the degradation rates and how these are found are considered below.
Linear regression
To find the most appropriate degradation rate for each gene (Dg) one must minimise 
the difference between the model of degradation and the data. Here the weighted least 
squares error is used as a measure of this difference,
W LSQ(D 9,A 09) =  ±
where xg{U) is the gene expression level at time £*, ai is the uncertainty associated with 
measurement xg{U), A$g is the initial mRNA expression value and n is the number of 
data points. This could be solved by an optimisation routine such as the Nelder-Mead 
simplex (Nelder and Mead, 1965) but it is computationally expensive. By converting to 
the log domain a linear fit can be used, which is fast and provides a statistical goodness 
of fit measure. The equation can be rearranged into a line equation where the gradient is 
the negative of the degradation rate constant, ln(Ao) is the ^/-intercept, y is the logarithm 
of the gene expression, and x  is time;
xg(t) =  A0ge(~D9t\
=> In(xg(t)) = ln(Ao^) -  Dgt,
=> y =  a + b x x.
The line fitting routine was implemented in C ++ using equations from Press et al (2002, 
section 15.2): if there are N  data points (a+y*) with associated uncertainty <jj,
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where,
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It is assumed that the measurement errors are normally distributed and independent. 
The WLSQ  is therefore distributed according to a distribution with n — 2 degrees 
of freedom under the null model of linearity (n is the number of data points). The null 
hypothesis, that the data is distributed according to a linear model, can therefore be 
tested by computing P(x2 > WLSQ)  (this is the p-value) as follows,
p  / n - 2  W L S Q \
P=  r ( n r )
where T() is the gamma function (this is the upper regularised gamma function). Press 
et al. (2002) suggest that if p is less than 0.001 then linear regression is probably not 
appropriate.
The tailing-off effect
Due to a variety of effects it is often the case that the degradation data does not appear 
to decay at a constant rate. In these cases it is beneficial to remove the offending data 
from the fit, so a more accurate estimate of the degradation rate can be achieved. One 
particular problem is that the amount of expressed mRNA sometimes appears to stop 
decreasing (Figure 8.2). This problem will be called the tailing-off effect. Two possible 
causes are:
1. The gene expression has decayed to such a low value that any further decrease is 
lost in noise; microarray experiments give a large amount of error at low values of 
gene expression.
2. The agents of degradation (nucleases) cease to function after a certain time. There 
will be a decreasing population of functional degradation agents because these 
agents will degrade as normal but not be replaced due to the lack of transcription.
Data points that occur within the tailing-off region should not be included in the linear 
regression as they will have an adverse effect on the estimation of the degradation rate.
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Figure 8.2: An idealised example of the tailing-off effect. The expression level decreases 
linearly obeying the degradation model up to 6 hours. Afterwards it stops decreasing.
&j is defined as gradient determined by linear regression when applied to all data 
between time ti and t j , ej is the associated error of the gradient estimate and p- is the 
associated p-value. If,
Oj -  ej < 0 <  ©j +  ej,
then there is a “straight detection” between data points x(tj) and x(tj). To determine 
whether degradation data of a particular gene has the tailing-off effect, 0 ” is found for 
3 < i < n — 2, where n is the total number of data points. If there are two or more 
“straight detections” or if there is a “straight detection” for i = n — 2 than the gene has 
the tailing-off effect. This detection process is repeated for O f-1 with 3 < i < n — 3 as 
sometimes the final point had a significant effect on the gradient causing problems.
If the data for a particular gene is determined to have the tailing-off effect then 
inappropriate data is removed using the following fix. ©{ is calculated for 4 < j  <n .
p{ = max {/tJ |4 < j  < n J ,
where p{ is the largest p-value found. Oj is then used as the estimate of the degradation 
rate. When data within the tailing-off region is included in the linear regression, the data 
will not fit the linearity model very well and so the p-value will be poor (in this case low). 
Therefore, taking the linear regression with the highest p-value will give a data set that 
excludes the problem points. The nature of the p-value weighs in favour of there being 
more data points so this fix should only exclude those points that are within the tailing- 
off region. It was arbitrarily chosen that the minimum number of data points in a linear
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regression was four.
This fix was also applied in other situations where the data was not ideal and steps 
had to be made to pick the correct amount of data. These situations were if the p-value 
was poor (p™ < 10-10) or if the last point causes a significant change (greater than 8 
times the average) in the gradient estimate.
Adjusting the linear regression when transcription has not stopped at t = 0
Sometimes the gene expression levels appeared to rise after the first time point, which is 
probably due to transcription not being completely suppressed at t = 0. The data set 
was determined to have this problem if the second data point was significantly higher 
than the first i.e. xg(t2) — crg2 > xg(t\ ) +  crg\ , where agt is the standard deviation of the 
error of gene g at time t. If this was the case then linear regression was performed with 
and without the first data point and the gradient of the regression that gave the best 
p-value was taken as the degradation rate constant. If the data has the tailing-off effect 
and the first point was significantly lower than the second then the tailing-off effect fix 
was applied with and without the first point and the degradation estimate that had the 
best associated p-value was used.
Re-normalisation
The MAS5.0 algorithm normalises each microarray so that they have the same total level 
of gene expression. For the degradation time series this normalisation is undesirable 
as the total level of expression is expected to drop as the mRNA decays. Therefore 
each microarray needs to be re-scaled to reflect this. All expression levels are re-scaled 
according to,
x f eW(U) = ociXg{ti),
where a* is the adjustment factor associated with the microarray that measures gene 
expression at time ti. It is known that once gene transcription has been stopped, all gene 
expression levels should decay and so no genes should have an increasing gene expression. 
Therefore a t was found such that the slowest decaying genes have a degradation rate of 
zero. The first microarray (t = 0) remains fixed and so op has a value of 1.
Using the line fitting procedure and fixes described above the decay rates are found 
for all genes. The genes are ranked according to their estimated decay rate constants. 
The 1% of genes with the lowest decay rates (including negative decay rate constants) 
are referred to as the slow set. For each gene, j , in the slow set is found so that the 
time course is flat,
Chapter 8. Construction of transcription activity profiles and their applications 197
Table 8.1: The degradation rate constants found from the QPCR data.
Gene Degradation rate constant
GADD45
MDM2
p21
CD71
HPRT1
PGK1
1.68
0.253
0.904
0.602
0.522
0.531
ai is then found by averaging the changes,
where ns is the number of genes in the slow set. The data is then re-scaled by a*. a^s 
are then calculated for the new data set. This process is repeated on each new data set 
until no further scaling is required. It takes only a few iterations before convergence. 
Sometimes it converges to an oscillation between two groups of a^s, and so one of these 
groups is chosen at random.
Anchoring microarray data using QPCR data
The re-normalisation attempts to undo the normalisation done by MAS5.0 by adjusting 
each microarray separately so that the minimum degradation rate is zero. The minimum 
degradation rate will actually be greater than this, so after re-normalisation the degrada­
tion rates will be underestimated. One way to correct this is to re-adjust the data so that 
the degradation rates estimated from microarray data are in agreement with degradation 
rates estimated from a different source. In this case, quantitative PCR measurements 
(see appendix A.2) were used to anchor the microarray data to an independent estimate 
of a few degradation rates.
A proportion of the cells harvested in the degradation experiments were used to make 
QPCR measurements of the p53 target genes GADD45, MDM2, p21, CD71, HPRT1 and 
PGK1. All QPCR measurements were performed in triplicate. From the QPCR data and 
the fitting procedure described above an estimate of the degradation rate was obtained 
for each of the genes processed. The linear regression was performed on the average of 
three technical replicates and the error was set to the standard deviation of the three 
replicates (see Table 8.1).
A constant, /?, is found such that the two sets of degradation rates are in the best 
possible agreement by minimising,
m
Y , ( D k  + P - D ’k)2 ,
fc= 1
( 8. 4)
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where D*k is the estimated degradation rate from QPCR of transcript fc, is the degra­
dation rate estimated from microarray data, and m  is the total number of Affymetrix 
probe sets associated with all of the transcripts measured in the QPCR experiment3. 
This minimisation is solved by performing a linear regression on the degradation rates 
with the gradient fixed at one (x-axis: microarray degradation rates, y-axis: QPCR 
degradation rates). j3 is set at the y-intercept. The complete microarray data set is then 
adjusted according to the following formula,
x£ew(ti) =  (8.5)
where x^ew(£) is the adjusted expression value of gene g at time point t{ and to is the time 
at the initial time point (which is fixed). After the microarray data has been adjusted, 
the microarray degradation rates are re-calculated. The degradation rates are again 
compared with the QPCR based degradation rates and the microarray data adjusted 
appropriately again. This process is repeated until convergence is reached. This occurs 
very quickly taking less than 10 iterations for (3 to become less than 10-14.
In the re-normalisation each microarray’s data was rescaled so that the minimum 
degradation rate was approximately zero. Here the scale of each microarray is fixed 
but the levels are shifted up or down by a fixed amount. Furthermore, the amount 
each microarray has its values shifted is proportional to the time point the microarray 
represents. A rotational transformation is performed on the microarray data (in the 
log domain) so that the estimated degradation rates are in better agreement with the 
degradation rates estimated from QPCR (Figure 8.3).
Error Model
To use a line fitting routine some estimate of the level of measurement error is needed. 
Barenco et al. (2005) suggest that the level of error in a microarray measurement is prin­
cipally associated with the amplitude of the expression signal and so measurement error 
can be expressed as a function of signal intensity. To estimate the relationship between 
error and signal a large data set of technical replicates is required. Here Affymetrix’s 
spike-in microarray data set was used4, which is made up of three technical replicates 
of 14 experiments produced using Affymetrix U133A microarrays. The measurement of 
gene j  in experiment q and replicate a is denoted, xyg,a- For each gene j  and experiment 
a the mean and variance are calculated,
1 3
7,9 =  o  XhQ,a,->
2 a=l
3 For each gene there can be multiple probe sets on the Affymetrix array. All of the relevant probe 
sets are used in the comparison between the microarray and QPCR data apart from those that have two 
or more time points with a detection p-value greater that 0.4 or those that had a predicted degradation 
rate over twice the size of the degradation rates of the rest of the probe sets for that gene.
4http://www.affymetrix.com/support/technical/sample_data/datasets.affx
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Figure 8.3: An idealised example of the process of anchoring microarray data using 
one known degradation rate from QPCR, with (a) data before adjustment and (b) data 
post adjustment. The degradation rate measured by QPCR for gene x is 0.7 and the 
pre-adjustment value for the microarray data is 0.1.
Chapter 8. Construction of transcription activity profiles and their applications 200
— 3 _   ^ xj,o)2'
a=  1
Xj q^ represents a signal observation with dj,q an estimate of its associated error (formally 
crj  q is the estimated standard deviation of a random variable with mean zero). The signal 
observations are then divided into thirty different classes, Hb, for b = 1, . . . ,  30. These 
classes are of equal width in the log domain. /*, is the lower log domain bound of class b 
and ut, is the upper log domain bound. The signal observation is a member of class Hb 
if lb < In{xj,q) < Ub■ Ub and lb are defined as follows,
Ub =  lb+i,
ub~  lb =  Trpr ( max [ln(xj,9)] -  min [ln(%g) ] ) ,
oO \  3,q j,q J
uso = max [ln(xj,q)] ,
j,q
11 = min [ln(^jj9)] .
For each class, one can associate a signal and an estimated error,
1 n (^ &) = \  (ub -  k)
2 1 - 2
ab = ---m b3,q£Hb
where mb is the number of signal observations in class Hb- These pairs of values can then 
be used as a look up table to get an estimated error for a gene with expression level, 
x. Linear interpolation and extrapolation (in the log domain) is used to find the errors 
outside the given points. Figure 8.4(a) shows a plot of the relationship between signal 
and error. The procedure used here is similar to that used in Barenco et al. (2005), but 
uses all 14 experiments instead of just one.
An estimated error is also required in the log domain because the linear regression is 
performed there. The spike-in data set was transferred into the log domain i.e. Xj^a = 
In (^x°Tqa^j and then the above procedure was repeated (see Figure 8.4(b)).
Determination of degradation rates
The complete procedure including re-normalisation and QPCR anchoring was performed 
on the full microarray data set of 22277 genes. The re-normalisation reverses the normal­
isation performed by MAS5.0 by scaling each microarray so that the minimum degrada­
tion rate is approximately zero. The total scaling factors required for each microarray 
get smaller as time increases (Tables 8.2), this is expected because the mRNA decays 
away with time and so the average mRNA level (which MAS5.0 made equivalent) should 
decrease with time too.
After re-normalisation the microarray data is adjusted so that the estimated degra-
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Figure 8.4: A plot to show the error associated with a particular gene expression signal 
in (a) the linear domain and (b) the log domain.
Table 8.2: The total scaling factors used on the degradation microarray time course 
data.
Time 0 0.5 1 2 3 4 6
Adjustment factor 1 0.893 0.753 0.6473 0.448 0.407 0.292
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Table 8.3: The Affymetrix probe sets related to each gene used in the QPCR experi­
ments.
Gene name Associated Affymetrix tags
GADD45
MDM2
p21
CD71
HPRT1
PGK1
203725_at
217373_x_at
202284_s_at
207332js_at
202854_at
200737_at, 200738js_at, 217356_s_at, 221616_s_at
Table 8.4: A table to show the degradation rates estimated from the microarray data 
before and after the adjustment taking into account QPCR data.
Affymetrix
label
Gene
name
Degradation rates
QPCR Microarray before Microarray after
203725_at GADD45 1.68 0.841 1.27
217373_x_at MDM2 0.253 0.168 0.591
202284_s_at p21 0.904 0.703 1.10
207332_s_at CD71 0.602 0.158 0.577
202854_at HPRT1 0.522 0.130 0.540
200737_at PGK1 0.531 0.112 0.527
200738_s_at PGK1 0.531 0.128 0.536
217356_s_at PGK1 0.531 0.127 0.535
221616_s_at PGK1 0.531 0.193 0.592
dation rates are in the best possible agreement with the estimated degradation rates 
found from QPCR. Table 8.3 shows the Affymetrix probe sets used in the comparison 
between PCR and microarray data5. The total shift in the estimated degradation rates, 
(3, was 0.409 (to 3 s./.). The adjustment increases the degradation rates because before 
the adjustment the lowest degradation rates were set to approximately zero which is an 
underestimate. For the vast majority of genes this method brings the microarray degra­
dation rate closer to the QPCR degradation rate, the only exception to this is MDM2 
(Table 8.4). A possible reason could be that the associated probe set (217373jx_at) is 
expected to have a large amount of cross hybridisation and so this could be affecting the 
quality of the microarray degradation rate estimate.
To check the procedure was working as expected a subset of 100 genes, chosen based 
on their activation by DNA damage, were examined in closer detail. This is important as 
the linear regression in particular has quite a few arbitrarily chosen constraints. The fit of 
the exponential (using the estimated degradation rate) to the adjusted microarray data 
was checked by eye. It was found that generally there was excellent agreement between 
the data and the exponentials (Figure 8.5(a)). Additionally, the algorithm seemed to
5 The Affymetrix probe set labels provide some information about the amount of cross hybridisation 
that is expected to occur. “_at” indicates that the probe set is a perfect match and there are no other 
matches, “_s_at” indicates there is expected to be a small amount of cross hybridisation and “_x_at” 
indicates there is expected to be a large amount of cross-hybridisation.
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Figure 8.5: Examples of the degradation rates estimated and their fit to the data, (a) 
A standard data set (b) a data set with the saturation noise effect and (c) a badly fitting 
data set.
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detect whether the tailing-off effect occurred or not (Figure 8.5(b)). Figure 8.5(c) is an 
example of a data set with a “bad” fit, it is not that the procedure is failing but that it 
is inappropriate to fit an exponential to the data. In this example the data is not at a 
high enough level to be detected by the microarray suggesting that it is stuck in noise.
Overall the estimated degradation rates are acceptable; for 97% of the probe sets the 
data it was reasonable to use linear regression (p > 0.001) and only 18 probe sets out of 
22277 had degradation rates that were negative. There is a possibility that by irradiating 
the cells that apoptotic mechanisms might be activated that affect the rate of degradation 
even after the introduction of actinomycinD. It was found though, that the estimated 
degradation rates are of better quality when the cells were irradiated (appendix C.6) and 
so it is reasonable to use these estimates to construct the Gg(t) profile.
Checking against exponential fit
Throughout this process linear regression in the log domain has been used as the fitting 
algorithm for both its speed and the simple calculation of error in the estimates. To 
test whether this is a reasonable approach the degradation rates of a subset of 100 genes 
known to be activated by irradiation were found in the linear domain. A linear regression 
is not appropriate in the linear domain and so another optimisation method, the Nelder- 
Mead simplex method was used (Nelder and Mead, 1965). The Nelder-Mead method was 
run to an accuracy of 10-10 and the initial simplex was constructed around the predicted 
parameters from the linear regression.
For the majority of the genes the two fitting methods are in agreement within the 
error predicted by the linear regression (Figure 8.6). There are a few outliers and in 
all of these cases the Nelder-Mead degradation rate was considerably higher than the 
linear regression value. On closer examination it appears that in these cases the linear fit 
actually produces a better fit than the Nelder-Mead method (as observed by eye) with the 
Nelder-Mead method over fitting the first two points (see Figures 8.7(a) -  8.7(d)). This 
may be caused by the errors assigned to the data or the Nelder-Mead routine may not be 
finding the global minima. A comparison was also made between the linear regression and 
the estimates produced by another optimisation method, Powell’s direction set method 
(Press et al., 2002) and similar results were obtained.
8.3 Gg(t) tim e profiles of the D N A  damage response
Gg(t) time profiles were constructed from the 5Gy microarray time series data produced 
after DNA damage (see chapter 3) and the estimated degradation rates found above. 
The DNA damage response is a suitable system to analyse using this approach because a 
strong response is produced in a number of different transcription factors. The closer the 
transcription activator profile is to being constant the more difficult it will be to cluster 
the related Gg(t) time profiles because it would be difficult to distinguish between noise
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Figure 8 .6 : A plot showing the difference between the estimates of the degradation rate 
produced by the linear fit in the log domain and the exponential fit using the Nelder-Mead 
method. The error bars indicate the estimated error in the degradation rate according 
to the linear regression.
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Figure 8.7: A plot showing the difference fits produced by the linear regression and 
the Nelder-Mead method for four genes (a) 201465_s_at, (b) 201566_x_at, (c) 20871 l_s_at 
and (d) 213931_at. These genes were chosen as they had large differences.
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and the transcription activity profile. It is assumed that the system is in equilibrium 
prior to DNA damage.
Figure 8.8 shows some example Gg{t) time profiles. In themselves the Gg(t) time 
profiles provide little information about the system, it is only when the different Gg(t) 
profiles are clustered together that the possibility of identifying groups of genes that 
share the same transcription factor(s) are revealed (see section 8.6). As it is assumed 
that the transcription activator positively regulates the production of the target gene, 
then from equation 8.2 it is clear that the Gg(t) time profile should be positive. This 
condition generally holds with only 26.8% out of the 22284 genes containing one or more 
negative Gg(t) values in the 8 time points for the first replicate and only 0.7% containing 
three or more negative Gg(t) values. This suggests that the degradation rates used are 
reasonable.
8.4 Using Gg(t) and a training set to find p53 targets
8.4.1 M otivation  for th e  gene list
When using the Gg(t) time profiles it is important not to consider profiles that are of 
poor quality so that accurate results are produced. Profiles should not be considered if 
the model of gene transcription (equation 8.1) is not a good description for a particular 
gene or if the constituent parts of the Gg(t) profile are not accurate. For example, gene’s 
that have a poor estimate of the degradation rate should not be considered.
It is important to remove those genes that have flat expression profile because this 
implies that the transcription activity profile is also flat. When comparing Gg(t) profiles 
correlation must be used and so any noise on a flat profile will be, in effect, amplified 
producing unreliable results. This implies that any gene considered should have a profile 
that changes.
The model of gene transcription (equation 8.1) is only valid for positive regulation 
(an increase in the amount of the regulator increases the rate at which the target is 
produced) and not negative regulation (an increase in the regulator causes a decrease in 
the rate at which the target is produced). Negatively regulated genes should be filtered 
out, but this is not possible because each type of regulation can cause the expression 
level to increase or decrease6. In the DNA damage response the most effective way to 
isolate positive regulatory genes is to only consider genes that are up-regulated. This is 
because the majority of positive regulators will increase in activity whilst the negative 
regulators will remain roughly constant. This approach will still discard some genes that 
are positively regulated and include some genes that are negatively regulated.
6If a gene is controlled by positive regulation then if the regulator level goes up the gene expression 
level will increase and if the regulator goes down the gene expression level will decrease. Conversely, if 
a gene is negatively regulated then if the regulator level goes up the gene expression level will decrease 
and if the regulator goes down the gene expression level will increase.
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Figure 8 .8: Three examples of Gg(t) time profiles obtained from the first replicate of 
time series microarray data obtained after the cells were exposed to 5Gy of 7 radiation. 
These are proportional to the activity that drives the mRNA levels of each gene and 
should not be confused with the expression levels.
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Table 8.5: A correlation square to test whether the training set has sufficiently similar 
shaped G time courses. The correlation is calculated across all three replicates providing 
a more robust correlation value.
p21 BIK DDB2 PA26 TNFRSFlOb
p21 1 0.838528 0.788661 0.810075 0.7855
BIK 0.838528 1 0.88365 0.907529 0.87488
DDB2 0.788661 0.88365 1 0.952104 0.834437
PA26 0.810075 0.907529 0.952104 1 0.830718
TNFRSFlOb 0.7855 0.87488 0.834437 0.830718 1
8.4.2 T he gene list
A list of 2355 genes was constructed for use in the following analysis. For a gene to be 
in the list it must be up-regulated at at least one time point (with respect to the initial 
time point with a 2-score confidence of 85% or greater in all of the replicates), present (at 
one point with a detection p-value less than 0.1 in at least 2 replicates), and the estimate 
of the gene’s degradation rate must not be poor (a model p-value greater than 0.01 or a 
relative error in the estimate of less than 10%).
8.4.3 Procedure
One application of Gg(t) is to use prior knowledge about genes that share the same 
transcription factor or activator to find other targets of that transcription factor. The 
idea is to take a training set of genes known from the literature to share the same 
transcription factor and average their Gg(t)s. This average will give a representative 
Gg (t) of the transcription factor, which will be a linear transformation of the transcription 
factor’s activity profile. Then for each unknown gene their Gg(t) can be correlated with 
this representative Gg(t). If there is a strong positive correlation between the gene’s 
Gg(t) and the representative one then this strongly suggests that the gene is a target of 
the transcription factor under study.
This technique was applied to p53, with a training set made up of 5 significant p53 
targets: p21, BIK, DDB2 , PA26 and TNFRSFlOb/TRAILreceptor 2 (Bunz et al., 1998; 
Marko et al., 2003; Hwang et al., 1999; Velasco-Miguel et al, 1999; Wu et al., 1997) 
(these are the same genes used for the training set in Barenco et al. (2005)). As these 
genes are known to have p53 as their transcription factor, then the genes should have 
the same shape Gg(t) (Figure 8.9). This was confirmed by correlating each gene in the 
training set with every other gene (Table 8.5). The correlations are high for all genes in 
the training set with p21 being an outlier.
Before the representative G time course was constructed, each of the training set 
genes’ G time courses was rescaled so that the minimum value of all three replicate G 
time series is zero and the maximum is one. This is so that each training set gene has 
an equal weight in the representative time course. This is important because in practice
urn 
urn
Chapter 8. Construction of transcription activity profiles and their applications 209
p21 (202284_s_at)
600
500
400
300
200
100
00 2 4 6 8 10 12
Time (hours)
BIK (205780_at)
500
450
400
350
300
250
200
50
00
50
00 2 4 6 8 10 12
Time (hours)
DDB2 (203409_at)
900
800
700
600
500
400
300
200
100
00 2 4 6 8 10 12
Time (hours)
PA26 (218346_s_at)
350
300
250
200
50
100
50 0 2 4 6 8 10 12
Time (hours)
TNFRSF1 Ob/TRAILreceptor 2 (209295_at)
250
200
100
50
00 2 4 6 8 10 12
Time (hours)
Figure 8.9: A plot showing the Gg(t) profiles for all the members of the p53 training 
set. All three replicates are shown.
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the correlation between the training set genes is not perfect; if no rescaling was done 
and one of the G time series had much larger values then the representative time course 
would have a shape closer to that gene than the others. As the rescaling is a linear 
transformation of the data, it will not affect the correlation it will have with other genes. 
For all three replicates the representative G profile rapidly rises to a peak at 4 hours and 
then decays away at a slower rate (Figure 8.10(a)). Even though the three replicates 
follow broadly the same shape there are slight differences, such as both replicate 2 and 3 
starting to rise again between 10 and 12 hours. The replicates are biological replicates so 
differences are expected. The activity profile of p53 was measured by the quantification 
of a Western blot that used an antibody that detects p53 phosphorylated at serine 15 
(Banin et al., 1998), an accepted measure of p53 activity (Figure 8.10(b)). The two 
profiles are similar but not the same, they both share the rapid early response, but the 
later decline predicted by the representative G time course is much more rapid than 
seen in the Western blot. A possible reason for this discrepancy is that even though 
the concentration of phosphorylated p53 is correct, it is not functionally active as it has 
been regulated by some other mechanism, such as the de-localisation of p53 from the 
nucleus (Li et al., 2003). This is a prediction that could be experimentally verified. On 
balance, the G time profile does provide an accurate representation of the activity of 
p53 during the DNA damage response. Encouragingly, the representative G time series 
is virtually identical to that predicted through parameter estimation by Barenco et al. 
(2005). Therefore, the estimates for the degradation rates found by Barenco et al. (2005) 
are similar to the measured degradation rates. This suggests that the methodology for 
measuring the degradation rates is reasonably accurate and also that the best fit of the 
model produces appropriate parameter estimates i.e. the model is valid for p53 targets.
8.4 .4  p53 verification experim en t
A verification experiment was performed using small interfering RNA (siRNA). siRNA are 
a class of 20-25 nucleotide-long RNA molecules that bind with specific RNA transcripts, 
forming double-stranded mRNA. This is targeted for degradation and so the introduction 
of siRNA for a particular gene effectively stops its expression. siRNAp53 is siRNA that 
prevents the expression of p53. A group of MOLT4 cells were split into two groups with 
one group being transfected through electroporation with a vector expressing siRNAp53 
and the other with a vector-only control. Both were also transfected with a marker 
plasmid carrying a copy of a gene encoding GFP which was used to FACS sort GFP 
expressing cells to a purity of greater than 98%. In one group the p53 protein will be 
considerably depleted and in the other p53 will act as normal.
After 48 hours, each culture was split into two samples, one sample that was irradiated 
with 5Gy of gamma rays and the other that was mock irradiated. All four samples were 
then incubated at 37 °C for four hours. RNA was prepared from all four samples and 
used in microarray experiments. Some of each sample were kept for QPCR or protein
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Figure 8.10: A plot showing (a) the representative G time course for each replicate 
produced from a training set of p53 genes and (b) the relative density of active p53 protein 
(phosphorylated p53) in replicate one of the experiment measured by quantification of 
Western blot data. Western blot performed by Daniela Tomescu.
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Figure 8.11: siRNAp53 was successful in significantly depleting the levels of p53 even 
after DNA damage, (a) The protein levels of p53 measured by Western blot and (b) the 
mRNA levels of three known p53 targets (GADD45, MDM2 &; p21) and one standard 
(GAPDH) measured by QPCR. Western blots and QPCR performed by Daniela Tomescu.
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analysis. It was confirmed that the siRNAp53 had successfully been transfected and was 
active by observing that the concentration of p53 protein was significantly depleted after 
irradiation (Figure 8.11(a)), and the up-regulation of transcripts of three p53 target genes 
(MDM2, p21 and GADD45a) were not detectable above base level (Figure 8.11(b)).
The microarray experiments gave four expression values for each gene: ^ iRNA & 
x|iRNA the expression levels of the siRNA transfected cells at 0 and 4 hours respectively, 
and Xo°ntro1 & f  c°ntr°i, expression levels of the vector only control at 0 and 4 hours. 
If a gene is a target of p53 one would expect that c^ontrol would be greater than XQ°ntro1 
but fg RNA would roughly equal x |lRNA. Therefore, the following verification score was 
used,
/-control _  -control^  f^ siRNA -siRNA\
_  1 4 0 ) /
V    ,
/ 2 2 2 2 y ^control,0 c^ontrol,4 "f" s^iRNA,0 s^iRNA,4
where c7Controi,0 is the error associated with x§ontro1 and so on. The higher the score is 
the greater the effect p53 has on the expression of the gene. The same score was used in 
Barenco et al (2005).
8.4 .5  R esu lts
After the representative G time series was calculated, it was correlated with the sub-set 
of 2355 genes (see section 8.4.2). Table 8.6 shows the top 50 genes predicted to be p53 
targets (see appendix D.2 for a longer list). All the training set genes appear in the 
top 6. There are many well known p53 targets in the top 100 including members from 
the tumour necrosis factor receptor superfamily, GADD45a, TP53 target gene 1, SNK, 
TRAF and cyclin Gl. This method also produces strongly verified p53 targets that are 
not known in the literature, such as PRKAB1, ASCC3L1 and P45. At the top of the list 
all genes have a high verification score confirming that this analysis method is predicting 
targets of p53 (Figure 8.12). Between rank 20 and 30, the first apparent false positives 
appear. A false positive in this situation is a gene that is predicted to be a p53 target 
but is not confirmed by the p53 verification score. As the rank increases the probability 
that the predictions are inaccurate increases. Despite this the results are generally good, 
in the top 50 genes, 84% are verified to be p53 targets (defined as having a verification 
score greater than 1). This decreases to 71% verified out of the top 100 but this is still 
respectable. The accuracy is marginally less than the results in Barenco et al. (2005) 
where 90% of the top 74 genes were verified. This is mainly because the method used 
by Barenco et al (2005) filters out data that cannot be described by the model (which 
is impossible by the Gg^  approach) and then ranks the remaining data by each gene’s 
sensitivity to p53.
Interestingly the verification experiment is not infallible. FBXW7 is predicted at rank 
24 to be a likely p53 target but the verification score is -0.541. Mao et al (2004) found 
that FBXW7 was in fact p53-dependent. So some apparent false positives suggested by
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Table 8.6: A list of the top 50 genes predicted to be targets of p53. The shaded 
entries are the training set gene. Citations: [1] Velasco-Miguel et al. (1999), [2] Marko et al. 
(2003), [3] Hwang et al. (1999), [4] Wu et al. (1997), [5] Bunz et al. (1998), [6] Park and Nakamura 
(2005), [7] Obad et al. (2004), [8] Bates et al. (1996), [9] Li et al. (2004a), [10] Varmeh-Ziaie et al. (1997), 
[11] Smith et al. (1994), [12] Fiscella et al. (1997), [13] Mao et al. (2004), [14] Liu and Chen (2002) & 
[15] Amundson et al. (2002).
A ffym etrix
code
D escrip tion C o rre la tio n
V alue
V erification
Score
p53
c ita t io n
218346-S-at
205780-at
p53 regu la ted  P A 26 nuclear p ro te in  
B C L 2 -in te rac tin g  k iller (B IK ) 0.960
3.90
6.57 2!
203409-a t dam age-specific  D NA  b in d in g  p ro te in  2 (D D B 2) 0.954 10.7 31
209295_at tu m o u r necrosis fac to r rece p to r superfam ily , m em b er 10b 0.921 6.52 4]
218627-at h y p o th e tic a l p ro te in  F L J 11259 0.896 3.56
H H H H H w m m  m 8.07 H i m m
201834_at p ro te in  k inase , A M P -ac tiv a ted , 0  1 n o n -c a ta ly tic  su b u n it (P R K A B 1) 0.888 6.30
204674-at ly m p h o id -re s tr ic ted  m em brane  p ro te in 0.865 3.40 ~
218403-at p53 -induc ib le  ce ll-su rv ival fac to r  (P 53C SV ) 0.852 7.75 [61
212371-at C G I-146 p ro te in 0.850 2.61 -
213293_s-at tr ip a r t i te  m o tif-co n ta in in g  22 (T R IM 22 ,S T A F 50) 0.847 6.07 m
208796-s -a t cyclin  G1 0.844 5.18 [8]
215719 -x .a t tu m o u r necrosis  fac to r rece p to r superfam ily , m em ber 6 (FA S) 0.830 8.11 [9]
219628-at p53 ta rg e t  zinc finger p ro te in  (W IG 1) 0.819 3.70 [10]
212815-at ac tiv a tin g  signal c o in teg ra to r 1 com plex  s u b u n it 3 (A SC C 3L 1) 0.817 5.93 -
216252_x_at tu m o u r necrosis  fac to r rece p to r  superfam ily , m em ber 6 (FAS) 0.814 4.54 [9]
205692-S-at C D 38 an tig en  (P 45) 0.798 9.02
203725-at g ro w th  a r re s t  a n d  D N A -dam age-induc ib le , a lp h a  (G A D D 4 5 a) 0.798 11.0 [H I
204566-at p ro te in  p h o sp h a ta se  ID  m ag n es iu m -d ep en d en t, <5 isoform  (P P M 1 D ) 0.798 6.05 [12]
212430-at R N A -bind ing  region  co n ta in in g  1 (R N P C 1) 0.772 2.33 -
213038-at IB R  dom a in  co n ta in in g  3 0.769 2.79 -
219361-s-at h y p o th e tic a l p ro te in  FL J12484 0.755 5.43 -
218751-s -a t F -box  an d  W D -40 do m a in  p ro te in  7 (F B X W 7) 0.746 -0.541 [13]
207813-s-at ferredox in  red u c ta se 0.745 7.72 [141
201835-s-at p ro te in  k inase , A M P -ac tiv a ted , 0  1 n o n -c a ta ly tic  s u b u n it (P R K A B 1) 0.744 5.92 -
202726-at ligase I, D N A , A T P -d ep en d en t (L IG 1) 0.739 2.69 -
218007-s_at ribosom al p ro te in  S27-like (R P S27L ) 0.736 9.36 -
218031_s_at checkpo in t su p p resso r 1 (C H E S 1) 0.734 1.15 -
207426-s -a t tu m o u r necrosis fac to r  (lig an d ) superfam ily , m em b er 4 (T N F S F 4 ) 0.723 5.26 -
202181-at K IA A 0247 0.720 2.22 -
203562-at fasc icu la tion  an d  e lon g a tio n  p ro te in  z e ta  1 (F E Z 1) 0.718 -1.86 -
218527_at a p ra ta x in  (A P T X ) 0.707 -2.32 -
209375-at x e ro d erm a p igm en tosum , co m p lem en ta tio n  g ro u p  C (X P C ) 0.703 5.80 [15]
207616-s-at T R A F  fam ily  m em b er-asso c ia ted  N FK B  a c tiv a to r  (T A N K ) 0.703 -0.617 -
200730-S-at p ro te in  ty ro s in e  p h o sp h a ta se  ty p e  IVA, m em ber 1 (P T P 4 A 1 ) 0.700 4.45 -
2 1 1318 -s .a t RA E1 hom olog 0.695 3.44 -
217743-s -a t tra n sm em b ran e  p ro te in  30A 0.692 2.33 -
204780-s_at tu m o u r necrosis fac to r rece p to r  superfam ily , m em ber 6 (FAS) 0.691 7.78 [9]
205349-at g u an in e  n ucleo tide  b in d in g  p ro te in  (G  p ro te in ) , a  15 (G N A 15) 0.689 5.15
201093 -x .a t su cc in a te  d ehyd rogenase  com plex , s u b u n it A, f lavop ro te in  (SD H A ) 0.686 0.716 -
218288-s -a t h y p o th e tic a l p ro te in  M DS025 0.684 2.38 -
21 4771 -x .a t m yosin p h o sp h a ta se -R h o  in te ra c tin g  p ro te in  (M -R IP ) 0.679 -0.935 -
203846-at t r ip a r t i te  m o tif-co n ta in in g  32 (T R IM 32) 0.676 0.862 -
35974_at ly m p h o id -re s tr ic ted  m e m b ran e  p ro te in  (J a w l) 0.673 3.69 -
36564-a t IB R  do m a in  co n ta in in g  3 0.672 3.19 -
219815-at g a lac to se  3 -O -su lfo transfe rase 0.671 3.12 -
205531-s -a t g lu tam in ase  2 (G LS2) 0.663 2.52 -
219099-at chrom osom e 12 open  read in g  fram e 5 0.660 6.49 -
204060-s-at p ro te in  k inase , X -linked 0.653 2.28 -
219627-at h y p o th e tic a l p ro te in  F L J12700 0.652 0.801 -
the verification experiment may still be p53 targets. This problem occurs because the 
verification experiment only checks whether the gene is up-regulated at one time point, 4 
hours, therefore it is bound to miss those genes that are late risers. Therefore, if anything 
the verification experiment under-estimates the performance of this procedure.
Ideally, one would have two distinct groups, one that had a high correlation to the rep­
resentative G time profile and a high verification score and another with a low correlation 
and low verification score. This does not occur, for the following reasons:
1. The G time course is inaccurate to a certain degree because of the potentially 
large errors in the constituent parts: the estimated degradation rate, the estimated 
gradient and the microarray measurements. Therefore the G time course may 
match the representative profile when it should not. As one moves down the list
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Figure 8.12: A plot showing how the verification score varies with rank in a list of 150 
most likely p53 targets.
the correlation decreases, so the transcriptional activator profile becomes further 
away from the representative p53 G time series and so the probability that the G 
time series (within error) matches the true p53 activity profile is reduced. This 
explains why at the lower end of the list the accuracy diminishes.
2. The transcription of a gene might not be well described by the simple transcription 
model. The gene’s mRNA level might be negatively regulated, regulated by two 
or more separate transcription factors acting in co-operation or the transcriptional 
response might be highly non-linear. It is more likely that this effect will cause a 
p53 target to have a poor correlation with the representative profile rather than 
the opposite but it is possible. This technique can not judge whether the model 
fits the data or not because it is correlation based because it is correlation based. 
The method just assumes the model does fit, unlike the Barenco et al technique.
3. The possibility that two or more transcription activators have similar profiles. This 
technique can not distinguish between two transcription activators that have the 
same profile, so if there are two that are similar, a target of one will strongly 
correlate with the other. This would produce an inaccurate prediction.
8.4.6 A  com parison w ith  results from th e  gene expression  profile
The aim of the Gg{t) training set and correlation procedure described above is to improve 
the accuracy of predictions or at least detect different targets to alternative methods. The
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correlation procedure uses an estimation of hidden factors (the shape of the transcription 
activator profile) to predict p53 targets. This procedure worked well with 84% of the 
top 50 predicted p53 targets being verified. To assess the significance of the training set 
and correlation procedure and using Gg(t) data two alternative methods were analysed: 
clustering the expression profiles using k-means and following the correlation procedure 
but using expression profiles.
The traditional approach to finding genes that share the same function and are driven 
by the same activity is to use a clustering method (see appendix A.3.4). K-means clus­
tering (Sherlock, 2000) was applied to the filtered 5Gy raw gene expression data, with 
the desired number of clusters set to eight as in Barenco et al. (2005). It was found that 
the top 50 p53 gene targets predicted by the Gg(t) correlation procedure (Table 8.6) were 
distributed between 6 of the 8 clusters (Figure 8.13); the majority (68%) of predictions 
were in one cluster and a substantial amount was in another (20%), with the few remain­
ing being spread among four other clusters. The apparent false positives found from the 
verification experiment were evenly split between the two major clusters. Up to 20% of 
the top 50 p53 targets predicted would not have been detected if clustering was used.
The correlation procedure set out in section 8.4.3 was repeated using gene expres­
sion profiles instead of the Gg(t)s. Each gene’s expression profile was correlated with a 
representative gene expression profile instead of a representative activity profile. Over­
all there is a small but significant improvement in the accuracy of the targets if the G 
time profile is used (Figure 8.14); apart from between rank 40 and 53, the percentage of 
verified targets when G time profiles are used is higher than the gene expression profiles. 
There is a large overlap between the two sets of predictions; out of the top 50 predictions 
made, 75% are shared by both sets of data and out of the top 100 88% of predictions are 
common.
The Gg(t) training set and correlation procedure (section 8.4.3) makes a significant 
improvement over clustering methods and a minor improvement over using the corre­
lation procedure with the gene expression profiles. The difference between the gene 
expression profile and Gg{t) depends on the degradation rate, therefore the improvement 
made by using G time profiles will depend on the distribution of the degradation rates 
(section 8.1.4), but it will also depend on the quality of the measurements used to con­
struct Gg{t). In the clustering the majority of the top 50 predictions occur in one cluster 
and in the correlation of gene expression profiles there was a large overlap in the pre­
dicted targets. This suggests that a large proportion of p53 targets share similar mRNA 
degradation rates.
The degradation rates of the positively verified genes that occur in the top 100 list 
produced from the G time profiles but do not occur in the corresponding list produced 
from the gene expression data are spread over a range of values (Table 8.7), but compared 
to the average degradation rate (0.675 hr~l ) they generally are at extreme values. When 
the degradation rates are high the gene’s expression level peaks early compared to the
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Figure 8.13: The result of k-means clustering on the gene expression profiles. The blue 
lines are the top 50 predicted p53 targets suggested by Gg{t) correlation.
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Figure 8.14: A plot showing how the performance varies with rank in a list of 150 most 
likely p53 targets for both G time profile data and gene expression data.
Table 8.7: Genes that are present in the top 100 list of predicted p53 targets from the 
G time series that do not occur in the top 100 list predicted from the gene expression 
profile and are verified to be p53 targets (verification score > 1).
Gene Name Description Gg( t )
Rank
Expression
Profile
Rank
Verification
Score
Deg.
Rate
( h r '1)
205349_at Guanine nucleotide binding protein a  15 39 107 5.15 0.884
36564_at IBR domain containing 3 45 164 3.19 1.31
209917_s_at TP53 target gene 1 81 123 4.05 0.540
202693_s_at serine/threonine kinase 17a (apoptosis-inducing) 84 180 8.63 1.40
217804_s_at Interleukin enhancer binding factor 3 ( ILF3) 94 193 2.07 0.611
204683_at Intercellular adhesion molecule 2 (ICAM2) 99 235 1.28 0.806
20439l_x_at Transcriptional intermediary factor 1 (TIF1) 100 142 1.21 1.18
representative expression profile (Figure 8.15(a) and 8.15(b)), whilst if they are low the 
expression peaks later (Figure 8.15(c)). The Gg(t) profiles are significantly closer to 
the corresponding representative profile than the gene expression profiles (Figure 8.15). 
When searching for targets a cut off has to be made somewhere, so a different set of 
targets would be gained by using Gg(t). A possible reason for the large overlap is that 
the two representative profiles are fairly similar (Figure 8.15). In other systems where 
the range of degradation rates of the targets is larger, the improvement by using the G 
time profile data would be more significant.
The improvement of using Gg(t) in the correlation occurs despite the bias against the 
Gg(t) data due to the verification experiment being based around the level at four hours. 
Expression profiles that show a fast response are more likely to be verified and these are 
likely to have similar degradation rates. The full potential of using G time profiles is not 
being exploited. It is likely that if a later time point or a series of time points were used 
that the number of verified p53 targets by Gg(t) profile data would significantly increase.
Apart from the performance there is an additional benefit to using a training set and
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Figure 8.15: Plots comparing the gene expression and G profile with their associated 
p53 representative profiles for (a) Guanine nucleotide binding protein a l5 , (b) IBR do­
main containing 3, and (c) TP53 target gene 1. The representative profiles are rescaled 
to match the gene levels.
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correlation procedure rather than a clustering method. In the correlation method a list 
of predicted targets is ranked given a quantitative assessment of the likelihood that a 
gene is a target. This is not possible in clustering, where a gene is either a member 
of a cluster or not, and one has to choose the cluster that is assigned to a particular 
transcription activity profile. This makes finding novel targets little better than guess 
work. Also by using the G time profile instead of the gene expression profile the shape of 
the transcription activity of p53 is gained without performing any additional experiments, 
which can be of considerable interest in its own right.
8.5 Clustering of the G tim e profiles
It would be useful if information could be gained about a system without knowledge about 
a transcription factor and its targets. It would be beneficial to also gain a description 
of the whole system, not just a single part (using the training set approach there is 
no way of telling whether a gene’s Gg{t) profile is a better correlation with a different 
transcription activator profile). In particular it would be interesting to know the number 
of significant activity profiles at work in a particular response and to see what the shape 
of these profiles are. For these reasons it is appropriate to use clustering techniques on 
the G time profile data. Clustering will divide the genes into groups that have strongly 
correlated G time profiles. If it is assumed that the simple transcription model is obeyed 
and that the G time profile is accurate enough, then the clusters of genes will correspond 
to genes that are transcribed by the same transcription activator profile (and probably 
the same activator). The average G time profile of a cluster will have the same shape as 
the activator that is transcribing the members of that cluster. The distance metric used 
must be Pearson correlation.
One of the problems with clustering is that generally each gene must be associated 
with one and only one cluster, this means that even though a gene’s G profile might not 
correlate well with any of the clusters it will still be placed in the best cluster. By choosing 
the list of genes to cluster carefully one can minimise this effect. If the transcription of 
a gene is not well described by equation 8.1 then the corresponding G time profile will 
not correspond to the transcriptional activator of that gene so any cluster it is placed in 
will be inaccurate. It is likely that if this is the case, then the G profile will not correlate 
well with any of the principal activator profile shapes, but this can not be guaranteed.
8.5.1 C lustering V alidation
Many standard clustering techniques require the number of clusters to be fixed either 
before the clustering is performed or after, when interpreting the results. The number 
of clusters chosen can have a large effect on the results and conclusions that are made. 
Therefore, it is important that if there is no clear idea of the number of clusters that some
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technique is used to find the optimal number, this is called clustering validation (Halkidi 
et al., 2001).
In preparation for clustering validation all the Gg(t) time profile data was rescaled 
so that the minimum point was at 0 and the maximum point was at 1. This does not 
affect the correlation, but allows the finding of the cluster centres easily. Using k-means 
clustering (see appendix A.3.5) the list of 2355 genes were divided into clusters with the 
total number of clusters set between two and twelve using GeneSpring. A good cluster 
is normally defined as one that has small internal variation and is significantly separated 
from the other clusters. The Davies-Bouldin index is one common clustering validation 
index (Davies and Bouldin, 1979). Let c\ be the ith cluster of nc clusters. The internal 
scatter of cluster i is defined as,
dist(x,y) is the distance between two profiles x  and y (in this case 1— < x ,y  >). The 
dissimilarity score, dij, between clusters c\ and Cj is the distance between the two centres,
The number of clusters that give the smallest Davies-Bouldin index is the optimal. The 
Dunn index, D Uc, takes a similar approach but with different definitions of dissimilarity 
and internal scatter (Dunn, 1974). The dissimilarity is defined as,
where ni is the number of members of cluster c*, Gfit) is the centre of cluster c\ and
d^ =  dist (Gi( t ) ,Gj( t )) .
The Davies-Bouldin index, D B Uc, is then calculated as follows,
Ri = max R ij ,
d ^ — min dist(Gx(t), Gy(t)),
xECi,yECj
and the internal scatter is defined as the diameter of the cluster,
si = max dist(Gx(£), Gy{t)).
Finally,
mm < mm
i=l,...,nc j= i+ l , . . . ,n c
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Figure 8.16: Cluster validation plots. A plot to show how (a) the Davies-Bouldin and
(b) the Dunn index vary with the number of clusters using k-means clustering on Gg(t) 
profile data. For the Davies-Bouldin index the smaller the index the better and for the 
Dunn index larger index is better.
For the Dunn index, the number of clusters that gives the largest index is the optimal.
These two indexes vary with the number of clusters produced by k-means (Fig­
ure 8.16(a)). The Davies-Bouldin index suggests two clusters are optimal and gets worse 
as the number of clusters increases (Figure 8.16(a)). As the optimal is two clusters and 
the Davies-Bouldin index cannot be used on one cluster this might suggest that there is 
no distinct clusters in the data. For the Dunn index, the optimal cluster size is three 
(Figure 8.16(b)), but the scores for clusters of 2, 3, 6, 7 and 10 are very similar. It is 
difficult to be confident about which number of clusters is optimal.
Francesca Buffa used the balanced iterative reducing and clustering hierarchies meth­
od on the Gg(t) data (Buffa et al., 2004; Chiu et al., 2001). This method is based on the 
hierarchical method but allows optimisation of the number of clusters, it uses a bayesian 
information criterion. This method could not find any statistically significant clusters. 
This method is particularly good at picking out isolated clusters, so it is an indication 
that even if a gene is a member of one cluster its G profile could be reasonably well 
correlated with other clusters.
Three different cluster validation methods were applied to the Gg(t) data and the 
results suggest that there is no definitive optimal number of clusters. This is indicative 
that the use of traditional clustering on Gg(t) data to gain information about the global 
response to DNA damage is not appropriate. There are probably groups of genes that 
share very similar G profiles but this information is being lost in the whole data set due 
to “noisy” Gg(t)s. There are numerous sources of noise including the microarray data, 
the estimation of the degradation rates, the estimation of the rate of change in the data, 
and probably most importantly the model of gene transcription. The problem is that 
clustering techniques have to take into account Gg(t) patterns that are dominated by 
noise that will correlate reasonable well with a large number of other genes including the 
tight groups. This means that there is a continuous variation of Gg(t) patterns making
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it difficult to find distinct areas. These problems would apply to clustering the gene 
expression data too.
Another potential problem is the case of co-regulated genes. If it is assumed that a 
gene is co-regulated as a linear combination of its transcription factors, then Gg(t) will 
be a linear combination of two distinct activity profiles. As the proportion of effect that 
each transcription factor has on the co-regulated genes will vary from gene to gene this 
means that in this situation it is unlikely that well formed clusters will be found.
8.6 D etection of the principal activities of the response
8.6.1 In trodu ction
From section 8.5 it is clear that a more specialised approach is needed to gain additional 
information from the Gg{t) data set. In particular it would be useful to be able to find out 
the number and shape of the main transcriptional activity profiles at work in a particular 
response. Additionally, it would be interesting to be able to find potential training sets for 
each of these transcriptional activity profiles so that the methods described in section 8.4 
could be used without prior knowledge of the transcription factors or targets.
A potential way to meet these objectives would be to find small, tight, highly corre­
lated groups of genes within the Gg(t) data set. This would, in effect, be clustering but 
each gene would have to pass a high correlation threshold before it is considered a member 
of a cluster. The vast majority of genes will not be assigned to any cluster, which means 
that the problem of the large pool of genes that link the clusters and generally make the 
clusters unclear is removed. The tight clusters found can be associated with the principal 
transcription activity profiles that are active in the response. For this association to be 
valid principal transcription activity profiles have to affect a large number of genes and 
produce a strong response. These conditions are necessary to overcome the noise in the 
data and guarantee that a small tight cluster will be found. Both these conditions are 
biologically reasonable as the mechanisms that have the greatest effect on the response 
will meet these conditions, for example p53 affects a large number of genes and produces 
a strong response after DNA damage.
Each of the clusters found can be considered a training set for a transcription activity 
profile. The clusters will not pick up every target but will be good enough to produce 
a training set that can be used to find other likely targets of that transcription activity 
profile. The training sets can also be used to find the shapes of the principal driving 
forces of the response and may allow the identification of the genes behind this response. 
Also, the number of clusters found gives an idea of how many different subsystems are at 
work in the response. All this information could be helpful in reconstructing the network 
of the response.
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8.6.2 Im plem entation
The problem of finding tight highly correlated groups of genes is best described in the 
terms of graph theory (Hartsfield and Ringel, 1990). A unidirected graph G = {V,E) 
is made up of V, a set of vertices or nodes and E , a set of edges of lines that join two 
nodes. In this case the nodes are genes (or more specifically Affymetrix probe sets) and 
the edges indicate that the two genes have Gg(t)s that are highly correlated. An edge is 
formed between gene i and j  if,
(Gi(t),Gj ( t ) )> a ,
where a  is a threshold that is set high. This produces a graph of genes with connections 
that indicate a shared activity profile driving their mRNA level. The whole graph will 
be split into groups that are not connected to each other and there will be many genes 
that are not connected at all. These groups could be considered as clusters that share 
the same transcription activity profile but a harsher criterion needs to be applied to get 
a robust gene group.
To achieve the required stringency, it was determined that Gg(t) of a gene should be 
internally correlated. This means that for a gene to be included in the graph, the Gg(t) 
for each of its replicates must be correlated to all other replicates to a value above a 
threshold, (3. For example, if there are three replicates and Gg,r(t) is the transcription 
activity profile for replicate r then,
<G*i(t),G*2(t)> > A
( G g ^ G g M ) > (3,
{Gg,2(t),Gg,3(t)) > 13,
must hold for gene g to be included in the graph. A principal transcription activity 
profile will have a similar shape for each biological replicate. This criterion is not strict 
and (3 will generally be considerably lower than a threshold, but it effectively removes 
a considerably amount of the noisy Gg(t)s that can affect the results. In particular low 
level Gg(t)s who through correlation have their noise amplified are removed.
A clique within a graph is a collection of nodes V, such that for each two nodes there 
is an edge between them. This is equivalent to saying that V  forms a subgraph that is 
a complete graph. In the context used here a clique is a group of genes where each gene 
has a Gg{t) that is highly correlated with every other gene in the group. A clique in the 
constructed graph means that a particular transcription activity profile is appearing with 
a high reliability and that there is a group of genes that are very close to that profile 
and each other. These cliques are used as the basis for the formation of the clusters. If 
cliques were not used it is possible that a group of connected genes could have two genes 
on the outside of the group that had Gg(t)s that were very poorly correlated to each
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other i.e. if the group was a long thin shape. A maximum clique is a clique that is not 
contained within any other clique in the graph and are the cliques that are of interest 
here. Finding maximum cliques in a graph is known as the maximum clique problem. 
The algorithm used to find the maximum cliques in the constructed graph is the effective 
Bron-Kerbosch algorithm (Bron and Kerbosch, 1973)7.
If these maximum cliques share one or more nodes then the cliques are merged. This is 
to avoid transcription activity profiles that are very similar from being treated separately. 
If the number of nodes in the merged clique is four or greater then the clique is considered 
a cluster that contains a principal transcription activity profile.
8.6.3 R esu lts  and analysis o f th e  transcrip tion  a ctiv ity  shapes
The procedure described in section 8.6.2 was performed on the Gg(t)s found from the 5Gy 
microarray data using only genes that appear in the clustering gene list (section 8.4.2). a  
was set to 0.85 and (3 was set at 0.5. Figure 8.17 displays the computed graph. There are 
five merged cliques (Figure 8.18) implying that there are five principal effects at work in 
the DNA damage response within the confines of the transcription model. The members 
of each merged clique will be examined below.
Merged clique 1
The first merged clique consists of 39 genes (see Table 8.8). This is considerably more 
than any of the other cliques indicating that the activity profile affects many genes and 
that the shape is very distinctive. The representative profile is produced by averaging 
the rescaled Gg{t)s (Figure 8.19). The shape is indicative of a strong early response, the 
activity rapidly rises and peaks at 2 hours before returning to its approximate initial value 
at 4 hours. The resolution of the plot is 2 hours, so it is possible that the actual peak 
could be between 0 and 2 hours. The most probable explanation for this activity is that it 
represents the activity of the AP-1 transcription factor. AP-1 is known to have a strong 
early response to DNA damage (Hayakawa et al., 2004) and many of the member genes 
are known to be AP-1 targets including TNFAIP3 (Hayakawa et al., 2004), TNFSF10 
(Zou et al., 2004), CD83 (Kim et al., 2004), JUND (Yazgan and Pfarr, 2002) and JUN 
(Yazgan and Pfarr, 2002). AP-1 is an important transcription factor that is involved 
in cellular proliferation, transformation and death (Shaulian and Karin, 2002). AP-1 is 
not a single protein, but a dimer that can be formed from basic region-leucine zipper 
proteins that are members of the Jun, Fos, Maf and ATF sub-families (Shaulian and 
Karin, 2002). The most potent transcriptional activator in this group is c-Jun (Ryseck 
and Bravo, 1991). This clique might also contain other transcription target profiles that
rThe Bron-Kerbosch algorithm computes all cliques of a graph using a branch-and-bound technique. 
It is efficient because it cuts off branches of the search tree that will not lead to new cliques at a very 
early stage. This is done by extending a trial clique in such a way that the bound condition (that the 
clique cannot be extended) becomes true at the earliest possible stage.
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Figure 8.17: A graph produced from the DNA damage response Gg{t) data where the 
nodes are a internally correlated subset from 2355 genes with /3 > 0.5 and the edges 
represent a correlation between Gg(t)s greater than 0.85.
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Figure 8.18: The graph of the final merged cliques found in the 5Gy Gg(t) data from 
a subset of 2355 genes.
Replicate 1 ------
Replicate 2 -----
Replicate 30.9
o '
<Da3
0.5
i< 0.4
0.3
0.2
0.1 0 2 4 6 8 10 12
Time (hours)
Figure 8.19: The average (after rescaling) of Gg(t) for genes in merged clique 1. This 
represents the transcription activity profile for this set.
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Table 8.8: The members of merged clique 1
Affymetrix Description Gene
tag Symbol
202643_s_at tumour necrosis factor, alpha-induced protein 3 TNFAIP3
202644_s_at tumour necrosis factor, alpha-induced protein 3 TNFAIP3
209795_at CD69 antigen (p60, early T-cell activation antigen) CD69
201502_s_at nuclear factor of kappa light polypeptide gene enhancer 
in B-cells inhibitor, alpha
NFKBIA
216620_s_at Rho guanine nucleotide exchange factor (GEF) 10 ARHGEF10
202688_at tumour necrosis factor (ligand) superfamily, member 10 TNFSF10
203752_s_at jun D proto-oncogene JUND
204440_at CD83 antigen (activated immunoglobulin superfamily) CD83
205205_at v-rel reticuloendotheliosis viral oncogene homolog B, 
nuclear factor of kappa light polypeptide gene enhancer 
in B-cells 3
RELB
202687_s_at tumour necrosis factor (ligand) superfamily, member 10 TNFSF10
217850_at guanine nucleotide binding protein-like 3 (nucleolar) GNL3
205463_s_at platelet-derived growth factor alpha polypeptide PDGFA
208152_s_at DEAD (Asp-Glu-Ala-Asp) box polypeptide 21 DDX21
202672_s_at activating transcription factor 3 ATF3
201464jx_at v-jun sarcoma virus 17 oncogene homolog (avian) JUN
214722_at Notch homolog 2 (Drosophila) N-terminal like NOTCH2NL
204702_s_at nuclear factor (erythroid-derived 2)-like 3 NFE2L3
201466_s_at v-jun sarcoma virus 17 oncogene homolog (avian) JUN
206036_s_at v-rel reticuloendotheliosis viral oncogene homolog (avian) REL
214329_x_at tumour necrosis factor (ligand) superfamily, member 10 TNFSF10
201739_at serum/glucocorticoid regulated kinase SGK
218360_at RAB22A, member RAS oncogene family RAB22A
201631_s_at immediate early response 3 IER3
216396_s_at etoposide induced 2.4 mRNA EI24
202021 jx_at putative translation initiation factor s u n
212130jx_at putative translation initiation factor s u n
202206_at ADP-ribosylation factor-like 7 ARL7
202241_at tribbles homolog 1 (Drosophila) TRIB1
20287l_at TNF receptor-associated factor 4 TRAF4
204285_s_at phorbol-12-myristate-l3-acetate-induced protein 1 PMAIP1
204512_at human immunodeficiency virus type I enhancer 
binding protein 1
HIVEP1
207121_s_at mitogen-activated protein kinase 6 MAPK6
221571_at TNF receptor-associated factor 3 TRAF3
209325_s_at regulator of G-protein signalling 16 RGS16
209959_at nuclear receptor subfamily 4, group A, member 3 NR4A3
213376-at zinc finger and BTB domain containing 1 ZBTB1
212577_at structural maintenance of chromosomes flexible 
hinge domain containing 1
SMCHD1
220147_s_at family with sequence similarity 60, member A FAM60A
64488_at CDNA FLJ38849 fis, clone MESAN2008936 —
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share similar transcription activity profiles, due to the two hour resolution, it is likely 
that different early responses would not be separated. For example there are a number 
of genes in the clique that appear to be involved with the NFkB pathway; RELB is a 
possible constituent part of the NF/tB (Bours et a l , 1994) complex and NFKBIA (Sigala 
et al, 2004) and IER3 (Pietzsch et al, 1998) are both targets.
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Figure 8.20: The average (after rescaling) of Gg(t) for genes in merged clique 2. This 
represents the transcription activity profile for this training set.
Table 8.9: The members of merged clique 2
Affymetrix Description Gene Verification
tag Symbol Score
201236_s_at BTG family, member 2 BTG2 2.50
201834_at protein kinase, AMP-activated, 
beta 1 non-catalytic subunit
PRKAB1 6.30
202181 _at KIAA0247 KIAA0247 2.22
203409_at damage-specific DNA binding protein 2 DDB2 10.7
216252_x_at Fas (TNF receptor superfamily, member 6) FAS 4.54
218346_s_at sestrin It PA26 3.90
212371_at CGI-146 proteint PNAS-4 2.61
205780_at BCL2-interacting killer BIK 6.57
208796_s_at cyclin G1 CCNG1 5.18
218403_at p53-inducible cell-survival factor P53CSV 7.75
219361_s_at hypothetical protein FLJ12484 FLJ12484 5.43
The shape of the representative Gg(t) profile (Figure 8.20) and the members (Ta­
ble 8.9) of merged clique 2 suggests that this clique represents p53 activity. Three genes,
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DDB2, PA26 and BIK out of the five used in the original training set in section 8.4 are 
detected in this clique. This indicates that the automated procedure to find training set 
genes is working well. Out of the rest of the genes cyclin G1 (Bates et al., 1996), P53CSV 
(Park and Nakamura, 2005), FAS (Li et a/., 2004a) and BTG2 (Rouault et a l , 1996) are 
all confirmed p53 targets. This means that the detection routine has picked well known 
p53 targets for seven out of the eleven training set genes. Also all of the genes have high 
p53 target verification scores. This is strong confirmation that the detection routine is 
working well and that is possible for the major activity profiles of the response to be de­
tected. It is interesting that BTG2 appears as it was at a quite low rank in the predicted 
p53 target list found in section 8.4 at rank 62, this could indicate that the correlation 
method is quite sensitive to its training set.
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Figure 8.21: The average (after rescaling) of Gg{t) for genes in merged cluster 3. This 
represents the transcription activity profile for this set.
Table 8.10: The members of merged clique 3
Affymetrix
tag
Description Gene
Symbol
201790_s_at
201791_s_at
205822_s_at
221750_at
7-dehydrocholesterol reductase 
7-dehydrocholesterol reductase
3-hydroxy-3-methylglutaryl-Coenzyme A synthase 1 (soluble) 
3-hydroxy-3-methylglutaryl-Coenzyme A synthase 1 (soluble)
DHCR7
DHCR7
HMGCS1
HMGCS1
Merged clique 3 is made up of 2 genes, each with two Affymetrix probe sets in the 
group (see Table 8.10). Neither DHCR7 or HMGCS1 is known to be associated with the 
DNA damage response. The shape of the representative profile (Figure 8.21) seems to be
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Figure 8.22: The average (after rescaling) of Gg(t) for genes in merged clique 4. This 
represents the transcription activity profile for this set.
Table 8.11: The members of merged clique 4
Affymetrix
tag
Description Gene
Symbol
203214_x_at 
218805-at 
210559_s_at 
218039-at 
218248-at 
209408_at 
204649_at 
219148-at
cell division cycle 2, G1 to S and G2 to M
GTPase, IMAP family member 5
cell division cycle 2, G1 to S and G2 to M
nucleolar and spindle associated protein 1
FLJ22794 protein
kinesin family member 2C
trophinin associated protein (tastin)
PDZ binding kinase
CDC2
GIMAP5
CDC2
NUSAP1
FLJ22794
KIF2C
TROAP
PBK
in-between that of the AP-1/N FkB and p53 clique. It peaks between 2 and 4 hours, then 
rapidly declines and ends at a level significantly lower than its initial value. This merged 
clique could represent co-regulation by p53 and AP-1/N FkB but due to the low number 
of genes represented and hence lack of information it is difficult to judge the function. It 
is possible that his merged clique does not represent a principal transcriptional activity 
in the DNA damage response.
M erged clique 4
The fourth merged clique has a very distinctive profile (Figure 8.22), it rapidly diminishes 
to a trough at 2 hours and then increases at about the same rate moving past the starting 
value at about 5 hours. There are eight members of this training set (Table 8.11). CDC2 
(also called CDK1) is a kinase that induces entry into mitosis (Lee et al., 1988) and 
interestingly it is inhibited by p21, a p53 target (Yu et a l , 1998). This could explain why
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Table 8.12: The members of merged clique 5
Affymetrix
tag
Description Gene
Symbol
204359_at
216034_at
216025_x_at
219813_at
215040_at
209839_at
fibronectin leucine rich transmembrane protein 2 
suppressor of hairy wing homolog 1 (Drosophila) 
cytochrome P450, subfamily IIC
LATS, large tumour suppressor, homolog 1 (Drosophila) 
Hypothetical protein FLJ11712 
dynamin 3
FLRT2
SUHW1
LATS1
FLJ11712
DNM3
there is an initial drop if one of its negative regulators is rising but it does not explain the 
subsequent rise. The gene expression model only deals with positive regulation so care 
must be taken. Two other genes NUSAP1 and KIF2C (Kim et al, 1997) are associated 
with the mitotic spindle and moving cargo along microtubules respectively. This suggests 
that the activity behind this training set could be associated with the G2/M cell cycle 
phase or mitosis. The cell cycle is arrested in response to DNA damage (Vousden, 2000) 
so this could explain the initial drop, the increase above the initial value could be a 
more subtle effect. All the gene expression levels measured are based on an average 
of the population and the levels are normalised so that the total expression level of a 
microarray is the same. Initially, there will be a mixed population of cells on the path 
to apoptosis or survival, so the gene expression signal will be a mixture of the two. As 
cells commit apoptosis and disappear from the population, a greater proportion of the 
signal will be represented by the surviving genes and so cell cycle associated mRNA 
levels will go up too. So the Gg(t) profiles could represent simply the number in G2/M 
phase. An alternative could be that DNA damage triggers a checkpoint that arrests the 
cells and lasts for two hours, as the checkpoint is released all the cells are piling up in 
G2/M phase and so an increased response is seen. These two possibilities could be tested 
by microarray time series experiments on cell mutants that cannot arrest. Interestingly, 
active p53 peaks after mitosis appears to resume. Early cell-cycle arrest is independent 
of p53, but p53 can prolong the arrest (Wahl et al, 1997). So in this case it appears 
that p53-dependent arrest is not occurring, suggesting that once a cell is in the process 
of apoptosis mitosis is not prevented.
M erged clique 5
The final training set has a distinctive two peak shape that peaks at 2 and 8 hours (see 
Figure 8.23). It is made up of 6 genes (see Table 8.12). The transcription activity this 
training set represents is unclear as there is not much information about its members. 
LATS1 is both a tumour suppressor and a cell-cycle regulator binding to CDC2 briefly 
in mitotic cells (Kemp, 1999). It plays a role in the exit from mitosis.
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Figure 8.23: The average (after rescaling) of Gg(t) for genes in training set 5. 
R obustness of th e  m erged cliques
There are a number of thresholds that are set in this procedure and it is important 
that the results are robust to alterations in these parameters. To test the robustness 
training sets were found with a  (the connection threshold) set at a range of different 
values between 0.7 and 0.95, (3 remained equal to 0.5. The number of cliques varies with 
a but only at a = 0.8 or 0.85 are there more than one clique (Figure 8.24(a)). If a is 
set too low the genes will all have connections between them and so one large network is 
formed, but if a  is set too high, then only a few genes are linked. The average number of 
genes per training set decreases as a is increased (Figure 8.24(b)). When choosing a one 
has to ensure that there is enough information in the network, but not so much that noise 
affects the separation. This suggests that a good policy to take would be to choose a  so 
that it maximises the number of training sets. The training sets formed when a  =  0.8 
rather than a =  0.85 are very similar except that the third merged clique has combined 
suggesting that these merged cliques have a closely related function. Interestingly, merged 
clique two, which represents p53 activity has all five training genes used in section 8.4 as 
members when a = 0.8 .
The results when (3 (the internal correlation threshold) was varied were examined 
with a kept constant at 0.85. When (3 = 0.5 and (3 = 0.25 there were five merged cliques 
and when (3 = 0 there were six. The members of the five common merged cliques were 
surprisingly robust apart from clique 5 (see Table 8.13).
Figure 8.25 shows the representative transcription activity profile for the new merged 
clique created at (3 = 0. It has six member genes. The individual replicates do not have 
very similar profiles and the overall behaviour is the same as for merged clique 4. It seems 
likely that this is an aberration and should not be considered a principal activity profile.
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Figure 8.24: Plots showing how (a) the number of merged cliques and (b) the average 
number of genes per clique vary with changes in a, the graph connection threshold.
Table 8.13: A table showing how the numbers of members of the merged cliques vary 
with /3, the internal correlation threshold.
Merged clique no. o11 /3 = 0.25 /? =  0.5
1 43 43 39
2 11 11 11
3 4 4 4
4 8 8 8
5 227 71 6
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Figure 8.25: The representative profile of a new training set found when (3 = 0 and 
a  = 0.85.
Overall, the method to find training sets from Gg(t) is extremely robust to parameter 
change.
8.6 .4  P red ictin g  target genes using each train ing set
The members of the five merged cliques can be used as training sets in the method 
described in section 8.4.3, to identify gene targets that are controlled by the same tran­
scription activity. This process will produce a larger number of genes associated with the 
activity profile helping to identify the source of the activity.
Appendix D.3 displays the ranked lists for each training set for genes that have a 
correlation of at least 0.7 with the representative profile. Training set two is associated 
with p53 activity and has been fairly well analysed already. The accuracy of the results 
can be judged by comparing with the verification scores. It works well at first with 80% of 
the top 50 being confirmed as p53 targets (verification score >1) .  Only 58% are confirmed 
p53 targets in the top 100 though, which is significantly worse that the 71% of the top 
100 confirmed in section 8.4. It is unclear why this occurs as the representative profiles 
in both cases are fairly similar (See Figure 8.10(a) & 8.20) and three genes are shared 
between the training sets. It does show that the correlation procedure’s performance can 
be sensitive to the members of the training set.
For training set three there are only 27 genes that correlate with the representative 
profile with a correlation greater that 0.7. Also 10 of these genes appear in the AP-1 list 
which suggests that this activity is part of the AP-1 activity rather than an independent 
activity. This along with the small number of genes in the training set and the fact it 
merges with the training set 1 when the threshold a  is decreased suggests that training 
set 3 does not represent a principal activity profile.
To identify common functionality in the clusters a website based program called
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Table 8.14: Ranked list of the likely functions of genes found to be transcribed by 
activation profile 1 (p-value < 0.1).
G O  B io log ica l P ro cesses  D efin ition C o u n t P ercen tag e p -value
R E G U L A T IO N  O F  B IO L O G IC A L  P R O C E S S 27 38.6 9 .67  X 10- 7
A P O P T O S IS 11 15.7 2.44 X 10“ 6
R E G U L A T IO N  O F  C E L L U L A R  P R O C E S S 12 17.1 9.12 X 10“ 5
R E G U L A T IO N  O F  A P O P T O S IS 7 10 0.000255
R E G U L A T IO N  O F  P H Y S IO L O G IC A L  P R O C E S S 18 25.7 0.000923
R E G U L A T IO N  O F  T R A N S C R IP T IO N , D N A -D E P E N D E N T 16 22.9 0.00174
R E G U L A T IO N  O F  M E T A B O L IS M 17 24.3 0.00177
R E G U L A T IO N  O F  S IG N A L  T R A N S D U C T IO N 5 7.1 0.00262
T R A N S C R IP T IO N  F R O M  P O L  I I  P R O M O T E R 7 10 0.00484
A N T I-A P O P T O S IS 4 5.7 0.00506
C E L L U L A R  P H Y S IO L O G IC A L  P R O C E S S 26 37.1 0.00506
I-K A P P A B  K IN A S E /N F -K A P P A B  C A SC A D E 4 5.7 0.00693
C E L L U L A R  P R O C E S S 35 50 0.00721
N U C L E O B A S E , N U C L E O S ID E , N U C L E O T ID E  A ND N U C L E IC  A C ID 20 28.6 0.00756
M E T A B O L IS M
M E T A B O L IS M 37 52.9 0.00855
R E S P O N S E  T O  S T R E S S 9 12.9 0.0100
P O S IT IV E  R E G U L A T IO N  O F  I-K A P P A B  K IN A S E /N F -K A P P A B  C A S C A D E 3 4.3 0.0323
SIG N A L T R A N S D U C T IO N 17 24.3 0.0428
R E S P O N S E  T O  P A T H O G E N IC  B A C T E R IA 2 2.9 0.0542
P R O T E IN  K IN A S E  C A S C A D E 4 5.7 0.0577
IN D U C T IO N  O F  A P O P T O S IS 3 4.3 0.0721
C E L L  C O M M U N IC A T IO N 19 27.1 0.0729
P O S IT IV E  R E G U L A T IO N  O F  A P O P T O S IS 3 4.3 0.0781
R E S P O N S E  T O  P A T H O G E N 2 2.9 0.0835
DAVID (Dennis et al, 2003) was applied to the ranked lists. This program assigns genes 
to functions using the Gene Ontology biological processes definitions and then ranks 
them according to the EASE-score, a method that identifies functional categories over­
represented in a gene list relative to the representation within the proteome of a given 
species. This should give a good idea of the functions that are affected by the principal 
transcription activities. The Gene Ontology definitions are hierarchical so in the results 
some functional definitions are contained with other parent definitions. The training set 
1 genes suggested that the AP-1 transcription factor was regulating the activity of this 
group. Many of the top identified functions linked with the ranked list based on the 
transcriptional activity of training target set 1 (Table 8.14) support the association with 
AP-1; with functions such as the “response to stress”, “signal transduction”, “apoptosis” 
and “anti-apoptosis” . Interestingly, there is also a couple of functions also associated 
with the NFk;B pathway. p53 was associated with training set 2 and the corresponding 
function list supports that association p53 (Table 8.15). All the main functions of p53 
are covered including induction of apoptosis, DNA repair and cell cycle arrest.
The top functions for the targets of training set 4 provide evidence that this tran­
scription activity profile is associated with mitosis (see Table 8.16). The majority of the 
functions are linked with mitosis with functions such as “mitosis”, “chromosome con­
densation” and “regulation of the cell cycle” . This shows the power of this approach 
and provides further evidence that the principal transcriptional activities are identifying 
behaviours of interest. It is less clear what the top functions for training set 5 show 
(see Table 8.17) but the majority of the functions are associated with cell signalling and 
in particular regulation of these processes. Especially important seems to be inter-cell 
communication and cell adhesion. Interestingly, there are some NFkB functions in the 
list. Maybe this transcriptional activity is associated with the recovery of the cell and
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Table 8.15: Ranked list of the likely functions of genes found to be transcribed by 
activation profile 2 (p-value < 0.1).
G O  B io log ica l P ro cesses  D efin ition C oun t P ercen tag e p -value
R E G U L A T IO N  O F  C E L L U L A R  P R O C E S S 11 27.5 1.70X 10“ ®
IN D U C T IO N  O F  A P O P T O S IS 6 15 4.12X  10“ ®
R E S P O N S E  T O  D N A  D A M A G E  S T IM U L U S 7 17.5 4 .9 6 x 1 0 “ ®
C E L L  D E A T H 8 20 2 .52 X 1 0 - 5
D N A  R E P A IR 6 15 3 .8 1 X 1 0 “ ®
R E G U L A T IO N  O F  A P O P T O S IS 6 15 0.000123
N E G A T IV E  R E G U L A T IO N  O F  C E L L  P R O L IF E R A T IO N 5 12.5 0.000127
R E G U L A T IO N  O F  C E L L  P R O L IF E R A T IO N 6 15 0.000146
A P O P T O S IS 7 17.5 0.000174
R E G U L A T IO N  O F  B IO L O G IC A L  P R O C E S S 15 37.5 0.000506
R E S P O N S E  T O  S T R E S S 8 20 0.00114
R E G U L A T IO N  O F  C Y C L IN  D E P E N D E N T  P R O T E IN  K IN A S E  A C T IV IT Y 3 7.5 0.00245
C E L L U L A R  P H Y S IO L O G IC A L  P R O C E S S 17 42.5 0.00442
P R O T E IN  M O D IF IC A T IO N 9 22.5 0.00503
G l / S  T R A N S IT IO N  O F  M IT O T IC  C E L L  C Y C L E 3 7.5 0.00506
C E L L  P R O L IF E R A T IO N 8 20 0.00548
C E L L  C Y C L E  A R R E S T 3 7.5 0.00580
D N A  M E T A B O L IS M 6 15 0.00644
R E G U L A T IO N  O F  C E L L  C Y C L E 5 12.5 0.00756
M A C R O M O L E C U L E  M E T A B O L IS M 14 35 0.00811
R E G U L A T IO N  O F  E N Z Y M E  A C T IV IT Y 3 7.5 0.0134
P R O T E IN  M E T A B O L IS M 12 30 0.0137
M E T A B O L IS M 22 55 0.0203
N U C L E O T ID E -E X C IS IO N  R E P A IR 2 5 0.0493
M IT O T IC  C E L L  C Y C L E 3 7.5 0.0576
IN D U C T IO N  O F  A P O P T O S IS  B Y  E X T R A C E L L U L A R  SIG N A L S 2 5 0.0585
P H O S P H A T E  M E T A B O L IS M 6 15 0.0591
C E L L  C Y C L E 5 12.5 0.0670
A P O P T O T IC  P R O G R A M 2 5 0.0802
R E S P O N S E  T O  S T IM U L U S 11 27.5 0.0816
C E L L U L A R  P R O C E S S 19 47.5 0.0838
Table 8.16: Ranked list of the likely functions of genes found to be transcribed by 
activation profile 4 (p-value < 0.1).
G O  B io log ica l P ro cesses  D e fin ition C o u n t P e rcen tag e p- value
C E L L  C Y C L E 12 33.3 3 .5 9 X 1 0 “ ®
M IT O S IS 7 19.4 8 .0 4 X 1 0 “ ®
C E L L  P R O L IF E R A T IO N 12 33.3 1 .42X 10“ ®
C H R O M O S O M E  C O N D E N S A T IO N 3 8.3 0.000389
R E G U L A T IO N  O F  C E L L  C Y C L E 5 13.9 0.00507
C E L L U L A R  P R O C E S S 20 55.6 0.00748
C E L L  G R O W T H  A N D /O R  M A IN T E N A N C E 14 38.9 0.00815
C E L L U L A R  P H Y S IO L O G IC A L  P R O C E S S 15 41.7 0.0101
M IT O T IC  C H R O M O S O M E  C O N D E N S A T IO N 2 5.6 0.0138
M IT O T IC  P R O P H A S E 2 5.6 0.0138
M IT O T IC  A N A P H A S E 2 5 6 0.0224
P R O T E IN  A M IN O  A C ID  P H O S P H O R Y L A T IO N 5 13.9 0.0253
P R O T E IN  M O D IF IC A T IO N 7 19.4 0.0343
P R O T E IN  M E T A B O L IS M 10 27.8 0.0448
D N A  R E P L IC A T IO N 3 8.3 0.0551
R E G U L A T IO N  O F  M IT O S IS 2 5.6 0.0608
R E S P O N S E  T O  S T R E S S 5 13.9 0.0620
R E S P O N S E  T O  O X ID A T IV E  S T R E S S 2 5.6 0.0722
D N A  M E T A B O L IS M 4 11.1 0.0925
signalling this recovery with other cells.
Finding the biological processes associated with each transcriptional activity profile 
has provided further insight into the usefulness of this approach. This methodology 
results in clusters of gene that share a distinct functional fingerprint and an associated 
activity profile. This methodology have extracted this information efficiently. No other 
approach manages to gain functional information like this.
8.6 .5  D iscu ssion  o f th e  d etection  o f principal activ ities
A simple method of detecting small tight clusters of genes have been used to find genes 
with closely correlated Gg(t)s. This method is robust to parameter variation. With only
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Table 8.17: Ranked list of the likely functions of genes found to be transcribed by 
activation profile 5 {p-value < 0.05).
G O  B io log ica l P ro cesses  D efin ition C oun t P e rcen tag e p-value
C E L L U L A R  P R O C E S S 234 42.4 1.45X 10 —5
C E L L  C O M M U N IC A T IO N 138 25 1 .52X 10- 5
P O S IT IV E  R E G U L A T IO N  O F  S IG N A L  T R A N S D U C T IO N 12 2.2 1 .85x  10—5
IN T R A C E L L U L A R  S IG N A L IN G  C A SC A D E 51 9.2 5.68X 10“ 5
P O S IT IV E  R E G U L A T IO N  O F  I-K A P P A B  K IN A S E /N F -K A P P A B  C A SC A D E 11 2 6 .0 4 x  10“ 5
R E G U L A T IO N  O F  SIG N A L  T R A N S D U C T IO N 15 2.7 0.000159
I-K A P P A B  K IN A S E /N F -K A P P A B  C A S C A D E 12 2.2 0.000213
C E L L  A D H E S IO N 35 6.3 0.000392
SIG N A L  T R A N S D U C T IO N 109 19.7 0.000433
C E L L U L A R  P H Y S IO L O G IC A L  P R O C E S S 153 27.7 0.000588
R E G U L A T IO N  O F  C E L L U L A R  P R O C E S S 39 7.1 0.000685
P R O T E IN  K IN A S E  C A S C A D E 16 2.9 0.00360
P R O T E IN  M E T A B O L IS M 98 17.8 0.00602
P R O T E IN  T A R G E T IN G 10 1.8 0.00849
H E T E R O P H IL IC  C E L L  A D H E S IO N 9 1.6 0.0107
P R O T E IN  T R A N S P O R T 21 3.8 0.0111
P R O T E IN  C O M P L E X  A SSEM B LY 9 1.6 0.0112
R E G U L A T IO N  O F  B IO L O G IC A L  P R O C E S S 99 17.9 0.0120
C E L L  G R O W T H  A N D /O R  M A IN T E N A N C E 127 23 0.0123
N E U R O P E P T ID E  S IG N A L IN G  PA TH W A Y 9 1.6 0.0124
C E L L -C E L L  S IG N A L IN G 25 4.5 0.0156
IN T R A C E L L U L A R  P R O T E IN  T R A N S P O R T 15 2.7 0.0166
IN T R A C E L L U L A R  T R A N S P O R T 20 3.6 0.0213
M A C R O M O L E C U L E  M E T A B O L IS M 111 20.1 0.0259
C E L L  M O T IL IT Y 17 3.1 0.0259
IN T R A C E L L U L A R  R E C E P T O R -M E D IA T E D  SIG N A L IN G  PA TH W A Y 4 0.7 0.0286
N E U R O G E N E S IS 19 3.4 0.0306
G L Y C E R O P H O S P H O L IP ID  M E T A B O L IS M 4 0.7 0.0317
C E L L -C E L L  A D H E S IO N 14 2.5 0.0363
D E V E L O P M E N T 62 11.2 0.0400
M E M B R A N E  L IP ID  M E T A B O L IS M 8 1.4 0.0400
R A S P R O T E IN  S IG N A L  T R A N S D U C T IO N 4 0.7 0.0421
a relatively small number of data points, a simple model of gene transcription and an 
estimation of one parameter per gene, it is possible to gain detailed information about a 
biological response using only mRNA data. This method can be used to detect training 
sets of genes without prior knowledge, that can be used in other methods. It also detects 
the number and profile shapes of the principal activities that are working at the protein 
level in the response. It is an improvement over the use of clustering because it ignores 
the noisy data that can make the partition of data error prone. Without the use of Gg(t) 
data it would be difficult to have the global information from mRNA data.
Even though the cliques could just be used as training sets in either the correlation 
ranking method (section 8.4.3) or the method described by Barenco et al. (2005) to detect 
groups of transcription targets there are other possible uses. One interesting possibility is 
to decompose each gene’s estimated Gg{t) profile in terms of the representative profile of 
each training set. Each training set represents a principal activity in the response and so 
can be thought of as an axis in the profile space. In this way it would be possible to detect 
co-regulated genes and assign probabilities to a particular gene being associated with a 
particular activity. It is clear that the representative profiles would not be orthogonal and 
so a dual space would have to be created using a decomposition scheme such as Gram- 
Schmidt orthogonalisation (Heath, 1997). The Gram-Schmidt algorithm would produce 
different results depending on the order that the representative profiles are used, so 
the order would be chosen so that the representative profiles account for the maximum 
amount of all the genes Gg(t)s. Once the proportion of a gene’s Gg(t) has been assigned 
to each representative profile it would be simple to determine whether the gene belonged
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to a particular activity or is co-regulated.
There are limitations to this approach as it is currently implemented. The major lim­
itation is that here only genes that have a mRNA profile that is up-regulated are included 
in the analysis, this means that there could be positive regulation that is inhibited by the 
DNA damage response that is not being picked up. It is difficult to see ways to overcome 
this unless all genes that change are included, but this would introduce a large number of 
genes that are not described by the model and hence introduce additional noise. Another 
limitation is that it can only consider positively regulated genes. One problem is that it 
can be difficult to find the protein or proteins that are responsible for the activities that 
are found. In many cases this would need extra experiments and diligent searching of the 
literature. A final limitation is that this method only finds the principal activities behind 
the response, this is a requirement because there needs to be a high probability that a 
clique will be found and this will only happen if a large number of genes are affected in a 
significant way. The training sets found though are robust to parameter variation which 
is suggestive that this methods detects all the activities possible in the data.
This method enables the extraction of additional information from microarray data 
that would not be possible otherwise. It would be interesting to see this approach applied 
to a new system to see what activities would be observed. It would also be interesting to 
see whether increasing the number of data points would give the same number of activities 
with increased resolution, or whether new types of behaviour could be detected.
8.7 Principal com ponents analysis of the G tim e profile
Principal components analysis (PCA) is a well established technique used in the analysis 
of multivariate data. PCA performs a optimal linear transformation on the data such 
that the largest amount of variance is along the first axis, the second largest amount 
of variance is along the second axis, and so forth (Wall et a/., 2002). The axes are 
orthonormal and the direction of the axes describes the principal components of the data 
(the direction of the first axis is the first principal component and so on). The main 
application of PCA is to allow the reduction in the number of dimensions of the data by 
eliminating the bottom principal components. This reduction still retains the greatest 
possible amount of variance in the data and thus the core characteristics of the data. 
This simplification can help in the visualisation of the data and detecting structure on 
the data. Additionally, the principal components themselves can provide information 
about the data.
The principal components are determined by finding the eigenvalues and eigenvec­
tors of the covariance matrix. The eigenvectors are the principal components and the 
eigenvalues give the relative amount of variance explained by the associated eigenvector. 
Singular value decomposition (SVD) decomposes a m x n matrix A  into three matrices
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Figure 8.26: The mean Gg(t) profile based on data from a 2355 subset of genes that 
have been filtered based on internal correlation and have been normalised to have a mean 
of zero and a variance of one.
(Press et al, 2002),
A = U SVT,
where S  is an n x n diagonal matrix containing the singular values, U is an m  x n unitary 
matrix and V  is an n x n unitary matrix. SVD is closely related to PCA and can be used 
to calculate the principal components if the data matrix is pre-processed by centering 
the columns. In this situation, the columns of V  give the principal components and the 
singular values squared provide the associated proportion of variance described by each 
principal component. SVD/PCA is routinely applied to gene expression data, mainly to 
remove noise from the data, but it has recently been used to extract more information 
about pathways, detect patterns in gene expression and even reverse engineer networks 
(Wall et al, 2001; Alter et al, 2000; Holter et al, 2000; Yeung et al, 2002; Tomfohr 
et al, 2005; Yeung and Ruzzo, 2001). In these situations it is normal to construct the 
matrix so that the genes are the rows and the columns are the experiments. Depending 
on the aim of the analysis either the experiments or the genes are treated as the variables 
of the PCA.
PCA was applied to the Gg(t) profiles of the subset of 2355 genes. The idea is that 
principal activity profiles will cause a maximum amount of variance as the profile will 
be strong, distinct and present or absent. The data was filtered so that Gg(t) profiles 
that do not have an internal correlation of 0.5 were removed (see section 8.6.2). Each 
of the remaining Gg{t)s were then normalised to have zero mean and a variance of one. 
The matrix was constructed with the columns representing the time points and the rows 
genes. Each column was centered by removing the column mean and SVD was applied 
to the resulting matrix. This removes the mean Gg(t) profile (Figure 8.26).
The amount of variance explained by each principal component drops off rapidly
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Figure 8.27: A plot showing how the percentage of data variance is contained along 
each principal component. This is based on PCA applied to the Gg(t)s of 2355 subset of 
genes that have been filtered based on internal correlation and have been normalised to 
have a mean of zero and a variance of one.
as the rank of the principal component increases (Figure 8.27). The later principal 
components are unlikely to provide useful information and so these are normally ignored 
focussing on the significant components. A heuristic approach is used to determine the 
significant components, first suggested by Everitt and Dunn (2001), which only accepts 
components as significant if a component explains a proportion of the variance of 0.7/ n or 
greater, where n is the total number of components. In this case the first five components 
are significant (Figure 8.28). The replicates do not share the same shape for the sixth 
principal components and above, suggesting that a sensible threshold has been used. 
The principal components are axes and so each component multiplied by a positive or 
negative factor contribute to each Gg(t) profile. Therefore when considering the shape of 
the principal components one must also consider the profile when reflected horizontally. 
For example, the sharp peak at 2 hours of the first principal component also represents 
a sharp trough at two hours.
Generally there seems to be no relationship between the principal components and 
the principal activities found in section 8.6.3 (Figures 8.28 and 8.29). The exception 
is the first principal component (Figure 8.28(a)) which could be assigned to principal 
activity 1, the activity profile associated with AP-1 (Figure 8.29). Interestingly, principal 
activity 1 had the most members in its corresponding clique. PCA and the method for 
finding cliques extract different information from the Gg(t) space, PCA finds directions 
that account for the largest variations in the data whilst the latter finds areas in the 
space where the density of the points are very high. The principal components are 
also different from the principal activity profiles because the principal components are 
linearly independent while the principal activities are not. It is unclear whether the 
principal components in themselves are biologically meaningful and it has been shown in
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Figure 8.28: The principal components found from a subset of the Gg(t) data of rank 
(a) 1, (b) 2, (c) 3, (d) 4 and (e) 5. The three lines represent the three replicates.
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Figure 8.29: The principal activities (a) 1, (b) 2, (c) 3, (d) 4 and (e) 5 found in 
section 8.6.3. These have been adjusted to have a mean of zero and variance one and 
then had the average profile (Figure 8.26) removed. This allows comparison with the 
principal components. The three lines represent the three replicates.
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Table 8.18: The coordinates of the five activity profiles found in section 8.6.3 in the 
space of principal components.
Principal 
activity profile
Principal components
1 2 3 4 5
1 3.11 0.878 0.848 -0.0652 -0.201
2 -0.377 0.569 -2.42 0.997 -0.624
3 3.17 0.148 -1.22 -1.15 1.77
4 -3.83 1.57 1.43 -1.13 0.258
5 -1.32 -1.40 1.13 1.74 0.434
simulated studies that the principal components are not always biologically meaningful 
(Wall et al, 2002). Despite this the first principal component does seem to suggest that 
a sharp peak/trough is a distinctive feature of the response which agrees with the clique 
activity profiles with 4 out of 5 having a rapid change between 0 and 2 hours. This is 
biologically reasonable as one would expect a strong initial reaction to DNA damage.
The activity profiles have a distinctive profile in the principal component space (Ta­
ble 8.18). In activity profile 1, 3 and 4 the first principal component (strong peak/trough 
at two hours) is dominant occurring in the positive direction for activity profile 1 and
3 and in the negative direction for the activity profile 4. Activity profile 2, the profile 
associated with p53, is dominated by the third component, which is a strong peak at
4 hours (in the negative direction). Activity profile 5, which has two peaks, requires 
a combination of the first four principal components in roughly equal portions showing 
that the activity profiles cannot be assigned one to one with a principal component. The 
activity profiles are the average of a number of genes belonging to the associated clique. 
Figure 8.30 shows how the cliques arrange themselves in the principal component space. 
Clique 3 is generally in the same area as clique 1 which may suggest that clique 3 is really 
part of clique 1. When principal component 1 and principal component 3 are used as axes 
clique 3 is slightly separated from clique 1 (Figure 8.30(b)). Interestingly IER3, which is 
known to be co-regulated by p53 (associated with clique 2) and NFz-cB (associated with 
clique 1) (Huang et al, 2002; Im et al., 2002), has co-ordinates (3.1,-1.6), which are very 
close to clique 3. This suggests that clique 3 may represent co-regulation by the activities 
behind clique 1 and 3 as was suspected from its activity profile (see section 8.6.3). The 
first principal component successful separates the cliques into three groups, but clique 2 
and 5 hold similar values. The introduction of the second or third principal component 
separates these two. The first and third principal components separate the cliques to the 
greatest extent which suggests that the activity profiles can be described in terms of the 
peak/trough at two hours and the trough/peak at four hours.
The method of finding cliques and principal activity profiles is distinct from PCA, 
the former finds areas in the parameter space where the density of the points are very 
high whereas PCA finds directions that account for a large variation in the data. The 
activity profiles directly provide biological information whereas there is no guarantee that
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the principal components do, even though the principal components can provide useful 
insights into the biological problem. PCA is good at determining the most significant 
factors that separate the data, visualising the data and reducing the dimensions of the 
space. There may also be benefits to applying PCA before or after the clique finding 
method.
8.8 Conclusion
Gg(t) is a time profile that is associated through a linear transformation with the tran­
scriptional activity profile that is driving the mRNA level of gene g. Gg(t) is based on a 
simple model of gene transcription and can be calculated using an estimation of the rate 
of change of mRNA level and the mRNA degradation rate constant. A reasonable esti­
mate of the degradation rates were found through a time series microarray experiment 
that stopped transcription through the addition of actinomycinD. The Gg(t) connects 
the mRNA data with protein level effects allowing the dynamic transcription activities 
that drive the mRNA levels to be'inferred.
An initial application of Gg(t) was to use it to find p53 targets. This was done by 
producing a p53 representative profile by averaging the Gg(t)s of five known p53 targets. 
Then a ranked list of genes was constructed based on how well the genes correlated 
with the representative profile. This representative profile accurately followed the known 
active p53 profile. The higher the rank of a gene the more likely that it was a p53 target. 
This worked extremely well with 82% of the top 50 being verified as p53 targets, but the 
predictions decreased in accuracy as the rank increased. This method produced known 
as well as verified unknown p53 targets (for example PRKAB1, ASCC3L1 and P45). 
It was confirmed that this method is better than traditional clustering but only a small 
improvement was made compared with the correlation approach applied to mRNA levels.
K-means clustering was performed on the Gg(t) data but it was found to be unsat­
isfactory because it was unclear what the optimal number of clusters were. Therefore, 
a method was devised that picked out tight clusters (merged cliques) of genes that were 
highly correlated with each other. These tight clusters can be used as training sets for 
other methods. This approach was applied to the Gg(t) data and five merged cliques 
were found. The number of cliques found were robust to parameter change. Two of 
the training sets were identified to be possibly driven by p53 and the AP-1 complex. 
Not only does this method produce training sets, but it provides additional information 
about the biological response that would not otherwise be attainable. Most significantly 
it provides the number and the activity profiles of the principal mechanisms that are 
at work in the DNA damage response. It is remarkable that such a simple model that 
links the mRNA and protein levels could provide such a wealth of information. Principal 
component analysis was applied to the Gg{t) data and there seems to be no relationship 
between the principal components and the principal activities. Despite this, principal
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component analysis can be useful in examining the principal activities. In this case it 
provided evidence that one clique was co-regulated by p53 and NFkB.
In the future further research and experiments would need to be performed to identify 
more accurately what is behind the activities that are predicted to drive the DNA dam­
age response. It would also be interesting to apply this method to DNA damage response 
data from cells that have received a smaller dose of radiation to see what activity profiles 
remain and which disappear, it is predicted that the AP-1 activity profile should not be 
observed. The use of Gg{t) should be applicable to any biological system that produces 
a strong response in the cell and it would be interesting to use this technique on another 
system. A potential way to get further information from the Gg(t) data would be de­
compose each gene’s profile using the found training sets as composite components; this 
should allow the detection of co-regulated genes and allow the assignment of a probability 
on the membership of a gene to a particular transcription activity profile. It would also 
be interesting to see whether a model of negative regulation could be applied to detect 
negative regulation transcription profile activities. A simple model of negative regulation 
for gene g would be the following:
dxa(t) Ba6a ^  ,
a t =  m  -  (8-6)
where f( t)  is the regulator’s concentration, Bg is the basal transcription rate, Dg is the 
degradation rate constant of gene g and 6g controls how rapidly the transcription rate of 
production is suppressed. In this context, the calculated G profile will equal,
C (t) —GS) ~ e~nWY
therefore the inverse of the G time profile is,
G"(t)=i +w J ( t) •
Gg l {t) is therefore a linear transformation of the negative regulator’s activity profile. It 
would be interesting to see whether the same tools could be used. There would be a 
problem about how to remove positive regulated genes, but it would be interesting to see 
if detectable activities emerged above the noise.
Chapter 9
Conclusion
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p53 is the central protein in the DNA damage response and is part of a complex and 
extensive gene regulatory network. The p53 system has typically been studied qualita­
tively as a linear pathway, however this approach is insufficient to gain a full functional 
understanding of the dynamic nature of the network. The p53 network can be divided 
into two parts: the system that regulates the level of active p53 and the effect that p53 
has on the rest of the cell. Previous to this work there had only been one mathematical 
model of the regulatory control of p53 and this was concerned with replicating the damped 
oscillations between p53 and MDM2 observed at the population level after DNA damage 
(Bar-Or et al., 2000). Since then another model based on delay differential equations has 
successfully managed to produce damped oscillations (Monk, 2003a). The main focus 
though has been on the pulse dynamics observed at the single cell level (Lahav et al., 
2004), with two different models published very recently successfully replicated pulses 
in the p53 network (Ciliberto et al, 2005; Ma et al., 2005). There is still some doubt 
whether pulse dynamics occur as there is contrary experimental evidence (Joers et al, 
2004). Once activated, p53 affects numerous subsystems and so global measurements are 
required. Microarray experiments are ideally suited to this. There has been no known 
use of mathematical models to extract p53 targets from microarray data apart from a 
recent paper produced by this group (Barenco et al, 2005).
In this thesis various mathematical techniques have been applied and developed to 
examine the p53 gene regulatory network. The experimental system used examines the 
DNA damage response in the p53 wild type human lymphoid cell line MOLT 4. Cells were 
exposed to ionising radiation and time series measurements were gathered for mRNA and 
various proteins.
Ordinary differential equation models of p53 regulation at the protein level were 
proposed based on previous biological knowledge. These included “toy” models which 
suggested that the core of the network could produce oscillations at intermediary levels 
of DNA damage and that MOLT4 cells are more sensitive to DNA damage than MCF- 
7 cells. Parameter estimation is an essential technique in mathematical modelling. It 
quickly became apparent that established parameter estimation methods such as simu­
lated annealing were not reliably converging to reasonable solutions with these models. 
This motivated the introduction of a new approach to parameter estimation based on 
linear algebra, collocation and B-splines. The spline acts as an intermediary between the 
model solution and the data, and is constructed so that it satisfies both to the greatest 
extent possible. The main constraint on this method is that it can only be applied to 
models that are linear in their parameters. This method always converged to a reasonable 
solution and produced very accurate results if there was a reasonable amount of data and 
the error in the data was small. Refinements were introduced to the method that force 
the spline to more closely represent the model, this radically improved the results when 
the error was higher. This parameter estimation method is fast, simple, and does not 
require the estimation of the initial conditions; it works well with the models proposed
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in this thesis. If the data set is small it is very difficult to get reasonable parameters 
from any parameter estimation method. The same is true of the method proposed here, 
but various adaptations were made that improved the method’s performance and made 
it usable. This method was applied to protein data gathered for this project. The re­
sults suggested that the ubiquitination of active p53 is an important mechanism in the 
system whereas MDM2 self-ubiquitination and p53 inactivation are not. Unfortunately 
it is impossible to give strength to these assertions due to the limited data set available.
Ordinary differential equation models were proposed that implemented mechanisms 
that controlled the localisation of p53; the activation of p53 which prevents export from 
the nucleus and the ubiquitination of p53 which allows the export of p53 from the nu­
cleus. When a cell is damaged the ubiquitination is inhibited and the rate of activation 
is increased, thus confining p53 to the nucleus where it can be functionally active. Sim­
ulation of the models successfully reproduced the localisation of p53 with and without 
DNA damage observed in experiments. It was also shown that a faster and stronger 
response was achieved with no loss in recovery time by having the ubiquitination export 
mechanism. This is a possible reason why the two state p53 ubiquitination mechanism 
has developed. Finally, it was found that all the mechanisms that had their rate changed 
by the DNA damage signal (activation of p53, ubiquitination of p53 and inhibition of 
MDM2) contributed significantly to the performance of the response.
With a view to gain information about the protein level response to DNA damage 
using microarray mRNA data, especially downstream of p53, a quantity, Gg(t), was 
proposed. This time profile correlates with the activity that drives the mRNA level of 
gene g. Using a relevant time profile of mRNA levels, and an estimate for both the mRNA 
degradation rate and the rate of change of mRNA level, Gg(t) can be calculated using a 
basic model of gene transcription. As Gg{t) is related to the transcription activities it has 
many possible applications. An initial application was to use it to find p53 targets using 
mRNA time profiles collected after DNA damage. By averaging the Gg(t)s of five known 
p53 targets a representative profile of p53 transcriptional activity was produced. This 
corresponded well with protein data. Using this representative profile a ranked list of 
potential p53 targets was produced by correlating Gg(t) with the representative profile. 
Out of the top 50, a respectable 82% were verified as p53 targets. This method produces 
well known targets such as GADD45a, TP53 target gene 1, TRAF and cyclin Gl, as well 
as verified unknown targets, for example PRKAB1, ASCC3L1 and P45. This method 
produces different targets to both clustering and correlation on mRNA time profiles.
Perhaps more interestingly, a method was devised that used the Gg(t) profiles to pick 
out the principal transcription activities that drove the DNA damage response. This 
was based on picking out tight clusters of genes whose Gg(t)s were highly correlated. At 
the simplest level this method can be used to find groups of targets that share the same 
transcription factor and can be used in other methods as training sets, but these tight 
clusters also provides information about the biological response that would not otherwise
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be attainable, such as the number and the activity profiles of the principal mechanisms 
that are at work in the DNA damage response. This method was applied to the DNA 
damage response time series and five training sets were found with associated principal 
activities. Two of these principal activities were associated with the p53 and possibly 
AP-1 transcription factors. The other three activities were less easily discerned but one 
might be co-regulation by p53 and NFkB, another seems to be closely related to cell 
cycle activity and the third associated with cell signalling.
9.1 The future
To gain a full functional understanding of the dynamic nature of the p53 network com­
prehensive and accurate data is required for both protein and mRNA. For protein in 
particular, the data is currently not sufficient for use with mathematical techniques, 
especially parameter estimation. In the next few years, with the development of new 
technologies such as protein arrays and computational advances, it will be possible to 
quantify the amount of protein accurately, quickly and reliably. Another important ad­
vancement will be the development of reliable and accurate single cell measurements. 
They provide much more information than population level measurements and are es­
pecially important when a cell population take two distinct directions, for example cell 
death or survival. Specifically, more single cell measurements are required on the p53 
system to confirm whether there is a pulse-like response to DNA damage. Without 
data models are meaningless and so to advance the understanding of the DNA damage 
response a dual approach needs to be applied: improving the data and improving the 
models.
The entire p53 gene regulatory network is extremely complex with the possibility 
that many different mechanisms might significantly affect the response to DNA damage. 
Therefore the scope for modelling the system is large and here only basic models have 
been proposed. There are a number of areas that would be particularly interesting and 
important to model. Both p53 and MDM2 have homologs that appear to replicate only 
some of their functionality (Michael and Oren, 2002). These may provide a backup if the 
main proteins are faulty, but there is also speculation that there is a competitive effect 
which dampens down the effect the main protein has. For example, MDMX binds with 
p53 preventing MDM2 ubiquitinating p53, thus allowing it to survive longer (Stad et al, 
2000).
The levels of total p53 are suppressed through the AKT survival pathway (Testa and 
Bellacosa, 2001) and this pathway is triggered by intercellular survival signals (Lawlor and 
Alessi, 2001). It would be interesting to examine through modelling and experimentation 
whether inter-cell signalling affects the performance of the p53 network. It is proposed 
that if all the cells surrounding a single cell are damaged that the single cell is much more 
likely to commit to cell death. Another interesting question is whether p53 transcribes
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genes that suppress survival signals.
p53 has a large number of binding sites for cofactors. These cofactors can have a 
dramatic effect on the activity of p53 and on which genes are targeted by p53 (Bode and 
Dong, 2004). It would be useful to examine how these cofactors are organised and how 
they achieve their effect. In particular what happens to the response of the network when 
there is competitive or co-operative binding effects between different groups of cofactors. 
Could the effects make the response more robust or heighten the p53 response?
Another interesting area to model is the effect that DNA damage has on active 
ATM. It has been assumed throughout this thesis that the amount of DNA damage 
is proportional to the amount of active ATM, but this might not be the case. It is 
possible that the levels of ATM activity are regulated in such a way that it is sustained 
even after the DNA damage has been repaired.
Improvements could be made to the models already proposed. In particular the lo­
calisation model could be made more realistic by, among other things, including MDM2’s 
localisation properties, including more components, and a more complex description of 
both p53 activation and ubiquitination. It would be useful to perform experiments that 
tested some of the predictions made by the localisation model.
The parameter estimation technique introduced in this thesis could be further de­
veloped and analysed. In particular, it would be interesting to examine the effects of 
re-weighing the individual equations used in the algorithm. For example, re-weighing 
each data equation so that the relative error for the data points is consistent. Another 
possibility is that more weight needs to be placed on some parts of the spline, so that this 
part accurately describes the model to a greater degree. More work needs to be applied 
to the key question of how much data is required to produce reasonable estimates, and 
this is bound to depend to a certain extent on the amount of error in the data. It is clear 
from this thesis that much more protein data is required with a much better accuracy to 
produce reasonable parameter estimates.
Even though using Gg(t) to discover the activity profiles has worked well, further 
research could be done on what the principal activity profiles actually are. This would 
require experiments, including possible knock-out experiments, to isolate the activities. 
Another interesting area that could be researched is what the principal activity profiles 
would be at different doses of DNA damage or different kinds of cell stress. In particular, 
at low doses it would be expected that the AP-1 profile would not be present. It would also 
be useful to apply this technique to a different system in the cell and test the generality 
of this approach, in particular the question of how strong a response is required before 
the activities are detectable needs to be tested. One possible system would be a T-cell’s 
response after being activated. In this thesis only a couple of applications of Gg(t) have 
been explored. It is likely that there are others, and of particular interest would be the 
decomposition of Gg(t) in terms of the principal activity profiles. This would potentially 
lead to the discovery of co-regulated genes and make it easier to assign probabilities that
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particular genes are targets of certain transcription factors. Even though only a simple 
model of gene transcription was used in this thesis it is possible that this approach could 
be applied to more complex models such as negative regulation.
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A ppendix A
Experimental techniques
A .l W estern blots
Western blotting or immunoblotting is the standard technique for detecting specific pro­
teins in a mixture (Mathews et a/., 2000). The first step is to extract the protein (Trizol, 
Invitrogen) and then apply SDS polyacrylamide-gel electrophoresis (SDS-PAGE). SDS- 
PAGE separates the proteins according to weight. The protein extract is placed in lanes 
at the top of a highly cross-linked gel of polyacrylamide and a current is applied across 
the gel, which attracts proteins at different speeds depending on their size. Once the 
proteins are separated the protein is transferred to a nitrocellulose membrane to allow 
the rest of the steps to be performed easily (Boyer, 2000). The membrane binds protein 
non-specifically so the membrane is blocked by placing the membrane in among other 
things, non-fat dry milk.
Next the membrane is probed for the protein of interest, which is a two step process. 
Firstly the primary antibody is incubated with the membrane for about half an hour, in 
a solution which contains water, salt, a small amount of buffer to keep the solution near 
neutral pH and some protein which helps non-specific binding. The primary antibody 
binds to the protein of interest. The affinity that the antibody has with the target protein 
seriously affects the quality of the results. After the incubation period the unbound 
antibody is washed away. In the second step the membrane is exposed to a secondary 
antibody that binds to the primary antibody. The secondary antibody is also linked 
to an enzyme tag that allows the visual identification of where the membrane is bound 
and hence where the protein is. There are many detection techniques but here enhanced 
chemiluminescence will be used. This relies on an enzyme that generates light when it 
interacts with the secondary antibody. The membrane is immersed in this enzyme and 
light is captured by exposing the membrane to film. This gives a permanent record of 
the presence or absence of the protein of interest.
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A .2 Q PC R
QPCR is a method to quantify the amount of mRNA present through the Polymerase 
Chain Reaction (PCR) technique. PCR amplifies the starting amount of DNA, doubles 
the amount of DNA present. A PCR cycle consists of three steps, in the first step the 
DNA is heated to separate the DNA strands. In the second step temperature is reduced 
so that primers (short, artificial DNA strands) can anneal to the complementary binding 
sites of the DNA being reproduced. This allows DNA-Polymerase, in the third step, to 
extend the primers and synthesise a new complementary DNA strand. In QPCR, there is 
a fluorescent marker in the primer that fluoresces once the polymerase has been displaced. 
The amount of fluorescence given off gives a measure of how much DNA is produced in 
that cycle. Initially, the amount of fluorescence is too low to be distinguished from noise. 
In each cycle the amount of DNA doubles so the number of cycles it takes to reach some 
fixed amount of fluorescence provides a measure of the amount of DNA originally present. 
In QPCR it is common to take the point where the fluorescence starts to exponentially 
increase i.e when one can tell signal from noise. Therefore a measurement of the initial 
amount of DNA in arbitrary units can be calculated as follows,
where c is the number of cycles. To use this procedure on the mRNA harvested from the 
experiments the mRNA is converted to cDNA (complementary DNA).
A .3 Microarray experim ents
There are numerous ways to measure gene expression including Northern blotting, dif­
ferential display, serial analysis of gene expression and dot-blot analysis (van Hal et a l , 
2000). The problem with all these techniques is that they are unsuitable for parallel 
testing the expression of multiple genes. The last ten years has seen the emergence of 
DNA “chips” or microarrays which enable the measurement of mRNA levels of thousands 
of genes simultaneously. Additional advantages of microarrays are that they are highly 
sensitive and small.
A .3.1 T h e m icroarray
A microarray consists of a reproducible pattern of thousands of different DNA strands 
attached to a solid support (Harrington et al, 2000). The most popular type of microar­
ray are Affymetrix GeneChips™ which are synthesised high density oligonucleotide ar­
rays. These microarrays are produced by synthesising tens of thousands of short oligonu­
cleotides in situ onto glass wafers, one nucleotide at a time, using a modification of 
semiconductor photolithography technology (Macgregor and Squire, 2002). Each gene is
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represented by between 15-20 different oligonucleotides on each chip (Harrington et al.,
2000). These oligonucleotides are specially designed to uniquely represent a gene. When 
the gene expression from all these oligonucleotides is combined an accurate measure of 
the expression is obtained. Unique to Affymetrix chips is that next to each oligonu­
cleotide is a mismatch, an identical copy of the oligonucleotide except that its central 
nucleotide is changed to a different nucleotide. The amount of gene expression associated 
with the mismatch provides a measure of the background crosstalk that can occur for 
that particular oligonucleotide and hence this can be used to more accurately produce 
the exact expression signal for the gene.
Affymetrix produces a number of different microarrays each having a different com­
position of genes represented on the microarray. Here the Human U133A and B Gene- 
Chips™  will be used. In combination these microarrays represent a total of 33,000 
genes, which covers the vast majority of the human genome.
A .3.2 T h e ex p erim en t
The first step in the microarray experiment is to prepare the material that will be hy­
bridised with the microarray. mRNA is extracted from the sample cells or tissues and 
the quality checked using standard techniques such as agarose gel electrophoresis or more 
recently though more accurate micro-capillary based devices such as the Agilent Bioanal­
yser (Macgregor and Squire, 2002). About 25-100 pg of RNA is required (Schulze and 
Downward, 2001) so normally the RNA is amplified. The mRNA is then converted to 
complimentary RNA (cRNA).
The next step is to label the RNA so that the quantity of RNA present can be 
measured. The most common approach is to attach a fluorescent label such as Cyanine 
dyes Cy3, Cy5 and to a lesser extent, fluorescein and rhodamine (van Hal et al., 2000). 
After purification, the sample is hybridised to the microarrays at a suitable temperature. 
When the targets have been given long enough to bind to the microarray probes the 
microarrays are washed under stringent conditions to remove all non-specific binding. 
The microarrays are then read by a laser scanner to convert the fluorescence into a 
computer image. Each oligonucleotide and mismatch is then associated a value based on 
the average intensity in the areas that they are present.
A .3.3 P ro cessin g  and q u a lity  control
To convert the oligonucleotide and mismatch values into a gene expression levels Affy­
metrix use the MAS5.0 algorithm (Affymetrix, 2002a,b). This processes the data to 
remove background intensities, normalises the data and converts the oligonucleotide levels 
into gene expression levels taking into account the cross-hybridisation that can occur.
After the expression levels have been obtained a series of quality control checks are 
made. First the image is visually examined for the presence of image artefacts for example
Appendix A. Experimental techniques 269
high/low intensity spots, scratches, or high regional/overall background. The checker­
board pattern around the microarray is also checked (this is produced by high levels of 
spiked in B2 Oligo). Additionally it is confirmed that the average background values and 
raw noise values are within a suitable range. To check that there is not degraded RNA 
or inefficient transcription of the cDNA the signals for the expression level from each end 
of the GAPDH and actin genes are compared. Another quality control check tests the 
sensitivity and linear range of the microarray by analysing the levels of biotin-labelled 
cRNA transcripts of bioB, bioC, bioD and ere are spiked into the microarray RNA sample 
in staggered quantities (1.5 pM, 5 pM, 25 pM and 100 pM respectively). The levels of 
these should be present and linearly correlated with their concentration.
A .3.4  A n a lysis
Microarray data produces a huge amount of data and as Schulze puts it “the challenge is 
to sieve through the mound of data to find meaningful results” (Schulze and Downward,
2001). This is not an easy task but many techniques have been produced to help. Perhaps 
the simplest and most effective method is to filter the data, which reduces the compli­
cation in mining the data by removing uninformative genes (Harrington et al, 2000). 
The level and type of filtering depends on the type of experiment but it is common to 
filter out those genes with a change in normalised expression level below a particular 
threshold (Sebastiani and Ramoni, 2002) and those genes that have particularly high or 
low levels of expression. The majority of filtering is done in a very ad hoc manner with 
the thresholds set arbitrarily (Sebastiani and Ramoni, 2002).
One way to analyse the data is by trying to determine whether gene expression of 
a particular gene is significantly different in two experimental conditions, for example 
between cancerous and normal tissue. The most common approach is to use a t-test 
but there have been various advances over the years including “Significance Analysis of 
Microarrays” (SAM) (Tusher et al, 2001) and various Bayesian methods (Baldi and Long, 
2001; Efron et al, 2001). By far the most common approach to analysing microarray data 
is to use cluster analysis (Schulze and Downward, 2001; Sherlock, 2000; Quackenbush, 
2001; Sebastiani and Ramoni, 2002). Cluster analysis groups the data so that members 
of the same group are similar but between groups they are distinct. For gene expression 
data it is grouped in two ways:
1. By condition. In the case where there are multiple microarray experiments in 
different conditions, the experiments can be grouped according to the similarity 
of gene expression between experiments. An example is in cancer genomics where 
different cancer types can be grouped. This enables one to design suitable specific 
treatments for each group of Gancer types based on their gene expression profiles.
2. By gene. In this situation the genes are grouped according to their individual 
expression profile across the experiments. The assumption behind this approach is
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that genes with closely related expression patterns may be controlled by the same 
regulatory mechanisms (Schulze and Downward, 2001). If the genes show similar 
expression patterns over multiple different conditions one can conclude that they 
are functionally related, this is called ‘guilt by association’ (Schulze and Downward, 
2001).
To be able to group data together one must be able to quantify the similarity between 
two sets of data and this is done by a distance measurement or metric. The most common 
ones are the Euclidean distance and Pearson correlation (Quackenbush, 2001). There are 
two types of cluster algorithm, those that require no outside input and group the data 
according to patterns in the data (unsupervised cluster analysis) and those that train 
the algorithm on a small subset of the data (training set) that is grouped by external 
information and then the rest of the data is sorted (supervised cluster analysis). Examples 
of unsupervised clustering are hierarchical clustering (Eisen et a/., 1998), k-means and 
self-organising maps (Kohonen, 1997). Examples of supervised clustering are naive Bayes 
classifiers, support vector machines and neural networks.
A .3.5 K -m ean s c lu sterin g
This method partitions the data into independent clusters using an iterative approach 
requiring hundreds of cycles before convergence. Like most other iterative approaches 
there is a danger that the clusters will not settle into the optimal configuration i.e. the 
solution gets trapped within a local minimum, so it is advisable to repeat the algorithm 
a number of times to ensure the global minimum is reached.
The process starts by the analyst choosing how many clusters the data should be 
divided into, k. k random vectors are created as ‘cluster centroids’, c^ . Each object is 
then assigned to its nearest cluster centroid. The cluster centroids are then recalculated 
using the mean or median of all the objects that belong to the cluster. The objects are 
then reassigned to their nearest centroid. The centroids and groupings are repeatedly 
calculated until some threshold in the change between iterations is met. To summarise, 
the whole technique is set on minimising the function,
k  n
J  = y   ^'y  ^Uijd(xj, Cj),
2 = 1  j  =  1
where Uij is a matrix that takes values of 1 or 0 depending on whether object j  is a 
member of cluster i. Other criteria functions J  can be used, such as minimising the 
within-cluster variability whilst maximising the between-cluster variability (Sebastiani 
and Ramoni, 2002). In this method, the within-cluster variability is measured by the 
average distance between the cluster components and the cluster centroid, and between- 
cluster variability is measured by the average distance between the cluster components 
and all the centroids apart from their own cluster centroid.
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B .l  Least squares and maximum likelihood
In a statistical framework the notion of whether the parameters produce a good or bad 
fit is described as the probability that the data occurs given the parameters (and of 
course the model) (Press et al., 2002). This is termed the likelihood. To get the best fit, 
the parameters are picked to maximise the likelihood; a maximum likelihood estimation. 
It is assumed that each data point, Di, has a measurement error that is independently 
random and distributed as a Gaussian distribution and that the variance of the Gaussian 
is constant for all data points. The mean of the Gaussian distribution is assumed to be 
the point given by the parameter set 6 and the variance is given by a2. Therefore the 
probability for one data point, D*, given the model point, x{0)i, is
likelihood* =  — \ =  exp ( — -
ay/2^ I 2
D{ -  x(9)i
a
The joint probability density of all the data points is therefore
D{ -  x(0)ilikelihood = TT — \ =  exp ( — -
V 2
and the log likelihood, l(D,6)
l(D , 0) = - n  In a -  |  ln(2?r) -  ^ W*]
i—1
Maximising the likelihood is equivalent to minimising the negative of the logarithm. 
As l(D,0) (x — ]C*Li [Pi ~ x (@)i]2 if can be concluded that maximising the likelihood 
(the maximum likelihood estimator) is equivalent to minimising the sum of the square 
differences (the least squares estimator).
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B.2 Nelder-Mead downhill simplex optimisation m ethod
A simplex is a geometric object that has one more vertex than there are dimensions, 
for example in a two dimensional space a simplex would be a triangle and in three 
dimensional space it would be a tetrahedron. This method takes an initial simplex and 
evaluates the function to be minimised at each vertex (Nelder and Mead, 1965). The 
highest value vertex is then moved according to various possible transformations (see 
Figure B.l) so that an optimal improvement is made in the vertex’s function value. 
This process is repeated with the simplex tumbling downhill until it shrinks down at 
a minimum. This minimum will not necessarily be the global minimum. This method 
transforms the simplex to adapt it optimally to the local landscape so that the best steps 
can be made towards a minimum, for example in a long narrow valley the simplex will 
become long and thin and make long steps along the valley floor. Due to this behaviour 
the simplex has been described as amoeba-like, oozing down the valley to the minimum 
(Press et al, 2002).
highest 
value point
simplex reflect shrink towards 
minimum value point
reflect and grow reflect and shrink shrink
Figure B .l: This figure shows the various transformations that are performed in the 
downhill simplex method if the space was two dimensional. The top left diagram shows 
the simplex at the start of an iteration and the rest of the diagrams shows the possible 
state of the simplex after the iteration. Adapted from ’’The Nature of Mathematical 
Modelling”, Gershenfeld (1999).
Consider an n dimensional space with a simplex whose points are P o ,  P i , . . .  P n - The 
function to be minimised is / ( P) and yi is defined as the functional value at P* i.e. 
yi = / ( P i ) .  The suffix I describes the point with the lowest function value, the suffix h 
indicates the point with the highest functional value and nh the point with the second 
highest function value. P  is the centroid of the all the simplex points apart from the point 
with the highest function value. All of the possible transformations used are described 
as follows:
Transform(Pj, p) = p P * + (1 -  p )P
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where P* is the point to be transformed. Depending on the transformation, p can only 
take certain values.
Initially, a candidate point, P*, is proposed which is the reflection of P ^ (p = a where 
— 1 < a  < 0). If 2/t is less than yi a reflection and expansion is attempted on P^ giving 
P «  (m — 7 where 7 < — 1). If ytt < yi then point P/j is replaced by P o t h e r w i s e  it is 
replaced by Pt. If yt is greater than yi but less than ynh then P^ is replaced by P t and 
the iteration is exited. Otherwise, If yt is less than yh then P/j is replaced by P t and the 
iteration is carried on.
If yt is greater than yi and greater than ynh then a contraction is performed on P h 
(p = (3 where 0 < (3 < 1) to give point P ttt- If Vttt is less than yh then P^ is replaced with 
P ttt, otherwise all the transformations have failed to produce a lowered function value 
for P/j. In this situation the entire simplex is shrunk by half around the lowest point i.e.
This procedure is repeated until the simplex meets some stopping criterion. Different
but Nelder and Mead (1965) suggest that the best general approach is to take the values 
a = —1, (3 =  0.5 and 7 =  —2. These are also the values used by Press et al. (2002) and 
Gershenfeld (1999), and will be used here.
B .2 .1  T estin g  th e  dow nhill s im p lex  a lgorith m
It is important to ensure that the implementation of the Nelder-Mead algorithm is work­
ing correctly by running it on various test problems. The following minimisation problems 
were tested (these are the same as used by Nelder and Mead (1965)):
1. Rosenbrock’s parabolic valley (Rosenbrock. 1960)
with starting position (-1.2,1) and minimum (1,1).
2. Powell’s quartic function (Powell, 1962)
y = {x 1 +  10x2)2 +  5(x3 -  X 4 ) 2 -I- (x2 -  2x3)4 + 10(xi -  x4)4
with starting position (3,-1,0,1) and minimum (0,0,0,0).
3. Fletcher and Powell’s helical valley (Fletcher and Powell, 1963)
P i  =  ( P i  +  P , ) / 2 .
values of a , (3 and 7 are optimal depending on the function that needs to be minimised
y = 100(x2 -  x2)2 +  (1 -  x i)2
2
with starting position (-1,0,0) and minimum (-1,0,0).
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The initial simplex is constructed from an initial point by taking a fixed length from the 
point along each dimension of the parameter space. The length scale A was set to 3 and 
the accuracy to 10~5. The downhill simplex method worked as expected (Table B.l). 
The number of steps it took to converge are different to those found in Nelder and Mead 
(1965) but are of the same order, this is due to a slightly different implementation.
Table B .l :  Testing the downhill simplex routine on three test functions. The initial 
simplex was constructed by taking a fixed length, A, along each dimension away from the 
starting point. A =3 and the accuracy was set at 10-5 .
Test Number 1 2 3
Number of steps 82 251 142
Minimum value 2.3 x 10~16 2.1 x H T16 0
Minimum point 
( x i . . . x N)
(0.999999987,0.999999972) (-8 .3  x 10- 5, 8.3 x 10"6, 
-4 .7  x 10~5, -4.7 x HT5)
(-1,0,0)
B .3 D irection set (Pow ell’s) m ethod
A simple approach to multi-dimensional optimisation problems is to perform a series of 
line minimisations along a set of directions. For a parameter space with N  dimensions 
the number of directions required in the direction set is N.  Starting at an initial point 
Po, a line minimisation is performed along the first direction in the direction set. The 
system is then moved to P i, the minimum point given by the line minimisation. This 
is repeated along each direction in the direction set. A line minimisation along the first 
direction is then started again from point P jv and this process continues until a local 
minimum is found. The major implementation issue is choosing the direction set. A 
simple approach would be to choose the axes of the parameter space, but this approach 
can be very inefficient (Press et ai, 2002; Gershenfeld, 1999). Consider a two dimensional 
minimisation problem where there is a long thin valley that slopes to the minimum but 
is at an angle to the axes. The only way to get down this valley is to walk in a zig-zag 
pattern down the valley (Press et al., 2002).
A more intelligent approach is used in Powell’s method. This method updates the 
set of directions after each cycle through the set. To begin with the set of directions 
u i are set to the axis directions. Then the direction set is cycled through as described 
above giving the point, P^v- The direction in which the point has moved over the cycle 
is added to the direction set i.e. A P  =  P / v  — P o ,  and the direction that caused the 
largest drop in the function value is discarded. This may seem counter-intuitive but the 
largest drop direction is likely to be the major component of the new direction and so 
removing this direction keeps the directions as independent of each other as possible. A 
line minimisation is then performed along the direction A P  giving a point P / v + i .  The 
direction set is rearranged so that ujv =  A P .  P o  is set to P jv+ i and the process is
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repeated until a minimum is achieved. The direction set is not altered in the following 
situations (Press et al., 2002):
1. An extrapolation along A P does not give an improved function value i.e. the down­
ward slope in that direction has ended.
2. The decrease along A P was not primarily due to any particular direction’s decrease.
3. There is a substantial second derivative along A P and it seems that the current 
point is near the minimum.
If this is the case then Po is set to P^v and the process is restarted. Any line minimisation 
method could be used but here the Brent line minimisation method will be implemented 
(Press et al., 2002).
B .4 Sim ulated annealing
A liquid has molecules that move freely with respect to each over. When the liquid is 
slowly cooled, this thermal mobility is slowly decreased and the atoms rearrange them­
selves to form a highly ordered structure called a crystal. This process is called annealing. 
This crystal is the minimum energy state possible for the system. If the system is rapidly 
cooled the system gets trapped in an amorphous state which has a higher energy state 
than the crystal. Thus in effect when a liquid is slowly cooled nature is solving a complex 
global minimisation problem whereas rapid cooling can be associated with a minimisa­
tion method that only finds a local minimum. The reason that the rapid cooling does 
not reach the global minimum energy state is that there is an energy barrier between 
the amorphous state and the crystal state. Slow cooling though, gives ample time for 
the thermal mobility to be used to explore many local rearrangements picking up on the 
configuration with the lowest energy state (Press et al., 2002; Gershenfeld, 1999). The 
essence of this natural process can be used for an effective global minimisation method.
The first mathematical use of annealing was introduced by Metropolis et al. (1953) 
who used it to add thermodynamical fluctuations to statistical mechanical systems. They 
used the Boltzmann factor which states that the probability of seeing a state with energy 
E. P(E)  is proportional to the following:
_  E
p(E) oc e kr
where T  is the temperature and k is Boltzmann’s constant. Therefore, if there are two 
states, one with energy Ei  and the other with energy E 2, then the probability of changing 
from state 1 to state 2 is given by
p = e - AE/kT
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where A T  = E 2 — E\.  When E2 < E\  then p > 1 which is not possible so p is set to 1 
(Press et al., 2002). If the energy of a proposed state is less than the current state then 
the system will always move to that state but if the proposed state has a greater energy 
associated with it, it will only move with probability p. If the temperature is high then p 
will be high no matter what the energy difference, so virtually all states will be accepted. 
If. on the other hand, the temperature is small or zero the system will only move to those 
states with lower energy configurations. This replicates the desired effect of annealing.
Scott Kirkpatrick realised that the above formalisation could be used for other hard 
minimisation problems (Kirkpatrick et a/., 1983; Kirkpatrick, 1984) by replacing the en­
ergy of a state with some sort of cost measurement of a state. For example this cost 
measure could be the likelihood or the distance travelled (for example in the travelling 
salesman problem (Press et al.. 2002)). In this approach a state is proposed and the 
cost measure associated with this proposed state is measured. If the proposed state has 
a smaller cost measure than the current state then the system moves to the proposed 
state. If not. the proposed state is moved to with a probability p = e~AE/kT, where AE  
is the difference in cost measures and k is an arbitrary constant. This probabilistic deci­
sion is easily implemented computationally by taking a random number from a uniform 
distribution between zero and one. If the number is less than p the move is accepted, if 
it is greater than p it is rejected. The system is started with a high temperature so that 
virtually all proposed states are accepted whatever the cost measure. As the temperature 
is decreased the cost measure becomes more and more significant until the temperature 
reaches zero and the state moves to the nearest minimum. This method simulates the 
thermodynamic process of annealing and is called simulated annealing.
B.5 A daptive step  R unge-K utta integrator
This integrator has the benefit of being able to adapt the step size so that when the 
solution is complex smaller step sizes are used, but when the solution is smooth larger 
step sizes are used. This means that the integrator will be as fast as possible whilst still 
retaining accuracy. To estimate the change required in the step size some measure of the 
truncation error. Ai, is required. This is calculated using the embedded Runge-Kutta 
formulae which were originally discovered by Fehlberg (1968). Fehlberg found both a 
fifth-order Runge-Kutta method and a fourth-order method that both required the same 
six function calls. The six function calls are as follows,
ki — dtf{tn, x n),
k2 = Stf(tn -\-a2St,xn -\-b2\k\),
— Stf ( tn +  aQSt,xn -F bftiki +  • • • + b^k^).
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This gives a fifth-order Runge-Kutta formula,
— Xi +  C \k \  +  C2^ 2 T c3^3 T C4&4 +  C5/C5 4- c^k^  +  O(St^)
and a fourth-order embedded Runge-Kutta formula,
•£*4-1 =  X t  +  c\ki +  C 2^2 T C3/03 + C4/C4 -f- C g ./t6  + 0(S t5).
Effective constant values have been determined by Cash and Karp (1990) and will be 
used here. The truncation error is then determined as follows,
Normally x  is actually a vector of values and so Ai is also a vector of values. The 
scalar A i used in this situation is the component that has the largest value, the worst 
offender. The current timestep, St\. is then altered according to the truncation error and 
the desired accuracy, Aq,
the new timestep, 6to. When Sto > < i^ the next step is processed with the new timestep. 
The desired accuracy can be defined in a number of ways but here it will be defined as,
where e is some measure of the desired accuracy. The above is basically the fractional 
error except when x  is very near zero.
There are a few adjustments that had to be made to make an effective implementation 
of the adaptive step size Runge-Kutta algorithm. Bounds have been placed on the step 
sizes, a minimum of 10“5 and a maximum of 5. Also a careful approach was implemented 
that dealt with the situation where the x  values go out of bounds, in particular if the 
variables are moving to infinity the step is set to 10 and the variable is set to the upper
Tests were performed comparing output from both the adaptive step routine and a 
more traditional Runge-Kutta routine to ensure that the adaptive step algorithm was 
working as expected.
Ai =  x t+i -  x*t+1.
The power of 0.2 is due to Ai scaling as St5. If Sto < Sti then the step is retried with
bound.
A pp en d ix  C
Additional proofs, and results
C .l P ro o f th at QR can be used to  get the least squares 
result
For an over-defined set of linear equations it is impossible to solve exactly,
A • x rs b,
but we can find the “best” solution. The residual of this set of equations is defined as,
r  =  A • x — b.
Here the least squares solution will be found i.e. the residual sum of squares (rss) (Dalziel, 
1998).
Tr s s  =  r  • r,
=  [xT • A t  -  bT] [A • x -  b],
=  x r  • A t • A • x — xT • A t ■ b  — b T • A • x + bT • b,
'T'T 'T1 T ’ nn rr>
= x T • A t ■ A ■ x -  2xt  • A r  • b  +  bT • b.
To minimise r s s  the derivative is taken with respect to x  and set to zero,
^  = 2Ar - A - x - 2 A T - b =  0.
QR decomposition is now introduced for A =  QR. using the fact that Q is orthogonal,
2At Q Qr  A x  -  2A t Q Q t b =  0,
2At Q[ Q t  - A • x  -  Q r  • b] =  0.
278
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Substituting for R,
2At Q[R x -  Qt b] =  0,
For non-trivial solutions, the least squares is equivalent to solving,
R • x =  Qt • b,
as required.
C.2 Q uantifying error in the, param eters when using QR  
decom position
It is known that,
for any parameter 7 (Press et al., 2002). When using QR decomposition to solve this 
problem, the following equation needs to be solved,
Differentiating with respect to bt gives,
Therefore substituting this into equation C.l and displaying the sums explicitly gives,
O
C.3 Ensuring that the divergence is a real effect in Algo­
rithm  3
( C . l )
R  x =  Qr  b,
which can be rearranged as follows.
x = R ' 1 • Q t • b.
Writing this in element notation,
xi = RjkQlibi-
To ensure that the effectiveness of Algorithm 2 and the divergent behaviour of Algo­
rithm 3 were not model specific a new test model and data set were constructed. A
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Figure C .l:  A plot showing how the residuals evolve for the pendulum system when 
there is a total of 500 collocation points. 103 data points and 22 B-splines were used.
simple damped harmonic oscillator model was set up as follows,
dx
d t  =  712/’ 
dy— =  - 72x  -  7 3 y,
with trial parameters 7 i = 1, 7 2  = 1 and 7 3  = 0.1. A data set with 103 time points was 
constructed between 0 and 21 time units and initial conditions x = 10, y =  0. It was 
found that model solution could be represented by 22 B-splines. With no error added to 
the data Algorithm 2 works well giving parameters of 7 1  = 0.99994, 7 2  = 1.00003 and 
7 3  =  0.10003. Algorithm 2 also worked well when error was added producing reasonable 
values up to 100% error in the data, one example of the parameter estimates at 100% 
error are 7 1  = 0.90614, 7 2  = 0.97947 and 7 3  = 0.05595. When Algorithm 3 is applied 
to this model a similar type of behaviour is observed: when nc = 103 the algorithm 
converges quickly in 17 iterations, but at nc = 500 the residual diverges (Figure C.l). 
Therefore, the divergence effect is not model specific.
To examine further the possible cause of the divergence a few simple modifications 
to the algorithm were tested:
1. Solve the linear algebra problem in two steps.
Instead of solving for all the parameters, both the model parameters and spline
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coefficients, at once, this adaptation solves for one set of parameters and then 
the other. In the first step, the spline coefficients are fixed and the model-spline 
equations are solved (the spline-data is not used as it does not contain the model 
parameters as variables). In the second step, the model parameters are fixed and all 
of the equations are solved. Apart from dividing the solution of the linear equations 
into two steps the algorithm remains the same. It was hoped that by dividing the 
solution into two steps that this would stabilise the update of the spline estimate. 
Unfortunately, the divergent behaviour occurred in much the same way as before.
2. Setting the number of B-splines equal to the number of collocation points
Traditionally, when splines are used to solve differential equation boundary prob­
lems. the number of B-splines that make up each spline is set equal to the number 
of collocation points, each collocation point is set at a node of the spline (Golub 
and Ortega. 1992). This was implemented within the algorithm. The limit that 
the number of B-splines had to be less than or equal to two plus the number of 
data points was overcome (see section 7.7). Making this modification could poten­
tially help the convergence of the spline because at the B-spline nodes there is the 
greatest control over the position and gradient of the spline. By letting the spline- 
model equations be evaluated at this point it was hoped that the spline would be 
stabilised. The computer time for the algorithm is greatly increased because of the 
number of B-splines. Unfortunately this did not alter the behaviour of the system 
and the divergence persisted.
3. Using the spline produced by the unmodified method as the initial spline for the 
modified method.
It was important to check that the divergence was not caused by the way that the 
initial spline was set up. To test this, the algorithm was changed so that the original 
algorithm was run first (using an estimate vector) and the solution spline produced 
would be used as the initial spline for the modified algorithm. It is known that 
the solution spline converges in this situation, so it is a good choice as the starting 
position. This change made little difference to the behaviour and the spline still 
diverged when there was a high number of collocation points. This suggests that 
the problem does not emerge from the way the initial spline is set up.
C.4 A m ethod to  detect whether A lgorithm  3 is divergent
To test whether the spline has converged to a final state within some tolerance, the 
difference between the new and old spline coefficients is used,
ns — 1 nv — 1
Spline Difference =  ^  (bijq — &ij(9_ i))2 , (C.2)
j =0 i=0
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where bijq is the ith component of bjq, which is the spline coefficients vector for the ^th 
iteration. If this Spline Difference is less than 10-8 at any iteration then the spline is 
assumed to have converged to a steady state. This spline difference can also be used to 
test whether the algorithm is diverging; at regular intervals of 20 iterations the average 
of the last 5 spline differences Eire calculated, if this average is greater than the previously 
calculated average then the algorithm is defined as having diverged and the algorithm 
can stop. Even though the choice of interval and the number included in the average are 
arbitrarily chosen, in practice it was found to work well.
C.5 P roo f o f perfect correlation if two genes share the same 
transcription factor
Suppose that there are two genes that share the same transcription factor, there Gg(t) 
values will be,
Gi{t) = Bi  + S if ( t) ,  
G2(t) = B 2 + S2f ( t ).
The correlation between G\ and G2 is defined as follows,
C ov(G\,G2)(G\.G2) =
y/Var(Gl )Var(G2) '
where Cov{G\*G2) is the covariance between G\ and G2 and Var{G\)  is the variance 
of G\.  It is assumed that the shared transcription factor f ( t ) has a mean of /i and a 
variance of <j2. The variance can be defined as follows,
Var(x) = E ( x 2) — E(x)2, 
where E(x)  is the expected value of x. From this it follows that,
E ( f ( t ) 2) =  a 2 +  //2.
and that.
V a r ( G i )  =  E {G \)  -  (^G O )2,
=* V a r ( G 0  = E ( (B !  + S j / W ) 2 ) -  ( E ( B t + S J H ) ) 2,
=> V a r ( G \ )  = E (B \  +  2 S J ( t )  +  -  (B\ +
Var(Gi)  = B l  + 2Si f i  + S?<r2 + Sf/j2 -  B \  -  2Si/ i  -  S f f i 2. 
=>■ Var(Gi) = S f a 2.
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Similarly. Var(G 2) = S fa 2- The covariance is defined as follows,
Cov(Gu G2) = E(G\G2) -  E (G l )E(G2)
=> Cov(Gi,Gn)  =  E ( B i B2 +  B 2S i f ( t )  +  Br S2f ( t )  +  S i S 2f ( t ) 2) -  E(G\)E(G2)
=> Cov(G\,  G2) =  B i B2 -t- B2S\ft + B \S 2ft +  S \S 2{&2 +  ft2) — (B\ 4-  S\ft)(B2 +  S2ft)
=> Cmi(Gi,G2) = S iS 2a2.
Therefore, bringing this all together,
lr r  \ -  SlS2a2<G”G2> ” Tfpsp
=>(Gt,G2) = 1.
If two genes share the same transcription factor and the model is obeyed the correlation 
between the two Gg(t)s will be perfect.
C.6 E stim ated  degradation rates from non-irradiated data
The experimental procedure in section 8.2.2 was used to gather degradation microarray 
time series data but this time the cells were not irradiated. Cells were harvested and 
measured at 0 , 0.25, 0.5, 1, 1.5, 2. 2.5, 3. 4, 5, 6 and 8 hours. QPCR measurements were 
also made on the non-irradiated cells for a number of genes (Table C .l).
T able  C .l :  The degradation rate constants found from the QPCR data when the cells 
were not irradiated.
Gene Degradation rate constant
CD71 0.232
HPRT1 0.256
PGK1 0.224
T able C .2: The
data.
total scaling factors used on the non-irradiated microarray degradation
Tim e 0 0.25 0.5 1 1.5 2 2.5 3 4 5 6 8
Q 1 0.945 0.863 0.909 0.839 0.754 0.615 0.630 0.455 0.356 0.335 0.247
The data was re-normalised and as with the irradiated data the total scaling factor 
decreases as the time increases (Table C.2). Interestingly, it appears that less adjustment 
has to be made in the non-irradiated case, which could indicate that on average there is 
a slower rate of decline of mRNA. This would make sense if the initial amount of total 
mRNA is lower in the non-irradiated microarray degradation data and this is expected.
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Table C.3: A table to show the degradation rates estimated from the microarray data 
before and after the adjustment taking into account QPCR data. This is for non- 
irradiated data.
Affymetrix Gene Degradation rates
label name QPCR Microarray before Microarray after
207332_s_at CD71 0.232 0.175 0.281
202854_at HPRT1 0.256 0.182 0.280
200737-at PGK1 0.224 0.0970 0.207
200738_s_at PGK1 0.224 0.106 0.215
217356_s_at PGK1 0.224 0.0955 0.206
221616_s_at PGK1 0.224 0.131 0.245
T able  C .4: A table to show the number of genes (out of 22277) that have data that 
have "bad“ fits to the model of degradation.
Number of genes with p
< I0~b 1
oT—\V < 0.001 < 0.01
irradiated data 182 333 719 1807
non-irradiated data 1053 1560 2429 3938
The data was then anchored to the estimated degradation rates found from the non- 
irradiated data QPCR data, the total adjustment to the degradation rate was 0.108 
(Table C.3).
The degradation rates can be very different between the irradiated and non-irradiated 
data. For the QPCR results the non-irradiated degradation rates are at least half of the 
irradiated values (see Table 8.1 &; Table C.3). The difference in the degradation rates 
are also shown in the adjusted microarray degradation rates. The average degradation 
rate across the whole of the microarray is 0.458 for the non-irradiated data compared 
to the irradiated's 0.674. The average ratio of the estimated irradiated rate to the non- 
irradiated rate is 2.234. These are major discrepancies that might be caused by the 
simplicity of the degradation model or something in the experiment design.
The degradation rates estimated from the irradiated data are considered to be of 
better quality than the non-irradiated estimates for the following reasons:
1. The non-irradiated data produces a greater amount of poor degradation model fits. 
This can be seen in the number of low p values (see Table C.4) and the average 
p for all the genes, which is higher for the irradiated data (0.539) than for the 
non-irradiated data (0.461).
2. The non-irradiated results have a considerably higher variance than the irradiated 
results. 0.217 to 0.070. an order of magnitude different.
3. The irradiated data has a greater number of negative degradation rate constants 
(220 to 18), which indicates that the data is noisy and the estimation is not accurate.
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F igu re  C.2: A plot depicting the distribution of the degradation rates found for the 
irradiated and non-irradiated microarray data.
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F igure  C.3: A plot showing the distribution of correlation values between the G time 
courses with degradation rates estimated from irradiated data and non-irradiated data.
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4. The non-irradiated estimates have a lot more high values (491 greater than 2) than 
the irradiated estimates (50 greater than 2) (see Figure C.2).
These poor effects could be caused by the mRNA expression levels being considerably 
lower in the non-irradiated data and so the potential for a gene’s whole expression profile 
to be in the low noisy zone and thus undetectable by the microarray experiment is greatly 
increased. Better degradation rates are produced when the cells are irradiated and so it 
is sensible to use them in the construction of Gg(t).
The degradation will affect the Gg(t) value, but how sensitive is the Gg(t) value to the 
degradation rate estimate? To examine this, the Gg(t) time courses constructed using 
the irradiated and non-irradiated degradation estimates and the 5Gy microarray data 
(see chapter 3) were correlated for each of the 22283 genes. Generally the correlation is 
very high as can be seen in Figure C.3. Less than 0.1% had a negative correlation and 
only 3.57% had a correlation value less than 0.8 (it is likely that these poor correlations 
are caused by at least one of the estimated degradation rates being poor i.e. having a low 
p or a high estimated error). As the correlation between the two sets of G time series are 
good then it appears that the degradation rates estimated are satisfactory for the final 
analysis. This is probably because the time course xg(t) has a much greater effect on the 
Gg(t) time course than the degradation rate. Equation 8.2 shows that xg(t) is used both 
in the estimate of the derivative and the degradation rate term.
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Table D .l:  The results from using simulated annealing with downhill simplex parameter estimation. A range of initial temperatures, 
estimated counts and initial points were used.
Initial Initial Estimated No. of Least squares D a t m D m DM2 Dp53 P M D M 2 Pp53 k i k*2 &3
point temp count (K ) iterations value
(b) 10 106 1000000
(b) 10 106 1000000
(b) 10 106 lOOOOOO
(b) 10 106 1000000
(b) 10 106 1000000
(b) 10 107 1()()()()()()()
(b) 10 107 10000000
(b) 100 106 1000000
(b) 100 106 1000000
(b) 100 106 1000002
(b) 100 107 10000000
(b) 1000 106 1000000
(c ) 10 106 1000001
W 10 106 1000001
(c) 10 106 lOOOOOO
(c) 10 106 1000000
(c ) 10 106 1000000
(c) 10 107 10000000
(d) 10 106 1000000
(d) 10 106 1000000
(d) 10 106 1000001
(d) 10 106 1000002
(d) 10 106 1000000
6.36 x 10
6.36 x 10' 4
6.36 x 10"4
6.36 x 10“4 
0.288
6.36 x 10"4 
0.237
6.36 x 10"4 
6.11
16.4
11.4 
110 
5.22 
5.39 
5.48 
5.77 
5.98 
5.37 
4.28 
5.50 
5.67 
5.71
12.4
0.0500
0.0500
0.0446
0.0553
0.0500
0.0505
1810
1870
1640
0.0534
0.0495
0.0484
0.0455
0.0502
0.0501
0.0519
0.0497
0.0505
0.0484
1840
0.200
0.200
0.200
0.200
0.215
0.200
0.191
0.200
-39.6
1110
652
517
626
1540
945
1510
1490
2160
1870
1650
970
1720
-44
0.0445
0.0445
0.0445
0.0445
0.0617
0.0445
0.0260
0.0445
835
1100
1390
1520
1160
1590
2500
-1080
1240
112
-333
1490
1830
1750
-1973
0.0187
0.0187
0.0187
0.0187
0.0119
0.0187
0.0257
0.0187
-289
469
157
115
313
666
597
520
619
3500
726
360
595
1200
-23.9
0.521
0.521
0.521
0.521
0.522
0.521
0.519
0.521
589
359
758
565
307
806
604
267
567
56.1
143
960
526
296
136
1.42
1.42
1.42
1.42 
1.39
1.42 
1.45
1.42 
107
-1300
232
-852
-1300
-690
-2970
2990
-666
-28.7
1650
-177
-2000
-2311
4660
0.391
0.391
0.391
0.391
0.376
0.391
0.406
0.391
417 
-208 
-141 
436 
235 
559
418 
187 
526 
43.8 
192 
579 
403 
247 
-848
2.53
2.53
2.53
2.53 
2.66
2.53 
2.42
2.53 
10600 
-340 
1520 
-8010 
1820
0.0208
3.28
4200
-1340
-29200
-2100
191
-413
-4660
-143
0.755
0.755
0.755
0.755
0.698
0.755
0.800
0.755
2780
-561
1870
34800
854
13.7
696
176
-197
-2160
-1100
145
547
-360
314
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81
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Table D .2 : The results from using simulated annealing with downhill simplex parameter estimation when estimating the model solution 
with B-splines. A range of initial temperatures and estimated counts used, (b) was used as the initial point.
Starting Estimated Number of Least squares D a t m D m  D M 2 D p 5 3 PM D M 2 P p 5 3 fcl &4
temp count (K ) iterations value
10 107 10353048 0.0289 0.0466 0.273 0.485 0.179 0.510 0.550 0.369 1.12 0.800
10 107 10323240 0.0165 0.0515 0.452 0.274 0.213 0.492 0.892 0.371 1.37 0.558
10 107 10413608 0.0411 0.0438 0.123 0.257 0.0847 0.412 0.680 0.297 0.270 0.287
10 107 10302822 0.0240 0.0535 0.111 0.766 0.0184 0.585 0.245 0.422 1.35 0.448
10 107 10349138 0.0215 0.0507 0.216 0.143 0.109 0.442 0.994 0.335 0.793 0.392
10 108 100092291 0.00448 0.0519 0.161 0.0205 0.0100 0.501 1.40 0.378 1.68 0.400
10 108 100207829 0.00223 0.0490 0.151 0.184 0.0190 0.512 1.13 0.382 2.04 0.67
10 108 100207386 0.00202 0.0498 0.115 0.180 4.66 x 10"5 0.504 1.11 0.373 2.13 0.716
10 109 109 0.0193 0.0475 0.146 0.522 0.0777 0.578 0.695 0.419 1.34 0.694
100 107 10608630 0.122 0.0943 0.657 0.731 0.327 0.887 1.16 0.779 1.60 0.774
100 107 10431066 0.0648 0.106 0.0465 0.134 0.0907 0.310 0.572 0.304 0.854 0.841
100 107 10379737 0.0606 0.0819 0.605 0.599 0.313 0.505 0.358 0.293 0.723 0.373
100 107 10309775 0.144 0.0283 1.05 1.03 0.595 0.872 0.506 0.824 0.940 0.785
100 107 10376820 0.123 0.0935 0.448 0.698 0.368 0.873 1.21 0.723 0.431 1.07
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D .2 Table o f the top 150 predicted p53 targets
Table D.3: The top 150 predicted p53 targets.
A ffy m e trix
c o d e
D e s c r ip t io n G ene
T ag
C o rre la tio n V erifica tio n
S co re
218 3 4 6 - s .a t s e s tr in  1 SESN 1 0.963 3 .90
2 0 5 7 8 0 -a t B C L 2 - in te ra c tin g  k iller BIK 0.960 6 .57
2 0 3 4 0 9 -a t d am ag e -sp e c if ic  D N A  b in d in g  p ro te in  2. 4 8 k D a D D B 2 0.954 10.7
2 0 9 2 9 5 -a t tu m o u r  n ec ro s is  fa c to r  re c e p to r  su p e rfa m ily , m e m b er 10b T N F R S F 1 0 B 0.921 6.52
2 1 8 6 2 7 -a t h y p o th e t ic a l  p ro te in  F L J11259 F L J1 1 2 5 9 0.896 3.56
202284_s_at c y c lin -d e p e n d e n t k in a se  in h ib ito r  1A (p 2 1 , C ip l ) C D K N 1A 0.893 8 .07
201834_at p ro te in  k in a se . A M P -a c tiv a te d , b e ta  1 n o n -c a ta ly t ic  s u b u n it P R K A B 1 0.888 6 .30
2 0 4 6 7 4 -a t ly m p h o id - re s tr ic te d  m e m b ra n e  p ro te in L R M P 0.865 3 .40
2 1 8 4 0 3 - a t p 5 3 - in d u c ib le  ce ll-su rv iv a l fac to r P 53C S V 0.852 7.75
212371_at C G I - 146 p ro te in P N A S -4 0.850 2.61
213293_s_at t r i p a r t i t e  m o tif -c o n ta in in g  22 T R IM 2 2 0.847 6 .07
208796_s-a t cy c lin  G 1 C C N G 1 0.844 5.18
2 1 5 7 1 9 -x -a t F as  (T N F  re c e p to r  su p erfam ily , m e m b er 6) FAS 0.830 8.11
2 1 9 6 2 8 -a t p5 3  ta r g e t  zinc finger p ro te in W IG l 0.819 3.70
212815_at a c t iv a t in g  s ig n a l c o in te g ra to r  1 co m p lex  s u b u n it  3 A SC C 3 0.817 5.93
216252_x_at F as ( T N F  re c e p to r  su p e rfam ily , m e m b er 6) FAS 0.814 4.54
205692_S-at C D 38  a n t ig e n  (p45 ) C D 38 0.798 9.02
2 0 3 7 2 5 _at g ro w th  a r r e s t  a n d  D N A -d am ag e-in d u c ib le , a lp h a G A D D 45A 0.798 11.0
2045 6 6 _at p ro te in  p h o s p h a ta s e  ID  m a g n e s iu m -d e p e n d e n t, d e l ta  iso fo rm P P M  ID 0.798 6 .05
2 1 2 4 3 0 -a t R N A -b in d in g  reg io n  (R N P 1 . R R M ) c o n ta in in g  1 R N P C 1 0.771 2.33
2 1 3 0 3 8 -a t IB R  d o m a in  c o n ta in in g  3 IB R D C 3 0.769 2.79
219361_s_at h y p o th e t ic a l  p ro te in  F L J12484 F L J1 2 4 8 4 0.755 5.43
2 1 8 7 5 1 -s -a t F -b o x  a n d  W D -4 0  d o m a in  p ro te in  7 F B X W 7 0.746 -0 .541
207813 -s_at fe rred o x in  re d u c ta s e F D X R 0.745 7.72
201835_s-a t p ro te in  k in a se , A M P -a c tiv a te d , b e ta  1 n o n -c a ta ly t ic  s u b u n it P R K A B 1 0.744 5.92
2 027 2 6 _at ligase  I, D N A . A T P -d e p e n d e n t LIG 1 0.739 2.69
2 1 8 0 0 7 -s -a t rib o so m a l p ro te in  S 27-like R P S 27L 0.736 9 .36
2 1 8 0 3 1 -s -a t c h e ck p o in t su p p re s so r  1 C H E S 1 0.734 1.15
2 074 2 6 _s-at tu m o u r  n ec ro s is  fa c to r  ( lig an d )  su p e rfa m ily , m e m b er 4 T N F S F 4 0.723 5.26
2 0 2 1 8 1 -a t K IA A 0247 K IA A 0247 0.720 2.22
2 0 3 5 6 2 -a t fa s c ic u la tio n  a n d  e lo n g a tio n  p ro te in  z e ta  1 (zy g in  I) FEZ1 0.718 -1 .86
2 1 8 5 2 7 -a t a p ra ta x in A P T X 0.707 -2 .32
2 0 9 3 7 5 -a t x e ro d e rm a  p ig m e n to su m , c o m p le m e n ta t io n  g ro u p  C X P C 0.703 5.80
207616_s_at T R A F  fam ily  m e m b e r-a s s o c ia te d  N F K B  a c tiv a to r T A N K 0.703 -0 .617
200730_s_at p ro te in  ty ro s in e  p h o s p h a ta s e  ty p e  IV A. m e m b er 1 P T P 4 A 1 0.700 4.45
211318_s-a t R A E 1 R N A  e x p o r t  1 hom olog  (S . p o m b e ) R A E1 0.695 3.44
217743 -s_at tra n s m e m b ra n e  p ro te in  30 A T M E M 3 0 A 0.692 2.33
204780-S -a t F as  (T N F  re c e p to r  su p e rfam ily , m e m b e r 6) FAS 0.691 7.78
2 0 5 3 4 9 -a t g u a n in e  n u c le o tid e  b in d in g  p ro te in  (G  p ro te in ) ,  a lp h a  15 G N A 15 0.689 5.15
201093_X -at s u c c in a te  d e h y d ro g e n a se  co m p lex , s u b u n it  A . f la v o p ro te in SD H A 0.686 0.716
218288_s-at h y p o th e tic a l p ro te in  M D S025 M D S025 0.684 2.38
214771_x_at m yosin  p h o s p h a ta se -R h o  in te ra c t in g  p ro te in M -R IP 0.679 -0 .935
2 0 3 8 4 6 -a t t r i p a r t i t e  m o tif -c o n ta in in g  32 T R IM 3 2 0.676 0.862
3 5 9 7 4 -a t ly m p h o id - re s tr ic te d  m e m b ra n e  p ro te in L R M P 0.673 3.69
36564_at IB R  d o m a in  c o n ta in in g  3 IB R D C 3 0.673 3.19
2 1 9 8 1 5 -a t g a la c to s e -3 -O -s u lfo tra n s fe ra se  4 G A L 3S T 4 0.671 3.12
2 0 5 5 3 1 -s -a t g lu ta m in a s e  2 (liver, m ito c h o n d r ia l) G LS2 0.663 2.52
2 1 9 0 9 9 -a t ch ro m o so m e 12 o p en  re a d in g  fra m e  5 C 12orf5 0 .660 6.49
204060-s_at p ro te in  k in a se . X -linked  / / /  p ro te in  k in a se . Y -linked P R K X 0.653 2.28
2 1 9 6 2 7 -a t h y p o th e tic a l p ro te in  F L J1 2 7 0 0 F L J 12700 0.652 0.801
207760_S-at n u c le a r  re c e p to r  c o -rep re sso r 2 N C O R 2 0.651 -0 .635
2035 0 9 -a t s o r ti l in - re la te d  re c e p to r . L (D L R  class) A re p e a ts -c o n ta in in g SO R L 1 0.651 1.70
2 0 2 6 9 5 -s -a t s e r in e / th r e o n in e  k in a se  17a (a p o p to s is - in d u c in g ) S T K 17A 0.651 6.50
2 1 8 6 3 4 -a t p le c k s tr in  hom o lo g y -lik e  d o m a in , fam ily  A . m e m b e r 3 P H L D A 3 0.649 3.71
2 0 1 0 1 2 -a t a n n e x in  A l A N X A 1 0.648 1.90
2 0 9 1 7 8 -a t D E A H  (A sp -G lu -A la -H is) box p o ly p e p tid e  38 D H X 38 0 .647 -3 .14
203573_S-at R a b  g e ra n y lg e ra n y ltra n s fe ra s e . a lp h a  s u b u n it R A B G G T A 0.646 0.285
2 1 6 0 2 6 -s -a t p o ly m e ra s e  (D N A  d ire c te d ) , ep silo n P O L E 0.645 -4 .03
213030-s_at p le x in  A2 P L X N A 2 0.644 4.23
200921 _s - a t B -cell t r a n s lo c a t io n  g en e  1. a n t i-p ro li f e ra tiv e B T G l 0.644 5.42
201236-s_at B T G  fam ily , m e m b e r 2 B T G 2 0.644 2.50
206066_s-a t R A D 51 h o m olog  C  (S. ce re v is iae ) R A D 51C 0.643 2.61
201639_s_at c leavage a n d  p o ly a d e n y la t io n  sp ecific  fa c to r  1. 160kD a C P S F 1 0.643 -1 .82
202481 -a t d e h y d ro g e n a s e /re d u c ta s e  (S D R  fam ily ) m e m b er 3 D H R S3 0.640 1.56
210705_s-at t r i p a r t i t e  m o tif -c o n ta in in g  5 T R IM 5 0.639 1.45
2 0 4 5 7 3 -a t c a rn i t in e  O -o c ta n o y ltra n s fe ra se C R O T 0.639 3.80
203578-s_at s o lu te  c a rr ie r  fam ily  7. m e m b er 6 S L C 7A 6 0.636 1.05
220623-s_at te s t is  specific , 10 T S G A 1 0 0.636 0.472
C o n tin u e d  on  N ex t P age.
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T a b le  D .3  — C o n tin u e d
A ffy m e trix
co d e
D e s c rip t io n G ene
T ag
C o rre la tio n V erifica tio n
S co re
2 1 8 0 1 4 -a t p e r ic e n tr in  1 P C N T 1 0.633 0.294
2 1 4 7 6 0 -a t zinc  fin g e r p ro te in  337 Z N F 337 0.633 0.305
209626_s_at o x y s te ro l b in d in g  p ro te in -lik e  3 O S B P L 3 0.631 1.91
3 7 8 6 0 -a t z inc  fin g e r p ro te in  337 Z N F 337 0.630 -0 .970
204526 -s_at T B C 1  d o m a in  fam ily , m em ber 8 T B C 1 D 8 0.630 0.662
2 1 5 4 1 1 -s .a t T R A F 3  in te ra c t in g  p ro te in  2 T R A F 3 IP 2 0.628 6.64
2 0 8 6 4 2 -s -a t X -ray  re p a ir  co m p lem en tin g  d efec tiv e  re p a i r  in 
C h in e se  h a m s te r  ce lls 5
X R C C 5 0.627 0.651
212607_at v -a k t  m u rin e  th y m o m a  v ira l onco g en e  h om olog  3 A K T 3 0.626 1.53
201717_at m ito c h o n d r ia l  r ib o so m a l p ro te in  L49 M R P L 4 9 0.624 1.24
2 1 4 9 5 0 -a t in te r le u k in  9 re c e p to r IL 9R 0.621 -1 .47
2 0 1 7 1 4 -a t tu b u l in ,  g a m m a  1 T U B G 1 0.620 0.0246
2 1 0 3 4 9 -a t c a lc iu m /c a lm o d u lin -d e p e n d e n t p ro te in  k in a se  IV C A M K 4 0.618 0.952
209917_s_at T P 5 3  a c tiv a te d  p ro te in  1 T P 5 3 A P 1 0.612 4.05
218167_at h y p o th e t ic a l  p ro te in  LO C 51321 L O C 51321 0.611 1.22
2 1 9 2 8 4 _at H S P B  a s s o c ia te d  p ro te in  1 H S P B A P I 0.611 -0 .764
202693_s_at s e r in e / th r e o n in e  k in a se  17a S T K 1 7 A 0.610 8.63
206571_s-a t m ito g e n -a c tiv a te d  p ro te in  k in a se  k in a se  k in a se  k in a se  4 M A P 4 K 4 0.609 1.88
2 0 1 1 8 6 .a t low  d e n s ity  lip o p ro te in  re c e p to r - re la te d  p ro te in  a s s o c ia te d  
p ro te in  1
L R P A P 1 0.609 0.664
218902_at N o tch  hom olog  1. t r a n s lo c a tio n -a s so c ia te d N O T C H 1 0.608 1.633
203 5 1 8 - a t ly so so m a l tra ffick in g  re g u la to r LY ST 0.608 -1 .00
221081_s-a t h y p o th e t ic a l  p ro te in  F L J22457 F L J2 2 4 5 7 0.608 6.33
205 2 6 6 _at le u k e m ia  in h ib ito ry  fa c to r L IF 0.607 3.42
2 0 1 7 0 0 -a t cy c lin  D3 C C N D 3 0.607 -0 .0683
20004  l - s - a t H L A -B  a s s o c ia te d  t r a n s c r ip t  1 BA T1 0.606 -1 .86
209147_s-a t p h o s p h a tid ic  ac id  p h o s p h a ta se  ty p e  2A P P A P 2 A 0.602 -0 .425
2 1 7 8 0 4 _s -a t in te r le u k in  e n h a n c e r  b in d in g  fa c to r  3, 9 0 k D a IL F 3 0.595 2.07
200732_s_at p ro te in  ty ro s in e  p h o s p h a ta se  ty p e  IV A, m e m b e r 1 P T P 4 A 1 0.592 2.87
208 6 3 4 _s-a t m ic ro tu b u le -a c t in  c ro ss lin k in g  fa c to r  1 M A C F1 0.592 0.522
20478  l_s _at F as  (T N F  re c e p to r  su p e rfam ily , m e m b er 6) FAS 0.585 6.42
2 0 1 9 3 9 -a t po lo -lik e  k in a se  2 (D ro so p h ila ) P L K 2 /S N K 0.584 3.62
2 0 4 6 8 3 -a t in te rc e l lu la r  a d h e s io n  m o lecu le  2 IC A M 2 0.582 1.28
2 0 4 3 9 1 -x -a t t r a n s c r ip t io n a l  in te rm e d ia ry  fa c to r  1 T IF 1 0.580 1.21
2 1 3 4 7 9 -a t n e u ro n a l p e n t ra x in  II N P T X 2 0.579 -1 .64
2 1 2 7 9 3 -a t d ish ev e lle d  a s s o c ia te d  a c tiv a to r  o f m o rp h o g e n es is  2 D A A M 2 0.576 -0 .199
217716_s-a t Sec61 a lp h a  1 s u b u n it  (S . c e rev is iae ) SE C 61A 1 0.575 0.884
2 1 0 8 8 6 _x _at T P 5 3  a c tiv a te d  p ro te in  1 T P 5 3 A P 1 0.575 2.88
20905  l - s - a t ra l g u a n in e  n u c le o tid e  d is so c ia tio n  s tim u la to r R A L G D S 0.571 -0 .637
212 7 5 4 _s-a t K IA A 1040  p ro te in K IA A 1040 0.571 -1 .22
2 0 4 2 0 5 -a t a p o lip o p ro te in  B m R N A  e d itin g  en zy m e, 
c a ta ly t ic  p o ly p e p tid e - lik e  3G
A P O B E C 3 G 0.570 1.09
202585 -S -a t n u c le a r  tr a n s c r ip t io n  fa c to r . X -b o x  b in d in g  1 N FX 1 0.568 1.49
2 1 1 9 7 4 -x -a t re co m b in in g  b in d in g  p ro te in  su p p re s so r  o f  h a irle ss R B P S U H 0.567 1.00
20130 l_ s -a t a n n e x in  A4 A N X A 4 0.566 1.09
33132_at c leavage  a n d  p o ly a d e n y la t io n  specific  fa c to r  1. 160kD a C P S F 1 0.564 -1 .44
2 0 3 4 1 2 -a t le u c in e -z ip p e r- lik e  tr a n s c r ip t io n  re g u la to r  1 L Z T R 1 0.563 -2 .39
203946_s-a t a rg in a se . ty p e  II A R G 2 0.562 0.556
2 1 9 3 4 7 -a t n u d ix  (n u c leo s id e  d ip h o s p h a te  linked  m o ie ty  X )- ty p e  m o tif  15 N U D T 15 0.562 0.690
2 0 2 7 0 2 -a t t r i p a r t i t e  m o tif -c o n ta in in g  26 T R IM 2 6 0.560 1.13
202 2 8 1 - a t cy c lin  G  a s s o c ia te d  k in a se G A K 0.558 -0 .506
2 1 2 9 7 5 -a t K IA A 0870  p ro te in K IA A 0870 0.557 0.772
213829_x_at tu m o u r  n ec ro sis  fa c to r  re c e p to r  su p e rfa m ily , m e m b er 6b T N F R S F 6 B 0.556 0.304
206060_s-a t p ro te in  ty ro s in e  p h o s p h a ta se , n o n -re c e p to r  ty p e  22 ( ly m p h o id ) P T P N 2 2 0.556 2.78
209498_at ca rc in o e m b ry o n ic  a n t ig e n -re la te d  cell a d h e sio n  m o lecu le  1 C E A C A M 1 0.555 2.63
218562-S -a t h y p o th e tic a l p ro te in  F L J 10747 F L J 10747 0.553 0.494
208066_s-a t g e n e ra l t r a n s c r ip t io n  fa c to r  IIB G T F 2 B 0.553 2.12
2 0 2 8 2 2 -a t LIM  d o m a in  c o n ta in in g  p re fe rre d  tr a n s lo c a t io n  
p a r tn e r  in lip o m a
L P P 0.553 -2 .10
204178_s_at RN A  b in d in g  m o tif  p ro te in  14 R B M 14 0.553 1.09
200000_s_at P R P 8  p re -m R N A  p ro cess in g  fa c to r  8 h om olog  (y eas t) P R P F 8 0.550 -1 .30
211012_s-a t p ro m y e lo cy tic  leu k em ia P M L 0.549 -1 .52
200802_at se ry l- tR N A  s y n th e ta s e S A R S 0.549 2.50
212862_at C D P -d ia c y lg ly c e ro l s y n th a s e  2 C D S2 0.548 3.48
205854_at tu b b y  like p ro te in  3 T U L P 3 0.548 -0 .0668
203579_s_at s o lu te  c a rr ie r  fam ily  7. m em b er 6 SL C 7A 6 0.547 2.56
2 0 9 8 3 7 -a t a d a p to r - r e la te d  p ro te in  co m p lex  4. m u  1 s u b u n it A P4M 1 0.546 -0 .412
217732_s-a t in te g ra l m e m b ra n e  p ro te in  2B IT M 2B 0.546 -0 .192
215855_s_at TA TA  e lem en t m o d u la to ry  fa c to r  1 T M F 1 0.545 -0 .282
2 2 2 191_s_at x y lo sy lp ro te in  b e ta  1 ,4 -g a la c to s y ltra n s fe ra s e . p o ly p e p tid e  7 B 4G A L T 7 0.543 -0 .665
218168 -s_at c h a p e ro n e , A B C 1 a c t iv i ty  of b c l  co m p lex  like (S . p o m b e) C A B C 1 0.542 0.548
202395_at N -e th y lm a le im id e -se n s itiv e  fa c to r N SF 0.541 2.00
204620_s_at c h o n d ro i tin  s u lfa te  p ro te o g ly c a n  2 (v e rs ica n ) C S P G 2 0.540 -1 .28
201390_s_at c a se in  k in a se  2. b e ta  p o ly p e p tid e C S N K 2B 0.539 2.94
C o n tin u e d  o n  N ex t P age.
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T a b le  D .3  -  C o n tin u e d
A ffy m e trix
c o d e
D e s c r ip t io n G en e
T ag
C o rre la tio n V erifica tio n
S core
2 1 1630_s_at g lu ta th io n e  s y n th e ta s e G SS 0.539 1.06
53987_at R A N  b in d in g  p ro te in  10 R A N B P 1 0 0.539 -0 .944
2 12541 . a t F A D -s y n th e ta s e P P 5 9 1 0.538 -1.43
213541_s-a t v -e ts  e ry th ro b la s to s is  v iru s  E26 o n co g e n e  like (av ian ) E R G 0.537 0.628
212788_x_at f e r r i t in ,  lig h t p o ly p e p tid e F T L 0 .537 2.47
20754 l_ s_at ex o so m e  co m p o n e n t 10 E X O S C 10 0.536 -1.51
2 04 0 6 1 -a t p ro te in  k in a se , X -linked P R K X 0.535 2.17
2 0 1 9 5 2 -a t — — 0.533 -0 .573
2 1 9 8 6 3 -a t h e c t d o m a in  a n d  R L D  5 H E R C 5 0.533 1.91
3 8 2 6 9 -a t p ro te in  k in a se  D2 P R K D 2 0.532 1.25
2 1 8 1 8 3 -a t c h ro m o so m e  16 o p e n  re a d in g  fram e  5 C 16orf5 0 .532 1.09
2 0 4 2 1 5 -a t ch ro m o so m e  7 o p e n  re a d in g  fram e  23 C 7orf23 0.532 0 .373
D .3 Ranked lists for th e predicted targets o f th e training  
sets
Table D.4: Ranked list of targets for training set 1.
A ffy m e trix
ta g
D e sc rip tio n G ene
S ym bo l
C o rre la tio n
202644_s_at tu m o u r  n ec ro sis  fa c to r , a lp h a - in d u c e d  p ro te in  3 T N F A IP 3 0.982
202643_s-a t tu m o u r  n ec ro s is  fa c to r , a lp h a - in d u c e d  p ro te in  3 T N F A IP 3 0.977
2 0 9 7 9 5 -a t C D 69  a n t ig e n  (p 6 0 , ea rly  T -c e ll a c t iv a t io n  a n t ig e n ) C D 69 0.976
2 01502_s-a t n u c le a r  fa c to r  o f  k a p p a  lig h t p o ly p e p tid e  g e n e  e n h a n c e r  in 
B -ce lls  in h ib ito r , a lp h a
N F K B IA 0.970
202687_s-a t tu m o u r  n ec ro sis  fa c to r  ( lig a n d )  s u p e rfa m ily , m e m b er 10 T N F S F 1 0 0.961
2 0 2 6 8 8 -a t tu m o u r  n ec ro s is  fa c to r  ( lig a n d )  s u p e rfa m ily , m e m b er 10 T N F S F 1 0 0.961
2 1 6 6 2 0 -s -a t R h o  g u a n in e  n u c le o tid e  e x c h an g e  fa c to r  (G E F )  10 A R H G E F 1 0 0.955
204440_at C D 83 a n t ig e n  (a c t iv a te d  B ly m p h o c y te s , im m u n o g lo b u lin  s u p e rfa m ily ) C D 83 0.946
203752_s_at ju n  D p ro to -o n c o g en e JU N D 0.925
201464_x_at v - ju n  sa rc o m a  v iru s  17 o n co g en e  h o m olog  (av ia n ) JU N 0.922
204 702_s_at n u c le a r  fa c to r  (e ry th ro id -d e r iv e d  2 )-lik e  3 N F E 2L 3 0.913
205463_s_at p la te le t-d e r iv e d  g ro w th  fa c to r  a lp h a  p o ly p e p tid e P D G F A 0.911
2 1 4 7 2 2 -a t N o tch  hom olog  2 (D ro so p h ila )  N - te rm in a l like N O T C H 2 N L 0.904
217850_at g u a n in e  n u c le o tid e  b in d in g  p ro te in - lik e  3 (n u c leo la r) G N L 3 0.903
2 0 1 7 3 9 -a t s e ru m /g lu c o c o r t ic o id  re g u la te d  k in a se S G K 0.892
208152_s-a t D E A D  ( A sp -G lu -A la -A sp )  box p o ly p e p tid e  21 D DX 21 0.892
2 0 1 4 6 6 -s -a t v -ju n  sa rc o m a  v iru s  17 o n co g e n e  ho m o lo g  (av ian ) JU N 0.887
205205_at v -re l re tic u lo e n d o th e l io s is  v ira l o n co g e n e  h om olog  B R E L B 0.887
206036_s-at v -re l re t ic u lo e n d o th e l io s is  v ira l o n co g en e  hom olog R E L 0.886
2 1 8 3 6 0 -a t R A B 22A . m e m b er R A S o n co g en e  fam ily R A B 22A 0.885
202241 _at tr ib b le s  h om olog  1 (D ro so p h ila ) T R IB 1 0.884
212130_x-at p u ta t iv e  tr a n s la t io n  in i t ia t io n  fa c to r sun 0.879
214329_x_at T u m o u r n ec ro s is  fa c to r  ( lig an d )  s u p e rfa m ily , m e m b er  10 T N F S F 1 0 0.878
6 4 4 8 8 -a t C D N A  F L J3 8 8 4 9  fis. c lone  M E S A N 2008936 — 0.876
2 0 2 8 7 1 -a t T N F  re c e p to r -a s s o c ia te d  fa c to r  4 T R A F 4 0.873
20712 l_ s -a t m ito g e n -a c tiv a te d  p ro te in  k in a se  6 M A P K 6 0.870
2 0 0 0 4 5 -a t A T P -b in d in g  c a s s e t te , su b -fa m ily  F (G C N 2 0 ). m e m b er 1 A B C F 1 0 863
20202 l_ x -a t p u ta t iv e  t r a n s la t io n  in i t ia t io n  fa c to r sun 0.862
202206 -a t A D P -r ib o s y la tio n  fa c to r- lik e  7 A R L 7 0.861
202672_s_at a c tiv a t in g  tr a n s c r ip t io n  fa c to r  3 A T F 3 0.856
204285_s-at p h o rb o l-1 2 -m y r is ta te -1 3 -a c e ta te - in d u c e d  p ro te in  1 P M A IP 1 0.849
2 0 4 5 1 2 -a t h u m a n  im m u n o d e fic ien c y  v iru s  ty p e  I e n h a n c e r  b in d in g  p ro te in  1 H IV E P 1 0.841
2 1 3 3 7 6 -a t z inc  finge r a n d  B T B  d o m a in  c o n ta in in g  1 Z B T B 1 0.840
209325_s-at re g u la to r  o f G -p ro te in  s ig n a llin g  16 R G S16 0.832
2 0 9 9 5 9 -a t n u c lea r re c e p to r  su b fa m ily  4, g ro u p  A. m e m b e r  3 N R 4A 3 0.832
22 1 8 7 7 -a t C D N A  F L J3 8 8 4 9  fis. c lo n e  M E S A N 2008936 — 0.816
220147_s-at fam ily  w ith  se q u en ce  s im ila r i ty  60 , m e m b er A FA M 60A 0.816
2 0 2 9 6 3 -a t re g u la to ry  fa c to r  X . 5 ( in flu en ces  H LA  c la s s  II  ex p re ss io n ) R F X 5 0.815
2 0 9 2 3 9 -a t n u c le a r  fa c to r  o f k a p p a  lig h t p o ly p e p tid e  g en e  e n h a n c e r  in  B -cells  1 N F K B 1 0.815
2 0 2 2 0 7 -a t A D P -r ib o s y la tio n  fa c to r- lik e  7 A R L 7 0.807
216396_s -a t e to p o s id e  in d u c ed  2.4 m R N A EI24 0.800
21 7 9 5 7 -a t likely  o rth o lo g  o f  m o u se  gene  t r a p  lo cu s  3 G T L 3 0.799
2 2 1 5 7 1 -a t T N F  re c e p to r -a s s o c ia te d  fa c to r  3 T R A F 3 0.797
201329_s-at v -e ts  e ry th ro b la s to s is  v iru s  E 26  o n co g e n e  h o m olog  2 (av ian ) E T S 2 0.794
C o n tin u e d  on N e x t P age.
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T a b le  D .4  -  C o n tin u e d
A ffy m e trix
ta g
D e s c rip t io n G en e
S ym bo l
C o rre la tio n
217833_at C D N A  F L J3 1 6 2 6  fis. c lone N T 2R I2 0 0 3 3 1 7 — 0.793
2 1 3 6 1 8 -a t c e n ta u r in .  d e l ta  1 C E N T D 1 0.791
211899_s_at T N F  re c e p to r -a s s o c ia te d  fa c to r  4 T R A F 4 0.787
201631_s_at im m e d ia te  ea rly  resp o n se  3 IE R 3 0.786
204224_s_at G T P  cy c lo h y d ro la se  1 (d o p a -re sp o n s iv e  d y s to n ia ) G C H 1 0.784
207978_s_at n u c le a r  re c e p to r  su b fam ily  4, g ro u p  A . m e m b e r 3 N R 4A 3 0.783
219015_s_at g ly c o sy ltra n s fe ra s e  28 d o m a in  c o n ta in in g  1 G L T 28D 1 0.782
205763_s_at D E A D  (A sp -G lu -A la -A sp ) b ox  p o ly p e p tid e  18 D D X 18 0.781
2 0 4 2 0 6 -a t M A X  b in d in g  p ro te in M N T 0.781
212458_at s p ro u ty - re la te d . EV H 1 d o m a in  c o n ta in in g  2 S P R E D 2 0.776
218647_s_at is c h e m ia /re p e rfu s io n  in d u c ib le  p ro te in Y R D C 0.775
218023_s_at fam ily  w ith  seq u en ce  s im ila r i ty  53. m e m b e r C FA M 53C 0.771
2 0 1 3 3 1 -s -a t s ig n a l tr a n s d u c e r  a n d  a c tiv a to r  o f t r a n s c r ip t io n  6. in te r le u k in -4  in d u c ed STA T6 0.769
2 0 4 2 8 6 ^ -a t p h o rb o l-1 2 -m y r is ta te -1 3 -a c e ta te - in d u c e d  p ro te in  1 P M A IP 1 0.768
216060_s_at d ish ev e lle d  a s s o c ia te d  a c tiv a to r  of m o rp h o g e n es is  1 D A  A M I 0.764
2 0 1 0 7 9 -a t s y n a p to g y r in  2 S Y N G R 2 0 .757
205479_s_at p la sm in o g e n  a c tiv a to r , u ro k in a se PL A U 0.757
212514_x_at D E A D  ( A sp -G lu -A la -A sp ) box  p o ly p e p tid e  3, X -lin k ed D D X 3X 0.752
220890_s_at D E A D  (A sp -G lu -A la -A sp ) bo x  p o ly p e p tid e  47 D D X 47 0.747
208726_s_at e u k a ry o tic  t r a n s la t io n  in i tia tio n  fa c to r  2. s u b u n it  2 b e ta E IF 2S 2 0 .746
207438_s_at R N A , U tr a n s p o r te r  1 R N U T 1 0.746
221230_s_at A T  ric h  in te ra c t iv e  d o m a in  4B  (R B P 1 -  like) A R ID 4B 0.741
2 1 2 5 7 7 -a t s t r u c tu r a l  m a in te n a n c e  o f  ch ro m o so m es  flex ib le  h in g e  d o m a in  c o n ta in in g  1 S M C H D 1 0.740
208804_s_at sp lic in g  fa c to r , a rg in in e /se r in e - r ic h  6 S F R S 6 0.739
2 0 4 1 9 8 -s -a t ru n t- r e la te d  t r a n s c r ip t io n  fa c to r  3 R U N X 3 0.734
2 0 2 0 7 6 -a t b a c u lo v ira l IA P  re p e a t-c o n ta in in g  2 B IR C 2 0.733
2 0 0 8 8 0 -a t D n a J  (H sp40 ) hom olog . su b fam ily  A , m e m b e r 1 D N A JA 1 0.731
37028_at p ro te in  p h o s p h a ta s e  1. re g u la to ry  ( in h ib ito r )  s u b u n it  15A P P P 1 R 1 5 A 0.730
2 2 0 7 1 0 -a t c h ro m o so m e 15 o p e n  re a d in g  fram e 28 C 15orf28 0.730
2 1 3 1 4 6 -a t ju m o n ji d o m a in  c o n ta in in g  3 JM JD 3 0.729
207196_s-a t T N F A IP 3  in te ra c t in g  p ro te in  1 T N IP 1 0 .724
218558 -S -a t m ito c h o n d r ia l  r ib o so m a l p ro te in  L39 M R P L 39 0.723
203045_at n in ju r in  1 N IN J1 0.714
213097_s_at z u o tin  re la te d  fa c to r  1 Z R F 1 0 .710
41387_r_at ju m o n ji d o m a in  c o n ta in in g  3 JM JD 3 0.707
2 0 8 9 8 0 -s -a t u b iq u i tin  C U B C 0.702
202510_s_at tu m o u r  n ec ro s is  fa c to r , a lp h a - in d u c e d  p ro te in  2 T N F A IP 2 0.701
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Table D.5: Ranked list of targets for training set 2
A ffy m e trix
ta g
D e s c rip t io n G ene
S ym bo l
C o rre la tio n V erifica tio n
Score
2 0 1 8 3 4 -a t p ro te in  k in a se . A M P -a c tiv a te d , b e ta  1 n o n -c a ta ly t ic  s u b u n it P R K A B 1 0.973 6 .30
203409_at d am ag e -sp ec ific  D N A  b in d in g  p ro te in  2, 4 8 k D a D D B 2 0.962 10.7
2 1 8 3 4 6 -s -a t s e s tr in  1 S E SN 1 0.934 3.90
2 1 6252_x -at F as  (T N F  re c e p to r  su p e rfam ily , m e m b e r 6) FAS 0.912 4.54
2 1 2 3 7 1 -a t C G I-1 4 6  p ro te in P N A S -4 0.897 2.61
218 4 0 3 - a t p 5 3 -in d u c ib le  ce ll-su rv iv a l fa c to r P 53C S V 0.892 7.75
219361_s_at h y p o th e tic a l p ro te in  F L J  12484 F L J1 2 4 8 4 0.884 5.43
2 1 3 2 9 3 -s -a t t r i p a r t i t e  m o tif-c o n ta in in g  22 T R IM 2 2 0.879 6.07
218627_at h y p o th e tic a l p ro te in  F L J1 1 2 5 9 F L J1 1 2 5 9 0.875 3.56
205780_at B C L 2 -in te ra c tin g  k ille r B IK 0.875 6.57
215719_x_at F as  (T N F  re c e p to r  su p e rfam ily , m e m b er 6) FAS 0.861 8.11
208796 -s -a t cy c lin  G1 C C N G 1 0.861 5.18
202181 - a t K IA A 0247 K IA A 0247 0.828 2.22
201236_s-a t B T G  fam ily , m e m b e r 2 B T G 2 0 .827 2.50
2 0 3 7 2 5 -a t g ro w th  a r r e s t  a n d  D N A -d a m a g e -in d u c ib le , a lp h a G A D D 45A 0 .822 11.0
202284_s_at c y c lin -d e p e n d e n t k in a se  in h ib i to r  1A (p21 , C ip l ) C D K N 1A 0.816 8.07
201835_s_at p ro te in  k in a se , A M P -a c tiv a te d , b e t a  1 n o n -c a ta ly t ic  s u b u n it P R K A B 1 0.813 5.92
2 046 7 4 -a t ly m p h o id - re s tr ic te d  m e m b ra n e  p ro te in L R M P 0 .810 3.40
20 9 2 9 5 -a t tu m o u r  n ec ro s is  fa c to r  re c e p to r  su p e rfa m ily , m e m b er 10b T N F R S F 1 0 B 0.809 6.52
200730-S -at p ro te in  ty ro s in e  p h o s p h a ta s e  ty p e  IV A, m e m b er  1 P T P 4 A 1 0.798 4.45
21 9 6 2 8 -a t p53 ta r g e t  z in c  finger p ro te in W IG 1 0.798 3.70
207426_s_at tu m o u r  n ec ro s is  fa c to r  ( lig a n d )  su p e rfa m ily , m e m b e r 4 T N F S F 4 0.783 5.26
2 1 9 6 2 7 -a t h y p o th e tic a l p ro te in  F L J1 2 7 0 0 F L J1 2 7 0 0 0.783 0.801
207616_s_at T R A F  fam ily  m e m b e r-a s s o c ia te d  N F K B  a c t iv a to r T A N K 0.779 -0 .617
201093_x_at s u c c in a te  d e h y d ro g e n a se  co m p lex , s u b u n it  A . f la v o p ro te in  (F p ) SD H A 0.772 0.716
211318_s-a t R A E 1 R N A  e x p o r t 1 ho m o lo g  (S. p o m b e ) R A E1 0.771 3.44
204780_s-a t F as  (T N F  re c e p to r  su p e rfa m ily , m e m b e r 6) FAS 0.762 7.78
213038 -a t IB R  d o m a in  c o n ta in in g  3 IB R D C 3 0 .759 2.79
2 1 8 5 2 7 -a t a p r a ta x in A P T X 0.754 -2 .32
205692_s_at C D 38  a n t ig e n  (p45) C D 38 0 .750 9.02
2 1 4 7 7 1 -x -a t m yosin  p h o s p h a ta se -R h o  in te ra c t in g  p ro te in M -R IP 0.749 -0 .935
202695-s_at s e r in e / th r e o n in e  k in a se  17a (a p o p to s is - in d u c in g ) S T K 17A 0 .748 6.50
218634_at p le c k s tr in  h o m ology -like  d o m a in , fam ily  A , m e m b er 3 P H L D A 3 0.748 3.71
200921 _s-a t B -cell tr a n s lo c a t io n  g en e  1. a n t i-p ro life ra tiv e B T G 1 0.745 5.42
208642_s_at X -ray  re p a ir  co m p le m e n tin g  d e fec tiv e  re p a ir  
in  C h in e se  h a m s te r  ce lls  5
X R C C 5 0 .728 0.651
203846_at t r i p a r t i t e  m o tif-c o n ta in in g  32 T R IM 3 2 0.721 0.862
203578_s_at s o lu te  c a rr ie r  fam ily  7, m e m b er 6 S L C 7A 6 0 .716 1.05
212815_at a c tiv a t in g  sig n a l c o in te g ra to r  1 co m p lex  s u b u n it  3 A SC C 3 0.716 5.93
204566_at p ro te in  p h o s p h a ta s e  ID  m a g n e s iu m -d e p e n d e n t, d e l ta  iso fo rm P P M 1 D 0.714 6.05
2 0 9 3 7 5 -a t x e ro d e rm a  p ig m en to su m , c o m p le m e n ta t io n  g ro u p  C X P C 0.714 5.804
2 1 8 0 1 4 -a t p e r ic e n tr in  1 P C N T 1 0.709 0.294
218007_s-a t rib o so m a l p ro te in  S27-like R P S 27L 0.705 9.365
218031 -s -a t c h e ck p o in t su p p re s so r  1 C H E S1 0.704 1.15
Table D .6 : Ranked list of targets for training set 3
A ffy m e trix D e sc rip tio n G ene C o rre la tio n
ta g S ym bo l
205822_s_at 3 -h y d ro x y -3 -m e th y lg lu ta ry l-C o e n z y m e  A s y n th a s e  1 (so lub le ) H M G C S1 0 .967
201791 -s -a t 7 -d e h y d ro c h o le s te ro l r e d u c ta s e D H C R 7 0.960
201790_s_at 7 -d eh y d ro c h o le s te ro l r e d u c ta s e D H C R 7 0.952
2 2 1 7 5 0 -a t 3 -h y d ro x y -3 -m e th y lg lu ta ry l-C o e n z y m e  A s y n th a s e  1 (so lub le ) H M G C S1 0.943
216396_s_at e to p o s id e  in d u c e d  2.4 m R N A E I24 0.801
201801 -s_at s o lu te  c a rr ie r  fam ily  29 (n u c leo s id e  t r a n s p o r te r s ) ,  m em b er 1 SLC 29A 1 0.800
2 1 7 8 5 0 -a t g u a n in e  n u c le o tid e  b in d in g  p ro te in - lik e  3 (n u c leo la r) G N L 3 0.792
213097_s_at z u o tin  re la te d  fa c to r  1 ZR F1 0.786
202074-S -a t o p tin e u r in O P T N 0.784
205205_at v -re l re t ic u lo e n d o th e l io s is  v ira l o n co g e n e  h om olog  B.
n u c le a r  fa c to r  o f  k a p p a  lig h t p o ly p e p tid e  gen e  e n h a n c e r  in  B -ce lls  3
R E L B 0.780
201631 -S -a t im m e d ia te  e a rly  re sp o n se  3 IE R 3 0.767
212130_x_at p u ta t iv e  t r a n s la t io n  in i t ia t io n  fa c to r sun 0.765
208289 -S -a t e to p o s id e  in d u c e d  2.4 m R N A E I24 0.762
218187 -s_at h y p o th e tic a l p ro te in  F L J2 0 9 8 9 F L J2 0 9 8 9 0.760
2 1 9 6 4 8 -a t like ly  o r th o lo g  o f  m o u se  d i lu te  s u p p re s so r DSU 0.760
210983_s-a t M C M 7 m in ich ro m o so m e  m a in te n a n c e  d e fic ien t 7 (S. ce rev is iae ) M C M 7 0.758
205763-s_at D E A D  (A sp -G lu -A la -A sp )  box  p o ly p e p tid e  18 D D X 18 0.758
218558_s_at m ito c h o n d r ia l  r ib o so m a l p ro te in  L39 M R P L 39 0.757
2 1 7 7 1 6 -s -a t Sec61 a lp h a  1 s u b u n it  (S. c e re v is iae ) SE C 61A 1 0.754
201947_s_at c h a p e ro n in  c o n ta in in g  T C P 1 , s u b u n it  2 (b e ta ) C C T 2 0.744
202107_s-at M C M 2 m in ich ro m o so m e  m a in te n a n c e  d e fic ien t 2, m i to t in  (S. c e rev is iae ) M C M 2 0.735
213376_at z inc  finger a n d  B T B  d o m a in  c o n ta in in g  1 ZB T B 1 0.726
21 6 2 3 7 -s -a t M C M 5 m in ich ro m o so m e  m a in te n a n c e  d e fic ien t 5. cell d iv is io n  cyc le  46 M C M 5 0.719
2 0 8 9 0 5 -a t c y to c h ro m e  c. so m a tic C Y C S 0.716
207339-S_at ly m p h o to x in  b e ta  (T N F  su p e rfa m ily , m e m b er 3) LTB 0.715
207622_s_at A T P -b in d in g  c a s s e t te , su b -fa m ily  F (G C N 2 0 ), m e m b er 2 A B C F 2 0.713
2 2 0 1 4 7 -s -a t fam ily  w ith  seq u en ce  s im ila r i ty  60 , m e m b e r  A FA M 60A 0.713
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Table D.7: Ranked list of targets for training set 4
A ffy m e trix
ta g
D e sc r ip tio n G ene
S ym bo l
C o rre la tio n
203214_x_at ce ll d iv is io n  cyc le  2 , G1 to  S a n d  G 2 to  M C D C 2 0.955
218805_at G T P a s e , IM A P  fam ily  m e m b er 5 G IM A P 5 0.947
209408_at k in e sin  fam ily  m e m b e r 2C K IF 2C 0.941
218039_at n u c leo la r  a n d  sp in d le  a s s o c ia te d  p ro te in  1 N U SA P1 0.928
2 1 0 5 5 9 -s -a t cell d iv is io n  cyc le  2, G1 to  S a n d  G 2 to  M C D C 2 0.927
218248_at F L J2 2 7 9 4  p ro te in F L J2 2 7 9 4 0.926
2 0 4 6 4 9 -a t tr o p h in in  a s s o c ia te d  p ro te in  ( ta s t in ) T R O A P 0.920
2 1 9 1 4 8 -a t P D Z  b in d in g  k in a se P B K 0.905
213186_at zinc finger D AZ in te ra c t in g  p ro te in  3 D Z IP 3 0 .850
201292_at to p o iso m e ra s e  (D N A ) II  a lp h a  170kD a T O P 2 A 0.834
201663_s_at S M C 4 s t r u c tu r a l  m a in te n a n c e  o f ch ro m o so m es  4 -like 1 (y e a s t) S M C 4L 1 0.830
212021_s_at a n tig e n  id e n tif ied  by m o n o c lo n a l a n t ib o d y  K i-67 M K I67 0.823
204817_at e x t r a  sp in d le  po le s  like 1 (S. c e re v is iae ) E S P L 1 0.816
209172_s_at c e n tro m e re  p ro te in  F , 3 5 0 /4 0 0 k a  (m ito s in ) C E N P F 0.805
201291 -s -a t to p o iso m e ra se  (D N A ) II  a lp h a  170kD a T O P 2 A 0.797
202951-a t s e r in e / th re o n in e  k in a se  38 S T K 38 0.797
218662_s_at ch ro m o so m e c o n d e n sa t io n  p ro te in  G H C A P -G 0.792
2 1 9 5 1 0 -a t p o ly m e ra se  (D N A  d ire c te d ) , th e ta P O L Q 0.783
2 1 0 0 7 4 -a t c a th e p s in  L2 C T S L 2 0.783
205176-s_at in te g r in  b e ta  3 b in d in g  p ro te in  (b e ta 3 -e n d o n e x in ) IT G B 3 B P 0.779
2 1 1519_s_at k in e sin  fam ily  m e m b er 2C K IF 2C 0.777
2 1 0 4 1 6 -s .a t C H K 2  c h e ck p o in t h om olog  (S. p o m b e ) C H E K 2 0.775
2 0 3 8 1 7 -a t — — 0 .772
2 0 4 0 7 9 -a t ty ro s y lp ro te in  su lfo tra n s fe ra se  2 T P S T 2 0.764
2 0 1 3 1 0 -s -a t ch ro m o so m e 5 o p e n  re a d in g  fra m e  13 C 5 o rf l3 0 .753
208983_s-at p la te le t  /e n d o th e l ia l  cell a d h e sio n  m o lecu le  (C D 31 a n t ig e n ) P E C  A M I 0 .750
203408_s_at sp ec ia l A T -rich  seq u en ce  b in d in g  p ro te in  1 SA TB1 0.750
209773_s_at r ib o n u c le o t id e  r e d u c ta s e  M 2 p o ly p e p tid e R R M 2 0.749
207761 -s -a t D K F Z P 5 8 6 A 0 5 2 2  p ro te in D K F Z P 586A 0522 0 .749
206271_at to ll- lik e  re c e p to r  3 T L R 3 0.734
219650_at F L J2 0 1 0 5  p ro te in F L J2 0 1 0 5 0.733
2 1 4 3 4 9 -a t — — 0 .730
215067_x_at p e ro x ire d o x in  2 P R D X 2 0 .727
204026-S -a t Z W 10 in te ra c to r Z W IN T 0.720
2 0 4 8 2 5 -a t m a te rn a l em b ry o n ic  le u c in e  z ip p e r  k in a se M E L K 0.715
64064_at G T P a s e . IM A P  fam ily  m e m b er 5 G IM A P 5 0.708
202580_x_at fo rk h ead  box M l FO X M 1 0.707
202394_s_at A T P -b in d in g  c a s s e t te , su b -fa m ily  F (G C N 2 0 ). m e m b er 3 A B C F 3 0.704
20 9 6 9 3 -a t a s t r o ta c t in  2 A S T N 2 0.703
201990_s_at cA M P  re sp o n s iv e  e le m e n t b in d in g  p ro te in - lik e  2 C R E B L 2 0.700
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Table D .8 : Ranked list of targets for training set 5.
A ffy m e trix
ta g
D e sc rip tio n G ene
S ym bol
C o rre la tio n
2 0 4 3 5 9 -a t f ib ro n e c tin  leu c in e  rich  tr a n s m e m b ra n e  p ro te in  2 F L R T 2 0.974
2 0 4 9 7 2 -a t 2 '- 5 ’-o lig o a d e n y la te  s y n th e ta s e  2. 6 9 /7 1 k D a O A S2 0.950
2 0 5 3 5 9 -a t A k in a se  (P R K A ) a n c h o r  p ro te in  6 A K A P 6 0.940
205291 _at in te r le u k in  2 re c e p to r , b e ta IL 2R B 0.934
216025_x_at — — 0.933
2 0 6 7 7 6 -x -a t a c ro so m a l vesic le  p ro te in  1 A CRV1 0.928
2 1 0 2 8 8 -a t k ille r  cell le c tin -lik e  r e c e p to r  s u b fa m ily  G , m e m b er 1 K L R G l 0.927
2 1 6 661 -x_at c y to c h ro m e  P 450 . fam ily  2, su b fa m ily  C , p o ly p e p tid e  9 C Y P 2 C 9 0.923
2 1 3 8 7 3 -a t — — 0.922
201647_s_at scav en g e r re c e p to r  c la s s  B , m e m b e r 2 S C A R B 2 0.921
2 0 3 8 9 9 -s -a t c a lc ito n in  g e n e -re la te d  p e p t id e - re c e p to r  c o m p o n e n t p ro te in R C P 9 0.917
215479_at S em a d o m a in , tra n s m e m b ra n e  d o m a in  (T M ). a n d  cy to p la sm ic  d o m a in , 6A S E M A 6A 0.916
212970 -a t F u ll- le n g th  cD N A  c lo n e  C S 0D C 0 1 5 Y K 0 9  o f N e u ro b la s to m a  C o t 25 — 0.913
216034_at s u p p re sso r  o f  h a iry  w in g  ho m o lo g  1 (D ro so p h ila ) SU H W 1 0.912
58367^s_at z in c  finger p ro te in  419 Z N F 419 0.911
215126_at C D N A  F L J4 2 9 4 9  fis, c lone  B R S T N 2 0 0 6 5 8 3 — 0.908
203184_at f ib rillin  2 F B N 2 0.908
211405_x_at in te r fe ro n , a lp h a  17 IF N A 1 7 0.907
220032_at h y p o th e t ic a l  p ro te in  F L J2 1 9 8 6 F L J2 1 9 8 6 0.907
5 1 7 7 4 -s -a t h y p o th e t ic a l  p ro te in  L O C 222070 L O C 222070 0.905
2111 2 3 -a t s o lu te  c a rr ie r  fam ily  5 ( s o d iu m  io d id e  s y m p o r te r ) ,  m e m b e r 5 S L C 5A 5 0.905
211516_at in te r le u k in  5 re c e p to r , a lp h a IL 5R A 0.904
220195_at m e th y l-C p G  b in d in g  d o m a in  p ro te in  5 M B D 5 0.904
2 0 9 2 4 2 -a t p a te rn a l ly  ex p re s se d  3 P E G 3 0.903
220446 -S -a t c a rb o h y d ra te  (N -a c e ty lg lu c o sa m in e  6 - 0 )  s u lfo tra n s fe ra se  4 C H S T 4 0.902
2 0 1 6 4 6 -a t scav en g e r re c e p to r  c lass  B . m e m b e r  2 S C A R B 2 0.898
209839_at d y n a m in  3 D N M 3 0.898
2 1 9 8 1 3 -a t L A T S . la rg e  tu m o u r  su p p re s so r , ho m o lo g  1 (D ro so p h ila ) LA TS1 0.896
210367_s-at p r o s ta g la n d in  E s y n th a s e P T G E S 0.896
2 1 5 0 4 0 -a t H y p o th e t ic a l p ro te in  F L J1 1 7 1 2 F L J1 1 7 1 2 0.894
219205_at se r in e  ra ce m ase S R R 0.893
35150_at C D 40  a n tig e n  (T N F  re c e p to r  su p e r fa m ily  m e m b e r 5) C D 40 0.892
220398_at M G C 4170  p ro te in N1GC4170 0.891
2 0 5 7 8 2 -a t f ib ro b la s t g ro w th  fa c to r  7 ( k e ra t in o c y te  g ro w th  fa c to r) F G F 7 0.889
209863_s_at tu m o u r  p ro te in  p73-like T P 7 3 L 0.888
204365_s_at ch ro m o so m e 2 o p e n  re a d in g  fram e  23 C 2orf23 0.887
217033_x_at n e u ro tro p h ic  ty ro s in e  k in a se , r e c e p to r , ty p e  3 N T R K 3 0.887
209569_x_at D N A  seg m e n t on  ch ro m o so m e  4 (u n iq u e )  234 ex p re sse d  seq u en ce D 4S234E 0.887
121-a t p a ire d  box gene 8 PA X 8 0.886
2 1 9 2 8 7 -a t p o ta s s iu m  la rg e  c o n d u c ta n c e  C a -a c tiv a te d  ch a n n e l, su b fam ily  M . 3  m e m b e r  4 K C N M B 4 0.886
210988_s_at p ru n e  hom olog  (D ro so p h ila ) P R U N E 0.884
2 2 0 1 3 8 -a t h e a r t  a n d  n e u ra l c re s t  d e r iv a tiv e s  e x p re sse d  1 H A N D 1 0.884
215582_x_at M C M 3 m in ich ro m o so m e  m a in te n a n c e  d e fic ien t 3 a s s o c ia te d  p ro te in M C M 3A P 0.883
215178_x_at N -acy lsp h in g o sin e  a m id o h y d ro la se  (a c id  c e ra m id a se )- lik e A SA H L 0.883
2 1 4 9 3 3 -a t c a lc iu m  c h a n n e l, v o lta g e -d e p e n d e n t. P /Q  ty p e ,  a lp h a  1A s u b u n it C A C N A lA 0.883
208259_x_at in te r fe ro n , a lp h a  7 IF N A 7 0.882
22 1 4 0 2 -a t o lfa c to ry  re c e p to r , fam ily  1. su b fa m ily  F . m e m b er 1 O R 1F 1 0.881
206846_s_at h is to n e  d e a c e ty la s e  6 H D A C 6 0.881
216409 -a t A cyl-C oA  s y n th e ta s e  lo n g -c h a in  fam ily  m e m b e r  6 A C SL 6 0.879
213196 -a t zinc finger p ro te in  629 Z N F 629 0.879
210796 -x _at sia lic  ac id  b in d in g  Ig -like  le c tin  6 S1G L EC 6 0.879
2 0 3 0 7 4 -a t a n n e x in  A8 A N X A 8 0.878
2 2 2 3 7 6 -a t T ra n sc r ib e d  locus, m o d e ra te ly  s im ila r  to  X P -512541 .1 — 0.878
21442 l- x - a t c y to ch ro m e  P 450 . fam ily  2. s u b fa m ily  C . p o ly p e p tid e  9 C Y P 2 C 9 0.877
2 1 7 0 2 0 -a t re tin o ic  ac id  re c e p to r , b e ta R A R B 0.876
2 2 2 328_x -at M a te rn a lly  e x p re s se d  3 M E G 3 0.876
205991 _s-at p a ire d  re la te d  h o m e o b o x  1 P R R X 1 0.876
2103 3 1 -a t H E C T . C2 a n d  W \V  d o m a in  c o n ta in in g  E3 u b iq u i tin  p ro te in  ligase  1 HECVVl 0.876
2 1 4 9 2 3 -a t A T P ase , H +  tr a n s p o r t in g ,  ly so so m al 3 4 k D a. V I s u b u n it  D A T P 6V 1D 0.875
215754_at scav en g e r re c e p to r  c lass  B . m e m b er 2 S C A R B 2 0.874
200856_x_at n u c lea r re c e p to r  co -rep re sso r  1 N C O R 1 0.874
2 2 0 2 3 2 -a t s te a ro y l-C o A  d e s a tu ra s e  4 S C D 4 0.873
2 0 9 7 6 5 -a t a  d is in te g r in  a n d  m e ta l lo p ro te in a s e  d o m a in  19 (m e ltr in  b e ta ) A D A M 19 0.873
204752_x_at p o ly  (A D P -rib o s e )  p o ly m e ra se  fam ily , m e m b er 2 P A R P 2 0.873
2 0 3 9 9 9 -a t — — 0.872
71933_at w in g le ss -ty p e  M M T V  in te g ra t io n  s ite  fam ily , m e m b er 6 VVNT6 0.871
214569_at in te r fe ro n , a lp h a  5 IF N A 5 0 .870
44783_s_at h a i ry /e n h a n c e r -o f - s p l it  r e la te d  w ith  Y R P W  m o tif  1 H E Y 1 0.870
2 0 3 1 3 9 -a t d e a th -a s s o c ia te d  p ro te in  k in a se  1 D A P K 1 0.870
209594_x-at p re g n a n c y  specific  b e ta -1 -g ly c o p ro te in  9 P S G 9 0.869
219542_at N IM A  re la te d  k in a se  11 N E K 11 0.868
C o n tin u e d  o n  N ex t P ag e .
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T a b le  D .8  -  C o n tin u e d
A ffy m e trix
ta g
D esc rip tio n G en e
S ym bo l
C o rre la tio n
4 4 6 7 3 -a t s ia lo a d h e s in SN 0.868
206101 . a t e x tra c e l lu la r  m a tr ix  p ro te in  2 E C  M 2 0.867
209851-a t K IA A 0853 K IA A 0853 0.866
2 0 6 6 6 3 -a t Sp4 t r a n s c r ip t io n  fa c to r S P 4 0.866
2 1 3 3 0 7 -a t SH 3 a n d  m u ltip le  a n k y r in  re p e a t  d o m a in s  2 S H A N K 2 0.866
204323_x -at n e u ro fib ro m in  1 N F1 0.866
2 1 5 7 7 5 -a t T h ro m b o sp o n d in  1 T H B S 1 0.865
210422_x -at s o lu te  c a rr ie r  fam ily  11, m e m b e r  1 SLC 11A 1 0.865
210319_x_at m sh  hom eo  box hom olog  2 (D ro so p h ila ) M SX 2 0.865
2 1 7 1 3 0 -a t ch ro m o so m e 9 o p e n  re a d in g  fram e  33 C 9orf33 0.864
205189_s_at F an co n i an e m ia , c o m p le m e n ta t io n  g ro u p  C F A N C C 0.864
2 16005 -a t T e n asc in  C (h e x a b ra c h io n ) T N C 0.864
2 14033 - a t A T P -b in d in g  c a ss e t te , s u b -fa m ily  C ( C F T R /M R P ) ,  m e m b e r 6 A B C C 6 0.864
205600_x_at h om eo  box  B5 H O X B 5 0.863
2 13300 - a t K IA A 0404  p ro te in K IA A 0404 0.863
2 13378_s-a t D E A D /H  (A sp -G lu -A la -A s p /H is )  bo x  p o ly p e p tid e  11 D D X ll 0.863
2 1 6 2 2 9 -x -a t H LA  co m p lex  g ro u p  2 p se u d o g e n e  7 H C G 2 P 7 0.863
220452_x_at S im ila r to  ac e ty l-C o e n z y m e  A s y n th e ta s e  3 C E C R 7 0.863
2 04109 -s -a t n u c le a r  tr a n s c r ip t io n  fa c to r  Y . a lp h a N FY A 0.862
209108 -a t te t r a s p a n in  6 T S P A N 6 0.862
2 1 9 8 9 1 -a t p y ro g lu ta m y l-p e p tid a s e  I P G P E P 1 0.862
2 1 1546_x_at sy n u c le in . a lp h a  (n o n  A 4 c o m p o n e n t o f am y lo id  p re c u rs o r) S N C A 0.861
2 2 1680_s_at e t s  v a r ia n t g en e  7 (T E L 2  o n co g en e) E T V 7 0.861
4 18 5 6 - a t U nc-5  h o m olog  B (C . e leg an s) U N C 5B 0.859
2 2 0 8 5 3 -a t g ly c o sy ltra n s fe ra se - lik e  d o m a in  c o n ta in in g  1 G T D C 1 0.858
208683_at c a lp a in  2, ( m / I I )  la rg e  s u b u n it C A P N 2 0.858
