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В. Р. Вергун 
Національний університет "Львівська політехніка", м. Львів, Україна 
ХАРАКТЕРИСТИКА МЕТОДІВ РОЗВ'ЯЗАННЯ ЗАДАЧІ КЛАСИФІКАЦІЇ  
В ІНТЕЛЕКТУАЛЬНОМУ АНАЛІЗІ ДАНИХ НАВЧАЛЬНИХ ПРОГРАМ 
Досліджено публікації останніх років у галузі інтелектуального аналізу даних навчальних програм. Кількість досліджень 
у цій галузі зростає, проте здебільшого це однотипні дослідження, що використовують однакові вибірки даних. Розроблено 
критерії, відповідно до яких було отримано вибірку з публікаціями для проведення аналізу використання методів інтелекту-
ального аналізу даних навчальних програм. Найбільше досліджень у галузі Інтелектуального Аналізу Даних у навчанні сто-
суються вирішення задачі кластеризації, класифікації та асоціації. Для створення вибірки до уваги обрано дослідження з ви-
користанням методів та алгоритмів, що вирішують задачу класифікації. Вибірка статей включає дослідження, що аналізу-
ють продуктивність методів класифікації та представляють результати та порівняння показників. За результатом аналізу 
вибрано алгоритми, що показують найкращі результати продуктивності серед інших алгоритмів з вибірки. Згідно із встанов-
леними критеріями, кожна публікація повинна вирішувати конкретну наукову задачу. У цій галузі методи інтелектуального 
аналізу даних отримують застосування для вирішення різних прикладних задач у навчальному процесі. Відповідно до кон-
тексту та типу прикладної задачі залежить вибір конкретного методу та точність вибраних алгоритмів. Тому категоризація 
прикладних завдань дає змогу отримувати якісніші підходи до розв'язання наукової задачі. Встановлено категорії проблема-
тики, яких стосуються найбільше наукових досліджень з використанням методів класифікації. 
Ключові слова: інтелектуальний аналіз навчальних програм; класифікація; продуктивність; алгоритми; навчальні прог-
рами; прогнозування; порівняння алгоритмів. 
Вступ. У сучасних умовах використання інформа-
ційних технологій значно покращують якість навчаль-
ного процесу. Водночас основним завданням будь яко-
го навчального закладу є високі оцінки учасників нав-
чання. Беручи до уваги різноманітні стилі та методи 
навчання, поведінку студентів та різноманітні підходи 
до викладання не можна однозначно стверджувати, що 
саме інформаційні технології мають прямий вплив на 
остаточні результати навчання. Впровадження техноло-
гій дає змогу значно розширити інструментарій, методи 
навчання, урізноманітнити спосіб доставки знань. Та-
кож інформаційні системи допомагають якісно управ-
ляти навчальним процесом. Впродовж останнього деся-
тиліття інформаційні системи стали невід'ємною части-
ною навчання та нерозривно інтегровані в процеси 
прийняття рішень у будь-яких навчальних закладах. 
Унаслідок використання будь-яких інформаційних 
систем нагромаджується велика кількість даних. Струк-
тура на склад таких даних може бути найрізноманітні-
шою. Системи зберігають інформацію про активність 
студентів, вподобання, засоби комунікації, певні персо-
нальні дані тощо. Ці дані можуть бути об'єктом для ана-
лізу та можуть бути використані для прогнозування ус-
пішності, створення індивідуальних навчальних планів, 
визначення поведінки студента та стилю навчання, 
створення моделей мотивації. З таких наборів даних 
можливо виявити певні шаблони та закономірності. Та-
ку задачу розв'язують за допомогою Інтелектуального 
Аналізу Даних (англ. Data Mining, ІАД) – процесу видо-
бутку знань з даних. ІАД – це міждисциплінарна галузь, 
що використовує різні методи та алгоритми для 
розв'язання задач кластеризації, класифікації, асоціації, 
прогнозування. Залежно від моделей, що використову-
ються, задачі можуть бути прогнозуючими або дес-
криптивними. Пошуком закономірностей та знань у да-
них, що генеруються різноманітними системами, що ін-
тегровані в навчальний процес, займається більш вузь-
ка галузь, що похідна від ІАД – Інтелектуальний Аналіз 
Даних Навчального Процесу (англ. Educational Data 
Mining). Методи та моделі, розроблені в межах цієї га-
лузі, дають змогу краще розуміти поведінку студентів 
та прогнозувати їхню успішність. 
Прогнозування поведінки студентів та стилів навчан-
ня є одним із найвагоміших завдань у навчальному про-
цесі, таким як і прогнозування успішності. Розв'язання 
такої задачі дає змогу гнучкіше керувати індивідуальни-
ми навчальними планами. Різноманітні чинники мають 
вплив на успішність та стиль навчання, такі як: вік, 
стать, освіта батьків, економічні чинники. Вирішення 
задачі класифікації під час процесу ІАД дає змогу вик-
ладачу індивідуально підходити до потреб конкретного 
студента, що приводить до вищих фінальних результа-
тів та значно підвищує мотивацію під час навчання. 
Методи задачі класифікації є найпопулярнішими в 
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інтелектуальному аналізі даних навчального процесу 
згідно з аналізом наукових досліджень останніх років 
(Bishop, 2006). 
Метою цього дослідження є: 
● Дослідити останні публікації в галузі Educational Data Mi-
ning. 
● Створити вибірку публікацій, що включають дослідження з 
використанням методів, що розв'язують задачу класифіка-
ції. 
● Визначити, які конкретні задачі вирішують автори за допо-
могою методів класифікації в цих дослідженнях. 
● Дослідити вибрані авторами методи у вибірці публікацій та 
визначити методи з найкращими показниками продуктив-
ності. 
Аналіз літературних джерел. Кількість статей, що 
стосуються дослідження у цій галузі, щороку збіль-
шується (Singh, 2017), що свідчить про зростаючий ін-
терес та великі можливості застосування інтелектуаль-
ного аналізу даних задля покращення процесу навчан-
ня. Водночас існує багато досліджень поточного стану 
галузі та огляд літературних джерел з аналізом вже 
опублікованих досліджень. Більшість досліджень зосе-
реджені на таких запитаннях: 
● Знаходження визначальних чинників, які мають вплив на 
успішність у навчальному процесі. 
● Пошук оптимальних методів та алгоритмів для прогнозу-
вання успішності. 
● Визначення точності та продуктивності вибраних методів 
та підходів. 
З використанням методів інтелектуального аналізу 
даних прогностичне моделювання зазвичай використо-
вують у прогнозуванні успішності студентів. Загалом 
кількість досліджень у сфері інтелектуального аналізу 
даних у освітніх програмах швидко зростає, а також 
збільшується різноманітність використовуваних методів 
(Hellas et al., 2018). Відповідно в дослідженні (Muthuk-
rishnan et al., 2017) було розглянуто методи, що викорис-
товують для створення моделей, та прогнозування ус-
пішності. Ці методи було поділено на 4 категорії: дерево 
прийняття рішень, регресію, кластеризацію та всі решта. 
У дослідженні (Manjarres et al., 2018) було проаналі-
зовано понад 100 публікацій і встановлено, що, розпо-
чинаючи з 2010 р., значний інтерес у дослідженнях при-
ділено аналізу причин відрахувань з навчальних прог-
рам та побудови прогностичних моделей. В одному з 
останніх оглядів публікацій було класифіковано чинни-
ки, що брались до уваги найчастіше в дослідженні при-
чин відрахувань: персональні, академічні, економічні, 
соціальні та інституційні. І найбільш досліджуваними є 
персональні чинники, такі як: вік, стать, національність 
(Alban et al., 2019). 
Проте традиційні алгоритми та підходи інтелекту-
ального аналізу даних не можуть бути безпосередньо 
застосовані до вирішення проблем у навчальному про-
цесі, оскільки вони можуть мати специфічну мету та 
функцію. Це означає, що спочатку повинен бути засто-
сований алгоритм попереднього оброблення і тільки то-
ді можуть бути застосовані деякі специфічні методи 
аналізу даних. Одним із таких алгоритмів попередньої 
обробки є кластеризація (Dutt et al., 2017). Систематич-
ні огляди літератури підтверджують загальну тенден-
цію у використанні методів лінійної регресії та класифі-
кації, які є найбільш популярними до використання в 
різноманітних дослідженнях (Hellas et al., 2018). Проте 
все ще залишаються запитання до якості досліджень, 
зосереджених у проблематиці прогнозування успішнос-
ті. Тільки 33 % досліджень мають чітку постановку за-
дачі й тільки 8 % досліджень перевіряли результати в 
декількох наборах даних навчальних програм (Hellas et 
al., 2018). 
Метод дослідження. Більшість наукових робіт, що 
використовують методи класифікації у своїх дослі-
дженнях, можна поділити за такими категоріями: 
● дослідження швидкодії вибраних методів та алгоритмів; 
● дослідження чинників, що впливають на вирішення певної 
проблеми; 
● нові методи, що можна застосовувати в задачі класифікації. 
Для більш якісного аналізу наукових робіт було виб-
рано статті, що досліджують швидкодію методів та ал-
горитмів, які розв'язують задачі класифікації. Було про-
аналізовано вибірку з більше, ніж 100 статей, та вибра-
но 20 публікацій, що були опубліковані впродовж ос-
танніх 5–7 років, та які підпадали під критерії вибірки. 
Основними критеріями вибірки були: 
● чітка постановка наукової задачі з окресленою проблемою; 
● використання алгоритмів класифікації; 
● продемонстровані результати продуктивності вибраних ме-
тодів. 
Оскільки дуже часто автори використовують у дос-
лідженні декілька алгоритмів, до уваги брали тільки 
перші 4 алгоритми з найкращим показником точності в 
конкретній публікації. Також, беручи до уваги резуль-
тати інших публікацій на тему літературних оглядів 
(Hellas et al., 2018), у вибірку попадали тільки ті дослі-
дження, що використовували унікальну неповторювану 
вибірку даних. 
Результати дослідження. У табл. 1 наведено спи-
сок завдань, що вирішували автори за допомогою мето-
дів класифікації. 
Табл. 1. Список завдань 
Завдання Кількість ста-тей з вибірки 
Прогнозування успішності  15 
Виявлення студентів, які перебувають під ри-
зиком 2 
Прогнозування відчислень за неуспішність 3 
Класифікація стилів навчання 1 
У табл. 2 наведено список усіх методів та алгорит-
мів, які використовували авторами для вирішення пос-
тавлених завдань. 
Табл. 2. Список усіх методів та алгоритмів 
Алгоритм Кількість ста-тей з вибірки 
J48 11 
Naive Bayes 12 
Zero R, PART, COMP, Decision Stump, MLP, 
C-Support Vector Classification, 1 
Logistic Regression, Random Forest, Multilayer 
perceptron, KNN, Support Vector Machines 5 
RBFNetwork, RepTREE, NBTree 2 
JRip 3 
Як видно з табл. 2, найчастіше в цій вибірці дослі-
джень використовували методи J48 та Naive Bayes. За-
галом у вибірці статей було проаналізовано 19 алгорит-
мів. Достовірність отриматих математичних моделей 
автори досліджень здебільшого оцінювали методом пе-
рехресної перевірки (10-fold cross-validation). 
Середні значення точності кожного з алгоритмів 
представлено у табл. 3. Середню цифру обраховували 
без урахування мінімального та максимального зна-
чень.
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Табл. 3. Середні значення точності алгоритмів, % 
J48 (Kabakchieva, 2013) (Kaur et al., 2015) (Osmanbegović et al., 2015) (Bhavesh Patel et al., 2017) (Umar Bawah al., 2018) 
(Shakeelet al., 2016) (Al Luhaybi et al., 2018) (Kabakchieva, Dorina., 2013) (Maaliw et al., 2017) (Kaur et al., 2017) (Jovanovic 
et al., 2012) 
78 
Naive Bayes (Kabakchieva, 2013) (Singh et al., 2017) (Asif, Raheela, et al., 2017) (Kaur et al., 2015) (Bhavesh Patel et al., 2017) 
(Lopez, Manuel Ignacio, et al., 2012) (Shakeelet al., 2016) (Al Luhaybi et al., 2018) (Kabakchieva, Dorina., 2013) (Veena, 2017) 
(Maaliw et al., 2017) (Jovanovic et al., 2012) 
77 
Zero R (Singh et al., 2017) 76 
Logistic Regression (Osmanbegović et al., 2015) (Bhavesh Patel et al., 2017) (Bucos et al., 2017) (Jovanovic et al., 2012)) (Mar-
bouti et al., 2016) 90 
Support Vector Machines (Kaur et al., 2015) (Agarwal et al., 2012) (Soni, Astha, et al. et al., 2018) (Lopez, Manuel Ignacio, et 
al., 2012) (Veena, 2017) (Kaur et al., 2017) (Marbouti et al., 2016) 89 
RBFNetwork (Agarwal et al., 2012) (Lopez, Manuel Ignacio, et al., 2012) 88 
JRip (Osmanbegović et al., 2015) (Mobasheret al., 2017) (Kabakchieva, Dorina., 2013) 69 
PART (Mobasheret al., 2017) 69 
COMP (Abu-Oda et al., 2015) 98 
Decision Stump (Mobasheret al., 2017) 70 
MLP (Umar Bawah al., 2018) 84 
C-Support Vector (Bucos et al., 2017) 85 
Random Forest (Asif, Raheela, et al., 2017) (Osmanbegović et al., 2015)(Shakeelet al., 2016) (Bucos et al., 2017) (Jovanovic et 
al., 2012) 82 
Multilayer perceptron (Kaur et al., 2015) (Agarwal et al., 2012) (Lopez, Manuel Ignacio, et al., 2012) (Kaur et al., 2017) (Mar-
bouti et al., 2016) 84 
KNN (Kabakchieva, 2013) (Umar Bawah al., 2018) (Kabakchieva, Dorina., 2013) (Veena, 2017) (Marbouti et al., 2016) 74 
NBTree (Abu-Oda et al., 2015) (Maaliw et al., 2017) 87 
RepTREE (Mobasheret al., 2017) (Kaur et al., 2017) 70 
  
На рисунку зображено значення точності тих алго-
ритмів та методів, які трапляються в більше ніж 5 стат-
тях. Ці значення точніші, оскільки значення точності 
має велику залежність від вибраних даних, тому для ко-
ректнішого аналізу потрібно враховувати більшу кіль-
кість статей. 
 
Рисунок. Значення точності найбільш вживаних алгоритмів, % 
Відповідно до проаналізованих результатів з вибір-
ки статей, алгоритмами з найбільшою точністю є Logis-
tic, Multilayer Perceptron, Support Vector Machines 
(Functions-based algorithms), та Random Forest (Trees-ba-
sed algorithms), точність яких перевищує 80 %. Водно-
час потрібно зазначити, що алгоритми, які найчастіше 
використовували в дослідженнях, не показали високих 
результатів продуктивності. Проте велика залежність 
існує від мети дослідження та від конкретної вибірки 
даних. Наприклад, метод Logistic Regression показує 
різні результати точності в дослідженнях, де метою бу-
ло дослідити можливості прогнозування успішного за-
вершення навчання (Bucos et al., 2018), та прогнозуван-
ня відрахування з навчання (Jovanovic et al., 2012). Кон-
кретна вибірка даних може містити різноманітні чинни-
ки, що тим чи іншим чином впливають на точність дос-
лідження. Наприклад, під час прогнозування значень 
фінальних оцінок використовують чинник участі та ак-
тивності студентів у форумах та дискусіях (Marbouti et 
al., 2016). Автор дослідження (Luhaybi et al., 2018) та-
кож звертає увагу на великий вплив контексту та мети 
на остаточні результати. 
Висновки. У цьому дослідженні проаналізовано 
120 публікацій, та за заданими критеріями було вибра-
но 21 публікацію, опублікованих за останні 5–7 років, 
де автори досліджують різноманітні методи, що вико-
ристовуються для розв'язання задачі класифікації в га-
лузі інтелектуального аналізу даних навчальних прог-
рам. Було визначено 4 алгоритми, що отримали найкра-
щі середні показники продуктивності в цих досліджен-
нях. Встановлено, що найвищі показники продуктив-
ності отримали алгоритми Logistic Regression та Support 
Vector Machines. Результати продуктивності методу 
KNN є найнижчими. Всі дані наведено в табличних та 
графічному представленні. 
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V. R. Verhun 
Lviv Polytechnic National University, Lviv, Ukraine 
REVIEW OF CLASSIFICATION METHODS IN EDUCATIONAL DATA MINING 
Educational data mining is an emerging discipline, concerned with developing methods for exploring the unique and increasingly 
large-scale data that come from educational settings and using those methods to better understand students, and the settings which 
they learn in. Currently there is an increasing interest in data mining and educational systems, making educational data mining a new 
growing research community. The number of studies in this industry is constantly increasing; however, it is mainly the same type of 
research that uses the same data sets. The research of publications of recent years in the field of educational data mining has been 
conducted. In order to analyze the use of methods of the educational data mining in recent publications and for more precise selection 
of published articles for this analysis the criteria for selecting specific articles has been developed. According to developed criteria a 
data set with publications has been created. Most studies in educational data mining are devoted to solving the problem of clustering, 
classification and association. In this research the data set of publications has been created by taking into consideration the articles 
which includes the methods and algorithms for solving the classification problem. All the selected articles include researches that 
analyze the performance of classification methods and present results and benchmarking of those methods. As a result of the analysis 
of created data set of articles the algorithms that show the best performance results among other are highlighted. According to the es-
tablished criteria, each publication from data set should address a specific scientific problem. Methods of educational data mining are 
used to solve various applied problems in the learning process. Depending on the context and type of application, the choice of a spe-
cific method and the accuracy of the selected algorithms highly depend on a specific application problem. Therefore, categorization 
of applied tasks allows obtaining more qualitative approaches to solving a scientific problem. The categories of problems most often 
solved by educational data mining methods have been established. 
Keywords: data mining; educational data mining; classification; performance; educational programs; performance prediction. 
 
