The equations governing open channel flow are strongly nonlinear when considering the full range of possible flows. Hence, optimization problems that aim to select optimal flow regimes for hydraulic structures such as weirs and pumps are subject to nonlinear relations between optimization variables. Such optimization problems are nonconvex, and may admit multiple isolated local minima, rendering them problematic for use in operational model predictive control. This paper introduces the notions of zero-convexity and path stability, i.e., the property of a parametric optimization problem that I) is convex at the starting parameter value and II) that when computing a path of solutions as a function of the parameter, such a path exists and no bifurcations arise. Path stability ensures that the parametric optimization problem can be solved in a deterministic and numerically stable fashion. It is shown that a class of numerical optimal control problems subject to simplified 1D shallow water hydraulics is zero-convex and path stable, and hence suitable for deployment in decision support systems based on model predictive control.
Introduction
Operators of water systems face the question of how to operate the various control structures within their domain. For instance, an operator of a polder 1 system is concerned with the operation of weirs, sluices, and pumping stations. An operator of a river system is concerned with the operation of dams and weirs, whereas an operator of a drinking water network works with the operation of pumping stations and boosters.
Traditionally, water systems are operated on the basis of expert judgment, handbooks, as well as using simple feedback control. In recent decades, socalled decision support systems (DSS) have been developed that present the operator with operational strategies which have been computed using optimization techniques on the basis of a computational system model. Operators consult DSS to obtain advice on how to best operate their system, given the operational objectives of their organization [5, 18, 6] .
Typically, a DSS consists of a computational system model, an optimization algorithm, a data aggregation platform, and a user interface. Popular techniques for optimization of water system models are (A) moving horizon dynamic optimization, also known as model predictive control [9, 15] , (B) techniques based on dynamic programming that try to approximate the Bellman value function for optimal feedback control [16] , and (C) metaheuristic techniques such as genetic algorithms [14] .
The metaheuristic techniques rely on Monte Carlo computations, i.e., large numbers of runs of the system model with different parameters, to approximate the globally optimal strategy with ever increasing confidence. The downside of these methods are the long computation times, as well as the lack of hard certificates of optimality (and consistency; more on that later) for the solutions they produce. Such solutions typically exhibit a degree of randomness and may therefore not be entirely predictable.
Techniques (A) and (B) rely on gradient-based optimization techniques [7] . Gradient descent always converges to a locally optimal solution. The locally optimal solution may not always be the best solution, however; this property is reserved for so-called global optima.
A well-established technique to make sure that a problem only admits global optima, is to make sure that the optimization problem is formulated such that it is convex [3] . Convex problems are such that the search space is convex, i.e., "round", and that the cost function is convex, i.e., unimodal. Convex formulations can be produced for many types of water systems, most notably those where the flow direction is known a-priori [5, 6, 10] .
If water can flow in either direction, however, we need a relation between water level difference ∆H and flow Q, i.e, a diffusive wave equation [13] :
If the discharge Q has a large domain of variation, as it has for polder pumps or weir flows, this relation cannot be linearized without significant loss of accuracy. And, since the discharge variable Q will be varied by the optimizer, the resulting head difference ∆H will also vary due to the hydraulic relation between discharge and water level. Therefore, Equation (1) becomes an equality constraint between discharge and water level variables. But a nonlinear equality constraint ensures that the resulting optimization problem cannot be convex, and hence the optimization problem may admit multiple isolated local minima.
We have argued that head-dependent directionality in water systems leads to the fundamental nonlinearity (1). Head-dependent directionality is a typical phenomenon in flat lands. In the Western Netherlands, circulation patterns in a channel networks depend on relative water level differences, caused by pumping, local rainfall, or wind surge. And so, when developing DSS for Dutch water authorities, the nonlinearity (1) needs to be addressed.
This nonconvexity can be addressed in several ways. A common approach is to partition the domain of the variable which enters the constraint nonlinearly, the discharge Q in this case, and to assign a linearization of the constraint to each domain. An integer variable is used to indicate the active domain. The resulting mixed-integer problems are NP-complete [8] , i.e., computationally expensive to solve when dealing with large numbers of channel reaches and large numbers of time steps.
Since Dutch water networks can be large, and we are interested in planning ahead for up to several weeks at the time, finding the globally optimal mixed integer solution is, in general, not feasible.
Another way to address the nonconvexity is to use the metaheuristic algorithms mentioned earlier; but we are interested in guarantees of solution quality, in a deterministic and predictable algorithm, as well as in limited computation times. Other authors settle for locally optimal solutions close to a seed solution 2 [15] . In this paper, we take a so-called continuation, or homotopy, approach [12, 11, 19, 1] . Homotopy is the process of continuous deformation of one mathematical object into another. Here, we investigate the deformation of linear flow models into nonlinear hydraulic models, and tracking solutions to the operational optimization problem throughout the homotopy process.
The approach provides a consistent, explainable, and computationally efficient recipe for obtaining a solution. The solutions, furthermore, are stable in the sense that small numerical perturbations will not change the solutions qualitatively. This is of great practical value for ensuring the confidence of operators in their decision support system.
In the present paper, we present a bifurcation analysis of the inertial wave equation [13] . The inertial wave equation is a simplification of the Saint-Venant equation, i.e., the 1D shallow water equation, for systems where advection plays a marginal role. The diffusive wave equation (1) can in turn be derived from the inertial wave equation, so that the three equations are derived from each other as follows:
Saint-Venant → inertial wave → diffusive wave.
The inertial wave equation is commonly used to model channels and rivers in the Netherlands [13, 15, 18] .
Continuation methods
It the present section we introduce the idea the continuation method, using which we will, in a later section, deform a linear hydraulic model into the nonlinear inertial wave equation.
Let F : R n → R n denote the residual function for a system of nonlinear equations of the form
In general, finding a solution x * such that F (x * ) = 0 is a hard problem. If an initial guess x 0 is sufficiently close to a solution, the Newton-Raphson method will converge to x * . But if x 0 is too far away, the Newton-Raphson method may diverge and a different approach is needed.
The continuation method is one such approach and we will now sketch the idea behind it. One approximates the residual function F with a suitable functionF , for which a solutionx * is known:
A homotopy parameter θ is then introduced to deformF into F :
Withx * given such thatF (x * ) = G(x * , 0) = 0, we can increase θ and solve G(x, θ) = 0 for x starting fromx * , which, if the increase in θ was sufficiently small, will lie sufficiently close to the solution of G(·, θ) = 0 for the NewtonRaphson method to converge. Continuing in this way, under suitable conditions, we arrive at a solution x * such that F (x * ) = G(x * , 1) = 0. In the process, we have traced a path θ → x(θ). By the implicit function theorem, this path exists locally and uniquely as long as ∂G/∂x is nonsingular. If this necessary condition is not satisfied, the path may (1) turn back on itself, (2) end, or (3) bifurcate into multiple paths. Figure 1 illustrates a path with a bifurcation, and highlights the point where ∂G/∂x is singular. Clearly, this situation is undesirable and in the following, we will look for conditions under which all points are nonsingular. 
Parametric programming
We will now consider general optimization problems that may vary as the homotopy parameter θ ∈ [0, 1] changes. We thus use the following standard form for parametric optimization problems:
where x is the optimization variable, f (x, θ) is the objective function and c(x, θ) : R n × [0, 1] → R denotes the set of constraints. Interior point methods such as IPOPT [20] solve optimization problems of the form (P θ ) by computing (approximate) solutions for a sequence of barrier problems
for a non-negative decreasing sequence of barrier parameters µ converging to zero. The Lagrangian function for the barrier problem is then equal to
where λ is the vector of Lagrangian multipliers, and any solution for (P θ µ ) is a solution of the system of equations:
Let F µ (x, λ, θ) denote the residual of the system of equations (2). Then the system F µ (x, λ, θ) = 0 admits a unique solution path in the neighborhood of x * , λ * , and θ
Definition 1 For some fixed parametersθ ∈ [0, 1] and µ > 0, letx be a solution of the parametric barrier problem (P θ µ ) andλ be the corresponding Lagrange multipliers. The point (x,λ,θ) is called a critical point if the Jacobian
We conclude this section by remarking that this approach can be easily extended to more general parametric optimization problems.
Bounds on optimization variables: the analysis is readily extended to cases where x L ≤ x ≤ x U , by adjusting the barrier function to tend to infinity as x → x L and x → x U [20] :
where e i is the ith unit vector, I L is the set of indices such that x L · e i = −∞ and I U the set of indices such that x U · e i = ∞.
Inequality constraints: constraints of the form g(x, θ) ≤ 0 can be handled by introducing nonnegative slack variables s ≥ 0 such that
Remark 1 Other authors consider the primal-dual equations without introducing a barrier function: see, e.g., [12, 19, 11] . These analyses involve careful treatment of inequality constraints becoming (in)active, which we sidestep by considering interior points only and approaching boundary points asymptotically.
Zero-convexity and path stability
In order to develop our continuation method, we will need to introduce the notions of zero-convexity and path stability.
Definition 2 We say that the parametric optimization problem (P
The notion of zero-convexity captures the idea that there should be a unique solution at θ = 0, and that it should be possible to find this solution using standard methods.
Definition 3
We say that the parametric optimization problem (P θ ) is path stable with respect to the interior point method if its barrier formulation (P θ µ ) does not admit critical points for any θ ∈ [0, 1] and any µ > 0.
The concept of path stability captures the idea that we seek a way to consistently arrive at the same local minimum of the fully nonlinear problem at θ = 1 regardless of the exact numerical implementation of the solution algorithm.
Remark 2 Path stable parametric optimization problems may still give rise to new isolated local minima as θ varies from 0 to 1. These local minima cannot arise due to a path starting at a finite point, or due to bifurcation, as those would be critical points. New isolated local minima can, however, arise from limit points.
Remark 3 Note that the primal equations (2) now depend on two continuation parameters, µ and θ. In our implementation, we have an outer loop that increases θ, and an inner loop that decreases µ and solves the primal equations (using IPOPT).
An interesting alternative would be to define a curve (µ, θ) as a function of a single hyperparameter; this would, however, require additional research into the convergence of such a modified interior point method.
Shallow water equations
We are now ready to turn towards the hydraulics. In the present section, we derive the inertial wave equation, a linear variant of the inertial wave equation, as well as a suitable discretization.
The shallow water equations describe situations in fluid dynamics where the horizontal length scale is large compared to the water depth. The 1D shallow water equations are also known as the Saint-Venant equations, and are given by the momentum equation
with longitudinal coordinate x, time t, discharge Q, water level H, cross section A, hydraulic radius R := A/P , wetted perimeter P , Chézy friction coefficient C, gravitational constant g, and by the mass balance equation
Inertial wave equation
When longitudinal variations in the flow velocity u := Q/A are small, the advection term ∂(Q 2 /A)/∂x in the momentum equation (3) may be neglected. The implications of this model reduction are studied in, e.g., [13] . In this case, one obtains a new momentum equation, the so-called inertial wave equation:
In the following, we will consider shallow channels with rectangular cross section A = w(H − H b ), with channel width w and bottom level H b , and wetted parameter P = w + 2(H − H b ).
Remark 4 By dropping, in addition to the advection term, the ∂Q/∂t derivative, we obtain the diffusive wave equation. The kinetic wave equation describes flow in steady state. The continuation analysis in the following can also be applied to the kinetic wave equation.
Linear approximations
The mass balance equation (4) is linear, but the momentum equation (5) is not. An inclusion of the momentum equation in an optimization problem, as a relation between optimization variables Q and H, would result in a nonconvex problem. In the present section, we develop a linear approximation of the momentum equation. Inclusion of the linear momentum equation in an optimization problem, which is otherwise convex, would maintain its convex structure. The linear approximation of the nonlinear momentum equation will therefore enable us to use the continuation method to find solutions for the nonconvex optimization problem, starting from a globally optimal solution of the convex approximation.
The water level gradient ∂H/∂x is a primary driver of the flow and the direction thereof. In order to maintain directional variability in the linear model we, therefore, need to retain the water level gradient as-is. Furthermore, in flat lands we do not wish to express a preference for the flow direction. Hence, we linearize the pressure term around ∂H/∂x = 0 and A = A = w(H − H b ), to obtain the linearized pressure term gA∂H/∂x.
The quadratic nature of the friction term cannot be maintained in a linear model. We apply the nominal cross section A, which results in a nominal hydraulic radius R = A/P , and linearize around Q = Q. The choice of Q does not express a preferred flow direction due to the presence of the absolute value function; but an incorrect estimate will result in the friction term being underor overestimated.
We obtain the linear inertial wave equation:
Note that other linear approximations would also facilitate the continuation method. Our approximation is based on reasoning for channels in flat lands, where the flow direction may change depending on environmental conditions. For solution quality, it is important that the dynamics of the linear system will resemble those of the nonlinear system as much as possible. If the dynamics diverge too much, the continuation path could lead to an undesirable local minimum of the nonlinear optimization problem.
Semi-implicit discretization on a staggered grid
We discretize our hydraulic equations on a staggered grid and semi-implicitly in time, analogous to the approaches set out in, e.g., [4, 17] . The friction term is discretized semi-implicitly in the sense that the discharge Q is evaluated at time t j , whereas the cross section and hydraulic radius are evaluated at time t j−1 ; all other terms are discretized fully implicitly in time.
In the following, we will refer to those variables which lie between two other hydraulic variables as interior variables. All other hydraulic variables are referred to as boundary variables. The staggered grid, and the distinction between interior and boundary variables, is illustrated in Figure 2 . The mass balance equation (4) is linear and does not need homotopy. Discretization on our staggered grid yields
with the index set I H such that every H i , i ∈ I H , is an interior variable. The momentum equation is nonlinear, whence we introduce a homotopy parameter θ interpolating between the linear and non-linear equations (6) and (5), respectively. Recall that the hydraulic radius R is equal to A/P. We obtain the discretized momentum equation
with
and the index set I Q such that every Q i , i ∈ I Q , is an interior variable. In order to avoid singular derivatives, we use
where ε is a small constant, as a smooth approximation for |x|.
Analysis of zero-convexity and path stability
We consider a numerical optimal control problem subject to the dynamics (7) -(8) imposed as equality constraints between discharge variables Q and water level variables H. Let F µ (x, λ, θ) = 0, where the vector x contains the variables Q, H, as well as any other optimization variables, denote the primal equation system (2) corresponding to this optimization problem. In particular, we denote with x hyd the vector of the interior hydraulic variables.
In the following, we will show zero-convexity and path stability for this type of problem, provided that the following assumptions hold: BND All optimization variables have a lower bound, an upper bound, or both.
The water level variables H, in particular, have a lower bound that is no less than the bottom level H b . ICO Initial values Q i (t 0 ) and H i (t 0 ) are provided and replaced into the model so that the variables at t 0 are no longer included in the optimization problem. Furthermore, every reach contains water at t 0 , i.e., H i (t 0 ) > H b . HBC Any water level boundary conditions are fixed, i.e., if H i is a water level boundary, then H i (t j ) = v j for some time series {v j } j∈{0,...,T } . Furthermore, the values v j are replaced into the model so that the variables H i (t j ) are no longer included in the optimization problem.
OBJ The objective function is of the form
with a k > 0, b l ∈ R and f hyd (x hyd , θ) is a function of the interior hydraulic variables x hyd such that x → f hyd (x hyd , 0) is convex. LIN All additional constraints, i.e., those constraints which do not correspond to the hydraulic equations (7) - (8), are affine functions of the optimization variables. IND The gradients of all equality constraints, i.e., ∇ x c(x, θ), are linearly independent.
Lemma 1 Assume ICO. Provided that H i (t j ) > H b for all i ∈ I H and all j ∈ {1, . . . , T }, the gradients of the hydraulic constraints (7) - (8) form a basis of the space of the interior Q and H variables.
Proof Since the number of interior hydraulic variables equals the number of hydraulic constraints, the statement of the lemma is equivalent to showing that the gradients of the hydraulic constraints are linearly independent over the space of the interior Q and H variables; i.e., that the equation
is satisfied only if α i,j = β i,j = 0 for all i ∈ I H and i ∈ I Q , respectively, and all j ∈ {1, . . . , T }. Consider, w.l.o.g., a subvectorx of the variables such that
The only nonzero terms of the partial derivatives of c i,j and d i,j are the ones restricted tox and are equal to:
where
Note that, under the assumption that H i (t j ) > H b for any i ∈ I H and j ∈ {1, . . . , T } (which also implies that A = 0), the terms ψ i,j and τ i,j must be strictly nonzero for any i ∈ I H and i ∈ I Q , respectively, and any j ∈ {1, . . . , T }.
We now proceed to prove that equation (9) admits an unique solution. We first illustrate the reasoning for the simpler case when T = 1. For this we want to show that equation
is satisfied only if α i = β i = 0 for all i ∈ I H and i ∈ I Q , respectively. Consider the (|I H | + |I Q |)-square matrix M obtained by stacking on top of each others the gradients of the hydraulic constraints; i.e., the matrix whose rows are the gradients of the hydraulic constraints. The columns of M are indexed by the interior variables x hyd and Equation (10) has an unique solution if and only if the rows of M are linearly independent. Upon choosing an appropriate ordering for its rows and columns, M is a tridiagonal matrix having the property that the (m, n)-entry of this matrix is different from zero if and only if |m − n| ≤ 1. Clearly, such a matrix has full rank and thus its rows are linearly independent. As previously mentioned, this is equivalent to showing that Equation (10) has an unique solution.
We will now prove the more general statement. Equation (9) is satisfied only if it holds even when we consider only part of its variables; i.e., equation
holds for any subvector x of x hyd . We will use this simple observation to argue about the α's and β's in Equation (9) . Let x T be the subvector of x hyd that contains all the internal hydraulic variables at time step T , i.e., the variables H i (t T ), Q i (t T ) for i ∈ I H and i ∈ I Q , respectively. As the variables of x T appear only in the gradient of the constraints ∂c i,T , ∂d i,T for i ∈ I H and i ∈ I Q , respectively, the following holds:
We claim that the above equation has a solution only when all the α i,T and the β i,T are equal to zero. Let M T be the matrix whose rows are the gradient of the hydraulic constraints ∂c i,T | x T , ∂d i,T | x T for i ∈ I H and i ∈ I Q , respectively, restricted to the variables x T . That is, M T is a (|I H | + |I Q |)-square matrix. Up to an appropriate permutation of the rows and columns, M T is a tridiagonal matrix whose (m, n)-entry is non-zero if and only if |m − n| ≤ 1 and, hence, the rows of M T are linearly independent. By construction, this is equivalent to saying that α i,T = β i,T = 0 for all i ∈ I H and i ∈ I Q , respectively. Let x T −1 be the subvector of x hyd that contains all the internal hydraulic variables at time step T − 1, i.e., the variables H i (t T −1 ), Q i (t T −1 ) for i ∈ I H and i ∈ I Q , respectively. Using the fact that the variables of x T −1 appear only in the gradient of the constraints ∂c i,T −1 , ∂c i,T , ∂d i,T −1 , ∂d i,T for i ∈ I H and i ∈ I Q , respectively, and that all the α i,T and the β i,T are equal to zero, we have that:
By looking at the square matrix M T −1 whose rows are the gradients of the constraints ∂c i,T −1 , ∂d i,T −1 restricted to the variables x T −1 , we can use the same argument as before to show that all the α i,T −1 and the β i,T −1 must be equal to zero. Repeating the reasoning when considering Equation (11) for the internal hydraulic variables at time step T − 2, then T − 3 and so on, we can conclude that all the α i,j and β i,j in equation (9) must be equal to zero. This concludes the proof.
Remark 5 Lemma 1 shows that in order for IND to hold, we need to make sure that any user-defined additional equality constraints are linearly independent of each other, as well as linearly independent of the hydraulic constraints. Then the diagonal of the Hessian of the Lagrangian, ∇ 2 xx L µ (x, λ, θ), has the following block structure:
where the block ∇ 2 x oth x oth L µ is diagonal and nonsingular.
Proof Since we assume all variables to be bounded (BND), the second derivatives of the logarithmic barrier functions have a positive contribution to the diagonal. The objective Hessian adds further nonnegative contributions to ∇ 2 x oth x oth L µ . As the sign of the Lagrange multipliers is not known a-priori, the Hessians of the constraints may have a negative contribution to the diagonal, potentially resulting in zero diagonal entries. This can only happen for variables for which a constraint Hessian contains a nonzero, which in turn can only happen for hydraulic constraints, due to (LIN).
The only components of x oth on which the hydraulic constraints depend are boundary Q or H variables. As per (HBC), H boundaries are fixed and hence do not occur as optimization variables. Free Q boundaries do occur, but it is only the mass balance equation (7) Proof Partition the vector x into interior hydraulic and other components,
Similarly, partition the constraint vector c(x, θ) into hydraulic and other constraints:
c(x, θ) := c hyd (x hyd , x oth , θ) c oth (x hyd , x oth , θ) .
With respect to the partitioning (12) - (13) the Jacobian matrix ∂F µ (x, λ, θ)/∂(x, λ) has the block form
where the block-diagonal structure of the Hessian follows from Lemma 2.
Since the barrier formulation guarantees that H > H b , Lemma 1 implies that the square block ∇ x hyd c hyd has full rank. This allows us to, using elementary row operations, transform the top-left block ∇ 2 x hyd x hyd L µ into a nonsingular, upper-triangular matrix D. The overall Jacobian now has the form
where B denotes the block that results as a byproduct from the elementary row operations applied to obtain the nonsingular upper-triangular matrix D. Lemma 2 implies that ∇ 2 x oth x oth L µ is a nonsingular, diagonal matrix. Consequently, the submatrix
is also nonsingular. Taking the Schur complement with respect to the matrix A and using the fact that (IND) implies that ∇ x c is full rank, we have rank
which is exactly the dimensionality of our Jacobian. Hence, the Jacobian matrix ∂F µ (x, λ, θ)/∂(x, λ) is nonsingular.
Theorem 1 Assume BND, ICO, HBC, OBJ, LIN, and IND. Then the optimization problem F µ (x, λ, θ) = 0 is zero-convex and path stable.
Proof Zero-convexity is implied by (OBJ), (LIN), and the definitions of the parametric hydraulic constraints (7) - (8) . Path stability is directly implied by Proposition 1.
Solution algorithm
We now summarize the full solution algorithm. Note that the subproblem for the first step of the algorithm has linear constraints. As such, a feasible seed solution is readily obtained using standard techniques such as linear programming. This subproblem is also convex, whence every solution is also globally optimal. The latter condition ensures a well-defined starting point for the homotopy process.
The homotopy parameter θ is increased with a fixed increment every time. This increment should be chosen to be sufficiently small for the algorithm to converge 3 . In the next section, we illustrate the method with an example problem.
Example
We consider a simple system with 5 hydraulic nodes, including an upstream inflow boundary condition provided with a fixed time series as well as a controllable downstream release boundary condition. The topology in summarized in Figure 3 , the hydraulic parameters and initial conditions are summarized in Table 1 . The upstream boundary condition is shown in Figure 4 (c). This optimization problem was coded in Python using the CasADi package [2] for algorithmic differentiation, and connected to the IPOPT optimization solver [20] . The results of applying the method are shown in Figure 4 , where the simultaneous deformation of all hydraulic variables is clearly visible. On a MacBook Pro with 2.9 GHz Intel Core i5 CPU, the example takes 60 ms to solve. The complete source code is available online at https://github.com/ jbaayen/homotopy-example.
Conclusions
In this paper we presented a methodology to carry out numerical optimal control subject to the 1D shallow water equations. By introducing a suitable parametric deformation, we were able to derive a deterministic algorithm to arrive at a local optimum of the nonconvex optimization problem. This optimum is consistent in the sense that it is fully determined by the choice of parametric deformation. The approach hinges on the notions of zero-convexity and path stability, i.e., the property of a parametric optimization problem that I) it has linear constraints at the parameter starting value and II) that when computing a path of solutions as a function of the parameter, no bifurcations arise. Path stability ensures determinism and numerical stability of the solution process, and renders this class of numerical optimal control problems suitable for deployment in decision support systems based on model predictive control.
Outlook
Further research is required to include mass transport, relevant for salinity control in channel systems, as well as to include the advection term of the original shallow water equations. Secondly, computational can likely be reduced by developing an interior point method that traces a path by simultaneously varying the barrier parameter together with the hydraulic continuation parameter. This would require the analysis and implementation of a dedicated interior point method.
