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Communicated by E. Lukacs 
The distribution of the radius of convergence r(w) of a random power series 
with nonidentically distributed coefficients is considered. The results obtained 
here extend the well-known work in the identically distributed case. 
1. INTRODUCTION 
Let (52, 5, P) be a probability space, and {+(w): K = 0, 1,2,...} be a sequence 
of complex-valued random variables defined on it. Then the formal power 
series 
f(G w> = go %(W) Zk, (1) 
where z is a complex number is known as a random power series. The random 
variables {ale> are called the coefficients of the random series. For fixed w the 
radius of convergence of f(z, W) is given by 
Y(W) = [lim sup j a,(w)ll/“]-l. 
Clearly r(w) is a possibly extended real-valued random variable. In the case of 
independent uk the Kolmogorov Zero-One Law implies that r(w) is a constant a.s. 
In this paper we consider for most part the case when uk are nonidentically 
distributed random variables. We will be interested in the distribution of r(m). 
This work extends some known results for the identically distributed case 
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considered, for example, in Arnold [1] or Lukacs [3]. Our main result is 
Theorem 3. 
2. RESULTS 
In the derivation of the distribution function of r(w) it suffices to consider the 
absolute values, 1 uk I, of the coefficients of the random power series. In the 
following we will assume that all distribution functions are right continuous. 
THEOREM 1. If the coeficients ak satisjy 
P(I Uk j > x} 3 P{I a 1 > x} for all x 3 0, (2) 
for some random variable a de$ned on (Q, 5, P) and if F is the distribution function of 
I a I, thm 
P{,(w) > l} < F(0). (3) 
Proof. It is easy to see that for x > 0, 0 < 4 < l/x 
{r(w) < x} = iz li? sup{] a, 1 3 ((l/x) - ~)n}. 
Thus 
P{,(w) < l} > l$ 1$-r sup P{I a, 1 3 (1 - E>“}, 
> lJi Iif;” sup P{j a 1 > (1 - c)“}, 
2 1 -F(O). 
Remark 1. Condition (2) holds, in particular, if the uK are identically 
distributed. It is easy to construct examples where (2) holds but aB are not 
identically distributed. 
COROLLARY. Suppose that conditions of Theorem 1 hold. 
(a) IfF(0) < 1 then P@(w) > I> < 1. 
(b) If F(0) = 0 then P{r(w) < l} = 1. 
LEMMA 1. Let Cl, a,zn be any random power series and suppose that a, EL, 
for some$xedp > 0. If for some x > 0, 
then P{r(w) 3 x} = 1. 
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For proof see Lukacs [3, Lemma 5.3.11. 
COROLLARY 1. If the coeficients {an} satisfy 
for some random variable b such that b EL, for some fixed p > 0, then 
P{r(w) > l} = 1. 
Proof. Since b EL, for some fixed p > 0 we have from Moment’s Lemma 
(see Loke [2, p. 2421) on using (4) that E 1 a, IP < 1 + E 1 b IP for all n. 
Lemma 1 now applies to yield the result. 
COROLLARY 2. If the coeficients a,, satisfy conditions (2) and (4) for some 
random variables a and b and if the distribution function of 1 a 1 is such that F(0) = 0 
then 
P{r(w) = l} = 1. 
The proof is contained in Corollary 1 to Lemma 1 and the Corollary to 
Theorem 1. 
Remark 2. Condition (4) is trivially satisfied if the random variables are 
identically distributed. Indeed in that case condition (2) also holds trivially. It is 
easy to construct examples of nonidentically distributed random variables which 
satisfy both (2) and (4). 
LEMMA 2. If the coeficients a, satisfy (4) for some random variable 1 b 1 with 
distribution function G, then the series 
is either convergent for all 6 > 1 or divergent for all 6 > 1. It convuges (diverges) 
if, and only if, the integrals 
Ilrn ; (1 - F(x)) dx = s,l; (1 - F ($)) dr 
converge (diverge). 
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Proof. For the proof note that 
P{J a, I > Sn} ,< P{I b 1 > S*} = 1 - G(6”). 
The proof is now completed by following the argument in the proof of 
Lemma 5.3.2 of Lukacs [3]. 
LEMMA 3. For a distribution function G on [0, co) 
fm 1 [l - G(x)] dx = J; log x dG(x) 
'1 x 
in the sense that if either integral converges so does the other and the two are equal. 
Proof. Integration by parts. 
THEOREM 2. If the coeficients a, of a random power series satisfy (4) and 
sy log x dG(x) < w where G is the distribution function of the random variable 
1 b 1 defined in (4) then 
P&J) 3 l> = 1. 
Proof. From Lemmas 2 and 3, s; log x dG(x) < co implies the convergence 
of the series Cz=, P{I b I > P} for all 8 > 1. It follows that 
go P(I a, 1 > @> < co for all 6 > I. 
Theorem 5.2.5 of Lukacs [3] now applies to yield the result. 
We now prove the main result of this paper. As noted earlier if the coefficients 
a, of the random power series are independent T(W) = r,, a.s. by the Zero-One 
Law. Which r,, are possible? If condition (a) of the Corollary to Theorem 1 
holds a simple application of the Borel-Cantelli lemma shows that y. < 1. If, 
in addition, the conditions of Corollary 1 to Lemma 1 also hold then Y,, = 1. 
THEOREM 3. Let xczt=, cz,zn be a random power series with independent 
coejicients a, . Suppose that the 1 a,, 1 satisfy (4) for some random variable I b 1 with 
distribution function G. Then Y(W) = 1 or 0 a.s. according as the integral 
ST log x dG(x) converges or diverges. 
Proof. Let X, = 1 a, 1 1 z /12, n = 0, 1,2 ,... and let XSc be X, truncated at c. 
By the three series criterion Cr=‘=, a,xn converges if, and only if the following 
three series 
i. PiI Xn I > 4, f EXne, 
?L=O 
and f var(Xnc) 
9&=0 
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converge. Now 
A necessary condition for this last series to converge is that 
so that necessarily 1 x 1 < 1 and it follows that P(Y(w) < l} = 1. Let us there- 
fore assume that 0 < 1 z 1 < 1. The series CzXp=, [l - G(c/ j x I”)] converges or 
diverges for all c > 0 and 0 < / z I < 1 according as the integral 
s lm ; [l - G(x)] dx 
converges or diverges. If  j; (l/x)[l - G(x)] dx diverges, then the random 
power series diverges a.s. and P{r(w) = 0) = 1. It only remains to show that the 
convergence of j: (l/x)[l - G(x)] d x implies the convergence of the remaining 
two series. Writing F, for the distribution function of / a, 1, n = 0, 1, Z,... 
we have 
First note that on integration by parts we have 
f. I z 1% so x dF&) d -f I z In j-’ [l -F&c)] dx 
0 9l=O 0 
1 
5-121 o I 
’ [l - G(x)] dx < co. (7) 
Next we see that 
< +P]la,I >----- ) z F-1 I 
[I - G(x)] dx 
. x (8) 
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Thus 





c/14m 1 am = - [I - G(x)] dx. 
c/lzl”-l x 
From (6) through (11) it follows that Cz=,, EX,c < co. A similar argument 
applies to show cf,, var(Xmc) < cf, E(X,C)~ < co. One uses the fact that 
for any distribution function F on [0, co) and 0 < a < b we have 
1” x2 dF(x) 6 a2[1 -F(u)] + 2 I” x[l - F(x)] dx 
a a 
< a2[1 - F(a)] + 2b2 Iab ‘, [I - F(x)] dx. 
We omit the details. 
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