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• FaultToleranceApproach
• AdvancedInformationProcessingSystem(AIPS)
• FaultTolerantParallelProcessor(FTPP)
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= Lro@jBASELINE DESIGN AND VALIDATION PROCESS
• Baselineprocessorandnetwork architecturesfor spacestationrely
on a combinationof computerself-testsand diagnosticsand
additionaldiagnosticsby the crewto:
- detect and isolatein-orbitfailuresof computers,networksand
-_._ their interfacesto sensorsand subsystems
- reconfigure,repairand revalidatethe systemfollowingeach
componentfailure
• Designandvalidationof distributedfault tolerantarchitecturesis
accomplishedby extensivetestingof ad hocdesignswhich have
beenput togetherusingsubjectivecriteria
F NEED FOR VALIDATEDFAULTTOLERANT ARCHITECTURES
• A validatedfault tolerantcomputersystemarchitectureis
requiredthat canautonomously:
- monitoritsown status
- monitorthe statusof sensorsandsubsystemswith which it
interfaces
- detectand isolatefaults in computers,networks,sensorsand
oo"_ subsystems
- reconfigurethe resourcesin realtimeto continueto performall
the criticalfunctionswithoutmanual(crew) interventionfor
reconfigurationand revalidation
• As SpaceStationevolvesto supportadvancedmissions,its
computersystemarchitecturemustalso extendto support:
- mixedredundancy
- functionmigration
- reliablecommunicationbetweenphysicallydistributed
_ computersof differentredundancylevels j
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DRAPER APPROACH TO ._
=_L_o_j_ FAULT TOLERANT COMPUTER DESIGN
• Draperlab hasdesignedfault tolerantcomputerswhichpossessthe
followingattributes:
- validatable
._ - Byzantineresilient
_o
- very lowfault toleranceoverheads
- fault toleranceand redundancymanagementare transparentto user
c_.._ BYZANTINEFAULTSDEFINITION
• A Byzantinefault is an arbitrarybehavioron part of a hardware
component,a softwaremoduleor a logicalentity
• A particularlymaliciousmanifestationof a byzantinefault is a
"lying fault"
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BYZANTINE RESILIENCE- MOTIVATION
-- _l_r@_j_
DesignExample:
• Highlyreliabledigitalcontrol
oo • 10e-9per hour maximumsystemloss
probability
• 10e-4 per hour channel failure rate (typical)
c_.._ BYZANTINE RESILIENCE- MOTIVATION
Approach 1:
• Enumerateeach possible failure mode and
provide a fault tolerance technique for each
• Uncoveredfailure probability must be less
than < 10e-5
Oo
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Problems:
• Mustdemonstratethat fewer than 1 in
100,000failurescan cause lossof control
• Difficultvalidationproblem
• Difficultreliabilityanalysisproblem
I .i ] [ } l ) [ _ _ [ .1 I _ l 1 1 J J J !
" I ') I " 1 ....! I I ! I "I I ..... I I I " I I _ _ I I
__r_ BYZANTINERESILIENCE- MOTIVATION "_
Strangefailure mode: Failureon A's transmit
bus causes B, C, and D to diverge
OO O O O O
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BYZANTINERESILIENCE- MOTIVATION
Examples of strange failure modes:
• In-flightfailureof YC-14flight controlcomputer
• Promiscuousnetworknodefailure
• FTPPinconsistentvote errors
Oo
• FTP power supply-inducederror
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_p_Lr_j_ BYZANTINERESILIENCE _'_
Approach2:
• Makeno guessesabout likelyfailure modes
• Tolerate arbitraryfailurebehavior:
"Byzantine Resilience"
= Advantages:¢j1
• Theoreticalrequirementsfor Byzantine
Resiliencewell-knownand unambiguous
• Easiervalidationandanalysisproblem
• Higherreliabilitythanotherapproaches
F BYZANTINERESILIENCE- REQUIREMENTS
Theoreticallycorrect implementationof Byzantine
Resiliencerequires:
• Bitwisecomparisonof resultsemanating
from redundant sites of equivalent state
complexity
Go
Cr_
• 3f+1 fault containment regions (FCRs)
• 2f+1 inter-FCR connectivity
• f+l round inter-FCR protocol
• FCRsynchrony
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F BYZANTINE RESILIENCE-REQUIREMENTS _'_
1-ByzantineResilientprocessingsite:
• 4 identicalFCRs
• fully connected
• 2-roundinteractiveconsistency
= protocol
• synchronous
Fault
Containment
Region
Disjoint
Paths
F ADVANCEDINFORMATIONPROCESSINGSYSTEM
_LI_ _ _
Objective
Developan.ob'ectivej,knowledgebase,and demonstrate,systembuilding
b!ockswhich wdl allowachievementof vahdatedfault tolerant
d=str=butedcomputersystemarchutecturesfor a broad range o_
advancedaerospaceapplications.
oo Accomplishments
OO
Demonstrated major attributes of the AIPS architecture using the
engineering model:
Validatability
Distributed computation
Mixed redundancy
Faulttolerance(processors,networks,interfaces)
Damagetolerance
Gracefuldegradation
Expandability
Transparencyof faulttoleranceto applicationsprogrammer
Lowfault toleranceoverhead
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F ADVANCEDINFORMATIONPROCESSINGSYSTEM
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Accomplishments
Producedan analyticaland empiricalknowledgebasefor the validation
of the AIPSarchitectureand buildincjblocks:
Architecturedesign rulesand guidelines
Analyticalreliabilityand availabilitymodels
oo Analyticalperformancemodels
Empiricalreliabilitydata
Empiricalperformancedata
Analyticalcost models
Completedthe distributedengineeringmodelfor the demonstrationof
the AIPSattributesand for test & evaluation;Demonstratedthe
followingbuildingnblocks:
3 triplex FTPs
1 simplexprocessor
triplexintercomputernetwork
meshI/O network
SystemServicessoftware(85,000linesof Ada Code)
AIPS BUILDINGBLOCKS: HARDWARE
FAULTTOLERANTPROCESSORS Simplex • Duplex_ Triplex
o INTERCONNECTION
NETWORKS _ -o--o---o-
MESH BRAIDED REDUNDANT RING REDUNDANT
MESH BUSES RINGS
INTERFACES
Input/Output Interfaces
Inter-C0mputerInterfaceSequencer
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F AIPS BUILDINGBLOCKS: SOFTWARE -_
LOCALSYSTEMSERVICES:
Ada RealTime OperatingSystem
FTP RedundancyManagement
LocalTime Management
INPUT/OUTPUT(1/O)SYSTEMSERVICES:
I/O UserCommunications
I/O RedundancyManagement
INTERCOMPUTER(IC) SYSTEMSERVICES:
Ada DistributedSynchronous
Communications
IC User Communications
IC RedundancyManagement
SYSTEMMANAGER:
FunctionAllocation& Migration
System RedundancyManagement
GlobalTime Management j
F AIPSENGINEERINGMODELCONFIGURATION _'_
I/0 NETWORK
15 NODE CONFIGURATION
R M LAYER Triplex N LAYER
Inter-Computer
Network
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AIPS ENGINEERINGMODEL -_
i
Triplex vrP
(Site 2) Triplex FTP Triplex WI'P
(Site 3) (Site 4)
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Simplex Processor
c_..._ TRIPLEXFTP CHARACTERISTICS "_
AIPS FAULT TOLERANT PROCESSOR
10"
11"
¢JD
SIZE: 0.8 CUBIT FEET
WEIGHT: 50 Ibs
POWER: 42 watts
THROUGHPUT: 20 MIPS
MEMORY: 4 MBYTES
RELIABILITY: 106- 107 hrs MTBCF
PROB. OF FAILURE: 10 -6 to 10"7per hour
REDUNDANCY: Triplex (Expandable to quad)
FAULT TOLERANCE: Fail-Operational, Fail-Safe
MODULARITY: Highly Modular
EXPANDABILITY: Network of FTPs ,
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___l_j_ ADVANCEDLAUNCHSYSTEMAVIONICSBLOCKDIAGRAM
DUPLEX FFP QUAD FTPS
ADAPTIVE
SENSOR IMU/GPS GUIDANCE & CONTROl
PROCESSING PROCESSING +
(NON.CRITICAL) CRITICALSENSORPROCESSING
€,D
REDUNDANT
RINGS
O O
PROPULSION PROPULSION PROPULSION
CONTROL CONTROL I o I CONTROL
ENGINE #I ENGINE #2 ENGINE #N
TRIPLEX FTPS
j
F FAULTTOLERANTPARALLELPROCESSOROBJECTIVES
• Developconceptsapplicableto highreliabilityparallelprocessing
• Demonstratekeyconceptsvia proofof concept
• MakeFTPPavailableto NASA/DoDcommunity
F ATTRIBUTEScF_
• Message-passingparallelcomputer
• Messagesserve both intercomputercommunicationand fault
tolerantpurposes
• Efficienthardwareimplementationof fault tolerance-specificfunctions
..,3
F ATTRIBUTES (CONT.)gP
• Highlyreconfigurable
- Tradesredundancyfor throughputin real time
- Allowsvarietyof redundancymanagementmodes
• Supportsdissimilarprocessingsites
oo
• Supportsoff-the-shelfcomponents
• Programmablein C, ADA,or Assembler
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F FTPP POC CONFIGURATION
Primary - Elements
Fault _.
Containment
Region
Network Element
J_--N-
\
_ Fault
Containment
Region
QI Quad 1
TI Triad 1
__ S1-$9 Simplexes 1-9 j
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