Featured Application: Methods of analyzing user behavior in virtual environments, such as spatial movement and interaction patterns in individuals or within groups, user interface usage.
Introduction
Virtual reality (VR) elements are increasingly used in daily life. After a recent period of disillusionment with virtual reality [1] , technological progress (displays, graphics) is now proving VR's strengths and has established it as a useful and practical tool in many areas of human endeavor. VR can be used to construct virtual geographic environments (VGEs), i.e., specific computer-based environments designed for studying geographic and cognitive phenomena and solving problems in geo-related tasks [2] [3] [4] . There is a considerable trend in exploring interactive VGEs and discovering
User Testing and Evaluation of VGEs
In many areas, current VGEs are still lacking various properties (e.g., fidelity of computer graphics, sensory quality and immersion, ease-of-use of UIs, etc.). Even though VR is continually evolving, research on VGEs was once (and to some extent still is) constrained by huge technological limits [13] . Previous studies (pre-2010's) on this issue are both rare and questionable in their topicality. Recent strides in VR have provided a great opportunity to make use of realistic and usable simulations for accurate feedback and an unprecedented level of immersion (e.g., 3D visualization). However, the delivery of a persuasive stimuli exposition must also come with detailed recording and subsequent behavioral input analysis (i.e., user interaction with VGE), which plays an important role in the human perception, understanding, and subsequent processing (via interaction) of tasks [14] . From an experimental point of view, VGEs can be considered two-way products. One thing is that VGEs can serve as a controlled experimental stimuli exposition tool, even for potentially complex properties or visual patterns (especially dynamic animations, interactive objects, realism-inducing simulations, etc.); the other advantage is that the users interaction with such controlled virtual environment can be precisely measured/recorded and specific (inter)action patterns can be identified there. This opens up many potential lines of research in view of the fact that VR may help increase the ecological validity of research and experimental control.
With a specifically designed VGE in mind, different types of VR settings (e.g., types of visualization) can be measured and compared. This was previously explored in several studies examining the use of 3D technology in geo-visualizations, for example, References [15] [16] [17] [18] [19] . In geography especially, the effects of different visualization types have been compared, for example, between interactive versus static 3D visualizations [16, 20] , photorealistic versus non-photorealistic 3D visualizations [21, 22] and eventually visualizations with different ratios of realistic/abstract elements [23] [24] [25] . How suitable a visualization is to a user depends heavily on the purpose of the task. Beyond that, the individual differences between users (or groups of users) can also be studied. The approach of measuring individual differences has a long tradition, stemming largely from psychology and behavioral sciences [26] . We reason that a well-structured VGE with proper functionality and supplemented by psychological testing can effectively and quickly provide a large amount of complex user behavioral data, and as such may be used to develop strategies in user interface (UI) optimization and individual customization.
The process of adding more than one method of user testing and monitoring to achieve complex insight into user activity is covered by the concept of methodological/research triangulation.
Spatial Analysis of User Navigation and Interaction
In recent years, progress in the field of geo-visualization has brought about studies on user strategies that make use of cartographic visualizations. For example, Manson et al. [27] explored the usability of web mapping navigation in different interfaces. Using the combined metrics from a computer mouse and eye-tracking, they found significant differences between different types of interface and spoke in favor of the standard GIS approach of rectangle zoom, followed closely by wheel zoom. Wilkening and Fabrikant [28] employed a similar approach to evaluate the effect of time constraints on the usability of a 3D geo-visualization (Google Earth displayed on a computer screen and controlled with a computer mouse). Participants dealt with practical tasks such as assessing the elevation of given points. The proportionality of applied movement interaction types was monitored-this constituted panning (the most common in both experimental conditions), zooming, tilting, and rotating. Interaction with geo-visualizations can also be analyzed in more detail; You et al. [29] compared different pan and zoom function settings. Individual types of virtual movement can also be compared in control devices other than conventional computer mice, i.e., a touch screen was used by Glawischnig and Mahdavi [30] and a Wii remote controller was used by Juřík et al. [14] .
The result of interaction with a VGE is usually movement within this environment, which is defined as navigational (or viewpoint) interactivity [31] . Movement of a viewpoint can be represented by a so-called travel path [32] . Analysis of user travel paths is a research method used primarily in studies of human-computer interaction (HCI) [33, 34] and 3D UIs [35] . Treves et al. [36] used and analyzed travel paths to distinguish between two types of geo-visualizations (non-guided and guided) in the Google Earth software. Herman and Stachoň [20] and Herman et al. [16] visualized user travel paths as trajectories when differentiating individual types of movement (zoom, pan, rotation) in a 3D geo-visualization. Additional visual or GIS-related analysis can be applied to user trajectories. Zanbaka et al. [34] and Cirio et al. [35] used visualizations of the paths of multiple users. Chittaro and Ieronutti [33] and Zanbaka et al. [34] used heatmaps to depict presence density. As Bowman et al. [32] suggested, traveled distance and the amount of rotation or turns can be measured. When time (efficiency) and traveled distance is measured, the speed of a user's travel can be calculated [16, 20, 37] .
The use of VGEs lets us examine the influence of specific visualization UI settings on human interaction with the virtual world, especially considering user fluency/speed (efficiency) and correctness (effectiveness) in various perceptual and decision-making tasks. To better understand the whole process of interaction, user strategies must be analyzed while following defined goals. To precisely describe a user's strategy, we need to capture a wide range of behavioral information, such as user movement trajectory (distances or average speed) or control types used for navigation (e.g., pan, zoom or rotation of the viewpoint). Based on the principle of triangulation, which is conditioned by the controlled setting of a virtual environment, data collected in such VGEs are complex and can help reveal specific patterns in human behavior.
Cognitive Styles and Route Preferences in VR Navigation
According to previous psychological research, an individual's spatial skills such as navigation and orientation in space are determined by a specific cognitive style [38] . Cognitive style was originally defined as a psychological dimension representing the consistency of an individual's information processing [39] . Currently, we understand the concept as a way of acquiring, organizing, and processing information [40] , or as a manifestation of the means of personality traits [41] . Blazhenkova and Kozhevnikov [42] discussed cognitive styles from the perspective of visual processing ability and suggested that people can distinguish between object visualizers and spatial visualizers (that these are the two diverging cognitive approaches in processing visual data). The existence of spatially-oriented people or those who are more object-oriented or verbally-oriented was previously explored in several studies [43] [44] [45] and highlighted the existence of inter-individual differences between people in these cognitive styles. We can see a cognitive style as a specific mental setting that may influence the perception and cognitive elaboration of specific perceived content. Through this process, active human behavior (e.g., navigation, locomotion in an environment, judgement, etc.) can also be affected. The construct of visual cognitive styles can be measured, for example, by the Object-Spatial Imagery and Verbal Questionnaire (OSIVQ) developed by Blazhenkova and Kozhevnikov [42] . In this study, we explored the relationship between participants' self-reported visual cognitive styles and their performance in the VGE concerning their movement trajectories (among others). The data obtained concerning the participants' cognitive styles and behavior in the VGE was analyzed.
The understanding of spatial relations, spatial context and orientation in space was covered under the process of wayfinding [46] . Previous research explored how real spatial relations translated into internalized spatial knowledge, i.e., cognitive maps [47, 48] . Other research described the typology of space according to which this knowledge was created [49, 50] . Exploration of physical space is an ongoing process that integrates and links recently acquired spatial knowledge with knowledge that is already known [51] . Superficially, this is the process of route selection [52] and has been explored in many contexts, for example, behavior during emergencies [53] , vehicle navigation [54] , animal behavior [55] , child behavior [56] , and others. The VGEs presented in this paper were purposefully designed to accommodate for the aforementioned theories. This applies to overall spatial layouts, sectioned areas, paths, crossroads, and even the props of the environment-all of which draw from the concepts covered by wayfinding and the visual cognitive styles theory. Even though the VGE visuals are made out of freely available resources and can be shared across different installations using the same software, the need to create a controlled environment that would follow along the theories to an adequate level of complexity had to be reached. In this study, we collected and visualized participants' movements to obtain information about individual and generalized route selection in the context of the presented VGE.
Methods and Technologies
The study examined user behavior in a virtual environment and the psychological concepts explaining participant behavior. Since users were engaged with the environment in great detail, the technological solutions for the experiment were considered a key aspect of this study. The original user and data logging functionalities were implemented into the VGE setting and the entire experiment was conducted based on this.
Visualization Engine
To make sure the experimental design was effectively constructed, an optimized virtual environment creation workflow was devised, and compatible hardware was found. Combined with sufficient software implementation of real-time data-logging algorithms and a user interface tailored for ease of use, a valid process for obtaining data was established.
Hardware-The experiment was designed for potential use with both Pseudo-3D [57] visualization interfaces (monoscopic devices, e.g., PC monitors) and Real-3D [57] interfaces (stereoscopic devices, e.g., 3D monitors with shutter glasses or head-mounted displays). In our case, participants were outfitted with a head-mounted display, as the research primarily focused on user behavior in a virtual environment with a full VR experience (i.e., not employing multiple visualization devices, because this would have introduced extra experimental variables). All participants used the same kind of device with the same parameters, calibration settings, etc. The participants were given an Oculus Rift DKII head-mounted display (Full HD resolution, 75 frames per second, 110 deg. field of view). The head-mounted display was also outfitted with an aftermarket SMI iView-NG eye-tracker (with 60 Hz binocular sampling frequency), though eye-tracking data were not analyzed in this paper. The experimental scenes were rendered on an Intel i7 5820 K system (6 × 3.3 GHz), outfitted with an nVidia GeForce GTX 980Ti graphics card-a system powerful enough to prevent any potential framerate drops.
Software-Unity version 5.4.3 was used as the visualization engine and central point of our application development. Unity provides free-to-use resources and customizable plugins that facilitate relatively quick application development. Thanks to the open and well-documented application program interface (API) of Unity, we were able to utilize or tweak some of the functionalities of the engine, but also to implement some others of our own. The API is written in the C# programming language, through which we were able to complement to the utility of the VGE to fit our purposes (e.g., user behavior logging, or teleporting users from one experimental scene to another). Unity offers support for the latest devices, including head-mounted displays. All the virtual environments participants were exposed to were created in Unity. To compose the environments, a combination of freely available 3D objects (Unity Store) was used, along with our own objects created in external applications (e.g., Photoshop textures, Blender 3D models) for each scene with respect to their intended saturation as visual stimuli.
A universal user interaction logging component was implemented and recorded the following input:
• virtual movement (trajectory of movement in virtual space) • mouse movement (looking around and/or changing direction of movement) • head movement (looking around using a head-mounted display) • keyboard interaction (eliciting movement in virtual space) • participant-object collisions in the virtual world (interaction with features in virtual space) • (optionally) eye-tracking data (participants' eye fixations on objects)
Virtual movement, mouse movement and head movement were recorded with a frequency of 2 Hz (one record per 500 ms). Keyboard interaction and participant-object collisions were recorded as these events occurred. All participants' interaction data were saved as CSV outputs (Data S1) to allow additional analysis and visualization using statistical software or external visualization applications.
VGE-The software fully facilitated creation of the environment. No external tools (except for those data logging ones created by us) were used, as none were needed. The 3D objects which established the VGE were either free-to-use items obtained from the Unity Asset Store (an official depository of Unity packages) or created by us. The VGE creation process was streamlined: first, following the visual cognition theory, a subject matter (an outdoor, mountain-like environment) was chosen, along with conceptualizing a suggested spatial layout draft (the size of the environment, main routes, and key landmarks). Then, a rough 3D terrain of the experimental space was created. After that, the environment was iterated upon-either by more detailed passes (e.g., large vegetation to small vegetation) or by thematic passes (e.g., when man-made structures were added). Sunlight was introduced into the environment. Finally, any imperfections of the environment were searched for and fixed (visual or performance issues). It was ensured that the visuals of the VGE would run well on the hardware provided and that they would be distributed evenly.
OSIVQ
Based on previous findings [44] , proponents of the object/spatial dichotomy [45] developed the OSIQ, which is a self-assessment questionnaire (Object-Spatial Imagery Questionnaire) consisting of two general scales. The object scale reveals preferences for clear, colorful representations of detailed objects. The spatial scale shows tendencies for representations involving object relationships and spatial transformations. The questionnaire was subject to validity and reliability testing. Results have shown that the questionnaire is reliable in both scales (object scale Cronbach's α = 0.83, spatial scale Cronbach's α = 0.79). Unlike previous questionnaires in this area, OSIQ is not impaired by low prediction validity-the object scale correlates with performance tests of object imagery; similarly, the spatial scale correlates significantly with performance tests focusing on spatial imagery [45] . As an extension to 2006's OSIQ, Blazhenkova and Kozhevnikov [42] developed the OSIVQ-adding a third, verbal scale to the object/spatial scales, which remained unchanged. This extended version was used in this study.
User Study
This paper presents an exploratory study to demonstrate the functionality of a virtual environment and suggests topics suitable for future research. A correlation analysis focusing on the relationship between self-reported individual cognitive styles and participants' behavioral performance in a virtual environment was conducted as a demonstration of psychological application of the tool. Data collected in the VR experimental scenario (distances walked, pauses, time) were correlated and compared to the information acquired from participants' self-reports (the OSIVQ, participants' sex, and participants' experience with map/PC/VR use). Since this study dealt with an original implementation of a specific VR testing tool, the basic features of an experimental VR environment and variables regarding future experimental designs (e.g., sex or differences in expertise) were also analyzed to demonstrate the tool's potential for assessing individual differences.
The analysis was done in R using RStudio. All graphs were created in RStudio. Spatial visualizations were created in the Processing visualization language.
Procedure
The experimental tasks were presented after participants were briefed, introduced to and trained in the devices and familiarized with the experiment. In the initial briefing, participants were questioned about any visual disorders that could potentially interfere with testing. They were also asked about their experience in using computers, 3D applications and maps. Regarding ethical standards, participants were informed about the nature of the experiment (spatial cognition) and their right to withdraw from the experiment if they experienced any motion sickness or for any other reason.
The participants were seated in a non-swivel chair facing an LCD screen with a keyboard and a mouse; on top of the LCD screen, a pre-calibrated HMD motion tracking camera was placed. The participants were then instructed on the principles the controller interface worked: mouse movement allowed them to move their whole virtual body on the horizontal axis, effectively changing the direction they were going; in contrast to this, head movement while outfitted with the HMD translated to head-only movement in VR (that is, looking around in both axes, all while not altering movement direction). To move through the VGE, keyboard arrow keys were provided. To get accustomed to the interface prior to the experiment, the users were first introduced to a training environment. (Figure 1b, map B) .
To summarize, all participants underwent the same procedure (in the following order):
1. Inquiry into their demographical data and possible health limitations regarding vision and motion sickness.
2.
Exploration of a small-scale interactive training environment with a task (Figure 1b , map B).
3.
Free exploration of an interactive experimental virtual environment ( Figure 1a , map A) and memorization of its features.
4.
Observation of another semi-interactive scene ( Figure 1c , map C) and answering questions about the spatial layout of the specific components in the scene.
5.
Choice of the correct appearance of various objects in the semi-interactive scene ( Figure 1c , map C) in a multiple-choice questionnaire. 6.
Completion of the OSIVQ questionnaire. 
Participants
We engaged 25 participants in the experiment. The sample of 25 psychology students was recruited from the Department of Psychology, Faculty of Arts, Masaryk University, where we expected a rather low general experience with head-mounted display (HMD) technologies. We initially excluded two individuals with visual impairments. Three other participants were excluded because of incomplete experimental runs caused by VR-induced motion sickness. The final number of analyzed participants was 20 (10F/10M; aged 20-26, m = 21.33, sd = 1.602).
Stimuli and Tasks
For the purpose of this study, a realistic visualization of a rural mountain range was created ( Figure 2 ). This environment deliberately included key visual components according to spatial landmark theories such as trails, districts, environmental borders/edges, key landmark objects [50, 51] , etc. This included detailed and unique items scattered across the environment. The user interface consisted of head-mounted display, keyboard and mouse. A small, purposefully bland tropical island (Figure 1b , map B) was created for a trial task to familiarize participants with the control devices and VR technology. The overall visual complexity of the trial island was much lower than the one of the experimental environment, as the emphasis in there was on the user interface. To learn the principles of the interface, participants were asked to walk around the island in a first-person perspective and collect five objects (virtual coconuts) scattered across the terrain. Since some of the objects were harder to find than the others, it took the participants about 2-5 min to find them. Individual differences in the trial task can be attributed to participants' visual attention and their initial mastery of the interface. In spite of a brief exposure, this task ensured the participants with no prior VR/3D experience grasped the necessary skills to navigate in a VGE. 
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Stimuli and Tasks
For the purpose of this study, a realistic visualization of a rural mountain range was created ( Figure 2 ). This environment deliberately included key visual components according to spatial landmark theories such as trails, districts, environmental borders/edges, key landmark objects [50, 51] , etc. This included detailed and unique items scattered across the environment. The user interface consisted of head-mounted display, keyboard and mouse. A small, purposefully bland tropical island (Figure 1b, map B ) was created for a trial task to familiarize participants with the control devices and VR technology. The overall visual complexity of the trial island was much lower than the one of the experimental environment, as the emphasis in there was on the user interface. To learn the principles of the interface, participants were asked to walk around the island in a first-person perspective and collect five objects (virtual coconuts) scattered across the terrain. Since some of the objects were harder to find than the others, it took the participants about 2-5 min to find them. Individual differences in the trial task can be attributed to participants' visual attention and their initial mastery of the interface. In spite of a brief exposure, this task ensured the participants with no prior VR/3D experience grasped the necessary skills to navigate in a VGE. After completing the trial task, participants were brought to the experimental mountain range environment ( Figure 1a , map A; Figure 2 ). This environment was much bigger, spanning half a square kilometer. Here, participants were instructed to freely explore the features of the environment. An undisclosed time limit (10 min) applied to exploration (if they exceeded this limit, participants were then asked to finish exploring); this limit was not disclosed to participants in order not to induce any feelings of constraint and to keep the process of exploration natural to reflect the participants' specific visual cognitive styles. As they explored, data was collected on participants' movement patterns, stops/ times spent pausing, and use of the interface.
Spatial Relations Identification Task (SRIT)
After participants were notified or once the ten-minute period had expired, participants were transferred to a semi-interactive scenario (Figure 1c , map C), where they were asked to observe a small castle. They were allowed to look around freely, but their spatial movement/locomotion was disabled.
After an initial period of free observation of the castle, participants were asked ten questions concerning the spatial distances in the exposition, for example, the distance from their own position to a specific object in the scene, the width/height of an object or the distance between two other objects ( Figure 3 for scene appearance, Appendix A for the questions asked in the task). This task's objective was to mirror the self-reported spatial scale on the OSIVQ, specifically focusing on participants' spatial orientation skills. After completing the trial task, participants were brought to the experimental mountain range environment ( Figure 1a , map A; Figure 2 ). This environment was much bigger, spanning half a square kilometer. Here, participants were instructed to freely explore the features of the environment. An undisclosed time limit (10 min) applied to exploration (if they exceeded this limit, participants were then asked to finish exploring); this limit was not disclosed to participants in order not to induce any feelings of constraint and to keep the process of exploration natural to reflect the participants' specific visual cognitive styles. As they explored, data was collected on participants' movement patterns, stops/ times spent pausing, and use of the interface.
After an initial period of free observation of the castle, participants were asked ten questions concerning the spatial distances in the exposition, for example, the distance from their own position to a specific object in the scene, the width/height of an object or the distance between two other objects ( Figure 3 for scene appearance, Appendix A for the questions asked in the task). This task's objective was to mirror the self-reported spatial scale on the OSIVQ, specifically focusing on participants' spatial orientation skills. 
Object Visual Recognition Test (OVRT)
The final task was designed to evaluate participants' visual cognition object-scale abilities in relation to the aforementioned OSIVQ, specifically focusing on participants' spatial orientation skills. At this point, the VR headset was already set aside; this task was executed digitally on a standard 24" PC screen. In a series of full-screen slides, participants were given ten visual discrimination questions. In each of these questions, four cut-out images of a portion of the scene shown in the previous task were presented, one of which depicted an object that was present in the scene. The other three were distractors, i.e., intentionally modified or substituted objects ( Figure 4 shows an example item, Appendix B for the entire test).
The participants were asked to report the correct answer for each question and then proceed to the next question by pressing a key. There was no time limit for answers, and participants were allowed to progress through this test on their own. After each keypress, the next question's stimuli appeared with no delay. Once participants had answered the final OVRT question, the testing concluded. 
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Object Visual Recognition Test (OVRT)
The final task was designed to evaluate participants' visual cognition object-scale abilities in relation to the aforementioned OSIVQ, specifically focusing on participants' spatial orientation skills. At this point, the VR headset was already set aside; this task was executed digitally on a standard 24" PC screen. In a series of full-screen slides, participants were given ten visual discrimination questions. In each of these questions, four cut-out images of a portion of the scene shown in the previous task were presented, one of which depicted an object that was present in the scene. The other three were distractors, i.e., intentionally modified or substituted objects (Figure 4 shows an example item, Appendix B for the entire test).
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Exploration of the Virtual Environment-Descriptive Data
Overall Required Time
On average, participants took 396 s to explore the mountain range environment. Participants walked a distance of 1180 meters on average. Both of these trends pass the Shapiro-Wilk test for normal distribution (time, p = 0.72, distance, p = 0.99), and the experimental environment therefore met the requirements for further parametric analyses. Only three of the 20 participants exceeded 10 min in their exploration.
Visualization of Exploration Strategies Based on User Logs
Some differences in the participants' exploration strategies were observed during user testing. Some walked almost the entire time while exploring; others tended to stop and look around. Corresponding data was measured in our visualization engine (see Section 2.1) and then visualized as virtual trajectories to provide an understanding of participants' exploration approaches (see the comparison of virtual trajectories of two participants employing different exploration strategies in Figure 5 and an overview of all participants in Figure 6a,b) . To compute and visualize this data, we used an external script in the Processing programming language (version 3.5) to load virtual movement data collected in the experimental procedure. Figure 6a is a merger of all the individual paths travelled by the participants (each red circle represents a single instance of a participant stopping in a place). Figure 6b also illustrates the use of the Gridded AoI (Areas of Interest) method. Gridded AoIs were created as squares. In each, the number of participant occurrences were determined in order to show a generalized representation of the most prominently visited areas of the environment (to improve comprehensibility, data in the grid cells were relativized). Figure 6a ,b show that participants had some prominent route preferences in common; these preferences are further considered in the discussion.
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Some differences in the participants' exploration strategies were observed during user testing. Some walked almost the entire time while exploring; others tended to stop and look around. Corresponding data was measured in our visualization engine (see Section 2.1) and then visualized as virtual trajectories to provide an understanding of participants' exploration approaches (see the comparison of virtual trajectories of two participants employing different exploration strategies in Figure 5 and an overview of all participants in Figure 6a,b) . To compute and visualize this data, we used an external script in the Processing programming language (version 3.5) to load virtual movement data collected in the experimental procedure. Figure 6a is a merger of all the individual paths travelled by the participants (each red circle represents a single instance of a participant stopping in a place). Figure 6b also illustrates the use of the Gridded AoI (Areas of Interest) method. Gridded AoIs were created as squares. In each, the number of participant occurrences were determined in order to show a generalized representation of the most prominently visited areas of the environment (to improve comprehensibility, data in the grid cells were relativized). Figure 6a ,b show that participants had some prominent route preferences in common; these preferences are further considered in the discussion. 
Statistical Analysis of User Logs and Mental Measurements
Using the experiment's logged data (Data S1), we extracted the following virtual movement parameters: Participants also self-reported their visual cognitive styles (using objects/spatial scales) and were tested in their visual recognition and spatial relations identification abilities. We extracted the following mental scales:
Object Visual Recognition Test (on a 0-10 scale)
• Spatial Relations Identification Task (on a 0-10 scale)
Differences between sexes-We explored the differences between sexes in the extracted virtual movement parameters and mental scales. The Wilcoxon rank-sum test identified differences between males and females in their Exploration Time, Time Spent Pausing, and Exploration Speed (Table 1) . 
Using the experiment's logged data (Data S1), we extracted the following virtual movement parameters: Participants also self-reported their visual cognitive styles (using objects/spatial scales) and were tested in their visual recognition and spatial relations identification abilities. We extracted the following mental scales: Differences between sexes-We explored the differences between sexes in the extracted virtual movement parameters and mental scales. The Wilcoxon rank-sum test identified differences between males and females in their Exploration Time, Time Spent Pausing, and Exploration Speed (Table 1) . The average participant stood still for approximately a quarter of the total exploration time (making 37 stops on average, idling for 116 s). The previous analyses of the sample revealed two opposite subsets consisting of "runners" (mostly males) and "lookers" (mostly females)-see Figure 7a ,b. The controller's walkthrough speed in the experimental interface was set to a constant 5 m/s. By pausing, men reduced their average walkthrough speed to 4.47 m/s, women to 4.09 m/s. Participants who exceeded the 10-min exploration limit were all females that had spent a considerable time (>4 min) pausing. Males tended to utilize their keyboard movement interface much more often, making about three times more movement direction changes on average compared to females. The average participant stood still for approximately a quarter of the total exploration time (making 37 stops on average, idling for 116 s). The previous analyses of the sample revealed two opposite subsets consisting of "runners" (mostly males) and "lookers" (mostly females)-see Figure  7a ,b. The controller's walkthrough speed in the experimental interface was set to a constant 5 m/s. By pausing, men reduced their average walkthrough speed to 4.47 m/s, women to 4.09 m/s. Participants who exceeded the 10-min exploration limit were all females that had spent a considerable time (>4 min) pausing. Males tended to utilize their keyboard movement interface much more often, making about three times more movement direction changes on average compared to females. Differences in VR expertise-We compared participants with respect to their self-reported VR experience. Participants reported themselves as either experienced or not experienced with VR use, and these two groups were compared. Significant differences were identified between non-proficient and proficient VR users in the ability to identify spatial relations in the virtual scene (Table 2) . Differences in VR expertise-We compared participants with respect to their self-reported VR experience. Participants reported themselves as either experienced or not experienced with VR use, and these two groups were compared. Significant differences were identified between non-proficient and proficient VR users in the ability to identify spatial relations in the virtual scene (Table 2) . According to the visual cognitive styles theory, in the context of a non-interactive object recognition task, self-reported object visualizers are expected to perform better than self-reported spatial visualizers. However, no statistically significant correlation between the self-reported preferences in the OSIVQ and the participants' scores in the Object Visual Recognition Test were found (Figure 8a, Table 2) . No relationship could be observed between a specific self-reported cognitive style and the ability to recognize a specific object that was previously presented in the virtual environment.
Self-Reported OSIVQ Spatial Score and Spatial Relations Identification Task
As in the previous case, spatial visualizers are expected to perform better at estimating distances in a spatial layout. However, the correlation showed a negative, non-significant trend (Figure 8b , Table 2 ). A non-significant trend was observed in participants who reported themselves as spatially-oriented, performing worse than on specific spatial identification tasks. 6 Significance levels: ** 0.001.
Task [0-10]
Proficient 7.37 0.59 7.37 6.99 7.86 0.
Correlation Analyses
Self-Reported OSIVQ Object Score and Object Visual Recognition Test
According to the visual cognitive styles theory, in the context of a non-interactive object recognition task, self-reported object visualizers are expected to perform better than self-reported spatial visualizers. However, no statistically significant correlation between the self-reported preferences in the OSIVQ and the participants' scores in the Object Visual Recognition Test were found ( Figure 8a, Table 2) . No relationship could be observed between a specific self-reported cognitive style and the ability to recognize a specific object that was previously presented in the virtual environment.
Self-Reported OSIVQ Spatial Score and Spatial Relations Identification Task
As in the previous case, spatial visualizers are expected to perform better at estimating distances in a spatial layout. However, the correlation showed a negative, non-significant trend ( Figure 8b , Table 2 ). A non-significant trend was observed in participants who reported themselves as spatially-oriented, performing worse than on specific spatial identification tasks. In regard to correlating the aforementioned with other continuous variables (Figure 9 ), only one with any relevance was found: the self-reported spatial score from the OSIVQ correlated positively with exploration speed (r = 0.48, p = 0.03), i.e., the spatially-oriented participants had a mild tendency to walk through the virtual environment more quickly. A positive correlation between exploration distance and exploration time, and a negative correlation between exploration time and exploration speed are both easily explained, as these variables were heavily dependent on each other. No other correlation approached a statistical significance. In regard to correlating the aforementioned with other continuous variables (Figure 9 ), only one with any relevance was found: the self-reported spatial score from the OSIVQ correlated positively with exploration speed (r = 0.48, p = 0.03), i.e., the spatially-oriented participants had a mild tendency to walk through the virtual environment more quickly. A positive correlation between exploration distance and exploration time, and a negative correlation between exploration time and exploration speed are both easily explained, as these variables were heavily dependent on each other. No other correlation approached a statistical significance. 
Discussion and Conclusions
Methods for Analyzing and Visualizing User Strategies
The virtual movement parameters and visualizations of exploration strategies described in this paper can be categorized or compared according to different criteria. Classification of these methods according to five criteria was suggested (Table 3 ). This classification can be further used to select the most suitable methods for analyzing the users' strategies in the virtual environment.
The first criterion is preservation of the spatial component of the data. When the spatial component is preserved, the results of the analysis can be applied or visualized to a certain part of the 3D scene (stimulus). Otherwise, the results focus on the non-spatial aspects of user strategies. An example of the results of a non-spatial method are measurements calculated from the virtual trajectory (its distance, average speed).
The second criterion is the attitude to the temporal component of the data. Three ways of handling the temporal aspect of user strategy data were identified. The temporal component can be preserved, and the dynamics of user interactions throughout the entire task can be analyzed (virtual trajectory visualization). Other methods aggregate characteristics to one value for the entire user interaction (Gridded AoI), and some methods also focus on specific moments. That is, for example, the visualization of pauses in virtual movement.
The data aggregation criterion describes whether the result of the method is more suitable to aggregation for all users (or specific groups of users) or if the user interaction records are distinguishable only for certain participants. An example of an aggregating method is Gridded AoI, which does not allow individual users to be identified. A contrasting example is a virtual trajectory 
Discussion and Conclusions
Methods for Analyzing and Visualizing User Strategies
The data aggregation criterion describes whether the result of the method is more suitable to aggregation for all users (or specific groups of users) or if the user interaction records are distinguishable only for certain participants. An example of an aggregating method is Gridded AoI, which does not allow individual users to be identified. A contrasting example is a virtual trajectory visualization method that is more suitable for studying the virtual movement of individual users or comparing pairs of users.
The fourth criterion describes the potential for numerical or statistical analysis of user-selected aspects of strategies in participants or groups. Some methods are designed specifically for this comparison, or their output may be a numerical comparison of certain characteristics of user interaction or virtual movement (number of pauses in movement, distance of virtual trajectory, average speed). Other methods allow only visual comparison, for example, screenshots (Figure 3) , or screen video (see Video S2), which allow visual (qualitative) analysis.
The last criterion is the dimensionality of the analyzed data. In the experiment, it was only possible to walk on terrain (an alternative to a flat plane), so in this case 2D visualizations of virtual trajectories and Gridded AoI could be suitably used. Other virtual worlds can employ free virtual movement in all three dimensions [58] . However, in some special cases this criterion cannot be used, when the method, for example, focuses on non-spatial aspects of user interaction.
The suggested classification can be used to compare the virtual movement parameters and visualizations mentioned in Section 1.2. Other methods that can be used according to the proposed scheme are described by, for example, Chittaro and Ieronutti [33] , Zanbaka et al. [34] , Cirio et al. [35] , Treves et al. [36] , Herman and Stachoň [20] , and Herman et al. [16, 59] .
In future studies, researchers can employ methods and types of data visualization other than those demonstrated in this experimental design. Virtual trajectory recording combined with interface interaction data, eye-tracking and possibly think aloud protocol employed during environment exploration could provide detailed insight into the cognitive and behavioral strategies people use for specific tasks. Tracking of interface interactions and eye movements (use of the keyboard and mouse, head movement tracking and eye-tracking) permits effective quantitative assessment of exploration efficiency, both at the level of interindividual differences and the level of evaluating interface and visualization settings. For example, the pilot results of using this method to compare different types of visualization (photorealistic and non-photorealistic) was described by Stachoň et al. [21] . 
Exploration of User Activities and Strategies
Since the experimental group's exploration times and times spent pausing appeared to follow normal distribution, we can assume that the experimental conditions are adequate for collecting data in larger samples. This would only need to be reconsidered if a more spacious/complex virtual environment were employed. The option to visualize the individual paths of participants' walkthroughs as virtual trajectories in different ways ( Figure 5; Figure 6a ,b, and potentially by other means) also allows us to conduct precise qualitative analyses to understand exploration strategies, while numerical results provide the opportunity to harvest a large amount of data for testing hypotheses with inferential statistics. To visualize our data, we used the Processing programming language. Since this language contains an internal data structure that can load tables (e.g., CSV files), the data could be analyzed rather easily. Based on the collected data, the following visual outputs could be produced: use of the interface by the participant, behavioral patterns and temporal/spatial movement through the virtual space (as a 2D map or an interactive 3D render).
When the paths traveled by all the participants were combined (Figure 6a,b) , for the most part participants followed existing pathways/routes present in the environment, only rarely straying off the path. We hypothesize that this behavior may tie to Gibson's affordance theory [60] with consideration to the surrounding environment (e.g., Hadavi et al. [61] )-in other words, where a man-made path is meant to be walked, regardless of the path being or not being the optimal route to travel through said environment. Other surroundings and patterns in the terrain may also have predetermined participants' behaviors.
Overall, the participants preferred to visit open and flat areas, even though all areas up to 45 degrees of terrain elevation in the VGE were accessible and the participants did not need to invest any real physical effort to reach them (e.g., climbing a hill-a false affordance [60] in a virtual setting). When the surrounding terrain was constrained or elevated rapidly (height differences, sprawling vegetation, large objects occluding the view), straying from the path was far less frequent. Travelling along the centers of areas may have served the participants as the most efficient strategy in acquiring the most visual information from their surroundings and allowed connections to other potential routes [62] . Similarly, the areas off the path may have provided little to no incentive (relevant information) for exploration. If, however, the accessible surroundings had looked inviting and were furnished with interesting and detailed objects, they may have been inclined to explore the area in order to add these stimuli to their growing spatial knowledge [63] .
Follow-up research to verify these route selection hypotheses is required. For this purpose, experimental environments with various (un)interesting areas populated by deliberately pre-placed objects of interest may be created. Such environments may or may not include man-made roads. Logging user route selection in these environments would allow valid behavioral data to be captured. To monitor participant movement across an area, Gridded AoI can be used (as shown in Figure 6b , or by defining some other customized examples). To hypothesize according to these data, algorithms that approximate user behavior can then be created, for example, a 360-degree raycasting visual algorithm (to provide direction-specific attractiveness in an area surrounding a vantage point based on the algorithm targeting visible objects and accessible areas of interest). If multiple 360-degree "cameras" such as these were placed into an environment as de facto route nodes, algorithmic conclusions on route selection can be produced and compared to real user behavior. Figure 9 shows the overall correlational trends across the variables we measured. It also demonstrates a possible method for further exploration in follow-up studies. In our procedure, no relationship between the participants' self-reported scores on the object/spatial visual scale (OSIVQ) and their objective performance in the VGE was found. No trend in the relationship between individual object-oriented visual abilities and visual recognition measured in the Object Visual Recognition Task (OVRT) was observed (Figure 8a ). Contrary to our expectations, a negative non-significant trend was observed between spatial abilities and the Spatial Relations Identification Task (SRIT) (Figure 8b) . In this matter, we ought to consider the small sample size of our experiment and suggest that this idea be further explored using larger samples. Reviewing the nature of experimental tasks should be also considered in order to better fulfill the theoretical requirements.
Significant differences between males and females were observed in exploration time, speed and time spent pausing (Table 1) . This observation may represent valuable indicators of user tendencies in VGEs and should be further explored in larger samples in respect of not only difference in sex, but also potential customization of the VGE. We also observed that people experienced in VR use were more able to identify features in the virtual reality scene measured by the Spatial Relations Identification Task (Table 2 ). We can assume that previous experience may possibly decrease the level of distraction in wearing an HMD, have a lower novelty effect, and reduce motion sickness and discomfort.
However, it still needs to be considered that all participant movement happened within the pre-set context of user interface chosen to navigate the environment. Were the participants outfitted with a different kind of an interface (e.g., a motion-tracked controller with teleportation movement style, as opposed to a continuous-walkthrough keyboard and mouse solution), the results may have told a different story. Since a motion-tracked controller can be considered more of an extension of a human arm, along with a less abstract usability pattern compared to a keyboard, this would, e.g., acc. to Norman's model [64] , allow for quicker mastering of the interface by the participants, and thus having to deal with less of an extreme of beginners/experts in user distribution. Not only was it previously shown that interfaces matter [14] , but there are studies that are primarily concerned with correctness of fit of VR interfaces [65] . However, this can be disputed, to an extent, since the majority of the population is familiar with the use of computer mouse, and VR interfaces have to deal with the novelty effect. While this study is not primarily focused on user interface, repeating the experiment with different interfaces (and controlling this by the means of a questionnaire) may be a worthy follow-up. However, the act of introducing different controllers would introduce further challenges, as a different concept of movement would also change user movement patterns and the level of interactibility with the environment (effectively needing a distinction in data interpretation and implementation). Furthermore, different interfaces also bring other challenges into research design and methodology-that is, a setup with motion-tracked controllers cannot be deployed to collect data on bigger samples (e.g., in computer classrooms), and it does not offer the same level of experimental control as a keyboard and a mouse do (six degrees of freedom in rotational/translational movements, as opposed to only two).
Impact of Findings
This paper introduced and described a specific VGE that can be used to measure the behavioral activity of human users in a first-person point-of-view interactive geovisualization. A technological solution was outlined, and potential obstacles were reported. A thorough testing procedure supplemented by and compared to real performance data from the VGE was also designed to reveal individual differences in visual cognitive styles.
The experimental scene appeared natural and was filled with objects of different shape, color and a range of other visual properties. During the estimation of distance, the operation of object boundary differentiation may have not been universally clear (or understood) by participants. To eliminate the potential intervening variables, we therefore suggest re-creating the experiment with more simplistic objects (e.g., a collection of unified gray boxes-a virtual implementation of research from Šikl and Šimeček [66] ). The lens of the VR headset may have also introduced some distortion in the perception of distance. The research was exploratory in character, and it may have also become apparent that not all the variables were controlled and analyzed. However, based on our observations, a discussed construct such as "spatial cognitive style" seems to be rather difficult to grasp under a single experimental scenario, since we can further differentiate spatial cognitive style as egocentric and allocentric (i.e., self-centered and scene-centered [67] ) design of tasks. In our future research, a larger research sample will be engaged to detect the suggested relationship between cognitive style and observed behavior in VR. Regarding the presented solution and preliminary findings, specific experimental designs for rigorous testing of hypotheses will also be used.
To further address the issue of our small, homogenous sample of participants, follow-up research could check for cross-cultural differences by comparing behavior and exploration strategies of geographically or culturally different groups, such as in Stachoň et al. [68] . Similarly, to alleviate the potential shortcomings of the user interface used in this experiment, a follow-up research employing more humanly intuitive interfaces may be proposed.
Because of the exploratory nature of the study and the low number of participants, we do not draw any general conclusions from this initial research. However, the results suggest the need to assess different levels of VGE realism and to better explore the individual differences between various user groups in order to customize and optimize the VGE. The importance of this suggestion will only grow in the future, especially with respect to the increasing trend of using immersive 3D virtual visualizations in practice.
Regarding the technological solution and the way exploratory design presented in this paper was conducted, positive conclusions can be made. By laying out a behavioral/interaction data logging framework, we have created a basis (a structure in Unity that can be appended to a virtual representation of a participant inside the VGE, along with virtual objects they interact with) from which other possible/future data can be extracted. This also applies to future interfaces-all depending on how open the interfaces are to reading and logging their interaction data. When such data is extracted, data visualization framework, for which we have also laid a foundation, can be extended. Depending on the shape of the VGE in question, the potential question of how an interface is used or the nature of the data that is to be presented, visualizations can be adapted. Since all the technologies on which our solutions are built are easily accessible, free (software) or affordable (hardware), they are easily customizable and/or deployable. Furthermore, even the process of creating VGEs themselves can be streamlined, to an extent, based on the experience gained and described through this paper.
