Abstract. The concept of the Perron complement of a nonnegative and irreducible matrix was introduced by Meyer in 1989 and it was used to construct an algorithm for computing the stationary distribution vector for Markov chains. Here properties of the generalized Perron complement of an n×n irreducible Z-matrix K are considered. First the result that the generalized Perron complements of K are irreducible Z-matrices is shown, and other properties are presented.
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In this paper we will discuss the generalized Perron complement of a Z-matrix and its properties. In section two we will introduce that if K = sI − M is an irreducible Z-matrix, t satisfies x < −ρ(M [α]) + t, then the generalized Perron complement P t (K/K [α] ) is an irreducible Z-matrix. And n(P t (K/K[α])) is a strict decreasing function of t, it also has a close relationship with n(K). For brevity in our proofs, we shall adopt the following notations:
Generalized Perron complements. Fiedler and Markham [5] introduced the following classification of Z-matrices:
Definition 2.1. Let L s (for s = 0, · · · , n) denote the class of matrices consisting of real n × n matrices which have the form We now introduce some properties of the Perron complements of nonnegative matrices. 
. ([3]) If A is a nonnegative irreducible matrix, then the Perron root ρ(P t (A/A[β])) of the generalized Perron complement is a strictly decreasing function of t on (ρ(A[β]), ∞). Lemma 2.4. ([3]) If A is a nonnegative irreducible matrix, then
ρ(P t (A/A[α]))    < ρ(A),
if t > ρ(A), = ρ(A), if t = ρ(A), > ρ(A), if ρ(A[α]) < t < ρ(A).
Now we begin with our first main result:
Proof. 
is a nonnegative irreducible matrix. Since irreducibility is independent of the diagonal entries, so
is an irreducible Z-matrix.
From the proof of Theorem 2.5 we can see that, when K ∈ L s , it means that ρ s (M ) ≤ t < ρ s+1 (M ). Under such a condition, if
It is easy to show that
Hence there exists anx satisfying
So we can get that, when x ≤x, the matrix 
, there exists anx satisfying
So we can get that when x ≤x, it is a nonsingular M -matrix.
It is also easy to show that ρ(M [α]) is different when α has changed. So even we have x < −ρ(M [α]) + t, it is hard to determine x. For simplicity of computing, we
Now it becomes easier to compute. Theorem 2.6. 
When x = 0, it is easy to show that
When x < 0, tI − xI − A ≥ tI − A, we can get that 
