Abstract. We establish the global well-posedness of the Landau-Lifshitz-Gilbert equation in R n for any initial data m 0 ∈ H 1 * (R n , S 2 ) whose gradient belongs to the Morrey space M 2,2 (R n ) with small norm ∇m 0 M 2,2 (R n ) . The method is based on priori estimates of a dissipative Schrödinger equation of GinzburgLandau types obtained from the Landau-Lifshitz-Gilbert equation by the moving frame technique.
Introduction
The Landau-Lifshitz-Gilbert equation, originally introduced by Landau and Lifshitz [14] [8] , serves as the basic evolution equation for the spin fields in the continuum theory of ferromagnetism. Let m : R n × (0, +∞) → S 2 denote the spin director field with values in the unit sphere S 2 ⊂ R 3 . The Landau-LifshitzGilbert equation (LLG) is given by
where λ > 0 is a Gilbert damping parameter, × is the cross product in R 3 , and m 0 : R n → S 2 is an initial data. Note that −m × m × ∆m = ∆m + |∇m| 2 m is the tension field of m : R n → S 2 . Hence LLG (1.1) is a hybrid of the heat flow and the Schrödinger flow of harmonic maps to S 2 and is an evolution equation of parabolic types. A Liapunov functional of (1.1) is given by the Dirichlet energy E(m) = 1 2ˆRn |∇m| 2 dx.
Since LLG (1.1) is energy critical when n = 2, the global existence of weak solutions with at most finitely many singularities and the uniqueness among energy non-increasing solutions has been established by [9] and [10, 11] , which is based on arguments similar to Struwe's approach to the heat flow of harmonic maps [22] . We would like to point out that the existence of finite time singularity of (1.1) in dimension n = 2 has not been shown yet.
When n ≥ 3, LLG (1.1) is super-critical with respect to the Dirichlet energy. Although one can show the global existence of weak solutions, the question of regularity and uniqueness of weak solutions becomes a delicate issue. In dimensions n = 3, 4, partial regularity for suitable weak solutions to (1.1) has been obtained by Moser [17] , while the existence of partially regular weak solutions to (1.1) has been established by Melcher [15] and Wang [24] . However, since the arguments in [17, 15, 24] are perturbation methods based on energy monotonicity inequalities and elliptic estimates on generic time slices, they fail to work for n ≥ 5. It may be worthy to point out that neither the Bochner formula nor Struwe's parabolic energy monotonicity formula for the heat flow of harmonic maps (or approximated harmonic maps) [23, 4] seems to be available for (1.1). We would also like to point out that the existence of finite time singularity of LLG (1.1) in dimensions n = 3, 4 has been shown by [5] .
Very recently, Melcher [16] investigated the global well-posedness of LLG (1.1) in dimensions n ≥ 3 for initial data m 0 in the scaling invariant homogeneousẆ 1,n (R n ) space with smallẆ 1,n -norm, see also Seo [19] for related works. The idea in [16] involves a transformation of LLG (1.1) by the technique of moving frame to a dissipative Schrödinger equation of complex Ginzburg-Landau type nonlinearities. It is natural to establish the global well-posedness of (1.1) for initial data m 0 in larger classes of function spaces. Indeed, we are able to prove the global well-posedness of (1.1) for initial data whose gradient is in certain Morrey spaces with small Morry norm.
In order to state our main results, we first recall
, and from the point of view of scalings, M p,p (R n ) behaves like L n (R n ). Now we are ready to state our main theorem. Theorem 1.2. For λ > 0 and n ≥ 2, there exist ǫ 0 > 0 and c 0 > 0 depending only on n and λ with the following properties:
and satisfies
, and the energy inequality:
Moreover, m is unique in its own class.
Before we proceed with the presentation, we would like to make a few remarks concerning Theorem 1.2. Remark 1.3. For LLG (1.1), we have the following comments.
2 improves the main result of Melcher [16] and Seo [19] .
(ii) Without the smallness condition (1.3), the short time smooth solution of (1.1) can develop singularity at finite time for n ≥ 3. In fact, the initial data m 0 in the example of finite time singularity constructed by Ding-Wang [5] has small Dirichlet energy E(m 0 ) and finite ∇m 0 M 2,2 . (iii) Motivated by the well-posedness result on the heat flow of harmonic maps by [25] , it seems reasonable to conjecture that LLG (1.1) is globally well-posed for any initial data m 0 :
We briefly discuss some of the ideas in the proof. The first crucial step is to utilize a canonical choice of coordinates on the tangent bundle T S 2 , called moving frames, to convert (1.1) into a covariant version of LLG, which is a (nonlocal) semilinear complex valued Schrödinger equation with cubic nonlinearity. Then, by choosing a Coulomb gauge frame, one can get the desired control of nonlocal terms. Finally, using estimates of the dissipative Schrödinger semigroup S = S(t), generated by (λ − i)∆, between Morrey spaces, one can get the desired priori bounds for the short time approximate solutions to (1.1) under the smallness assumption (1.3). It seems that the estimates of S(t) between Morrey spaces may have its own interests, with potential applications to other types of equations.
The paper is written as follows. In section 2, we will establish some basic estimates of S(t) between Morrey spaces. In section 3, we review the derivation of covariant complex Ginzburg-Landau type equation. In section 4, we derive all the needed nonlinear estimates of S(t) between Morrey spaces. In section 5, we will prove Theorem 1.2.
Linear estimates for Schrödinger semigroup in Morrey spaces
Throughout this paper, let S(t) denote the semigroup generated by the dissipative Schrödinger operator (λ − i)△. In this section, we will establish some basic estimates of S(t)f = S t * f in Morrey spaces when f ∈ M p,q (R n ). Recall that the Fourier transform of the associated kernel S t of S(t) is given bŷ
so that the kernel S t can be written as
where
, the Hardy-Littlewood maximal function of f is defined by (see, e.g. [20] )
We will use A B to denote A ≤ CB for some universal positive constant C. Now we have
, and
Proof. It follows from the definition of S(t)f that for any x ∈ R n ,
For I(x), we have
To estimate II(x), we proceed as follows.
Since S is a Schwartz function, one sees that
This implies
where we have used in the last step the inequality:
Putting (2.2) and (2.3) together yields
Then we have
is a bounded linear operator (see [1] and [12] ), we have that S(t)f ∈ M p(n+1),q (R n ), and
This completes the proof of Lemma 2.1.
Proof. This follows from the Young inequality for convolution operators. In fact,
we have
Taking supremum over all B R (x) ⊂ R n in (2.5) yields (2.4). Here we have used the fact that
This completes the proof.
.
Then by Hölder's inequality, Lemma 2.1 and Lemma 2.2, we have
, we have
This proves Lemma 2.3.
We also need to estimate ∇(S(t)f ) in Morrey spaces. More precisely, we have
Proof. Since
and ∇S is also a Schwartz function on R n , we can apply the same argument as in Lemma 2.1 to get that
This yields (2.7).
Proof. It is similar to Lemma 2.2. Since
the Young inequality implies that
which, after taking supremum over all B R (x) ⊂ R n , yields (2.8). Here we have used the fact that
Proof. By Lemma 2.5, Lemma 2.6, and Hölder's inequality, (2.9) can be proved exactly as in Lemma 2.3. We omit the detail here.
Covariant Landau-Lifshitz-Gilbert equation
The moving frame technique was first successfully applied to the study of harmonic maps by Hélein [7] , and subsequently used in the study of wave maps (see [6] and [21] ) and Schrödinger maps (see [2] , [3] and [18] ). The basic idea is to use orthonormal frames on the tangent bundle of the target manifold under the Coulomb gauge to rewrite the equation. It turns out that such a technique has been used by Melcher [16] to derive another version of LLG (1.1), which was called as the covariant LLG. Now we briefly review such a construction and refer the readers to [16] for more details.
3.1. Moving frames. Fix a point m ∞ ∈ S 2 , we define, for σ ∈ Z + , the homogeneous Sobolev space
and
For 0 < T < +∞, we consider
Since the pull-back tangent bundle m
We use α, β ∈ {0, 1, · · · n} to denote the space-time components, where α = 0 is the time index so that ∂ 0 = ∂ t . Let ·, · be the inner product on R 3 . Denote the associated connection coefficient
This gives the covariant derivative
for the coefficient of space-time gradient of m in terms of X + iY . Then we have
By the relations
we have the zero torsion identity: 2) and the curvature identity:
By direct calculations, we will have the following result (see [16] Proposition 2).
solves the covariant LLG:
(3.5)
(3.6) 3.3. Gauge invariance and Coulomb gauges. Since (3.5) is invariant under the gauge transformation:
. A canonical choice is the Coulomb gauge which ensures that a = ( a 1 , · · · , a n ) is divergence free:
This amounts to solve, for t ∈ [0, T ],
whose solution is given by
is the l th -Riesz transform (see [20] ). Since a,
, we conclude, by the standard elliptic theory, that ∇θ,
3.4.
Estimates of a in Morrey spaces.
Lemma 3.2. For p > 2 and
then we have, under the Coulomb gauge, that
10)
and a
Proof. Since a is a Coulomb gauge and
we have, after taking ∂ α of the above equation and summing over 1 ≤ α ≤ n, that
It is readily seen that a can be represented by
for 0 ≤ β ≤ n, where G is the fundamental solution of (−∆) in R n . Therefore we have a(x, t)
is the Riesz potential of f of order 1.
is a bounded linear operator (see [12] ), we have that a(t) ∈ M p,q (R n ) and a(t)
This implies (3.10).
For a 0 , we have, by (3.5),
We define a
0 and a
0 by −∆a
It is clear that a 0 (t) = a 
0 (x, t) I 1 |u||∇u| (x, t), x ∈ R n , and a
0 (x, t)
As above, we can show that a 
p+2 (R n ), and
This yields (3.11) . Similarly, we can show that a
This yields (3.12). This completes the proof.
Estimates in Morrey spaces for the Covariant Landau-Lifshitz-Gilbert equation
In this section, we consider a solution 
1) where the nonlinearity F = (F 1 , · · · , F n ) is given by
F can be written as
0 u.
(4.3)
For p > 2 to be determined later, let X p T be the function space defined by X
For u ∈ X p T and 0 < τ ≤ T , set
Observe that B[δ 1 , δ 2 ] < +∞ when δ 1 , δ 2 < 1.
Morrey space estimates related to f (1) (u). Now we have
Lemma 4.1. For p ∈ (3, 6) and u ∈ X p T , we have that for 0 ≤ t ≤ T ,
Proof. Since |f (1) (u)| |u| 3 , by Minkowski's inequality and Lemma 2.3 we have 
Proof. By Minkowski's inequality and Lemma 2.6, we have 
Proof. By Minkowski's inequality and Lemma 2.3. we have 
Proof. It follows from Lemma 3.2 that a(t) ∈ M 2p 4−p ,2 (R n ) and a 
, and a
(1)
. By Hölder's inequality, we have that
Applying Minkowski's inequality and Lemma 2.3, we then have
since B 
Proof. Applying Minkowski's inequality, (4.9), and Lemma 2.6, we have
p < +∞ when 2 < p < 4. This proves Lemma 4.5.
p < +∞ when 2 < p < 4. This proves Lemma 4.6.
4.1.3.
Morrey space estimates related to f (3) (u). Observe that
0 |u|. Now we have Lemma 4.7. For p ∈ (2, 10 3 ) and u ∈ X p T , we have that for 0 ≤ t ≤ T ,
Proof. By Lemma 3.2, we know that a(t) ∈ M 2p 4−p ,2 (R n ) and a
Thus by Hölder's inequality we obtain that f
(4.13) Applying Minkowski's inequality, (4.13), and Lemma 2.3, we have 
Proof. Applying Minkowski's inequality, (4.13), and Lemma 2.6, we have 
Proof. Applying Minkowski's inequality, (4.13), and Lemma 2.6, we have (3.6) . Assume that
solves the covariant complex Ginzburg-Landau equation (3.6) . By Duhamel's formula, we have that for 0 ≤ t ≤ T ,
where S(t)u 0 = S t * u 0 := u 0 (t) (4.17) is, as before, the convolution in space, and
For u 0 , we can apply Lemma 2.2, Lemma 2.3 and Lemma 2.6 to get Lemma 4.10. For any 2 < p < +∞, there exists C > 0 depending only on n, p, λ such that for any 0 ≤ t < +∞,
Proof. By Lemma 2.3, we have that for 0 ≤ t ≤ T ,
By Lemma 2.6, we have that for 0 ≤ t ≤ T ,
By Lemma 2.2, we have that for 0 ≤ t ≤ T ,
Combining these estimates together yields u 0
This proves (4.19) .
We also introduce another norm of u ∈ X p T :
Note that u
Now we can combine all these Lemmas together to obtain the following key estimate. 3 ) and 0 < T ≤ +∞, there exists a constant C > 0 depending only on
Furthermore, there exists ǫ 0 > 0 depending on n, p, λ such that if
Proof. By the Duhamel formula (4.16), we have
For u (1) , since Lemma 4.1, Lemma 4.2, and Lemma 4.3 hold for p ∈ (3,   10 3 ), we have
For u (2) , since Lemma 4.4, Lemma 4.5, and Lemma 4.6 hold for p ∈ (3,   10 3 ), we have
For u (3) , since Lemma 4.7, Lemma 4.8. and Lemma 4.9 hold for p ∈ (3,   10 3 ), we have
Putting these estimates together yields (4.20) .
To show (4.22), first observe that
In fact, by Sobolev's embedding theorem we have the following estimates: For some large σ ∈ Z + ,
, and ∇u(t)
5. Global well-posedness of LLG (1.1) and proof of Theorem 1.2
In this section, we will give a proof of Theorem 1.2. The rough idea is to (i) approximate the initial data m 0 by m for all l ∈ Z + and δ > 0; and (iv) show that the limit map m of m k is the desired solution.
5.1. Approximation of initial data. For an initial data m 0 given by Theorem 1.2, we have
then there exist a sequence of maps {m
and lim Applying a modified Poincaré inequality, we have that for any x ∈ R n and k ≥ 1, .
Therefore we have that for any x ∈ R n and k ≥ 1, It is easy to check that for any k ≥ 1, 
The proof is complete.
5.2.
Uniform estimates of approximate solutions of (1.1). For m 0 given by Theorem 1.2, let m k 0 be the approximated initial data given by Lemma 5.1. Then it is known (see [16] proposition 1) that there exist a maximal time interval T k > 0 and a solution
Proof. By rescaling, we may assume r 0 = 2 and z 0 = (0, 4 
