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vertices which is 3-connected or cyclically 4-connected. 0 1992 Academic Press, Inc. 
1. INTRODUCTION 
The circumference circ(G) of a graph G is the length of a longest cycle 
in G. By a planar graph we mean a graph with a specified proper embed- 
ding in the plane. Suppose that G is planar with n vertices. If G is 
2-connected but not 3-connected, it may have a circumference as low as 4, 
as with Kz,,+ 2. But if G is 3-connected, the situation changes drastically. 
Barnette [B] showed that the circumference of such a graph is at least 
c &, and much more recently Clark [C] improved this lower bound 
to exp(b 6). Our main aims here are to improve the lower bound to 
en” (where c’ > 0.2) for all 3-connected G (the best possible result would be 
of this form, by a result in [MM]; see Theorem 6), and to c”n/log n for 
cyclically 4-connected G. This is further improved to c”‘n when G has a 
slightly stronger connectivity property which we introduce. 
The attraction of studying 3-connected planar graphs is enhanced by 
their combinatorial equivalence to convex polyhedra. However, in order to 
prove the main result for such graphs, we also obtain a bound for 
* This research was carried out while the first author was visiting the second author at the 
Department of Mathematics and Statistics, University of Auckland. 
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3-connected planar graphs with one vertex removed, which is almost as 
large as the bound for the 3-connected graphs. 
For cubic graphs G, Jackson [J] established that circ(G) 3 nc for c z .69 
if G is 3-connected (not necessarily planar), and Griinbaum and 
Malkevitch [GM] showed that circ(G) > 3n/4 if G is cyclically 4-connected 
and planar. At one point we focus on planar graphs G with bounded 
maximum degree A, and in the cyclically 4-connected case we prove the 
lower bound circ(G) 2 cn where c depends on A. 
Our method uses, amongst other things, a technique employed by Tutte 
to prove that all Q-connected planar graphs are hamiltonian [Tl]. This is 
tuned to our current needs in Section 2. Then in Section 3, long cycles are 
obtained in special graphs which will be obtained as contractions of more 
general graphs. In Section 4 we consider 3-connected graphs and in 
Section 5, cyclically 4-connected and essentially 4-connected graphs. In 
addition, in Section 6 we provide examples of graphs whose circumference 
is relatively small, for the various classes considered. 
2. NOTATION AND PRELIMINARY RESULTS 
One result we find useful is the following, due to Plummer and Wilson. 
LEMMA 1 [PW, Theorem 31. Let G be a 3-connected planar graph. Then 
there is a cycle through any five vertices of G. 
We use V(G) and E(G) to denote the vertex and edge sets of a graph G. 
Given a graph G and a subgraph H of G, the vertices of attachment of H 
in G are the vertices of G - H adjacent to vertices of H. In this situation, 
we extend the definition of “degree” so that for x a vertex of attachment of 
H, dw(x)= INo( V(H)j. For S& V(G), G[S] denotes the subgraph of 
G induced by S. If H is a component of G - S, and S’ is the set of vertices 
ofattachmentofHinG,werefertoB=G[~(H)uS’]-(uv:u,vESI}as 
a bridge of S. If F is a subgraph of G with V(F) = S, we also refer to B as 
a bridge of F. Let m(u, v) denote the length of a longest uv-path in 
B-(S-(u,u)). We define n(B) to be min,,,,,m(u,v). 
If S is a set of vertices and edges, G + S denotes the graph obtained by 
adding the vertices in S to V(G) and the edges in S to E(G). Refer to 
Bondy and Murty [BM] for standard notation not defined here. 
If a cycle C in a graph G has the property that each component of G - C 
has at most three vertices of attachment in G, we refer to C as a Tutte 
cycle. Our main tool is the use of the following result of Tutte. 
LEMMA 2 [Tl, Theorem 11. Let G be a 2-connected planar graph and let 
e, and e2 be two edges incident with some face of G. Then G has a Tutte 
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cycle C through e, and e2 such that every component of G - C incident with 
either face incident with e, has only two vertices of attachment in G. 
For the 3-connected case, we will need the following slight strenghtening 
of Lemma 2. 
LEMMA 3. Let be a 3-connected planar graph with n vertices. Then G has 
a Tutte cycle C such that every component of G - C has strictly less than n/2 
vertices. 
Proof. Choose a Tutte cycle C such that the largest component H of 
G- C has as few vertices as possible. Denote the vertices of attachment of 
H by x, y, and z. Let W denote the set of edges joining {x, y, z} in G. Since 
G is planar, G - {x, y, z} has exactly one component F distinct from H. 
For XE {F, H}, let X,, denote the bridge of (x, y, z} containing X. 
Case 1. W=@. 
Note that dF(z) > 2 since C contains z. Introduce a new vertex w  and put 
H, = FO + {w, xw, yw, zw}. By Lemma 2, H, has a Tutte cycle C1 with xw, 
yw E E( C,) such that the component of H, - C, containing z has only two 
vertices of attachment in H,. Since H, is 3-connected it follows that 
ZE V(C,). 
Next, introduce another new vertex w’ and put H, = HO- z + 
(w’, xw’, yw’}. Then again by Lemma 2, H, has a Tutte cycle Cz with 
xw’, yw’ E E(C,) such that each component of H, - Cz containing a vertex 
of H, adjacent to z in G has only two vertices of attachment on Cz. 
It now follows that E(C,) u E(C,) - (xw, yw, xw’, yw’} is the edge set of 
a Tutte cycle C, in G and each component of G - C3 is properly contained 
in H or F. (See Fig. 1.) 
Case 2. W# Qr. 
Without loss of generality we may assume yz E E(G). Let zi = z, z2 = y, 
H,=(FO-z,)+xz,, and H, = (HO - z2) + xz,. By Lemma 2, Hi has a 
Tutte cycle Ci with XZ~-~E E(C,) such that each component of Hi- Ci 
containing a vertex of Hi adjacent to zi in G has only two vertices of 
attachment in Hi (as in Fig. 2). Then (E(C,) - xzz) u (E(C,) -xzr) u { yz} 
is the edge set of a Tutte cycle C3 in G, and each component of G - C3 is 
properly contained in H or F. 
In both cases, we find that if (HI > n/2, then each component of G - C3 
must be smaller than H, which is a contradiction. Thus, [HI <n/2, 
establishing the lemma. 1 
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3. CYCLES IN SPECIAL GRAPHS 
In this section we derive existence results for cycles through many com- 
ponents attached to a cycle in a planar graph G. Given a cycle C in G, a 
vee of C in G is a cycle W of G containing exactly one vertex a(W) in 
V(G) - V(C), and exactly two edges in E(G) - E(C), such that in the interior 
of one of the two regions of the plane determined by W, there are no 
vertices, and no edges incident with a(W). 
LEMMA 4. Let G be a planar graph obtained from a cycle C by inserting 
a set S of new vertices all into the region of the plane inside C, or all into 
the region outside C, and then joining each new vertex to exactly three 
vertices of C. Then C has at least ISI + 2 vees in G. 
Proof. We can assume that all vertices in S are inside C, since the other 
case follows by symmetry. Define a tree T whose vertices are the vertices 
and faces inside C, with adjacency in T determined by incidence in G. 
Then each vee of C determines an endvertex of T, and each vertex in S has 
degree exactly 3 in T. As any tree has at least two more endvertices than 
vertices of degree 3, the lemma follows. 1 
In our forthcoming analysis we will use the following result to find a 
cycle through as many vertices as possible of a set of vertices attached to 
a cycle. 
LEMMA 5. Let G be a planar graph obtained from a cycle C by adding 
a set S of new vertices, and then joining each vertex in S to exactly two or 
three vertices of C, such that all vertices in S inside C are incident with the 
same face fi of G, and all vertices in S outside C are incident with the same 
face fi of G. Then G has a cycle, C,,, through at least s,/3 + 2s,/3 vertices 
of S, where si denotes the number of vertices in S of degree i (i = 2, 3), such 
that CO separates f, and f2. 
Proof: This is by induction on ISl. The starting point is ISI = 0. We can 
assume without loss of generality, re-drawing G if necessary, that fi is the 
unbounded face of G. 
First suppose that C has two vees in G, W, and W, say, such that 
V( W,) n Cc V( W,). Note that W, and W, must lie on different sides of C. 
Put ui = a( W,) and u2 = a( W,). If ui and u2 do not both have degree 3, we 
consider G’ = G - { ui , u1 >. By induction, G’ has a cycle C0 through at least 
s,/3 + 2sJ3 - 1 vertices of S- {ui, u,>, such that C0 separates fi and f2. 
On the other hand, if ui and u2 both have degree 3, then u2 = a( W,) for 
another vee W, of C. Let v denote the vertex adjacent to u2 not in W,. 
By induction, G’ = G - ( ui, vu2} has a cycle C0 through at least 
296 JACKSON AND WORMALD 
43 + 2s,/3 - 1 vertices of S- {ul >, such that C0 separates fi and f2. 
In both cases, Cb can be altered to obtain the desired cycle C,, in G by 
detouring around W,. We can now conclude that 
(a) no two vees WI and W2 of C in G are such that 
V(W,)nCc V(W,). 
Next, suppose that there are three vees W,, Wz, and W, such that 
a(W,)=u,, a(Wz)=u,=a(W,), and V(W,)nCc W2u W,. Let N(u,)n 
VW,) = (Ul> U2>> Nu2) n VW,) = {wl, w3}, and Nu2) n V(W,) = 
{wz, w3). By (a), we may assume that u, E I’( W,) and u2fz V( W,). If u1 has 
degree 2, we consider G’ = G - (ur , u2) as above and obtain the desired 
cycle. On the other hand, if U, has degree 3, let a3 denote its other 
neighbour. Let P = ( W, u W,) n C. By (a), u3 cannot lie on P. One of the 
vees of C contains both u1 and u3. Without loss of generality, assume that 
it also contains u2 and w2. By induction, G’ = G - { u2, uI u1 } has a cycle CL 
through at least s,/3 + 2s3/3 - 1 vertices of S- {u2}, such that C0 
separatesf, and f2. Hence, C& can be altered to obtain Co by replacing the 
part from w2 to w3 by the path w2u2w3 if C0 does not include ur, and 
otherwise by replacing the part from u2 to w3 by the section of P from u2 
to w2, as well as the path wzuzws. We can now conclude, in addition to 
(a), that 
(b) If u2 E S has degree 3 and an edge u2 w  is contained in two vees 
of C then w  is not contained in any other vee of C (so w  is incident with 
fi or.fd 
Now suppose that there are two vertices u1 and u2 in S, with &(u,) = 3, 
and two vees, W, and W,, of C, containing u1 and u2, respectively, which 
have at least one edge in common. Then there is an edge u1 w  E E( W, ) 
contained in two vees of C, and so by (a) and (b), no vertex of W, n C is 
contained in any vee of C except Wz. If z denotes the neighbour of u2 in 
W,, then let G’ be obtained from G by identifying z and w  and contracting 
the path from z to w  in WI. Since G’ violates (b) above, we can find the 
desired cycle C, in G by induction. 
We conclude that no vees of C containing vertices of S of degree 3 have 
edges in common with any other vees. Hence, it is easy to find a cycle, Co, 
in G, which separates fi and f2, such that C,, contains all vertices in S of 
degree 3 and either all vertices in S inside C or all outside C. Thus, C,, 
contains at least s,/2 + s3 vertices of S, as desired. a 
LEMMA 6. Let G be a 3-connected planar graph with a cycle C such that 
each component of G - C has only one vertex and has exactly three vertices 
of attachment in G. Put S = V(G) - V(C). Then G has a cycle through at 
least (I SI + 4)/3 vertices of S provided ) S( > 2. 
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Proof: For ISI < 5, this follows from Lemma 1, so take ISI > 6. 
If there are at least two vertices of S inside C and at least two outside, 
then by Lemma 4, C has at least ISI + 4 vees in G. Let Si denote the set of 
vertices in S contained in i - 1 vees (i = 2,3), and put si = lSj(. Then since 
no vertex in S is in three vees, we have s2 + 23, > ISI + 4. Now obtain G’ 
by putting V(G’) = V(C) u S2 u S3 and by giving G’ all the edges in G 
which are either in C or in a vee of C in G. Then all vertices inside C in 
G’ are incident with the same face, and the same goes for the outside. 
Applying Lemma 5, we obtain a cycle in G’ through at least (s2 + 2s,)/3 3 
(ISI + 4)/3 vertices in S. 
Next, if there is at most one vertex of S outside C, then by Lemma 4 
there are at least ISI + 1 vees of C inside C. We easily obtain a cycle 
through all vertices in S in these vees. As ISI > 6, at most two of the vees 
can be incident with any one vertex of S, and so we have a cycle through 
at least (ISI + 1)/2>(ISl+4)/3 vertices in S. If at most one vertex is inside 
S, we reach the same conclusion by symmetry. 1 
We will also need to specify two edges in the cycle, as in the following 
lemma. Minor modifications to the proof actually yield the stated conclu- 
sion for all ISI 3 2, but we will only need the lemma for ISI 2 20. 
LEMMA 7. Let G, C, and S be as in Lemma 6, and let e, and e2 be two 
edges of C both incident with some face of G. Then G has a cycle through 
e, and e2 and at least ( ISI + 1)/3 vertices of S, provided I SI > 5. 
Prooj: If there are at least two vertices of S inside C and at least two 
outside, then by Lemma 4, C has at least ISI + 4 vees in G. Since e, and e, 
are both incident with some face of G, at most three vees of C can contain 
either one or the other. Let Si denote the set of vertices in S contained in 
i- 1 vees not containing e, or e, (i= 1,2), and put si= IS;l. Now form G’ 
by putting V(G’) = V(C) u S2 u S, and by giving G’ all the edges in G 
which are either in C or in a vee of C in G. As in the proof of Lemma 6, 
we obtain a cycle C, in G’ through at least (s2 + 2s,)/3 > (IS1 + 1)/3 
vertices in S, where the application of Lemma 5 being used here guarantees 
that Co contains e, and e,. 
Next, if there is at most one vertex of S outside C, then by Lemma 4 
there are at least ISI + 1 vees of C inside C, and at least ISI - 1 do not con- 
tain e, or e2. We easily obtain a cycle through all vertices in S in these vees 
as well as through e, and e2. As ISI > 3, at most two of the vees can be 
incident with any one vertex of S, and so we have a cycle through at least 
( ISI - 1)/2 > (ISI + 1)/3 vertices in S. If at most one vertex is inside S, we 
reach the same conclusion by symmetry. The lemma follows in this case. 1 
LEMMA 8. Let G be a 3-connected planar graph and let e, and e2 be two 
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edges both incident with some face of G. Then given any two vertices v1 and 
v2 in G, there is a cycle in G through e, , e2, vl, and v2. 
ProojI It is easy to see that there is a cycle C, containing er, e2, and vr. 
Suppose v2 # V(C,). Let P, and P2 denote the sub-paths of Ci which join 
vi to e, and e2, and let P, denote the sub-path joining e, to e2. By 
Menger’s Theorem, as G is 3-connected, one can find three paths from v2 
to C, which intersect only at v2. If any two of these paths both intersect 
Pi for some i, then we obtain the desired cycle easily. Hence, each path P, 
is intersected at a vertex other than vr. Let Pi and Pi denote the paths 
from v2 to P, and P,, respectively, ending at vertices u1 and u2, say (as in 
Fig. 3). 
Let T denote the set of vertices in Pi, P;, and the path in C, - v1 from 
u1 to u2. By a theorem of Perfect [P], since the subpaths of PI and P, 
joining vr to u1 and u2 are internally disjoint and G is 3-connected, there 
exist three internally disjoint paths Qr , Q2, and Q3 from or to T such that 
ui is an end vertex of Qi, iE { 1,2}. Let u3 denote the vertex of Q3 n T. 
Considering the cycle c’ formed from C by replacing P, [vr, u,] and 
P2[vl, UJ by Q, and Q2, respectively, it can easily be seen that if u3 is in 
P,, Pi, P2, or Pi, then we can obtain the desired cycle. On the other hand, 
if ug is in P3, we have a contradiction to the fact that e, and e, are both 
incident with the same face of G. 1 
So far, we have concentrated on finding cycles through components 
attached to a cycle. We next give an inkling as to how such a cycle can be 
lengthened using cycles in the components. 
e2 
FIGURE 3 
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LEMMA 9. Let G be a planar graph and H,, . . . . H, the set of components 
of G - S for some S c V(G). For each i, let HI denote the bridge of S 
containing Hi. Suppose further that each Hi has at most three vertices of 
attachment in G and that there exists a cycle Cl in G which contains at least 
one vertex in each Hi. Then G contains a cycle which includes a& edges of 
C, not in any of the HI and at least 
i=l 
other edges. 
Proof Let m denote the number of edges of C1 not in any of the HI. 
The cycle C, must contain a path joining two of the vertices of attachment 
of Hi, say ur and u2. By definition, there is a path P in Hi, of length at 
least n(H:), avoiding all other vertices of attachment. Thus, we obtain a 
cycle C2 = C, - (C, n Hi) u P with at least m + n(H:) edges not in any of 
Hi, . . . . Hi- r. The lemma now follows by induction on s. 1 
4. j-CONNECTED GRAPHS 
In this section we show that all 3-connected planar graphs with n vertices 
have circumference at least cn” for positive constants c and c’, where 
~‘~0.207. In the process, we consider graphs satisfying the following 
slightly weaker condition. A nearZy 3-connected planar graph is a 
2-connected planar graph G with a special face, which we call the funny 
face, such that G can be made into a 3-connected graph by inserting an 
extra vertex u into the funny face and then joining v to all vertices incident 
with that face. Also, we often consider graphs G which are edge-minimal 
with respect to a certain property which means that the removal of any 
edge from G destroys the property under consideration, 
We will need to know something of the structure of nearly 3-connected 
planar graphs. For this we can use the main decomposition theorem of 
Tutte CT21 on the structure of Z-connected graphs. This requires a little 
effort to state. 
Let S be a set of graphs each of which is either a 3-connected graph, or 
a cycle (called a polygon), or a pair of vertices with an edge of multiplicity 
at least 3 between them (called a bond). Let T be a tree with V(T) = S, such 
that no edge of T is incident with two polygons or with two bonds. Such 
a tree T is a cleavage unit tree. For each e E E( T) and s E S such that e is 
incident with s, select an edge f  (e, s) of s, such that e, # e2 implies 
S(e,, s) #f (e,, s). Now for each edge e of T with ends s1 and s2, delete the 
edges f  (e, , s) and f  (e2, s), and identify their ends in pairs, so that each end 
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of f(el, S) is identified with an end of f(e,, s). The result is a 2-connected 
multigraph G; that is, G is a 2-connected graph in which multiple edes are 
permitted. Each pair of edges from two cleavage units which were deleted 
and identified in this process is called a virtual edge of G. Tutte’s result can 
be stated as follows. 
LEMMA 10 [T2]. Each 2-connected multigraph G can be obtained by the 
process above from a unique cleavage unit tree. 
Note. Here, uniqueness is not just up to isomorphism: the vertices of G 
coming from each vertex of T are uniquely determined. 
As a result of this lemma, we may speak of T as the cleavage unit tree 
of G, denoted by T(G), and of the graphs in V(T) as the cleavage units of 
G. Let R(G) denote the set of virtual edges of G. For our present purposes 
we can restrict Tutte’s decomposition of 2-connected graphs to the 
following. 
LEMMA 11. An edge-minimal nearly 3-connected planar graph G can be 
“decomposed” into “cleavage units,” each of which is a cycle or a 3-connected 
graph, in a unique way, such that 
(i) the union of the edge sets of the cleavage units is E(G) v R(G), 
(ii) every edge of G belongs to a unique cleavage unit, 
(iii) every edge in R(G) belongs to exactly two cleavage units, 
(iv) the graph h w ose vertices are the cleavage units, and whose edges 
are the edges in R(G), with incidence defined by containment, is the cleavage 
unit tree T(G), and 
(v) no edge of T(G) joins two cycle cleavage units. 
Proof. Let G be an edge-minimal nearly 3-connected planar graph. If 
one of the cleavage units of G is a bond, then the fact that the insertion of 
a vertex into the funny face of G, together with edges to all vertices incident 
with it, must form a 3-connected graph, implies that one of the three edges 
of the bond is an edge of G (and is not incident with the funny face). 
Removal of this edge from G leaves a nearly 3-connected planar graph, 
contradicting minimality. Thus, G has no bond cleavage units. The lemma 
now follows easily from Lemma 10. 1 
LEMMA 12. Every edge-minimal nearly 3-connected planar graph G has 
at least one cleavage unit, say F, such that every component of G - V(F) has 
less than 1 V( G)1/2 vertices. 
Proof: Choose a cleavage unit F such that the maximum size of a 
component of G - V(F) is minimised. If this maximum is m > n/2, then let 
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H be the component of G - V(F) with at least n/2 vertices. The vertices of 
attachment of H in G are two vertices u and v in V(F) such that (u, v} is 
a 2-vertex-cut of G. It is clear from Lemma 11 that there is precisely one 
other cleavage unit, say F’, containing the virtual edge uv. The components 
of G-F’ must all have less than m vertices, contradicting our choice 
ofF. 1 
THEOREM 1. There are positive constants cO, cI, c2, c3, and c such that 
the following statements hold. 
(a) Zf G is a 3-connected planar graph on n vertices and e, and e2 are 
two edges of G both incident with the same face then G has a cycle of length 
at least con’+2 passing through e, ande,. 
(b) Zf G is nearly 3-connected planar graph on n vertices and e is any 
edge of G incident with the funny face then G has a cycle of length at least 
c 1 nc + 1 passing through e. 
(c) Zf G is a nearly 3-connected planar graph on n vertices then G has 
a cycle of length at least c2nc. 
(d) Zf G is a 3-connected planar graph on n vertices then G has a cycle 
of length at least c3nC. 
Proof. The four parts are proved simultaneously by induction on n. We 
will take 0 < c < 1, and 0 < ci < 1 for each i, and whenever it is convenient, 
we will assume that max { c ,,, cl, c2, c3} is small enough for our purposes. 
The theorem is thus true for all n d N,, where N, >, 4 and N, can be made 
arbitrarily large by choosing max {co, c,, c2, c3} to be small enough. This 
launches the induction. We henceforth assume it is true for all graphs with 
fewer than n vertices, where, by the previous comments, n can be taken to 
be arbitrarily large. In the course of the proof we will derive conditions on 
the various constants necessaiy for the proof to go through, and finish by 
verifying that these conditions will be satisfied for some set of constants. As 
far as cO, . . . . c3 are concerned, these conditions will only involve the ratios 
ci/cj and so we can in fact take max(c,, . . . . c3} to be arbitrarily small, as 
assumed above. We let d denote c-l. 
We begin by making an observation which will be used several times in 
the course of the proof, concerning a 3-connected planar graph G on n 
vertices with a Tutte cycle C in G. 
Let H be a component of G - C with three vertices of attachment, u,, u2, 
and u3, on C. Let m denote 1 V(H)I, let H’ denote the bridge of G - H con- 
taining H, and put H” = H’ + (ul u2, u1 u3, u2u3}. Then H” is 3-connected. 
Thus H” - u3 is nearly 3-connected, and so by the inductive hypothesis (b), 
it contains a cycle C, through u1 u2 of length at least cl(m + 2)‘+ 1. Thus 
H’ has a ulu,-path of length at least cl(m + 2)‘. The same argument 
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applied to H” - ui (i = 1 and 2) implies that a(H’) >, cl&. From Lemma 9, 
we can now deduce the following. 
Observation. Let H,, . . . . H, be components of G - C for some Tutte 
cycle C in G. For 1 d i < s, let Hi denote the bridge of C containing Hi. 
Suppose furthermore that G has a cycle C1 containing at least one vertex 
of each of the Hi. Then there is a cycle in G containing all edges of C, not 
in any of the HI and at least 
other edges. 
i=I 
We first consider (a). Let G be a 3-connected planar graph on n vertices 
with two edges e, and e2 both incident with the same face of G. We can 
find a Tutte cycle C in G through eI and e2 by Lemma 2. Let H,, Hz, . . . . H, 
be the components of G-C with 1 V(H,)I = nmi and m,>rnj for 
16 i <j < s. We compute three cycle lengths as follows, using the inductive 
hypotheses. 
(i) The length of C is 
n-n C m,. 
i>l 
(ii) Choose v, and vz in H, and HZ, respectively. By Lemma 8, there 
is a cycle C, in G containing e,, ez, vr, and v2. So by the Observation, G 
contains a cycle of length at least 
clncmf + c,n”m’, 
which includes e, and e2. 
(iii) Choose vi E Hi for 1 < i < k, where k > 5. We contract these com- 
ponents to vertices, denoted by vi, vi, . . . . vi, and delete all other com- 
ponents of G - C from G, to obtain a graph G’. Put Sk = {vi: 1 < i < k}. 
Applying Lemma 7 to G’, we obtain a cycle in G containing e,, e2, and at 
least q = r(k + 1)/31 vertices in S,; say v;,, I&, . . . . uiq. This induces a cycle 
in G containing e,, e2, and vi,, viz, . . . . vi,. Again using the Observation, we 
obtain a cycle which contains e, and e2 and has length at least 
9 
1 clncmi 2 qc,n’m;. 
i= 1 
From (i), (ii), and (iii), it follows that we have (a) unless each of the 
following holds: 
1- 1 mi<(C@+2)/n, (1) 
i> 1 
rn; + m; < co/cl + 2/(clnc) (2) 
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cg( 1 + 2/nC) 
mT,r(k+ 1)/31 
for kZ5. 
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(3) 
For any positive integer ko, define 
i,(W= ff l-V3Td, 
k = ko 
which is also expressible in terms of c(d) where i denotes the Riemann zeta 
function. We claim that a necessary condition for (1 ), (2), and (3) to hold 
for n sufficiently large, along with the nonnegativity and monotonicity 
restrictions on the mk, is that the constant L,,(k,,, r) defined by the 
following optimisation problem is at least 1 for every integer k. 2 5 and 
every r > co/c, : 
L,(k,, r) = max x1 + (k. -- 1)x2 + i,(k, + 2)rd 
subject to 
(LO.1) 
(LO.2) 
(LO.3) 
From this claim, it will follow that given constants c < 1, cO, c,, ct, and c3 
for which Lo(ko, r) < 1 for some k. 2 5 and r > co/cl, we have (a) for n 
sufficiently large. 
To verify the claim, we observe that (2) with n sufhciently large implies 
my + rn; -C r. Hence, with the nonnegativity and monotonicity restrictions 
on the mk, we see that the substitution x1 = m, and x2 = m2 satisfies (LOA), 
(LO.2), and (L0.3). In addition, (3) implies 
for n sufficiently large. Hence CpCko+ i mk < c3(k0 + 2)rd. Thus m2 > mi for 
i > 2 implies 
ml + (k, - l)m, + c3(k0 + 2)rd > 1 m,. 
i> 1 
It now follows that &(k,, r) > 1 - (con’+ 2)/n. Since this is true for all II 
sufficiently large, we have the claim. 
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We postpone analysis of the condition &,(k,, r) < 1 until later. 
We next consider (b). Let G be a nearly 3-connected planar graph on n 
vertices, and e an edge of G incident with the funny face. Let F be the 
cleavage unit of G containing e. Let Hi, Hz, . . . . H, be the components of 
G- V(F). Put 1 V(H,)I = nmi and note that we can take mi>mj for 
1 < i <j < s. Put nm, = 1 V( F)I. We compute three cycle lengths as follows, 
using the inductive hypotheses. 
(i) By (d), there is a cycle C in F of length at least c3mgnc. (If F is 
a cycle cleavage unit, this follows not by induction but from the fact that 
we can choose cj < 1. It is easy to see that F is not a bond, as G is nearly 
3-connected and e is incident with its funny face.) If C contains any virtual 
edges of G, an even longer cycle can be obtained in G by detouring through 
the corresponding components of G - F. If e is not contained in Ci, then 
shortest paths from the endvertices of e to V(C,), together with the 
appropriate subpath of C,, induce a cycle in G containing e and of length 
at least 1 +c,m;n’/2. If e is contained in C, and c3mGnc< 1 +c,m@‘/2, 
we can use a cycle containing e of length 3 2 1 + c,m$“/2. So in either 
case, G contains a cycle through e and of length at least 
1 + c,mGn’/2. 
(ii) Let (u, u) denote the set of vertices of attachment of H, in G. By 
(a), there is a cycle C in F of length at least com~nC + 2 such that C 
contains both ulrl and e. Also, (b) guarantees a uu-path in the bridge 
of F containing H, of length at least clmf n’. Putting this together with 
C - uu yields a cycle in G containing e and of length at least 
com~nc + clm;nc + 1. 
(iii) The bounding cycle of the funny face contains e, together with 
vertices in H,, H,, . . . . H,. For each i, let Hi’ denote the bridge of Hi - G 
containing Hi. By (b), we have ~~(H~)>c,mfrf. Thus, by Lemma 9, G 
contains a cycle through e of length at least 
1 +nC i c, mf. 
i=l 
From (i), (ii), and (iii), it follows that we have (b) unless each of the 
following holds: 
m’,c2cllc3, (4) 
comb/c, + m; < 1, (5) 
,C, mf < 1. (6) 
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We claim that a necessary condition for (4), (5), and (6) to hold, along 
with nonnegativity of the mk, and monotonicity for k 2 1, and the fact that 
CT= 0 mi > 1 (since every vertex of G is in F or in at least one of the Hi), 
is that the constant Li defined by the following optimisation problem is at 
least 1, with L1 = 1 only if x0 = 1 is feasible: 
L, = max x0 + tx, +x2 
subject to 
(L1.1) 
(L1.2) 
(L1.3) 
(L1.4) 
(L1.5) 
(L1.6) 
t20, t an integer, 
t>l if xi >O. 
From this claim, it will follow that given constants c < 1, co, ci, c2, and c3 
for which L1 < 1 and cl/cJ < l/2, we have (b). 
To verify the claim, we first observe that we can assume that mi = m, for 
16 i< S- 1. This is because the replacement of mi and mj by mi + E and 
mj - E, respectively, for mi > mi, results in a new set of parameters mi which 
also satisfy the same conditions provided monotonicity and nonnegativity 
are not violated. Now (6) implies that (s- 1)mf + rn: < 1. We also have 
m,+(s-l)m,+m,~1.Hence,puttingxo=mo,x,=m,,x,=m,,t=s-1 
if s > 2, t = 1 if s = 1 and t = 0 otherwise, yields x0 + tx, +x2 2 1, where xi 
is taken as 0 if i > s. Equality can only occur here if there are no vertices 
in two different cleavage units, from which it follows that m, = 1. The xi 
satisfy all the constraints. 
As with Lo, we postpone analysis of the condition L, < 1 until later. 
We next consider (c). Let G be a nearly 3-connected planar graph on n 
vertices. We can assume that G is an edge-minimal such graph. Let F be 
a cleavage unit of G and let H,, H,, . . . . H, be the components of G - V(F). 
Put 1 V(H,)I = nmi and note that we can take mi 2 mj for 1 < i <j < s. Also, 
by Lemma 12, we can assume that m, < l/2. Put nmo= IV(F)]. We 
compute four cycle lengths as follows, using the inductive hypotheses, 
(i) By (d), there is a cycle C in F of length at least c3mknc. (If F is 
a cycle cleavage unit, this follows not by induction but from the fact that 
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we have chosen c3 c 1.) If C contains any virtual edges of G, an even longer 
cycle, C,, can be obtained in G by detouring through the corresponding 
components of G-F. So G contains a cycle of length at least 
c3mCnc 0 
(ii) Let {u, u} denote the set of vertices of attachment of H, in G. 
Obtain Ci as in (i). If UUEE(C,) then C, induces a uv-path in G - V(H,) 
of length at least c3mhnc- 1. Otherwise, shortest paths from u and u to 
V(C,), together with the appropriate subpath of C,, induce a uv-path in 
G - V(H,) of length at least c,mhn’/2. Note that if c3minc - 1~ c,mhn’/2, 
we can use a path of length 2 > c,m@‘/2. On the other hand, (b) guaran- 
tees a uu-path in the bridge of F containing H, of length at least clmfnc. 
Thus, G contains a cycle of length at least 
(iii) For i= 1 and 2, let (u;, ui} denote the set of vertices of attach- 
ment of Hi in G. By (a), there is a cycle C in F of length at least com;nC + 2 
such that C contains both u,u, and u2u2. Also, (b) guarantees a u,urpath 
in the bridge of F containing Hi of length at least c,mFn’ (i = 1 and 2). 
Putting these together with the two components of C- {u, ui, uzuz}, we 
find that G contains a cycle of length at least 
c,mgn’+ clmfnc + c,m;n’. 
(iv) The bounding cycle of the funny face contains vertices in 
H, > H,, he.3 H,. For each i, let H,! denote the bridge of Hi - G containing 
Hi. By (b), we have n(Hl) > c,m;n’. Thus, by Lemma 9, G contains a cycle 
of length at least 
i= 1 
From (i), (ii), (iii), and (iv), it follows that we have (c) unless each of 
the following holds: 
mi < c,Ic,, (7) 
rn; + 2c,mf/c, < 2cz/cJ, (8) 
mij + c,mf fco + cl m’,/co < cz/co, (9) 
and 
i$, mF<c2/c,. (10) 
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We claim that a necessary condition for (7), (S), (9), and (10) to hold, 
along with the monotonicity and nonnegativity of the mk, and the fact that 
CT=0 mi 2 1 (since every vertex of G is in F or in at least one of the Hi), 
is that the constant L2 defined by the following optimisation problem is at 
least 1, with L, = 1 only if x0 = 1 is feasible: 
subject to 
LZ=maxx,+x,+tx,+x, 
x; < c2 lc, 
x; + 2c,x;/c, ,< 2cJc3 
x~+c,xf/C,+C,X~/C~~C*/C~ 
x; + tx; +x; <C&I 
(L2.1) 
(L2.2) 
(L2.3) 
(L2.4) 
x,20 
x1 < l/2 
x1 2% 
x,2x, 
x,80 
t>o, 
ta1 
t an integer, 
if x2 > 0. 
(L2.5) 
(L2.6) 
(L2.7) 
(L2.8) 
(L2.9) 
From this claim, it will follow that given constants c < 1, cO, c,, cl, and c3 
for which Lz < 1 and cz/cJ < 1, we have (c). 
To verify the claim, we first observe that we can assume that mi = m2 for 
2 < i < s - 1. This is because the replacement of mi and mj by m, + E and 
mj - a, respectively, for mi > mj, results in a new set of parameters mi which 
also satisfy the same conditions provided monotonicity and nonnegativity 
are not violated. Now (10) implies that mf + (s - 2)mz + m: < cz/cI. We 
also have m, + m, + (s - 2)m, + m, > 1. Hence, putting x0 = m,, x1 = m,, 
x2=m2, x,=m t = s - 2 if s > 3, t = 1 if s = 2, and t = 0 otherwise, yields 
x0+x1 4 tx, + i; > 1, where xi is taken as 0 if i> S. Equality can only 
occur here if there are no vertices in two different cleavage units, from 
which it follows that x0 = 1. The xi satisfy all the constraints. 
As with Lo and L,, we postpone analysis of the condition L, < 1 until 
later. 
We finally consider (d). Let G be a 3-connected planar graph on n 
vertices. We can assume that G is edge-minimal. By Lemma 3, we can find 
a Tutte cycle C in G such that every component of G - C has less than 
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n/2 vertices. Let H,, H,, ,.., H, be the components of G - V(C). Put 
1 V(H,)( = nmi and note that we can take mi b mj for 1~ i < j< s. We also 
have m, < l/2. We compute three cycle lengths as follows, using the 
inductive hypotheses. 
(i) The length of C is 
n-n 1 mi. 
i>l 
(ii) For i= 1 and 2, let Ui denote the set of vertices of attachment of 
Hi in G, so that 1 Uil = 3. Suppose firstly that 1 U1 n Uzl = 3. Then since G 
is 3-connected, and hence no two of the vertices in Ui may form a 2-vertex- 
cut, it follows from the planarity of G that C has length 3. Removing the 
edges in C then yields a smaller 3-connected graph, contradicting the 
minimality of G. Hence, we have 1 U, n Uzl d 2. It follows that for i = 1 
and 2 we can choose ui, VIE Ui, and a uivrpath Pi contained in C, such 
that P, n P2 = a. Let wi= Ui- {ui, vi}, let Hi denote the bridge of G 
containing Hi and put H,f’ = HI + uivi - wi. Then H,!’ is nearly 3-connected, 
and so by the inductive hypothesis (c), it contains a cycle Ci of length at 
least c2nc(mi + 2)‘. Since V(H;) n V(H;‘) = @ and G is 3-connected, there 
are three disjoint paths from C1 to C,. Taking these paths in pairs yields 
three different cycles in G which cover E( C, ) u .E(C,) twice. Hence there 
exists a cycle in G of length at least 
3( I V(C,)l + I V(C,)l) > $(c,rPm; + c2ncmf?). 
(iii) Choose vi E V(H,) for 1 < i < k, where k > 5. We contract these 
components to vertices, denoted by vi, u;, . . . . v;, and delete all other com- 
ponents of G - C from G, to obtain a graph G’. Put Sk = (ui : 1< id k). 
Applying Lemma 1 to G’ for k = 5, and Lemma 6 for k > 6, and using the 
Observation as before, we obtain a cycle in G of length at least 
clncmT for k= 5, 
i= 1 
and at least 
[(k + 4)/31 c,n’rn;; for k>6. 
From (i), (ii), and (iii), it follows that we have (d) unless each of the 
following holds: 
1-c mi<c,nc-‘, (11) 
iT1 
mT + rn; < 3c, /2c,, (12) 
iC, mf < c31c1 j (13) 
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and 
c3 
*C, r(k+4)/31 
for k>6. (14) 
As with the other parts of this theorem, a necessary condition for (11 ), 
(12), (13), and (14) to hold for n sufficiently large, along with the other 
restrictions on the mk, is that the constant L,(k,) defined by the following 
optimisation problem is at least 1 for every integer k0 > 5: 
L,(k,) = max x1 + x2 + x3 + x4 + (k, - 4)x, + C3(k0 + 5)(c3/clY’ 
subject to 
x1 < l/2 (L3.1) 
x; +x; 6 k3/2c, (L3.2) 
1 x;dc3/cI (L3.3) 
i= I 
-Xi > xi+ I for l<i<4 (L3.3 + i) 
x,20. (L3.8) 
From this it follows that given constant C-C 1, cO, c,, c2, and c3 for which 
L,(k,) < 1 for some k,, B 5, we have (a) for n sufficiently large. 
We complete the proof by specifying the ratios c,/c,, c,/c3, and c,/c,, 
such that for c sufficiently small, each of the above optimisation problems 
has maximum value at most 1, with cl/c3 < l/2, q/c3 < 1, Lo(ko, r) < 1 for 
some r > co/c,, and L,(k,) < 1. Note that we can then choose c3 to be as 
small as desired, in particular so that the initial phase of the induction 
works, for n <No. 
Given E > 0, put co/c3 = l/2 - 2E, cI/cJ = l/2 - E, and ~21~3 = 1 - 3~. We 
can take E arbitrarily small. Putting r = 1 -E > co/cl we can take c suf- 
ficiently small that 33’> r and c3(k, + 2)rd< l/3, and hence, Lo(k,-,, r) < 1. 
Also, in (Ll.l), x,, d (1 -E)~. For t>2, (L1.3) and (L1.5) then ensure that 
L, < 1 for c sufficiently small, because x, 6 l/t’. We have co/c1 > 1 - 4~, so 
that (L1.2) and (L1.3) with t = 1 imply L, <x1 + ((1-44~))~+ l)(l -~f)~. 
Differentiation shows that for small c, this bound is increasing for x1 2 l/4 
say, and hence L, < 1 since x1 < 1. Similarly, we conclude that L2 < 1 if 
t > 2 in (L2.4). Since c2/c, < 2(1 -E), (L2.4), (L2.6), and (L2.7) imply with 
t = 1 that x1 +2x, can be made as close to l/2 as desired by taking c to 
be small. Thus we find that L, < 1 in either case. Reasoning in a similar 
fashion establishes that L3(5) < 1, without even using (L3.3). 
The proof of the theorem is now complete. fl 
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In stating the optimisation problems in the proof of Theorem 1, we have 
attempted to preserve the full implications of our arguments, except for 
occasional approximations which should only have a minute effect on the 
final result. More careful analysis is required in order to obtain a 
reasonable estimate of the greatest valid value of c which can be deduced 
from the optimisation problems. Fortunately, these nonlinear optimisation 
problems are of a very special type which can easily be solved explicitly. 
We write x for (x,, . . . . x,), and recall that an extreme point of a subset 
R of R” is a point x E R which cannot be written as Ax’ + (1 - 1)x” for any 
x’,x”~R where O<A<l. 
LEMMA 13. Let R denote the feasible region of the following maximisa- 
tion problem: 
maximise f(x) 
subject to 
gi(Xf , . . . . Xi) < ai (i = 1, . . . . j), 
xi20 (i= 1, . . . . k), 
where f and the gi are linear, f has positive coefficients, and c and the a, are 
constants, 0 -C c < 1. Then the maximum occurs at one of the extreme points 
of R, which are finite in number and each occur as the unique solution to the 
specification of equalities in some subset of the constraints. 
Proof We transform the problem as follows. Define yi= XT for 
each i, and put d = l/c. Then the objective function is f (y;‘, . . . . J$) = 
fly;'+ *.. + fk yf and the constraints are all linear in y. Thus, if R’ denotes 
the feasible region in y-space, we have that R’ is a convex polyhedral set. 
Since the objective function is convex in y,, . . . . y,, the maximum must 
occur at one of the extreme points of R’. (See, for example, Rockafeller 
[R, Corollary 32.3.41.) These are finite in number and each occur as the 
unique solution to the specification of equalities in some subset of the 
constraints in the transformed problem in y-space. The lemma now follows, 
since by nonnegativity the yi determine the xi uniquely. m 
THEOREM 2. Theorem 1 holdsfor c= 0.207248898. 
Proof: From Lemma 13, it follows that for the maximum values of the 
four problems in the proof of Theorem 1, we only need to consider each 
subset of the constraints in turn as a system of equations. (In L1 and Lz, 
however, this only works if we fix t.) Constraints which are true as 
equations are referred to as binding. Systems which do not have a unique 
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feasible solution do not correspond to an extreme point and so do not need 
to be considered. As before, set d= l/c. 
Along the way, we will obtain conditions on c and the ci sufficient for 
each maximum to be bounded as required. In order to focus on the crucial 
conditions, we begin by making the following assumptions: 4 <d < 5, 
419 < co/c3 < c,Ic3 < l/2, cz Q c3, and 3c,/2cz < cz/cI = 2’-‘. These 
assumptions still allow us to obtain the best possible results, although in 
analysing L, and L2 we make insignificant approximations for simplicity. 
In the problem defining L,,, the extreme point maximising L,,(k,,, r) 
clearly comes from equality in (LO.1) together with either (L0.2) or (L0.3). 
Comparing the two corresponding values of Lo(k,, r), we see that with 
kc, = Lzd_l, 
Ldko, r) d rd(l + iA%, + 2)). 
Hence, we have L,(L2d_l, r) < 1 for some r > co/c1 provided 
c&1 < (1 + i3(L2dJ + 2)))“. (15) 
Next, consider the problem defining L,, and denote the objective func- 
tion by f,. For the moment, consider t fixed (which defines a subproblem) 
and consider the constraints which are binding at its optimum. We can 
assume without loss of generality that (L1.5) is not binding, since the case 
x1 = x2 can be handled by replacing t by t + 1 and setting x2 = 0. (If x2 = 0, 
this replacement does not achieve anything, but in that case we have L, < 1 
as 2c,/c, < 1.) Also, each of x1, x2, and x3 must be bounded above in at 
least one of the binding constraints; otherwisef, would be free to increase. 
Note also that we cannot have both (L1.l) and (L1.4) binding, and so we 
only need to consider the extreme points at which the following sets of 
constraints are binding (where i refers to (L1.i)): 
(62, 31, (1, 3961, (2, 3,4}, (2, 376). 
We deal with each of these in turn. 
Firstly, { 1,2, 3) yieldsf, = (2cI/cJ)d+ t( 1 -~c~/c~)~+ (1 - t( 1 -~c,/c,))~. 
This is convex in t, and hence the the maximum over t occurs either at 
t = 3 (as for t < 3 this point is infeasible by (L1.5) since co/c3 > l/3) or at 
t = L(l - 2c,/c,))‘J > 9 (as for larger t this point is infeasible by (L1.6)). 
For t=3, fi<x,+4x,, and thus t = L(1 - 2c,/c,)-‘_I yields a greater 
value of fi . At this point, we simplify matters by allowing t to go as far as 
l/( 1 - 2c,/c,). Hence, at this extreme point, we see that fi < 1 provided 
(2cJc3)d+ (1 - 2C,/C,)dP’ < 1. (16) 
Next, consider { 1, 3, 6). By (L1.2), this only yields a feasible extreme 
point if t > r( 1 - 2c,/c,)-‘1. Hence, (16) implies that fi < 1 here. 
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Considering { 2,3,4} produces x1 = 1 and fi = 1. 
Finally, (2, 3, 6 > yields a feasible extreme point only if f < L( 1 - 2cO/c3)- ’ J, 
by (Ll. 1). We can assume t 2 2 since t = 1 makes (L1.4) binding, and was 
covered by (2, 3,4}. We have fi = ((1 - t-‘)c,/~,)~+t~-~, which is 
convex in t, and so we only need to consider t = 2 or (1 - 2c,/c,)-’ (again 
relaxing the integrality constraint on t). If t = 2 we get fi < 1 as c, /c,, < 9/8, 
and in the other case we are done by (16). 
Next, consider the problem defining L,, and denote the objective func- 
tion by f,. Note that cl/c3 < l/2’ < 1. Again, considering t fixed and argu- 
ing as for L1 we see that at the optimum we can assume that (L2.8) is not 
binding (since (cJc~)~< l/2) and that each of x0, x1, x2, and x3 must be 
bounded above in at least one of the binding constraints. In particular, 
(L2.4) is binding. Note also that (L2.5) being binding precludes both 
(L2.1) and (L2.2) being binding, and so we only need to consider the 
extreme points at which the following 21 sets of constraints, in addition to 
(L2.4), are binding (where i refers to (L2.i)): 
{ 1, 2, 3}, { 1, 2, 7}, { 1, 2291, (1, 3, 6}, 
{ 1, 3,7}, { 1,3,9>, (4% 71, 
{ 1, 6,917 (1, 7,9>, (2, 3, 61, (2, 3, 71, 
(2, X9>, {2,6 7}, (2,6,9}, 
(2, 7,9>, (3, %6}, 13, 5, 71, (3, 5, 91, 
(3, 6, 7}, {3,6,9>, (3, 7, 91. 
Note that if (L2.3) and (L2.5) are both binding then so is (L2.9), and so 
{3,5,6) and {3,5,7} need not be considered, as they will be included by 
the analysis of { 3, 5,9}. Similarly, if (L2.2) is binding then (L2.1) and 
(L2.6) imply that both (L2.1) and (L2.6) are binding. Hence, none of the 
sets (2, i, j} above needs to be considered. This leaves the following sets. 
We note the main features of the analysis of the extreme point associated 
with each one, and leave the details for the reader. 
{ 1, 3, 6). f2 = (cz/cJd + l/2 + t(1 - 2c,/c$‘/2 + (1 - t(1 - 
2c,,/~~))~/2. Constraints (L2.8) and (L2.9) imply t, = 2(c,/c,)/( 1 - 2c,,/c,) 
< t 6 l/(1 - 2c,/c,) = tl. Also, f2 is convex in t in this range and 
fz(to)=fz(tl)~ 1 by (16). 
{l, 3, 7). t=2 and f2< 1. 
{l, 3, 9}, Constraint (L2.7) implies t 2 3, and (L2.6) implies 
(t - 1)/2t < c,,/c3. Also, dfJdt > 0 for t > 4. For t = 3 or 4, f2 < 1. For 
(t-l)/2t=c,,/c3, f2< 1 by (16). 
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{ 1, 6, 7). Infeasible by (L2.3). 
(1,6,9}. t-‘<(l-2c,/c,) by (L2.3), andf,<l by (16). 
{ 1, 7,9}. f2 = (c~/c,)~+ (t + 1)1-d (c~/c,)~< 1 as t B 3 by (L2.3). 
(3,5,9}. Infeasible for t # 1 and f2 =x1 +x2 < 1 for t = 1. (Does not 
determine a unique extreme point for t = 1 since xi and x2 are not deter- 
mined. ) 
{ 3, 6, 7). t= 1 andf,= 1. 
{3,6,9}. (f- 1)/2t6c,/c,, and dfJdt >O for t 2 3, so f2< 1 using 
(16). 
(3, 7,9>. Constraints (L2.1) and (L2.3) give t= 1 or 2. With r= 1, 
f2 = 1, and with t = 2, f2 < (2/3)d-’ + (3/4)d/2 < 1. 
In all cases, we find that f2 6 1 for all r, and thus L2 < 1. 
Next, consider the problem defining L,(k,), and denote the modified 
objective function xi +x2 + xg +x, + (k,,-4)x5 by f3. We shall put 
k, = 83, as detailed computations have shown that this produces the largest 
value of c in the theorem. 
For any point (xi, x2, x3, x4, x5) maximising the function defining 
L,(k,), put C = c~/c, -XI -x; - x;. We can consider maximising 
g=yi+79y2 subject to x,>y,>y,>O andy;+&<C. By Lemma13, in 
this new problem we only need to consider the extreme points of the 
feasible region so the maximum occurs at one of the following four points: 
(i) yl=yz=x3, g=8Ox,=g,. 
(ii) y, =y,(C/2)4 g= 80(C/2)d=g,. 
(iii) y, = Cd, y,=O, g= Cd=g3. 
(iv) yl=x3, ~+=(C-X;)~, g=x3+79(C-xS)d=g4. 
Since 2d < 80, g, <g,. Also, the function xd + 79( C - x)” is convex for 
0 <x < C. Hence, assuming (iv) is feasible, we can put x=x; for g,, 
x=C/2 for g,, and x= C for g,. But y, >y, implies that x; > C/2. It 
follows that g, <g, also. We deduce that y, =y, at the point maximising 
g. We may thus assume that xq =x5, that is, that (L3.7) is binding. 
Again, each of the xi must be bounded above in at least one of the 
binding constraints. Note also that (L3.1) and (L3.4) cannot both be 
binding in view of (L3.2) and the fact that 3c,/2c, < 2l-‘. It follows that 
we only need to consider extreme points at which the following nineteen 
sets are binding in addition to (L3.7) (where i refers to (L3.i)). Putting 
hf, = 1/2 + (3c3/2c, - ( 1/2)c)d+ (c3/cl - 3c3/2c,)d, 
M, = l/2 + 82(c,/4c, - ( 1/2)c/4)d, 
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M3 = 2(3~,/4c,)~+ (c3fc1 - 3~,/2c,)~, 
M4 = 83(c,/k,)d, 
we obtain the following results. 
{ 1, 2, 3, 5}. Infeasible by (L3.8). 
{ 1,2,3,6}. f3 = l/2 + (3c,/2c, - (1/2)‘)d + 81(c,/3c, - c,/~c,)~ 
< M, as 81~3~. 
{1,2,3,8}. f3=M,. 
{ 1, 2, 5, 6). Infeasible by (L3.3). 
(1, 3, 5, 6). fs=Mz. 
{ 1, 3, 5, 8 >. f3 < 0.995. 
{ 1, 3, 6, 8}. Infeasible by (L3.2). 
(2, 3,4, 5). Infeasible by (L3.8). 
(2, 3,4, 6). f3 = 2(3c,/4cJd + 81(c,/3c, - c,/~c,)~< M3 as 81 < 3d. 
{2,3,4,8). f3=M3. 
(2, 3, 5, 6). Infeasible by (L3.1). 
(2, 3, 5, S}. Infeasible by (L3.1). 
(2, 3, 6, S}. These equations are inconsistent as (l/2)’ # 3/4. 
(2, 4, 5, 6). Infeasible by (L3.3). 
(2, 5, 6, 8). Infeasible by (L3.1). 
{3,4,5,6}. fj=Ma. 
{ 3, 4, 5, 8). f, < 0.95. 
{ 3,4, 6, 8 }. Infeasible by (L3.1). 
(3, 5, 6, S}. Infeasible by (L3.1). 
To complete the proof, we let E be extremely small and put 
C&I = (1 + i3(L2d_l + 2)))‘- s, 
(2c,/c,)d+ (1 - 2c&$- ’ = 1, 
and c = 0.207248898. Together with cz/cI = 2l-‘, these determine the ratios 
coIc3 and c,Ic,, together with d. We find that d=4.825116127-, 
c&i = 0.99997686629+, co/c3 = 0.4999884331+, c,/c3 = 0.5 (to at least 18 
decimal places), c,/c,=O.8661874063+, ~3(88)(cJc1)d=0.0000530095- =C 
say, [ + M, = 0.9999999971-, [ + M, = 0.69-, c + M3 = 0.9999988-, and 
[ + M4 = 0.99777. It follows that the assumptions made at the start of this 
proof are valid, (15) and (16) hold, Lz < 1, an L, < 1, and so the proof is 
complete. 1 
LONGESTCYCLESINPLANARGRAPHS 315 
5. CYCLICALLY AND ESSENTIALLY ~-CONNECTED GRAPHS 
The following result is well known (see Wilson [W, p. 671, for example). 
LEMMA 14. Let G be a planar bipartite graph. Then IE(G)j d 
2 IV(G)1 -4. 
LEMMA 15. Let G be a 3-connected cyclically 4-connected planar graph 
and suppose S= {uI, v2, v,} is a 3-vertex-cut of G. Then G - S has exactly 
two components, one of which is a tree with at most three endvertices. 
ProoJ If G-S had three components then G would contain a 
homeomorph of K,,, , contradicting planarity. Hence, G - S has exactly 
two components, say H, and H,. Since G is cyclically 4-connected, one of 
these components, say H,, is a tree. 
Suppose H, has four endvertices, ui , a*, ZQ, and uq. Let H be the planar 
graph obtained from G by contracting H, - {ui, u2, u3, uq} and H, to 
single vertices oO and uO, respectively, and deleting any edges between the 
vertices of S. Then H is bipartite, with bipartition {u,, u,, u2, u3} u 
(u~,u,,u~,u~,u~). Furthermore, dH(ui)>3 for all i, O<i<4. Thus 
I E( H)I 2 15. Since I V( H)I = 9, this contradicts Lemma 14. 1 
In the following theorem (and the rest of this paper) we use log to 
denote natural logarithms. 
THEOREM 3. If G is a 3-connected cyclically 4-connected planar graph on 
n vertices then G has a cycle of length at least f (n) = 2n/(9 log n). 
Proof We proceed by contradiction. Suppose the theorem is false and 
choose a counterexample G. By Lemma 3, G has a Tutte cycle C such that 
each component of G - C has at most n/2 vertices. Choose a component H 
of G - C and let (u, u, w  > be the set of vertices of attachment of H in G. 
By Lemma 15, G - {u, u, w  } has exactly one component, say F, distinct 
from H. If F is a tree with at most three endvertices then, using the facts 
that 1 FI = n - I HI - 3 > n/2 - 3 and each endvertex of F is adjacent to two 
vertices of {u, u, w}, we may easily construct a cycle in G of length at least 
f(n). Thus, using Lemma 15, we deduce that H is a tree with at most three 
endvertices. 
Let H’ be the bridge of C containing H. Using the facts that G is planar 
and 3-connected, and that each endvertex of H, is adjacent to at least two 
vertices of {u, u, w}, we obtain a(H’) > 2 I Hl/3. 
Let HI, Hz, . . . . H, be the components of G - C with IHi/ = mi and 
mi > mj for 1 < i <j < s. Let G’ be the 3-connected planar graph obtained 
from G by contracting each component Hi to a single vertex ui, and put 
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Sk = { ui : 1 < i < k}. By Lemma 1, G’ has a cycle C1 containing Ss. Thus, 
by Lemma 9, G has a cycle of length at least 2(m, + m, + m3 + m4 + ms)/3. 
Thus 
m, + m, + m3 + m4 + m5 < 3j’(n)/2. (17) 
By Lemma 6, G’ has a cycle C, containing at least (k + 4)/3 vertices of 
Sk, kZ 6. Again using Lemma 9, G has a cycle of length at least 
2m,(k + 4)/9. Thus, for k 2 6, 
mk < 9f(n)/2(k + 4). (18) 
since ~~=I mk= n- 1 V(C)1 > n-f(n), it follows from (17) and (18) that 
- Tkg,&>“* 
5f(n) + 9f(n) s 
2 
Clearly s<n -4, and thus 
(19) 
(20) 
Combining (19) and (20) and substituting for f(n) now gives a contra- 
diction. 1 
If we add the hypothesis that G has bounded maximum degree to 
Theorem 3 we obtain the following result. 
THEOREM 4. Let G be a 3-connected, cyclically 4-connected planar graph 
on n vertices with maximum degree A -C (n + 5)/6. Then G has a Tutte cycle 
of length at least 
h(n, A) = (34 - 6)n/(3A2 - 1lA + 10). 
ProoJ By Lemma 3 we may choose a Tutte cycle C such that each 
component of G - C has less than n/2 vertices. We assume further that C 
is a longest such Tutte cycle. Put ICI = m. 
Let H be a component of G - C, {u, u, w  } be the vertices of attachment 
of H in G and F be the component of G - {u, u, w  } distinct from H. 
Suppose that H is not a tree. By Lemma 15, F is a tree. Thus 
jE(F)I = 1 FI - 1. Since do(u) > 3 for all o E V(F), there are at least I FI + 2 
edges from F to {u, u, w]. Clearly there are also at least three edges from 
{u, u, w} to H. Thus 34 2 IFI + 5 B (n + 5)/2. This contradicts the 
hypothesis that A < (n + 5)/6. Hence H is a tree. 
We now deduce that U, u, and w  are nonadjacent on C, for otherwise C 
can be extended through H. Hence, there are at least six edges from 
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{u, u, IV} to F. Thus, repeating the above argument for H instead of F, we 
deduce that 34 > 1 HI + 8. Since H is an arbitrary component of G - C, it 
follows that the number of such components is at least (n - m)/(3A - 8). As 
G - C is a forest we have 
IE(G-C)l$(n-m)(l-A). 
Since &(D) >, 3 for all u E V(G - C) we have at least (n - m)( 1 + 2/(3A - 8)) 
edges from G - C to C. On the other hand, each vertex of C is adjacent to 
at most A - 2 vertices of G - C, and thus 
m(A-2)+m)(l+&). 
This implies that ICI = m 2 h(n, A). 1 
COROLLARY [Z J. Let G be a cyclically 4-connected planar cubic graph. 
Then G has a Tutte cycle of length at least 3n/4. 
Proof: Put A = 3 in Theorem 4, and note that if n d 64 - 5 = 13 then G 
is hamiltonian by the result of Lederberg [L]. 1 
The bound circ(G) 3 3n/4, which follows immediately from the corollary, 
was first obtained in [GM]. 
The main motivation for studying cyclically 4-connected graphs is to 
eliminate the trivial failure of a graph to have a high connectivity merely 
because it has a vertex of too low a degree. This motivates the definition 
of the following concept, which in the case of cubic graphs is identical to 
cyclic 4-connectedness. 
DEFINITION. A graph G is essentially 4-connected if G is 3-connected and 
for every 3-vertex-cut S of G, G - S has exactly two components, one of 
which is a single vertex. 
Using the methods above, we may strengthen the conclusion of 
Theorem 4 by adding essential 4-connectedness to the hypotheses. We may 
also generalise to graphs which are almost essentially 4-connected, in the 
following sense. 
DEFINITION. A graph is (t, k)-connected if it is (k - 1 )-connected and for 
all sets SE V(G) with ISI = k - 1, G - S has exactly two components, one 
of which has at most t vertices. 
Note that a (1,4)-connected graph with minimum degree at least 3 is 
essentially 4-connected. 
582b/54/2-1 I 
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THEOREM 5. Let t <n/2 - 3 be an integer and let G be a (t, 4)-connected 
planar graph on n vvertices. Then G has a cycle of length at least 
g(n, t) = (2n + 4t)/(3t + 2). 
Proof By Lemma 3, G has a Tutte cycle C such that each component 
of G - C has at most n/2 vertices. Using the hypotheses of the theorem, it 
follows that each component of G - C has at most t vertices. Suppoe G - C 
has s components. If s = 1, then 1 Cl B n - t > g(n, t). Hence suppose s >, 2. 
Using Lemma 6, we deduce that G has a cycle C, which meets at least 
(s+ 4)/3 components of G- C. Clearly lC,I 2 2(s+ 4)/3. On the other 
hand, I Cl > n - st. Thus G has a cycle of length at least 
min max{2(s+4)/3, n-st} =g(n, t), 
2<s<n 
which establishes the theorem. 1 
COROLLARY. Zf G is a 3-connected essentialy 4-connected planar graph, 
then 
circ( G) B (2n + 4)/S 
6. UPPER BOUNDS 
In this section we seek examples of graphs which have the smallest 
circumference of those in the classes considered in the previous sections. 
The shortness exponent of an infinite family F of graphs is 
The best known upper bound on the shortness exponent of 3-connected 
planar graphs is the following, due to Moon and Moser. 
THEOREM 6 [MM]. There exists an infinite family of 3-connected planar 
graphs G, on n vertices, such that circ(G) s cnlog */log 3 for some constant c. 
(log 2/lag 3 z 0.63.) 
We suggest that the lower bounds on cir(G) given by Theorems 3, 4, 
and 5 are far from best possible. To obtain our best upper bounds on the 
minimum of circ(G) for G as in Theorems 3 and 5, we need the following. 
LEMMA 16. There exists an essentially 4-connected planar bipartite graph 
G,, for all m > 5, such that G, has bipartition V(G,) = Xu Y where 
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FIGURE 4 
I XI = m, 1 YI = 2m - 4, each vertex of Y has degree 3, and each face of G, 
has size 4. 
ProoJ Let GS be the graph of Fig. 4. 
For m 2 5, construct G, + , from G, using the operation of Fig. 5. It 
can easily be seen that this operation preserves the required properties 
of G,. 1 
THEOREM 7. Let t > 1 be an integer, and let c> r(2t + 4)/31/(2t + 1). 
Then there exists an infinite family of 3-connected, cyclically 4-connected, 
(t, 4)-connected planar graphs G on n vertices such that circ(G) 6 cn. 
Proof Construct G by replacing each vertex y in the Y-set of the graph 
G,, defined in the proof of Lemma 16, by a tree T with t vertices, at most 
three end-vertices, diameter r(2t - 2)/31, and joining each vertex v of T to 
3 - dT(v) vertices of N(y) such that the resulting graph G is planar. The 
graph G will then satisfy the connectivity conditions of the theorem. 
Furthermore a longest cycle in G will consist of m vertices of X joined by 
m “segments” from m trees T. Since the diameter of T is r(2t - 2)/31, this 
gives 
circ(G) < mr(2t - 2)/31+ 2m = mr(2t + 4)/31. 
Choosing m to be large, we obtain the required result. 1 
COROLLARY 1. There exists an infinite family of 3-connected, cyclically 
4-connected planar graphs G, on n vertices, such that circ(G) 6 cn for any 
c > l/3. 
Prooj Take t large in the theorem. 1 
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COROLLARY 2. There exists an infinite family of essentially 4connected 
planar graphs G, on n vertices, such that circ(G) < cn for any c > 213. 
Proof: Take t = 1 in the theorem. 1 
7. FINAL REMARKS 
We doubt that Theorem 2 provides the greatest possible value of the 
constant c. Possibly the most likely source of a significant improvement 
would stem from an improvement in the bound n/2 in Lemma 3. Possibly 
it can be decreased to n/3. Thomassen [Th] derived a result stronger than 
Lemma 2, asserting the existence of paths rather than cycles, and it is 
possible that its use would improve the value of c obtained, but probably 
not significantly. 
We have not attempted to improve the lower bound given in Theorem 2 
in the case that G has restricted vertex degrees, or restricted face sizes. 
Upper bounds on the shortness exponent for many such classes of graphs 
have been obtained. (See Griinbaum and Walther [GW] for references.) 
We note that our proofs actually give polynomial-time algorithms for 
finding cycles of the lengths specified in the various types of graphs. Such 
algorithms require being able to find Tutte cycles of the type given in 
Lemma 2, in polynomial time. To verify this, it may help to consult Ore’s 
proof of Lemma 2 [O, Theorem 5.2.11, and the proof in [Th] probably 
permits even simpler verification. 
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