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Abstract
We prove, outside the influence region of a ball of radius R0 centered in the
origin of the initial data hypersurface, Σ0, the existence of global solutions
near to Kerr spacetime, provided that the initial data are sufficiently
near to those of Kerr; This external region is the “far” part of the outer
region of the perturbed Kerr spacetime. Moreover if we assume that the
corrections to the Kerr metric decay sufficiently fast, o(r−3), we prove that
the various null components of the Riemann tensor decay in agreement
with the “Peeling theorem”.
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1 Introduction
1.1 The problem and the results
The problem of the global stability for the Kerr spacetime is a very difficult
and open problem. The more difficult issue is that of proving the existence of
solutions of the vacuum Einstein equations with initial data “near to Kerr” in
the whole outer region up to the event horizon, which is also an unknown of the
problem.
What is known up to now relative to the whole outer region are some relevant
uniform boundedness results for solutions to the wave equation in the Kerr
spacetime used as a background spacetime, see Dafermos-Rodnianski, [Da-Ro]
and references therein.1
If we consider the existence problem in a external region sufficiently far from
the Kerr event horizon for a slow rotating Kerr spacetime the result is included,
in the version of Minkowski stability result proved by S.Klainerman and one
of the present author, F.N., see [Kl-Ni1] and also [Ch-Kl]. In this case one of
the present authors, F.N., recently proved, [Ni2], that the asymptotic behaviour
of the Riemann components is in agreement with the “Peeling theorem” if the
corrections to the Kerr initial data decay sufficiently fast.
In this paper we face and solve a more difficult problem, namely we prove in
an external region which will be defined in detail later on, see the remark after
the statement of Theorem 4.1 in Section 4, but basically is the region where2
r ≥ R0 and M/R0 ≤ λ with λ sufficiently small, the non linear stability of the
Kerr spacetime for any J ≤ M2 for an appropriate class of initial data near to
Kerr.
Moreover if we restrict the class of initial data, once subtracted the initial data
of the Kerr part, to those which decay toward the spacelike infinity faster than
r−3, we show again that the null asymptotic decay of the Riemann tensor is in
agreement with the “Peeling theorem”. We can now state our main result in a
somewhat preliminary version, the full version of the theorem can be found in
Section 4.
Theorem 1.1. Assume that initial data are given on Σ0 such that, outside of a
ball centered in the origin of radius R0, they are different from the “Kerr initial
data of a Kerr spacetime with mass M satisfying
M
R0
<< 1 , J ≤M2
for some metric corrections decaying faster than r−3 toward spacelike infinity
together with its derivatives up to an order q ≥ 4, namely 3
gij = g
(Kerr)
ij + oq+1(r
−(3+ γ2 )) , kij = k
(Kerr)
ij + oq(r
−(4+ γ2 )) (1.1)
1See also for the J = 0 case, [Bl] and references therein.
2r is a radial coordinate which will be defined later on.
3The components of the metric tensor written in dimensional coordinates. f = oq(r−a)
means that f asymptotically behaves as o(r−a) and its partial derivatives ∂kf , up to order q
behave as o(r−a−k).
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where γ > 0. Let us assume that the metric correction δgij, the second funda-
mental form correction δkij are sufficiently small, namely a function made by
L2 norms on Σ0 of these quantities is small,
J (Σ0, R0; δ(3)g, δk) ≤ ε , (1.2)
then this initial data set has a unique development, M˜, defined outside the do-
main of influence of BR0 . Moreover M˜ can be foliated by a canonical double null
foliation {C(u), C(u)} whose outgoing leaves C(u) are complete 4 and the vari-
ous null components of the Riemann tensor relative to a null frame associated
to this foliation decay as expected from the Peeling theorem.
The proof of this result depends on many previous results, the result on the
stability for the Minkowski spacetime in the external region proved by S. Klain-
erman and F.N., in [Kl-Ni1], a result which, at its turn, is based on the seminal
work by D.Christodoulou and S.Klainerman, [Ch-Kl] and, concerning the proof
of the peeling decay, important ideas of the proof come from the previous work
by S.Klainerman and F.N. , [Kl-Ni2], and the recent [Ni2].
Before presenting the main new ideas used in this paper we observe that the
two results proved in this work, the global stability in the external region and
the asymptotic Riemann decay in agreement with the peeling, are basically in-
dependent; relaxing the decay conditions on the initial data we can prove the
stability with a worst null asymptotic decay. In this paper we prove the two
results together, but it should be easy to realize how to enlarge the class of
initial data to prove only the first one, proceeding as in [Kl-Ni2] where it has
been shown in detail, for the perturbed Minkowski spacetime, how the space-
like decays of the initial data are connected to the null decay of the Riemann
components.
Finally, as we said, many steps to prove Theorem 1.1 have been discussed in
previous works, here we prove in every detail the new part of this result, namely
Theorem 3.1 which is the core result to obtain, via a bootstrap mechanism, the
global existence and the decay satisfying the “Peeling theorem”.
In the remaining part of the introduction we examine the difficulties one en-
counters to prove this result and how they have been overcomed.
1.2 The global existence in an external region around the
Kerr spacetime
To understand the problems arising perturbing around the Kerr spacetime solu-
tion of the Einstein equations it is appropriate first to remember how the prob-
lem of perturbing around the Minkowski spacetime solution has been solved.
The general strategy is usually called “bootstrap mechanism”: one proves with
a local existence result that there is a finite region V , whose metric satisfies the
Einstein equations, endowed with some specific properties, mainly that some
4By this we mean that the null geodesics generating C(u) can be indefinitely extended
toward the future.
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norms associated to the metric components and its derivatives are bounded by
a (small) constant, then assumes that the largest possible region, V∗, where
these bounds, we call “bootstrap bounds”, hold is finite and finally proves that,
if the initial data are sufficiently small, this region can be extended showing
that the previous bounds can be improved. Therefore, to avoid a contradiction,
this region should coincide with the whole spacetime.
To be a little less schematic we assume that V∗ is endowed with a foliation made
by outgoing and incoming null cones, {C(λ)} and {C(ν)}, and that the norms
we assume bounded are those relative to the connection coefficients and to the
components of the Riemann tensor.
The central part of the proof is, therefore, to show that these norms can have
better bounds. To do it we use in the manifold V∗ the structure equations and
the Bianchi equations. The structure equations take the form of transport equa-
tions for the connection coefficients along the incoming and outgoing cones and
of elliptic Hodge systems on the two dimensional surfaces intersections of the
incoming and an outgoing cones, S = C ∩ C . These equations can be seen as
inhomogeneous equations whose inhomogeneous part depends on the Riemann
components. The Bianchi equations, at their turn, can be written as transport
equations for the Riemann components along the cones whose inhomogeneous
part is made by products of the Riemann components and the connection coef-
ficients.
To use these equations we make a sort of linearization, namely we consider the
Riemann components as external sources satisfying the “bootstrap bounds” and
show, using the equations for connection coefficients, that these bounds (of the
connection coefficients) can be improved. Then we control the Riemann compo-
nents; to do it we use in a crucial way the fact that it is possible to define for the
Riemann components some quantities which play the role of the energy norms,
in association to the Bianchi equations. These norms are basically weighted L2
integrals, along the outgoing and incoming cones, of the Bel-Robinson tensor.
Assuming the connection coefficients satisfying the “bootstrap bounds” we can
prove that these energy norms are bounded by the corresponding initial data
norms and using also the Bianchi equations obtain, finally, better norms for the
Riemann components.
This is a very schematic description of some of the main ideas developed in
[Kl-Ni1] to prove the Mikowski stability result for the external region.
If we ask ourselves how to transport this strategy to perturb non linearly around
the Kerr spacetime solution instead than around the Minkowski solution, we
realize immediately that the main difference is, in broad terms, that now we are
perturbing around a solution different from zero, while the Minkowski spacetime
can be considered a “zero solution”. With that we mean that in the Minkowski
spacetime all the connection coefficients are identically zero with the exception
of the second null fundamental forms χ and χ which, due to the Minkowski
spherical simmetry, reduce to the two scalar functions trχ = 2r−1 and trχ =
−2r−1. Moreover all the Riemann components are identically zero. Therefore
to prove that the norms are bounded and small we do not have to subtract the
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connection coefficients or the Riemann components associated to the Minkowski
solution as they are (with the exception of trχ and trχ) identically zero.
As the Kerr spacetime is not a “zero solution” some kind of subtraction has to
be done. This “subtraction” mechanism is delicate as we are not looking for a
linearly perturbed solution5 and it is realized through four different steps:
i) The first step consists in defining the “bootstrap assumptions” for V∗ not
for the connection coefficients and the Riemann tensor norms, but for their
corrections, that is for the connection coefficients and the Riemann tensor com-
ponents to which we have subtracted their Kerr parts.6 Simbolically,
δO = O −O(Kerr) , δR = R−R(Kerr) (1.3)
and in some detail, see [Kl-Ni1], Chapter 3, for all the definitions,
δχ = χ− χ(Kerr) , δχ = χ− χ(Kerr) , δζ = ζ − ζ(Kerr)
δω = ω − ω(Kerr) , δω = ω − ω(Kerr)....
δα = α− α(Kerr) , δβ = β − β(Kerr) , .....
ii) The second step consists in writing the structure equation (in the V∗
region) instead that for the connection coefficients , χ, χ, ζ, ω, ω.... for their
corrections.7
As we said before, recalling the proof for the Minkowski stability, these equations
have inhomogeneous terms which depend on the Riemann tensor and, in this
case, on the correction to the Riemann tensor
δR = R−R(Kerr) .
Once we have these modified structure equations we can use them to obtain
better estimates for the norms of these connection coefficients corrections, δO,
provided we have a control for the norms of the Riemann components correc-
tions, δR.
iii) The third step consists in obtaining estimates for the Riemann com-
ponents corrections. This requires to subtract the Kerr part of the Riemann
tensor. This cannot be done in a direct way as the basic step to control the
Riemann norms is to prove the boundedness of the energy type norms, generi-
cally denoted by Q. These norms are weighted L2 integrals of the Bel-Robinson
tensor which is a quadratic expression on the Riemann tensor.
5Observe that also the linear perturbation around Kerr has some problems due again to
the fact that the Riemann tensor in Kerr spacetime is different from zero, see [Bl] and [?].
6More precisely the Kerr part “projected” on the V∗ foliation, see the details in subsection
2.2.1
7The technical details for this “Kerr decoupling” for the connection coefficients are dis-
cussed later on.
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We would need analogous norms for the δR corrections and we also would like
a well definite positivity for the integrand, see the explicite expression of the
Q norms in Minkowski case in [Kl-Ni1], Chapter 3, to get from them estimates
for the (correction of the) null Riemann components norms. To obtain it we
have to proceed in a different way based, intuitively, on the fact that the Kerr
spacetime is stationary and ∂∂t is a Killing vector field. Therefore if, instead of
considering the Riemann components, we consider their time derivatives, they
do not depend anymore on the Kerr part of the Riemann tensor, their initial
data can have a better decay and if we could control their Q norms we could
then obtain a good control of the δR norms in V∗ and also a good asymptotic
decay along the null directions.
This argument as presented is not rigorous, in the perturbed Kerr spacetime ∂∂t
is not anymore a Killing vector field, but it turns out that the basic idea can be
implemented in the following sense:
Let us consider instead of the time derivative of the Riemann tensor its (modi-
fied) Lie derivative LˆT0R,8 where T0, whose precise definition will be given later
on, equal to ∂∂t in the Kerr spacetime, is not anymore a Killing vector field,
but only “nearly Killing”,9 then we define some Q˜ norms relative to LˆT0R with
appropriate weights and prove that they are bounded in terms of the corre-
sponding quantities written in terms of the initial data; from it we can prove,
after quite a few steps, that the δR norms are small and satisfy appropriate
decays.
The steps just sketched require, to be fully understood, some more details; as we
said the region V∗ is the largest possible region where the so called “bootstrap
assumptions” hold, in this region there is a foliation made by null incoming and
outgoing cones {C(ν), C(λ)}, which are the level surfaces u = λ, u = ν of the
functions u(p), u(p) solutions of the eikonal equations, see later and [Kl-Ni1],
Chapter 3, for a detailed discussion. The foliation suggests to use the affine
parameters of the null geodesics generating the null cones, λ, ν, as coodinates,
hereafter denoted again u, u, and some angular variables ω1, ω2 to define an
arbitrary point on the two dimensional surface S(u, u) = C(u) ∩ C(u).
In V∗, thought as a subset of R
4 where (u, u, ω1, ω2) is a generic point, we can
define two metrics the first being the Kerr metric, the other being the perturbed
Kerr metric written again in the same coordinates, see subsubsection 2.1.1:
g(Kerr)
= −4Ω2(Kerr)dudu+ γ(Kerr)ab
(
dωa −Xa(Kerr)(du + du)
)(
dωb −Xb(Kerr)(du + du)
)
g(pert.Kerr)
= −4Ω2dudu+ γab
(
dωa − (Xa(Kerr)du+Xadu)
)(
dωb − (Xb(Kerr)du+Xbdu)
)
. (1.4)
8See later for its precise definition.
9With “nearly Killing” we mean that its deformation tensor is small with respect to some
Sobolev norms.
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where the Kerr metric written in these coordinates is the one used in [Is-Pr].
This means that {V∗,g(Kerr)} can be thought as a region of the (outer) Kerr
spacetime, while {V∗,g(pert.Kerr)} a region of the perturbed external Kerr space-
time whose existence we want to prove. The choice of the same coordinates will
turn out important to get, subtracting the Kerr part, the transport equations
for the connection coefficients corrections δO.
Moreover in V∗ we can build a null frame adapted to this foliation {e3, e4, e1, e2}
where e1, e2 are vector fields orthonormal and tangent to the two dimensional
surfaces S = C(λ)∩C(ν) while e3, e4 are proportional to the null geodesics gen-
erating the cones and in the previous coordinates have the following expressions,
as discussed in detail later on,
e4 =
1
Ω
(
∂
∂u
+X
)
; ǫ3 =
1
Ω
(
∂
∂u
+X(Kerr)
)
, (1.5)
while if we were considering the Kerr metric we should have, with
X(Kerr) = ωB
∂
∂ω2
= ωB
∂
∂φ
,
where ωB is defined in eq. 2.35,
e
(Kerr)
4 =
1
Ω(Kerr)
(
∂
∂u
+X(Kerr)
)
; ǫ
(Kerr)
3 =
1
Ω(Kerr)
(
∂
∂u
+X(Kerr)
)
. (1.6)
From this we define
T0 =
Ω
2
(e3 + e4)−
X +X(Kerr)
2
=
∂
∂u
+
∂
∂u
. (1.7)
The last important thing to point out is that the integrands of the Q˜ norms
have to be a sum of non negative terms, see for instance [Kl-Ni1], Chapter 3
equations (3.5.1),...,(3.5.3), which requires that the Bel-Robinson tensor have
to be saturate by appropriate vector fields, linear combinations of e3, e4 with
positive weights. Therefore as in [Kl-Ni1] we saturate the Bel-Robinson tensor
with the following vector fields
T =
1
2
(e4 + e3)
S =
1
2
(τ+e4 + τ−e3)
K =
1
2
(τ2+e4 + τ
2
−e3) (1.8)
where
τ+ =
√
1 + u2 , τ− =
√
1 + u2 ,
These vector fields, when we perturb Minkowski spacetime, are nearly Killing,
while here they are not Killing vectors even in the Kerr spacetime.10 The
10 Perturbing Minkowski spacetime we can choose T = T0 as in Minkowski spacetime
T = ∂
∂t
.
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relevance of the T, S,K vector fields in the present case is connected to the fact
that they are non spacelike fields in the region outside the ergosphere, made by
e3 and e4, the null vectors of the frame adapted to the foliation which have the
property that the fields N = Ωe4, N = Ωe3 are equivariant vector fields.
1.3 The decay of the Riemann components, the Peeling
Beside the proof of the Kerr stability in a region with r ≥ R0 >> M , we prove
that the null Riemann components have a null asymptotic decay consistent
with the “Peeling theorem”. This result has already been obtained by one of
the authors, F.N. , [Ni2], if we restrict ourselves to the perturbation of a very
slow rotating Kerr spacetime or to a “very external region” which was defined
through the condition
M ≤ λ˜R
1
2
0 (1.9)
where λ˜ is a small number depending on the smallness of the initial data. As
discussed in [Ni2], the advantage of restricting to this “much far” region is that,
in this case, we do not have to prove again a global existence result as, in that
case, the Kerr part of the metric can be considered itself a perturbation of
the Minkowski spacetime satisfying the conditions of [Kl-Ni1]. In the present
paper, once we have proved a global existence result, the way to prove again the
“peeling decay” is basically the same as the one discussed in [Ni2], we sketch
now the main ideas involved and we refer to [Ni2] and to the next sections for
a more detailed discussion.
In [Ch-Kl] and in [Kl-Ni1], the null asymptotic behaviour of some of the null
components of the Riemann tensor, specifically the α and the β components, see
later for their definitions, is different from the one expected from the “Peeling
Theorem”, [W], as the decay proved there is slower. More precisely the com-
ponents α and β 11 do not follow the “Peeling theorem”as they decay as r−
7
2
while we expect r−5 and r−4 respectively.12 In a subsequent paper, [Kl-Ni2],
S.Klainerman and F.N. proved that the decay suggested from the “Peeling theo-
rem” could be obtained assuming a stronger spacelike decay for the initial data.
Unfortunately that result requires an initial data decay too strong for proving
the “peeling decay” in spacetimes near to Kerr. To show how this result has to
be improved let us first recall it in some more detail. In [Kl-Ni2] the following
result was proved:
Theorem: Let assume that on Σ0/B the metric and the second fundamental
11Components relative to a null frame adapted to the null outgoing and incoming cones
which foliate the “external region”.
12In principle some log powers can be present, see J.A.V.Kroon, [Kr2].
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form have the following asymptotic behaviour 13
gij = gSij +Oq+1(r
−(3+ǫ))
kij = Oq(r
−(4+ǫ)) (1.10)
where gS denotes the restriction of the Schwarzschild metric on the initial hy-
persurface:
gS = (1 − 2M
r
)−1dr2 + r2(dθ2 + sin θ2dφ2) .
Let us assume that a smallness condition for the initial data is satisfied.14 Then
along the outgoing null hypersurfaces C(u) (of the external region) the following
limits hold, with ǫ′ < ǫ and u and u the generalization of the Finkelstein variables
u = t− r∗ u = t+ r∗ in the Schwarzschild spacetime:15
lim
C(u);u→∞
r(1 + |u|)(4+ǫ)α = C0
lim
C(u);u→∞
r2(1 + |u|)(3+ǫ)β = C0
lim
C(u);u→∞
r3ρ = C0
lim
C(u);u→∞
r3σ = C0 (1.11)
lim
C(u);u→∞
r4(1 + |u|)(1+ǫ)β = C0
sup
(u,u)∈K
r5(1 + |u|)ǫ′ |α| ≤ C0 .
This result was obtained, basically, in two steps. The first one consisted in
proving that a family of energy-type norms, Q˜, made with the Bel-Robinson
tensor associated to the Riemann tensor R, of the same type as those used
to prove the global existence near Minkowski in [Kl-Ni1], but with a different
weight in the integrand, were bounded in terms of the same norms relative to
the initial data. The new weights are obtained multiplying the previous weights
by a function |u|γ with appropriate γ > 0 and the central point is that the extra
terms appearing in the “Error” we have to estimate to control the boundedness
of the Q˜ norms have a definite sign and can be discarded. This allowed to prove,
from the boundedness of the Q˜ norms, that the various null components of the
Riemann tensor, beside the decay in r, have a decay factor in the |u| variable.
In the second step it was proved that, integrating along the incoming cones, the
extra decay in the |u| variable can be transformed in an extra decay in the r
variable proving the final result.
13Here f = Oq(r−a) means that f asymptotically behaves as O(r−a) and its partial deriva-
tives ∂kf , up to order q behave as O(r−a−k). Here with gij we mean the components written
in Cartesian coordinates.
14The details of the smallness condition are in [Kl-Ni2].
15α, β, ... are the null components of the Riemann tensor defined with respect to a null frame
adapted to the double null foliation, see [Kl-Ni1] Chapter 3, and later on.
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As we said this result cannot be immediately translated to the present case as
the required decay for the initial data does not admit initial data near to Kerr.
The way out, which was already used in [Ni2], is the one already used to prove
global stability: we have to subtract the Kerr part, namely instead of looking
directly to the decay of the Riemann components we look to the decay of their
time derivatives, more precisely the (modified) Lie derivative with respect to
the nearly Killing vector field T0. This basically subtracts the Kerr part, allows
to prove the boundedness of the modified Q˜ norms and finally proves that,with
a “time” integration, first, δR satisfies bounds which allow to extend the region
V∗ and prove globale existence and, second, shows that the null components
of the Riemann tensor satisfy the peeling decay. More details are given in the
introduction to [Ni2] and the complete proof is given in the following sections.
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nothing has been “gracefully16 acknowledged”, but all the due credits have been
explicitely given at the best of our knowledge.
2 The Bootstrap assumptions
The main difference with [Kl-Ni1] and also [Kl-Ni2] are that in this case the
initial data we are considering are a perturbation of Kerr initial data (in the
external region of Σ0) and that, therefore, we do not assume the ADM mass
small; moreover due to the Kerr metric the decay of the initial data metric does
not satisfy the assumptions required in [Kl-Ni2].
We denote with O the connection coefficient norms defined as in [Kl-Ni1] and
we make specific assumptions on them. We denote by R the norms associated
to the various null Riemann components, where ρ− ρ and σ− σ are in place of
ρ and σ.
The choice of norms as | · |∞, | · |p,S or | · |L2 norms follows the scheme of
[Kl-Ni1] and will be discussed later on, here we are interested to their weight
factors and to their smallness, therefore we denote all the norms with | · | and
which kind of norms they represent follows exactly the pattern of [Kl-Ni1].
16An adverb sometimes very improperly used.
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2.1 The null canonical foliation and the metric in V∗
As we said in the introduction differently from [Ni2] one has to prove again the
existence of a global (external) spacetime, non linear perturbation of the Kerr
one. This is done with a strategy similar to the one used in [Kl-Ni1] with some
important differences. First the Q norms for the Riemann tensor defined in
[Kl-Ni1] are substituted by some Q˜ norms associated to the “time derivative”
of the Riemann tensor, LˆT0R, second, to rebuild from the knowledge of LˆT0R
the complete Riemann tensor one has to control the connection coefficients in a
very detailed way, namely to have norm estimates for the difference δO between
the connection coefficients and their Kerr part. The control of the δO terms, as
the control of the complete connection coefficients in [Kl-Ni1], is made writing
the transport equations for these terms which are obtained starting from the
structure equations for the whole connection coefficients and subtracting their
Kerr parts.
More precisely it is clear that the Kerr connection coefficients satisfy transport
equations similar to those in [Kl-Ni1] with respect to a double null cone folia-
tion of the Kerr spacetime. On the other side the connection coefficients of the
perturbed Kerr spacetime satisfy the transport equations written with respect
to a double null cone foliation of the perturbed Kerr spacetime. This implies
that to subtract the Kerr part (to these trasport equations) we have also to con-
trol the difference between the double null cone foliation associated to the Kerr
spacetime and the one associated to the perturbed Kerr spacetime and prove
that this is “small”. This also has to be part of the bootstrap mechanism and
requires that the bootstrap assumptions on the connection coefficients terms im-
ply analogous estimates at the level of the corrections to the metric components,
we denote hereafter globally δO(0).
The subtraction of the Kerr part to the transport equations for the connection
coefficients is a crucial step of the proof. The transport equations on the other
side require V∗ endowed with a double null cone canonical foliation which is the
first of the “Bootstrap assumptions” we make.
The double null cone foliation: Let us assume, for a moment, that a, pos-
sibly finite, region V∗ exists whose boundary is made by the union of V∗ ∩ Σ0,
∂V∗1 and ∂V∗2, the first part being a spacelike hypersurface the second and the
third two null hypersurfaces, the first incoming and the second outgoing, let us
also assume that in this region we have a metric whose components, {gµν}, sat-
isfy the Einstein vacuum equations. We can solve (at least locally) the eikonal
equation
gµν∂µw∂νw = 0 (2.12)
choosing as initial data a function17 u0 on V∗ ∩ Σ0 or a function u0 on ∂V∗1.
Let us call u(p) and u(p) these solutions respectively. Let assume that the level
hypersurfaces u(p) = u, u(p) = u define two family of null hypersurfaces we call
17u0 defines an appropriate radial foliation of Σ0/BR0 , see subsection 3.6.
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null cones in analogy with the Minkowski case and denote C(u), C(u). These
two families form what we call a “double null cone foliation”.
The null vector fields of the geodesics generating the C and C null “cones” are
Lµ = −gµν∂νu ∂
∂xν
; Lµ = −gµν∂νu ∂
∂xν
(2.13)
and the “lapse function” Ω is defined through the relation
g(L,L) = −(2Ω2)−1 .
Associated to the double null cone foliation we can define now two null fields
{e3, e4} in the following way:
e4 = 2ΩL , e3 = 2ΩL (2.14)
such that
g(e3, e4) = 0 .
Given the double null foliation we can define S(u, u) = C(u)∩C(u), each S(u, u)
being a codimension 2 surface. On each S(u, u) we define two vector fields {ea},
a ∈ {1, 2} orthonormal to e3, e4. We have therefore at each point p ∈ V∗ a null
orthonormal frame. Observe that the foliation made by the two dimensional
surfaces {S(u, u)} is null outgoing and null incoming integrable. This means that
the distributions △ and △ made by {e4, e1, e2} and by {e3, e1, e2} respectively
are integrable.18
Recall also that the integrability property of the S-foliation implies that the
connection coefficients ξ and ξ are identically zeroand that the second null fun-
damental forms are symmetric. This follows immediately from the Frobenius
condition that [e4, ea], and [eb, ea] cannot have a contribution from e3 which
implies that
g([e4, ea], e4) = g([eb, ea], e4) = 0 .
The frame {e4, e3, e1, e2} is called the “adapted (to the double null foliation)
frame”. Of course one can have different double null foliations choosing different
“initial data”, and in the future among the initial data we are going to choose
some specific ones we will discuss later on, see subsections 3.5, 3.6 and also
[Kl-Ni1], Chapter 3, and the foliation associated with these data will be called
“the double null canonical foliation”.
18This follows immediately by the definition of the S(u, u) surfaces, anyway to prove it
explicitely let us assume that (locally) the hypersurface K := {p ∈ V∗|w(p) = const} be
such that for any q ∈ K we have TKq = △. This implies that the normal vector to TKq,
N = gµν∂ν
∂
∂xµ
, has to satisfy g(N, e4) = g(N, ea) = 0. Therefore N has to be proportional
to e4 which implies that it must be such that
gµν∂µw∂νw = 0 .
Therefore w satisfies the eikonal equation and as u(p) satisfies the eikonal equation we can
conclude that C(u) for an arbitrary fixed u is the “integral” of the distribution △. Exactly
the same argument works for the distribution △.
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In conclusion the first of the “bootstrap assumptions” we are stating is the
following one:
(I) : V∗ is endowed with a double null canonical foliation.
2.1.1 The “adapted” coordinates
Once we have assumed that in V∗ a double null canonical foliation exists, in
“adapted” coordinates the metric has the following form:
Theorem 2.1. let us assume V∗ be endowed with a double null cone foliation,
then, in the appropriate coordinates the metric tensor has the following form:
g(·, ·) = −4Ω2dudu+ γab
(
dωa − (X(Kerr)adu+Xadu)
)(
dωb − (X(Kerr)bdu+Xbdu)
)
, (2.15)
where
Ω =
√
−g(L,L)
2
, X = Xa
∂
∂ωa
, X(Kerr) = ωB
∂
∂ω2
(2.16)
and the coordinates {u, u, ω1, ω2} are defined in the course of the proof.
Proof: The null vector fields of the geodesics generating the C and the C null
“cones” are
Lµ = −gµν∂νu ∂
∂xν
; Lµ = −gµν∂νu ∂
∂xν
(2.17)
and the “lapse function” Ω is defined through the relation
g(L,L) = −(2Ω2)−1 .
Let us choose u and u as coordinates. As u(p) = u and u(p) = u satisfy the
eikonal equation it follows that
guu = guu = 0 . (2.18)
Therefore choosing as coordinates {u, u, x1, x2} , where the coordinates {xa}
are still generic ones, we have from 2.17,
L = −guu
(
∂
∂u
+
gau
guu
∂
∂xa
)
; L = −guu
(
∂
∂u
+
gau
guu
∂
∂xa
)
. (2.19)
It is easy to prove, see [Kl-Ni1] Chapter 3, that the vector fields
N =
(
∂
∂u
+
gau
guu
∂
∂xa
)
; N =
(
∂
∂u
+
gau
guu
∂
∂xa
)
(2.20)
are equivariant. This means that the diffeomorphism generated by them sends
a surface S(u, u) = C(u) ∩ C(u) to another surface S on the same outgoing or
incoming cone respectively.
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To specify the choice of the “angular” coordinates {x1, x2}, we proceed in two
steps. We consider the diffeomorphism generated by N , we denote it Φλ, which
sends S(u, u) to S(u + λ, u). Let p ∈ S(u, u) there exists a point p0 ∈ C ∩ Σ0
such that p = Φ(u; p0). Let us denote the “angular” coordinates on Σ0 , ω
1
0 , ω
2
0
and make the following choice for the angular coordinates of p
x1(p) = ω10(p0) , x
2(p) = ω20(p0) .
Therefore the integral curve of the vector field N , Φ(λ; p0), in these coordinates
is
Φu(λ; {u, ωb0}) = λ
Φu(λ; {u, ωb0}) = u (2.21)
Φa(λ; {u, ωb0}) = ωa0
and
N =
∂
∂u
.
To have an expression for N and N as similar as possible to the one in Kerr
spacetime for the corresponding quantities in the Pretorius-Israel coordinates,
see [Is-Pr], we perform a change of coordinates from
{xµ} ≡ {u, u, x1, x2} to {u, u, ω1, ω2} ≡ {yµ}
where
ωa = xa + fa(λ, u, {ωb}) . (2.22)
and from it
N = Nµ
∂
∂xµ
=
(
Nµ
∂yν
∂xµ
)
∂
∂yν
=
∂
∂u
+
∂fa
∂λ
∂
∂ωa
. (2.23)
We choose fa(λ, u, {ωb}) such that
∂fa
∂λ
= δa2 ωB(λ, u, ω
1) (2.24)
where the explicit expression of the function ωB(λ, u, ω
1) will be given later on.
Therefore with this change of coordinates we have
N =
∂
∂u
+ ωB
∂
∂ω2
≡ ∂
∂u
+X(Kerr). (2.25)
Once we have defined N with this coordinates choice there is no more freedom
in the expression of the equivariant vector field N ; in fact as V∗ is not flat it
follows that [N,N ] 6= 0 and an explicit calculation, see [Kl-Ni1] Chapter 3, gives
[N,N ] = −4Ω2ζ(ea)ea , (2.26)
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where ζ is the connection coefficient called “torsion” which in the adapted frame
we are going to define, has the following expression
ζ(ea) =
1
2
g(Deae4, e3) . (2.27)
Therefore we can write
N =
∂
∂u
+X (2.28)
where
X = ωB
∂
∂φ
+ δX = X(Kerr) + δX (2.29)
and δX satisfies the equation, which will be needed later on,
∂NX(Kerr) − ∂N (X(Kerr) + δX) = −4Ω2ζ(ea)ea . (2.30)
Associated to the double null cone foliation we can define an adapted null or-
thonormal frame in the following way:
e4 = 2ΩL =
1
Ω
N , e3 = 2ΩL =
1
Ω
N
e1 = e
1
1
∂
∂ω1
, e2 = e
2
2
∂
∂ω2
, (2.31)
where e1, e2 are S tangent vector fields orthonormal and orthogonal to e3, e4.
Moreover with this definition it follow immediately that
g(e3, e4) = −2 .
Once we have defined to adapted null frame in V∗ we can write at the generic
point of V∗ indentified by the coordinates {u, u, θ, φ} the inverse metric as
gµν = −2 (eµ4eν3 + eµ3eν4) +
2∑
a=1
eµae
ν
a = −
2
Ω2
(NµNν +NµNν) +
2∑
a=1
eµae
ν
a . (2.32)
With this choice of N and N we have
gµν = − 1
2Ω2
(NµNν +NµNν) +
2∑
a=1
eµae
ν
a
= − 1
2Ω2
((
δµu +X
aδµa
)(
δνu +X(Kerr)
bδνb
)
+
(
δµu +X(Kerr)
bδµb
)(
δνu +X
aδνa
))
+ γµν
= − 1
2Ω2
[(
δµuδ
ν
u + δ
µ
uδ
ν
u
)
+Xc (δµc δ
ν
u + δ
ν
c δ
µ
u) +X(Kerr)
d
(
δµd δ
ν
u + δ
ν
dδ
µ
u
)]
+ γabδµaδ
ν
b .
and the inverse matrix, that is the metric tensor, is:
g(·, ·) = −4Ω2dudu+ γab
(
dωa − (X(Kerr)adu+Xadu)
)(
dωb − (X(Kerr)bdu+Xbdu)
)
(2.33)
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completing the proof of the theorem.
The previous result has still a certain arbitrariness as e3, e4 depend on the
foliation which at its turn depends on the choice of the initial conditions on
V∗ ∩Σ0 and on ∂V∗1. The natural choice is that of a foliation “near” to the one
we use in the Kerr spacetime, namely the Pretorius-Israel one. To discuss this
point let us recall some aspects of this foliation, [Is-Pr].
In [Is-Pr] we have
u =
t+ r∗
2
; u =
t− r∗
2
, (2.34)
where r∗ is the solution of the eikonal equation described in [Is-Pr].
19 the
following definitions hold
ωB =
2marb
ΣR2
, Ω =
√
∆
R2
, λ = sin2 θ∗. (2.35)
where
∆ = r2b + a
2 − 2Mr
Σ = r2b + a
2 cos2 θ
ΣR2 = (r2b + a
2)2 −∆a2 sin2 θ (2.36)
and rb is the Boyer-Lindquist radial coordinate.With these definitions the Kerr
null frame “adapted” to the P-I double null foliation is 20
e
(Kerr)
3 = 2Ω
(Kerr)L =
R√
∆
(∂t − ∂r∗ + ωB∂φ) =
1
Ω(Kerr)
(
∂
∂u
+ ωB
∂
∂φ
)
e
(Kerr)
4 = 2Ω
(Kerr)L =
R√
∆
(∂t + ∂r∗ + ωB∂φ) =
1
Ω(Kerr)
(
∂
∂u
+ ωB
∂
∂φ
)
e
(Kerr)
1 =
R
Lsin 2θ∗
∂
∂θ∗
=
R
L
∂
∂λ
(2.37)
e
(Kerr)
2 =
1
R sin θ
∂
∂φ
,
where L and λ are defined in [Is-Pr], see also equations 3.157. Let us denote the
{θ∗, φ} coordinates 21 again {ω1, ω2}, a point of the Kerr spacetime is specified
assigning {u, u, ω1, ω2}, moreover in the Kerr spacetime the null hypersurfaces
u = const, u = const define the double null foliation. We can, therefore,
reobtain as done before, starting from the null orthonormal frame the Kerr
metric written in the {u, u, ω1, ω2} coordinates and the result is
g(Kerr)(·, ·) (2.38)
= −4Ω2(Kerr)dudu+ γ(Kerr)ab
(
dωa −Xa(Kerr)(du + du)
)(
dωb −Xb(Kerr)(du + du)
)
.
19To specify it uniquely we still have to give the initial data, we discuss it later on.
20The explicit definition of L is given in [Is-Pr].
21Observe that in the Pretorius-Israel frame the variable which stays near to the spherical
coordinate θ of Minkowski spacetime is θ∗ and not θ.
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where
X(Kerr) = ωB
∂
∂φ
, Ω(Kerr) =
√
∆
R2
γ11 =
L2(sin 2θ∗)2
R2
, γ12 = 0 , γ22 = R
2 sin2 θ . (2.39)
which is exactly the metric written in [Is-Pr]. Proceeding as before we obtain
the equivariant vector fields in the Kerr spacetime
N (Kerr) =
(
∂
∂u
+ ωB
∂
∂φ
)
, N (Kerr) =
(
∂
∂u
+ ωB
∂
∂φ
)
(2.40)
which satisfies 2.26
[N,N ] = −4Ω2ζ(ea)ea
with
ζ(Kerr)(ea)ea =
(
−QR sin θ
2Σ
∂rbωB
)
eφ . (2.41)
It is now possible to compare the foliation associated to the Kerr spacetime
and to the perturbed Kerr spacetime. As said in the introduction we consider
the region V∗ as a subset of R
4 where a generic element (point) is the 4-ple
(u, u, ω1, ω2). If we endow V∗ with the metric 2.38, (V∗,g(Kerr)) is a submanifold
of the Kerr spacetime, if the metric associated to V∗ is 2.33 then (V∗,g) is a
submanifold of the global perturbed Kerr spacetime whose existence we are
proving. Comparing the two metrics 2.38 and 2.33
g(Kerr)(·, ·)
= −4Ω2(Kerr)dudu+ γ(Kerr)ab
(
dωa −Xa(Kerr)(du + du)
)(
dωb −Xb(Kerr)(du+ du)
)
.
and22
g(·, ·) = −4Ω2dudu+ γab
(
dωa − (X(Kerr)adu+Xadu)
)(
dωb − (X(Kerr)bdu+Xbdu)
)
we see that at the metric level the components which are modified due to the
initial data perturbation of the “Kerr initial data” are
δΩ = Ω− Ω(Kerr) , δXa = Xa −Xa(Kerr) , δγab = γab − γ(Kerr)ab . (2.42)
22In the perturbed Kerr spacetime we defined ωB as in the Kerr spacetime; this requires
some care. In fact we define it as a function in the {u, u, ω1, ω2} coordinates while in Kerr
spacetime ωB = ωB(rb, θ, φ) and rb, θ, φ are Boyer Lindquist coordinates. Therefore using
the Pretorius-Israel coordinates we can rewrite it as a function ωB = ωB(r∗, θ∗, φ) and finally
following [Is-Pr] we express r∗ as a function of u and u. This is the expression we use in
(V∗, g).
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We will have to prove that these corrections are, in some appropriate norms,
small once the connection coefficients satisfy the “Bootstrap assumptions”.
Therefore we define the following norms, we denote globally δO(0), which will
be estimated later on,
|r2|u|1+δδΩ|∞ ≡ sup
V∗
|r|u|2+δδΩ| (2.43)
|r2|u|2+δδX |∞ ≡ sup
V∗
∑
a
|r2|u|2+δδXa| , ||u|1+δδγ|∞ ≡ sup
V∗
∑
ab
||u|1+δδγab| .
2.2 The connection coefficients and Riemann tensor boot-
strap assumptions:
Once that V∗ is endowed with a double null canonical foliation we have to
specify the remaining conditions we assume satisfied in V∗. They are relative
to the connection coefficients and to the Riemann components, more precisely
to their difference from the analogous quantities in the Kerr spacetime and are
stated in the following.
2.2.1 The O connection coefficient norms:
To prove our result, we write any connection coefficient as the sum of the Kerr
connection coefficient part plus a correction and make assumptions for the es-
timates of the correction parts. There is nevertheless an important technical
aspect to remember. The O connection coefficients are tensor fields tangent
to the S two dimensional surfaces associated to the double null cone foliation
of the perturbed Kerr spacetime, while the O(Kerr) connection coefficients are
tensor fields tangent to the S(Kerr) two dimensional surfaces. Therefore their
difference would not be an S-tangent tensor. To avoid this problem we recall
that each O(Kerr) can be written as, assuming it, for instance, a (0, 2) covariant
tensor,
O(Kerr)µν = Π
(Kerr)ρ
µΠ
(Kerr)σ
νH
(Kerr)
ρσ , (2.44)
where H(Kerr) is not an S-tangent tensor and Π(Kerr) projects on the TS(Kerr)
tangent space. Therefore we substitute O(Kerr) with Oˆ
Oˆµν = Π
ρ
µΠ
σ
νH
(Kerr)
ρσ . (2.45)
where Π projects on the TS tangent space. It will then be needed to control
that the differences (Oˆ − O(Kerr)) are small, this will be proved later on, see
subsection 3.4.
Therefore in our bootstrap assumptions we write each connection coefficient as
O = Oˆ + δO
and we make bootstrap assumptions on the norms of the δO parts, we denote
globally as δO, while for the Kerr part of the connection coefficients we control
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their sup norms. These (assumed) norm estimates control the smallness and
the decay along the outgoing or incoming cones of these corrections. The decay
is expressed in terms of a “radial variable” denoted by r which is defined, at a
generic point p ∈ V∗, as
r = r(u, u) =
1√
4π
|S(u, u)| 12 . (2.46)
where S(u, u) is the surface to which the point p belongs. It is important to
observe that this variable, although not far from, is different from the radial
variable r∗ = u− u used by Israel and Pretorius, [Is-Pr], in the Kerr spacetime
and also with respect to the quantity u − u of the perturbed Kerr spacetime.
All the decay will be expressed in this variable and in the |u| variable and we
show, in subsection 3.4.3, that all the various radial coordinates appearing in
the Kerr spacetime and in the perturbed Kerr spacetime stay near to r(u, u),
(of course in this external region). Therefore hereafter with r we always mean
the quantity defined in 2.46, a well defined function of u and u.
Finally we have to specify which are the norms we are using for the connection
coefficients. They are, as in [Kl-Ni1], or sup norms, | · |∞, or (p, S)-norms, | · |p,S ,
with p ∈ [2, 4], where
|f |p,S =
(∫
S
|f |pdµS
) 1
p
. (2.47)
If f denotes a generic connection coefficient the pointwise norm of the integrand
is made with the restriction of the metric on S, γab. Even if we are considering
the norm of the Kerr part we use the γ metric associated to the perturbed metric
g, equation 2.33, which does not change, apart from a constant, the estimates
for the Kerr part. In fact from the bootstrap assumptions it follows, as we
will show in detail, that the metric γab stays near to γ
(Kerr)
ab , see step IV of
subsection 3.2.
2.2.2 Decay of Kerr connection coefficients
We start recalling the general definitions of the connection coefficients, see
[Kl-Ni1] Chapter 3, for more details,
ξa =
1
2
g(De4e4, ea) , ξa =
1
2
g(De3e3, ea)
ηa = −1
2
g(De3ea, e4) , ηa = −
1
2
g(De4ea, e3) (2.48)
ω = −1
4
g(De4e3, e4) , ω = −
1
4
g(De3e4, e3)
ζa =
1
2
g(Deae4, e3) . (2.49)
The decay of the Kerr part of the connection coefficients, those for the tangential
derivatives follows in the standard way their weight getting an extra r for each
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tangential derivative, is the following one:
trχ(Kerr) =
O(1)
r
+
O(M)
r2
+
O(M2)
r3
+ ....
trχ(Kerr) =
O(1)
r
+
O(M)
r2
+
O(M2)
r3
+ ....
|rtrχ(Kerr)| ≤ κ ; |rtrχ(Kerr)| ≤ κ (2.50)
|r2ω(Kerr)| ≤ κM ; |r2|ω(Kerr)| ≤ κM (2.51)
|r3χˆ(Kerr)| ≤ κaM ≤ κM2 ; |r3χˆ(Kerr)| ≤ κaM ≤ κM2
|r4∇/ trχ(Kerr)| ≤ κaM ≤ κM2 ; |r4∇/ trχ(Kerr)| ≤ κaM ≤ κM2 (2.52)
|r3ζ(Kerr)| ≤ κaM ≤ κM2
|r4∇/ω(Kerr)| ≤ κaM ≤ κM2 , |r4∇/ ω(Kerr)| ≤ κaM ≤ κM2
where κ > 1 is a definite adimensional constant.
Observe that the norm estimates in 2.50 refer to those connection coefficients
which are different from zero in Minkowski, the norms estimates in 2.51 refer
to those connection coefficients which are different from zero in Schwarzschild,
but zero in Minkowski and the norm estimates in 2.52 refer to those connection
coefficients or derivatives of connection coefficients which are different from zero
in Kerr, but zero in Schwarzschild and in Minkowski.
These “Kerr decays” can be easily obtained by dimensional arguments recalling
that the Kerr metric, written in the Boyer-Lindquist coordinates, in the limit
M → 0, a kept fixed and different from zero, reduces to the Minkowski metric
written in the “oblate coordinates” and as we know that in Minkowski spacetime
all connection coefficients, with the exception of trχ and trχ, are zero, it follows
that performing an 1r expansion of the connection coefficients which are zero in
Minkowski, all the coefficients of the terms in 1
rk
which depend only on a and
not on M must be identically zero.
The dimensional argument goes as following: we assume the metric written in
“cartesian” coordinates, namely coordinates with the dimension of a length:
L1. Then as the metric tensor has dimension L2 its components gµν has dimen-
sion L0. Proceeding in the same way it follows that the connection coefficient
components have dimension L−1 and the same happens for their norms.
Therefore as, for instance, [χ] = L−1 it follows that in Kerr it must be
χˆ(Kerr) =
O(aM)
r3
.
Moreover as in Kerr spacetime a = J/M and we consider those spacetimes where
J ≤M2, it follows that a ≤M and the Kerr coefficient satisfy the condition
|r3χˆ(Kerr)| ≤ κM2 .
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The bounds for ω(Kerr) and ω(Kerr) and for trχ(Kerr) and trχ(Kerr) are different
as they reflect the fact that ω(Kerr), ω(Kerr) are different from zero also in
Schwarzschild and trχ(Kerr), trχ(Kerr) even in Minkowski.
2.3 The δO connection coefficient norms
The assumptions
δO ≤ ǫ0 (2.53)
summarizes the conditions on the connection coefficients and their tangential
derivatives, ∇/ l, with 0 ≤ l ≤ 4,23
|r2+l|u|2+δ∇/ lδtrχ| ≤ ǫ0 ; |r1+l|u|3+δ∇/ lδtrχ| ≤ ǫ0
|r2+l|u|2+δ∇/ lδχˆ| ≤ ǫ0 ; |r1+l|u|3+δ∇/ lδχˆ| ≤ ǫ0
|r2+l|u|2+δ∇/ lδζ| ≤ ǫ0 (2.54)
|r2+l|u|2+δ∇/ lδω| ≤ ǫ0 , |r1+l|u|3+δ∇/ lδω| ≤ ǫ0 .
Remark: The choice of the δ coefficient is connected to the decay of the Rie-
mann tensor. δ > 0 is required to prove the decay in agreement with the
peeling. δ ≤ 0 could also be chosen, as discussed in the introduction, but in
this case a weaker decay for (some components of) the Riemann tensor fol-
lows. The factor |u|δ could also describe, symbolically, a log factor, for instance
|r2|u|2+δδtrχ| ≤ ǫ0 could mean
|δtrχ| ≤ cǫ0 1
(log |u|/M)δr2|u|2 .
This last definition is in agreement with the statement we do later that all the
constants denoted generically with, c, c′, c′′, c′′′, c˜, .... are adimensional. In the
general case |u|δ has to be replaced by (|u|/R0)δ.
In conclusion the second of the “bootstrap assumptions” we are stating is the
following one:
(II) : In V∗ the connection coefficient norms satisfy the following
bounds: δO ≤ ǫ0 .
2.4 the δR null Riemann component norms:
We start recalling the general definitions, [Kl-Ni1] Chapter 3, of the null com-
ponents of the Riemann tensor with respect to the adapted null frame, where
23The bounds foe η and η follow from these ones in the adapted frame, see for details
[Kl-Ni1] Chapter 3.
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W is a generic Weyl tensor and X,Y are S-tangent vector fields,
α(W )(X,Y ) =W (X, e4, Y, e4) , β(W )(X) =
1
2
W (X, e4, e3, e4)
ρ(W ) =
1
4
W (e3, e4, e3, e4) , σ(W ) =
1
4
⋆W (e3, e4, e3, e4) (2.55)
β(W )(X) =
1
2
W (X, e3, e3, e4) , α(W )(X,Y ) =W (X, e3, Y, e3) .
As done for the connection coefficients, to prove our result we must “subtract”
the Kerr part of the Riemann tensor. This implies that writing all the various
components of the Riemann tensor as
R = R(Kerr) + δR
we have to make the bootstrap assumptions on the norms relative to the “cor-
rection part”, we denote the set of these norms δR. The norms we choose
bounded in the “bootstrap assumptions” are the sup norms of the various null
components of δR and their tangential derivatives.24 The Bootstrap assumption
can then be written in a compact way as
δR ≤ ǫ0 . (2.56)
which written in detail are, with l ≤ q − 1:
sup
V∗
r5+l|u| ǫ2 |∇/ lα(δR)| ≤ ǫ0 , sup
V∗
r4+l|u|1+ ǫ2 |∇/ lβ(δR)| ≤ ǫ0
sup
V∗
r3+l|u|2+ ǫ2 |∇/ l(ρ(δR)− ρ(δR))| ≤ ǫ0 , sup r3+l|u|2+ ǫ2 |∇/ l(σ(δR) − σ(δR))| ≤ ǫ0
sup
V∗
r2+l|u|3+ ǫ2 |∇/ lβ(δR)| ≤ ǫ0 , sup
V∗
r1+l|u|4+ ǫ2 |∇/ lα(δR)| ≤ ǫ0 . (2.57)
Finally we have to add a bootstrap assumption for for ρ(δR),
sup
V∗
|r3|u|2+ ǫ2 ρ(δR)| ≤ ǫ0 , (2.58)
where ρ denotes the average over the S surface.
Remarks:
i) The exponent ǫ2 appearing here in the decay factors has to be assumed equal
to δ to complete the proof of the main theorem, Theorem 3.1 .
ii) The estimate for α(δR), the same argument holds for the other components,
is not yet the estimate for α(R) as we have to add α(R(Kerr)), the same, of
course, for all the remaining components. In fact all the Riemann components
contain also a Kerr part, even the components different from ρ and σ. This is
due to the fact that we are not using the principal null direction frame, see [Ch]
24Once we control the tangential derivatives, via the Bianchi equations we control also the
derivatives along e3 and e4, see [Kl-Ni1] for the more delicate control of De4α and De3α.
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and later on for its precise definition. Their precise estimates are given later on
in subsection 3.3.6.
In conclusion the third of the “bootstrap assumptions” we are stating is the
following one:
(III) : In V∗ the norms of the components of the correction to the
Kerr Riemann tensor, δR, satisfy the following bounds: δR ≤ ǫ0 .
3 The results
3.1 The main theorem
Theorem 3.1. If the bootstrap assumptions, 2.53, 2.56 hold with δ = ǫ2 , the
previous smallness constants satisfy
ǫ20
R30
< ε < ǫ0 ,
M
R0
<< 1 , (3.59)
and the smallness of the initial data is controlled by a function J explicitely
defined in subsection 3.6, equation 3.408,
J (Σ0, R0; δ(3)g, δk) ≤ ε , (3.60)
then in the V∗ region the following bounds are satisfied:
δO ≤ ǫ0
2
, δR ≤ ǫ0
2
(3.61)
sup
V∗
|r3|u|2+ ǫ2 ρ(δR)| ≤ ǫ0
2
. (3.62)
If we prove this result then we have basically proved the global existence and
the peeling properties in the external region defined by the condition
|u| ≥ R0 ,
see also subsection 3.7.
3.2 The structure of the proof of Theorem 3.1
The proof of the Main Theorem 3.1 is long and is divided in many steps we list
in the folowing,
0 step: Dimensional discussion
I step: The definition of the Q˜ norms
We denote Q˜ the Q norms associated to R˜ = LˆT0R, their explicit expression
will be given in the sequel.
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II step: the estimate of ρ(R˜)
The first theorem to prove says that under the bootstrap assumptions 2.53, 2.56
and initial data such that on Σ0:
Q˜Σ0 ≤ ε2 ; sup
Σ0/BR0
|r6+ρ(R˜)| ≤ cε
then
Q˜ ≤ cε2 + M
R0
ǫ20 ; sup
V∗
|r3|u|3+ ǫ2 ρ(R˜)| ≤ ǫ0
2
. (3.63)
III step:
In this step, proceeding basically as in [Ni2], one proves that from the results in
the first two steps all the norms δR are bounded by ǫ02 . This proof is very long
and is made by many consecutive lemmas; it requires also the control, based on
the δO bootstrap assumptions, of the (components of the) deformation tensor
(T0)π.
IV step:
This step completes the proof of Theorem 3.1 showing that under the results of
the previous steps we have
δO ≤ ǫ0
2
. (3.64)
This last step is done in three parts to do in a precise order, namely:
a) First using the bootstrap assumptions for the δO norms, δO ≤ ǫ0, we prove
that, under the initial data assumptions, the metric component corrections
norms satisfy,
δO(0) ≤ cǫ0. (3.65)
b) Using this result plus the initial data assumptions and the bootstrap assump-
tions, we obtain that the connection coefficient norms satisfy
δO ≤ ǫ0
2
. (3.66)
c) Finally we prove that under this result also the metric components corrections
have better estimates, namely
δO(0) ≤ ǫ0
2
. (3.67)
This last result will be needed with all the other ones to perform step VI.
V step: In this step we collect all the initial data conditions required in the
previous steps and show how they can be satisfied imposing a global decay
condition for the initial data and the smallness condition 3.60 .
VI step: In this step we show how, by a basically local existence theorem, in
view of the previous results we can extend the region V∗ showing that it has to
coincide with the whole spacetime.
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3.3 Proof of the various steps
3.3.1 0 step: Dimensional discussion:
ε and ǫ0 have dimension L
3, all the constants c’s are adimensional, κ, δ are also
adimensional. The correction to the various power decay are considered as adi-
mensional ( see the remark in subsection 2.3). We call a constant “independent”
if it does not depend on a,M, ǫ0, ε.
3.3.2 I step: The definition of the Q˜ norms.
These norms, we denote Q˜, are the analogous of the Q terms defined in [Kl-Ni1],
Chapter 3,
Q˜(u, u) = Q˜1(u, u) + Q˜2(u, u) +
q−1∑
i=2
Q˜(q)(u, u)
Q˜(u, u) = Q˜1(u, u) + Q˜2(u, u) +
q−1∑
i=2
Q˜(q)(u, u) , (3.68)
where, with S(u, u) ⊂ V∗, we denote
V (u, u) = J (−)(S(u, u)) ∩ V∗ ,
Q˜1(u, u) ≡
∫
C(u)∩V (u,u)
|u|5+γQ(LˆT R˜)(K¯, K¯, K¯, e4)
+
∫
C(u)∩V (u,u)
|u|5+γQ(LˆOR˜)(K¯, K¯, T, e4)
Q˜2(u, u) ≡
∫
C(u)∩V (u,u)
|u|5+γQ(LˆOLˆT R˜)(K¯, K¯, K¯, e4)
+
∫
C(u)∩V (u,u)
|u|5+γQ(Lˆ2OR˜)(K¯, K¯, T, e4) (3.69)
+
∫
C(u)∩V (u,u)
|u|5+γQ(LˆSLˆT R˜)(K¯, K¯, K¯, e4)
Q˜(q)(u, u) ≡
q−1∑
i=2
{∫
C(u)∩V (u,u)
|u|5+γQ(LˆT LˆiOR˜)(K¯, K¯, K¯, e4)
+
∫
C(u)∩V (u,u)
|u|5+γQ(Lˆi+1O R˜)(K¯, K¯, T, e4) (3.70)
+
∫
C(u)∩V (u,u)
|u|5+γQ(LˆSLˆT Lˆi−1O R˜)(K¯, K¯, K¯, e4)
}
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Q˜1(u, u) ≡
∫
C(u)∩V (u,u)
|u|5+γQ(LˆT R˜)(K¯, K¯, K¯, e3)
+
∫
C(u)∩V (u,u)
|u|5+γQ(LˆOR˜)(K¯, K¯, T, e3) ,
Q˜2(u, u) ≡
∫
C(u)∩V (u,u)
|u|5+γQ(LˆOLˆT R˜)(K¯, K¯, K¯, e3)
+
∫
C(u)∩V (u,u)
|u|5+γQ(Lˆ2OR˜)(K¯, K¯, T, e3) (3.71)
+
∫
C(u)∩V (u,u)
|u|5+γQ(LˆSLˆT R˜)(K¯, K¯, K¯, e3)
Q˜(q)(u, u) ≡
q−1∑
i=2
{∫
C(λ)∩V (λ,ν)
|u|5+γQ(LˆT LˆiOR˜)(K¯, K¯, K¯, e3)
+
∫
C(u)∩V (u,u)
|u|5+γQ(Lˆi+1O R˜)(K¯, K¯, T0, e3) (3.72)
+
∫
C(u)∩V (u,u)
|u|5+γQ(LˆSLˆT0 Lˆ
i−1
O R˜)(K¯, K¯, K¯, e3)
}
.
and
Q˜1(Σ0) ≡
∫
Σ0∩V∗
|u|5+γQ(LˆT R˜)(K¯, K¯, K¯, T )
+
∫
Σ0∩V∗
|u|5+γQ(LˆOR˜)(K¯, K¯, T, T ) (3.73)
Q˜2(Σ0) ≡
∫
Σ0∩V∗
|u|5+γQ(LˆOLˆT R˜)(K¯, K¯, K¯, T )
+
∫
Σ0∩V∗
|u|5+γQ(Lˆ2OR˜)(K¯, K¯, T, T )
+
∫
Σ0∩V∗
|u|5+γQ(LˆSLˆT R˜)(K¯, K¯, K¯, T ) . (3.74)
q−1∑
i=2
Q˜(q)(Σ0) ≡
q−1∑
i=2
{∫
Σ0∩V∗
|u|5+γQ(LˆT LˆiOR˜)(K¯, K¯, K¯, T )
+
∫
Σ0∩V∗
|λ|5+γQ(Lˆi+1O R˜)(K¯, K¯, T, T ) (3.75)
+
∫
Σ0∩V∗
|λ|5+γQ(LˆSLˆT Lˆi−1O R˜)(K¯, K¯, K¯, T )
}
We also introduce the following quantity:
Q˜V∗ ≡ sup
{u,u|S(u,u)⊆V∗}
{Q˜(u, u) + Q˜(u, u)} . (3.76)
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The initial conditions have to be be chosen in such a way that the Q˜, Q˜ norms
are bounded on Σ0,
Q˜1(Σ0) + Q˜2(Σ0) +
q−1∑
i=2
Q˜(q)(Σ0) ≤ ε2 . (3.77)
Let us discuss the main differences between these norms and the similar norms
defined in [Kl-Ni1], Chapter 3:
i) First of all in these Q˜ norms a term associated to ρ(R˜) is not present,
differently from the definitions in [Kl-Ni1].
ii) The second fundamental difference is that we are considering these norms
not associated to the Riemann tensor R, but to the Weyl tensor R˜ = LˆT0R
which can be interpreted as the “time derivative” of R; this is one of the steps, as
discussed in the introduction, required to separate the Kerr part of the Riemann
tensor from the whole Riemann tensor.
iii) The third difference is that the weights of these Q˜ norms have an extra
decay factor, |u|5+γ , with γ > 0. This factor has the effect, in a complicated
way shown in the following lemmas, of giving a better decay for the various null
components of LˆT0R . This better decay is required for two reasons, the first
one is to guarantee that the decay of Riemann tensor be in agreement with the
“peeling decay”, this requires the exponent 5+γ, and the second one that it has
to allow to recover the decay of the Riemann tensor by “time integration”.25
The central point in the definition of these Q˜ norms is that the exponent 5 + γ
is chosen in such a way that, once we prove that these norms are bounded in V∗,
which depends only on the assumption thatM/R0 be sufficiently small, then the
null components of LˆT0R, α, β, ... decay with an exponent 5+ ǫ2 , 4+ ǫ2 , 3+ ǫ2 , ....
depending on the null components we are considering where
ǫ = γ . (3.78)
Let us also observe that assigned a value for γ in the Q˜ norms if the Q˜|Σ0
norms are bounded then the Riemann components on Σ0 have to decay with an
ǫˆ > γ which implies that the correction of the metric components have to decay
on Σ0 toward spacelike infinity as O(r
−(3+ ǫˆ2 )).
On the other side starting from the Q˜ norm with a weight |u|5+γ it follows that
the sup norm estimates for the Riemann components have the same factor γ
implying that there is a loss of decay going from the initial data decay to the
decay of the Riemann components in the whole V∗ and , therefore, on the whole
spacetime. Finally the connection coefficients satisfy the structure equations
which depend on the Riemann tensor so that the exponent factor δ must be
equal to γ/2, see later on, and δ must coincide with the exponent ǫ/2 introduced
in lemmas 3.2, 3.3, 3.7. In conclusion in the bootstrap assumptions for the δO
norms we choose γ = 2δ = ǫ ∈ (0, ǫˆ).
25To perform the “time integration” the exponent could be less the 5+γ if we do not require
the peeling decay.
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iv) The last important observation is that in the definition of R˜ = LˆT0R the
vector field T0 is
T0 =
Ω
2
(e3 + e4)−
X(Kerr) +X
2
. (3.79)
T0 is a “nearly” Killing vector field if the corrections to the Kerr metric are
small and equal to ∂∂t in Kerr spacetime. Viceversa in the Q˜ norms definition
T =
Ω
2
(e3 + e4) (3.80)
is one of the vector fields saturating the Bel-Robinson tensor and also appearing
in the various Lie derivatives of R˜. The reason for the use of both T and T0
is that to go back from R˜ to the “time derivatives” of the components of R
controlling both the norm smallness and the ”peeling decay” we need T0 which
is nearly a Killing vector field. Viceversa to obtain from the control of the
Q˜ norms the control of the null components norms of R˜ it is crucial, to have
their integrands made by positive terms which requires to use the vector field
T = Ω2 (e3 + e4).
3.3.3 II step: the estimate of ρ(R˜) and of Q˜ in V∗.
We prove the following theorem
Theorem 3.2. Assume in V∗ the bootstrap assumptions 2.53, 2.56, assume that
on Σ0 the initial data are such that
sup
Σ0/BR0
|r6+ ǫ2 ρ(R˜)| ≤ ε; Q˜Σ0 ≤ ε2 (3.81)
then in V∗ the following estimates hold,
sup
V∗
|r3|u|3+ ǫ2 ρ(R˜)| ≤ c
1
2
1
(
ε+
(
M
R0
)1
2
ǫ0
)
; Q˜ ≤ c1
(
ε2 +
M
R0
ǫ20
)
(3.82)
where c is an adimensional constant independent from M .
Proof: The proof follows the lines of the analogous proof in [Ni2], therefore it
uses a bootstrap inside the region V∗. The rationale for it is the following: to
prove the estimate for ρ(R˜) we need to control the other null components of R˜.
These are controlled in terms of the Q˜ norms which at their turn require, to be
controlled, an estimate for ρ(R˜).26
26The bootstrap we use here is different from the bootstrap we need to extend the region
V∗, in fact the main bootstrap assumptions refer to the null components of δR = R−R(Kerr)
and not to those of R˜ = LˆT0R .
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Let V∗ = J
(−)(S(u(R0), u∗)), let us define V˜ ⊂ V∗ = J (−)(S(u(R0), u˜)) and
u˜ ≤ u∗ the largest value of the affine variable u such that in V˜ the following
estimates hold:27
sup
V˜
|r3|u|3+ ǫ2 ρ(R˜)| ≤ c
1
2
1
(
ε+
(
M
R0
)1
2
ǫ0
)
; Q˜ ≤ c1
(
ε2 +
M
R0
ǫ20
)
(3.83)
with c1 > 1. Writing the transport equation for r
3ρ(R˜) we obtain,28 (all the
Riemann null components refer to R˜ = LˆT0R),
d
dλ
(r3ρ) =
r3
|S(λ, ν)|
∫
S(λ,ν)
1
2
(Ωtrχ− Ωtrχ)(ρ− ρ)
+
r3
|S(λ, ν)|
∫
S(λ,ν)
Ω
(
−div/ β − 2η · β − 1
2
χˆ · α+ ζ · β
)
=
1
|S(λ, ν)|
∫
S(λ,ν)
[
(Ωtrχ− Ωtrχ)
2
r3(ρ− ρ) + Ωr3
(
div/ Ω · β − 2η · β − 1
2
χˆ · α+ ζ · β
)]
Therefore
d
dλ
(r3ρ) =
1
|S(λ, ν)|
∫
S(λ,ν)
G
where
G ≡
[
(Ωtrχ− Ωtrχ)
2
r3(ρ− ρ) + Ωr3
(
div/ Ω · β − 2η · β − 1
2
χˆ · α+ ζ · β
)]
(3.84)
Integrating along the incoming cones we obtain
|r3ρ|(u, u) ≤ |r3ρ|(u0, u) +
∫ u
u0
|r3G|(u′, u) (3.85)
Using the sup norms estimates for the connection coefficients, easily derived
from 2.50, 2.51, 2.52 and the bootstrap assumptions 2.53, we have, recalling
that in the external region |u| ≤ r,
|r3G| ≤ c
(
M2
r2|u| |r
3(ρ− ρ)|+ M
2
r2|u| |r
2|u|β|+ M
2
r2|u| |r|u|
2α|p,S
)
(3.86)
≤ c
(
M2
r2|u|4+ ǫ2 |r
3|u|3+ ǫ2 (ρ− ρ)|+ M
2
r2|u|4+ ǫ2 |r
2|u|4+ ǫ2β|+ M
2
r2|u|4+ ǫ2 |r|u|
5+ ǫ2α|
)
where the norms of the R˜ null Riemann components in 3.86 can all be bounded
by the Q˜ 12 quantity,29 which, at its turn, is bounded by c
1
2
1
(
ε+
(
M
R0
)1
2
ǫ0
)
.
27u(R0) is the value of u|Σ0 = r∗ associated to r = R0.
28The derivation of this equation is in [Kl-Ni1], Chapter 5.
29Recall that as we said in the previous step the exponent |γ| and the initial data have
been chosen exactly in the way to have these R˜ null Riemann components bounded by Q˜
1
2
quantities.
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Therefore we have
|r3|u|3+ ǫ2 ρ|(u, u)≤
(
|r6+ ǫ2 ρ|(u0, u) + cM
2
R20
Q˜ 12
)
≤
(
ε+ c
M2
R20
c
1
2
1
(
ε+
(
M
R0
)1
2
ǫ0
))
≤ c
(
1 +
M2
R20
c
1
2
1
)
ε+ cc
1
2
1
(
M
R0
)5
2
ǫ0 < c
1
2
1
(
ε+
(
M
R0
)1
2
ǫ0
)
(3.87)
provided ε and M/R0 have been chosen sufficiently small and c1 > c
2, so that(
1 + c
M2
R20
c
1
2
1
)
< c
1
2
1 , c
(
M
R0
)2
< 1 . (3.88)
The control of the Q˜ norms in V∗ . We are left to prove that in V˜ the
second condition of 3.83
Q˜ ≤ c1
(
ε2 +
M
R0
ǫ20
)
,
can be improved. This requires the estimate of the error E˜ = Q˜ − Q˜Σ0 . The
estimate of the error proceeds basically as in [Kl-Ni1], the main differences being
that we are considering R˜ instead of R and that in the definition of the Q˜ norms
there are extra weight factors. Let us examine some terms.
Let the Q˜ terms be the analogous of the Q terms defined in [Kl-Ni1], Chapter
3, with the extra decay factor, |u|5+γ .
Let V ⊂ V˜ and consider one of the terms in ∫
V(u,u)
|DivQ˜(LˆOR˜)βγδ(KβKγT δ)|
namely the first term of∫
V(u,u)
τ4+|u|5+γD(O, R˜)444 =
1
2
∫
V(u,u)
τ4+|u|5+γα(LˆOR˜) ·Θ(O, R˜)
−
∫
V(u,u)
τ4+|u|5+γβ(LˆOR˜) · Ξ(O, R˜) (3.89)
We have∣∣∣∣ ∫
V(u,u)
τ4+|u|5+γα(LˆOR˜) ·Θ(O, R˜)
∣∣∣∣
≤
(
sup
V
∫
C(u′;[u0,u])
u′4|u|5+γ |α(LˆOR˜)|2
) 1
2∫ u
u0
du′
(∫
C(u′;[u0,u])
u′4|u|5+γ |Θ(O, R˜)|2
) 1
2
≤ cQ˜ 12V
∫ u
u0
du′
3∑
i=0
(∫
C(u′;[u0,u])
u′4|u|5+γ |Θ(i)(O, R˜)|2
) 1
2
(3.90)
The part with i = 0 describes a term which is not present in the error estimate in
[Kl-Ni1], the reason being that in that case the Riemann tensor Rµνρσ satisfied
the Bianchi equation DµRµνρσ = 0, while here
DµLT0Rµνρσ 6= 0 .
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We treat this term separately later on. Let us consider now the part with i = 1,
|E˜ | ≤ cQ˜
1
2
V
∫ u
u0
du′
(∫
C(u′;[u0,u])
u′4|u|5+γ |Θ(1)(O, R˜)|2
) 1
2
≤ cQ˜
1
2
V

∫ u
u0
du′
(∫
C(u′;[u0,u])
u′4|u|5+γ |(O)π|2|∇/α(R˜)|2
) 1
2
+ · · ··

≤ cQ˜
1
2
V
∫ u
u0
du′
(∫
C(u′;[u0,u])
u′4|u|5+γ |(O)π|2|∇/α(R˜)|2
) 1
2
+ · · ·
≤ cQ˜
1
2
V
∫ u
u0
du′
(∫
C(u′;[u0,u])
u′2|u|5+γ |(O)π|2|α(LˆOR˜)|2
) 1
2
≤ cQ˜V
∫ u
u0
du′ sup
V
1
r
|(O)π| ≤ cQ˜V
∫ u
u0
du′ sup
V
1
r2|u| |r|u|
(O)π|
≤ cQ˜V 1
R2−0
(∫ u
u0
du′
1
|u′|1+
)
sup
V
|r|u|(O)π|
Observe that (by dimensional reasons) in Kerr we have 30
|r2(O)π(Kerr)| ≤ O(aM) ≤ O(M2) ,
and the bootstrap assumptions imply analogous estimates in V˜ ,
|r|u|(O)π| ≤ O(aM) ≤ O(M2) . (3.91)
Substituting in the previous expression we have
|E˜ | ≤ cQ˜V 1
R20
M2 ≤ cM
2
R20
Q˜V . (3.92)
Assuming for a moment that this is the only error contribution it would follow
that, if
M2
R20
<< 1 (3.93)
then
Q˜V ≤ c
1− cM2
R20
Q˜Σ0 ≤ cQ˜Σ0 ≤ cε2 . (3.94)
30There are no terms proportional to
O(M)
r
as the Schwarzschild spacetime is spherical
symmetric.
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We look now at the term with i = 0, absent in [Kl-Ni1], that is to the error
contribution proportional to
Q˜
1
2
V
∫ u
u0
du′
(∫
C(u′;[u0,u])
u′4|u|5+γ |Θ(0)(O, R˜)|2
) 1
2
. (3.95)
This term arises from the first term of
Dα(LˆOR˜)βγδ = Dα(LˆOLˆT0R)βγδ = LˆODα(LˆT0R)βγδ +
3∑
i=1
J i(O; R˜)βγδ . (3.96)
As, see [Kl-Ni1], Chapter 6, eqs.(6.1.6)
LˆODα(LˆT0R) = LˆOJ(T0, R) = LˆO(J1(T0, R) + J2(T0, R) + J3(T0, R)) (3.97)
the term we have to estimate is
Q˜
1
2
V
∫ u
u0
du′
(∫
C(u′;[u0,u])
u′4|u|5+γ |LˆOJ(T0, R)|2
) 1
2
. (3.98)
This term has to be estimated in a different way from the previous ones as it
cannot be bounded in terms of the Q˜, in fact it depends on R instead than on
R˜. It is easy to recognize that all the terms in which we can decompose J(T0, R)
can be estimated in the same way, apart from J0, therefore we consider only
J1(T0, R) and again all the various terms which compose it can be estimated in
the same way, see [Kl-Ni1] pages 245-247. They all have the structure
(T0)πDR+ (T0)π
R
r
(3.99)
and recalling that T0 is nearly Killing it follows that the norm of the generic
term of LˆOJ1(T0, R) can be estimated in the following way, neglecting for the
moment which norm we are considering and, for simplicity considering all these
norms being sup norms. Therefore, with σ > 0,
|LˆOJ1(T0, R)| ≤ |(T0)π||DR| ≤ ǫ0
r2|u|2+δ
M
r4
≤ c ǫ0
r5|u|2+δ+σ
M
R1−σ0
, (3.100)
remembering that Lˆ0 does not improve the decay. Substituting this estimate in
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3.98 we obtain
Q˜
1
2
V
∫ u
u0
du′
(∫
C(u′;[u0,u])
u′4|u|5+γ |LˆOJ(T0, R)|2
) 1
2
≤ cQ˜
1
2
V ǫ0
M
R1−σ0
∫ u
u0
du′
(∫
C(u′;[u0,u])
u′4|u|5+γ 1
r10+2σ|u|4+2δ+2σ
) 1
2
≤ cQ˜
1
2
V ǫ0
M
R1−σ0
∫ u
u0
du′
(∫ ∞
|u|′
drr6|u′|5+γ 1
r10+2σ |u′|4+2δ+2σ
) 1
2
≤ cQ˜
1
2
V ǫ0
M
R1−σ0
∫ u
u0
du′|u′| 12+ γ2−δ
(∫ ∞
|u|′
dr
1
r4+2σ
) 1
2
(3.101)
Let us choose now γ and δ such that31
δ ≥ γ
2
(3.102)
then the last integral can be estimated in the following way:
Q˜
1
2
V
∫ u
u0
du′
(∫
C(u′;[u0,u])
u′4|u|5+γ |LˆOJ(T0, R)|2
) 1
2
≤ cQ˜
1
2
V ǫ0
M
R1−σ0
∫ u
u0
du′|u′| 12 1|u′| 32+σ ≤ cQ˜
1
2
V ǫ0
M
R0
≤ c
(
Q˜V M
R0
+ ǫ20
M
R0
)
. (3.103)
If this were the only error term we would write
|E˜ | ≤ c
(
Q˜V M
R0
+ ǫ20
M
R0
)
(3.104)
and
Q˜V ≤ Q˜Σ0 + c
M
R0
Q˜V + cM
R0
ǫ20 (3.105)
implying
Q˜V ≤ 1
1− cMR0
Q˜Σ0 +
c(
1− cMR0
) M
R0
ǫ20 <
c1
2
(
ε2 +
M
R0
ǫ20
)
(3.106)
choosing c1 appropriately. To complete the proof we consider some other rele-
vant terms of the error. More specifically we estimate the part of the error:∫
V(u,u)
|DivQ˜(LˆT R˜)βγδ(KβKγKδ)| .
31To complete the bootstrap procedure we have to require the equal sign, see subsubsection
3.4.2 .
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Let us consider one of the term associated to
∫
V(u,u)
|DivQ˜(LˆT R˜)βγδ(KβKγKδ)|
namely the first term of∫
V(u,u)
τ6+|u|5+γD(T, R˜)444 =
1
2
∫
V(u,u)
τ6+|u|5+γα(LˆT R˜) ·Θ(T, R˜)
−
∫
V(u,u)
τ6+|u|5+γβ(LˆT R˜) · Ξ(T, R˜) (3.107)
Looking at the first term in the r.h.s. we have∣∣∣∣ ∫
V(u,u)
τ6+|u|5+γα(LˆT R˜) ·Θ(T, R˜)
∣∣∣∣
≤
(
sup
V
∫
C(u′;[u0,u])
u′6|u|5+γ |α(LˆT R˜)|2
) 1
2∫ u
u0
du′
(∫
C(u′;[u0,u])
u′6|u|5+γ |Θ(T, R˜)|2
) 1
2
≤ cQ˜
1
2
V
∫ u
u0
du′
3∑
i=1
(∫
C(u′;[u0,u])
u′6|u|5+γ |Θ(i)(T, R˜)|2
) 1
2
. (3.108)
Let us consider the term with i = 1,
|E˜ | ≤ cQ˜
1
2
V
∫ u
u0
du′
(∫
C(u′;[u0,u])
u′6|u|5+γ |Θ(1)(T, R˜)|2
) 1
2
≤ cQ˜
1
2
V

∫ u
u0
du′
(∫
C(u′;[u0,u])
u′6|u|5+γ |(T )π|2|∇/α(R˜)|2
) 1
2
+ · · ··

≤ cQ˜ 12V
∫ u
u0
du′
(∫
C(u′;[u0,u])
u′6|u|5+γ |(T )π|2|∇/α(R˜)|2
) 1
2
+ · · ·
≤ cQ˜
1
2
V
∫ u
u0
du′
(∫
C(u′;[u0,u])
u′4|u|5+γ |(T )π|2|α(LˆOR˜)|2
) 1
2
≤ cQ˜V
∫ u
u0
du′ sup
V
(T )π| ≤ cQ˜V
∫ u
u0
du′ sup
V
1
r2
|r2(T )π|
≤ cQ˜V
(∫ u
u0
du′
1
|u′|3
)
sup
V
|r2|u|(T )π| ≤ cQ˜V supV |r
2|u|(T )π|
R20
Recalling that (T )π is not zero in Kerr spacetime, but, see Lemma 6.3, satisfies
the inequality
sup
V
|r3(T )π| ≤ O(M2) ,
we have the following “dimensional estimate” in V∗
sup
V
|r2|u|(T )π| ≤ O(M2) ,
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which substituted in the previous expression gives
|E˜ | ≤ cM
2
R20
Q˜V (3.109)
which again will require, to prove Theorem 3.2, that
c
M2
R20
< 1 .
Let us look now to some other terms of the error involving the estimate of ρ(R˜)
which have to be treated differently. We look again at the error term∫
V(u,u)
τ6+|u|5+α(LˆT R˜) ·Θ(T, R˜)
and from Θ(T, R˜) we pick the term trχ (T )jρ(R˜), therefore the term we are going
to estimate is∫
V(u,u)
τ6+|u|5+γα(LˆT R˜)trχ(T )jρ(R˜) ≤ cQ˜
1
2
V
∫ u
u0
du′
(∫
C
τ6+|u|5+γtrχ2|(T )i|2ρ(R˜)2
) 1
2
≤ cQ˜ 12
∫ u
u0
du′

∫ ∞
R0
drr8|u|5+γ 1
r2
(
M4
r4|u|2
)(
M
R0
)2 (ε+ (MR0)12ǫ0)2
r6|u′|6

1
2
≤ cQ˜
1
2
V
M3
R0
(
ε+
(
M
R0
)1
2
ǫ0
)∫ u
u0
du′
(∫ ∞
R0
dr
r8|u|5+γ
r12|u′|8
) 1
2
≤ cQ˜
1
2
V
M3
R0
(
ε+
(
M
R0
)1
2
ǫ0
)∫ u
u0
du′
1
|u′| 32
(∫ ∞
R0
dr
1
r4
) 1
2
≤ cQ˜
1
2
V
M3
R30
(
ε+
(
M
R0
)1
2
ǫ0
)
≤ cM
6
R60
Q˜V + cε2 (3.110)
in agreement with the result we want to obtain if
c
M6
R60
< 1 . (3.111)
Remark: An important remark is needed here: the estimates discussed here
for some of the error terms we have to control to prove the boundedness of the
Q˜ norms, are far from giving a complete proof of the result; in fact the error
term is made by a very large number of integrals, of the order of one hundred,
and their complete estimates would take a large number of pages. On the other
side these estimates have been done in a very complete way for the Q norms
in [Kl-Ni1], Chapter 6, and what we want to show here is that, apart some
differences explicitely examinated, the way of controlling the present error terms
follows exactly the same pattern and therefore its proof is just a consequence of
the proof given there.
37
3.3.4 III step: the control of the δR norms
In the previous step we have proved that in V∗ the following estimates hold
sup
V∗
|r3|u|3+ ǫ2 ρ(R˜)| ≤ c
1
2
1
(
ε+
(
M
R0
)1
2
ǫ0
)
; Q˜ ≤ c1
(
ε2 +
M
R0
ǫ20
)
. (3.112)
In this third step using the estimates proved in Theorem 3.2 we prove estimates
2.56 for all the null components of the correction to the Riemann tensor δR =
R−R(Kerr).
Theorem 3.3. Assume that in V∗ the estimates 2.53 and 2.56 hold, then, in
V∗, we have:
δR ≤ ǫ0
2
. (3.113)
Proof: The proof goes basically as in [Ni2]. We repeat here the main steps
to show in detail how that the various norms are bounded. Let us present the
various lemmas which prove the theorem.
Remark: In the following lemmas 3.1,...,3.8 we prove the estimates for the
sup norms of the null components of δR. To complete the bootstrap we need
analogous estimates for their derivatives up to l = q − 1. Again, apart from
notational complications, the more delicate part is the control of the non derived
components. The remaining estimates are just a repetition and follow the pattern
explicitely written in [Kl-Ni1] .
Lemma 3.1. Assuming the estimates 2.53 and the condition
M
R0
<< 1 (3.114)
it follows that the various null components of R˜ = LˆT0R satisfy the following
inequalities with an “independent” constant c2 > c1 and ǫ = γ,
sup
K
r
7
2 |u| 52+ ǫ2 |α(LˆT0R)| ≤ c2
(
ε+
ǫ0
N0
)
sup
K
r
7
2 |u| 52+ ǫ2 |β(LˆT0R)| ≤ c2
(
ε+
ǫ0
N0
)
sup
K
r3|u|3+ ǫ2 |ρ(LˆT0R)− ρ(LˆT0R)| ≤ c2
(
ε+
ǫ0
N0
)
(3.115)
sup
K
r3|u|3+ ǫ2 |σ(LˆT0R)− σ(LˆT0R)| ≤ c2
(
ε+
ǫ0
N0
)
sup
K
r2|u|4+ ǫ2 |β(LˆT0R)| ≤ c2
(
ε+
ǫ0
N0
)
sup
K
r|u|5+ ǫ2 |α(LˆT0R)| ≤ c2
(
ε+
ǫ0
N0
)
.
38
Proof: Under the estimates 2.53 and the condition
M
R0
<
1
N20
<< 1
with N0 integer, we proved in Theorem 3.2 the inequalities
Q˜ ≤ c1
(
ε2 +
M
R0
ǫ20
)
≤ c1
(
ε2 +
ǫ20
N20
)
≤ c1
(
ε+
ǫ0
N0
)2
sup
V∗
|r3|u|3+ ǫ2 ρ(R˜)| ≤ c
1
2
1
(
ε+
(
M
R0
)1
2
ǫ0
)
≤ c
1
2
1
(
ε+
ǫ0
N0
)
(3.116)
From it proceeding as in Chapter 5 of [Kl-Ni1] the thesis follows.
Remark: Observe that to get from the Q˜ norms the estimates for the null
components of the LˆT0R tensor we have to use the Bianchi equations, this re-
quires the control of the connection coefficients op to fourth order derivatives as
requires in the bootstrap assumptions.
Next lemma shows that integrating along the incoming cones in V∗ we can
transform the decay in |u| proved in the previous lemma in a better decay in r.
Lemma 3.2. From the results of Lemma 3.1, using the assumptions 2.53 and
also the condition
κ
M
R0
≤ 1 , (3.117)
the following estimates hold:
sup
V∗
r5|u|1+ ǫ2 |α(LˆT0R)| ≤ c˜4
(
ε+
ǫ0
N0
)
sup
V∗
r4|u|2+ ǫ2 |β(LˆT0R)| ≤ c˜3
(
ε+
ǫ0
N0
)
sup
V∗
r3|u|3+ ǫ2 |ρ(LˆT0R)− ρ(LˆT0R)| ≤ c3
(
ε+
ǫ0
N0
)
sup
V∗
r3|u|3+ ǫ2 |σ(LˆT0R)− σ(LˆT0R)| ≤ c3
(
ε+
ǫ0
N0
)
sup
V∗
r2|u|4+ ǫ2 β(LˆT0R) ≤ c3
(
ε+
ǫ0
N0
)
sup
V∗
r|u|5+ ǫ2 |α(LˆT0R)| ≤ c3
(
ε+
ǫ0
N0
)
. (3.118)
with an “independent” constant c3 > c2 > c1 > c0, and c˜3, c˜4 satisfying
c˜3 ≥ c(1 + c′′ + c′′′ + c′′′′) (3.119)
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where, as usual with c we indicate a generic constant > 1, independent from the
remaining parameters which can be different in different inequalities, c′′, c′′′, c′′′′
satisfy
c′′′ ≥ cκM
2
R20
(
c2 + c0
M
R0
)
, c′′′′ ≥ cc2κM
2
R20
(3.120)
c˜4 ≥ c(1 + c4) (3.121)
and
c4 ≥ c˜3
(
1 + κ
M2
R20
)
+ κc
1
2
1
M2
R20
. (3.122)
Proof: This Lemma is basically Theorem 2.3 of [Ni2]. As it is one of the central
step of the whole result we repeat its proof here.
Proof of the second line of 3.118:
From the Bianchi equations, see (3.2.8) of [Kl-Ni1], it follows that β = β(LˆT0R)
satisfies, along the incoming null hypersurface C(ν), the evolution equation
D/ 3β + trχβ = ∇/ ρ+
[
2ωβ + ⋆∇/ σ + 2χˆ · β + 3(ηρ+ ⋆ησ)] (3.123)
which can be rewritten as 32
∂βa
∂λ
+Ωtrχβa = 2Ωωβa +Ω
[∇/ aρ+ ⋆∇/ aσ + 2(χˆ · β)a + 3(ηρ+ ⋆ησ)a] (3.124)
where 33 all the null Riemann components refer to R˜ = LˆT0R. From this equa-
tion, see Chapter 4 of [Kl-Ni1], we obtain the following inequality,
d
dλ
|r(2− 2p )β|p,S ≤ ||2Ωω − (1− 1/p)(Ωtrχ− Ωtrχ)||∞|r(2−
2
p
)β|p,S (3.125)
+ ‖Ω‖∞
(
|r(2− 2p )∇/ ρ|p,S + 3|r(2−
2
p
)ηρ|p,S + |r(2−
2
p
)F˜ |p,S
)
,
where F˜ (·) = 2χˆ·β+(⋆∇/ σ+3⋆ησ).34 Integrating along C(ν), with λ1=u|C(ν)∩Σ0 ,
we obtain
|r(2− 2p )β|p,S(λ, ν) ≤ |r(2−
2
p
)β|p,S(λ1)
+
∫ λ
λ1
||2Ωω − (1 − 1/p)(Ωtrχ− Ωtrχ)||∞|r(2−
2
p
)β|p,S(λ′, ν)
+ ‖Ω‖∞
(∫ λ
λ1
|r(2− 2p )∇/ ρ|p,S+3
∫ λ
λ1
|r(2− 2p )ηρ|p,S+1
2
∫ λ
λ1
|r(2− 2p )F˜ |p,S
)
.
32Using a Fermi transported frame, see later for its definition and a discussion on it. Observe
that βa = β(LˆT0 )(ea) and the same for the remaining Riemann components.
33All the notations used in this paper without an explicit definition are those already intro-
duced in [Kl-Ni1]. The moving frame compatible with equation 3.124 is the Fermi transported
one, see the detailed discussion in [Kl-Ni1], Chapter 3.
34The term ⋆∇/ σ+3⋆ησ behaves as the term ∇/ aρ+3ηaρ and, therefore, we will not consider
it explicitely.
40
In V∗ the previous assumptions imply the following estimates:
‖r|λ|Ωω‖∞ ≤ κM and ‖r|λ|Ω(trχ− Ωtrχ)‖∞ ≤ κM .
Therefore we can apply the Gronwall’s Lemma obtaining:
|r2− 2p β|p,S(λ, ν) ≤ c
[
|r2− 2p β|p,S(λ1) + ‖Ω‖∞
(∫ λ
λ1
|r2− 2p∇/ ρ|p,S
+ 3
∫ λ
λ1
|r2− 2p ηρ|p,S + 1
2
∫ λ
λ1
|r2− 2p F˜ |p,S
)]
(3.126)
The constant c can be chosen as an “independent” constant for the following
reason: in this application of the Gronwall Lemma the constant c has to bound
the following exponent35
exp
{∫ ∞
λ1
κM
λ2
}
≤ exp kM
R0
therefore under the assumption of the lemma we can choose c ≥ e.
Recalling that from inequality 3.65 and the explicit expression of Ω(Kerr), ‖Ω‖∞ ≤
c. Multiplying both sides by r2|λ|2+ ǫ′′2 , with ǫ > ǫ′′ > 0, remembering that
r(λ, ν) < r(λ1, ν) and |λ| < |λ1|, we obtain
|r4− 2p |λ|2+ ǫ
′′
2 β|p,S(λ, ν) ≤ c
(
|r4− 2p |λ|2+ ǫ
′′
2 β|p,S(λ1) (3.127)
+
∫ λ
λ1
|r4− 2p |λ′|2+ ǫ
′′
2 ∇/ ρ|p,S+3
∫ λ
λ1
|r4− 2p |λ′|2+ ǫ
′′
2 ηρ|p,S+1
2
∫ λ
λ1
|r4− 2p |λ′|2+ ǫ
′′
2 F˜ |p,S
)
.
We examine the integrals in 3.127 .
a)
∫ λ
λ1
|r4− 2p |λ′|2+ ǫ′′2 ∇/ ρ(R˜)|p,S :
This first integral has the following estimate we prove in the appendix:
sup
K
∣∣r4− 2p |λ|3+ ǫ2∇/ ρ(R˜)∣∣
p,S
≤ c′
(
ε+
ǫ0
N0
)
. (3.128)
Therefore∫ λ
λ1
|r4− 2p |λ′|2+ ǫ
′′
2 ∇/ ρ(R˜)|p,S ≤ c′
(
ε+
ǫ0
N0
)∫ λ
λ1
1
|λ′|1+ ǫ−ǫ′′2
≤ c′′
(
ε+
ǫ0
N0
)
1
|λ| ǫ−ǫ′′2
. (3.129)
35This estimate could be significantly improved.
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b)
∫ λ
λ1
|r4− 2p |λ′|2+ ǫ′′2 ηρ|p,S : Recalling assumption 2.53, η satisfies
|r2−2/p|λ|η|p,S(λ, ν) ≤ κM2 , p ∈ [2,∞] . (3.130)
Using the previous estimate for ρ(R˜) in V∗ and the results of the previous lemma
we can conclude that
sup
V∗
∣∣∣r3|λ|3+ ǫ2 ρ(R˜)∣∣∣ ≤ (c2 + c0M
R0
)(
ε+
ǫ0
N0
)
;
it follows immediately∫ λ
λ1
|r4− 2p |λ′|2+ ǫ
′′
2 ηρ|p,S ≤ κM2
(
c2 + c0
M
R0
)(
ε+
ǫ0
N0
)
·
∫ λ
λ1
1
r|λ′|2+ ǫ−ǫ′′2
≤ cκ M
2
R20|λ|
ǫ−ǫ′′
2
(
c2 + c0
M
R0
)(
ε+
ǫ0
N0
)
≤ cκM
2
R20
(
c2 + c0
M
R0
)(
ε+
ǫ0
N0
)
1
|λ| ǫ−ǫ′′2
≤ c′′′
(
ε+
ǫ0
N0
)
1
|λ| ǫ−ǫ′′2
with
c′′′ ≥ cκM
2
R20
(
c2 + c0
M
R0
)
. (3.131)
c)
∫ λ
λ1
|r4− 2p |λ′|2+ ǫ′′2 F˜ |S,p :
From the expression F˜ (·) = ⋆∇/ σ + 3⋆ησ + 2χˆ · β and the previous remark con-
cerning ⋆∇/ σ + 3⋆ησ, we are left to prove thatOboosestwithdec∫ λ
λ1
|r4− 2p |λ′|2+ ǫ
′′
2 χˆβ|p,S ≤ c (3.132)
This is easy, as, from the estimates 3.115 and 2.53, we have
sup
V∗
|r2|λ|4+ ǫ2β| ≤ c2
(
ε+
ǫ0
N0
)
, sup
V∗
||λ|r2−2/pχˆ|p,S ≤ κM2 p ∈ [2,∞] . (3.133)
Therefore ∫ λ
λ1
|r4− 2p |λ′|2+ ǫ
′′
2 F˜ |p,S ≤ c2
(
ε+
ǫ0
N0
)
κM2
∫ λ
λ1
1
|λ′|3+ ǫ−ǫ′′2
≤ cc2
(
ε+
ǫ0
N0
)
κ
M2
R20
1
|λ| ǫ−ǫ′′2
≤ c′′′′
(
ε+
ǫ0
N0
)
1
|λ| ǫ−ǫ′′2
(3.134)
with
c′′′′ ≥ cc2κM
2
R20
≥ cc2κM
2
R20
. (3.135)
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Collecting all these estimates for the integrals in 3.127 we infer that
|r4− 2p |λ|2+ ǫ
′′
2 β|p,S(λ, ν) (3.136)
≤ c
(
|r4− 2p |λ|2+ ǫ
′′
2 β|p,S(λ1) + (c′′ + c′′′ + c′′′′)
(
ε+
ǫ0
N0
)
1
|λ| ǫ−ǫ′′2
)
≤ c(1 + c′′ + c′′′ + c′′′′)
(
ε+
ǫ0
N0
)
1
|λ| ǫ−ǫ′′2
≤ c˜3
(
ε+
ǫ0
N0
)
1
|λ| ǫ−ǫ′′2
and finally
|r4− 2p |λ|2+ ǫ2β|p,S(λ, ν) ≤ c˜3
(
ε+
ǫ0
N0
)
(3.137)
where we used the initial data assumptions QΣ0 ≤ ε which implies, assuming
ǫ ≤ γ,
|r4− 2p |λ|2+ ǫ2 β|p,S(λ1, u = |λ1|) ≤ cε .
To prove the sup estimate in 3.118 we have to repeat for ∇/ β the previous
estimate for β. This requires the transport equation for ∇/ β along the C “cones”
which at its turn requires the control of an extra derivative for ρ and σ. This is
the reason why we need a greater regularity in the initial data which translates
in the introduction of Q norms with more Lie derivatives than in [Kl-Ni1]. We
do not write the proof here as it goes, with the obvious changes, exactly as for
the β estimate. Therefore we have proved the following inequality,
sup
K
r4|u|2+ ǫ2 |β(LˆTR)| ≤ c˜3
(
ε+
ǫ0
N0
)
(3.138)
with
c˜3 ≥ c(1 + c′′ + c′′′ + c′′′′) (3.139)
where, as usual with c we indicate a generic constant independent from the
remaining parameters which can be different in different inequalities, c′′′, c′′′′
satisfy
c′′′ ≥ cκM
2
R20
(
c2 + c0
M
R0
)
, c′′′′ ≥ cc2κM
2
R20
. (3.140)
Proof of the α estimate in 3.118: We look at the transport equation for
|r(1− 2p )α(LˆT0R)|p,S . From the evolution equation satified by α, see [Kl-Ni1],
Chapter 3, equation (3.2.8),
∂α
∂λ
+
1
2
Ωtrχα = 4Ωωα+Ω
[∇/ ⊗̂β + (−3(χˆρ+ ⋆χˆσ) + (ζ + 4η)⊗̂β)] ,
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it follows that we obtain the following inequality, see Chapter 4 of [Kl-Ni1],
d
dλ
|r(1− 2p )α|p,S ≤ ‖Ω‖∞
(
4p|ω|∞ +
(1
2
− 1
p
)|trχ− trχ|∞) |r(1− 2p )α|p,S
+ ‖Ω‖∞ 1
r4|λ|2+ ǫ2 ‖r
5|λ|2+ ǫ2∇/ β‖∞ + p‖rF‖∞ . (3.141)
where, recalling assumptions 2.53, rF = Ωr
(−3(χˆρ+ ⋆χˆσ) + (ζ + 4η)⊗̂β) sat-
isfies the following bound,
‖rF‖∞ ≤ cr‖Ω|∞‖χˆ‖∞ (‖ρ‖∞ + ‖σ‖∞) + cr(‖ζ‖∞ + ‖η‖∞)‖β‖∞
≤ cr
[
1
r5|λ|4+ ǫ2 ‖r
2|λ|χˆ‖∞‖r3|λ|3+ ǫ2 (ρ, σ)‖∞
+
1
r6|λ|3+ ǫ2
(
‖r2|λ|ζ‖∞ + ‖r2|λ|η‖∞
)
‖r4|λ|2+ ǫ2β‖∞
]
(3.142)
≤ c
[(
κM2c
1
2
1
(
ε+
ǫ0
N0
))
1
r4|λ|4+ ǫ2 + κM
2c˜3
(
ε+
ǫ0
N0
)
1
r5|λ|3+ ǫ2
)
.
Therefore
‖rF‖∞ ≤ c 1
r4|λ|1+ ǫ2
[(
κM2c
1
2
1
) 1
|λ|3 + κM
2c˜3
1
r|λ|2
](
ε+
ǫ0
N0
)
and the previous inequality becomes
d
dλ
|r(1− 2p )α|p,S ≤ ‖Ω‖∞
(
4p|ω|∞ +
(1
2
− 1
p
)|trχ− trχ|∞) |r(1− 2p )α|p,S
+‖Ω‖∞ 1
r4|λ|2+ ǫ2 ‖r
5|λ|2+ ǫ2∇/ β‖∞
+c
1
r4|λ|2+ ǫ2
[(
κM2c
1
2
1
) 1
|λ|2 + κM
2c˜3
1
r|λ|
](
ε+
ǫ0
N0
)
≤ cM
r|λ| |r
(1− 2
p
)α|p,S
+
1
r4|λ|2+ ǫ2
{
c˜3
(
ε+
ǫ0
N0
)
+
[(
κM2c
1
2
1
) 1
|λ|2 + κM
2c˜3
1
r|λ|
]}(
ε+
ǫ0
N0
)
≤ cM|λ|2 |r
(1− 2
p
)α|p,S + 1
r4|λ|2+ ǫ2
{
c˜3 + κc
1
2
1
M2
R20
+ c˜3κ
M2
R20
}(
ε+
ǫ0
N0
)
≤ cM|λ|2 |r
(1− 2
p
)α|p,S + c4
r4|λ|2+ ǫ2
(
ε+
ǫ0
N0
)
with
c4 ≥ c˜3
(
1 + κ
M2
R20
)
+ κc
1
2
1
M2
R20
. (3.143)
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Integrating along C(ν) we obtain
|r(1− 2p )α|p,S(λ, ν) ≤ c
(
|r(1− 2p )α|p,S(λ1, ν) + c4
r4|λ|1+ ǫ′′2
(
ε+
ǫ0
N0
))
(3.144)
where |λ1| = |uΣ0∩C(ν)| > R0 , and multiplying the inequality by r4|λ|1+
ǫ′′
2 with
ǫ′′ < ǫ, we obtain
|r(5− 2p )|λ|1+ ǫ
′′
2 α(LˆTR)|p,S(λ, ν) ≤ c
(
|r(5− 2p )|λ|1+ ǫ
′′
2 α(LˆTR)|p,S(λ1, ν) + c4
(
ε+
ǫ0
N0
)
1
|λ| ǫ−ǫ′′2
)
(3.145)
with c ≥ e and as
|r(1− 2p )α|p,S(λ1, ν) ≤ cε
r4|λ|1+ ǫ2 , (3.146)
we obtain
|r(5− 2p )|λ|1+ ǫ2α(LˆT0R)|p,S(λ, ν) ≤ c(1 + c4)
(
ε+
ǫ0
N0
)
≤ c˜4
(
ε+
ǫ0
N0
)
.(3.147)
Next Lemma allows us to go from the estimates of α(LˆT0R˜), ..... to the estimates
for α(LT0R˜), .....; it is (a simplified version of 36) Theorem 2.4 of [Ni2] which we
repeat here to control the size of the norms involved. To prove the next lemma
we have to use some norm estimates on the various components of the (T0)π
deformation tensor based on the δO bootstrap assumptions. Moreover in its
proof we have to estimate the norms of the Riemann tensor R = R(Kerr) + δR.
To control these norms we use the bootstrap assumptions for δR and we need
also the control of the various components of the Kerr part of the Riemann
tensor, which we discuss in the sequel.
3.3.5 The (T0)π deformation tensor estimates
As we said we need to control the norms of the null components of the (T0)π
deformation tensor, components which are identically zero in Kerr spacetime.
The control of these norms follows from the previous bootstrap assumptions in
V∗, 2.53. Under these assumptions we prove that these norms are bounded by
cǫ0, with ǫ0 > ε. More precisely we prove the following estimates
|r2|u|2+δ(T0)π(e3, e4)| ≤ cǫ0
|r2|u|2+δ(T0)π(e3, ea)| ≤ cǫ0
|r2|u|2+δ(T0)π(e4, ea)| ≤ cǫ0 (3.148)
|r2|u|2+δ(T0)π(ea, eb)| ≤ cǫ0
36The reason is that in V∗ the bootstrap assumptions are stronger than those which can be
done “ab initio” on the whole spacetime in [Ni2], see the initial discussion in the introduction
there.
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where the explicit expressions for the various null components are the following
ones
(T0)π(e3, e3) =
(T0)π(e4, e4) = 0
(T0)π(e3, e4) = 4(ω + ω)− (g(D3X, e4) + g(D4X, e3))
(T0)π(e3, ea) = 2Ωζ(ea)− g(D3X, ea)− g(DaX, e3) (3.149)
(T0)π(e4, ea) = −2Ωζ(ea)− g(D4X, ea)− g(DaX, e4)
(T0)π(ea, eb) = Ω(χ+ χ)(ea, eb)−
(
g(DaX, eb) + g(DbX, ea)
)
Observe that in the Kerr spacetime X(Kerr) = ωB
∂
∂φ and
(g(D3X, e4) + g(D4X, e3))
(Kerr)
= 0(
g(DλX, eλ) + g(DλX, eλ)
)(Kerr)
= 0(
g(DφX, eφ) + g(DφX, eφ)
)(Kerr)
= 0 (3.150)
Therefore we expect that it is possible to prove inequalities 3.148 assuming the
bootstrap assumptions 2.53. This will be shown in detail later one. Observe,
moreover, that this implies that the following combination of the connection
coefficients are identically zero in Kerr and, therefore, in the perturbed Kerr we
can assume they satisfy the following inequalities:
|r2|u|2+δ(ω + ω)| ≤ cǫ0 , |r2|u|2+δ(trχ+ trχ)| ≤ cǫ0 (3.151)
|r2|u|2+δ(χ+ χ)λλ| ≤ cǫ0 , |r2|u|2+δ(χ+ χ)φφ| ≤ cǫ0 .
Remark: The estimates of the (T0)π components are required to go from the
estimates of the LˆT0 components to those of the LT0 components and later on
to the the estimates of the ∂T0 components and finally of the δR ones. To prove
that they have the right smallness and the appropriate decay it is required that
we control the corrections of the connection coefficients δO. It is here that to
close the bootstrap mechanism we need the trasport equations for the δO parts
and this requires the cumbersome subtraction of the Kerr part from the transport
equations and the Hodge elliptic systems, we discuss in subsection 3.4.
3.3.6 The Riemann null components in the Kerr spacetime.
The “principal null directions” frame {l, n, e˜θ, e˜φ} defined, for instance, in Chan-
drasekar book, [Ch], is made by the following vector fields, where in the whole
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subsection r denotes the Boyer-Lindquist radial coordinate rb,
l =
r2 + a2
∆
∂
∂t
+
a
∆
∂
∂φ
+
∂
∂r
n =
∆
2Σ
(
r2 + a2
∆
∂
∂t
+
a
∆
∂
∂φ
− ∂
∂r
)
e˜θ =
1√
Σ
∂
∂θ
(3.152)
e˜φ =
1√
Σ
(
a sin θ
∂
∂t
+
1
sin θ
∂
∂φ
)
where l, n are the principal null directions and
∆ = r2 + a2 − 2Mr
Σ = r2 + a2 cos2 θ
ΣR2 = (r2 + a2)2 −∆a2 sin2 θ . (3.153)
As the Kerr spacetime is of type D, following the Petrov classification, in this
null frame where the null vector fields are the principal null directions, the only
null Riemann component are ρ and σ or, in the Newman-Penrose notations, Ψ2
and their explicit expression is
Ψ2 = ρ(R) + iσ(R) =
1
(r − i cos θ)3 =
1
r3
+ i
3a cos θ
r4
+O
(
1
r5
)
(3.154)
so that
ρ(R) =
1
r3
+O
(
1
r5
)
σ(R) =
3a cos θ
r4
+O
(
1
r6
)
. (3.155)
Beside the fact that our initial data are not exactly those of the Kerr spacetime
due to corrections δ(3)g and δk, one has to observe that the null orthonormal
frame we use is not the one associated to the principal null directions. Therefore,
in the frame proposed by Israel and Pretorius, see [Is-Pr], all the Riemann
components of the Kerr spacetime are different from zero. Recall that the frame
adapted to the double null foliation of V∗ is, see 2.37,
e
(Kerr)
4 = 2ΩL =
√
R2
∆
(
∂
∂u
+ ωB
∂
∂φ
)
e
(Kerr)
3 = 2ΩL =
√
R2
∆
(
− ∂
∂u
+ ωB
∂
∂φ
)
e
(Kerr)
λ =
R
L
∂
∂λ
, eφ =
1
R sin θ
∂
∂φ
.
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Its relation with the previous one is
e4 =
√
∆
2ΣR
[(
r2 + a2 +
RΣr
Q
)
l+
(
r2 + a2 − RΣr
Q
)
2Σ
∆
n− 2
√
Σa sin θe˜φ
]
e3 =
√
∆
2ΣR
[(
r2 + a2 − RΣr
Q
)
l+
(
r2 + a2 +
RΣr
Q
)
2Σ
∆
n− 2
√
Σa sin θe˜φ
]
eλ =
Q√
ΣR
e˜θ − ∆P
2ΣR
(
l − 2Σ
∆
n
)
eφ =
r2 + a2√
ΣR
e˜φ − ∆
2RΣ
a sin θ
(
l +
2Σ
∆
n
)
. (3.156)
where
Q2 = (r2 + a2)2 − a2λ△ , P 2 = a2(λ− sin θ2) , L = µPQ , λ = sin2 θ∗ , (3.157)
µ is an integrating factor defined in [Is-Pr] equation (25) and θ∗ is in theM → 0
limit the spherical θ coordinate of the Minkowski spacetime.
Assuming M/r ≤M/R0 small the previous relations become approximately
e4 =
[
l+ O
(
M2
r2
)
n+O
(
M
r
)
e˜φ
]
e3 =
[
n+O
(
M2
r2
)
l +O
(
M
r
)
e˜φ
]
eλ = e˜θ −O
(
M
r
)
(l − 2n) (3.158)
eφ = e˜φ −O
(
M
r
)
(l + 2n) .
Let us denote with the upperscript (PN) the Riemann components in the “Prin-
cipal null directions frame”, we have easily:
α(Kerr)(ea, eb) = R(ea, e4, eb, e4) = O
(
M2
r2
)
ρ(PN) +O
(
M2
r2
)
ǫabσ
(PN)
β(Kerr)(ea) = 2
−1R(ea, e4, e3, e4) = O
(
M
r
)
ρ(PN) +O
(
M
r
)
ǫabσ
(PN) (3.159)
which implies the following estimates
‖r5α(R(Kerr))‖∞ ≤ cM3 , ‖r4β(R(Kerr))‖∞ ≤ cM2 . (3.160)
These estimates plus the “Bootstrap assumptions” for the Riemann components
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in V∗ imply
37
‖r5α(R)‖∞ ≤ cM3 + c˜ǫ0 , ‖r4β(R)‖∞ ≤ cM2 + c˜ ǫ0
R0
(3.161)
Lemma 3.3. Under the same assumptions as in Lemma 3.2, using the results
proved there we have in the region V∗ the following inequalities:
sup
K
r5|u|1+ ǫ2 |α(LT0R)| ≤ c˜6
(
ε+
ǫ0
N0
)
+ c
M2
R20
ǫ0
sup
K
r4|u|2+ ǫ2 |β(LT0R)| ≤ c˜5
(
ε+
ǫ0
N0
)
+ c
M
R0
ǫ0
sup
K
r3|u|3+ ǫ2 |ρ(LT0R)− ρ(LT0R)| ≤ c5
(
ε+
ǫ0
N0
)
sup
K
r3|u|3+ ǫ2 |σ(LT0R)− σ(LT0R)| ≤ c5
(
ε+
ǫ0
N0
)
sup
K
r2|u|4+ ǫ2 |β(LT0R)| ≤ c5
(
ε+
ǫ0
N0
)
sup
K
r|u|5+ ǫ2 |α(LT0R)| ≤ c5
(
ε+
ǫ0
N0
)
.
where, we assumed δ ≥ ǫ2 ,
c˜5 ≥ c˜3 + c˜ ; c˜6 ≥ (c˜4 + cc˜) . (3.162)
Proof: We start recalling the following expressions:
LT0R = LˆT0R+
1
2
(T0)[R]− 3
8
(tr(T0)π)R , (3.163)
where
(T0)[R]αβγδ =
(T0)πµαRµβγδ +
(T0)πµβRαµγδ +
(T0)πµγRαβµδ +
(T0)πµδRαβγµ . (3.164)
From these equations it follows:
α(LT0R)ab = α(LˆT0R)ab +
1
2
(T0)[R]a4b4 − 3
8
(tr(T0)π)α(R)ab
β(LT0R)a = β(LˆT0R)a +
1
2
(T0)[R]a434 − 3
8
(tr(T0)π)β(R)a (3.165)
and, observing that (T0)π44 = 0 we easily obtain
(T0)[R]a4b4 = −1
2
(T0)πˆa4R34b4 +
(
(T0)πˆacRc4b4 +
(T0)πˆbcRa4c4 +
3
4
(tr(T0)π)Ra4b4
)
−1
2
(T0)πˆ43Ra4b4 +
(T0)πˆ4c(Racb4 +Ra4bc)− 1
2
(T0)πˆb4Ra434 .
37It has to be pointed out that the estimates 3.160 refer to the various components of the
(Kerr) Riemann tensor in the orthonormal frame associated to the Kerr spacetime, what in
fact we have to consider here are the null Riemann components relative to the null orthonormal
frame associated to the perturbed Kerr spacetime, see eqs. 2.31. It is easy to see, using the
bootstrap assumptions for the metric components, that estimates 3.160 still holds possibly
with a different c˜ constant.
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Therefore estimating (T0)[R]a4b4 we obtain
‖(T0)[R]a4b4‖∞ ≤ c
(
(‖|(T0)i|‖∞ + ‖(T0)j‖∞)‖α(R)‖∞ + ‖(T0)m‖∞‖β(R)‖∞
)
≤ c
(
1
r2+5|λ|2+δ (‖r
2|λ|2+δ (T )i‖∞ + ‖r2|λ|2+δ(T )j‖∞)‖r5α(R)‖∞
+
1
r2+4|λ|2+δ ‖r
2|λ|2+δ(T )m‖∞‖r4β(R)‖∞
)
≤ cǫ0
(
1
r7|λ|2+δ ‖r
5α(R)‖∞ + 1
r6|λ|2+δ ‖r
4β(R)‖∞
)
≤ cǫ0
(
1
r7|λ|2+δ (cM
3 + c˜ǫ0) +
1
r6|λ|2+δ (cM
2 + c˜
ǫ0
R0
)
)
≤ cǫ0
r5|λ|1+ ǫ2
(
(cM3 + c˜ǫ0)
r2|λ|1+δ− ǫ2 +
(cM2 + c˜ ǫ0R0 )
r|λ|1+δ− ǫ2
)
(3.166)
where in the last two lines we used estimates 3.161 so that, finally,
‖r5|λ|1+ ǫ2 (T0)[R]a4b4‖∞ ≤ cǫ0
(
(cM3 + c˜ǫ0)
r2|λ|1+δ− ǫ2 +
(cM2 + c˜ ǫ0R0 )
r|λ|1+δ− ǫ2
)
. (3.167)
Moreover
‖(tr(T0)π)α(R)‖∞ ≤ c
r7|λ|2+δ |r
2|λ|2+δtr(T0)π|∞‖r5α(R)‖∞
≤ cǫ0
r5|λ|1+ ǫ2
(cM3 + c˜ǫ0)
r2|λ|1+δ− ǫ2
and finally
‖r5|λ|1+ ǫ2 (tr(T0)π)α(R)‖∞ ≤ cǫ0 (cM
3 + c˜ǫ0)
r2|λ|1+δ− ǫ2 (3.168)
using estimates 3.167 and 3.168 it follows immediately, using condition 3.59,
that
sup
K
|r5|u|1+ ǫ2α(LTR)| ≤
(
c˜4
(
ε+
ǫ0
N0
)
+ cǫ0
(
(cM3 + c˜ǫ0)
r2|λ|1+δ− ǫ2 +
(cM2 + c˜ ǫ0|λ| )
r|λ|1+δ− ǫ2
))
≤ c˜6
(
ε+
ǫ0
N0
)
+ c
M2
R
2+δ− ǫ2
0
ǫ0 ≤ c˜6
(
ε+
ǫ0
N0
)
+ c
M2
R20
ǫ0 . (3.169)
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Let us repeat the previous estimate for the β term.
(T0)[R]a434 =
(T0)πµaRµ434 +
(T0)πµ4Raµ34 +
(T0)πµ3Ra4µ4 +
(T0)πµ4Ra43µ
= −1
2
(T0)πa4R3434 +
(T0)πacRc434 − 1
2
(T0)π43Ra434 +
(T0)π4cRac34
−1
2
(T0)π34Ra434 +
(T0)π3cRa4c4 − 1
2
(T0)π43Ra434 +
(T0)π4cRa43c (3.170)
= −1
2
(T0)πˆa4R3434 +
(
(T0)πˆacRc434 +
1
4
(tr(T0)π)Ra434
)− 1
2
(
(T0)πˆ43Ra434 − 1
2
(tr(T0)π)Ra434
)
+(T0)πˆ4cRac34 − 1
2
(T0)πˆ34Ra434 +
(
(T0)πˆ3cRa4c4 +
1
4
(tr(T0)π)Ra434
)
−1
2
(
(T0)πˆ43Ra434 − 1
2
(tr(T0)π)Ra434
)
= −1
2
(T0)πˆa4R3434 +
(
(T0)πˆacRc434 +
(T0)πˆ3cRa4c4 +
3
4
(tr(T0)π)Ra434
)
−1
2
(T0)πˆ43Ra434 +
(T0)πˆ4cRac34 − (T0)πˆ34Ra434 + (T0)πˆ4cRa43c
=
(
−1
2
(T0)πˆa4R3434 +
(T0)πˆ3cRa4c4 +
(T0)πˆ4cRac34 +
(T0)πˆ4cRa43c
)
+
(
(T0)πˆacRc434 +
3
4
(tr(T0)π)Ra434 − 1
2
(T0)πˆ43Ra434 − (T0)πˆ34Ra434
)
Therefore estimating (T0)[R]a434 we obtain
‖(T0)[R]a434‖∞ ≤ c
(
(‖(T0)m‖∞ + ‖(T0)m‖∞)‖ρ(R)‖∞ +
(‖(T0)i‖∞ + ‖(T0)j‖∞ + (tr(T0)π))‖β‖∞)
≤ c
(
ǫ0
r5|λ|2+δ
(
‖r2|λ|2+δ(T0)m‖∞ + ‖r2|λ|1+δ(T0)m‖∞
)
‖r3ρ(R)‖∞
+
1
r6|λ|2+δ
(‖r2|λ|2+δ(T0)i‖∞ + ‖r2|λ|2+δ(T0)j‖∞ + |r2|λ|2+δtr(T0)π|)‖r4β(R)‖∞)
≤ c
(
ǫ0
r5|λ|2+δ ‖r
3ρ(R)‖∞ + ǫ0
r6|λ|2+δ ‖r
4β(R)‖∞
)
≤ c
(
ǫ0
r5|λ|2+δ ‖r
3ρ(R)‖∞ + ǫ0
r6|λ|2+δ ‖r
4β(R)‖∞
)
≤ cMǫ0
r5|λ|2+δ +
cǫ0
r6|λ|2+δ (cM
2 + c˜
ǫ0
R0
) (3.171)
where in the last two lines we used estimates 3.161 and finally
‖r4|λ|(2+δ)(T0)[R]a434‖∞ ≤ c
(
Mǫ0
r
+
ǫ20
R30
)
≤ cǫ0M
R0
+ cε , (3.172)
which we can rewrite
‖r4|λ|(2+δ)(T0)[R]a434‖∞ ≤ cε+ 1
8
ǫ0 (3.173)
provided we require
c
M
R0
≤ 1
8
. (3.174)
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Moreover
‖(tr(T0)π)β(R)‖∞ ≤ 1
r6|λ|2+δ |r
2|λ|2+δtr(T0)π|∞‖r4β(R)‖∞
≤ ǫ0
r6|λ|2+δ
(
cM2 + c˜
ǫ0
R0
)
(3.175)
and finally
‖r4|λ|2+δ(tr(T0)π)β(R)‖∞ ≤ ǫ0
R20
(
cM2 + c˜
ǫ0
R0
)
≤ cǫ0M
2
R20
+ c˜
ǫ20
R30
≤ 1
8
ǫ0 + c˜ε . (3.176)
using estimates 3.173 and 3.176 we obtain choosing δ such that
δ ≥ ǫ
2
, (3.177)
sup
V∗
|r4|u|2+ ǫ2 β(LTR)| ≤ (c˜3 + c˜)
(
ε+
ǫ0
N0
)
+
1
4
ǫ0 ≤ c˜5
(
ε+
ǫ0
N0
)
+
1
4
ǫ0 (3.178)
with
c˜5 ≥ c˜3 + c˜ . (3.179)
For the other terms there is no need to repeat this computation. In fact the
R null components already satisfy the peeling and going from LˆT0 to LT0 the
decay factor does not become worst.
Next step is to obtain from the estimates for α(LT0R), β(LT0R) the estimates
for ∂T0α(R), ∂T0β(R). This requires first the control of [T0, ea] , [T0, e4] and
[T0, e3].
Lemma 3.4. The following expressions hold
[T0, ea] =
Ω
2
δΠσλ(De3 +De4)e
λ
a
∂
∂ωσ
+
Ωˆ
2
Πˆσλ(eˆ
µ
3 + eˆ
µ
4 )e
τ
a(Γ
λ
µτ − Γˆλµτ )
∂
∂ωσ
+
Ωˆ
2
(
D̂/ e3 + D̂/ e4
)
δea
−
[
δΩ
2
(χ+ χ)acec +
Ωˆ
2
(δχ+ δχ)acec +
Ωˆ
2
((̂χ) + (̂χ))acδec
]
+
Ωˆ
2
[
((̂χ) − χ(Kerr))ac + ((̂χ)− χ(Kerr))ac
]
eˆc − [δX, ea]− [X, δea] (3.180)
[T0, e4] = Ω(ω + ω)e4 + 2δΩζ(ea)ea + 2Ωˆδ[ζ(ea)ea]
− δXc
(
∂cΩ
Ω
)
e4 +
δXc
Ω
(
∂cX
d
) ∂
∂ωd
− e4(δXc) ∂
∂ωc
+ ωB
∂
∂φ
(
δΩ
ΩΩˆ
(δµu + δ
µ
cX
c)− δX
d
Ω(Kerr)
δµd
)
∂
∂xµ
+ δe4(Xˆ
d)
∂
∂ωd
(3.181)
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[T0, e3] = Ω(ω + ω)e3 − 2δΩζ(ea)ea − 2Ωˆδ[ζ(ea)ea]
+ δXc
(
∂cΩ
Ω
)
e3 − δX
c
Ω
(∂cX
d
(Kerr))
∂
∂ωd
+ e3(δX
c)
∂
∂ωc
+
ωBΩ
Ω(Kerr)
∂
∂φ
(
δΩ
Ω
)
e3 + δe3(X(Kerr))
∂
∂φ
. (3.182)
Proof: See the appendix.
Lemma 3.5. The following expressions hold
g([T0, ea], ed) =
Ω
2
δΠσλ(De3 +De4)e
λ
ag(
∂
∂ωσ
, ed) +
Ωˆ
2
Πˆσλ(eˆ
µ
3 + eˆ
µ
4 )e
ρ
a(Γ
λ
µρ − Γˆλµρ)g(
∂
∂ωσ
, ed)
+
Ωˆ
2
(
g(D̂e3δea, ed) + g(D̂/ e4δea, ed)
)
− δΩ
2
(χ+ χ)ad − Ωˆ
2
(δχ+ δχ)ad − Ωˆ
2
(χ(Kerr) + χ(Kerr))acg(δec, ed)
− g([δX, ea], ed)− g([X, δea], ed) (3.183)
g([T0, ea], e4) = g([T0, ea], e3) = 0 (3.184)
g([T0, e4], ed) = 2δΩζ(ed) + 2Ωˆg(δ[ζ(ea)ea], ed)
+
[
δXc
Ω
(∂cX
e)− e4(δXe)− ωB
Ωˆ
∂φδX
e + δe4(Xˆ
e)
]
g(
∂
∂ωe
, ed)) (3.185)
g([T0, e4], e4) = −g([δX, e4], e4)− g([Xˆ, δe4], e4) = 0
g([T0, e4], e3) = −2Ω(ω + ω) + 2δXc
(
∂cΩ
Ω
)
+ 2
ωBδΩ
Ω(Kerr)Ω2
∂φΩ− 2 ωB
Ω(Kerr)Ω
∂φδΩ . (3.186)
g([T0, e3], ed) = −2δΩζ(ed)− 2Ωˆg(δ[ζ(ea)ea], ed) + e3(δXc)g( ∂
∂ωc
, ed)
− δX
c
Ω
(∂cωB)g(
∂
∂φ
, ed) + δe3(Xˆ)g(
∂
∂φ
, ed) (3.187)
g([T0, e3], e4) = −2Ω(ω + ω)− 2δXc
(
∂cΩ
Ω
)
− 2 ωBΩ
Ω(Kerr)
∂
∂φ
(
δΩ
Ω
)
(3.188)
g([T0, e3], e3) = 0 . (3.189)
Proof: See the appendix.
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Lemma 3.6. Under the bootstrap assumptions in the region V∗ the following
estimates hold
|g([T0, ea], ed)| ≤ c
(
1 +
M2
R20
)
ǫ0
r2|u|2+δ
|g([T0, e4], e3)| ≤ c
(
1 +
M2
R20
)
ǫ0
r2|u|2+δ
|g([T0, e4], ed)| ≤ c
[
1 +
M2
R20
(
1 +
ǫ0
R30
)]
ǫ0
r2|u|2+δ
|g([T0, e3], ed)| ≤ c
(
1 +
M2
R20
)
ǫ0
r2|u|2+δ
|g([T0, e3], e4)| ≤c
(
1 +
M2
R20
)
ǫ0
r2|u|2+δ
Proof : See the appendix.
In the next Lemma 3.7 we obtain the estimates we are looking for relative to
∂T0(α(R)(ea, eb)) and ∂T0(β(R)(ea)).
Lemma 3.7. Under the same assumptions as in Lemma 3.2, using the results
proved there and in Lemmas 3.3, 3.4, 3.5, 3.6, we have in the region V∗ the
following inequalities:
sup
K
r5|u|1+ ǫ2 |∂T0(α(R)(ea, eb))| ≤ c˜7
(
ε+
ǫ0
N0
)
+ c
M2
R20
ǫ0 .
sup
K
r4|u|2+ ǫ2 |∂T0(β(R)(ea))| ≤ c˜8
(
ε+
ǫ0
N0
)
+ c
M
R0
ǫ0 . (3.190)
with
c˜7 ≥ (c˜6 + c) ; c˜8 ≥ (c˜5 + c) (3.191)
Proof: From the relation
α(LT0R)(ea, eb) = (LT0R)(ea, e4, eb, e4) (3.192)
= ∂T0(α(R)(ea, eb)) +R([T0, ea], e4, eb, e4) +R(ea, [T0, e4], eb, e4)
β(LT0R)(ea) = (LT0R)(ea, e4, e3, e4)
= ∂T0(β(R)(ea)) +R([T0, ea], e4, e3, e4) +R(ea, [T0, e4], e3, e4) +R(ea, e4, [T0, e3], e4)
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it follows
α(LT0R)(ea, eb) = ∂T0(α(R)(ea, eb))
+
∑
d
g([T0, ea], ed)R(ed, e4, eb, e4)− 1
2
g([T0, ea], e4)R(e3, e4, eb, e4)
+
∑
d
g([T0, eb], ed)R(ea, e4, ed, e4)− 1
2
g([T0, eb], e4)R(ea, e4, e3, e4)
+
∑
d
g([T0, e4], ed)R(ea, ed, eb, e4) + g([T0, e4], e3)R(ea, e4, eb, e4)
+
∑
d
g([T0, e4], ed)R(ea, e4, eb, ed) + g([T0, e4], e3)R(ea, e4, eb, e4)
= ∂T0(α(R)(ea, eb))
+
∑
d
g([T0, ea], ed)α(R)(ed, eb)− g([T0, ea], e4)β(eb)
+
∑
d
g([T0, eb], ed)α(R)(ea, ed)− g([T0, eb], e4)β(ea)
−2δab
∑
d
g([T0, e4], ed)β(ed) + 2g([T0, e4], e3)α(ea, eb) .
Therefore, recalling inequalities 3.161 and Lemma 3.6
|∂T0(α(R)(ea, eb))| ≤ |α(LT0R)(ea, eb)| (3.193)
+4
(
sup
d
|g([T0, ea], ed)|+ |g([T0, e4], e3)|
)
|α(ea, eb)|
+
(
sup
d
|g([T0, e4], ed)|+ sup
d
|g([T0, ed], e3)|
)
(|β(ea)|+ |β(eb)|)
≤ |α(LT0R)(ea, eb)|+ c
ǫ0
r2|u|2+δ
(cM3 + c˜ǫ0)
r5
+ c
ǫ0
r2|u|2+δ
(cM2 + c˜ ǫ0R0 )
r4
≤ |α(LT0R)(ea, eb)|+ c
ǫ0
r5|u|1+δ
(
(cM3 + c˜ǫ0)
r2|u| +
(cM2 + c˜ ǫ0R0 )
r|u|
)
≤ |α(LT0R)(ea, eb)|+ c
ǫ0
r5|u|1+δ
(
(M3 + c˜ǫ0)
R30
+
(cM2 + c˜ ǫ0R0 )
R20
)
≤ |α(LT0R)(ea, eb)|+ c
ǫ0
r5|u|1+δ
(
ǫ0
R30
+
M2
R20
+
M3
R30
)
≤ |α(LT0R)(ea, eb)|+
1
r5|u|1+δ
(
cε+ cǫ0
M2
R20
)
. (3.194)
where we used 3.59. Therefore using the result of Lemma 3.3 we have, assuming
again
δ ≥ ǫ
2
,
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sup
V∗
r5|u|1+ ǫ2 |∂T0(α(R)(ea, eb))| ≤ c˜6
(
ε+
ǫ0
N0
)
+ c
M2
R
2+δ− ǫ2
0
ǫ0 +
1
R
δ− ǫ2
0
(
cε+ cǫ0
M2
R20
)
≤
(
c˜6 +
c
R
δ− ǫ2
0
)(
ε+
ǫ0
N0
)
+ c
M2
R
2+δ− ǫ2
0
ǫ0 ≤ c˜7
(
ε+
ǫ0
N0
)
+ c
M2
R20
ǫ0 . (3.195)
From the relation
β(LT0R)(ea) = (LT0R)(ea, e4, e3, e4)
= ∂T0(β(R)(ea)) +R([T0, ea], e4, e3, e4) +R(ea, [T0, e4], e3, e4) +R(ea, e4, [T0, e3], e4)
it follows
β(LT0R)(ea) = ∂T0(β(R)(ea))
+
∑
d
g([T0, ea], ed)R(ed, e4, e3, e4)− 1
2
g([T0, ea], e4)R(e3, e4, e3, e4)
+
∑
d
g([T0, e4], ed)R(ea, ed, e3, e4) + g([T0, e4], e3)R(ea, e4, e3, e4)
+
∑
d
g([T0, e3], ed)R(ea, e4, ed, e4)− 1
2
g([T0, e3], e4)R(ea, e4, e3, e4)
+
∑
d
g([T0, e4], ed)R(ea, e4, e3, ed) + g([T0, e4], e3)R(ea, e4, e3, e4)
= ∂T0(β(R)(ea, eb))
+2
∑
d
g([T0, ea], ed)β(R)(ed)− 2g([T0, ea], e4)ρ(R)
+2
∑
d
g([T0, e4], ed)ǫabσ(R) + 2g([T0, e4], e3)β(R)(ea) (3.196)
+
∑
d
g([T0, e3], ed)α(R)(ea, ed)− g([T0, e3], e4)β(R)(ea)
+
∑
d
g([T0, e4], ed)(δadρ(R) + ǫadσ(R)) + 2g([T0, e4], e3)β(R)(ea)
Therefore, recalling inequalities 3.161 and Lemma 3.6
β(LT0R)(ea) = ∂T0(β(R)(ea))
+2
∑
d
g([T0, ea], ed)β(R)(ed)− 2g([T0, ea], e4)ρ(R)
+2
∑
d
g([T0, e4], ed)ǫabσ(R) + 2g([T0, e4], e3)β(R)(ea) (3.197)
+
∑
d
g([T0, e3], ed)α(R)(ea, ed)− g([T0, e3], e4)β(R)(ea)
+
∑
d
g([T0, e4], ed)(δadρ(R) + ǫadσ(R)) + 2g([T0, e4], e3)β(R)(ea)
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|∂T0(β(R)(ea))| ≤ |β(LT0R)(ea)|+ 2 sup
d
|g([T0, e3], ed)||α(R)(ea, ed)|
+4
(
sup
d
|g([T0, ea], ed)|+ |g([T0, e4], e3)|+ |g([T0, e3], e4)|
)
|β(R)(ea)|
+4
(
sup
d
|g([T0, e4], ed)|+ sup
d
|g([T0, ed], e4)|
)
(|ρ(R)|+ |σ(R))|)
≤ |β(LT0R)(ea)|+ c
ǫ0
r2|u|2+δ
(cM3 + c˜ǫ0)
r5
+ c
ǫ0
r2|u|2+δ
(cM2 + c˜ ǫ0R0 )
r4
+ c
ǫ0
r2|u|2+δ
(cM + c˜ ǫ0
R20
)
r3
≤ |β(LT0R)(ea)|+ c
ǫ0
r4|u|2+δ
(
(cM3 + c˜ǫ0)
r3
+
(cM2 + c˜ ǫ0R0 )
r2
+
(cM + c˜ ǫ0
R20
)
r
)
≤ |β(LT0R)(ea)|+ c
ǫ0
r4|u|2+δ
(
(M3 + c˜ǫ0)
R30
+
(cM2 + c˜ ǫ0R0 )
R20
+
(cM + c˜ ǫ0
R20
)
R0
)
≤ |β(LT0R)(ea)|+ c
ǫ0
r4|u|2+δ
(
ǫ0
R30
+
M
R0
+
M2
R20
+
M3
R30
)
≤ |β(LT0R)(ea)|+
1
r4|u|2+δ
(
cε+ cǫ0
M
R0
)
. (3.198)
3.3.7 The estimate of δR
The final step is to integrate along the integral curves of T0. It is clear that
the |u| weight factors will allow to bound uniformily these integrals. We have,
denoting by γ(s) the integral curve of T0 starting from Σ0 at a distance r
∗
0 from
the origin and α(t) = α(t)(ea, eb),
α(t, r∗) = α
(Kerr)(0, r∗0) + δα(0, r∗0) +
∫ s
0
(∂T0α)(γ(s)) (3.199)
where
r∗ = r∗(u, u) = u− u = γr∗(s) , t = t(u, u) = u+ u = γ0(s)
u = u(t, r∗) = u(0, r∗1) = −
r∗1
2
, u = u(t, r∗) = u(0, r∗2) =
r∗2
2
t = t(u, u) =
r∗2 − r∗1
2
=
t+ r∗ − r∗1
2
. (3.200)
As
T0 =
∂
∂u
+
∂
∂u
(3.201)
it follows that
dγµ
ds
= T µ0 = δ
µ
u + δ
µ
u (3.202)
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therefore, with these definitions, in the coordinates {xµ} = {u, u, ω1, ω2},
d
ds
u(γ(s)) =
dγµ
ds
∂u
∂xµ
=
dγu
ds
= 1
d
ds
r∗(γ(s)) =
dγµ
ds
(
∂u
∂xµ
− ∂u
∂xµ
)
=
dγu
ds
− dγ
u
ds
= 0 (3.203)
and, as ω1, ω2 do not change along γ(s)
d
ds
r(γ(s)) =
dr
dr∗
d
ds
r∗(γ(s)) = 0 (3.204)
and
u(γ(s; r∗)) = u(γ(0; r∗)) + s , u(γ(s; r∗)) = u(γ(0; r∗)) + s
t = u+ u = (u(γ(0; r∗)) + u(γ(0; r∗))) + 2s = 2s . (3.205)
It follows
δα(u, u) = α(u, u)− α(Kerr)(u, u) = δα(0, r∗) +
∫ s
0
(∂T0α)(γ(s))
and
|δα(u, u)| ≤ |δα(0, r∗)|+
∫ s
0
|(∂T0α)(γ(s))| ≤ cˆ
ε
r∗5
(3.206)
+
(
c˜7ε+ c
M2
R20
ǫ0
)∫ s
0
1
r(γ(s))5|u(γ(s))|1+ ǫ2 ds .
Therefore
|r5δα(u, u)| ≤ cˆ r
5(u, u)
r5∗(u, u)
ε+
(
c˜7ε+ c
M2
R20
ǫ0
)∫ s
0
1
|u(γ(s))|1+ ǫ2 ds
≤ cˆ r
5(u, u)
r5∗(u, u)
ε+
(
c˜7ε+ c
M2
R20
ǫ0
)∫ s
0
1
|u(γ(0; r∗)) + s|1+ ǫ2
ds
≤ cˆ1ε+ c
(
c˜7ε+ c
M2
R20
ǫ0
)
≤ c˜9
(
ε+
ǫ0
N0
)
, (3.207)
where we have chosen cˆ1 such that
cˆ
r5(u, u)
r5∗(u, u)
≤ cˆ1 , (3.208)
which is possible as we have proved that r∗ and r(u, u) stay near, and chosen
c˜9 such that
c˜9ε ≥ (cˆ1 + c˜7) ε . (3.209)
The proof for δβ goes exactly in the same way and we do not repeat it.
Therefore we have proved the following lemma
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Lemma 3.8. Under the same assumptions as in Lemma 3.2, using the results
proved there and in Lemmas 3.3, 3.4, 3.5, 3.6, 3.7 we have in the region V∗ the
following inequalities:
|r5δα(R)| ≤ c˜9
(
ε+
ǫ0
N0
)
|r4δβ(R)| ≤ c˜10
(
ε+
ǫ0
N0
)
(3.210)
where
c˜9 ≥ cˆ1 + c˜7 ; c˜10 ≥ cˆ2 + c˜8 . (3.211)
3.4 IV step: The control of the δO norms.
To prove better estimate for these norms in V∗ allowing to show, by a boostrap
argument, that the region V∗ is unbounded, we have to use the transport equa-
tions along the incoming and outgoing cones. The use of the outgoing cones is
made, as in [Kl-Ni1], obtaininging the estimates starting from “scri”, here the
upper boundary of the region V∗ which is a portion of an incoming cone.
Therefore we have first to control the not underlined connection coefficients38
on this last slice and to avoid a fatal loss of derivatives we have to prove the
existence on it of an appropriate foliation we called the “last slice canonical
foliation”, see [Ni], [Kl-Ni1] and [Ch-Kl] where the original idea was first stated.
Therefore the weight factors we can assume in V∗ for the various (not under-
lined) δO norms have to be consistent with the weight factors of the norms
we can control on the “last slice”. The estimate for the underlined connection
coefficients is made, viceversa, starting from the initial data hypersurface Σ0, in
this case also an appropriate (canonical) foliation has to be introduced on Σ0.
39
As anticipated in subsection 3.2 to prove that in V∗ the δO norms satisfy better
estimates than those assumed in the “Bootstrap assumptions” we need estimates
for the corrections to the Kerr metric. These estimates follow once we have the
bootstrap assumptions for the connection coefficients and are the content of the
following lemma:
Lemma 3.9. Assume that in V∗ the norms δO satisfy the bootstrap assumptions
δO ≤ ǫ0 ,
then, assuming for the δO(0) norms appropriate initial data conditions, see sub-
section 3.6, we prove in V∗ the following estimates:
|r|u|2+δδΩ|∞ ≤ cǫ0 ; |r2|u|2+δδX |∞ ≤ cǫ0 ; ||u|1+δδγ|∞ ≤ cǫ0 . (3.212)
38basically we denote as not underlined connection coefficients those coefficients whose trans-
port equations we use are those along the outgoing cones, the opposite for the underlined ones.
Remember, as discusssed in detail in [Kl-Ni1] that the choice of the transport equations to
use is not arbitrary and is uniquely fixed by the request of avoiding any loss of derivatives
which will make the bootstrap mechanism to fail.
39This could be in principle avoided requiring more regularity for the initial data.
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The proof of this lemma is given later on,40 see subsection 3.4.4. It is important
to remark the order of the various proofs:
a) The bootstrap assumptions δO ≤ ǫ0 imply, Lemma 3.9, the metric correction
estimates δO(0) ≤ cǫ0 .
b) The metric correction estimates δO(0) ≤ cǫ0, the initial data assumptions
and the Riemann bootstrap assumptions imply better estimates for the δO
connection coefficients δO ≤ c ǫ0N0 ≤ ǫ02 with N0 sufficently large.
c) The improved estimates for the connection coefficients imply better estimates
for the metric correction, see Lemma 3.16, δO(0) ≤ ǫ02 .
3.4.1 The control of the δO norms
The δO norms involve also the tangential derivatives up to fifth order of (cor-
rections to) the connection coefficients to prove the bootstrap and the peeling,
see [Kl-Ni1] and [Kl-Ni2]. Nevertheless the proof we sketch here is restricted to
the zero and first derivatives of the connection coefficients as the control of the
higher derivatives is simpler and is just a repetition of what has been done in
[Kl-Ni1].
To control the δO norms we have to subtract to the connection coefficients their
Kerr part so to obtain some transport equations and some Hodge equations
relative to the δO correction parts. This operation which we call “Kerr decou-
pling” is a central step of the whole procedure and we first discuss it in some
generality. Then we will examine a typical case.
The connection coefficients in [Kl-Ni1] have been divided in two sets, the un-
derlined ones which use transport equation along incoming cones and the not
underlined estimated using transport equations along outgoing cones. Let us
look to the transport equation for one of the not underlined connection coeffi-
cient. The connection coefficients are covariant tensors fields “belonging” to the
tangent spaces TS. Therefore let us consider one of them, namely the second
null fundamental form χ, as a TS tensor we can write it as
g(Deae4, eb) = χ(ea, eb) = χµνe
µ
ae
ν
b . (3.213)
Denoting {θb(·)} the one forms dual to the TS orthonormal frame {ea},
χµν =
∑
a,b
χ(ea, eb)θ
a
µθ
b
ν =
∑
a,b
g(Deae4, eb)θ
a
µθ
b
ν
=
∑
a,b
gρσe
τ
a(Dτe4)
ρeσb θ
a
µθ
b
ν = Π
τ
µΠ
σ
ν (Dτe4)
ρgρσ = Π
τ
µ(Dτe4)
ρgρσΠ
σ
ν
= Πτµ(Dτe4)
ρΠρν = Π
τ
µ(Dτe4)σΠ
σ
ν (3.214)
and
χ = χµνdx
µ⊗dxν = ((Dτe4)σΠτµΠσν ) dxµ⊗dxν (3.215)
where {xµ} = {u, u, θ, φ}.41 More in general we write for a two covariant tensor
40In fact we prove the equivalent Lemma 3.16.
41This θ is approximately, the θ∗ of P-I.
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connection coefficient
O = Oµνdx
µ⊗dxν . (3.216)
and as O is tangent to S, it follows that Oµν = OρσΠ
ρ
µΠ
σ
ν . Nevertheless it is
important to remark that it is not true that O = Oabdω
a ⊗ dωb. This can be
easily recognized looking at 3.214. In fact
θaµ = g(ea, ·) = gµceca =
(
δaµγac + δ
u
µ(γbcX
b
(Kerr)) + δ
u
µ(γbcX
b)
)
eca .
The generic structure equations for the connection coefficients O are of two
types: equations which are “transport equations” along the outgoing or incom-
ing cones and “elliptic Hodge type” equations on the S surfaces. How many
and how these equations, together with first order equations for the metric com-
ponents, are equivalent to the Einstein equations is discussed elsewhere. As a
typical example we examine in the following the transport equation for∇/ trχ and
the Hodge equation for χˆ. The transport equation has the the following general
structure, indicating with O a connection coefficient or a tangential derivative
of it,
D/ 4O + ktrχO = F (3.217)
where the integer k depends on the connection coefficient O we are considering,
D/ 4 is the projection on TS of the differential operator D4 = De4 ; therefore
D/ 4O = (D/ 4O)µνdx
µ⊗dxν
(D/ 4O)µν = Π
ρ
µΠ
σ
ν (D4O)ρσ . (3.218)
Finally F is a covariant “S-tangent” tensor whose components are quadratic or
cubic functions of the (components of the) connection coefficients and possibly,
if O is a tangential derivative of a connection coefficient, of the Riemann tensor,
F = Fµνdx
µ⊗dxν , Fµν = Fµν({O}, {R}) .
The Hodge equations for the connection coefficients or their tangential deriva-
tives applied for instance to a two S-tangent covariant tensor field have the
form
div/ O = G+R (3.219)
Where div/ is the the divergence associated to ∇/ , the covariant derivative asso-
ciated to the induced metric, γ(S), on S,
div/ O = (div/ O)σdx
σ , (div/ O)σ = γ
(S)µν(∇/ µO)νσ , (3.220)
G is a covariant tensor (of order 1 if O is of order 2) and with R we denote a null
component of the Riemann tensor tangent to S of the same degree. To have a
specific example of structure equations with this structure we will consider in
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the following the transport equation for ∇/ trχ and the Hodge equation for χˆ, see
also equations (4.3.6) and (4.3.13) of [Kl-Ni1].
Observe now that the coordinates {xµ} are the “same” in the Kerr spacetime
and in the perturbed Kerr spacetime, the only difference being the metric we
are considering, the Kerr metric 2.42 or the “perturbed” one, 2.33. Therefore
depending the metric we are considering the region V∗ can be thought as a
region in the Kerr spacetime or a region of the perturbed Kerr spacetime whose
existence we are proving. This simple, but important observation allows us to
subtract the Kerr part in the structure equations.
Let us go back to the transport equation 3.217 and introduce in V∗ the tensor
field O(Kerr) which is the connection coefficient analogous to O, but associated
to the Kerr spacetime (which can therefore expressed in terms of first derivatives
of the Kerr metric 2.42). Obviously we have
O(Kerr) = O(Kerr)µν dx
µ⊗dxν
and we would like to subtract the Kerr part and define
δO ≡ O −O(Kerr) . (3.221)
To obtain a transport equation for δO we apply to it D/ 4 and we write
D/ 4δO = D/ 4O − (D/ 4 −D/ (Kerr)4 )O(Kerr) −D/ (Kerr)4 O(Kerr)
= −ktrχO + ktrχ(Kerr)O(Kerr) + F − F (Kerr) (3.222)
as
−D/ (Kerr)4 O(Kerr) − ktrχ(Kerr)O(Kerr) + F (Kerr) = 0 .
The transport equation for δO has, therefore, the following structure
D/ 4δO + ktrχδO = H(δO
(0), O(Kerr)) + δF (δO,O(Kerr), δR) (3.223)
where
H(δO(0), O(Kerr)) = −k(trχ− trχ(Kerr))O(Kerr) − (D/ 4 −D/ (Kerr)4 )O(Kerr)
δF (δO,O(Kerr), δR) = F − F (Kerr) . (3.224)
From the transport equation 3.223 we can get an estimate for the δO norm
integrating along the outgoing cones. There is, nevertheless, a technical modi-
fication to do, in fact when we introduce δO, see 3.221, and we want to use the
modified transport equations for δO instead that for O we have to remember
that O is a vector field tangent to the S(u, u) two dimensional surfaces inter-
sections of the outgoing and incoming cones of the double null cone foliation
assumed in V∗, thought as a region of the perturbed Kerr spacetime; in other
words Oµν can be written
Oµν = Π
ρ
µΠ
σ
νHρσ (3.225)
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where H is a (0, 2) tensor in (V∗,g) a priori not S-tangent and Π
µ
ν projects
from TV∗ to TS. On the other side the O
(Kerr) tensor field is tangent to the S
two dimensional surfaces with respect to the g(Kerr) metric instead that with
respect to the g metric. This means that, as in 3.225, we have
O(Kerr)µν = Π
(Kerr)ρ
µΠ
(Kerr)σ
νH
(Kerr)
ρσ (3.226)
which is not S-tangent in (V∗,g). On the other side in the transport equations
the δO correction terms have to be, as the O connection coefficients, S-tangent
with respect to the g metric. Therefore the definition in 3.221 has to be modified
in the following way:
δO ≡ O − Oˆ . (3.227)
where
Oˆµν = Π
ρ
µΠ
σ
νH
(Kerr)
ρσ . (3.228)
To be more precise let us look at the explicit expression of some of the connection
coefficients, see [Kl-Ni1], Chapter 3, the torsion coefficient,
ζ(ea) =
1
2
g(Deae4, e3) (3.229)
which in the Kerr spacetime can be rewritten as
ζ(Kerr)(e(Kerr)a ) =
1
2
g(Kerr)(D
(Kerr)
e
(Kerr)
a
e
(Kerr)
4 , e
(Kerr)
3 )
=
1
2
g(Kerr)µν e
(Kerr)ρ
aD
(Kerr)
ρ e
(Kerr)
4
µ
e(Kerr)
ν
3
= e(Kerr)
ρ
a
(
Π(Kerr)
σ
ρg
(Kerr)
µν D
(Kerr)
σ e
(Kerr)
4
µ
e(Kerr)
ν
3
)
(3.230)
Therefore
ζ(Kerr)ρ = Π
(Kerr)σ
ρ
(
g(Kerr)µν D
(Kerr)
σ e
(Kerr)
4
µ
e(Kerr)
ν
3
)
≡ Π(Kerr)σρH(Kerr)σ (3.231)
and we define
ζˆρ = Π
σ
ρH
(Kerr)
σ . (3.232)
Analogously we have
χ(Kerr)(e(Kerr)a, e
(Kerr)
b) = g
(Kerr)(De(Kerr)ae
(Kerr)
4 , e
(Kerr)
b)
= g(Kerr)µνe
(Kerr)ρ
aD
(Kerr)
ρ e
(Kerr)µ
4 e
(Kerr)ν
b
= e(Kerr)
ρ
ae
(Kerr)ν
b
(
Π(Kerr)
σ
ρΠ
(Kerr)τ
νg
(Kerr)
µτ D
(Kerr)
σ e
(Kerr)µ
4
)
= e(Kerr)
µ
ae
(Kerr)ν
b
(
Π(Kerr)
σ
µΠ
(Kerr)τ
νg
(Kerr)
λτ D
(Kerr)
σ e
(Kerr)λ
4
)
= e(Kerr)
µ
ae
(Kerr)ν
b
[
Π(Kerr)
σ
µΠ
(Kerr)τ
ν
(
g
(Kerr)
λτ D
(Kerr)
σ e
(Kerr)λ
4
)]
.
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Therefore
χ(Kerr)µν = Π
(Kerr)σ
µΠ
(Kerr)τ
ν
(
g
(Kerr)
λτ D
(Kerr)
σ e
(Kerr)λ
4
)
= Π(Kerr)
σ
µΠ
(Kerr)τ
νH
(Kerr)
στ (3.233)
and
(̂χ)µν = Π
σ
µΠ
τ
ν
(
g
(Kerr)
λτ D
(Kerr)
σ e
(Kerr)λ
4
)
= ΠσµΠ
τ
νH
(Kerr)
στ . (3.234)
ω and ω are scalar functions and therefore ω(Kerr) = ωˆ , ω(Kerr) = ωˆ.
It will be needed in the following to use the fact that, under the bootstrap
assumption, the norm estimates of the “hat” quantities are as those for the
Kerr connection coefficients, possibly with a different constant. This is proved
in the following lemma
Lemma 3.10. In V∗ under the bootstrap assumptions it follows that all the
norm for the “hat” quantities satisfy the following estimates, denoting with | · |
either the pointwise norm or the | · |p,S norm,
|Oˆ| ≤ |O(Kerr)|
(
1 + c
ǫ0
r2|u|(1+δ)
)
(3.235)
and
|Oˆ(ea)−O(Kerr)(e(Kerr)a )| ≤ c
(
ǫ0
r3|u|1+δ
)
|O(Kerr)| . (3.236)
Proof: Let assume for simplicity that O be a covariant tensor then
O(Kerr) = Π(Kerr)
ρ
µH
(Kerr)
ρ , Oˆµ = Π
ρ
µH
(Kerr)
ρ
O(Kerr)(e(Kerr)a ) = e
(Kerr)
a
ρ
H(Kerr)ρ Oˆ(ea) = e
ρ
aH
(Kerr)
ρ (3.237)
As ea is S-tangent we have
e(Kerr)a =
1√
γ
(Kerr)
aa
∂
∂ωa
ea = c
b
a
∂
∂ωb
= cba
√
γ
(Kerr)
bb e
(Kerr)
b (3.238)
It is easy to prove, see the appendix, that
c11
√
γ
(Kerr)
11 = 1 +O
(
ǫ0
r2|u|1+δ
)
, c21
√
γ
(Kerr)
22 = O
(
ǫ0
r2|u|1+δ
)
(3.239)
c22
√
γ
(Kerr)
22 = 1 +O
(
ǫ0
r2|u|1+δ
)
, c12
√
γ
(Kerr)
11 = O
(
ǫ0
r2|u|1+δ
)
.
Therefore
Oˆ(ea) = e
ρ
aH
(Kerr)
ρ = c
b
a
√
γ
(Kerr)
bb O
(Kerr)(e
(Kerr)
b ) (3.240)
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and
|Oˆ(ea)−O(Kerr)(e(Kerr)a )| ≤ |caa
√
γ
(Kerr)
aa − 1||O(Kerr)(e(Kerr)a )|
+ |cba
√
γ
(Kerr)
bb ||O(Kerr)(e(Kerr)b )|
≤ c
(
ǫ0
r3|u|1+δ
)
, (3.241)
sup
a
|Oˆ(ea)| ≤
(
1 +O
(
ǫ0
r2|u|1+δ
))
sup
b
|O(Kerr)(e(Kerr)b )| (3.242)
Moreover this result can be immediately extended to any norm with the appro-
priate weights. As before to obtain a transport equation for δO we apply to it
D/ 4 and write
D/ 4δO = D/ 4O − (D/ 4 −D/ (Kerr)4 )Oˆ −D/ (Kerr)4 Oˆ
= −ktrχO + F − (D/ 4 −D/ (Kerr)4 )Oˆ −D/ (Kerr)4 (Oˆ −O(Kerr))−D/ (Kerr)4 O(Kerr)
= −ktrχO + F − (D/ 4 −D/ (Kerr)4 )Oˆ −D/ (Kerr)4 (Oˆ −O(Kerr)) + ktrχ(Kerr)O(Kerr) − F (Kerr)
= −ktrχδO + δF
+
[
−(D/ 4 −D/ (Kerr)4 )Oˆ −D/ (Kerr)4 (Oˆ −O(Kerr))− kδtrχOˆ − ktrχ(Kerr)(Oˆ −O(Kerr))
]
which we rewrite as
D/ 4δO + ktrχδO = H(δO
(0), Oˆ, O(Kerr)) + δF (δO, Oˆ, O(Kerr), δR) (3.243)
where
H(δO(0), Oˆ, O(Kerr))
=
[
−(D/ 4 −D/ (Kerr)4 )Oˆ −D/ (Kerr)4 (Oˆ −O(Kerr))− kδtrχOˆ − ktrχ(Kerr)(Oˆ −O(Kerr))
]
δF (δO,O(Kerr), δR) = F − F (Kerr) . (3.244)
Remark: Observe that in H(δO(0), Oˆ, O(Kerr)) the parts not explicitely known
are in (D/ 4 −D/ (Kerr)4 ), δtrχ and in the δΠ present in (Oˆ − O(Kerr)); therefore
there is no loss of derivatives as expected.
Here we proceed exactly as in [Kl-Ni1], Chapter 4, and we just sketch the
argument. Let |δO| be a | · |p,S norm, applying Gronwall inequality and Lemma
4.1.5 of [Kl-Ni1] we obtain the following estimate, with σ > 0,
‖|u|2+δr(2−σ)− 2p δO|p,S(u, u) ≤ c0
(
||u|2+δr(2−σ)− 2p δO|p,S(u, u∗)
+
∫ u
∗
u
[
||u|2+δr(2−σ)− 2pH |p,S + ||u|2+δr(2−σ)−
2
p δF |p,S
]
(u, u′)
)
. (3.245)
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To control the right hand side of 3.245 we have to estimate the norm
||u|2+δr3− 2p δO|p,S(u, u∗)
on the last slice and the norms of H and δF . The norm on the last slice will
be discussed later on when we prove the existence of the “last slice canonical
foliation”. The bounds for the norms ||u|2+δr3− 2pH |p,S and ||u|2+δr3−
2
p δF |p,S
are proved in the following lemma:
Lemma 3.11. Under the bootstrap assumptions, the following estimates hold
in V∗
||u|2+δr3− 2pH |p,S ≤ cǫ0
(
M
R0
)2
(3.246)
||u|2+δr3− 2p δF |p,S ≤ cǫ0
(
M
R0
)2
.
Once Lemma 3.11 is proved, assuming that on the last slice we have an analogous
estimate
||u|2+δr2− 2p δO|p,S(u, u∗) ≤ cǫ0
(
M
R0
)2
(3.247)
we integrate obtaining
‖|u|2+δr(2−σ)− 2p δO|p,S(u, u) ≤ c0
(
||u|2+δr(2−σ)− 2p δO|p,S(u, u∗)
+ cǫ0
(
M
R0
)2∫ u
∗
u
1
r1+σ
)
(3.248)
and the result 42
||u|2+δr2− 2p δO|p,S(u, u) ≤ cǫ0
(
M
R0
)2
. (3.249)
Choosing R0 such that
c
(
M
R0
)2
≤ 1
N0
<
1
2
,
we have proved that the norms δO satisfy in V∗ a better estimate than those in
the “Bootstrap assumptions”.
In the previous discussion we have shown how to obtain appropriate bounds for
some | · |p,S norms of the correction to some connection coefficients. Although
complicated by the need of subtracting the Kerr part, the strategy follows the
one described in [Kl-Ni1]. There to complete the bootstrap mechanism beside
the transport equations also those structure equations which are elliptic Hodge
42We recall that with c we denote different adimensional constants.
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systems on S are used. Therefore also for these equations the “Kerr decoupling”
has to be performed, namely the Kerr part has to be subtracted. In performing
this subtraction there are no new ideas different from those already described,
therefore instead of discussing how to treat these elliptic Hodge systems in the
whole generality we show it in detail when we estimate (the correction) δ(∇/ trχ).
Remark: Recall that the existence proof requires better estimate not only for the
(correction to the connection coefficients, but also for their tangential derivatives
up to fifth order. We do not prove here the estimates for the higher derivatives
as the proofs proceed exactly in the same way. Details are given in [Kl-Ni1],
Chapter 4 in the case of the whole connection coefficients.
Proof of Lemma 3.11: Let us examine first the terms in H ; For the first
term in H the explicit expression of the term (D/ 4 −D/ (Kerr)4 )Oˆ is given in the
following lemma:
Lemma 3.12. With the previous definitions the following expression holds:(
(D/ 4 −D/ (Kerr)4 )Oˆ
)
µ
= (3.250)
(δΠρµ)D4Oˆρ + Π
(Kerr)ρ
µ
(
−δΩ
Ω
D
(Kerr)
4 +
δXc
Ω
Dc
)
Oˆρ +Π
(Kerr)ρ
µe
(Kerr)λ
4 (δΓ
τ
λρ)Oˆτ
where
δΠρµ = Π
ρ
µ −Π(Kerr)
ρ
µ
δΓτλρ = Γ
τ
λρ − Γ(Kerr)
τ
λρ . (3.251)
Proof: See the appendix.
To bound the norm of (D/ 4 −D/ (Kerr)4 )Oˆ we have to use the bootstrap assump-
tions in V∗ for the connection coefficients, their tangential derivatives and the
estimates which follow for the metric components. In particular to control
δΠρµ = (Π
ρ
µ −Π(Kerr)
ρ
µ) we need its explicit expression.
Lemma 3.13. With the previous definitions the following expression holds:
(Πσν −Πσν (Kerr)) = δΩAσν + (rδXc)Bσcν (3.252)
where
Aσν =
1
Ω(Kerr)
[(
θ3
(Kerr)
ν e
σ
3
(Kerr)+ θ3νe
σ
3
)
+
(
θ4
(Kerr)
ν e
σ
4
(Kerr)+ θ4νe
σ
4
)]
Bσcν =
1
Ω(Kerr)
θ4νδ
σ
c (3.253)
Proof: See the appendix.
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Therefore from the expression 3.250 we have
|r3− 2p |u|2+δ((D/ 4 −D/ (Kerr)4 )Oˆ)|p,S ≤ c(|r|u|2+δδΠ|∞|r2− 2pD4Oˆ|p,S (3.254)
+|r|u|2+δ(rδX)|∞|r2−
2
pD(Kerr)c Oˆ|p,S + |r3|u|1+δδΓ|∞|r1−
2
p Oˆ|p,S
)
≤ cǫ0M
2
R20
In fact from the bootstrap assumptions and recalling that ∂c = ∂xc we have
immediately
|r|u|2+δδΠ|∞ ≤ cǫ0 , |r|u|2+δ(rδX)|∞ ≤ cǫ0
|r3|u|1+δδΓ|∞ ≤ cǫ0 , (3.255)
the last line following as
δΓ = γ−1∂cδγ = γ
−1∂xcδγ = O(r
−2)O(r−1)O(ǫ0|u|−(1+δ)) = O
(
ǫ0
r3|u|1+δ
)
. (3.256)
Remark: Let us make a more detailed estimate of the term |Π(Kerr)ρµe(Kerr)
λ
4 (δΓ
τ
λρ)Oˆτ |.
Observe first that [Π(Kerr)
ρ
µ] = L
0 due to the fact that the tensor Π has dimen-
sion zero, [Π] = L0, and
Π = Πµν
∂
∂xµ
⊗ dxν .
Analogously as [e4] = L
−1 and
e4 =
∂
∂u
+ rXc
1
r
∂
∂ωc
it follows that [eµ4 ] = L
0. Finally each covariant derivative has dimension L−1,
always in “dimensional coordinates”. Therefore
[|Π(Kerr)ρµe(Kerr)
λ
4 (δΓ
τ
λρ)Oˆτ ] = L
−2
On the other side as this term is a correction and therefore proportional to ǫ0 it
must behave as
|Π(Kerr)ρµe(Kerr)
λ
4 (δΓ
τ
λρ)Oˆτ | =
ǫ0
r3|u|2+δ .
Let us now look at it in a more explicit way, the term e(Kerr)
λ
4 (δΓ
τ
λρ) has a term
of the following kind (the other terms can be treated in a similar way)
e(Kerr)
λ
4 (δΓ
τ
λρ) = γ
τσ∂σδγu,uOˆτ + · · ·· (3.257)
where the indices u, u arise from the saturation with Π and e4 (not the only
possible component anyway). δγu,u has dimension L
0 and is propoertional to ǫ0
therefore |δγu,u| = O(ǫ0r−2|u|−(1+δ)). If the derivative ∂σ is ∂ωc there is not
extra decay factor, but in this case the term we are considering is γτc∂ωcδγu,uOˆτ .
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Let us consider the index τ we can imagine τ an index associated to a cartesian
coordinate, therefore here u or u, in this case γuc has dimension [γuc] = L−1
which means that |γuc| = O(r−1); analogously [Oˆu] = L−1 which implies |Oˆu| =
O(r−1) and collecting together
|γuc∂ωcδγu,uOˆu| ≤ |γuc||∂ωcδγu,u||Oˆu| = O(r−1)O((ǫ0r−2|u|−(1+δ))O(r−1) = O ǫ0
r4|u|1+δ .
If viceversa the index τ were associated to ωd then it follows that |Oˆd| = O(r0),
but in this case γdc has dimension [γdc] = L−2 and therefore |γdc| = O(r−2)
which compensates the loss in the decay of |Oˆd|.
We are left to examine the term δF ; to describe its general structure we proceed
in the following way, any connection coefficient has dimension L−1 any met-
ric component (respect to the “cartesian” coordinates) has dimension L0 any
derivative decreases the dimension by 1. Therefore the dimension of the right
hand side of the equation 3.243 has to be the same of the left hand side, but we
know that in the right hand side the terms cannot be more than quadratic if we
are considering a connection coefficient (with dimension L−1), cubic if we are
considering a tangential derivative of a connection coefficient (with dimension
L−1) and so on and so for. Moreover, as already said, the transport equations
chosen to prove the existence theorem do not have any loss of derivatives, there-
fore if we consider the transport equation for the tangential derivative of (the
correction of ) a connection coefficient in the right hand side there cannot be δO
terms involving second tangential derivatives, therefore terms with dimension
L−3.
The previous considerations imply the following general structure for the trans-
port equations for δO: Let us denote O = O(1), a connection coefficient, O(2) a
tangential derivative, O(k) the kth tangential derivatives, then
δF = f(O(0), O(1))− f(O(Kerr)(0), O(Kerr)(1))
=
[
c11δO
(1)(Oˆ(1)) + c02δO
(0)(Oˆ(2))
]
(3.258)
If viceversa O = O(2) is the tangential derivative of a connection coefficient the
general structure is more complicated, but the way to control it is the same
which we will discuss in a relevant specific example. From the expression 3.258
using the bootstrap assumptions and the Kerr part estimates, we obtain 43
|r3− 2p |u|2+δδF |p,S ≤ c
(
|r2− 2p |u|2+δδO(1)|p,S |rO(Kerr)(1)|∞ (3.259)
+ |r1− 2p |u|2+δδO(0)|p,S |r2O(Kerr)(2)|∞
)
≤ cǫ0M
2
R20
.
43The bootstrap assumptions allow to control the norm |r
1− 2
p |u|2+δδO(0)|p,S provided that
with δO(0) we denote δΩ, rδX and r−2δγab.
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3.4.2 Detailed estimate of the norm |r3− 2p |u|2+δδ(∇/ trχ)| .
Let us look specifically at one of the δO norms, the one associated to
U/ = Ω−1 (∇/ trχ+ trχζ) ,
and show in detail for its transport equation the structure we have sketched in
general. The transport equation U/ satisfies is the following one:
ΩD/ 4U/ +
3
2
ΩtrχU/ = F/ . (3.260)
Proceeding as discussed in general, see subsection 3.4.1, we write U/ in the fol-
lowing way
U/ = Uˆ/ + δU/ (3.261)
where
Uˆ/ µ = Π
ν
µ
(
Ω(Kerr)
−1
Dνtrχ
(Kerr) + trχ(Kerr)H(Kerr)ν
)
(3.262)
where
H(Kerr)ν =
(
g(Kerr)µρ (D
(Kerr)
ν e
(Kerr)
4 )
µe(Kerr)
ρ
3
)
. (3.263)
Therefore
Uˆ/ =
1
Ω(Kerr)
(
∇/ trχ(Kerr) + trχ(Kerr)ζˆ
)
(3.264)
and
δU/ = − δΩ
ΩΩ(Kerr)
(∇/ trχ+ trχζ) (3.265)
+
1
Ω(Kerr)
(
∇/ δtrχ+ δtrχζ + trχ(Kerr)δζ
)
where
δζ = ζ − ζˆ . (3.266)
Analogously we write
F/ = Fˆ/ + δF/ . (3.267)
Therefore equation 3.260 can be written as
ΩD/ 4δU/ +
3
2
ΩtrχδU/ = δF/ + (Fˆ/ − F/ (Kerr)) +
−
[
ΩD/ 4(Uˆ/ − U/ (Kerr)) + Ω(δD/ 4)U/ (Kerr) + δΩD/ (Kerr)4 U/ (Kerr)
]
−
[
3
2
Ωtrχ(Uˆ/ − U/ (Kerr)) + 3
2
ΩδtrχU/
(Kerr)
+
3
2
δΩtrχ(Kerr)U/
(Kerr)
+ (Fˆ/ − F/ (Kerr))
]
+
[
−Ω(Kerr)D/ (Kerr)4 U/ (Kerr) −
3
2
Ω(Kerr)trχ(Kerr)U/
(Kerr)
+ F/
(Kerr)
]
(3.268)
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where the crucial fact is that the last line is identically zero being the structure
equation satisfied in Kerr spacetime; therefore we can rewrite the equation as
ΩD/ 4δU/ +
3
2
ΩtrχδU/ = δF/ + [(δU/ ), Uˆ/ , U/
(Kerr)
] (3.269)
where
[(δU/ ), Uˆ/ , U/ (Kerr)] = −
[
Ω(δD/ 4)Uˆ/ +ΩD/
(Kerr)
4 (Uˆ/ − U/ (Kerr)) + +δΩD/ (Kerr)4 U/ (Kerr)
]
−
[
3
2
Ωtrχ(Uˆ/ − U/ (Kerr)) + 3
2
ΩδtrχU/
(Kerr)
+
3
2
δΩtrχ(Kerr)U/
(Kerr)
]
We have
Lemma 3.14. Under all the previous assumptions the following inequality holds
in V∗∣∣r4− 2p |u|2+δ[(δU/ ), Uˆ/ , U/ (Kerr)]∣∣
p,S
≤ c
(
|r4− 2p |u|2+δ(δD/ 4)Uˆ/ |p,S
≤ + |r4− 2p |u|2+δΩD/ (Kerr)4 (Uˆ/ − U/ (Kerr))|p,S + |r|u|2+δδΩ|∞|r4−
2
pD/
(Kerr)
4 U/
(Kerr)|p,S
+
3
2
|rΩtrχ|∞|r3−
2
p |u|2+δ(Uˆ/ − U/ (Kerr))|p,S + |r2|u|2+δδtrχ|∞|r3−
2
pU/
(Kerr)|p,S
+|r|u|2+δδΩ|∞|rtrχ(Kerr)|∞|r3−
2
pU/ (Kerr)|p,S + |r4−
2
p |u|2+δ((Fˆ/ − F/ (Kerr)))|p,S
)
≤ cǫ0
r4|u|2+δ
M2
R20
. (3.270)
Proof: The easy part of the estimates, we do not report here, simply follows by
the bootstrap assumptions and the explicit expression of U/
(Kerr)
, The bound
of the norm |r4− 2p |u|2+δ(δD/ 4)Uˆ/ |p,S is done exactly as the previous estimate of
|r3− 2p |u|2+δ((D/ 4−D/ (Kerr)4 )O(Kerr))|p,S , equation 3.250, with the only difference
that Uˆ/ has dimension L−2 and therefore an extra r decay, therefore we obtain
|r4− 2p |u|2+δ(δD/ 4)U/ (Kerr)|p,S ≤ cǫ0
M2
r2
. (3.271)
The term |r4− 2p |u|2+δΩD/ (Kerr)4 (Uˆ/−U/ (Kerr))|p,S requires the control of |r3−
2
p |u|2+δ(Uˆ/−
U/
(Kerr)
)|p,S , the effect ofD/ (Kerr)4 is only that of adding a power of r in the decay.
On the other side using Lemma 3.10, we have immediately
|r3− 2p |u|2+δ(Uˆ/ − U/ (Kerr))|p,S ≤ cǫ0M
2
R20
(3.272)
so that finally we have
∣∣r4− 2p |u|2+δ[(δU/ ), Uˆ/ , U/ (Kerr)]∣∣
p,S
≤ cǫ0M
2
R20
. (3.273)
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Let us now examine δF/ +(Fˆ/ −F/ (Kerr)) = F/ −F/ (Kerr) whose explicit expression
is,
δF/ = −Ωχˆ · δU/ − ΩδχˆU/ (Kerr) − δΩχˆ(Kerr)U/ (Kerr)
− 2χˆ∇/ δχˆ− 2χˆ(δ∇/ )χˆ(Kerr) − 2δχˆ∇/ (Kerr)χˆ(Kerr)
− ηχˆ · δχˆ− ηδχˆ · χˆ(Kerr) − δη|χˆ(Kerr)|2
+ trχ χˆ · δη + trχ δχˆ · η(Kerr) + δtrχ χˆ(Kerr) · η(Kerr)
− trχδβ − δtrχβ(Kerr) . (3.274)
The first term of δF/ has the following estimate
|r4− 2p |u|2+δΩχˆ · δU/ |p,S ≤ cM
2
r3
|r4− 2p |u|2+δδU/ | (3.275)
The norms of all the other terms can be estimated as follows, the proof is in the
appendix:
|r4− 2p |u|2+δ(δF/ − Ωχˆ · δU/ )|p,S ≤ cǫ0
(
M2
R20
+
M4
R40
)
. (3.276)
Again proceeding as we did in general for δO, applying Gronwall inequality and
Lemma 4.1.5 of [Kl-Ni1] we obtain the following estimate, with σ > 0,
‖|u|2+δr(3−σ)− 2p δU/ |p,S(u, u) ≤ c0
(
||u|2+δr(3−σ)− 2p δU/ |p,S(u, u∗) (3.277)
+
∫ u
∗
u
[
||u|2+δr(3−σ)− 2p [(δU)U (Kerr)]|p,S + ||u|2+δr(3−σ)−
2
p δF/ |p,S
]
(u, u′)
)
.
Integrating, providedM/R0 << 1 and provided the last slice canonical problem
is under control we obtain that
|δU/ | ≤ cε
r3|u|2+δ + c
M
R0
cε
r3|u|2+δ ≤
ǫ0
2r3|u|2+δ . (3.278)
if
c(ε+
M
R0
ǫ0) ≤ ǫ0
2
. (3.279)
Remark: Observe that when starting from the transport equation for δU/ , equa-
tion 3.269, we write a transport equation for the | · |p,S norms we use a Fermi
trasported frame. This Fermi transported frame is used only at this stage, while
the “Kerr decoupling” is performed at the level of the tensorial equations.
Next step is to obtain from the knowledge of the bounds for the norms of U/ the
bounds for the norms of ∇/ trχ and for χˆ.44 χˆ satisfies the following equation,
see [Kl-Ni1] eq. (4.3.13),
div/ χˆ+ ζ · χˆ− Ω
2
U/ + β = 0 . (3.280)
44Observe that the way we prove this result here is slightly different from what has been
done in [Kl-Ni1], see in particular remark 1 at page 132.
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Therefore:
div/ δχˆ = −(δdiv/ )(̂χˆ)− ζ · δχˆ− δζ · (̂χˆ) + Ω
2
δU/ +
δΩ
2
Uˆ/− δβ (3.281)
where
δβ = β − βˆ (3.282)
and βˆ is defined as the corresponding connection coefficients. As we have
(δdiv/ )(̂χˆ) = δγσµ∇/ σ (̂χˆ)µν + γ(Kerr)
σµ
δ∇/ σ (̂χˆ)µν (3.283)
it follows that to use 3.281 to estimate ∇/ δχˆ we need to be able to estimate the
right hand side and for that we need to have only a norm estimate for the first
derivatives of δγ which are present in δ∇/ σ. From 3.281 we obtain immediately
the following estimate
||u|2+δr3− 2p∇/ δχˆ|p,S ≤ c
(
||u|2+δr3− 2p (δdiv/ )(̂χˆ)|p,S + ||u|2+δr3−
2
p ζ · δχˆ|p,S
+||u|2+δr3− 2p δζ · (̂χˆ)|p,S + ||u|2+δr3−
2
p
Ω
2
δU/ |p,S + ||u|2+δr3−
2
p
δΩ
2
Uˆ/ |p,S
+||u|2+δr3− 2p δβ|p,S
)
≤ c
(
||u|2+δr3− 2p (δdiv/ )(̂χˆ)|p,S + ||u|2+δr2−
2
p δχˆ|p,S |rζ|∞ + ||u|2+δr2−
2
p δζ|p,S |r(̂χˆ)|∞
+||u|2+δr3− 2p δU/ |p,S |Ω|∞ + ||u|2+δr1−
2
p δΩ|p,S |r2Uˆ/ |∞
)
≤ c
(
ǫ0
M2
R20
+ c˜8ε+ cǫ0
M
R0
)
≤ ǫ0
2
(3.284)
provided
cǫ0
(
M
R0
+
M2
R20
)
+ c˜8ε ≤ ǫ0
2
. (3.285)
Remarks:
a): The estimates of the quantities with the hat is the same as the one for the
Kerr terms. In fact their difference is a small correction as it has been proved
in Lemma 3.10.
b): It is here when we want to close the bootstrap that we have to require δ = ǫ2 ,
in fact looking at the inequality 3.284 it follows that the term depending on δβ is
bounded only if δ ≤ ǫ2 . As on the other side we required before, when we control
the boundedness of the Q˜ norms, that δ ≥ ǫ2 , see 3.102, therefore the conclusion
is that in the bootstrap assumptions we must choose
δ =
ǫ
2
. (3.286)
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3.4.3 The various radial coordinates
Before examining the transport equations which the δO(0) coefficients and the
estimates for their norms we look at the various quantities that we use as “radial
coordinates” and compared them. The Kerr metric written in the Pretorius
Israel coordinates is
g(Kerr)
= −4Ω2(Kerr)dudu+ γ(Kerr)ab
(
dωa −Xa(Kerr)(du + du)
)(
dωb −Xb(Kerr)(du + du)
)
there we define
r
(Kerr)
∗ = u− u (3.287)
Moreover the {r(Kerr)∗ , θ∗} Pretorius Israel coordinates (for Kerr spacetime) can
be expressed in terms of th Boyer Lindquist coordinates
r
(Kerr)
∗ = r
(Kerr)
∗ (θ, rb) , θ∗ = θ
∗(θ, rb) (3.288)
where rb is the Boyer Lindquist radial coordinate, see [Is-Pr]. In the perturbed
Kerr metric, see 1.4,
g(pert.Kerr)
= −4Ω2dudu+ γab
(
dωa − (Xa(Kerr)du+Xadu)
)(
dωb − (Xb(Kerr)du+Xbdu)
)
.
and again
r∗ = u− u . (3.289)
Then we define a radial function r(u, u) as proportional to the square root of
the corresponding surface S(u, u), both for the Kerr and for the perturbed Kerr
case, more precisely
r(Kerr) = r(Kerr)(u, u) = (
√
4π)−
1
2 |S(Kerr)(u, u)|
1
2
r = r(u, u) = (
√
4π)−
1
2 |S(u, u)| 12 . (3.290)
We use all these radial functions in a interchangeable way, this is possible as we
can control their norm differences.
First of all we want to compare r
(Kerr)
∗ with rb. It follows from the explicit
expression for r
(Kerr)
∗ in [Is-Pr] that we have
r
(Kerr)
∗ ≤ rb
(
1 + c
M
R0
)
, (3.291)
We want now to compare r(Kerr)(u, u) with r
(Kerr)
∗ . We have
4πr2(Kerr)(u, u) ≡ |S(Kerr)(u, u)| =
∫
S(u,u)
dµγ =
∫ 2π
0
dφ
∫ √L2
R2
R2 sin θ2dλdφ
= 2π
∫ π
0
L sin θ∂λ
∂θ
∣∣∣∣
r∗
dθ (3.292)
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As from [Is-Pr] it follows easily
∂λ
∂θ
∣∣∣∣
r∗
=
Q
L (3.293)
we have
4πr2(Kerr)(u, u) ≡ |S(Kerr)(u, u)| = 2π
∫ π
0
Q sin θdθ ≤ 2π
∫ π
0
(r2b + a
2)
√
1− a
2λ△
r2b + a
2
sin θdθ
≤ 2π
∫ π
0
r2b (1 +
a2
r2b
)
√
1− a
2λ△
r2b + a
2
sin θdθ ≤ 2π
∫ π
0
r2∗(1 + c
M
R0
+ c
ǫ0
r2|u|1+δ ) sin θdθ
≤ 4πr(Kerr)∗
2
(
1 + c
M
R0
)
. (3.294)
Finally we can easily show that, under the bootstrap assumptions for the metric
components, r(u, u) is “near” to r(Kerr)(u, u)
|r(u, u)− r(Kerr)(u, u)| ≤ c
ǫ0
r|u|1+δ . (3.295)
Therefore, as expected, if MR0 << 1, we can identify r(u, u), r(Kerr)(u, u), r∗, r
(Kerr)
∗ , rb.
3.4.4 The estimates of the δO(0) norms
To obtain this result is slightly more delicate than the control of the connection
coefficients (the norms of δO(1)). The reason being that we have first to find the
analogous of the transport equations for the corrections to the Kerr components
of the metric δΩ, δXa and δγab. We prove the following lemma:
Lemma 3.15. The corrections to the Kerr components of the metric δΩ, δXa
and δγab, satisfy the following equations:
∂N (δΩ) = −2(Ω(Kerr) + δΩ)2δω +
(
δΩ(Ω + Ω(Kerr))
Ω(Kerr)
2
)
∂NΩ
(Kerr) (3.296)
∂NδX
a − Ω(∂cXa(Kerr))δXc = −Ω
(
2
Ω(Kerr)
Q∆
ΣR2
∂
∂rb
Xa(Kerr)
)
δΩ+ 4Ω2δζa (3.297)
∂N (δγab)− Ωtrχ(δγab) = −
[
∂Xc(Kerr)
∂ωa
(δγcb) +
∂Xc(Kerr)
∂ωb
(δγac)
]
(3.298)
+
[
Ωγ
(Kerr)
ab δtrχ+ δΩγ
(Kerr)
ab trχ
(Kerr) + 2Ω(Kerr)δχˆ
ab
+ 2δΩχˆ(Kerr)
ab
]
.
Proof: The equation for δXa: The first thing to remark is that here we
are writing equations satisfied by the components of the metric written in the
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{u, u, ω1, ω2} coordinates. Observe that with the definition of the g metric,
2.33, the commutation relation 2.26 has the following aspect
Ω
(
∂e4X
a
(Kerr) − ∂e3Xa
)
= −4Ω2ζ(ec)eac (3.299)
which we can write as
Ω∂e3δX
a = Ω
(
∂e4X
a
(Kerr) − ∂e3Xa(Kerr)
)
+ 4Ω2ζ(ec)e
a
c
= Ω(δeµ4 − δeµ3 )∂µXa(Kerr) + 4Ω2δζa +
[
Ω
(
∂eˆ4X
a
(Kerr) − ∂eˆ3Xa(Kerr)
)
+ 4Ω2ζ(Kerr)
a
]
= Ω(δeµ4 − δeµ3 )∂µXa(Kerr) + 4Ω2δζa (3.300)
This is the equation to use to estimate δX :
∂e3δX
a = Ω(δeµ4 − δeµ3 )∂µXa(Kerr) + 4Ω2δζa , (3.301)
where
δe4 = − δΩ
Ω(Kerr)
e4 +
δX
Ω
; δe3 = − δΩ
Ω(Kerr)
e3 . (3.302)
therefore we can rewrite it as
∂e3δX
a = (∂cX
a
(Kerr))δX
c +
Ω
Ω(Kerr)
(
∂e3X
a
(Kerr) − ∂e4Xa(Kerr)
)
δΩ + 4Ω2δζa . (3.303)
Observe that
Ω
(
∂e3X
a
(Kerr) − ∂e4Xa(Kerr)
)
=
(
∂uX
a
(Kerr) − ∂uXa(Kerr)
)
= −2 ∂
∂r∗
Xa(Kerr)
= −2 ∂rb
∂r∗
∂
∂rb
Xa(Kerr) = −2
Q∆
ΣR2
∂
∂rb
Xa(Kerr) (3.304)
and the final expression is
∂e3δX
a − (∂cXa(Kerr))δXc = −
(
2
Ω(Kerr)
Q∆
ΣR2
∂
∂rb
Xa(Kerr)
)
δΩ+ 4Ω2δζa . (3.305)
Remark: Observe that these equations refer to the metric components in the
{u, u, ω1, ω2} coordinates. We do not have here the previous problem of con-
sidering tensor fields tangent to S, therefore we do not have to introduce the
“auxiliary” Oˆ quantities.
The equation for δΩ: We start from the equation
−1
2
D3 logΩ = ω
From it
−1
2
D3 logΩ = − 1
2Ω2
∂N (Ω
(Kerr) + δΩ)
= − 1
2Ω(Kerr)
2 ∂NΩ
(Kerr) −
(
1
2Ω2
− 1
2Ω(Kerr)
2
)
∂NΩ
(Kerr) − 1
2Ω2
∂NδΩ
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Therefore
= −
(
1
2Ω2
− 1
2Ω(Kerr)
2
)
∂NΩ
(Kerr) − 1
2Ω2
∂NδΩ =
(
1
2Ω(Kerr)
2 ∂NΩ
(Kerr) + ωˆ
)
+ δω
and the final equation we have for δΩ is
∂NδΩ = −2(Ω(Kerr)+ δΩ)2δω +
(
δΩ(Ω + Ω(Kerr))
Ω(Kerr)
2
)
∂NΩ
(Kerr) . (3.306)
The equation for δγab:
After the transport equations for δXa and δΩ we look for the equation for γab.
45
We recall first the definition of the induced metric on the generic S(u, u), whose
components we denote {γ(S)ρσ},
ΠρµΠ
σ
νgρσ = γ
(S)
µν (3.307)
where
Πρµ = δ
ρ
µ − (θ3µeρ3 + θ4µeρ4) . (3.308)
Remark: The “metric” whose tensor is γ
(S)
µν is the induced metric on S; it
is easy to see that, nevertheless, γ(S) is not a 2 × 2 matrix (with γab the only
components different from zero); this is not due to a wrong choice of coordinates,
but to the fact that the the spacetime is not static; in fact this is not possible
even in the Kerr spacetime. Nevertheless the following holds
γ
(S)
ab = γab and γ
(S)(eA, eB) = γ
(S)
abe
a
Ae
b
B = γabe
a
Ae
b
B . (3.309)
To prove it let us compute the components of θ3 and θ4
θ3(·) = −1
2
g(e4, ·) therefore θ3µ = −
1
2
gµνe
ν
4
θ3u = −
1
2
guue
u
4 −
1
2
guce
c
4 = −
1
2Ω
(−2Ω2 +X ·X(Kerr))−
1
2Ω
(−γcdXd(Kerr)Xc) = Ω
θ3u = −
1
2
guue
u
4 −
1
2
guce
c
4 = −
1
2Ω
X ·X(Kerr) −
1
2
(−γcdXˆdX
c
Ω
) = 0
θ3a = −
1
2
gaue
u
4 −
1
2
gace
c
4 = −
1
2Ω
(−γacXc)− 1
2Ω
γacX
c = 0 (3.310)
Analogously
θ4u = Ω , θ
4
u = θ
4
c = 0 . (3.311)
45We use here small latin letters a, b, ... to indicate the θ, φ coordinates, the frame vector
fields tangential to S will be indicated with eA, eB ....
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Therefore we have
Πaρ = δ
a
ρ − (θ3ρea3 + θ4ρea4) = δaρ − (δuρXa(Kerr) + δuρXa)
Πuρ = δ
u
ρ − (θ3ρeu3 + θ4ρeu4 ) = δuρ − θ3ρeu3 = δuρ − δuρ = 0
Πuρ = δ
u
ρ − (θ3ρeu3 + θ4ρeu4 ) = δuρ − θ4ρeu4 = δuρ − δuρ = 0 (3.312)
and
Πµρ = δ
µ
c δ
c
ρ − δµc (δuρXc(Kerr) + δuρXc) . (3.313)
Therefore
γ(S)ρσ = Π
µ
ρΠ
ν
σgµν =
(
δµc δ
c
ρ − δµc (δuρXc(Kerr) + δuρXc)
)(
δνdδ
d
σ − δνd(δuσXd(Kerr) + δuσXd)
)
gµν (3.314)
= γcdδ
c
ρδ
d
σ − γcd
(
(δuρX
c
(Kerr) + δ
u
ρX
c)δdσ + δ
c
ρ(δ
u
σX
d
(Kerr) + δ
u
σX
d)
)
+γcd(δ
u
ρX
c
(Kerr) + δ
u
ρX
c)(δuσX
d
(Kerr) + δ
u
σX
d)
= γcdδ
c
ρδ
d
σ − γcd
(
(δuρX
c
(Kerr) + δ
u
ρX
c)δdσ + δ
c
ρ(δ
u
σX
d
(Kerr) + δ
u
σX
d)
)
+ δuρ δ
u
σ |X(Kerr)|2 + δuρ δuσ |X |2
+(δuρ δ
u
σ + δ
u
ρ δ
u
σ)X(Kerr) ·X .
The equation for δγab : Let us start observing that
γab ≡ g
(
∂
∂ωa
,
∂
∂ωb
)
.
Then we have
∂Nγab = DN
(
g
(
∂
∂ωa
,
∂
∂ωb
))
= g
(
DN
∂
∂ωa
,
∂
∂ωb
)
+ g
(
∂
∂ωa
,DN
∂
∂ωb
)
g
(
[N,
∂
∂ωa
],
∂
∂ωb
)
+ g
(
∂
∂ωa
, [N,
∂
∂ωb
]
)
+ g
(
D ∂
∂ωa
N,
∂
∂ωb
)
+ g
(
∂
∂ωa
,D ∂
∂ωb
N
)
= 2Ωχab + g
(
[N,
∂
∂ωa
],
∂
∂ωb
)
+ g
(
∂
∂ωa
, [N,
∂
∂ωb
]
)
. (3.315)
We have [
N,
∂
∂ωa
]
= −
∂Xc(Kerr)
∂ωa
∂
∂ωc
, (3.316)
therefore
∂Nγab = 2Ωχab −
∂Xc(Kerr)
∂ωa
γcb −
∂Xc(Kerr)
∂ωb
γca . (3.317)
Analogously
∂Nγ
(Kerr)
ab = 2Ω
(Kerr)χ(Kerr)
ab
−
∂Xc(Kerr)
∂ωa
γ
(Kerr)
cb −
∂Xc(Kerr)
∂ωb
γ(Kerr)ca .(3.318)
78
and, subtracting,
∂N (δγab)− Ωtrχ(δγab) = −
[
∂Xc(Kerr)
∂ωa
(δγcb) +
∂Xc(Kerr)
∂ωb
(δγac)
]
(3.319)
+
[
Ωγ
(Kerr)
ab δtrχ+ δΩγ
(Kerr)
ab trχ
(Kerr) + 2Ω(Kerr)δχˆ
ab
+ 2δΩχˆ(Kerr)
ab
]
.
3.4.5 A discussion about the loss of derivatives
The previous equations seem to imply a loss of derivatives potentially danger-
ous. In fact on the right hand side of all the three equations there are terms
of the order of first derivatives of the metric components, namely connection
coefficients like ω, ζ, trχ. Nevertheless this loss of derivatives is not harmful as
it does not propagate when we estimate the connection coefficients and their
tangential derivatives up to the order we need. To show it let us look first to
the transport equation for δγ, equation 3.298. This equation tells us that to
control the norm of δγ we have to control the norm of δχˆ so that to control
the norm of ∂/ δγ we have to control ∇/ δχˆ. What is therefore needed is that to
control the norm of ∇/χ we do not have to use the second derivative ∂/ 2δγ as
this will start a never ending recursive mechanism. To control ∇/ δχˆ we have
first to control δU/ which has been already done and looking at these estimates
it is immediately to recognize that the control of second tangential derivatives
of δγ is never required. Then one has to look to how we control ∇/ δχˆ once we
control δU/ . This has also been done previously see equation 3.281 and after and
it follows that for these estimates no second derivatives of δγ are required.
Let us examine now the transport equation for δΩ. From equation 3.296 it
follows that to control the norm of δΩ we have to control the norm of δω. On
the other side to control the norm of
∇/ δΩ = ∇/Ω− (∇/ −∇/ (Kerr))Ω(Kerr) −∇/ (Kerr)Ω(Kerr) = ∇/Ω−∇/ (Kerr)Ω(Kerr)
we have just to recall that
∇/ δΩ = 2−1(δη + δη) (3.320)
which implies we do not derive this equation, but we use the estimates for δη
and δη implying that to control the first derivative of δΩ we need to control δη
and δη. therefore we are only left to show that to control these (corrections) of
the connection coefficients we do not need second derivatives of the (corrections
of) the metric components. This follows easily as looking at the Hodge systems
for η and η, see equations (4.3.34), (4.3.35) in [Kl-Ni1] it follows that as only
first derivatives are there only first derivatives of the metric corrections can be
present, moreover on the right hand side of these equations we have to control
two scalar functions called µ and µ respectively. Then looking at their transport
equations it is easy to recognize that again there only first derivatives ∇/ η and
∇/ η appear and when we look for the equations for the corrections δµ and δµ
again only first derivatives of the metric corrections can be present. Therefore
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we are only left to investigate the transport equation for δX ., 3.297. Again to
estimate the first derivative of δX we need to control the first derivative of δζ
or equivalently the first derivative of δη and δη. This quantities are controlled
again by the Hodge systems for η and η, equations (4.3.34), (4.3.35) in [Kl-Ni1],
and we have already seen that the right hand side needs only the control of the
first derivatives of the (corrections of the) metric components and in the left
hand side the only term depending on the metric is δ∇/ which depends again
only on first derivatives. Therefore the argument is complete and there is not
any loss of derivatives, as expected.
Next lemma proves the first part of the “main Theorem”, Theorem 3.1 . His
statement is consistent with the discussion made in subsection 3.2
Lemma 3.16. Assume that in V∗ we have already proved that the norms δO
satisfy better estimates than those of the bootstrap assumptions, namely
δO ≤ ǫ0
N0
,
with N0 a large integer number, then, assuming for the O(0) norms appropriate
initial data conditions, we prove that in V∗ better estimates hold:
|r|u|2+δδΩ| ≤ ǫ0
2
; |r2|u|2+δδX | ≤ ǫ0
2
; ||u|1+δδγ| ≤ ǫ0
2
. (3.321)
Proof:
{δΩ}: δΩ satisfies the equation
∂N (δΩ) = −2(Ω)2δω + (δΩ)
(
(Ω + Ω(Kerr))
Ω(Kerr)
2
)
∂NΩ
(Kerr) . (3.322)
It follows
∂N |δΩ| ≤ F |δΩ|+ 2Ω2|δω| (3.323)
where
F =
∣∣(Ω + Ω(Kerr))Ω(Kerr)−2∂NΩ(Kerr)∣∣ = O(M
r2
)
. (3.324)
and integrating on C(u; [u0, u]) we obtain
|δΩ|(u, u) ≤ c
(
|δΩ|C(u)∩Σ0 +
∫ u
u0
du′|2Ω2δω|(u, u′)
)
. (3.325)
As we have already proved that the estimates for δO(1) are better than the
bootstrap assumptions, then for δω the following estimate holds
|r2|u|2+δδω| ≤ ǫ0
N0
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and we can obtain from the previous inequality the following one
|r2|u|δΩ|(u, u) ≤ |r3+δδΩ|C(u)∩Σ0 +
∫ u
u0
du′|2Ω2δω|(u, u′)r(u′, u)2|u′| (3.326)
≤ c
(
|r3δΩ|C(u)∩Σ0 +
ǫ0
N0
∫ u
u0
du′
1
|u′|1+δ
)
≤ c
(
|r3δΩ|C(u)∩Σ0 +
ǫ0
N0|u|δ
)
.
From it
|r2|u|1+δδΩ|(u, u) ≤ c
(
|r3+δδΩ|C(u)∩Σ0 +
ǫ0
N0
)
≤ ǫ0
N1
. (3.327)
with 2−1 > N−11 > N
−1
0 , choosing the initial data sufficiently small and N0
sufficiently large.
{δX}: δX satisifies the following equation
∂e3δX
a − (∂cXa(Kerr))δXc = −
(
2
Ω(Kerr)
Q∆
ΣR2
∂
∂rb
Xa(Kerr)
)
δΩ+ 4Ω2δζa (3.328)
where we have immediately, with σ > 0,
|∂cXa(Kerr)| = |(∂cωB)δaφ| =
∣∣∣∣(∂c 2MarbΣR2 )
∣∣∣∣ ≤ M4R4−σ0 1r1+σ (3.329)
and ∣∣∣∣( 2Ω(Kerr) Q∆ΣR2 ∂∂rbXa(Kerr)
)∣∣∣∣ ≤ M2R20 1r2 . (3.330)
Finally using the improved estimates for the δO(1) norms, see also Lemma 6.2,
we have
|δζa| ≤ c ǫ0
N0
1
r3|u|2+δ . (3.331)
Using these estimates from the definition
|δX | =
√∑
a
|δXa|2
we write, defining,
G = −
(
2
Ω(Kerr)
Q∆
ΣR2
∂
∂rb
Xa(Kerr)
)
, (3.332)
∂N |δX |2 = 2|δX |∂N |δX | = 2Ω
∑
a
δXa∂e3δX
a = 2Ω
∑
a
δXa
[
(∂cX
a
(Kerr))δX
c +GδΩ + 4Ω2δζa
]
≤ 4Ω(
∑
a
|(∂cXa(Kerr))|)|δX |2 + |G||δΩ||δX |+ 4Ω2(
∑
a
|δζa|)|δX | (3.333)
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and immediately
∂N |δX | ≤ 4Ω(
∑
a
|(∂cXa(Kerr))|)|δX |+ |G||δΩ|+ 4Ω2(
∑
a
|δζa|)
≤ c M
4
R4−σ0
1
r1+σ
|δX |+
[
M2
R20
ǫ0
r4|u|1+δ +
ǫ0/N0
r3|u|2+δ
]
≤ c M
4
R4−σ0
1
r1+σ
|δX |+ ǫ0
r3|u|2+δ
(
1
N0
+ c
M2
R20
)
. (3.334)
Applying the Gronwall Lemma we obtain
|δX | ≤ exp
{
c
M4
R4−σ0
∫ u
u0
1
r1+σ
}[
cǫ0
(
1
N0
+
M2
R20
)∫ u
u0
1
r3|u′|2+δ du
′
]
≤ exp
{
c
M4
R40
}
cǫ0
(
1
N0
+
M2
R20
)
1
r3|u|1+δ ≤
ǫ0
2
1
r3|u|1+δ (3.335)
which proves the result.
{δγ}: The equation 3.298 satisfied by δγab,
∂N (δγab)− Ωtrχ(δγab) = −
[
∂Xc(Kerr)
∂ωa
(δγcb) +
∂Xc(Kerr)
∂ωb
(δγac)
]
+
[
Ωγ
(Kerr)
ab δtrχ+ δΩγ
(Kerr)
ab trχ
(Kerr) + 2Ω(Kerr)δχˆ
ab
+ 2δΩχˆ(Kerr)
ab
]
can be rewritten as
∂N (δγab)− Ωtrχ(δγab) = (Ωtrχ− Ωtrχ)(δγab) + (Gca(δγcb) +Gcb(δγca)) + F (O(Kerr), δΩ, δtrχ, δχ) (3.336)
where
F (O(Kerr), δΩ, δtrχ, δχ) =
[
Ωγ
(Kerr)
ab δtrχ+ δΩγ
(Kerr)
ab trχ
(Kerr) + 2Ω(Kerr)δχˆ
ab
+ 2δΩχˆ(Kerr)
ab
]
. (3.337)
As
∂Nr(u, u) =
∂
∂u
r(u, u) =
r(u, u)
2
Ωtrχ (3.338)
it follows
∂N
(δγab)
r2
=
1
r2
∂N (δγab)− 2
r3
r
2
Ωtrχ(δγab) =
1
r2
[
∂N (δγab)− Ωtrχ(δγab)
]
=
1
r2
[
(Ωtrχ− Ωtrχ)(δγab) + (Gca(δγcb) +Gcb(δγca)) + F (O(Kerr), δΩ, δtrχ, δχ)
]
Therefore
∂N (r
−2δγab) = (Ωtrχ− Ωtrχ)(r−2δγab) +
(
Gca(r
−2δγcb) +G
c
b(r
−2δγca)
)
+
F
r2
(3.339)
82
Defining
|δγ| ≡
∑
ab
|δγab|
we have the following inequality:
∂N
|δγ|2
r4
=
2|δγ|
r2
∂N
|δγ|
r2
=
1
r4
[
2|δγ|∂N |δγ| − 4
r
rΩtrχ
2
|δγ|
]
=
∑
ab
(δγab)
[
1
r4
(−Ωtrχ(δγab) + ∂N (δγab))]
=
∑
ab
(δγab)
r2
[
(Ωtrχ− Ωtrχ) (δγab)
r2
+
(
Gca
(δγcb)
r2
+Gcb
(δγca)
r2
)
+
F (O(Kerr), δΩ, δtrχ, δχ)
r2
]
≤ |δγ|
r2
[
|(Ωtrχ− Ωtrχ)| |δγ|
r2
+ 2|G| |δγ|
r2
+
|F |
r2
]
which implies
∂N
( |δγ|
r2
)
≤ [|(Ωtrχ− Ωtrχ) + 2|G|]( |δγ|
r2
)
+
|F |
r2
. (3.340)
As before we have for |G| and |(Ωtrχ − Ωtrχ)| the following estimates, with
σ > 0
|G| =
∑
ac
|Gac | ≤ c
M4
R4−σ0
1
r1+σ
, |(Ωtrχ− Ωtrχ)| ≤ c
r2
, (3.341)
therefore, applying Gronwall Lemma,( |δγ|
r2
)
(u, u) ≤
( |δγ|
r2
)
(u0, u) + exp
{
c
M4
R4−σ0
∫ u
u0
1
r1+σ
}∫ u
u0
|F |
r2
(u′, u)du′
≤ c
∫ u
u0
|F |
r2
(u′, u)du′ (3.342)
Observe now that the following inequality holds
|F |
r2
≤ 1
r2
∣∣∣Ωγ(Kerr)ab δtrχ+ δΩγ(Kerr)ab trχ(Kerr) + 2Ω(Kerr)δχˆab + 2δΩχˆ(Kerr)ab ∣∣∣
≤ 1
r2
[
|Ω|r2|δtrχ|+ |δΩ|r2|trχ(Kerr)|+ 2|Ω(Kerr)||δχˆ|+ 2|δΩ||χˆ(Kerr)|
]
≤ c ǫ0
r2|u|2+δ . (3.343)
Therefore integrating the final result is
||u|1+δδγ| ≤ cǫ0
(
1
N0
+
1
N1
)
≤ ǫ0
2
, (3.344)
proving the result.
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3.5 The last slice canonical foliation
To control ∇/ δtrχ we use trasport equation 3.269 and this requires an estimate
of ∇/ δtrχ on the last slice of V∗ we denote C∗, this as discussed in [Kl-Ni1] and
in [Ni] requires a delicate choice of its foliation. Let us recall the main problem
we have to cure; the equation for trχ along an incoming cone is
D3trχ+
1
2
trχtrχ+ (D3 log Ω)trχ+ χˆ · χˆ− 2|ζ|2 − 4ζ · ∇/ log Ω− 2|∇/ logΩ|2
= 2(△/ logΩ + div/ ζ + ρ) . (3.345)
Looking at this expression it is clear that there is a loss of derivatives due to the
term in the right hand side. To cure this problem in [Kl-Ni1] we require that
logΩ satisfies the equation
△/ logΩ = −div/ ζ − ρ+ ρ . (3.346)
To satisfy it we introduce a background foliation whose leaves are the level
surfaces of the affine parameter v, associated to the null geodesics generators
of C∗. Then we look for a new foliation u∗ = u∗(v), expressed relatively to the
background one, such that, relatively to it, Ω satisfies the equations
△/ logΩ = −div/ ζ − ρ+ ρ ; log 2Ω = 0
du∗
dv
= (2Ω2)−1; u∗|S∗(0) = λ1 (3.347)
where S∗(0) = C∗ ∩ Σ0. Once these conditions are satisfied, the evolution
equation for trχ becomes
D3trχ+
1
2
trχtrχ+ (D3 logΩ)trχ+ χˆ · χˆ− 2|ζ|2 − 4ζ · δ∇/ log Ω− 2|∇/ logΩ|2 = 2ρ
and the loss of derivatives is disappeared when we derive tangentially. The
proof of the existence of this foliation is in [Ni]. It is then clear that the last
slice transport equation for ∇/ trχ has the following expression:
D3∇/ trχ+ 1
2
trχ∇/ trχ+ (D3 logΩ)∇/ trχ+ [∇/ ,D3]trχ+ 1
2
(∇/ trχ)trχ+ (D3∇/ logΩ)trχ
+[∇/ ,D3] logΩtrχ+∇/ χˆ · χˆ+ χˆ · ∇/ χˆ− 4ζ · ∇/ ζ − 4∇/ ζ · ∇/ logΩ− 4η · (−div/ ζ − ρ+ ρ) = 0 .
In the present case the problem has to be worked in a slight different way; Let
us consider again the transport equation 3.345,
D3trχ+
1
2
trχtrχ+ (D3 log Ω)trχ+ χˆ · χˆ− 2|ζ|2 − 4ζ · ∇/ log Ω− 2|∇/ logΩ|2
= 2(△/ logΩ + div/ ζ + ρ) .
and subtract to it the “Kerr part” obtaining
D3δtrχ+
1
2
trχδtrχ+
1
2
δtrχtrχ(Kerr) − 2ωδtrχ− 2δωtrχ(Kerr) + χˆ · δχˆ+ δχˆ · χˆ(Kerr)
−2ζ · δζ − 2δζ · ζ(Kerr) − 4ζ · δ∇/ logΩ− 4δζ · (∇/ logΩ)(Kerr) − 4∇/ logΩ · δ∇/ logΩ
−4δ∇/ logΩ · (δ∇/ logΩ)(Kerr)
= 2(△/ δ logΩ + (△/ −△/ (Kerr))(log Ω)(Kerr) + div/ δζ + (div/ − div/ (Kerr))ζ(Kerr) + δρ) .
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To avoid the loss of derivatives δ logΩ has to satisfy the following equation
△/ δ logΩ + div/ δζ + δρ− δρ = 0 , (3.348)
and the important point is that the term
(△/ −△/ (Kerr))(log Ω)(Kerr) + (div/ − div/ (Kerr))ζ(Kerr)
does not produce loss of derivatives as it contains second derivatives only of
(logΩ)(Kerr) which is a given function.
Using the transport equations for the not underlined connection coefficients on
the last slice, C∗, allows to control their norms on the last slice in terms of the
corresponding norms in the intersection C∗ ∩ Σ0 and prove they are bounded
again by 46
c
(
ε+ ǫ0
M2
R20
)
.
3.6 V step: The initial data
The global existence and the peeling is proved here assuming a strong regularity
for the initial data. The reason for it is that our initial data have to guarantee
that the norms of the connection coefficients and tangential derivatives up to
third order are small and bounded on Σ0 and moreover, the Q˜ norms written in
terms of initial data have to be finite and small. We collect in the next subsec-
tions all the initial data conditions we have used in the various proofs. Finally
all these conditions can be expressed in terms of quantities relative only to the
initial data hypersurface, namely the three dimensional metric (3)g and the the
second fundamental form (3)k, together with their covariant derivatives.47 This
will allows to express the initial data smallness conditions requiring that a L2
integral on Σ0/BR0 , whose integrand depends only on δ
(3)k = (3)k − (3)k(Kerr)
and on δ(3)Ricci = (3)Ricci− (3)Ricci(Kerr).
3.6.1 The asymptotic conditions on the initial data metric
From equation 2.33 it follows
g|Σ0(·, ·) = Ω2dr2∗ + γab
(
dωa +
1
2
(X(Kerr)
a −Xa)dr∗
)(
dωb +
1
2
(X(Kerr)
b −Xb)dr∗
)
= (Ω2 +
1
4
δX2)dr2∗ −
1
2
γabδX
adr∗dω
b + γabdω
adωb (3.349)
=
[
Ω2(Kerr)dr
2
∗ + γ
(Kerr)
ab dω
adωb
]
+
(
(2Ω(Kerr)δΩ+ δΩ
2 +
1
4
δX2)dr2∗ −
1
2
γabδX
adr∗dω
b + δγabdω
adωb
)
46The details of the “last slice problem”, first discussed and solved for a different foliation
in [Ch-Kl], are discussed in detail in [Kl-Ni1], Chapter 7 and also in [Ni].
47Covariant with respect to the three dimensional metric (3)g.
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Therefore
(g|Σ0 − g(Kerr)|Σ0)(·, ·) = (2Ω(Kerr)δΩ+ δΩ2 +
1
4
δX2)dr2∗ −
1
2
γabδX
adr∗dω
b + δγabdω
adωb
and the asymptotic conditions on the metric components are
δΩ = o5
(
1
r3+γ
)
; δXa = o5
(
1
r4+γ
)
; δγab = o5
(
1
r1+γ
)
, (3.350)
where r is defined as in equation 2.46 and the S’s are the two dimensional
surfaces associated to the canonical foliation of Σ0 we are going to define. We
call these conditions: “Kerr asymptotic flatness”.
3.6.2 The smallness conditions on the initial data metric
The smallness conditions for the metric components are
sup
Σ0/BR0
|r3+δδΩ| ≤ ε ; sup
Σ0/BR0
|r4+δδX | ≤ ε ; sup
Σ0/BR0
|r1+δδγ| ≤ ε . (3.351)
3.6.3 The smallness conditions on the initial data connection coeffi-
cients
As the estimates of the connection coefficients in V∗ are obtained in terms of the
initial data ones,48 the initial data have to be such that the following estimates
hold, with l ≤ 4:
|r4+l+δ∇/ lδtrχ| ≤ ε ; |r4+l+δ∇/ lδtrχ| ≤ ε
|r4+l+δ∇/ lδχˆ| ≤ ε ; |r4+l+δ∇/ lδχˆ| ≤ ε
|r4+l+δ∇/ lδζ| ≤ ε (3.352)
|r4+l+δ∇/ lδω| ≤ ε , |r4+l+δ∇/ lδω| ≤ ε .
3.6.4 The smallness conditions on the initial data Riemann compo-
nents
Our initial data have to guarantee that the norms of the connection coeffcients
and their tangential derivatives are small and bounded on Σ0, but, more than
that, the Q˜ norms defined in terms of initial data have to be finite; this implies
that they have to be such that
Q˜Σ0/BR0 ≤ ε2 (3.353)
and also, on Σ0/BR0 the following condition must hold,
sup
Σ0/BR0
|r6+ γ2 ρ(R˜)|2 ≤ ε2 . (3.354)
48Remark, see the discussion about the last canonical slice, that the way in which the
connection coefficients norms depend on the corresponding ones on the initial data, is different
from the underlined and the not underlined ones.
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3.6.5 The canonical foliation on Σ0
A foliation of Σ0/BR0 in terms of two dimensional surfaces {S0} is specified
through a function u0(p), the generic S0 is defined as
S0(u0 = ν) = {p ∈ Σ0/BR0 |u0(p) = ν} . (3.355)
The solution of the eikonal equation u(p) with initial data u0(p) on Σ0/BR0 is
such that the level hypersurfaces u(p) = ν defines the incoming cones of the
double null foliation. As the norms of the “underlined” connection coefficients,
see [Kl-Ni1] Chapter 3 for all the detailed definitions, are estimated, using the
transport equations along the incoming cones in terms of the same norms on
the initial hypersurface, while the opposite happens for the not underlined co-
efficients estimated in terms of the norms on “Scri”, an analogous altough mild
problem appears in this case. To avoid a loss of derivatives we have to choose
an appropriate (canonical) foliation of Σ0/BR0 . We do not go here through the
details as the way to obtain it is analogous to what was done in [Kl-Ni1], Chap-
ter 7. Moreover differently from the last slice case, here in principle we could
even avoid the choice of the canonical foliation admitting a loss of regularity
going from the initial data to the solution, while this could not be allowed when
we prove that V∗ can be extended.
The previous discussion is not completely precise. In fact the intersections of
the outgoing cones which are defined starting from “Scri” with the hypersurface
Σ0 are not the S0 surfaces. This minor problem requires to define a spacelike
hypersurface Σ′0 near to Σ0 and control the various norms in the strip between
these two hypersurfaces. This has been done carefully in [Kl-Ni1], subsection
4.1.3, and we do not repeat it here.
3.6.6 The initial data condition in terms of δ(3)g and δ(3)k
As we said all the initial data conditions can be reexpressed requiring that the
metric stays near to the Kerr metric in a definite way, a condition similar to the
“Strong asymptotic flat condition” defined in [Ch-Kl] and that, moreover, an
L2 integral over Σ0/BR0 , J , whose integrand is made by (the square of) δ(3)k,
δ(3)Ricci and their derivatives is bounded by ε. Its explicit expression is
J (δ(3)g, δ(3)k) = sup
Σ0/BR0
[|r3+δδΩ|+ |r4+δδX |+ |r1+δδγ|] (3.356)
+
[∫
Σ0/BR0
5∑
l=0
(1 + d2)(1+l)+
5
2+δ|∇/ lδk|2 +
∫
Σ0/BR0
3∑
l=0
(1 + d2)(3+l)+
5
2+δ|∇lδB|2
] 1
2
.
To express the tensor quantities of the four dimensional spacetime restricted to
Σ0 in terms of the three dimensional quantities and their norm bounds in term
of the corresponding three dimensional ones, requires some work. We just sketch
here the main steps as this is a repetition, with some obvious modifications, of
what has been done in [Kl-Ni1], (mainly in Chapter 7) and in the original work
[Ch-Kl], (mainly in Chapter 5).
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Step 1) The choice of a foliation and initial data on the Kerr space-
time:
Let us denote simply {Σ0, (3)g} the manifold with boundary Σ0/BR0 . A foliation
is defined assigning on Σ0 a function w(p), with some appropriate properties, so
that the leaves of the foliation are defined by the level surfaces of this function
S0(ν) = {p ∈ Σ0|w(p) = ν} . (3.357)
The unit length normal to a generic point of S0(ν) is
N˜ i =
1
|∂w|g
ij∂jw . (3.358)
We can use w(p) as the “normal coordinate, in this case the metric can be
written as
(3)g(·, ·) = a2dw2 + γ˜abdωadωb , (3.359)
and we have still the freedom of choosing the angular variables. Specifically if
we consider the Kerr spacetime whose metric restricted to Σ0 is
(3)g(Kerr)(·, ·) = Ω2(Kerr)dr2∗ + γ(Kerr)ab dωadωb . (3.360)
we are suggested to choose r∗(p) as the function w(p) defining the foliation, so
that
S0(ν) = {p ∈ Σ0|r∗(p) = ν} , N˜ = 1
Ω(Kerr)
∂
∂r∗
. (3.361)
On the other side in the Kerr spacetime the null vector of the null frame adapted
to the double null foliation is
e3 =
1
Ω(Kerr)
(
∂
∂u
+ ωB
∂
∂φ
)
, e4 =
1
Ω(Kerr)
(
∂
∂u
+ ωB
∂
∂φ
)
where
∂
∂u
=
∂
∂t
+
∂
∂r∗
,
∂
∂u
=
∂
∂t
− ∂
∂r∗
. (3.362)
Therefore
e4 =
1
Ω(Kerr)
∂
∂r∗
+
1
Ω(Kerr)
(
∂
∂t
+ ωB
∂
∂φ
)
= N˜ +
1
2
(e3 + e4) = N˜ + T
e3 = − 1
Ω(Kerr)
∂
∂r∗
+
1
Ω(Kerr)
(
∂
∂t
+ ωB
∂
∂φ
)
= −N˜ + 1
2
(e3 + e4) = −N˜ + T
where
T =
1
2
(e3 + e4) =
1
Ω(Kerr)
(
∂
∂t
+ ωB
∂
∂φ
)
,
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is a vector field orthogonal to the hypersurface Σ0 of uniti length,
49 in fact
g(T, T ) = −1 . (3.363)
Therefore we define the second fundamental form of the hypersurface Σ0 and
the second fundamental form of the leaves S0(ν) as
k(ea, eb) = −g(DeaT, eb) (3.364)
θ(ea, eb) =
(3)g(∇eaN˜ , eb) .
Some details have to be given here; first of all on the hypersurface Σ0 the metric
induced by the Kerr metric g has the following components
(3)gµν = Π
ρ
µΠ
σ
νgρσ = (δ
ρ
µ + T
ρTµ)(δ
σ
ν + T
σTν)gρσ
= gµν + gµσT
σTν + T
ρTµgρν − TµTν . (3.365)
On the other side, given p ∈ Σ0 the metric tensor (3)g(p) can be applied only
on the vectors of the subspace TΣ0|p of TMp, orthogonal to T |p. These vector
fields con be expressed in terms of the orthonormal basis
{e1, e2, e3} = {eθ∗ =
R
L
∂
∂θ∗
, eφ =
1
R sin θ
∂
∂φ
, N˜ =
1
Ω(Kerr)
∂
∂r∗
}
and we recall that
Π
∂
∂t
= −ωB ∂
∂φ
(3.366)
(3)gij = Π
ρ
iΠ
σ
j gρσ = (δ
ρ
i − T ρTi)(δσj − T σTj)gρσ = δρi δσj gρσ = gij .
where the last line follows from
Ti = giσT
σ = δφi
(
gφ0T
0 + gφφT
φ
)
= δφi (−ωBgφφ + gφφωB) = 0 . (3.367)
Therefore the metric induced on Σ0 is exactly
(3)g. Moreover
∇ρN˜σ = ΠστΠλρDλN˜ τ (3.368)
eaA∇aN˜σ = Πστ eaA(DaN˜)τ
so that
(3)g(∇eaN˜ , eb) = g(DeaN˜ , eb) . (3.369)
It follows immediately that
χ(ea, eb) = g(Deae4, eb) = g(DeaN˜ , eb) + g(DeaT, eb)
= (3)g(∇eaN˜, eb)− k(ea, eb) = θ(ea, eb)− k(ea, eb) . (3.370)
49In fact
−gµ0
∂
∂xµ
= −g00
∂
∂t
− gφ0
∂
∂φ
=
1
△ sin2 θ
„
gφφ
∂
∂t
− gφ0
∂
∂φ
«
=
1
Ω2
(Kerr)
„
∂
∂t
+ ωB
∂
∂φ
«
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Therefore
χ(ea, eb) = θ(ea, eb)− k(ea, eb)
χ(ea, eb) = −θ(ea, eb)− k(ea, eb)
ζ(ea) = k(ea, N˜) (3.371)
ω = − 1
2Ω(Kerr)
∂r∗ logΩ(Kerr) , ω =
1
2Ω(Kerr)
∂r∗ logΩ(Kerr) .
It turns out, therefore, that to specify the initial data for the connection co-
efficients we have to assign Ω(Kerr) and the second fundamental form k which
in the Kerr spacetime are known, but in general as we will see can be assigned
in a free way; moreover we have to assign θ(ea, eb) which cannot be assigned
freely on Σ0 as it satisfies on it a transport equation, 3.401. Therefore θ(ea, eb)
depends on the choice of the foliation and satisfies a transport equation; to know
it on Σ0 we have to satisfy it giving “initial data” on S0(0) = ∂BR0 . On the
other side looking at the trasport equation satisfied by trθ and θˆ one sees that
on the right hand side the components of the Ricci tensor of Σ0,
(3)Rij and the
scalar curvature are present. As on Σ0 the constraint equations hold the scalar
curvature can be expressed in terms of k, for the components of (3)Rij we use
the Bianchi equations and together with the trasport equations for θ we have a
system of equations which can be solved once we control B = curl ˆ(3)Ricci, (this
will be discussed better later on when we discuss the real situation of initial
data not exactly Kerr). Therefore in principle we need “initial conditions” on
B and k, together with their derivatives as we require conditions also on the
derivatives of the connection coefficients. We need also initial conditions on the
Riemann components, writing the Gauss and Codazzi-Mainardi equations ex-
pressing the four dimensional Riemann tensor in terms of the three dimensional
Ricci tensor and k we are able to write the Riemann components in terms again
of the Ricci three dimensional tensor, the second fundamental form k and the
various connection coefficients which, at the end, implies again in terms of k,
B and their derivatives up to a fixed order. As we will see in a moment an
analogous procedure can be done when our initial data are only “near” to Kerr.
Step 2) The choice of a foliation and initial data on the perturbed
Kerr spacetime:
The metric in the perturbed spacetime is
g(·, ·)
= −Ω2(dt2 − dr2∗) + γab
(
dωa − (Xa(Kerr)du+Xadu)
)(
dωb − (Xb(Kerr)du +Xbdu)
)
.
Again the normal to the hypersurface t = 0 is T where
T µ = gµνδ0ν = g
µ0 (3.372)
gµν = − 1
2Ω2
[(
δµuδ
ν
u + δ
µ
uδ
ν
u
)
+Xc (δµc δ
ν
u + δ
ν
c δ
µ
u) +X(Kerr)
d
(
δµd δ
ν
u + δ
ν
dδ
µ
u
)]
+ γabδµa δ
ν
b .
90
gµ0 = − 1
4Ω2
[(
δµu + δ
µ
u
)
+Xcδµc +X(Kerr)
dδµd
]
,
and normalized to minus one,
T =
1
2Ω
[(
∂
∂u
+
∂
∂u
)
+ (2ωBδ
c
φ + δX
c)
∂
∂ωc
]
=
1
2Ω
[
2
∂
∂t
+ (2ωBδ
c
φ + δX
c)
∂
∂ωc
]
=
1
Ω
[
∂
∂t
+ (ωBδ
c
φ +
δXc
2
)
∂
∂ωc
]
=
1
Ω
[
∂
∂t
+ ωB
∂
∂φ
+
δXc
2
∂
∂ωc
]
(3.373)
=
Ω(Kerr)
Ω
T (Kerr) +
δXc
2Ω
∂
∂ωc
= T (Kerr) − δΩ
Ω
T (Kerr) +
δXc
2Ω
∂
∂ωc
=
1
2
(e3 + e4) .
Proceeding as before on Σ0/BR0 , hereafter denoted simply Σ0, the assigned
metric is
(3)g(·, ·) = (Ω2 + 1
4
|δX |2)dr2∗ −
1
2
γab(δX
adr∗dω
b + δXbdωadr∗) + γabdω
adωb (3.374)
near to the Kerr Σ0 metric
(3)g(Kerr)(·, ·) = Ω2(Kerr)dr2∗ + γ(Kerr)ab dωadωb . (3.375)
Moreover
(3)g11 =
1
|D| (γ11γ22 − γ
2
12) ,
(3)g22 =
1
|D| ((Ω
2 + |δX |2)γ22 − δX22 ) (3.376)
(3)g12 =
1
|D| (−δX1γ22 + δX2γ12) ,
(3)g33 =
1
|D| ((Ω
2 + |δX |2)γ11 − δX21 )
(3)g13 =
1
|D| (−δX1γ12 + δX2γ11) ,
(3)g23 = − 1|D|((Ω
2 + |δX |2)γ12 − δX1δX2)
|D| = (Ω2 + |δX |2) det γ − δX21γ22 − δX22γ11 + 2δX1δX2γ12
= det γ
[
Ω2 + |δX |2 − δX21
γ22
det γ
− δX22
γ11
det γ
+ 2δX1δX2
γ12
det γ
]
= det γΩ2 (3.377)
From the initial data assumptions we can write
(3)g11 =
1
Ω2
, (3)g22 =
γ22
det γ
+O
( ε
r4+δ
)2
, (3)g33 =
γ11
det γ
+O
( ε
r4+δ
)2
(3)g1,{θ,φ} = O
( ε
r4+δ
)
, (3)gθ,φ = O
( ε
r5+δ
)
. (3.378)
Therefore
(3)g(·, ·)− (3)g(Kerr)(·, ·) (3.379)
=
[
δΩ(Ω + Ω(Kerr)) +
1
4
|δX |2
]
dr2∗ −
1
2
γab(δX
adr∗dω
b + δXbdωadr∗) + δγabdω
adωb
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From the previous definition 3.373
T =
1
2Ω
[(
∂
∂u
+
∂
∂u
)
+ (Xc +Xc(Kerr))
∂
∂ωc
]
=
1
Ω
[
∂
∂t
+
1
2
(Xc +Xc(Kerr))
∂
∂ωc
]
=
1
2
(e3 + e4) (3.380)
it follows that
e4 =
1
Ω
(
∂
∂t
+
∂
∂r∗
+Xc
∂
∂ωc
)
= T +
1
Ω
(
∂
∂r∗
+
1
2
δXc
∂
∂ωc
)
e3 =
1
Ω
(
∂
∂t
− ∂
∂r∗
+Xc(Kerr)
∂
∂ωc
)
= T − 1
Ω
(
∂
∂r∗
+
1
2
δXc
∂
∂ωc
)
Therefore
e4 = T + N˜ , e3 = T − N˜ (3.381)
where
N˜ =
1
Ω
(
∂
∂r∗
+
1
2
δXc
∂
∂ωc
)
. (3.382)
It is easy to prove that with the metric 3.374
(3)g(·, ·) = (Ω2 + 1
4
|δX |2)dr2∗ −
1
2
γab(δX
adr∗dω
b + δXbdωadr∗) + γabdω
adωb
we have
(3)g(N˜ , N˜) = 1 , (3)g(T, T ) = −1 , (3)g(T, N˜) = 0 .
An easy calculation gives
n˜ = n˜idx
i = Ωdr∗ , n˜i =
(3)gijN˜
j . (3.383)
Again
(3)gµν = Π
ρ
µΠ
σ
νgρσ = (δ
ρ
µ + T
ρTµ)(δ
σ
ν + T
σTν)gρσ
= gµν + gµσT
σTν + T
ρTµgρν − TµTν . (3.384)
and also
T0 = −Ω , Ti = giσT σ = 0 (3.385)
so that
(3)gij = gij .
Therefore the metric induced on Σ0 is exactly
(3)g. Moreover
∇ρN˜σ = ΠστΠλρDλN˜ τ (3.386)
eaA∇aN˜σ = Πστ eaA(DaN˜)τ
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so that
(3)g(∇eaN˜ , eb) = g(DeaN˜ , eb) . (3.387)
It follows immediately that
χ(ea, eb) = g(Deae4, eb) = g(DeaN˜ , eb) + g(DeaT, eb)
= (3)g(∇eaN˜, eb)− k(ea, eb) = θ(ea, eb)− k(ea, eb) . (3.388)
Therefore
χ(ea, eb) = θ(ea, eb)− k(ea, eb)
χ(ea, eb) = −θ(ea, eb)− k(ea, eb)
ζ(ea) = k(ea, N˜) (3.389)
ω = − 1
2Ω
∂T logΩ− 1
2Ω
∂N˜ logΩ
ω = − 1
2Ω
∂T logΩ +
1
2Ω
∂N˜ logΩ .
Next step is to prove the following lemma
Lemma 3.17. It is possible to perform a change of the coordinates
{r∗, ω1, ω2} → {r˜∗, ω˜1, ω˜2}
such that the vector field N˜ is in these coordinates
N˜ =
1
Ω
∂
∂r˜∗
(3.390)
and the metric has the form
(3)g(·, ·) = Ω2dr˜2∗ + γ˜abdω˜adω˜b . (3.391)
Moreover
γ˜ab = γab +O
( ε
r2+δ
)
, ω˜a = ωa +O
( ε
r3+δ
)
. (3.392)
Proof: Let us consider the following coordinate transformation:
r∗ = r˜∗
ωb = ω˜b + f b(r∗, ω˜) (3.393)
where f b satisfies
∂f b
∂r∗
(r∗, ω˜(r∗, ω)) =
δXb
2
(r∗, ω) . (3.394)
93
Due to the “smallness” of δX it follows immediately that the previous map is
invertible on Σ0/BR0 and therefore is a coordinate transformation. Moreover it
follows that in the {r˜∗, ω˜b} coordinates the vector field N˜ has the expression
N˜ =
1
Ω
∂
∂r˜∗
.
From the relation
(3)g˜ij =
∂xl
∂yi
∂xs
∂yj
(3)gls ,
denoting
{yi} = {r˜∗, ω˜1, ω˜2} ; {xl} = {r∗, ω1, ω2} ,
it follows immediately
(3)g˜11 = Ω
2 , (3)g˜1b = 0 (3.395)
(3)g˜cd ≡ γ˜cd = γcd + ∂f
a
∂yc
γad +
∂f b
∂yd
γcb +
∂fa
∂yc
∂f b
∂yd
γab .
Therefore in these coordinates the metric has the expression
(3)g(·, ·) = Ω2dr˜2∗ + γ˜abdω˜adω˜b . (3.396)
and
N˜ =
1
Ω
∂
∂r˜∗
, n˜ = Ωdr˜∗ (3.397)
so that in these coordinates the leaves of the foliation are defined by the level
surfaces of the same function r˜∗(p) = r∗(p),
S0(ν) = {p ∈ Σ0|r˜∗(p) = ν} . (3.398)
Moreover it is important to observe that although the coordinates ω˜a are dif-
ferent from ωa nevertheless we still have, as expected,
(3)g(N˜ ,
∂
∂ω˜a
) = (3)g(N˜ ,
∂
∂ωa
) , a ∈ {1, 2} .
We proceed as in the Kerr case, the second fundamental form k, apart from sat-
isfying the constraint equations, can be assigned freely and it can be decomposed
in the obvious way as
k(ei, ej) = k(Kerr)(ei, ej) + δk(ei, ej) (3.399)
and the smallness of the δk(ei, ej) part together with its (Σ0-) tangential deriva-
tives will be assigned in a direct way. The situation is more delicate for the
connection coefficients which depend on θ(ea, eb), the second fundamental form
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of the leaves S0(ν) as they satisfy some transport equations. As θ(ea, eb) de-
pends on the choice of the foliation and satisfies a transport equation, to know
it on Σ0 we have to satisfy it giving “initial data” on S0(0) = ∂BR0 . On the
other side looking at the trasport equations satisfied by trθ and θˆ one sees that
on the right hand side the components of the Ricci tensor of Σ0,
(3)Rij and the
scalar curvature are present. As on Σ0 the constraint equations hold, the scalar
curvature can be expressed in terms of k, for the components of (3)Rij we use
the Bianchi equations and together with the trasport equations for θ we have
a system of equations which can be solved once we control B = curl ̂(3)Ricci.
Therefore in principle we need “initial conditions” on B and k, together with
their derivatives as we require conditions also on the derivatives of the con-
nection coefficients. Moreover we need also initial conditions on the Riemann
components; to do it we write the Gauss and Codazzi-Mainardi equations ex-
pressing the four dimensional Riemann tensor in terms of the three dimensional
Ricci tensor and k and we are able to write the Riemann components in terms
of the Ricci three dimensional tensor, the second fundamental form k and the
various connection coefficients which, at the end, are estimated again in terms
of k, B and their derivatives up to a fixed order. This general picture, never-
theless, does not take into account that here all this procedure has to be done
subtracting the various “Kerr parts”. Let us sketch it in some more detail. The
first point is the transport equation for the second fundamental form θ. It comes
from the contraction of the Codazzi-Mainardi equation, see [Kl-Ni1], Chapter
7, (7.1.9).
Nevertheless as done in V∗ to subtract the Kerr part we use the same coordinates
therefore we have to interpret Lemma 3.17. It is clear that nothing prevents
to rename the coordinates r˜∗, ω˜
b as r∗, ω
b and, therefore we have for the initial
data the following situation on Σ0/BR0 :
(3)g(Kerr)(·, ·) = Ω2dr2∗ + γabdωadωb
(3)g(·, ·) = Ω2dr2∗ + γ˜abdωadωb (3.400)
γ˜ab = γab +
∂f c
∂ya
γcb +
∂fd
∂yb
γad +
∂f c
∂ya
∂fd
∂yb
γcd
N˜ = N˜(Kerr) =
1
Ω
∂
∂r∗
, ea = e
(Kerr)
a + δea
where in the last equation the relation between ea and e
(Kerr)
a is exactly as
discussed in Lemma 3.10. The equations for θab have the following form:
∇/ N˜ θˆac + trθ θˆac = −Ω−1∇̂/ a∇/ cΩ−
[
(3)Rac + 2
−1γac(
(3)RN˜N˜ − (3)R)
]
∇N˜ trθ +
1
2
trθ2 = −Ω−1△/Ω− |θˆ|2 − (3)RN˜N˜ (3.401)
where ∇̂/ a∇/ c = ∇/ a∇/ c − 12γac△/ .
As in the general case we can subtract to θab its Kerr part
50 and observing that
50Observe that here we do not have to make a distinction between θˆ and θ(Kerr) as here
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equations 3.401 are satisfied in Kerr we obtain
∇/ N˜δθˆac + trθ δθˆac = δFac(δΩ, δγ)−
[
δ(3)Rac + 2
−1γac(δ
(3)RN˜N˜ − δ(3)R)
]
∇N˜ trδθ + trθ trδθ = δG(δΩ, δγ, δθˆ)− |δθˆ|2 − δ(3)RN˜N˜ (3.402)
where δFac(δΩ, δγ) and δG(δΩ, δγ, δθˆ) depend also on the derivatives of their
arguments and on the corresponding Kerr parts. These terms can be estimated
exactly as done for the transport equations of the connection coefficients in V∗,
see for instance subsection 3.4.2, and we do not report the analogous estimates.
The next steps are analogous to those discussed in Chapter 7 of [Kl-Ni1] with
the obvious modifications, equations 3.402 have to be supplemented with the
analogous of equations for the components of the three dimensional Ricci tensor
to which the Kerr parts have been subtracted. They follow from the second
Bianchi identities; defining
SAB ≡ (̂3)RAB , PA ≡ (̂3)RAN˜ , Q ≡ (̂3)RN˜N˜ , (3.403)
51
Bij = (curl (̂3)R)ij (3.404)
and assuming the adapted frame with Ω = 1 and Fermi transported 52 they
have the form, see [Kl-Ni1] eqs. (7.1.16),
div/ P =
1
6
∇N˜R−∇N˜Q−
3
2
trθQ + Sˆ · θˆ
curl/ P = BN˜N˜ + θˆ ∧ Sˆ
∇/NP + trθP =
1
12
∇/ aR+ ∗B/ N˜ +∇/Q− 2θˆ · P
div/ Sˆ =
(
1
12
∇/R− ∗B/ N˜
)
− 1
12
∇/Q+ (θˆ · P )− 1
2
trθP
∇/ N˜ Sˆ +
1
2
trθSˆ = ∗B/ +
1
2
∇/ ⊗ˆP + 3
2
θˆQ (3.405)
where ∇/ N˜X is the projection of ∇N˜X on TS0, B/ is the S-tangent symmetric
two tensor B/AB = BAB and
∗B/ ab = ǫ
c
a ǫ
d
b B/ cd .
Again from these equations to which we subtract the Kerr part and equations
3.402 we prove in the same way as in [Kl-Ni1] that the δθ part of the connec-
tion coefficients on Σ0 satisfies the required initial data conditions provided we
require some decay and smallness conditions for δk (and its derivatives) and δB
(and its derivatives).
We are left to discuss a final point to complete the initial data choice, namely the
fact that the initial conditions on the Riemann components, equation 3.353 and
the leaves of the foliation are the same.
51(curl d(3)R)ij ≡ ǫ lsj ∇l `(3)Ris − 13 gis(3)R´.
52∇/
N˜
eA = 0.
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3.354 require the control on Σ0 of the null components of LˆT0 (4)R, more precisely
of α(LˆT0(4)R), β(LˆT0 (4)R), ...... Again these conditions can be expressed in terms
of conditions on δk, δB and their Σ0-tangential derivatives. In fact from lemmas
3.3, 3.7 it folllows that we control α(LˆT0 (4)R), β(LˆT0 (4)R), ..... once we control
the null components of (4)R and their ∂T0 derivatives. The null components of
(4)R are controlled in terms of their Kerr part and of the norms for δk and δB
which allow to control δα((4)R), δβ((4)R), ....., the control of the ∂T0 derivatives,
∂T0α(
(4)R), ∂T0β(
(4)R), ..... follows observing that T0 =
∂
∂t and that
∂tα(
(4)R) = ∂t
(4)R(ea, e4, eb, e4) = ∂tδ
(4)R(ea, T0, eb, T0) + ∂tδ
(4)R(ea, T0, eb, N˜)
+ ∂tδ
(4)R(ea, N˜ , eb, T0) + ∂tδ
(4)R(ea, N˜ , eb, N˜)
and we can decompose each δ(4)R component in a δ(3)R and the product of
two δk tensor or kδk. We are left, therefore with the need to control ∂tδk and
∂tδ
(3)R. To do it we simply observe that in a Σt foliation the Einstein equations
can be written as equations for (3)Rgij and kij , see [Kl-Ni1] equation (1.3.17),
which in the present case have the form
∂tgij = −2Ωkij + LXgij (3.406)
∂tkij = −∇i∇jΩ + Ω((3)Rij + trkkij − 2kimkmj ) + LXkij
where
X = X(Kerr) +
δX
2
.
Again subtracting the Kerr part from both sides of the equations we obtain
∂tδgij = −2δΩkij − 2Ω(Kerr)δkij +
[
LXgij − LX(Kerr)g(Kerr)ij
]
∂tδkij = −(δ∇i)∂jΩ− (∇(Kerr)i )∂jδΩ + δΩ((3)Rij + trkkij − 2kimkmj ) + LXkij
+Ω(Kerr)(δ(3)Rij + (δtrk)kij + trk
(Kerr)δkij − 2δkimkmj − 2k(Kerr)im δkmj )
+
[
LXkij − LX(Kerr)k(Kerr)ij
]
. (3.407)
This allows to control ∂tδgij and ∂tδkij in terms of the Kerr expressions for k
and (3)Rij their corrections together with their Σ0 tangential derivatives. The
final result is , therefore, that the smallness of the initial data can be expressed
requiring that an L2 integral over Σ0/BR0 , J , whose integrand is made by (the
square of) δ(3)k, δ(3)Ricci and their derivatives is bounded by ε. More precisely
J (δ(3)g, δ(3)k) = sup
Σ0/BR0
[|r3+δδΩ|+ |r4+δδX |+ |r1+δδγ|] (3.408)
+
[∫
Σ0/BR0
5∑
l=0
(1 + d2)(1+l)+
5
2+δ|∇/ lδk|2 +
∫
Σ0/BR0
3∑
l=0
(1 + d2)(3+l)+
5
2+δ|∇lδB|2
] 1
2
.
Step 3: The construction of a canonical foliation
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The strategy is exactly the same as the one discussed in [Kl-Ni1], we just sketch
the main difference, looking at the equation for trδθ one realizes that on the right
hand side there is a term proportional to δρ, this implies a loss of derivatives on
the initial data unless the foliation is such that in this equation δρ is substituted
by δρ. This implies that δΩ has to satisfy an elliptic equation, the analogous of
equation (7.1.26) of [Kl-Ni1]. Therefore once we have the original foliation on
Σ0 we can construct starting from it a new foliation we call “canonical” such
that the incoming cones in V∗ are defined as the level surfaces w = const of a
function w solution of the eikonal equation with initial data given by a function
w0(p) defined on Σ0, such that the surfaces w0(p) = ν are the leaves of the
canonical foliation.
3.7 VI step: The extension of the region V∗
As previously said once we have proved that in the region V∗ the estimates for
the norms of the connection coefficients and for the Riemann tensor are better
than those assumed in the “Bootstrap assumptions” we have done the basic step
to conclude that a region larger than V∗ does exist where the previous quantity
satisfy again the “Bootstrap assumptions”. To obtain this result, nevertheless,
something more is needed. In fact the bootstrap argument requires that two
conditions be satisfied. First that a region with the assumed properties of the
V∗ region does exists, possibly a very small one, second it requires to prove that
this region can be extended.
The first condition can be implemented by a local existence result in a small
strip above Σ0/BR0 and, in fact, of this solution we are interested only to the
dependence region V associated to the annulus in Σ0 with r ∈ [R0, R0 + δR],
with δR arbitrary small and it is clear that starting from appropriate initial
data we can satisfy in V all the “bootstrap assumptions”.
The second condition to be satisfied requires to solve again an existence prob-
lem starting from the upper boundary of V∗. The strategy is not completely
standard, but it has been already discussed in [Kl-Ni1], Chapter 3, section 3.7.8,
see also [Ni]. Therefore we sketch here only the more relevant points and the
differences fron the situation discussed there.
The region whose existence we have to prove is a “strip” above the last slice
of the region V∗ of arbitrary small width. Nevertheless as there is no bound
for the size of the region V∗ this existence problem is not a local problem in
both directions, it is local in the “outgoing cones” direction, but not local in
the “incoming cones” directions. Moreover this is a characteristic problem as
its initial data are on the intersection of the portions of two cones, one outgoing
starting at the intersection of the last slice of V∗ with Σ0, the other one being
exactly the last slice. As the last slice can be very extended, to prove this result
will require again a bootstrap argument, the difference being now that once we
assume (again by a bootstrap assumption) that a portion of this strip does exist
then to prove that it can be extended, therefore proving that the whole strip
does exists requires in this case a real characteristic local problem which is easy
to obtain. We do not give more details on it as this problem has already been
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treated an solved in two previous papers by the same authors, see [Ca-Ni1],
[Ca-Ni2]. Observe finally that the initial data in this case automatically satisfy
the constraints for the characteristic probelm as they are the restriction on
these hypersurfaces of the Einstein solutions; the difference with respect to the
discussion on [Ca-Ni2] is that in this case the “initial data” are near to Kerr
instead than to Minkowski, but this is not a problem.
Finally to complete the result we have to prove that, again, in the extended
region, V∗ + δV , the estimates δR ≤ ǫ0, δO ≤ ǫ0 hold. This requires some care,
in fact from the “last slice initial data” one would be tempted to infer that the
Q˜ norms, to be finite avoiding possible logarithmic divergences, would require a
weight |u|γ˜ with γ˜ < γ, the analogous of the loss of decay from the initial data
to the solutions. The problem is cured observing that once we have a solution in
V∗ + δV and a new double null canonical foliation we can, exactly as before, to
estimate the Q˜ on the outgoing and incoming cones in terms of the same norms
on Σ0 and repeat all the previous lemmas to reobtain the correct decay for the
δR norms. Once this is done we repeat exactly the same procedure done in V∗
for the connection coefficients so that, finally, we have proved that in V∗ + δV
all the bootstrap assumptions are still valid and, by contradiction, that V∗ has
to coincide with the global (external) spacetime.
4 The final result
We can state now with all the details our final result:
Theorem 4.1. Assume that initial data are given on Σ0 such that, outside of a
ball centered in the origin of radius R0, they are different from the “Kerr initial
data of a Kerr spacetime with mass M satisfying
M
R0
<< 1 , J ≤M2
for some metric corrections decaying faster than r−3 toward spacelike infinity
together with its derivatives up to an order q ≥ 4, namely 53
gij = g
(Kerr)
ij + oq+1(r
−(3+ γ2 )) , kij = k
(Kerr)
ij + oq(r
−(4+ γ2 )) (4.409)
where γ > 0. Let us assume that the metric correction δgij, the second fun-
damental form correction δkij are sufficiently small, namely the function J
equation 3.408 made by L2 norms on Σ0 of these quantities is small,
54
J (Σ0, R0; δ(3)g, δ(3)k) ≤ ε , (4.410)
then this initial data set has a unique development, M˜, defined outside the
domain of influence of BR0 with the following properties:
53The components of the metric tensor written in dimensional coordinates.
54This will also imply a slightly stronger condition on the decay of the metric and second
fundamental form components, basically that
R
∞
R0
drr5+γ |δgij |2 <∞,
R
∞
R0
drr7+γ |δkij |2 <∞.
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i) M˜ = M˜+ ∪M˜− where M˜+ consists of the part of M˜ which is in the future
of Σ/BR0 , M˜− the one to the past.
ii) (M˜+, g) can be foliated by a canonical double null foliation {C(u), C(u)}
whose outgoing leaves C(u) are complete 55 for all |λ| ≥ |u0| = R0. The bound-
ary of BR0 can be chosen to be the intersection of C(u0) with Σ0.
iii) The various null components of the Riemann tensor relative to the null
frame associated to the double null canonical foliation, decay along the outgoing
“cones” in agreement with the “Peeling Theorem”.
Remark: It is clear that, from the way this result has been obtained, the
condition MR0 << 1 has to be such that the development we prove is far from
the event horizon we assume to exist in a spacetime, near to the Kerr spacetime,
which describes the complete outer region. In fact trying to go near to the event
horizon or even to the “photosphere region”, see [Bl] and references therein, we
would immediately find serious problems trying to control the Q˜ norms in terms
of the initial data ones.
5 Conclusions
As said in the introduction the global existence proof is separated from the
“peeling result”. The global existence near Kerr spacetime required, in a broad
sense, to subtract the Kerr part. This is done concerning the Riemann compo-
nents looking for the estimates for the “time derivative” of the Riemann tensor,
which eliminates the contribution of the Kerr spacetime, or more in general
of any stationary spacetime. The subtraction for the connection coefficients is
viceversa made in a more general way as the subtracted part has not to be
time independent.56 This is in some sense the more original part as, in a more
external region, the peeling decay has been already proved in [Ni2].
6 Appendix
6.1 Proof of various inequalities and lemmas
Proof of inequality 3.128:
This result is just one of the standard estimates used in Chapter 5 of [Kl-Ni1]
to show how from the control of the Q norms one can obtain the control of the
sup norms of the null Riemann components. The only difference is that here
we are considering the R˜ Weyl field instead of the Riemann tensor R and that
55By this we mean that the null geodesics generating C(u) can be indefinitely extended
toward the future.
56In principle one could use the same strategy used for the Riemann components, namely
to defined “time derivatives” of the connection coefficients, write for them the structure equa-
tions, estimate their norms and recover by a time integration the connection coefficients, this
method, although less general, should give the same result we have obtained.
100
the Q norms are substituted by the Q˜ norms. We write the proof explicitely to
make the paper more consistent.
Observe that from Lemma 5.1.1 in [Kl-Ni1] we have∫
S(λ,ν)
|λ|5+ǫr4r2|∇/ ρ(R˜)|2 ≤
∫
S(λ,ν)
|λ|5+ǫr4|LOρ(R˜)|2 (6.411)
≤
∫
S(λ,ν)
|λ|5+ǫr4|ρ(LˆOR˜)|2 +
∫
S(λ,ν)
|λ|5+ǫr4|tr(O)π|2|ρ(R˜)|2 + {good corrections} .
From the estimate for ρ(R˜) in Theorem 3.2 and Lemma 3.1
sup
K
|r3|λ|3+ ǫ2 ρ(R˜)| ≤ cˆε
with
cˆ ≥
(
c0
M
R0
+ c2
)
and from the estimate
sup
K
|r2(O)π| ≤ cM2 ,
the second integral in 6.411 can be estimated by∫
S(λ,ν)
|λ|5+ǫr4|tr(O)π|2|ρ(R˜)|2 ≤ cˆM4ε2
∫
S(λ,ν)
|λ|5+ǫ 1
r6|λ|6+ǫ
≤ cˆM4ε2|λ|5+ǫ 1
r4|λ|6+ǫ ≤ 4πcˆM
4ε2
1
r4|λ| (6.412)
where for notational simplicity we write
εN0 ≡
(
ε+
ǫ0
N0
)
.
This implies∫
C(ν)
|λ|5+ǫr4r2|∇/ ρ(R˜)|2 ≤
∫
C(ν)
|λ|5+ǫr4|ρ(LˆOR˜)|2 + 4πcˆε2N0
M4
R40
≤ cQ˜Σ0 + 4πcˆε2N0
M4
R40
≤
(
c+ 4πcˆ
M4
R40
)
ε2N0 (6.413)
Using Corollary 4.1.1 of [Kl-Ni1] we have(∫
S(λ,ν)
r2|λ|2|F |4
) 1
4
≤
(∫
S(λ1,ν)=C(ν)∩Σ0
r2|λ|2|F |4
) 1
4
+
(∫
C(ν)
[|F |2 + · · ··]) 12 (6.414)
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Choosing F = |λ| 5+ǫ2 r3∇/ ρ(R˜) we obtain
|r4− 24 |λ|3+ ǫ2∇/ ρ(R˜)|p=4,S =
(∫
S(λ,ν)
||λ|3+ ǫ2 r4− 24∇/ ρ(R˜)|4
)1
4
(6.415)
≤
(∫
S(λ1,ν)=C(ν)∩Σ0
||λ|3+ ǫ2 r4− 24∇/ ρ(R˜)|4
)1
4
+
(∫
C(ν)
[
||λ| 5+ǫ2 r3∇/ ρ(R˜)|2 + · · ··
])12
≤
(∫
S(λ1,ν)=C(ν)∩Σ0
||λ|3+ ǫ2 r4− 24∇/ ρ(R˜)|4
)1
4
+
(
c+ 4πcˆ
M4
R40
)1
2
εN0
≤ cˆ0ε+
(
c+ 4πcˆ
M4
R40
)1
2
εN0 = cˆ0ε+ cˆ1εN0 = cˆ2εN0 ,
where in the the last inequality we assume that initial data are such that(∫
S(λ1,ν)=C(ν)∩Σ0
||λ|3+ ǫ2 r4− 24∇/ ρ(R˜)|4
)1
4
≤ cˆ0ε . (6.416)
Observe now that inequality 6.413∫
C(ν)
|λ|5+ǫr4r2|∇/ ρ(R˜)|2 =
∫ λ
λ1
||λ| 5+ǫ2 r3∇/ ρ(R˜)|2p=2,S ≤ cˆ21ε2N0
imply that,
||λ|3+ ǫ2 r4− 2p∇/ ρ(R˜)|p=2,S ≤ cˆ1εN0 . (6.417)
Interpolating between 6.415 and 6.417 we obtain for p ∈ [2, 4],
|r4− 2p |λ|3+ ǫ2∇/ ρ(R˜)|p,S ≤ c′εN0 (6.418)
proving the lemma.
In the proofs of various Lemmas, for the metric components we can use directly
the difference between a quantity and its Kerr counterpart, recall that going
from O to Oˆ and from Oˆ to O(Kerr) in two steps is required for the connection
coefficients and for the null components of the Riemann tensor. Moreover it has
been already proved that the difference Oˆ − O(Kerr) is bounded and “small”,
see Lemma 3.10. Therefore for the metric components with ˆ we denote the
Kerr part , Oˆ(0) = O
(Kerr)
(0) , while their meaning is different for the connection
coefficients and for the null components of the Riemann tensor. We also write
(̂χ) , (̂χ) to indicate the “hat” part of χ and χ not to be confused with their
traceless part χˆ, χˆ.
Proof of inequalities 3.148
Looking at the explicit expressions 3.149 and 3.151 it is immediate to realize that
inequalities 3.151 are immediately derived by the bootstrap assumptions 2.53
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while for the right hand side terms in 3.149 we only need to controlD3δX,D4δX
and∇/ δX . The control of the first two terms arises from the explicit expression of
D3δX , see 6.451, Lemma 3.16. The control of ∇/ δX requires to derive equation
6.451 and obtain from this equation an estimate for ∇/ δX proceeding as in
Lemma 3.16. Observe that the loss of derivatives due to the presence on the
right end side of ∇/ ζ is only apparent as to estimate ∇/ ζ there is not any loss of
derivatives, see the discussion in subsection 3.4.5.
Proof of Lemma 3.4: We have
[T0, ea] =
Ω
2
(D/ 3ea +D/ 4ea)− Ω
2
(χ+ χ)acec − [X, ea] . (6.419)
This follows observing that
T0 =
Ω
2
(e3 + e4)−X
and, see [Kl-Ni1] eqs. (3.1.45),
[Ωe3, ea] = ΩD/ e3ea − Ωχacec
[Ωe4, ea] = ΩD/ e4ea − Ωχacec . (6.420)
As [T0, ea]
(Kerr) = 0 we can write the commutator in terms of the δO correction
terms, more precisely:
[T0, ea] =
δΩ
2
(D/ e3 +D/ e4)ea +
Ωˆ
2
(
(D/ e3 − D̂/ e3)ea + (D/ e4 − D̂/ e4 )ea
)
+
Ωˆ
2
(
D̂/ e3 + D̂/ e4
)
δea
−
[
δΩ
2
(χ+ χ)acec +
Ωˆ
2
(δχ+ δχ)acec +
Ωˆ
2
((̂χ) + (̂χ))acδec
]
(6.421)
+
Ωˆ
2
[
((̂χ)− χ(Kerr))ac + ((̂χ)− χ(Kerr))ac
]
eˆc − [δX, ea]− [X, δea] .
The following relation holds:
(D/ e3 − D̂/ e3 )eρa = δΠρσ(D/ e3ea)σ + Πˆρσ(De3 − D̂e3)eσa + ΠˆρσD̂e3δeσa .
As
(De3 − D̂e3)ea =
[
(e3 − eˆ3)µDµ + eˆµ3 (Dµ − Dˆµ)ea
]
(6.422)
=
[(
1
Ω
− 1
Ωˆ
)
(δµu + ωBδ
µ
φ) + eˆ
µ
3e
ρ
a(Γ
σ
µρ − Γˆσµρ)
∂
∂ωσ
]
= −δΩ
Ωˆ
De3ea + eˆ
µ
3e
ρ
a(Γ
σ
µρ − Γˆσµρ)
∂
∂ωσ
,
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therefore
[T0, ea]
σ =
δΩ
2
(D/ e3 +D/ e4)e
σ
a +
Ωˆ
2
δΠσλ(De3 +De4)e
λ
a
+
Ωˆ
2
Πˆσλ
[
−δΩ
Ωˆ
(De3 +De4)e
λ
a + (eˆ
µ
3 + eˆ
µ
4 )e
τ
a(Γ
λ
µτ − Γˆλµτ )
]
+
Ωˆ
2
(
D̂/ e3 + D̂/ e4
)
δeσa
−
[
δΩ
2
(χ+ χ)ace
σ
c +
Ωˆ
2
(δχ+ δχ)ace
σ
c +
Ωˆ
2
((̂χ) + (̂χ))acδe
σ
c
]
+
Ωˆ
2
[
((̂χ) − χ(Kerr))ac + ((̂χ)− χ(Kerr))ac
]
eˆσc − [δX, ea]σ − [X, δea]σ
=
[
δΩ
2
Πσλ +
Ωˆ
2
δΠσλ −
δΩ
2
Πˆσλ
]
(De3 +De4)e
λ
a
+
Ωˆ
2
Πˆσλ(eˆ
µ
3 + eˆ
µ
4 )e
τ
a(Γ
λ
µτ − Γˆλµτ ) +
Ωˆ
2
(
D̂/ e3 + D̂/ e4
)
δeσa
−
[
δΩ
2
(χ+ χ)ace
σ
c +
Ωˆ
2
(δχ+ δχ)ace
σ
c +
Ωˆ
2
((̂χ) + (̂χ))acδe
σ
c
]
+
Ωˆ
2
[
((̂χ) − χ(Kerr))ac + ((̂χ)− χ(Kerr))ac
]
eˆσc − [δX, ea]σ − [X, δea]σ
=
Ω
2
δΠσλ(De3 +De4)e
λ
a +
Ωˆ
2
Πˆσλ(eˆ
µ
3 + eˆ
µ
4 )e
τ
a(Γ
λ
µτ − Γˆλµτ ) +
Ωˆ
2
(
D̂/ e3 + D̂/ e4
)
δeσa
−
[
δΩ
2
(χ+ χ)ace
σ
c +
Ωˆ
2
(δχ+ δχ)ace
σ
c +
Ωˆ
2
((̂χ) + (̂χ))acδe
σ
c
]
+
Ωˆ
2
[
((̂χ) − χ(Kerr))ac + ((̂χ)− χ(Kerr))ac
]
eˆσc − [δX, ea]σ − [X, δea]σ
and equation 3.180 follows. The second commutator appearing in 3.181can be
written, recalling that in the Kerr spacetime the coomutator is identically zero,
[T0, e4] =
1
2
[Ω(e3 + e4), e4]− [X, e4] = Ω
2
[e3, e4]− 1
2
e4(Ω) (e3 + e4)− [X, e4]
=
Ω
2
(
(D4 logΩ)e3 − (D3 logΩ)e4
)− Ω
2
(D4 logΩ)e3 − Ω
2
(D4 logΩ)e4
+δ [2Ωζ(ea)ea]− [δX, e4]− [Xˆ, δe4]
= Ω(ω + ω)e4 + δ [2Ωζ(ea)ea]− [δX, e4]− [Xˆ, δe4]
= Ω(ω + ω)e4 + 2δΩζ(ea)ea + 2Ωˆδ[ζ(ea)ea]− [δX, e4]− [Xˆ, δe4] .
We have
[δX, e4] = −δXc
(
∂cΩ
Ω
)
e4 +
δXc
Ω
(
∂cX
d
) ∂
∂ωd
− e4(δXc) ∂
∂ωc
(6.423)
and recalling the expression
δe4 = − δΩ
Ω(Kerr)
e4 +
1
Ω(Kerr)
δX =
(
− δΩ
ΩΩˆ
(δµu + δ
µ
cX
c) +
δXd
Ω(Kerr)
δµd
)
∂
∂xµ
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we have also
[Xˆ, δe4] = ωB
∂
∂φ
(
− δΩ
ΩΩˆ
(δµu + δ
µ
cX
c) +
δXd
Ω(Kerr)
δµd
)
∂
∂xµ
− δe4(Xˆ) ∂
∂φ
, (6.424)
therefore
[T0, e4] = Ω(ω + ω)e4 + 2δΩζ(ea)ea + 2Ωˆδ[ζ(ea)ea]
− δXc
(
∂cΩ
Ω
)
e4 +
δXc
Ω
(
∂cX
d
) ∂
∂ωd
− e4(δXc) ∂
∂ωc
+ ωB
∂
∂φ
(
δΩ
ΩΩˆ
(δµu + δ
µ
cX
c)− δX
d
Ωˆ
δµd
)
∂
∂xµ
+ δe4(Xˆ
d)
∂
∂ωd
(6.425)
and equation 3.181 is satisfied.
[T0, e3] =
1
2
[Ω(e3 + e4), e3]− [X, e3] = −Ω
2
[e3, e4]− 1
2
e3(Ω) (e3 + e4)− [X, e3]
= −Ω
2
(
(D4 logΩ)e3 − (D3 logΩ)e4
)− Ω
2
(D3 logΩ)e3 − Ω
2
(D3 logΩ)e4
−δ [2Ωζ(ea)ea]− [δX, e3]− [Xˆ, δe3]
= Ω(ω + ω)e3 − δ [2Ωζ(ea)ea]− [δX, e3]− [Xˆ, δe3]
= Ω(ω + ω)e3 − 2δΩζ(ea)ea − 2Ωˆδ[ζ(ea)ea]− [δX, e3]− [Xˆ, δe3] .
We have
[δX, e3] = −δXc
(
∂cΩ
Ω
)
e3 +
δXc
Ω
(∂cX
d
(Kerr))
∂
∂ωd
− e3(δXc) ∂
∂ωc
(6.426)
and recalling the expression
δe3 = − δΩ
Ω(Kerr)
e3 = − δΩ
ΩΩˆ
(δµu + δ
µ
cX
c
(Kerr))
∂
∂xµ
we have also
[Xˆ, δe3] = ωB
∂
∂φ
(
− δΩ
ΩΩˆ
(δµu + δ
µ
cX
c
(Kerr))
)
∂
∂xµ
− δe3(X(Kerr))
∂
∂φ
= − ωBΩ
Ω(Kerr)
∂
∂φ
(
δΩ
Ω
)
e3 − δe3(X(Kerr))
∂
∂φ
, (6.427)
so that finally
[T0, e3] = Ω(ω + ω)e3 − 2δΩζ(ea)ea − 2Ωˆδ[ζ(ea)ea]
+ δXc
(
∂cΩ
Ω
)
e3 − δX
c
Ω
(∂cX
d
(Kerr))
∂
∂ωd
+ e3(δX
c)
∂
∂ωc
+
ωBΩ
Ω(Kerr)
∂
∂φ
(
δΩ
Ω
)
e3 + δe3(X(Kerr))
∂
∂φ
. (6.428)
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proving equation 3.182.
Proof of Lemma 3.5
g([T0, e4], ed) = 2δΩζ(ed) + 2Ωˆg(δ[ζ(ea)ea], ed) (6.429)
+
[
δXc
Ω
(∂cX
e)− e4(δXe)− ωB
Ωˆ
∂φδX
e + δe4(Xˆ
e)
]
g(
∂
∂ωe
, ed))
proving equation 3.185 .
g([T0, e4], e3) = −2Ω(ω + ω) + 2δXc
(
∂cΩ
Ω
)
+ 2
ωBδΩ
Ω(Kerr)Ω2
∂φΩ− 2 ωB
Ω(Kerr)Ω
∂φδΩ ,
proving equation 3.186 . Equations 3.187, 3.188, 3.189 are immediate.
Proof of Lemma 3.6:
We present here some basic dimensional estimates for all these quantities, it
should be easy for the careful reader to make all these estimates more precise.
In these estimates we do not distinguish between the r and the |u|.
{|g([T0, ea], ed)|} :
Let us estimate all the terms appearing in 3.183.
i) Ω2 δΠ
σ
λ(De3 +De4)e
λ
ag(
∂
∂ωσ , ed):
Ω
2 δΠ
σ
λ = O
(
ǫ0r
−(3+δ)
)
, (De3 +De4)e
λ
ag(
∂
∂ωσ , ed) = O(r
−1)
ii) (eˆµ3 + eˆ
µ
4 )e
ρ
a(Γ
σ
µρ − Γˆσµρ)g( ∂∂ωσ , ed) :
(eˆµ3 + eˆ
µ
4 )e
ρ
a = O(r
−2) , (Γσµρ − Γˆσµρ) = γ−1∂δγ + δγ−1∂γ = O(r−2)ǫ0r−(1+δ) ,
g( ∂∂ωσ , ed) = O(r) so that, finally,∣∣∣∣(eˆµ3 + eˆµ4 )eρa(Γσµρ − Γˆσµρ)g( ∂∂ωσ , ed)
∣∣∣∣ = O( ǫ0r4+δ ) .
iii) Ωˆ2
(
g(D̂e3δea, ed) + g(D̂/ e4δea, ed)
)
:
At each point of any S {eˆa} forms a, not orthogonal, basis. We can write in
this basis the {ea} basis and then their difference,
δea = ea − eˆa = cabeˆb . (6.430)
cab is known explicitely and depends on δγ, more explicitely we have, see Lemma
3.10,
ea = eˆa
(
1 + c1
δγ
|γ|
)
eˆa + c2
(
δγ
|γ|
)
eˆb b 6= a , (6.431)
which implies
δea = c1
δγ
|γ| eˆa + c2
(
δγ
|γ|
)
eˆb b 6= a (6.432)
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and ∣∣∣(g(D̂e3δea, ed)∣∣∣ ≤ O(r−1) ∣∣∣∣ δγ|γ|
∣∣∣∣ |g(eˆa, ed)| ≤ c ǫ0r4+δ . (6.433)
iv) δΩ2 (χ+ χ)ad − Ωˆ2 (δχ+ δχ)ad :
These terms are easy to control using the bootstrap assumptions for δΩ and
δχ+ δχ. In particular the first term is controlled in the following way∣∣∣∣δΩ2 (χ+ χ)ad
∣∣∣∣ = O ( ǫ0r3+δ )O
(
M2
r3
)
≤ cM
2
R20
ǫ0
r4+δ
. (6.434)
which implies ∣∣∣∣∣δΩ2 (χ+ χ)ad − Ωˆ2 (δχ+ δχ)ad
∣∣∣∣∣ ≤ cM2R20 ǫ0r4+δ . (6.435)
v) Ωˆ2 ((̂χ) + (̂χ))acg(δec, ed) :
To control this term we have to control g(δec, ed). From 6.431,...,6.433 and
Lemma 3.10 it follows
|g(δec, ed)| = O
( ǫ0
r3+δ
)
,
∣∣∣∣∣ Ωˆ2 ((̂χ) + (̂χ))ac
∣∣∣∣∣ = O
(
M2
r3
)
(6.436)
v) g([δX, ea], ed)− g([X, δea], ed) :
Observe that
[δX, ea] =
(
δXe
∂eca
∂ωe
− eea
∂δXc
∂ωe
)
∂
∂ωc
g([δX, ea], ed) =
(
δXe
∂eca
∂ωe
− eea
∂δXc
∂ωe
)
g(∂ωc, ed)
[X, δea] =
(
Xe
∂δeca
∂ωe
− δeea
∂Xc
∂ωe
)
∂
∂ωc
(6.437)
g([X, δea], ed) =
(
Xe
∂δeca
∂ωe
− δeea
∂Xc
∂ωe
)
g(∂ωc, ed)
and looking at the bootstrap assumptions for δX and to Lemma 3.10 for δeca
we obtain easily ∣∣∣∣(δXe ∂eca∂ωe − eea∂δXc∂ωe
)∣∣∣∣ = O ( ǫ0r5+δ )∣∣∣∣(Xe ∂δeca∂ωe − δeea ∂Xc∂ωe
)∣∣∣∣ = O ( ǫ0r5+δ )
|g(∂ωc, ed)| = O(r) (6.438)
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and the estimate follows.
{|g([T0, e4], e3)|} :
Let us estimate all the terms appearing in 3.186.
i) −2Ω(ω + ω) :
To estimate this term it is enough to use the bootstrap assumptions of δO1
recalling that in Kerr ω + ω = 0 . Therefore
|2Ω(ω + ω)| ≤ c ǫ0
r2+δ|u|2 (6.439)
ii) 2δXc
(
∂cΩ
Ω
)
:
Recall that ∂c does not give an extra r, therefore∣∣∣∣2δXc(∂cΩΩ
)∣∣∣∣ ≤ c |δX | ≤ c ǫ0r2+δ |u|2 (6.440)
iii) 2 ωBδΩ
Ω(Kerr)Ω2
∂φΩ :
Immediately∣∣∣∣2 ωBδΩΩ(Kerr)Ω2 ∂φΩ
∣∣∣∣ ≤ c|ωB||δΩ| ≤ cM2r3 ǫ0r3 ≤ cM2R20 ǫ0r2+δ|u|2 (6.441)
iv) −2 ωB
Ω(Kerr)Ω
∂φδΩ :
This estimate goes exactly as the previous one, therefore∣∣∣2 ωB
Ω(Kerr)Ω
∂φδΩ
∣∣∣ ≤ c|ωB||δΩ| ≤ cM2
r3
ǫ0
r3
≤ cM
2
R20
ǫ0
r2+δ|u|2 . (6.442)
{|g([T0, e4], ed)|} :
Let us estimate all the terms appearing in 3.185.
i) 2δΩζ(ed) :
Immediately
|2δΩζ(ed)| ≤ c|δΩ||ζ(ed)| ≤ c ǫ0
r3+δ
M2
r3
≤ cM
2
R20
ǫ0
r2+δ |u|2 (6.443)
ii) 2Ωˆg(δ[ζ(ea)ea], ed) :
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We have
2Ωˆg(δ[ζ(ea)ea], ed) = 2Ωˆδζ(ed) + 2Ωˆζˆ(ea)g(δea, ed) (6.444)
and from the bootstrap assumptions we have∣∣∣2Ωˆg(δ[ζ(ea)ea], ed)∣∣∣ ≤ c(|Ωˆ||δζ(ed)|+ |Ωˆ||ζˆ(ea)||g(δea, ed)|) (6.445)
≤ c ǫ0
r2+δ|u|2 + c
M2
r3
ǫ0
r3+δ
≤ c
(
1 +
M2
R20
)
ǫ0
r2+δ |u|2
iii)
[
δXc
Ω (∂cX
e)− ωB
Ωˆ
∂φδX
e + δe4(Xˆ
e)
]
g( ∂∂ωe , ed)
We have∣∣∣∣δXcΩ (∂cXe)− ωBΩˆ ∂φ(δXe) + δe4(Xˆe)
∣∣∣∣ |g( ∂∂ωe , ed)|
≤ c
[(
M2
r3
)
ǫ0
r4+δ
+
ǫ0
r4+δ
M2
r3
+
ǫ0
r4+δ
M2
r3
]
r ≤ cM
2
R20
ǫ0
r4+δ
(6.446)
iv) e4(δX
e)g( ∂∂ωe , ed) :
We have ∣∣∣∣e4(δXe)g( ∂∂ωe , ed)
∣∣∣∣ ≤ |e4(δXe)|r ≤ c ǫ0r4+δ (6.447)
as the following estimate holds, which we prove later on:
|e4(δXe)| ≤ c ǫ0
r3+δ|u|2 . (6.448)
v) δΩ
Ω(Kerr)
e4(ωB)g(
∂
∂φ , ed) :
We have∣∣∣∣ δΩΩ(Kerr) e4(ωB)g( ∂∂φ , ed)
∣∣∣∣ ≤ c ǫ0r1+δ|u|2 M2r4 r ≤ cM2R20 ǫ0r4+δ . (6.449)
We are left to prove the estimate 6.448, this is the content of the following
lemma.
Lemma 6.1. Under the bootstrap assumptions the following inequality holds in
V∗,
|e4(δXe)| ≤ c ǫ0
r3|u|2+δ . (6.450)
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Proof: Recall that we have an evolution equation along the incoming cones for
δX , see the second equation eq. in 3.296, but we do not have an equation along
the outgoing cones. Therefore we have to derive the previous equation along e4
to get a transport equation for e4(δX
e). We start from the equation for δX ,
Ω∂e3δX
a − Ω(∂cXa(Kerr))δXc = −F aδΩ + 4Ω2δζa . (6.451)
where
F a = Ω
(
2
Ω(Kerr)
Q∆
ΣR2
∂
∂r
Xa(Kerr)
)
≡ −Ωfa
and fa is a completely known function which behaves as O(M2r−4) . Denoting
Ψc ≡ Ωe4(δXc)
its evolution equation is
∂e3Ψ
c = (∂dX
c
(Kerr))Ψ
d +
(
∂e4(Ω∂dX
c
(Kerr))
)
δXd + ∂e4
[
Ωf cδΩ + 4Ω2δζc
]
−(∂e4 logΩ)
[
Ω(∂dX
c
(Kerr))δX
d +Ωf cδΩ + 4Ω2δζc
]
+ (∂e3X
e)∂eδX
c . (6.452)
Proof:
Ω∂e3e4(δX
c) = Ω∂e3∂e4δX
c = Ω∂e4∂e3δX
c +Ω(∂e3e
ρ
4)∂ρδX
c
= ∂e4(Ω∂e3δX
c)− (∂e4 logΩ)(Ω∂e3δXc) + Ω
((
∂e3
1
Ω
)
(δρu +X
eδρe ) +
1
Ω
(∂e3X
e)δρe
)
∂ρδX
c
= ∂e4(Ω∂e3δX
c)− (∂e4 logΩ)(Ω∂e3δXc)− Ω(∂e3 logΩ)(∂e4δXc) + (∂e3Xe)∂eδXc . (6.453)
therefore
∂e3 (Ωe4(δX
c)) = ∂e4(Ω∂e3δX
c)− (∂e4 logΩ)(Ω∂e3δXc) + (∂e3Xe)∂eδXc
= ∂e4
[
Ω(∂dX
c
(Kerr))δX
d +Ωf cδΩ+ 4Ω2δζc
]
− (∂e4 logΩ)
[
Ω(∂dX
c
(Kerr))δX
d +Ωf cδΩ + 4Ω2δζc
]
+(∂e3X
e)∂eδX
c
= (∂dX
c
(Kerr))(Ωe4(δX
d)) +
(
∂e4(Ω∂dX
c
(Kerr))
)
δXd + ∂e4
[
Ωf cδΩ+ 4Ω2δζc
]
−(∂e4 logΩ)
[
Ω(∂dX
c
(Kerr))δX
d +Ωf cδΩ + 4Ω2δζc
]
+ (∂e3X
e)∂eδX
c . (6.454)
Equation 6.452 can be rewritten in a more compact way as
∂e3Ψ
c = (∂dX
c
(Kerr))Ψ
d +
{(
∂e4(Ω∂dX
c
(Kerr))
)
δXd + ∂e4(Ωf
cδΩ) + (∂e3X
e)∂eδX
c
− (∂e4 logΩ)
[
Ω(∂dX
c
(Kerr))δX
d +Ωf cδΩ
]}
+ (∂e4 logΩ)4Ω
2δζc + ∂e4(4Ω
2δζc) ,
or
∂e3Ψ
c = (∂dX
c
(Kerr))Ψ
d +Hc + (∂e4 logΩ)4Ω
2δζc + ∂e4(4Ω
2δζc) (6.455)
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where it is easy to see that
|Hc| ≤ c
(
1 +
M2
R20
)
ǫ0
r3|u|3+δ (6.456)
Therefore if we prove that
|δζc| ≤ c ǫ0
r3|u|2+δ ; |∂e4(4Ω
2δζc)| ≤ c ǫ0
r3|u|3+δ (6.457)
it follows immediately that integrating along the incoming cones with the as-
sumed initial data Ψc satisfies the following bound
|Ωe4(δXc)| ≤ c ǫ0
r3|u|2+δ (6.458)
proving the lemma.
We are still left to prove inequalities 6.457, this is the content of the next lemma.
Lemma 6.2. Under the bootstrap assumptions in the region V∗ the following
inequalities hold
|δζc| ≤ c ǫ0
r3|u|2+δ ; |∂e4(4Ω
2δζc)| ≤ c ǫ0
r3|u|3+δ . (6.459)
Proof: The first inequality follows immediately recalling that by the result on
the correction of the connection coefficients we have
|δζ(ea)| = ǫ0
r3|u|1+δ
and that |eba| = O(r−1). The second estimate is slightly more delicate as it
involves ∂e4δζ, we have therefore to use the expression of D/ 4δζ which, apart
not harmful terms, depends on δβ. The estimate for δβ on the other side has
been already obtained and allows to get the expected bound. The only apparent
problem seems a loss of derivatives here as e4(δX
a) is at the order of connection
coefficients while β of a derivative of them. But, as already discusses, this is not
harmful as in the next step when we are interested to the tangential derivatives
for the connection coefficients, in this case to ∇/ δζ, the equation we use is a
elliptic Hodge equation which allows us to get an estimate for ∇/ δζ without
loosing derivatives, see [Kl-Ni1], Chapter 4, Proposition 4.3.3. Therefore and
this is a general phenomenon appearing in this approach, a loss of derivatives can
appear in the estimate of the connection coefficients or of the metric components,
but does not reproduce itself when we estimate their tangential derivatives.
Proof of Lemma 3.10:
We diagonalize the matrix γ = {γab} via an orthogonal matrix U , β = UγUT .
γ =
 γ(Kerr)11 + δγ11 δγ12
δγ21 γ
(Kerr)
22 + δγ22
 (6.460)
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β =
(
cosα sinα
− sinα cosα
)
·
 γ(Kerr)11 + δγ11 δγ12
δγ21 γ
(Kerr)
22 + δγ22
·( cosα − sinαsinα cosα
)
The requirement that the matrix β be diagonal implies the conditions
cos2 α(γ
(Kerr)
11 + δγ11) + 2 cosα sinαδγ12 + sin
2 α(γ
(Kerr)
22 + δγ22) = β11 = γ
(Kerr)
11 + δb11 +O(ǫ
2
0)
sin2 α(γ
(Kerr)
11 + δγ11)− 2 cosα sinαδγ12 + cos2 α(γ(Kerr)22 + δγ22) = β11 = γ(Kerr)22 + δb22 +O(ǫ20)
sinα cosα(−(γ(Kerr)11 + δγ11) + (γ(Kerr)22 + δγ22)) + (cos2 α− sin2 α)δγ12 = 0 (6.461)
where δβ11, δβ22 are of order ǫ0 . This implies that α = O(ǫ0). A standard
calculation implies that the orthonormal frame in the region V∗ of the perturbed
Kerr spacetime can be written in the following way
e1 =
1√
γ11 cos2 α+ γ22 sin
2 α− 2γ12 sinα cosα
(
cosα
√
γ
(Kerr)
11 e
(Kerr)
1 ,− sinα
√
γ
(Kerr)
22 e
(Kerr)
2
)
e2 =
1√
γ22 cos2 α+ γ11 sin
2 α+ 2γ12 sinα cosα
(
sinα
√
γ
(Kerr)
11 e
(Kerr)
1 , cosα
√
γ
(Kerr)
22 e
(Kerr)
2
)
and keeping only the order ǫ0 we obtain the thesis.
Proof of Lemma 3.12: Observe first that
(D4 −D(Kerr)4 )Oˆ = (eµ4Dµ − e(Kerr)
µ
4D
(Kerr)
µ )Oˆ (6.462)
=
[
(eµ4 − e(Kerr)
µ
4 )Dµ + e
(Kerr)µ
4 (Dµ −D(Kerr)µ )
]
Oˆ
= −δΩ
Ω
D
(Kerr)
4 Oˆ +
rδXc
Ω
DcOˆ + e
(Kerr)µ
4 (Dµ −D(Kerr)µ )Oˆ .
Assuming for simplicity that O be a covariant vector tangent to S,(
(D/ 4 −D/ (Kerr)4 )Oˆ
)
µ
= (ΠρµD4 −Π(Kerr)
ρ
µD
(Kerr)
4 )Oˆρ
= (Πρµ −Π(Kerr)
ρ
µ)D4Oˆρ +Π
(Kerr)ρ
µ(D4 −D(Kerr)4 )Oˆρ
= (δΠρµ)D4Oˆρ +
(rδXc)
Ω
D(Kerr)c Oˆρ +Π
(Kerr)ρ
µ(δΓ
τ
λρ)e
(Kerr)λ
4 Oˆτ .
Proof of Lemma 3.13: From equation 3.308 we have
Πσν = δ
σ
ν − (θ3νeσ3 + θ4νeσ4 ) . (6.463)
The components of θ3 and θ4 satisfy, see 3.310:
θ3u = Ω , θ
3
u = θ
3
c = 0
θ4u = Ω , θ
4
u = θ
4
c = 0 . (6.464)
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Therefore
(Πσν − Πσν (Kerr)) = (θ3
(Kerr)
ν e
σ
3
(Kerr) + θ4
(Kerr)
ν e
σ
4
(Kerr))− (θ3νeσ3 + θ4νeσ4 )
= (θ3
(Kerr)
ν − θ3ν)eσ3 (Kerr) + θ3ν(eσ3 (Kerr)− eσ3 ) + (θ4
(Kerr)
ν − θ4ν)eσ4 (Kerr) + θ4ν(eσ4 (Kerr)− eσ4 )
Observe that
(θ3
(Kerr)
ν − θ3ν) = δuν (Ω− Ω(Kerr)) = δuν δΩ
(θ4
(Kerr)
ν − θ4ν) = δuν (Ω− Ω(Kerr)) = δuν δΩ (6.465)
(eσ3
(Kerr)− eσ3 ) =
δΩ
Ω(Kerr)
eσ3
(eσ4
(Kerr)− eσ4 ) =
δΩ
Ω(Kerr)
eσ4 −
1
Ω
δσc (rδX
c) .
recalling agin that [δΩ] = L0 , [δXc] = L−1. Therefore
(Πσν −Πσν (Kerr)) = δuν δΩeσ3 (Kerr) + θ3ν
δΩ
Ω(Kerr)
eσ3 + δ
u
ν δΩe
σ
4
(Kerr) + θ4ν
δΩ
Ω(Kerr)
eσ4 − θ4ν
1
Ω
δσc (rδX
c)
= δuνΩ
(Kerr) δΩ
Ω(Kerr)
eσ3
(Kerr) + θ3ν
δΩ
Ω(Kerr)
eσ3 + δ
u
νΩ
(Kerr) δΩ
Ω(Kerr)
eσ4
(Kerr) + θ4ν
δΩ
Ω(Kerr)
eσ4 − θ4ν
rδXc
Ω(Kerr)
δσc
=
δΩ
Ω(Kerr)
[(
θ3
(Kerr)
ν e
σ
3
(Kerr)+ θ3νe
σ
3
)
+
(
θ4
(Kerr)
ν e
σ
4
(Kerr)+ θ4νe
σ
4
)]
− rδX
c
Ω(Kerr)
θ4νδ
σ
c
Therefore
(Πσν −Πσν (Kerr)) = δΩAσν + rδXcBσcν (6.466)
where
Aσν =
1
Ω(Kerr)
[(
θ3
(Kerr)
ν e
σ
3
(Kerr)+ θ3νe
σ
3
)
+
(
θ4
(Kerr)
ν e
σ
4
(Kerr)+ θ4νe
σ
4
)]
Bσcν =
1
Ω(Kerr)
θ4νδ
σ
c (6.467)
Proof of the estimates 3.276: The following estimates are easily obtained
from the bootstrap assumptions 2.53, using the previous estimates for the Rie-
mann tensor R and for its corrections δR, see Lemma 3.8 and inequality 3.160.
Observe also that the estimate of
|r4− 2p |u|2+δ(δ∇/ )χˆ(Kerr)|p,S
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has been proved following the previous argument, see the remark after 3.256.
|r4− 2p |u|2+δΩδχˆU/ (Kerr)|p,S ≤ c|r2−
2
p |u|2+δδχˆ|p,S |r2U/ (Kerr)|p,S |∞ ≤ cǫ0M
2
R20
|r4− 2p |u|2+δδΩχˆ(Kerr)U/ (Kerr)|p,S ≤ c|r1−
2
p |u|2+δδΩ|p,S |rχˆ(Kerr)|∞|r2U/ (Kerr)|∞ ≤ cǫ0M
4
R40
|r4− 2p |u|2+δχˆ∇/ δχˆ|p,S ≤ c|r3−
2
p |u|2+δ∇/ δχˆ|p,S |rχˆ|∞ ≤ cǫ0M
2
R20
|r4− 2p |u|2+δχˆ(δ∇/ )χˆ(Kerr)|p,S ≤ c|rχˆ|∞|r3−
2
p |u|2+δ(δ∇/ )χˆ(Kerr)|p,S ≤ cǫ0M
2
R20
|r4− 2p |u|2+δηχˆ · δχˆ|p,S ≤ c|rη|∞|rχˆ|∞|r2−
2
p |u|2+δδχˆ|p,S ≤ cǫ0M
4
R40
|r4− 2p |u|2+δηδχˆ · χˆ(Kerr)|p,S ≤ c|rη|∞|rχˆ(Kerr)|∞|r2−
2
p |u|2+δδχˆ|p,S ≤ cǫ0M
4
R40
|r4− 2p |u|2+δδη|χˆ(Kerr)|2|p,S ≤ c|rχˆ(Kerr)|2∞|r2−
2
p |u|2+δδη|p,S ≤ cǫ0M
4
R40
|r4− 2p |u|2+δtrχ χˆ · δη|p,S ≤ c|rtrχ|∞|rχˆ|∞|r2−
2
p |u|2+δδη|p,S ≤ cǫ0M
4
R40
|r4− 2p |u|2+δtrχ δχˆ · η(Kerr)|p,S ≤ c|rtrχ|∞|rη(Kerr)|∞|r2−
2
p |u|2+δδχˆ|p,S ≤ cǫ0M
4
R40
|r4− 2p |u|2+δδtrχ χˆ(Kerr) · η(Kerr)|p,S ≤ c|r2−
2
p |u|2+δδtrχ|p,S |χˆ(Kerr)|∞|η(Kerr)|∞ ≤ cǫ0M
4
R40
|r4− 2p |u|2+δtrχδβ|p,S ≤ c|rtrχ|∞|r3−
2
p |u|2+δtrχδβ|p,S ≤ cǫ0M
2
R20
|r4− 2p |u|2+δδtrχβ(Kerr)|p,S ≤ c|r2−
2
p |u|2+δδtrχ|p,S |r2β(Kerr)|∞ ≤ cǫ0M
2
R20
where we used the previous estimates for the Riemann tensor R and for its
corrections δR, see Lemma 3.8 and inequality 3.160.
6.2 Various Kerr computations
Let us define u, u as two functions solutions of the eikonal equation
gµν∂µw∂νw = 0 ,
u =
t− r∗(θ, r)
2
; u =
t+ r∗(θ, r)
2
. (6.468)
The Kerr metric in the Boyer-Lindquist coordinates {xµ} = {t, r, θ, φ} is
g(Kerr)(·, ·) = −
(
∆− a2 sin2 θ)
Σ
dt2 − a sin2 θ (r
2 + a2 −∆)
Σ
(dt⊗dφ+ dφ⊗dt)
+
Σ
∆
dr2 +Σdθ2 +
(r2 + a2)2 −∆a2 sin2 θ
Σ
sin2 θdφ2 (6.469)
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a = J/M and
Σ = r2 + a2 cos2 θ = r2 + a2 − a2 sin2 θ
∆ = r2 + a2 − 2Mr = r2
(
1− 2M
r
)
+ a2 (6.470)
R2 =
(r2 + a2)2 −∆a2 sin2 θ
Σ
= (r2 + a2) +
2Mra2 sin2 θ
Σ
and 57 in the {u, u, θ∗, φ} coordinates
g(Kerr)(·, ·) (6.471)
= −4Ω2(Kerr)dudu+ γ(Kerr)ab
(
dωa −Xa(Kerr)(du + du)
)(
dωb −Xb(Kerr)(du+ du)
)
,
where
Xa(Kerr) = ωBδ
a
φ , ωB =
2Mar
ΣR2
, Ω =
√
∆
R2
. (6.472)
The null (radial) geodesic vector field L,L
L = Lρ
∂
∂xρ
, L = Lρ
∂
∂xρ
have the components Lρ = −gρµ∂µ (t+r∗)2 , Lρ = −gρµ∂µ (t−r∗)2 , therefore
L0 = −g
00
2
Lr = −grr (∂rr∗)
2
Lθ = −gθθ (∂θr∗)
2
Lφ = −g
φ0
2
L0 = −g
00
2
Lr = grr
(∂rr∗)
2
Lθ = gθθ
(∂θr∗)
2
Lφ = −g
φ0
2
(6.473)
From these definitions with an easy calculation we obtain
L =
1
2Ω2
(
∂
∂u
+ ωB
∂
∂φ
)
L =
1
2Ω2
(
∂
∂u
+ ωB
∂
∂φ
)
(6.474)
Let us define
e3 =
1
Ω
(
∂
∂u
+ ωB
∂
∂φ
)
, e4 =
1
Ω
(
∂
∂u
+ ωB
∂
∂φ
)
N =
(
∂
∂u
+ ωB
∂
∂φ
)
, N =
(
∂
∂u
+ ωB
∂
∂φ
)
. (6.475)
57
g00 = −
gφφ
△ sin2 θ
, g0φ =
g0φ
△ sin2 θ
, gφφ = −
g00
△ sin2 θ
grr = g−1rr , g
θθ = g−1θθ .
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Therefore
T =
Ω
2
(e3 + e4) =
1
2
(
∂
∂u
+
∂
∂u
)
+ ωB
∂
∂φ
=
∂
∂t
+ ωB
∂
∂φ
T0 =
Ω
2
(e3 + e4)− ωB ∂
∂φ
=
∂
∂t
(6.476)
Recall that in general the following relation holds:
[N,N ] = −4Ω2ζ(ea)ea (6.477)
and computing explicitely the l.h.s. in the Kerr spacetime we obtain:
−4Ω2ζ(ea)ea =
[(
∂
∂u
+ ωB
∂
∂φ
)
,
(
∂
∂u
+ ωB
∂
∂φ
)]
=
(
∂
∂u
− ∂
∂u
)
ωB
∂
∂φ
= 2
∂ωB
∂r∗
∂
∂φ
= 2
∂r
∂r∗
∂ωB
∂r
∂
∂φ
= 2
Q∆
ΣR2
∂ωB
∂r
∂
∂φ
= 2
Q∆
ΣR2
R sin θ
∂ωB
∂r
eφ = −4Ω2
[
−QR sin θ
2Σ
∂ωB
∂r
]
eφ (6.478)
Therefore we have proved that in the Kerr spacetime, with the null frame choice
given before we have:
ζ(eθ∗) = 0 ; ζ(eφ) = −
QR sin θ
2Σ
∂ωB
∂r
. (6.479)
We compute now the null components of the (T )π and the (T0)π deformation
tensors in Kerr, of course the second one is identically zero, but we are interested
to see how the various parts compensate.
The deformation tensors of T and T0.
(T )π: Recall that
T =
Ω
2
(e3 + e4) =
∂
∂t
+ ωB
∂
∂φ
.
Lemma 6.3. In the Kerr spacetime (T )π is different from zero, but some com-
ponents are zero. In fact we have
(T )π(e3, e3) =
(T )π(e4, e4) =
(T )π(e3, e4) = 0
(T )π(ea, eb) = (DλωB)R sin θ(δcφδdλ + δdφδcλ)e
c
ae
d
b
(T )π(ea, e3) = 2Ωζ(ea);
(T )π(ea, e4) = −2Ωζ(ea) (6.480)
Proof:
(T )π(e3, e3) =
1
2
g(D3Ω(e3 + e4), e3) = −ΩD3 logΩ + Ω
2
g(D3e4, e3) = 2ω − 2ω = 0
= g(D3
∂
∂t
, e3) + g(D3ωB
∂
∂φ
, e3) = D3ωBg(
∂
∂φ
, e3) = (D3ωB)R sin θg(eφ, e3) = 0 .(6.481)
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recalling that as ∂∂t and
∂
∂φ are Killing and implying
g(D3
∂
∂t
, e3) = g(D3
∂
∂φ
, e3) = 0 .
Analogous result for (T )π(e4, e4). Moreover
(T )π(e3, e4) =
1
2
g(D3Ω(e3 + e4), e4) +
1
2
g(D4Ω(e3 + e4), e3)
= − ((D3Ω) + (D4Ω)) + Ω
2
g(D3Ωe3, e4) +
Ω
2
g(D4Ωe4, e3)
= 2Ω(ω + ω) + 2Ω(ω + ω) = 4Ω(ω + ω)
= g(D3
∂
∂t
, e4) + g(D3ωB
∂
∂φ
, e4) + g(D4
∂
∂t
, e3) + g(D4ωB
∂
∂φ
, e3)
= (D3ωB)g(D3ωB
∂
∂φ
, e4) + (D4ωB)g(
∂
∂φ
, e3) = 0 . (6.482)
(T )π(e3, ea) =
1
2
g(D3Ω(e3 + e4), ea) +
1
2
g(DaΩ(e3 + e4), e3)
=
Ω
2
g(D3(e3 + e4), ea)− Ω∇/ a logΩ +
Ω
2
g(Dae4, e3)
=
Ω
2
g(D3e4, ea)− Ω∇/ a logΩ +
Ω
2
g(Dae4, e3)
= Ω (η(ea)−∇/ a logΩ + ζ(ea)) = 2Ωζ(ea) (6.483)
(T )π(ea, eb) =
1
2
g(DaΩ(e3 + e4), eb) +
1
2
g(DbΩ(e3 + e4), ea)
=
Ω
2
g(Da(e3 + e4), eb) +
Ω
2
g(Db(e3 + e4), ea) = Ω
(
χ+ χ
)
(ea, eb)
= g(Da
∂
∂t
, eb) + g(DaωB
∂
∂φ
, eb) + g(Db
∂
∂t
, ea) + g(Dbω
∂
∂φ
, ea)
= (DaωB)g(
∂
∂φ
, eb) + (DbωB)g(
∂
∂φ
, ea) = (DλωB)R sin θ(δbφδaλ + δaφδbλ)
Lemma 6.4. In the Kerr spacetime the deformation tensor components of T0
are all identically zero.
Proof: This follows immediately from the stationarity of the Kerr spacetime,
we prove it directly by computation as these are useful when we do perturb the
spacetime.
(T0)π(e3, e3) =
1
2
g(D3Ω(e3 + e4), e3)− g(D3Xc ∂
∂ωc
, e3) (6.484)
= −ΩD3 logΩ + Ω
2
g(D3e4, e3) + g(X
c ∂
∂ωc
,D3e3) = 2ω − 2ω = 0
(T0)π(e4, e4) = 0 (6.485)
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(T0)π(e3, e4) =
1
2
g(D3Ω(e3 + e4), e4) +
1
2
g(D4Ω(e3 + e4), e3)
−g(D3Xφ ∂
∂φ
, e4)− g(D4Xφ ∂
∂φ
, e3) (6.486)
= 4Ω(ω + ω)−
(
g(D3X
φ ∂
∂φ
, e4) + g(D4X
φ ∂
∂φ
, e3)
)
−Xφ
(
g(D3
∂
∂φ
, e4) +
1
2
g(D4
∂
∂φ
, e3)
)
= −Xφ(Z)π(e3, e4) = 0 .
(T0)π(e3, ea) =
(T )π(e3, ea)− g(D3Xφ ∂
∂φ
, ea)− g(DaXφ ∂
∂φ
, e3)
= (T )π(e3, ea)− (D3Xφ)R sin θg(eφ, ea)−Xφg(D3 ∂
∂φ
, ea)−Xφg(Da ∂
∂φ
, e3)
= (T )π(e3, ea)− (D3Xφ)R sin θδφa −Xφ(Z)π(e3, ea) (6.487)
= (T )π(e3, ea)− (D3Xφ)R sin θδφa =
(
2Ωζ(eφ)− (D3Xφ)R sin θ
)
δaφ
=
(
2Ωζ(eφ) +
1
Ω
∂
∂r∗
(∂rωB)R sin θ
)
δaφ =
(
2Ωζ(eφ) +
1
Ω
Q∆
ΣR2
(∂rωB)R sin θ
)
δaφ
= 2Ω
(
ζ(eφ)−
[
−QR sin θ
2Σ
∂rωB
])
δaφ = 0 . (6.488)
(T0)π(ea, eb) =
1
2
g(DaΩ(e3 + e4), eb) +
1
2
g(DbΩ(e3 + e4), ea)
−
(
g(DaX
φ ∂
∂φ
, eb) + g(DbX
φ ∂
∂φ
, ea)
)
= (T )π(ea, eb)−
(
g(DaX
φ ∂
∂φ
, eb) + g(DbX
φ ∂
∂φ
, ea)
)
= (T )π(ea, eb)− (∂λωB)R sin θ(δaλδbφ + δaφδbλ)− (Z)π(ea, eb)
= Ω(χ+ χ)(ea, eb)− eλ(ωB)R sin θ(δaλδbφ + δaφδbλ) = 0 . (6.489)
Corollary 6.1. From the previous Lemma and 6.479 it follows that in the Kerr
spacetime
Ω
(
χ+ χ
)
(ea, eb) =
(
eλ(ωB)R sin θ
)
(δbφδaλ + δaφδbλ)
ζ(ea) =
(
−QR sin θ
2Σ
∂rωB
)
δaφ
ω + ω = 0 , trχ+ trχ = 0 (6.490)
118
References
[Bl] P.Blue “Decay of the Maxwell field on the Schwarzschild manifold”.
Journal of Hyperbolic Differential Equations,5 n.4(2008), 807-856.
[Ch] S. Chandrasekhar, “The Mathematical Theory of Black Holes”.
Oxford University Press (1983).
[Ca-Ni1] G.Caciotta, F.Nicolo` “Global characteristic problem for Einstein
vacuum equations with small initial data: (I) the initial data con-
straints”. JHDE Vol 2, 1, (2005), 201-277.
[Ca-Ni2] G.Caciotta, F.Nicolo` “Global characteristic problem for Einstein
vacuum equations with small initial data II”. arXiv-gr-qc/0608038,
(2006).
[Ch-Kl] D.Christodoulou, S.Klainerman, “The global non linear stability of
the Minkowski space”. Princeton Mathematical series, 41 (1993).
[Da-Ro] M.Dafermos, I.Rodnianski “A proof of the uniform boundedness
of solutions to the wave equation on slowly rotating Kerr back-
grounds”. arXiv-0805.4309v1 (2008).
[Is-Pr] W.Israel and F.Pretorius, “Quasi-spherical light cones of the Kerr
geometry”. Classical and quantum Gravity 15(1998), 2289-2301.
[Kl-Ni1] S.Klainerman, F.Nicolo`, “The evolution problem in General Rel-
ativity”. Birkhauser editor, Progress in mathematical physics, vol.
25.(2002)
[Kl-Ni2] S.Klainerman, F.Nicolo`, “Peeling proerties of asymptotically flat
solutions to the Einstein vacuum equations”. Classical and quan-
tum Gravity 20, 3215-3257, (2003)
[Kr1] J.A.V.Kroon, “Logarithmic Newman-Penrose constants for arbi-
trary polyhomogeneous spacetimes”. Classical and quantum Gravity
16, 1653-1665, (1999)
[Kr2] J.A.V.Kroon, “Polyhomogeneity and zero rest mass fields with ap-
plications to Newman-Penrose constants”. Classical and quantum
Gravity 17, 605-621, (2000)
[Ni] F.Nicolo`, “Canonical foliation on a null hypersurface”. JHDE,
Vol.1, 3, (2004), 367-427.
[Ni2] F.Nicolo`, “The peeling in the ”very external region” of non linear
perturbations of the Kerr spacetime”. ArXiv gr-qc :0901.3316
[W] R.M.Wald, “General Relativity”. University of Chicago Press,
(1984)
119
