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Abstract
We address a long standing problem concerning the scale behaviour of parton densities
in the low x, low Q2 domain. We emphasize the important role of absorptive corrections at
low x and use knowledge of diffractive deep inelastic scattering to exclude the absorptive
effect from conventional deep inelastic data. In this way we obtain a significantly different
low x behaviour of the gluon density, which is now much better described by linear DGLAP
evolution. Accounting also for a second power correction, which arises from the freezing
of αs at low Q
2, leads to an essentially flat behaviour of the low x gluon density.
1 Introduction
The conventional DGLAP evolution does not describe the deep inelastic scattering data in the
low x, low Q2 region very well. In fact the conventional PDF fits to the ‘global’ data show that
the gluon is not well determined in this domain, as illustrated in Fig. 1. Recent detailed studies
of the combined H1 and ZEUS HERA deep inelastic data [1] have been presented in [2, 3].
They show that the description of the data can be improved by allowing for phenomenological
power corrections to the structure functions of the form
Fi(x,Q
2) → Fi(x,Q2)(1 + ai/Q2), (1)
with i = 2, L, where aL ' 4 GeV2 is the most important parameter. Note that in such a
parametrization the power correction does not depend on x.
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Figure 1: Low Q2 = 1.9 GeV2 gluon distributions obtained via the global parton analyses of
MMHT14 [4], CT14 [5], and NNPDF3.1 [6] using LHAPDF [7].
From a more theoretical viewpoint it is known that in the low x, low Q2 region absorptive
corrections (or gluon recombination effects) are not negligible and reduce the growth of the
gluon parton distribution function (PDF). These effects were first emphasized long ago by
Gribov-Levin-Ryskin [8] and by Mueller-Qiu [9] where an extra non-linear term, quadratic in
the gluon density, was added to the linear DGLAP evolution equation for the gluon density
∂xg(x,Q2)
∂lnQ2
=
αs
2pi
∑
a′=q,g
Pga′ ⊗ a′ − 9α
2
s(Q
2)
2R2Q2
∫ 1
x
dx′
x′
[x′g(x′, Q2)]2, (2)
where R ∼ 1 fm is of the order of the proton radius. The equation accounts for all ‘fan’
diagrams. That is, all possible 2 → 1 ladder recombinations are resummed to leading order
of the parameter αsln(1/x)ln(Q
2/Q20). It leads to saturation of the gluon density at low Q
2
with decreasing x. Other early works on this topic can be found in [10, 11]. Nowadays a more
precise non-linear evolution equation has been developed by Balitsky-Kovchegov [12, 13] based
on BFKL evolution.
To investigate the role of the absorptive effects on the behaviour of the gluon in the low
x region, we first correct the low x Deep Inelastic Scattering (DIS) data using the known
2
diffractive DIS (dDIS) PDFs [14, 15] and the AGK cutting rules [16]. The resulting modified
DIS data should now be driven by linear DGLAP evolution. Indeed we find the quality of the
NLO fit is much improved. Formally the absorptive effect behaves as a 1/Q2 correction (see,
for example, eq. (2)) which becomes important due to the large gluon density at low x.
Besides absorption in the low Q2 region the confinement effect is expected to modify the
running of the QCD coupling αs(Q
2). Again, for large Q2, this formally plays the role of a
power correction, which nevertheless may be important in describing the low Q2 data.
Since confinement excludes an interaction at large distances, larger than the finite size of
hadrons, it is actually impossible to reach a low value of the factorization scale. Moreover,
there are phenomenological arguments, partly confirmed by lattice and by Schwinger-Dyson
calculations [17, 18, 19], that the value of the QCD coupling becomes frozen at a scale µ20 ∼ 0.5
GeV2, and/or the singularity of the gluon propagator does not occur at mg = 0 but corresponds
to an effective mass m2g ∼ 0.5 GeV2. Therefore it is reasonable to freeze the DGLAP evolution
somewhere in this region. The simplest way to do this is to replace the argument lnQ2 of
DGLAP evolution by ln(Q2 +µ20), or just to freeze only the value of QCD coupling by using the
αs(Q
2 +µ20) in the place of αs(Q
2). The latter procedure was proposed in [20] and implemented
recently, for example, in [21]. The value of the shift is typically µ0 ∼ 1 GeV.
Both the absorptive and confinement effects are studied here.
2 AGK relations
Im + (-4) x + 2 x
Figure 2: The first absorptive correction due to the rescattering of an intermediate parton. The
continuous and dashed lines correspond to quarks and gluons respectively. The sum of all possible
cuts gives the imaginary part of the amplitude. According to the AGK cutting rules [16] the weights
of the three diagrams are 1, − 4, 2 respectively. The negative weight of the central diagram, with
only one ladder cut, follows since it describes the absorptive correction due to the rescattering of an
intermediate parton.
The simplest absorptive correction, ∆σ, is shown in Fig. 2, where an intermediate parton
has an additional interaction with the target proton. In another language, it is said that this
3
2=
Figure 3: A contribution to the cross section for diffractive DIS (dDIS). The left and right diagrams
show |A|2 and AA∗.
diagram describes the fusion of different cascades into a single ladder which reduces the number
of low x partons. The sum of all possible cuts of the diagram (depending on the position of
the vertical line) give the imaginary part of the whole amplitude. The three diagrams shown
contribute with different weights given by the AGK cutting rules [16]. The weights are 1, −4, 2
respectively. The sum
+ 1− 4 + 2 = −1, (3)
gives a total negative contribution to the cross section. An explicit calculation of the different
cut contributions was given in [22, 8], while in [16] these cutting rules were proved in general
form.
On the other hand, diffractive DIS (dDIS) corresponds to the process where an incoming
proton emits a Pomeron described by a DGLAP ladder. This ladder plays the role of the target
for the observed DIS (as shown in the left diagram in Fig. 3). The corresponding cross section
is shown in the diagram on the right. Note that the cut in Fig. 3 corresponds to one of cuts in
the triple-Pomeron diagram Fig. 2. According to the AGK cutting rules this cut has weight +1
in (3). That is, equal in value but opposite in sign to the sum of the cuts in Fig. 2. Therefore we
can restore the DIS cross section σ(0) in the limit where the absorptive corrections are absent
in the following way
σ(0) = σDISinel + |∆σ| = σDISinel + σdDIS. (4)
The resulting σ(0) should now satisfy linear DGLAP evolution1.
1Strictly speaking, there are more complicated multi-Pomeron contributions with their own AGK relations.
However, in the HERA region, already the first correction gives σdDIS/σfull ∼ 10%, so the effect of more
complicated diagrams may be neglected.
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3 Numerical implementation
To study the effects of absorption and of confinement in NLO PDF analyses at low x (and low
Q2) we compare the PDF fits of the original HERA data with those using modified data from
which the absorptive effects are excluded, as explained above. We use the xFitter programme
[23] with QCDnum [24] evolution. We fit to the combined H1 and ZEUS inclusive DIS data
[1], including both neutral and charged current, together with canonical parametrizations for
the gluon and quark densities at an input Q2 = 1.9 GeV2. In particular the input gluon is
parametrized as
xg(x) = AxB(1− x)C − A′xB′(1− x)25. (5)
The last term is contrived to allow the gluon to decrease at small x and to have a negligible
effect otherwise due to the large power of the (1−x) factor [4]. In practice we find the presence
of this term is not favoured by the fits. Indeed, only in Fig. 7 do we show fits which include
the final term in (5). The power C ′ = 25 is chosen so that the second term will only noticeably
contribute to the gluon distribution for x < 10−2 if A ≈ A′.
As mentioned above, we explore the effect of absorption by modifying the HERA DIS data
by subtracting the lowest absorptive contribution using the known MRW results for dDIS PDFs
which had been obtained from their NLO analysis of the H1 diffractive DIS data for Q2 >8.5
GeV2 [25]. The resulting data should satisfy linear DGLAP evolution. It is important to note
that in this way we are able to allow for the inhomogeneous term in the DGLAP evolution of
the diffractive PDFs; see (6) in the Appendix.. That is, the diffractive PDFs are not simply
described by new input at some fixed Q0 (taken, for example, from the H1 fit B to their
diffractive DIS data) but the new contribution, described by the inhomogeneous term is added
during the evolution in scale µ. At each interval of dµ this contribution is proportional to
dµ2/µ4: see the last term in (6) and the 1/µ2 behaviour of the Pomeron flux fP . Thus the
inhomogeneous term produces a 1/µ2 correction in the evolution in lnµ2.
Recall that MRW fits only to the H1 diffractive data above 8.5 GeV2 (as recommended
by the H1 collaboration). However, since the expressions used in the MRW analysis correctly
include the scale dependence of the inhomogeneous contribution, they should provide the proper
extrapolation to a lower scale of about 2 GeV2. Note also that the momentum fraction z
dependence was not fitted, but was explicitly given by perturbative QCD (see the Appendix
for brief details of the MRW analysis of diffractive DIS data).
To explore the effect of confinement we repeated the analyses replacing the QCD coupling
αs(Q
2) by αs(Q
2 + µ20) for various values of µ
2
0 [18, 20]. The value of αs(M
2
Z) was fixed to be
0.118. Here we compare results for µ20 = 0, corresponding to no effects of confinement, with
those obtained for µ20 = 1 GeV
2.
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Figure 4: Gluon distributions at µ2F = 1.9 GeV
2. We show three pairs of curves. In each pair the
gluons differ according to whether the fit included DIS data with Q2 > 2 or 7 GeV2. The lower pair
of curves (marked no correction) are the conventional gluons. If we account for the full diffraction
corrections then we obtain at low x noticeably larger gluons (the upper pair of curves). Finally the
pair of thin curves correspond to the case where only the ‘elastic’ dDIS data are used as a correction
(that is data with the proton being left intact).
4 Discussion of the results
We performed numerous fits to the HERA DIS data [1]. In Figs. 4 − 7 we show the minimum
selection of the results that best describes the effects of including the power corrections, which
arise from absorption and confinement, on the low x behaviour of the gluon density. The quality
of the fits is summarized in Table 1. The study concludes that the upper curve in Fig. 5 is the
favoured behaviour of the low x gluon PDF.
First we consider the results obtained with µ0 = 0, that is for the case where the argument of
the QCD coupling is not shifted, and the conventional NLO coupling normalized to αs(M
2
Z) =
0.118 is used.
As we see from Fig. 4, accounting for absorptive corrections gives a noticeably larger ‘linear’
gluon at low x. We call it ‘linear’ since after we correct the data points by adding the diffractive
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Figure 5: Left: Gluon distributions fitted including power corrections coming from the low scale
behaviour of running αs coupling (µ0 = 1 GeV). The ‘linear’ gluons become almost flat in the small
x region. Right: Gluon distributions with error bars using data with Q2 > 2 GeV2 and µ0 = 1 GeV.
cross sections, in other words after we cancel (exclude from the data) the absorptive effect (at
least its major part), we get the partons which should be described, indeed, by linear DGLAP
evolution. These are not the partons which should be used to calculate completely inclusive
cross sections based on the QCD factorization theorems. Thanks to AGK rules, in this inclusive
case one has to take the conventional PDFs of the ‘global’ fits in which the absorptive effects
discussed above are included.
However these conventional partons should not be well described by linear DGLAP evo-
lution; the non-linear corrections are essential in the low-x and relatively low scale domain.
Thus here we restore the ‘original’ partons from the proton wave function (that is partons not
affected by power corrections). These partons should be better described by the linear DGLAP
evolution and can be interpreted at Q = Q0 as the original distributions in the incoming proton
wave function.
Here we focus on the gluon, since at low-x it is the most important PDF. At low-x sea
quarks distributions reproduce the same behaviour as that for gluons. The x dependence of
xg is shown in Fig. 4 at a low scale µ2 = 1.9 GeV2 which can be viewed as the input scale.
The plot contains three pairs of curves. The lower pair of curves are the conventional gluons,
obtained ignoring absorptive corrections. They have a tendency to decrease with decreasing x.
This may be caused by the fact that in fitting the data with a linear equation, the computer
tries to mimic absorptive effects (which are not included in linear evolution) by the decrease of
gluon densities in the input PDF. Excluding the negative absorptive correction we get larger
‘original’ gluons. Each pair of curves was obtained by first fitting to those DIS data with Q2 > 2
GeV2, and then, secondly using the reduced data set with Q2 > 7 GeV2. The fact that the
results at starting scale 1.9 GeV2 are almost the same reflects the stability of the fit and the
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Figure 6: The effect of absorptive corrections on the gluon density at scale µ2F = 5 GeV
2. At this
relatively low scale, the gluons already grow with x decreasing. The fits using data with Q2 > 2
GeV2 and with Q2 > 7 GeV2 essentially gives the same gluon density, demonstrating the stability of
the evolution from 2 to 7 GeV2.
fact that the evolution equation satisfactorily describes the Q2 dependence of the data within
the 2 to 7 GeV2 interval.
The pair of upper (bold) curves in Fig. 4 show the gluon when the ‘full’ absorptive effect was
included, while the pair of thin curves are the result when only the ‘elastic’ dDIS data are used
(with the proton being left intact). The point is that the full absorptive correction includes
the contribution of the proton excitations in the intermediate state (the cut of a lower line in
Fig. 2). The probability of different p → N∗ excitations is about 40%. Therefore calculating
the last term, σdDIS, in (4) we multiply the cross section given by the MRW fit by the factor
1.4. The increase in the gluon when going from a factor 1 to 1.4 is evident in Fig 4.
We emphasize that after power corrections arising from absorptive corrections are included
the quality of the fit becomes appreciably better (see Table 1). When we include the absorptive
effect we gain ∆χ2/n.d.f. = 0.126 (i.e. more than 148 in the total χ2 value; 1185 data points
were fitted) in the fit with Q2 > 2 GeV2.
For a moment let us digress to study the results obtained if we now include another source
of power corrections. Namely, those coming from the low scale behaviour of the running αs
8
01
2
3
4
10−4 10−3 10−2 10−1 100
µ20 = 0 GeV2
with diffraction correction
Q
2
>
7
Q
2 > 2
x
g
(x
,µ
2 F
=
1.
9
G
eV
2
)
x
Figure 7: Gluon distributions obtained from fits using (full) diffraction corrections and with a
parameterization with the final (negative) term in (5). There is a large instability for x < 10−3
depending on whether the DIS data in the region 2 < Q2 < 7 GeV2 is included or not.
coupling. If we perform a fit which includes a µ20 = 1 GeV
2 shift of the argument of αs, then
we obtain even larger ‘linear’ gluons which become almost flat in the small x region, especially
when using the data at low Q2 > 2 GeV2, close to the input; see Fig. 5. From Table 1 you can
see by comparing the χ2 values of the µ0 = 1 GeV fits with those of the µ0 = 0 fits that the
inclusion of the ‘confinement’ power corrections practically does not change the quality of the
fits. However they lead to a more acceptable flat low-x behaviour of the ‘original’ gluons2.
Returning to fits with µ0 = 0, we show, in Fig. 6, the gluons at a larger scale µ
2 = 5 GeV2.
Already after a rather small interval of evolution (from 1.9 to 5 GeV2) the gluons start to grow
with x decreasing. The results obtained by fitting data with relatively large Q2 > 7 GeV2
coincide well with those given by the fit to all the HERA data with Q2 > 2 GeV2. Again this
stability demonstrates that the evolution equations well describe the Q2 interval from 2 to 7
2The low-x behaviour of the gluon is driven by the rightmost singularity of the amplitude corresponding to
vacuum quantum number exchange. In perturbative QCD the intercept of this (QCD Pomeron) singularity is
αP (0) > 1. That is, we expect an increase of xg(x) as x decreases, accounting for absorptive effects. This leads
to saturation of the gluon density at low x and low Q2, which may generate a flat behaviour of the input gluon.
However there is no reason for xg(x) to decrease as x→ 0.
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GeV2.
In all the previous fits that we have shown, the input PDFs were parametrised by a form,
(5) in which the gluons are definitely positive (that is, we set parameter A′ = 0). If we add the
(parametric) term which allows for the low x gluons to be negative then we observe in Fig. 7 a
huge instability of the gluon density for x < 10−3. Here by instability we mean that the gluon
PDF strongly depends on the Q2 interval used to fit the data. Starting from Q2 > 7 GeV2 we
obtain for x < 0.4×10−3 much smaller gluon densities than those which result from fitting data
in the larger Q2 < 2 GeV2 interval. As seen from Fig. 7 the difference exceeds the error bars
formally coming from the fits. Recall that without the term which allows for negative gluons
the results coming from the fits using the Q2 < 2 GeV2 and Q2 < 7 GeV2 intervals do not
differ too much (see e.g. Fig. 4). Note also that when including the low Q2 ∼ 2 GeV2 HERA
DIS data (which are close to the input) we get more or less the same results as in the previous
(non-negative) fit (Fig. 4). On the other hand, however, the fit using only the Q2 > 7 GeV2
data results in a negative gluon for x < 2×10−4. In Table 1 this fit is denoted by ‘1.4 MRW −’.
We see that with two extra parameters (A′ and B′ in (5)) the quality of the fits did not improve.
Moreover, allowing for the gluon density to be negative we obtain completely unstable results
at low x.
Here we should emphasize that the error bands on the gluon distribution shown as examples
in Figs. 5 and 7 have been obtained using the usual ∆χ2 = 1 criteria. Due to the restrictive
form of the input parametrization3 the error bands shown are not representative of the true
uncertainty on the gluon distribution for x <∼ 10−3, which in this domain will be much larger if
a more free or extensive parametrization were to be used. However, as far as the relative width
of the error bands is concerned, Fig. 7 does show the improvement in the uncertainty if all the
HERA data with Q2 > 2 GeV2 were fitted rather than the smaller subset with Q2 > 7 GeV2.
We include in Tables 2 and 3 the free parameters of the input parton distribution at the
starting scale µ2F = 1.9 GeV
2. Both sets of values are for the inclusion of the full diffractive
corrections without negative gluons (1.4 MRW +). All data with Q2 > 2 GeV2 are used and in
Table 2 the running of the coupling is not changed (µ0 = 0), while in Table 3 it is (µ0 = 1 GeV).
The A parameters for the gluon and valence quarks are fixed from momentum and quark number
sum rules, respectively. All parameters in the down-type quark distribution xD¯ are free. This
distribution is assumed to be composed of 60% down quark and 40% strange quark. For the
up-type distribution (xU¯ = xu¯), A and B are fixed so that the small x behavior of the up and
the down quark distribution are the same, while CU¯ and DU¯ are kept free. No charm, bottom
or top quarks are considered at the starting scale, and charm and bottom quark are generated
perturbatively during the evolution. For more information, see Section 6.2 of Ref. [1].
3Essentially xg = AxB(1− x)C with A fixed by the momentum sum rule.
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µ0 (GeV) 0 0 1 1
Data cut (GeV2) 2.0 7.0 2.0 7.0
without + 1.225 1.165 1.226 1.160
without − 1.227 1.161 1.223 1.157
MRW + 1.128 1.088 1.128 1.085
1.4 MRW + 1.099 1.066 1.099 1.063
1.4 MRW − 1.099 1.065 1.093 1.063
Table 1: The quality of the fits in terms of reduced χ2 by degrees of freedom, that is χ2/n.d.f.
MRW (1.4 MRW) denote that the elastic (full) diffractive correction has been made. ‘Without’
means no diffractive correction has been made. The + (−) signs indicate positive (‘negative’)
gluons; that is, in the parameterization of (5) the last term has been omitted (included). The
largest improvement in the description of the DIS data is obtained by the inclusion of (MRW)
absorptive corrections. The favoured fits of the Q2 > 2 GeV2 HERA DIS data [1] before and
after allowing for power corrections are shown in bold.
µ0 = 0 GeV A B C D E
xg 5.63 * 0.103 10.261 – –
xuv 3.743 * 0.687 4.822 – 14.087
xdv 3.101 * 0.799 4.091 – –
xU¯ 0.121 * -0.169 * 7.172 8.435 –
xD¯ 0.201 -0.169 5.732 – –
Table 2: Parameters of the input parton distribution at the starting scale µ2F = 1.9 Gev
2 using in
the fit all data with Q2 > 2 GeV2 and without changing the running of the coupling (µ0 = 0).
Full diffractive corrections are included (1.4 MRW), there are no negative gluons (+) and the
parameterization function is AxB(1−x)C(1 +Dx+Ex2). The parameters with an asterisk are not
free since they are fixed by sum rules or the expected behaviour at low x.
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µ0 = 1 GeV A B C D E
xg 4.21 * 0.021 9.427 – –
xuv 3.502 * 0.665 4.866 – 15.066
xdv 2.939 * 0.781 4.054 – –
xU¯ 0.132 * -0.157 * 6.936 7.078 –
xD¯ 0.220 -0.157 6.665 – –
Table 3: Free parameters of the input parton distribution at the starting scale µ2F = 1.9 Gev
2
using in the fit all data with Q2 > 2 GeV2 and running of the coupling is changed (µ0 = 1 GeV
2).
Full diffractive corrections are included (1.4 MRW), there are no negative gluons (+) and the
parameterization function is AxB(1 − x)C(1 + Dx + Ex2). The smaller value of B (as compared
with B = 0.103 in Table 2) makes the gluons more flat. The parameters with an asterisk are not
free since they are fixed by sum rules or the expected behaviour at low x.
5 Summary
We have investigated the effects of absorption, which has the form of a power correction, at the
beginning of low Q2 evolution. Using the AGK cutting rules and the known diffractive part of
the DIS cross section, we are able to remove the absorptive corrections from the inclusive data.
Interestingly this greatly improves the description of the data. The gluons corresponding to
this linear DGLAP evolution are significantly larger at small x and small Q2. Moreover they
are stable to the low Q2 cut used to select the DIS data to be fitted 4.
A second power correction arises from the freezing of αs at low Q
2 as was proposed in
[18, 20]. The main effect is to make the input gluon distribution essentially flat at very low x.
Recall that the conventional ‘global’ PDFs should be used to describe inclusive cross sections,
based on the QCD factorization theorems. However, to study theoretically the details of the
proton wave function, necessary for the description of exclusive data, one has to use these
new gluon densities based on linear evolution, not affected by absorptive and other power
corrections.
Recent studies [27, 28] have added to the DGLAP splitting functions the contribution given
by the low-x re-summation of BFKL-like ((αs ln(1/x))
n) terms. It was found that this improves
the conventional (linear) DGLAP fit of the low x and Q2 data. This observation does not
mean that non-linear effects should be neglected. Both the power corrections caused by the
4The role of higher twist=4 contributions in the description of low x and low Q2 PDFs was studied in [26].
Gluon PDFs larger than those found in conventional global analyses were obtained in this domain. However,
while we have used the known diffractive DIS data to account for absorptive effects during the evolution, the
author of [26] put a theoretically motivated ansatz for the twist=4 contribution at the final Q2 corresponding to
the PDF scale. The difference is that we actually study not twist=4 but twist=2 parton distributions accounting
for the (induced by twist=4) absorptive corrections which modify the twist=2 evolution through the addition
of a known inhomogeneous term.
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inhomogeneous (non-linear) terms in DGLAP evolution (2), (6), and also the re-summation of
the higher αs order leading logarithmic (in ln(1/x)) contributions are important in the low x
and Q2 domain. It would be interesting in future to fit the data accounting for both effects.
However this is beyond the scope of the present paper.
Appendix
Here we briefly recall the main elements/features of the MRW [14, 15] description of diffractive
parton distributions (that is dDIS PDFs). In the MRW approach the inhomogeneous term
arises from the perturbative Pomeron initiated contribution, that is from the fusion of two
parton cascades into the one cascade. Then the evolution of a diffractive PDF, aD, with scale
µ2, takes the form
daD(xP , z, µ
2)
dlnµ2
=
∑
a′=q,g
Paa′ ⊗ a′D +
∑
P=G,S,GS
PaP (z)fP (xP ;µ
2) . (6)
The Pomeron cascade contains gluon and quark components which are described by the conven-
tional gluon, xg(x, µ2), and sea quark, xS(x, µ2), PDFs. Besides this splitting of the gluon-made
and the quark-made pomerons is possible. These contributions are denoted as G,S and GS
respectively. The functions fP=G,S,GS(xP , µ
2) in (6) are the fluxes of the respective Pomerons,
while PaP (z) describes the parton a distribution (over the Pomeron momentum fraction z)
corresponding to the splitting of the P = G,S,GS component of the Pomeron to the parton a;
Paa′ are the usual splitting functions of parton a
′ to parton a = q, g. The values of fluxes are
given by
fP=G(xP , µ
2) =
1
xPBD
[
Rg
αs(µ
2)
µ
xPg(xP , µ
2)
]2
, (7)
fP=S(xP , µ
2) =
1
xPBD
[
Rq
αs(µ
2)
µ
xP q(xP , µ
2)
]2
, (8)
fP=GS(xP , µ
2) =
1
xPBD
RgRq
α2s(µ
2)
µ2
xPg(xP , µ
2)xP q(xP , µ
2) . (9)
Here xP is the proton momentum fraction carried by the Pomeron, factor Rg,q accounts for
the skewness, that is for the fact that actually the Pomeron is described by the generalized
distribution function (GPD) with the non-zero momentum transferred through the Pomeron,
where the fraction x′ carried on one side of the ladder can differs from that, x = xP on the
other side. In our case we deal with x′  xP . Finally the diffractive slope BD plays the role of
R2 in (2).
The functions PaP (z), which plays the role of ‘initial’ parton distributions produced by the
Pomeron at scale µ, were calculated at lowest αs order in the Appendix of [15]. They read:
PqG(z) = z
3(1− z) , (10)
13
PgG(z) =
9
16
(1− z)2(1 + 2z)2 , (11)
PqS(z) =
4
81
z(1− z) , (12)
PgS(z) =
1
9
(1− z)2 , (13)
PqGS(z) =
2
9
z2(1− z) , (14)
PgGS(z) =
1
4
(1− z)2(1 + 2z) . (15)
These expressions are used during the evolution when µ > Q0. The part coming from scales
µ < Q0 lower than the input value Q0, was parametrized as the usual input PDF.
It is seen from (7,8,9) that the contribution of the inhomogeneous term in (6) is suppressed
by the factors α2s and 1/BDµ
2. That is it should be considered as a power correction (1/µ2),
and so dies out at large µ. However at low x it is strongly enhanced by the large value of parton
densities, like (xg)2. Therefore its contribution is not negligible and it affects the beginning of
the conventional linear DGLAP evolution.
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