In this paper, we compare the (1+1)-CMA-ES to the (1+2 
INTRODUCTION
The (1+1)-CMA-ES is an elitist version of the CMA-ES algorithm [10] that uses the (1+1) selection scheme where at Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. GECCO '10, July 7-11, 2010 , Portland, Oregon, USA. Copyright 2010 ACM 978-1-4503-0073-5/10/07 ...$10.00. each iteration, an offspring (new probe point) is created from the single parent (current solution) and the best among the offspring and parent is selected for becoming the new parent at the next iteration [11] . The (1+1)-CMA-ES implementing an independent restart mechanism was benchmarked for the BBOB-2009 workshop on the noiseless and noisy testbed [3, 4] . The overall best performing algorithm of the BBOB-2009 workshop [8] was the BI-POP variant of the CMA-ES algorithm, combining restarts of CMA-ES with large and small population sizes [6] . Surprisingly, the (1+1) variant of CMA-ES could outperform the BI-POP-CMA-ES algorithm by a significant factor on the Gallagher functions f21 and f22 [2] . On f21, the (1+1)-CMA-ES is 8.2 times (resp. 68.7 times) faster than the BI-POP-CMA-ES in dimension 20 (resp. 40); for f22, the (1+1)-CMA-ES is 37 times faster than the BI-POP-CMA-ES in 20D and is able to solve the problem in 40D which the BI-POP-CMA-ES does not allow.
Motivated by this surprisingly large improvement over the BI-POP-CMA-ES, new local search variants of CMA-ES have been designed combining derandomization by means of mirroring and sequential selection [1] . In this paper, we benchmark the elitist variant of these newly introduced algorithms, namely the (1+2 
THE ALGORITHMS

The (1+1)-CMA-ES
The (1+1)-CMA-ES with independent restarts used in this paper is the same as the one used in [3] and we refer to this paper for a thorough description of the algorithm and of the parameter setting. Because the function instances changed for the BBOB-2010 workshop, we ran the experiments again using the same parameters and stopping criteria. No parameter tuning per function has been done such that the crafting effort CrE equals 0. . The derandomization of the (1+2)-CMA-ES is done by mirroring the two offspring with respect to the parent: let us denote Xn ∈ R D , σn and Cn the current parent solution, step-size and covariance matrix respectively at iteration n. The first offspring equals X 1 n = Xn + σnN1 (0, Cn) where N1 (0, Cn) is a random vector sampled from a multivariate normal distribution with mean vector 0 and covariance matrix Cn. The second offspring is the symmetric of X 1 n with respect to Xn and thus equals X 2 n = Xn − σnN1 (0, Cn). Instead of selecting the best among X 1 n and X 2 n to become the next parent Xn+1, as it is done in a (1+2) selection scheme, we compute the objective function value of X 1 n and compare it to Xn, if
The (1+2
1 we set Xn+1 = X 1 n and continue with the next iteration, else we compute the objective function value of X 2 n and set Xn+1 to the argmin of f (X 1 n ), f(X 2 n ) and f (Xn) as in the (1+2) selection scheme where f : R D → R is the objective function to be minimized. The notation for the parameters used are the one from [3] . We have used for the step-size control d = 1 + . Moreover, an independent restart mechanism has been implemented for the (1+2 s m )-CMA-ES using the same stopping criteria as for the (1+1)-CMA-ES (see [3] ). Each initial solution X0 was uniformly sampled in [−4, 4] D and the step-size σ0 was initialized to 2. The source code used for the experiments is available 2 . As for (1+1)-CMA-ES, the crafting effort of (1+2 
CPU TIMING EXPERIMENTS
RESULTS
Results from experiments according to [7] on the benchmark functions given in [5, 9] are presented in Fig. 2, 3 and 4 and in Table 1 . Moreover, Fig. 1 shows results of the (1+2 s m )-CMA-ES function by function. The expected running time (ERT), used in the figures and table, depends on a given target function value, ft = fopt + Δf , and is computed over all relevant trials as the number of function evaluations executed during each trial while the best function value did not reach ft, summed over all trials and divided by the number of trials that actually reached ft [7, 12] . Statistical significance is tested with the rank-sum test for a given target Δft (10 −8 in Figure 2 ) using, for each trial, either the number of needed function evaluations to reach Δft (inverted and multiplied by −1), or, if the target was not reached, the best Δf -value achieved, measured only up to the smallest number of overall function evaluations for any unsuccessful trial under consideration. We refer to a test with a p-value of p ≤ 0.05 as statistically significant, and if p ≤ 10 −3 as statistically highly significant. 
When comparing the (1+1)-CMA-ES and the (1+2
CONCLUSION
In this paper, we have compared the recently introduced (1+2 
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