INTRODUCTION
Classification Rule Mining is a Data Mining approach which discovers a set of rules for predicting the class of unseen data. Classification rules are patterns that belong to a specific class. There can be many distinct rules for a class. Every attribute contains a set of distinct domain values. The domain values of attributes are referred to as terms. A classification rule consists of one or more terms, collectively called antecedent, and a class value called consequence. Class based rule mining is hybrid class of rules having classification rule as well as Association rule features which results in class based association rules learning providing associative classification. Associative classification rules are those rules which satisfy the specific support and confidence. The class association rule is shown in (1) .
X
C => (1) Where X represents a list of items while C shows the class label.
There are various approaches used for the classification rule mining and vastly applied ant colony optimization with other techniques and models for searching and optimization purposes. In this study, we are focusing on classification rule mining by using ant colony optimization. This survey study provides variants of ACO based classification rule mining approaches that are known as Ant-Miners in the literature, with their comparative study and analysis. The comprehensive and comparative analysis of ACO based classification rule mining is important to understand the different ant miner algorithms. In this research an effort is made to present comprehensive survey and mathematical analysis of different ant miner algorithms. The focus is on the bio inspired ACO based classification rule mining algorithmic approaches.
There are two major contributions of this research study. First is intensive comparative performance analysis of bio inspired; Ant Colony Optimization based algorithmic approaches exploited for the discovery of classification rule mining and second is focused survey of Ant-Miners for the discovery of classification rules. This paper provides critical and comparative study of various flavors of Ant-Miners and insight of effectiveness of ACO based classification rule mining approaches for the classification purposes. We discuss different parameters and functions exploited in ACO based classification rule mining approaches like heuristic function, term selection probability, and pheromone updating procedure and measuring of rule quality.
The remaining paper consists of the following sections; firstly the section II provides the related work of different approaches exploited for the discovery of classification rule mining, the section III introduces the Ant Colony Optimization, the section IV provides detailed collection of ACO based rule discovery approaches with their critical analysis and comparison, the section V provides comparative performance analysis of selective Ant-Miners on public data sets. Finally, conclusion and future work is given in the section VI.
II. RELATED WORK
There are various statistical and evolutionary approaches proposed for the classification rule discovery and mining of association rules like artificial neural networks, Support Vector Machine (SVM), Genetic Algorithm (GA) and Swarm Intelligence. However, classification rule mining is still in a stage of exploration and development. In [1] E.Noda et al. applied genetic algorithm for the discovery of interesting prediction rules. D.L.A. Araujo et al. [2] proposed genetic algorithm for the rule mining from the huge databases. In [3] M.V.Fidelis et al. applied the genetic algorithm for the discovery of comprehensible classification rules. Genetic Algorithm is being applied for the discovery of interesting knowledge from a science and technology databases in [3] . In [4] L.Yan, et al. proposed an entropy-based genetic algorithmic approach for the classification rules learning. In [5] X. Zhongyang The literature survey shows there are a vast variety of applications of ant colony optimization in the field of data mining. R.S. Parpinelli exploited ant behaviour for data mining purposes first time according to the best of our knowledge in [28] . K.Salama and A. A. Freitas [29] , exploited ant colony optimization for the learning Bayesian network classifiers which resulted in promising results. On the basis of importance and effectiveness of knowledge discovery from huge data reservoirs, discussions were provided by the A.A Freitas in [30] . In [31] , A.A. Freitas provided review of evolutionary algorithms used for the data mining purposes. The study of Ant Colony Algorithms for data classification is given in [32] . The suggestions on improving the interpretability of classification rules in sparse bioinformatics datasets are given in [33] . The performance evaluation measures of hierarchical classifiers are discussed by the E.P.Costa et al. in [34] . Comprehensible classification models are discussed in [35] by the A.A. Freitas. .In [36] T. Karthikeyan and J. Mohana Sundaram have provided the survey of ant colony optimization for association rule mining and comparison between AntMiner and AntMiner+.
This survey paper contributed to research society in two aspects. Firstly by providing larger number of Rule Miners exploiting Ant Colony Optimization particularly and updated related work continued for the discovery of classification rules. Secondly by providing extensive performance analysis of selective Ant Miners by using larger and varying databases which is given in the Section No. 5.
III. ANT COLONY OPTIMIZATION
The Ant Colony Optimization is a bio inspired subfield of Swarm Intelligence paradigm for the designing of metaheuristic approaches for optimization problems. The first ACO based algorithm named Ant System, was proposed by Colorni, Dorigo and Maniezzo in early 1990 [37] . Swarm Intelligence is a collection of algorithmic approaches inspired by the 50 | P a g e www.ijacsa.thesai.org collective intelligence behavior of group of simple agents [38] . The insect's members of swarm such as ants and bees can perform simple tasks individually while their cooperative behavior provides solutions for complex and hard problems. The working procedure of ACO based algorithmic approach models the food searching behavior of real ants. The foraging behavior of real ants for food and convergence of shortest path between food and nest, inspire the Ant Colony Optimization approach for the solution of hard and optimization problems.
The pheromone value provides mechanism for the mutual information sharing among the ants that result in cooperative behavior. An artificial ant can be considered as a simple computational agent. In the implementation of artificial ant, probabilistically path selection mechanism is introduced. In basic ACO algorithm pheromone value update and pheromone value evaporation is done by using the mathematical formulae. Generally the pheromone evaporation rate is directly proportional to the length of path. The ACO based metaheuristic approaches are very suitable for the problem scenarios where optimized section is desired. By the literature survey, as shown in the fourth section, ACO is very promising for the discovery of classification rule mining. ACO provides more interesting and useful rule which results in highly predictive and accurate classifiers. The extensive application of ACO for association rule mining purpose is given in the fourth section and results are promising from state-of-the-art approaches.
IV. ACO BASED CLASSIFICATION RULES MINING ALGORITHMS

A. Ant Miner
The Rafael S. Parpinelli et al. proposed a nature inspired algorithm for the association rule mining named Ant-Miner in [32] . This approach exploits the real ant food searching behavior for the extraction of classification rules from data. The objective of this approach is to assignment of each case to one class, out of a set of predetermined based on the attributes values for the case. The working mechanism of ant colony optimization based rule mining approach named Ant-Miner can be divided in the five sections. The first section is general description of Ant-Miner, second section is about heuristic function, third section is rule pruning, forth section is pheromone update and last one is usage of discovered rules for new cases classification. Swarm Intelligence based approaches, individuals incrementally constructs a solution for the targeted problem. In the case of associative rule mining, the objective is discovery of classification rule that are exploited by the classifier. The classification rule in the Ant-Miner consists in the given form i.e. IF <term1 AND term2 AND... > THEN <class>. In this rule each term is a triple <attribute, operator, value>, where value belongs to the attribute domain and operator is relational operator. The Ant-Miner Algorithm operates only on the categorical attributes. During the preprocessing phase continuous attributes are discretized. AntMiner works likely a sequentially covering approach; discovering a list of classification rules by covering almost all training cases.
In Ant-Miner, iteration discovers one classification rule and it is added to the discovered rule list. The training cases that are correctly classified by the rule are excluded from the training list. This process continues until the given threshold, called Max_uncoverd_cases. The core operation of Ant-Miner is in which the current ant iteratively adds one term at a time to its current partial rule. In the AntMiner algorithm, the probability of addition of termi,j to the current partial rule is calculated by (2) . (2) Here in (2) , is the value of heuristic function for termi,j. The heuristic value shows the relevance of termi,j for classification. The pheromone value associated with termi,j is represented by (t) at iteration t. The value of xi shows the status of attribute, used by the ant. Heuristic Function implied in the Ant_Miner is given in (3) . In this approach authors use the information gain as heuristic value of a term. In Ant_Miner class is selected after rule construction and default rule is majority class of reaming uncovered samples. Training stops on the basis of max uncovered cases.
The equation (4) is used for the calculation of heuristic value by using information gain that is calculated in (3), where k represents the number of classes. The approach for heuristic function exploited by the Ant-Miner is same as used in decision-tree by differing in the entropy computation for the attributes. In the decision tree approach entropy is computed for an attribute as a whole while in Ant-Miner the entropy is computed for an attribute-value pair only.
Ant-Miner classifier exploits rule pruning approach to remove irrelevant terms that might have been unduly included in the rule. By rule pruning the predictive power of the rule is potentially increased, results in simplicity in the rules and helps to avoiding the over fitting to the training data. The Ant Colony Optimization based approach used the mechanism for the pheromone initialization in the start and later on for the updating the value of pheromone. Here (5) is used for the pheromone initialization and (6) is for the pheromone value updating purposes.
Here (t) shows the previous pheromone value at iteration t and (t+1) is the updated value for the iteration (t+1). The Q is the quality of the rule which is calculated by (7).
The rule quality is evaluated by (7) . Where TP, TN, FP and FN stands for true positive, true negative, false positive and False negative respectively. (7) The performance of the Ant-Miner is promising with CN2. The predictive accuracy of the proposed approach is competitive with CN2 and also rules discovered by Ant-Miner are smaller than CN2.
B. Ant Miner2
Bo Liul et al. [39] , proposed an enhancement in the classification rule mining approach "Ant-Miner" exploiting bio inspired Ant Colony Optimization. The enhance version of Ant-Miner, named Ant-Miner2, exploits density estimation as a heuristic function instead of information gain used by AntMiner. In terms of computation Ant-Miner2 is less expensive than the original Ant-Miner. Ant-Miner2 is based on simple division instead of the logarithm as in Ant-Miner. In AntMiner2, the pheromone initialization, pheromone updating and rule quality is measured similarly as in the Ant-Miner, by using (5), (6) and (7) respectively. The main difference between AntMiner and Ant-Miner2 is in heuristic value
The heuristic function used in Ant-Miner2 is given in the table No.1. The proposed enhancement was compared with AntMiner by using UCI data set. Both the approaches performance was same in the context of accuracy and number of rules.
C. Ant Miner3
Bo Liu1et al. proposed improvements in the classification rule mining ACO based algorithm named Ant-Miner. New version of the Ant-Miner is namely, Ant-Miner3 [40] , uses a different pheromone updating strategy and state transition rule which results in improvements in terms of accuracy of rule lists. In the proposed classification rule mining approach (AntMiner3), authors incorporated a tuneable stochastic element which cases balance between exploitation and exploration in its operation during the construction of a rule. In Ant-Miner3, the behaviour of real ants is more accurately modelled which provides a greater diversity in path choices, assists in finding an optimal rule. The quality of a rule and the accuracy of rule sets are improved by introducing a new pheromone updating rule. The working procedure of Ant-Miner3 differs from AntMinere2 in terms of pheromone updating method. After construction of rule, pheromone value associated with each term is updated according to the relation that is given in the Table I .In Ant-Miner3, the larger value of p indicates a fast evaporation and vice versa.
The value of p used in experiments is fixed at 0.1. In equation (6), Q represents the quality of rule constructed. The quality of rule Q is calculated by using (7). This research work suggests that Ant-Miner3 has a number of parameters that requires optimization. In AntMiner3 all rules are pruned and pheromone matrix is symmetric.
D. AntMiner+
David Martens et al. [41] , proposed a Max-Min Ant System based algorithm known as Ant-Miner+. The new classification rule mining approach is based on the bio inspired Ant-Miner. The main differences between proposed approach and previously defined AntMiner versions are exploitation of better forming, MAX-MIN, Ant System, augmented environment and search space for the ant's walk. The proposed approach AntMiner+, is capable to handle multiclass problems and ability to include interval rules in the rule list. For the system parameter setting, there is automated and dynamic manner is introduced in the Ant-Miner+. AntMiner+ has early stopping criterion. The Ant-Miner+ uses different formulae for the pheromone initialization initially. The heuristic value, probability of term selection, pheromone updating and rule quality measuring relations are given in the Table I . The proposed approach (AntMiner+) is compared with state-of-the-art classification approaches such as C4.5, RIPPER and SVM in a benchmark study. The results are promising in terms of accuracy and time complexity.
E. CAnt Miner
Abdul Rauf Baig et al. proposed improvements in the CAntMiner algorithm in [42] , that provided promising classification rule discover in medical data sets. The suggested improvements include use of novel heuristic function and reported its application to medical datasets. The CAntMiner technique focused primarily to categorical data and real valued attributes are discretized. In this research authors proposed some modification for the CAntMiner algorithm like finding discretization intervals and discovery of unordered rule set. In CAntMiner, domain knowledge can also be incorporated even after the delivery of its rule set. It facilitated in rule generalization and made more specific addition of new rules. The performance of CAntMiner is compared with ten well known classification algorithms including three ACO based. The experimental results of CAntMiner are more promising than that of compared algorithms in terms of accuracy rate. In CAntMiner, pheromone initialization, term selection probability, pheromone updating and quality of rule computing relationship are given in the Table I which is depicting the comparison of Ant-Miner variants.
F. ACO-AC
Waseem Shahzad and Abdul Rauf Baig proposed a new bio inspired hybrid classification approach, named ACO-AC in [43] . ACO-AC algorithm exploited hybrid approach by combining the idea of association rules mining and supervised classification. The idea of hybridization in ACO-AC, classification is integrated with association rule mining which enables discovery of high quality rules which results in improvement in the performance of classifier. In this approach ant colony optimization is applied to discover more appropriate subset of class association rules instead of exhaustively searching for all possible rules. The strong association rules based on confidence and support are discovered and then used for classification of unseen data. The ACO-AC, mines rules distributed manner of each class. This approach shows promising results on comparison with other state-of-the-art classification algorithms. ACO-AC is more accurate and achieves higher accuracy rates with respect to other classification approaches. G. AntMiner-C Abdul Rauf Baig and Waseem Shahzad proposed a new bio inspired, classification approach, named AntMiner-C in [44] . The focus of this research is on the discovery of rules for the classification task using supervised training data. The main feature of AntMiner-C is a heuristic function based correlation among the attributes. The other prominent contribution of this research is assignment of class labels to the rules prior to their discovery. It results in dynamically stoppage in the addition of terms in rule's antecedent part as well as a strategy for pruning redundant rules from the rule set. The authors have compared the proposed approach with the original AntMiner algorithm, decision tree builder C4.5, Ripper, logistic regression technique, and a SVM by using common data sets. Experimental results shows that proposed algorithm, AntMiner-C are promising in terms of accuracy.
H. cAnt-Miner
Fernando E. B. Otero et al. proposed a classification rule mining ACO based algorithm which introduced improvements in Ant-Miner for coping with continuous attributes, named cAnt-Miner [45] . The proposed approach, cAnt-Miner exploits an entropy-based discretization technique during the rule construction process which enables the cAnt-Miner to cope with continuous attributes. The discretization performed in preprocessing step, employed in Ant-Miner is substituted with dynamic discretization method in cAnt-Miner by creating discrete intervals for continuous attributes "on-the-fly", exploiting all continuous attributes information. The new feature, continuous attributes "on-the-fly", incorporation in cAnt-Miner has improved predictive accuracy while discretization method in a pre-processing step used in AntMiner, can lead to loss of predictive power due to the limitation in information available to the classification algorithm. The entropy for the attribute-value pair is computed similarly as in the basic Ant-Miner algorithm.
The computational complexity of the cAnt-Miner can be assisted by dividing threshold value finding process into two steps; 1) the sorting process of continuous attribute values that help in the computation of the number of examples belonging to each candidate interval has time complexity O (nlogn); 2) while candidate threshold values evaluation phase has the complexity O (n). Here n shows the candidate values to be evaluated. For the performance evaluation of the proposed cAnt-Miner algorithm, author's selected eight standard datasets from the UCI Irvine machine learning repository included at least one continuous attribute value. The experimental results showed that, in terms of predictive accuracy, cAnt-Miner is significantly more accurate than Ant-Miner in the hepatitis and glass dataset .The average result comparison with Ant-Miner are promising for cAnt-Miner in terms of predictive accuracy and simplicity of the discovered rule lists. In this research work, author also suggested extension and improvements in the entropy based discretization method, in which creation of intervals can be allowed with lower and upper bound values in the form of V lower ≤ attribute ≤ V upper .
I. ACO-Miner
Peng Jin et al. proposed a new classification rule mining algorithm named ACO-Miner in [46] . ACO-Miner is enhanced version of Ant-Miner that is based on bio inspired concept Ant Colony Optimization. In the ACO-Miner, author incorporated new feature that are, the multi-population parallel strategy, the cost-based discretization methodology and adjustment of parameters step by step. In ACO-Miner, ant colony is divided into some, parallel and separately running, populations. Here each population has same amount of ants, search rules and list of pheromone values. After evaluation, best rule is included into the final discovered rule list. The minimum number of cases covered per rule in ACO-Miner is variable; initially its value is set bigger and smaller at the late phase. The bigger value leads to the reduction in computing time while smaller values causes the discovery of new rules effectively. ACOMiner has five user-defined parameters that are given in [46] . The performance of the proposed approach (ACO-Miner) is evaluated by applying SIMiner, a swarm intelligence based, self-development data mining software system. The standard data sets are used from UCI Repository on Machine Learning. The proposed algorithm (ACO-Miner) is compared with AntMiner and CN2. The results are promising for ACO-Miner in terms of predictive accuracy and simplicity of rules than AntMiner and CN2 algorithms.
Prakash S. Shelokar et al. [47] applied the Ant Colony Optimization based classification approach for the prediction of environmental factors i.e. temperature, water activity, pH which highly effects the growth of microorganism. The bio inspired ACO algorithm is exploited for the learning of classification rules for the prediction of bacterial growth in data pertaining to pathogenic Escherichia coli R31. The experimental results of ACO based Classifier System are promising with respect to NN and C4.5. Namita Shrivastava and Vineet Richariya exploited the strong foraging behaviour of ants with classification algorithms for the mining of classification rules in the domain of Intrusion Detection System. For the detection and prediction of specific class of attacks, ACO based Intrusion Detection approaches are providing promising results. In this research work ACO is used to find efficiently the values of detection rates and false alarms rate. The experiments performed on the benchmark dataset, KDD-Cup99, are promising on the comparison of state-of-theart algorithms.
All the variants of Ant Colony Optimization based data mining approaches that are known as Ant-Miners have common framework that consists of pheromone initialization, heuristic function value, selection probability, relation for evolution of rule quality discovered by the ants and the mechanism for the pheromone value updates of the more interesting and valuable rules. With critically observations on the Table I it concluded that mostly variants of Ant-Miner proposed variation in one of the stated basic components of the 53 | P a g e www.ijacsa.thesai.org Ant-Miner proposed in [32] . In Ant-Miner2 [39] , new heuristic function is proposed i.e. is given in the Table I and initial pheromone initialization, measurement of rule quality and pheromone value update is done likely to the Ant-Miner [32] . In Ant-Miner3 new pheromone update mechanism is proposed which resulted promising results. The Ant-Miner+ [41] , variant of Ant-Miner introduced new relations for initial pheromone value, rule quality evaluation and pheromone value update. New pheromone value is boosted directly to the quality of the rule. The CAnt-Miner [42] differs in heuristic function, and pheromone update value. There are separate pheromone update relations in the case of term selection or rejection. These changes produced competitive results with respect to other state-of-the-art classification rule mining approaches. The authors proposed new relation for the initial pheromone value for the terms in the rule as well as new heuristic function for the selection of new terms for the next generation.
The ACO-AC flavor of ACO based mining approach for the discovery of associative rule exploits new mechanism for the evaluation of rule quality and heuristic function for the selection of new terms in antecedent. In the given variants of Ant-Miner for the classification rule discovery, is focused on the selection of heuristic function and evaluation of the quality of the rules that are mined. Although various mining approaches are proposed but there is still more requirements of new Ant-Miner variants that tackle discrete values as well as 
ACO-AC
,
54 | P a g e www.ijacsa.thesai.org continues data sets effectively and efficiently. This survey study concludes that Swarm Intelligence based classification rule discovery approaches (PSO, ACO) are more promising as compared to the state-of-the-art techniques like artificial neural networks, SVM and genetic algorithm.
In section V, detailed performance analysis of the selective Ant-Miners variants is given by using Myra on public databases obtained from UCI Machine Learning Repository.
V. PERFORMANCE ANALYSIS OF ANT-MINERS
This section provides intensive comparative performance analysis of bio inspired; Ant Colony Optimization based algorithmic approaches exploited for the discovery of classification rule mining. In [25] , Sonal P. Rami and Mahesh H. Panchal have given analysis of few ant-miners on few data sets by varying input parameters. This research study provides more intensive and detailed comparative performance analysis of variants of Ant-Miners on the public data sets. This section gives detailed performance comparison of bio inspired AntMiner dialects (Ant-Miner, cAnt-Miner, cAnt-Miner2 and cAnt-MinerPB) on the public domain data sets( available at UCI repository) [48] in terms of accuracy, terms per rule, number of rules, model size and execution time by using the Myra Tool [49] . Myra is a cross-platform Ant Colony Optimization framework written in Java. It includes the implementation of Ant-Miner dialects. We have selected AntMiner, cAnt-Miner, cAnt-Miner2 and cAnt-MinerPB for the comparative performance on the selective public data sets. The database selection considers the size of data base and number of classes. The execution of all the algorithms is done on the Intel(R) Core(TM) i5-2415M CPU @ 2.30GHz with 4.00 GB machine and 64-bit Operating System. Table III shows the detailed performance analysis of the stated dialects of AntMiners by using the standard parameters set in the Myra tool for the corresponding algorithms. The table No.3 shows the accuracy in percentage with standard deviation and time is in second.
J. Data Sets Description
The Table II shows the description of data sets which are used for the performance evaluation of the bio inspired rule discovering algorithmic dialects (Ant_Miner, cAnt_Miner, cAnt_Miner2 and cAnt_MinerPB) with information with number of instances, number of attributes and number of classes of the various public data sets that are downloaded from the UCI website. Here 18 data sets are selected with different #instances, #attributes and #classes for the performance analysis with variety of number of instances, attributes and classes. 
K. Comparative Performance Analysis of Ant-Miners
The Table III provides the collective comparative performance analysis of the under focused study, the rule discovering ACO based algorithms in terms of accuracy, terms per rules, number of rules, time and model size generated by the corresponding approaches.
55 | P a g e www.ijacsa.thesai.org Table IV , we find that the results of cAnt_MinerPB are more promising in terms of accuracy comparisons. The Algorithm "cAnt_MinerPB" is winner 10 times out of 18 and Ant_Miner is 5 times winner and one time withdraws with cAnt_MinerPB. The results shows that the performance of cAnt_MinerPB is promising for the databases where the size of database is larger, number of attributes and number of classes are high. 
M. Comparative Analysis of Ant-Miners w.r.t Terms per Rule
The literature study shows that the rule discovering approach is promising if the terms per rule are lesser. The Table V depicts the comparative performance of the given approaches in terms of terms per rule. The performance of cAnt_Miner and cAnt_Miner2 has the lesser terms per rule with respect to other approaches. 
N. Comparative Analysis of Ant-Miners w.r.t Number of Rules
The literature study shows that the rule discovering approach is promising if the discovered Number of Rules are lesser for the classification purpose. The Table VI 
P. Comparative Analysis of Ant-Miners w.r.t Model Size
The literature study shows that the rule discovering approach is promising if the model size generated for the discovery of classification rules is smaller in size. The Table  VIII shows the performance comparison of the given approaches in terms of model size. The performance of cAnt_Miner is more promising with respect to the other stateof-the -art approaches. 
VI. CONCLUSION
This research study provides performance analysis of selective Ant-Miners (Ant-Miner, cAnt_Miner, cAnt_Miner2 and cAnt_MinerPB) for the discovery of classification rule. The comparative performance analysis is performed in terms of accuracy, terms per rule, number of rules, running time and model size discovered by the corresponding rule mining algorithms. The results provides the emerging patterns of performance on the specific data sets depending on the variation in number of attributes, size of the database and number of classes. Myra Tool is used for the performance analysis of Ant_Miners focused in the study. We selected 18 public data sets (available on the UCI repository) for the extensive comparative performance analysis of the Ant_Miners. Our results shows that the number of rules, number of terms per rule, running time and model size discovered by cAnt_MinerPB is higher than other Ant_Miners. This research study contributes in two perspectives; firstly by providing focused survey of Ant Colony Optimization based classification rule mining approaches and secondly by providing extensive performance analysis of Ant_Miners by using larger number of data sets. In future performance of Ant_Miners can be analyzed by using bioinformatics data sets.
