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QUANTIZATION OF CONIC LAGRANGIAN
SUBMANIFOLDS OF COTANGENT BUNDLES
STE´PHANE GUILLERMOU
Abstract. Let M be a manifold and Λ a compact exact con-
nected Lagrangian submanifold of T ∗M . We can associate with Λ
a conic Lagrangian submanifold Λ′ of T ∗(M × R). We prove that
there exists a canonical sheaf F on M × R whose microsupport is
Λ′ outside the zero section. We deduce the already known results
that the Maslov class of Λ is 0 and that the projection from Λ to
M induces isomorphisms between the homotopy groups.
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1. Introduction
Let N be a C∞ manifold and Λ a closed conic Lagrangian submani-
fold of T˙ ∗N , the cotangent bundle of N with the zero section removed.
Motivated by the paper [14] where D. Tamarkin used the microlocal
theory of sheaves of M. Kashiwara and P. Schapira to obtain results in
symplectic geometry (see [14] and the survey [5]), we consider the prob-
lem of constructing a sheaf on N whose microsupport coincides with
Λ outside the zero section. We call such a sheaf a “quantization” of Λ.
We assume N = M ×R and Λ is the “conification” of a compact exact
Lagrangian submanifold of T ∗M . As explained to me by C. Viterbo it
is possible to define a quantization of Λ by means of Floer homology
(see [16]) and, conversely, to recover some aspects of Floer homology
from a quantization (for example, analogs of the spectral invariants are
introduced in [15] using a quantization).
The main purpose of this paper is to construct a quantization using
only the microlocal theory of sheaves. We also recover from the exis-
tence of the quantization results of Kragh [11], saying that the Maslov
class of Λ is zero, and Fukaya-Seidel-Smith [3] and Abouzaid [2], saying
that the projection Λ −→M is a homotopy equivalence. We also obtain
the vanishing of the relative Stiefel-Whitney class of Λ. We point out
that the link between the microlocal theory of sheaves and the sym-
plectic geometry is studied in another way by D. Nadler and E. Zaslow
in [13, 12], where they give in particular another proof of the result
of [3].
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Microsupport. Let us first recall one of the main ingredients of the
microlocal theory of sheaves (see [6, 7, 8]), namely, the microsupport of
sheaves. Let k be a commutative unital ring of finite global dimension.
We denote by Db(kN) the bounded derived category of sheaves of k-
modules on N . In loc. cit. the authors attach to an object F of Db(kN)
its singular support, or microsupport, SS(F ), a closed subset of T ∗N .
We recall its definition in Section 2. The microsupport is conic for the
action of (R+,×) on T ∗N and is coisotropic. It gives some information
on how the cohomology groups H i(U ;F ) vary when the open subset
U ⊂ N moves. The microsupport was introduced as a tool for the
study of sheaves. In [14] Tamarkin uses it in the other direction: if a
given conic Lagrangian submanifold Λ of T˙ ∗N admits a quantization
F ∈ Db(kN ), then we may use the cohomology of F or its extension
groups to obtain results on Λ. Tamarkin constructs quantizations of
Lagrangian submanifolds of T ∗SU(n) associated with subsets of the
complex projective space, in particular the real projective space and the
Clifford torus. He deduces non-displaceability results for these subsets.
In [4], building on Tamarkin’s ideas, the authors consider a Hamiltonian
isotopy, say Φ: T˙ ∗N × ]−1, 1[−→ T˙ ∗N , homogeneous for the R+-action
on T ∗N . We can see its graph as a conic Lagrangian submanifold
of T˙ ∗(N × N × ]−1, 1[). The authors prove that this graph admits
a quantization and they deduce a new proof of a non-displaceability
conjecture of Arnold and results on non-negative isotopies.
In this paper we construct a quantization for Λ when N = M × R
and Λ is the “conification” of a compact exact Lagrangian submanifold
of T ∗M . It is well known that quantizations locally exist, that is, for
a given p ∈ Λ there exist F ∈ Db(kN) and a neighborhood Ω of p in
T ∗N such that SS(F ) ∩ Ω = Λ ∩ Ω. If the projection Λ/R>0 −→ N
is finite we even have: for any x ∈ N there exist a neighborhood U
of x and F x ∈ Db(kU ) such that S˙S(F x) = Λ ∩ T ∗U , where we set
S˙S(F ) = SS(F ) ∩ T˙ ∗N . We will prove that when N = M × R we can
choose the F x’s so that we can glue them into a global object.
A first step is to glue these locally defined objects “microlocally”.
To give a meaning to this we recall the definition of some categories
introduced in [7, 8]. Let S be a subset of T˙ ∗N . Following [8] we denote
by DbS(kN) the full triangulated subcategory of D
b(kN) formed by the
F such that S˙S(F ) ⊂ S (this differs slightly from [8] since we forget the
zero section). We denote by Db(S)(kN ) the full triangulated subcategory
of Db(kN) formed by the F such that SS(F )∩Ω ⊂ S, for some neighbor-
hood Ω of S. We let Db(kN ;S) be the quotient D
b(kN)/D
b
T˙ ∗N\S
(kN).
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In particular the F ∈ Db(kN ) satisfying S˙S(F ) ∩ S = ∅ vanish in the
quotient Db(kN ;S). A morphism u : F −→ F
′ in Db(kN) becomes an iso-
morphism in Db(kN ;S) if the cone of u, that is, the object F
′′ which fits
in a distinguished triangle F −→ F ′ −→ F ′′
+1
−→, satisfies SS(F ′′)∩S = ∅.
Let Λ be a locally closed conic submanifold of T˙ ∗N . We define the
Kashiwara-Schapira stack of Λ, denoted S(kΛ), as the stack associated
with the prestack S0Λ given as follows. For Λ0 open in Λ the objects of
S
0
Λ(Λ0) are those of D
b
(Λ0)
(kN). The morphisms between two objects
F,G are
HomS0Λ(Λ0)(F,G) := HomDb(kN ;Λ0)(F,G).
Taking the associated stack means that the objects of S(kΛ) are rep-
resented by local objects Fi ∈ S0Λ(Λi), for a covering {Λi}i∈I of Λ,
and isomorphisms uji : Fi|Λij
∼−→ Fj |Λij in S
0
Λ(Λij) on the intersections
Λij = Λi ∩ Λj, such that ukj ◦ uji = uki. (We remark that the trian-
gulated structure is lost when we take the associated stack.) In fact
the morphisms in S(kΛ) also have a definition which does not involve
the microsupport and the quotient categories Db(kN ;S). In [7, 8] the
authors give a version of Sato’s microlocalization as a functor
(Db(kN))
opp × Db(kN ) −→ D
b(kT ∗N), (F,G) 7→ µhom(F,G)
with the properties RπN ∗µhom(F,G) ≃ RHom(F,G) and, if F is con-
structible, RπN !µhom(F,G) ≃ D
′(F )
L
⊗G, where πN : T ∗N −→ N is the
projection and D′(F ) denotes the dual. The support of µhom(F,G) is
bounded by SS(F )∩SS(G). By [8] the Hom sheaf in S(kΛ) is given by
µhom: for F,G ∈ Db(Λ)(kN ) we haveHomS(kΛ)(F,G) = H
0µhom(F,G).
We prove in Theorem 11.5 and Corollary 11.9 that S(kΛ) is equiv-
alent to a twisted stack of twisted local systems on Λ. Let us explain
what it means. For p ∈ Λ we have the Lagrangian subspaces of TpT ∗N
given by λΛ(p) = TpΛ and λ0(p) = Tpπ
−1π(p), where π : T ∗N −→ N is
the projection. Let IΛ be the fiber bundle over Λ with fiber the space
of orientation preserving isomorphisms Iso+(λ0(p) ⊗ Λnλ0(p), λΛ(p) ⊗
ΛnλΛ(p)). Then IΛ,p ≃ GL+n and we have a canonical morphism
ε : π1(IΛ,p) −→ Z/2Z. We let Loc
ε(kΛ) be the stack whose objects over
Λ0 ⊂ Λ are the local systems on IΛ0 with monodromy ε in the fibers.
If Λ0 is contractible this is the same as the local systems on Λ0, say
Loc(kΛ0). The obstruction to a global isomorphism Loc
ε(kΛ) ≃ Loc(kΛ)
is a relative Stiefel-Whitney class, say rw2(Λ) ∈ H2(Λ;Z/2Z). We de-
fine also DLε(kΛ) as the stack associated with the prestack formed by
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the F ∈ Db(kIΛ0 ) with locally constant cohomology sheaves with mon-
odromy ε. Then DLε(kΛ) ≃
⊕
i∈Z Loc
ε(kΛ)[i]. We prove
S(kΛ) ≃ (
⊕
i∈Z
Locε(kΛ)[i])m,
where m = m(Λ) ∈ H1(Λ;Z) is the Maslov class of Λ and the twist
(·)m means that, representing m by a Cˇech cocycle {cij}, the gluing iso-
morphisms between local objects are uji : Li|Λij
∼−→ Lj |Λij [cij ] instead
of uji : Li|Λij
∼−→ Lj |Λij . In particular if rw2(Λ) and m(Λ) vanish, then
S(kΛ) ≃
⊕
i∈Z Loc(kΛ)[i] has globally defined objects. Conversely, if
S(kΛ) has a global object, then m(Λ) = 0. If it has a global “simple”
object (see Section 6), then rw2(Λ) = 0.
Convolution. Now we assume to be given F ∈ S(kΛ) and we want
to construct a quantization of F , that is, F ∈ DbΛ(kN) whose image in
S(kΛ) is F . We first find F ∈ Db(Λ)(kN ) which represents F (that is,
S˙S(F ) coincides with Λ only in a neighborhood of Λ). As we already
explained, F is given by Fi ∈ Db(Λi)(kN), i ∈ I, for a covering {Λi}i∈I of
Λ, and isomorphisms uji : Fi|Λij
∼−→ Fj |Λij in S
0
Λ(Λij) on the intersec-
tions Λij = Λi∩Λj , such that ukj◦uji = uki. We also recalled thatHom
in S(kΛ) is µhom. Hence we can assume uji ∈ H0(Λij;µhom(Fi, Fj)).
We want to glue the Fi into a global object. The first task is of course
to represent the uji by morphisms in D
b(kN). We explain this now.
We assume that our manifold is a product N = M × R. We let
(t; τ) be the coordinates on T ∗R and, for an open subset U ⊂ M × R,
we set T ∗τ>0U = (T
∗M × {(t; τ); τ > 0}) ∩ T ∗U . We assume that
Λ ⊂ T ∗τ>0(M × R). We denote by D
b
τ>0(kU) the full subcategory of
Db(kU) formed by the F such that S˙S(F ) ⊂ T ∗τ>0U . We will define
a functor ΨU : D
b(kU) −→ D
b(kU×]0,+∞[) such that, setting Ψ
ε
U(F ) =
ΨU(F )|U×]0,ε[, we have
(1.1) lim−→
ε>0
HomDb(kU×]0,ε[)(Ψ
ε
U(F ),Ψ
ε
U(G)) ≃ H
0(T˙ ∗U ;µhom(F,G)),
for any F,G ∈ Dbτ>0(kU). Moreover we can describe SS(ΨU(F )).
It gives the following expression for the restrictions ΨU(F )|U×{ε} for
ε > 0. Let T ′ε be the translation T
′
ε(x, t; ξ, τ) = (x, t + ε; ξ, τ). Then
S˙S((ΨU(F ))|U×{ε}) = S˙S(F ) ∪ T
′
ε(S˙S(F )).
Using ΨU we can modify the local representatives of our F ∈ S(kΛ).
We assume that each Λi is of the form Λ ∩ T
∗Ui for some Ui ⊂ M ×
R. We set F εi = ΨUi(Fi)|Ui×{ε}. Then F
ε
i ∈ D
b
(Λi)
(kM) has the same
image as Fi in S(kΛi). But now the formula (1.1) turns uji into an
isomorphism vji : F
ε
i
∼−→ F εj on Uij for ε > 0 small enough. The same
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formula also gives Hom(F εi , F
ε
i [d]) = 0 for all i ∈ I and all d < 0. It
is then possible to glue the F εi into a global object F
ε ∈ Db(kM×R)
representing F . We have S˙S(F ε) = Λ ∪ T ′ε(Λ).
Now we give some details on the functor ΨU . It is introduced to
solve the problem that two non isomorphic sheaves in Db(kM×R) may
represent the same object in S(kΛ). For example we consider Λ =
{(x, 0; 0, τ); τ > 0}, F = kM×[0,+∞[ and G = kM×]−∞,0[[1]. Then
S˙S(F ) = S˙S(G) = Λ, F and G are isomorphic in S(kΛ), but not in
Db(kM×R). We recall the convolution functor, which is a variant of
the composition defined in [8] and was already used by Tamarkin to
build canonical representatives of objects of Db(kM×R; {τ > 0}). For
F ∈ Db(kM×R) and F ′ ∈ Db(kR) we set F ′ ⋆ F := Rs!(F ⊠ F ′), where
s : M ×R2 −→M ×R is the sum (x, t, t′) 7→ (x, t+ t′). For our example
we have k[0,ε[⋆F ≃ k[0,ε[⋆G ≃ kM×[0,ε[. This is a general fact: for F,G ∈
Dbτ>0(kM×R), if F and G are isomorphic in D
b(kM×R; T˙
∗(M×R)), then
k[0,ε[ ⋆ F ≃ k[0,ε[ ⋆ G. If F ∈ D
b(kU) for U ⊂ M × R, then k[0,ε[ ⋆ F
is only defined over U ∩ Tε(U). Hence we have to consider all ε > 0
at once. We define ΨU : D
b(kU) −→ Db(kU×]0,+∞[) by ΨU(F ) = kγ ⋆ F ,
where γ = {(t, u) ∈ R× ]0,+∞[; 0 ≤ t < u}.
Quantization. In the last two parts of the paper we build a quan-
tization of a closed conic Lagrangian Λ ⊂ T ∗τ>0(M × R) and deduce
topological consequences for Λ. We assume that Λ/R>0 is compact
and that the map T ∗τ>0(M ×R) −→ T
∗M , (x, t; ξ, τ) 7→ (x; ξ/τ) gives an
embedding of Λ/R>0 in T
∗M . Then Λ can be recovered up to trans-
lation from its image in T ∗M which is a compact exact Lagrangian
submanifold.
In this situation, for a given F ∈ S(kΛ) we find F ∈ DbΛ(kM) whose
image in S(kΛ) is F . We have already seen that there exists F ε ∈
Db(Λ)(kM) whose image inS(kΛ) is F and such that S˙S(F
ε) = Λ∪T ′ε(Λ).
Since Λ arises from a compact exact Lagrangian submanifold of T ∗M ,
we can find a Hamiltonian isotopy φ : T˙ ∗(M × R) × R −→ T˙ ∗(M × R)
such that, for all s ≥ 0 and ε > 0, we have φs(Λ) = Λ and φs(T ′ε(Λ)) =
T ′ε+s(Λ). By the main result of [4] we can quantize φ and compose
the resulting kernel with F ε. We obtain F ε+s ∈ Db(kM×R) such that
SS(F ε+s) = Λ ∪ T ′ε+s(Λ). For s big enough there exists a ∈ R such
that Λ ⊂ T ∗(M × ]−∞, a[) and T ′ε+s(Λ) ⊂ T
∗(M × ]a,+∞[). Then
F := F ε+s|M×]−∞,a[ is a quantization of F , up to a choice of a suitable
diffeomorphism ]−∞, a[ ≃ R.
Now, using standard properties of the microsupport, we can prove
the following isomorphism. Let F ,F ′ ∈ S(kΛ) be given and let F, F
′ ∈
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Db(kM×R) be quantizations of F ,F ′ obtained by the above procedure.
By construction F |M×{t} ≃ 0 for t ≪ 0. We can also see that, for
t ≫ 0, F |M×{t} is independent of t and is locally constant on M . We
set L = F |M×{t}, L′ = F ′|M×{t}, for t≫ 0. Then we have
(1.2) RHom(L, L′) ∼←− RHom(F, F ′) ∼−→ RΓ(Λ;HomS(kΛ)(F ,F
′)).
The Hom sheaf in S(kΛ) is in fact a local system on Λ. Hence we
obtain an isomorphism between the cohomology of some local sys-
tems on M and corresponding local systems on Λ. If we take for F a
“simple sheaf” and F ′ = F we have RHom(L, L) = RΓ(M ;kM) and
HomS(kΛ)(F ,F) = kΛ, proving that M and Λ have the same cohomol-
ogy.
We prove that there exists F0 ∈ DbΛ(kM×R) such that F0|M×{t} ≃ 0
for t ≪ 0 and F0|M×{t} ≃ kM for t ≫ 0. Let Dbloc(kM) be the full
subcategory of objects L with locally constant cohomology sheaves,
or equivalently, such that S˙S(L) = ∅. Then, L 7→ F0
L
⊗ p−1L gives
an equivalence between Dbloc(kM) and D
b
Λ(kM×R). On the other hand
F 7→ µhom(F0, F ) induces an equivalence between DbΛ(kM×R) and
Dbloc(kΛ). We deduce an equivalence between local systems on M and
local systems on Λ, proving that M and Λ have the same first homo-
topy groups. This also proves that the chosen F0 is unique. Hence Λ
has a canonical quantization F0 such that F0|M×{t} ≃ 0 for t≪ 0 and
F0|M×{t} ≃ kM for t ≫ 0. The final result is stated in Theorem 26.1
and Corollary 26.3.
Triangulated orbit category. We have explained how we build a
quantization of a given global object of S(kΛ). The existence of such
an object is equivalent to the vanishing of the Maslov class and relative
Stiefel-Whitney class of Λ. If we take k = Z/2Z the image of the Stiefel-
Whitney class in H2(Λ;k×) is zero, since the multiplicative group k×
is trivial. The Maslov class appears in our framework as a shift functor
in the cohomological degrees of the objects of Db(kN).
It is possible to quotient Db(kN) by the shift functor, that is, define
a category Db/[1](kN) with a functor iN : D
b(kN) −→ Db/[1](kN), such
that iN (F ) ≃ iN (F [1]) for all F ∈ D
b(kN). This is a special case of a
construction by Keller called the triangulated hull of the orbit category.
We define Db/[1](kN) for categories of sheaves and check that the usual
sheaf operations (direct, inverse images, tensor product and internal
Hom) make sense for Db/[1](kN ). We also check that the microsupport
can be defined for objects of Db/[1](kN). Almost all we have said up to
now works in the orbit categories (except the gluing property, which
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required a vanishing Hom(Fi, Fi[d]) for d < 0, which has no meaning
in Db/[1](kN)). In particular we can define a Kashiwara-Schapira stack
S
orb(kΛ) using D
b
/[1](kN) instead of D
b(kN). Since the shift functor in
Db(kN) gives the identity functor in D
b
/[1](kN), the Maslov class gives
no obstruction to the existence of a global object in Sorb(kΛ). We take
k = Z/2Z and the Stiefel-Whitney class gives no obstruction either.
We see indeed that there exists a unique simple sheaf in Sorb(kΛ).
The category Db/[1](kM×R) carries of course less information than
Db(kM×R) but, for example, the monodromy of locally constant ob-
jects is not lost. In particular the analog of (1.2) is enough to prove
that the morphism π1(Λ) −→ π1(M) is injective. This implies that tak-
ing a suitable cover M ′ −→ M we have vanishing of the Maslov class
and we can apply toM ′ the results found forM (in the usual categories
Db(k•)). We then obtain a quantization of the pull-back of Λ to M
′.
A quick study of this quantization shows that in fact the Maslov class
is zero.
To show the vanishing of the Stiefel-Whitney class, say w, we proceed
in a similar way. We work with w-twisted sheaves and obtain a quanti-
zation by w-twisted sheaves. Again a quick study of this quantization
shows that the twist w has to be zero.
Acknowledgment. The starting point of this paper is a discussion
with Claude Viterbo. He explained me how to construct a quanti-
zation in the sense of this paper using Floer cohomology and asked
whether it was possible to obtain it with the methods of algebraic
analysis. Masaki Kashiwara gave me the idea to glue locally defined
simple sheaves under the assumption that the Maslov class vanishes.
Claire Amiot explained me that it was possible to quotient by the shift
functor, hence avoiding this vanishing assumption, in the framework
of the triangulated orbit categories introduced by Keller. I also thank
Pierre Schapira and Nicolas Vichery for many stimulating discussions.
Part 1. Sheaves and triangulated orbit categories
2. Microlocal theory of sheaves
In this section, we recall some definitions and results from [8], fol-
lowing its notations with the exception of slight modifications. We
consider a real manifold M of class C∞.
Some geometrical notions ([8, §4.2, §6.2]). For a locally closed subset
A of M , we denote by Int(A) its interior and by A its closure. We
denote by ∆M or simply ∆ the diagonal of M ×M .
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We denote by πM : T
∗M −→M the cotangent bundle ofM . IfN ⊂ M
is a submanifold, we denote by T ∗NM its conormal bundle, which is
naturally a fiber bundle over N and a submanifold of T ∗M . We identify
M with T ∗MM , the zero-section of T
∗M . We set T˙ ∗M = T ∗M \ T ∗MM
and we denote by π˙M : T˙
∗M −→M the projection. For any subset A of
T ∗M we define its antipodal Aa = {(x; ξ) ∈ T ∗M ; (x;−ξ) ∈ A}.
If U ⊂ M is an open subset with smooth boundary we define its
interior and exterior conormal bundles N∗U , N
∗e
U ⊂ T
∗M by
(2.1) N∗U = {(x;λ dφ(x)); x ∈ ∂U, λ ≥ 0}, N
∗e
U = (N
∗
U)
a,
where φ : M −→ R is any C1 function such that U = φ−1(]0,+∞[) and
dφ does not vanish on ∂U .
If E −→ M is a vector bundle and A,B are subsets of E, we denote
by A+B the fiberwise sum, that is,
A+B = {(x; e); e = e1 + e2 for some (x; e1) ∈ A, (x; e2) ∈ B}.
Let f : M −→ N be a morphism of real manifolds. It induces mor-
phisms on the cotangent bundles:
(2.2) T ∗M
fd←−M ×N T
∗N
fpi
−→ T ∗N.
Let N ⊂ M be a submanifold and A ⊂ M any subset. We denote by
CN(A) ⊂ TNM the cone of A along N . If M is a vector space, x0 ∈ N
and q : M −→ TN,x0M denotes the natural quotient map, then
(2.3) CN (A) ∩ TN,x0M =
⋂
U
⋃
x∈A∩(U\{x0})
q([x0, x)),
where U runs over the neighborhoods of x0 and [x0, x) denotes the half
line starting at x0 and containing x.
If A,B are two subsets ofM , we set C(A,B) = C∆M (A×B). Identi-
fying T∆M (M ×M) with TM through the first projection, we consider
C(A,B) as a subset of TM . If M is a vector space and x0 ∈ M , we
have
(2.4) C(A,B) ∩ Tx0M =
⋂
U
⋃
x∈A∩U, y∈B∩U, x 6=y
q([y, x)),
where U runs over the neighborhoods of x0.
The cotangent bundle T ∗M carries an exact symplectic structure.
We denote the Liouville 1-form by αM . It is given in local coordinates
(x; ξ) by αM =
∑
i ξidxi. We denote by H : T
∗T ∗M ∼−→ TT ∗M the
Hamiltonian isomorphism. We have H(dxi) = −∂/∂ξi and H(dξi) =
∂/∂xi. Following [8] we usually identify T
∗T ∗M and TT ∗M by −H .
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Microsupport. We consider a commutative unital ring k of finite global
dimension (we will use k = Z or k = Z/2Z). We denote by Mod(k)
the category of k-modules and by Mod(kM) the category of sheaves
of k-modules on M . We denote by D(kM) (resp. D
b(kM)) the derived
category (resp. bounded derived category) of Mod(kM).
We recall the following notations, for the inclusion j : Z −→ M of a
locally closed subset of M and for F ∈ Db(kM),
FZ = j!j
−1F, RΓZ(F ) = Rj∗j
!F.
When F = kM is the constant sheaf we set for short kZ = (kM)Z =
j!(kZ). We have
FZ ≃ F ⊗ kZ , RΓZ(F ) ≃ RHom(kZ , F ).
We recall the definition of the microsupport (or singular support)
SS(F ) of a sheaf F , introduced by M. Kashiwara and P. Schapira in [6]
and [7].
Definition 2.1. (see [8, Def. 5.1.2]) Let F ∈ Db(kM). We define
SS(F ) ⊂ T ∗M as the closure of the set of points (x0; ξ0) ∈ T ∗M such
that there exists a real C1-function φ on M satisfying dφ(x0) = ξ0 and
(RΓ{x;φ(x)≥φ(x0)}(F ))x0 6≃ 0.
We set S˙S(F ) = SS(F ) ∩ T˙ ∗M .
In other words, p /∈ SS(F ) if the sheaf F has no cohomology sup-
ported by “half-spaces” whose conormals are contained in a neigh-
borhood of p. The following properties are easy consequences of the
definition:
(a) the microsupport is closed and R+-conic, that is, invariant by the
action of (R+,×) on T ∗M ,
(b) SS(F ) ∩ T ∗MM = πM(SS(F )) = supp(F ),
(c) the microsupport satisfies the triangular inequality: if F1 −→ F2 −→
F3
+1
−→ is a distinguished triangle in Db(kM), then SS(Fi) ⊂ SS(Fj) ∪
SS(Fk) for all i, j, k ∈ {1, 2, 3} with j 6= k.
Example 2.2. (i) If F is a non-zero local system on a connected
manifold M , then SS(F ) = T ∗MM , the zero-section. Conversely, if
SS(F ) ⊂ T ∗MM , then the cohomology sheaves H
i(F ) are local systems,
for all i ∈ Z.
(ii) If N is a smooth closed submanifold of M and F = kN , then
SS(F ) = T ∗NM .
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(iii) Let U ⊂ M be an open subset with smooth boundary. Then
SS(kU) = (U ×M T
∗
MM) ∪N
∗e
U ,
SS(kU) = (U ×M T
∗
MM) ∪N
∗
U .
(iv) Let λ be a closed convex cone with vertex at 0 in E = Rn. Then
SS(kλ) ∩ T ∗0R
n = λ◦, where λ◦ is the polar cone of λ and is defined by
λ◦ = {ξ ∈ E∗; 〈v, ξ〉 ≥ 0 for all v ∈ E}.
Notation 2.3. For a subset S of T˙ ∗M we denote by DbS(kM) the full
triangulated subcategory of Db(kM) of the F such that S˙S(F ) ⊂ S.
We denote by Db(kM ;S) the quotient of D
b(kM) by D
b
T˙ ∗M\S
(kM). If
p ∈ T˙ ∗M , we write Db(kM ; p) for D
b(kM ; {p}). We denote by D
b
(S)(kM)
the full triangulated subcategory of Db(kM) of the F for which there
exists a neighborhood Ω of S in T ∗M such that SS(F ) ∩ Ω ⊂ S.
Our notations differ slightly from those of [8] where DbZ(kM), for a
given Z ⊂ T ∗M , consists of the F such that SS(F ) ⊂ Z. Hence our
DbS(kM) is the same as D
b
S∪T ∗MM
(kM) in [8].
Functorial operations. LetM and N be two real manifolds. We denote
by qi (i = 1, 2) the i-th projection defined onM×N and by pi (i = 1, 2)
the i-th projection defined on T ∗(M ×N) ≃ T ∗M × T ∗N .
Definition 2.4. Let f : M −→ N be a morphism of manifolds and
let Λ ⊂ T ∗N be a closed R+-conic subset. We say that f is non-
characteristic for Λ if f−1π (Λ) ∩ T
∗
MN ⊂ M ×N T
∗
NN .
A morphism f : M −→ N is non-characteristic for a closed R+-conic
subset Λ of T ∗N if and only if f−1d (T
∗
MM) ∩ f
−1
π (Λ) ⊂ M ×N T
∗
NN . It
is equivalent to ask that fd : M ×N T
∗N −→ T ∗M is proper on f−1π (Λ)
and in this case fdf
−1
π (Λ) is closed and R
+-conic in T ∗M .
We denote by ωM the dualizing complex on M . Recall that ωM is
isomorphic to the orientation sheaf shifted by the dimension. We also
use the notation ωM/N for the relative dualizing complex ωM⊗f
−1ω⊗−1N .
We have the duality functors
(2.5) DM( • ) = RHom( • , ωM), D
′
M( • ) = RHom( • ,kM).
For two manifolds M,N and F ∈ Db(kM), G ∈ Db(kN) we define
F
L
⊠G ∈ Db(kM×N) by
F
L
⊠G = q−11 F
L
⊗ q−12 G.
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Theorem 2.5. (See [8, §5.4].) Let f : M −→ N be a morphism of
manifolds, F ∈ Db(kM) and G ∈ Db(kN ). Let q1 : M × N −→ M and
q2 : M ×N −→ N be the projections.
(i) We have
SS(F
L
⊠G) ⊂ SS(F )× SS(G),
SS(RHom(q−11 F, q
−1
2 G)) ⊂ SS(F )
a × SS(G).
(ii) We assume that f is proper on supp(F ). Then SS(Rf!F ) ⊂
fπf
−1
d SS(F ), with equality when f is a closed embedding.
(iii) We assume that f is non-characteristic with respect to SS(G).
Then the natural morphism f−1G ⊗ ωM/N −→ f
!(G) is an iso-
morphism. Moreover SS(f−1G) ∪ SS(f !G) ⊂ fdf−1π SS(G). If f
is smooth, this inclusion is an equality.
(iv) We assume that M = N×I, where I is a contractible manifold,
and that f is the projection. Then SS(F ) ⊂ T ∗I I × T
∗N if and
only if f−1Rf∗(F ) ∼−→ F .
For the definition of cohomologically constructible we refer to [8, §3.4].
Corollary 2.6. Let F,G ∈ Db(kM).
(i) We assume that SS(F ) ∩ SS(G)a ⊂ T ∗MM . Then SS(F
L
⊗ G) ⊂
SS(F ) + SS(G).
(ii) We assume that SS(F ) ∩ SS(G) ⊂ T ∗MM . Then
SS(RHom(F,G)) ⊂ SS(F )a + SS(G). Moreover, assuming that
F is cohomologically constructible, the natural morphism D′F
L
⊗
G −→ RHom(F,G) is an isomorphism.
The next result follows immediately from Theorem 2.5 (ii) and Ex-
ample 2.2 (i). It is a particular case of the microlocal Morse lemma
(see [8, Cor. 5.4.19]), the classical theory corresponding to the constant
sheaf F = kM .
Corollary 2.7. Let F ∈ Db(kM), let φ : M −→ R be a function of
class C1 and assume that φ is proper on supp(F ). Let a < b in
R and assume that dφ(x) /∈ SS(F ) for a ≤ φ(x) < b. Then the
natural morphisms RΓ(φ−1(]−∞, b[);F ) −→ RΓ(φ−1(]−∞, a[);F ) and
RΓφ−1([b,+∞[)(M ;F ) −→ RΓφ−1([a,+∞[)(M ;F ) are isomorphisms.
Here we only explained the proper and non-characteristic cases but
we will also need more general results. We recall some notations of [8,
Def. 6.2.3]. Let i : M −→ N be an embedding. We let τ : T ∗MN −→
M be the projection and τd : T
∗
MN ×M T
∗M −→ T ∗(T ∗MN) the map
defined in (2.2). Since T ∗MN is a Lagrangian submanifold of T
∗N , the
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Hamiltonian isomorphism induces h : T ∗(T ∗MN)
∼−→ TT ∗MNT
∗N . We
let j : T ∗M = M ×M T ∗M −→ T ∗MN ×M T
∗M be the inclusion of the
zero section (of a vector bundle over T ∗M) and we define the inclusion
i′ : T ∗M −→ TT ∗MNT
∗N as the composition i′ = h ◦ τd ◦ j. For closed
conic subsets A,B ⊂ T ∗N we set
i♯(A) = (i′)−1(CT ∗MN(A)),
A +̂B = δ♯N(A× B).
In local coordinates A +̂ B is the set of (x; ξ) such that there exist
two sequences (xn; ξn) in A and (yn; ηn) in B such that xn, yn −→ x,
ξn + ηn −→ ξ and |xn − yn||ξn| −→ 0 when n −→∞.
Theorem 2.8. (See [8, Cor. 6.4.4, 6.4.5].) Let i : M −→ N be an em-
bedding and F,G ∈ Db(kN ). Then
SS(i−1F ) ⊂ i♯(SS(F )),
SS(RHom(F,G)) ⊂ SS(F )a +̂ SS(G).
Composition and convolution. We will use two similar operations on
sheaves, the composition ◦ and the convolution ⋆, defined as follows.
Let Mi, i = 1, 2, 3, be manifolds and let qij : M1×M2×M3 −→Mi×Mj
be the projections, for 1 ≤ i < j ≤ 3. We define a functor
Db(kM1×M2)× D
b(kM2×M3) −→ D
b(kM1×M3)
(K,L) 7→ K ◦ L := Rq13!(q
−1
12 K
L
⊗ q−123 L).
(2.6)
LetM be a manifold and let V be a vector space. We let s : M×V 2 −→
M×V be the sum, (x, v1, v2) 7→ (x, v1+v2). In this situation we define
two functors
Db(kV )× D
b(kM×V ) −→ D
b(kM×V ),
(K,F ) 7→ K ⋆ F := Rs!(F
L
⊠K),
(K,F ) 7→ K ⋆′ F := Rs∗(F
L
⊠K).
(2.7)
Cut-off. We recall two “cut-off” results of [8]. Let M be a manifold,
E = Rd a vector space and γ ⊂ E a closed convex cone. Since 0 ∈ γ
we have a morphism kγ −→ k{0}, which induces
(2.8) kγ ⋆
′ F −→ k{0} ⋆
′ F ≃ F,
for any F ∈ Db(kM×E).
Proposition 2.9 (“Microlocal cut-off lemma” Prop. 5.2.3 of [8]). Let
F ∈ Db(kM×E). Let F
′ be the cone of the morphism (2.8). Then we
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have SS(F ′)∩ (T ∗M × (E× Int(γ◦))) = ∅ and (2.8) is an isomorphism
if and only if SS(F ) ⊂ T ∗M × (E × γ◦).
In the situation of the proposition let us set Ω = T ∗M×(E×Int(γ◦)).
By Theorem 2.5 and Example 2.2 (iv), we have SS(kγ ⋆
′F ) ⊂ Ω. Since
the first part of the proposition implies SS(kγ ⋆
′F )∩Ω = SS(F )∩Ω we
have SS(kγ ⋆
′ F ) = (SS(F )∩Ω)∪W , where W is a subset contained in
∂Ω. The next proposition gives a local version of this result with some
control on W .
Proposition 2.10 (Prop. 6.1.4 of [8]). Let N be a manifold and x0 ∈
N . Let C0 ⊂ T ∗x0N be an open convex cone such that C0 is proper and
let Ω ⊂ T ∗N be a conic neighborhood of C0\{x0}. Let S ⊂ Ω be a closed
conic subset and let W0 ⊂ T ∗x0N be a conic neighborhood of (S∩T
∗
x0
N)\
{x0}. Then there exist a neighborhood U of x0, L, L′ ∈ Db(kU×N ) and
a distinguished triangle L −→ k∆N −→ L
′ +1−→ in Db(kU×N) such that
(i) for any F ∈ Db(kN) we have SS(L′ ◦ F ) ∩ C0 = ∅,
(ii) for any F ∈ Db(kN) such that SS(F ) ∩ Ω ⊂ S we have
S˙S(L ◦ F ) ∩ T ∗x0N ⊂W0,(2.9)
S˙S(L′ ◦ F ) ∩ T ∗x0N ⊂ ((SS(F ) ∩ T
∗
x0
N) ∪W0) \ C0,(2.10)
(iii) for any F ∈ Db(kN) such that SS(F )∩Ω = ∅ we have L◦F ≃ 0.
This proposition is Proposition 6.1.4 of [8] although the statement
given in [8] only gives (i) and (2.9) for some F ′ instead of L ◦ F . How-
ever we can see in the proof that F ′ is actually given by composition
with some L as in the above proposition. Then (2.10) follows from (i)
and (2.9). Finally (iii) can be checked directly.
Let E = Rn be a vector space endowed with a norm ‖ · ‖. We
consider coordinates (x, t; ξ, τ) on T ∗(E × R). For a given a > 0 we
let γa ⊂ E × R be the closed cone γa = {(x, t); t ≥ a‖x‖}. Its polar
cone is γ◦a = {(ξ, τ); τ ≥ ‖ξ‖/a}. Let t0 ∈ R be given. We set
U = E × ]t0,+∞[. We choose y ∈ U and we set C = Int(y − γa).
Lemma 2.11. Let F ∈ Db(kE) be such that SS(F ) ∩ ((C ∩ U)× (γ◦a \
{0})) = ∅. Then (kγa ⋆ (FU))|C ≃ 0.
Proof. (i) We have SS(kU) ⊂ E×γ
◦
a. Hence we can apply Corollary 2.6
to bound SS(F⊗kU) and we obtain SS(FU)∩((C∩U )×(γ◦a \{0})) = ∅.
Since FU |E\U ≃ 0 we have SS(FU) ∩ (C × (γ
◦
a \ {0})) = ∅.
(ii) Let us set G = kγa ⋆ (FU). The map s of (2.7) is proper on U × γ
and we can use Theorem 2.5 to bound SS(G). Since s−1(C) ∩ E ×
γ ⊂ C × γ it is enough to know SS(FU |C) to bound SS(G|C). By (i)
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and Example 2.2 (iv) we obtain SS(G|C) ⊂ T ∗CC, that is, G is locally
constant on C. We see easily that supp(G) ⊂ U does not contain C.
It follows that G|C ≃ 0. 
Microlocalization. Let N be a submanifold of M . Sato’s microlocal-
ization is a functor µN : D
b(kM) −→ Db(kT ∗NM). We refer to [8] for the
definition and the main properties. When N is closed in M we write
µN for Rj!µN , where j is the embedding of T
∗
NM in T
∗M . We let
iM : M −→ T ∗M be the inclusion of the zero section. Then, for any
F ∈ Db(kM) we have
RπM ∗µN(F ) ≃ i
−1
M µN(F ) ≃ RΓN(F ),(2.11)
RπM !µN(F ) ≃ i
!
MµN(F ) ≃ F ⊗ ωN |M ,(2.12)
and we deduce Sato’s distinguished triangle (triangle (4.3.1) in [8]):
(2.13) F ⊗ ωN |M −→ RΓN(F ) −→ Rπ˙M ∗(µN(F )|T˙ ∗M)
+1
−→ .
We recall the definition of the bifunctor µhom, which is a variant of
the microlocalization introduced in [8]. Let ∆M the diagonal ofM×M .
Let q1, q2 : M ×M −→M be the projections. We identify T ∗∆M (M ×M)
with T ∗M through the first projection. For F,G ∈ Db(kM) we have
(2.14) µhom(F,G) = µ∆M (RHom(q
−1
2 F, q
!
1G)) ∈ D
b(kT ∗M).
For a submanifold N of M we have µN(G) ≃ µhom(kN , G), for any
G ∈ Db(kM). The formulas (2.11) and (2.12) give
RπM ∗µhom(F,G) ≃ RHom(F,G),(2.15)
RπM !µhom(F,G) ≃ δ
−1
M RHom(q
−1
2 F, q
−1
1 G),(2.16)
where δM : M −→ M ×M is the diagonal embedding. If F is cohomo-
logically constructible, then δ−1M RHom(q
−1
2 F, q
−1
1 G) ≃ D
′(F )
L
⊗ G and
Sato’s distinguished triangle gives
(2.17) D′(F )
L
⊗G −→ RHom(F,G) −→ Rπ˙M ∗(µhom(F,G)|T˙ ∗M)
+1
−→ .
Proposition 2.12. (Cor. 6.4.3 of [8].) Let F,G ∈ Db(kM). Then
supp µhom(F,G) ⊂ SS(F ) ∩ SS(G),(2.18)
SS(µhom(F,G)) ⊂ −H−1(C(SS(G), SS(F ))).(2.19)
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Homotopy colimit. There is no projective or inductive limit in the de-
rived category. However it is possible to define a notion of homotopy
colimit, which is well defined up to non unique isomorphism. We will of-
ten consider variations on the following case. Let M be a manifold and
{Un}n∈N ⊂M a sequence of open subsets ofM such that Un ⊂ Un+1 for
all n ∈ N and M =
⋃
n∈N Un. Then we can write kM as the homotopy
colimit of the kUn ’s, which means that we have a distinguished triangle
in Db(kM)
(2.20)
⊕
n∈N
kUn
i
−→
⊕
n∈N
kUn −→ kM
+1
−→,
where the nth-component of i is (id − in) and in : kUn −→ kUn+1 is the
natural morphism. This triangle can be used for example as follows.
Let f : M −→ N be a morphism of manifolds. The functor Rf! commutes
with direct sums. Taking the tensor product of (2.20) with any F ∈
Db(kM) and applying Rf! gives the distinguished triangle
(2.21)
⊕
n∈N
Rf!(FUn) −→
⊕
n∈N
Rf!(FUn) −→ Rf!(F )
+1
−→,
which shows how to recover Rf!(F ) from the Rf!(FUn)’s up to isomor-
phism.
3. Triangulated orbit categories
We will use a very special case of the triangulated hull of an orbit
category as described by Keller in [10]. More precisely Definition 3.1
below is inspired by §7 of [10] that we apply to the simple case where
we quotient Db(kM) by the autoequivalence F 7→ F [1] (in [10] much
more general equivalences are considered). However we apply this con-
struction for sheaves instead of modules over an algebra. We use the
name triangulated orbit category for the category Db/[1](kM) introduced
in Definition 3.1 by analogy with the categories introduced by Keller.
Actually we only show that we have a functor ιM : D
b(kM) −→ Db/[1](kM)
such that ιM(F ) ≃ ιM(F )[1] and which satisfies Corollary 3.9 below
(the proof of this result is also inspired by [10]).
In this section we set k = Z/2Z and K = k[X ]/〈X2〉 (we have to
be careful in applying results of [8] because K is not of finite global
dimension). We let ε be the image of X in K. Hence K = k[ε] with
ε2 = 0. Let M be a manifold. The natural ring morphisms k −→ K and
K −→ k induce two pairs of adjoint functors (eM , rM) and (EM , RM),
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where eM , EM are scalar extensions and rM , RM restrictions of scalars:
Db(kM )
eM
⇄
rM
Db(KM ), eM (F ) = KM ⊗kM F, rM(G) = G,
Db(KM )←−−
RM
Db(kM), RM(F ) = F,
D−(KM )
EM
⇄
RM
D−(kM), EM(G) = kM
L
⊗KM G, RM(F ) = F.
Choosing an isomorphism RHomkM (KM ,kM) ≃ KM of KM -modules
we have a canonical isomorphism, for all F ∈ Db(kM),
(3.1) KM ⊗kM F ≃ RHomkM (KM , F ).
It follows that we also have an adjunction (rM , eM), that is,
HomDb(KM )(G, eM(F )) ≃ HomDb(KM )(G,RHomkM (KM , F ))
≃ HomDb(kM )(G⊗KM KM , F )(3.2)
≃ HomDb(kM )(rM(G), F ).
Definition 3.1. We let perf(KM) be the full triangulated subcategory
of Db(KM) generated by the image of eM , that is, by the objects of the
form KM ⊗kM F with F ∈ D
b(kM).
We denote by Db/[1](kM) the quotient D
b(KM)/perf(KM). We let
QM : D
b(KM ) −→ Db/[1](kM) be the quotient functor and we set ιM =
QM ◦RM : Db(kM) −→ Db/[1](kM).
Let perf ′(KM ) be the subcategory of D
b(KM) formed by the P such
that QM(P ) ≃ 0. Then perf(KM ) ⊂ perf
′(KM ) and D
b
/[1](kM)
∼−→
Db(KM )/perf
′(KM ). We do not know whether perf
′(KM) = perf(KM).
A general result (see [9] Ex. 10.11) says that P ∈ perf ′(KM ) if and only
if P ⊕ P [1] ∈ perf(KM ).
Notation 3.2. If the context is clear, we will not write the functor QM
orRM , that is, for F ∈ Db(kM) we often write F instead ofRM (F ), and,
for G ∈ Db(KM), we often write G instead of QM (G). In particular for
a locally closed subset Z ⊂ M , we consider kZ = RM(kZ) ∈ Db(KM)
and kZ = QM (kZ) ∈ Db/[1](kM).
The exact sequence of K-modules 0 −→ k −→ K −→ k −→ 0 induces a
morphism
(3.3) sM : kM −→ kM [1] in D
b(KM)
and a distinguished triangle, for any F ∈ Db(kM ),
(3.4) RM (F ) −→ eM(F ) −→ RM(F )
sM⊗idF−−−−→ RM(F )[1].
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We thus obtain an isomorphism sM ⊗ idF : RM (F ) ∼−→ RM(F )[1] in
Db/[1](kM), for any F ∈ D
b(kM). This would work for any field k. In
characteristic 2 we can generalize this isomorphism to any F ∈ Db(KM)
(see Remark 3.4).
Internal tensor product and homomorphism. For twoK-modules
E1, E2 we define E1 ⊗εk E2 ∈ Mod(K) as follows. The underlying k-
vector space is E1 ⊗k E2 and ε acts by
ε · (x⊗ y) = (εx)⊗ y + x⊗ (εy).
Since the characteristic is 2, we can check that ε2 acts by 0 and this
defines an object of Mod(K) that we denote E1 ⊗
ε
k E2. We obtain
in this way a bifunctor ⊗εk : Mod(K) × Mod(K) −→ Mod(K). For
F1, F2 ∈ Mod(KM), we define F1 ⊗εkM F2 ∈ Mod(KM) as the sheaf
associated with the presheaf U 7→ F1(U) ⊗εk F2(U). We remark that
rM(F1 ⊗εkM F2) ≃ rM(F1)⊗kM rM(F2), where rM is seen here as func-
tor Mod(KM) −→ Mod(kM ), and it follows easily that ⊗εkM is an exact
functor. We denote its derived functor in the same way:
(3.5) ⊗εkM : D
b(KM )× D
b(KM ) −→ D
b(KM).
For any F,G ∈ Db(KM ) we have canonical isomorphisms
kM ⊗
ε
kM
F ≃ F ⊗εkM kM ≃ F in D
b(KM ),(3.6)
rM(F ⊗
ε
kM
G) ≃ rM(F )⊗kM rM(G) in D
b(kM).(3.7)
Using (3.6) and the exact sequence 0 −→ k −→ K −→ k −→ 0, we obtain
as in (3.3-3.4) a morphism sM(F ) : F −→ F [1], for any F ∈ Db(KM),
and a distinguished triangle
(3.8) F −→ KM ⊗
ε
kM
F −→ F
sM (F )
−−−→ F [1].
Using the adjunction (eM , rM) and (3.7) we have the isomorphism, for
any F ∈ Db(kM) and G ∈ Db(KM ),
HomDb(KM )(eM(F ⊗kM rM(G)), eM(F )⊗
ε
kM
G)
≃ HomDb(kM )(F ⊗kM rM(G), (rMeM(F ))⊗
ε
kM
rM(G)).
(3.9)
By adjunction we have a morphism aF : F −→ rMeM (F ). The inverse
image of aF ⊗ idrM (G) by (3.9) gives a canonical morphism, for any
F ∈ Db(kM) and G ∈ Db(KM),
(3.10) eM(F ⊗kM rM(G)) −→ eM (F )⊗
ε
kM
G.
Lemma 3.3. Let F ∈ Db(kM) and G ∈ Db(KM). Then the mor-
phism (3.10) is an isomorphism. In the same way G ⊗εkM eM(F ) ≃
eM(rM(G)⊗kM F ). In particular, for F,G ∈ D
b(KM) such that F or G
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belongs to perf(KM ), we have F ⊗εkM G ∈ perf(KM) and ⊗
ε
kM
induces
a functor
⊗εkM : D
b
/[1](kM)× D
b
/[1](kM) −→ D
b
/[1](kM).
Proof. (i) Let us denote by uF,G the morphism (3.10). Using the distin-
guished triangle τ≤iF −→ F −→ τ>iF
+1
−→ and the similar one for G we
can argue by induction on the length of F andG to prove that uF,G is an
isomorphism. Then we are reduced to the case where F and G are con-
centrated in degree 0. Writing K = k⊕εk we have eM(F⊗kM rM(G)) =
(F ⊗G)⊕ ε(F ⊗G) and eM(F )⊗εkM G = (F ⊕ εF )⊗G. For sections
f and g of F and G we have
uF,G(f ⊗ g) = f ⊗ g,
uF,G(ε(f ⊗ g)) = ε · (f ⊗ g) = (εf)⊗ g + f ⊗ (εg)
and we can check directly that uF,G is an isomorphism with inverse
u−1F,G((f0 + εf1)⊗ g) = (f0 ⊗ g + f1 ⊗ (εg)) + ε(f1 ⊗ g).
(ii) If F ∈ perf(KM ), there exist two sequences F0, F1, . . . , Fn = F ∈
Db(KM ) and F
′
0, F
′
1, . . . , F
′
n ∈ D
b(kM) with F0 = eM(F
′
0), and distin-
guished triangles involving Fi, eM(F
′
i+1) and Fi+1, for i = 0, . . . , n− 1.
Then (i) and an induction on n give F ⊗εkM G ∈ perf(KM). 
Remark 3.4. An easy case of Lemma 3.3 is F = kM in (3.10). We
obtain eMrM(G) ∼−→ KM ⊗
ε
kM
G, for any G ∈ Db(KM). Hence the
distinguished triangle (3.8) becomes
(3.11) F −→ eMrM(F ) −→ F
sM (F )
−−−→ F [1] for any F ∈ Db(KM).
Applying QM to this triangle gives an isomorphism sM(F ) : F ∼−→ F [1]
in Db/[1](kM).
We can define an adjoint Homε to ⊗ε by a similar construction. For
F1, F2 ∈ Mod(KM ), we define Homε(F1, F2) ∈ Mod(KM ) as the sheaf
of k-vector spaces Hom(F1, F2) with the action of ε given by
(ε · ϕ)(x) = εϕ(x) + ϕ(εx),
where ϕ is a section of Hom(F1, F2) over an open set U and x a section
of F1 over a subset V of U . Then we see that Homε is right adjoint to
⊗ε, hence left exact. We check also that its derived functor RHomε is
right adjoint to ⊗ε in Db(KM ) and that, for any F,G ∈ Db(KM ),
(3.12) rM(RHom
ε(F,G)) ≃ RHom(rM(F ), rM(G)).
We have the similar result as Lemma 3.3.
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Lemma 3.5. Let F,G ∈ Db(KM ). We assume that F or G belongs to
perf(KM ). Then RHom
ε(F,G) ∈ perf(KM ). The induced functor
RHomε : Db/[1](kM)
op × Db/[1](kM) −→ D
b
/[1](kM ).
is right adjoint to ⊗εkM .
Morphisms in the triangulated orbit category. We prove the
formula (3.16) which describes the morphisms in Db/[1](kM).
Lemma 3.6. Let F, P ∈ Db(KM ). We assume that P ∈ perf(KM ).
Then RHom(P, F ) and RHom(F, P ) belong to Db(K).
Proof. Since perf(KM) is generated by eM(D
b(kM)), the same argu-
ment as in (ii) of the proof of Lemma 3.3 implies that we can as-
sume P = eM(Q), for some Q ∈ Db(kM). Then RHomK(P, F ) ≃
RHomk(Q, rM(F )) is bounded. Using (3.2) the same proof gives that
RHom(F, P ) is bounded. 
We define the following objects Lp,q of Db(K), for any two integers
p ≤ q, by
(3.13) Lp,q = 0 −→ K
ε
−→ K
ε
−→ . . .
ε
−→ K −→ 0,
where the first K is in degree p and the last one in degree q. Then
Lp,q ∈ perf(K) and we can see that there is a distinguished triangle
(3.14) k[−p] −→ Lp,q −→ k[−q]
sp,q
−−→ k[−p+ 1],
with sp,q = sq−p+1{pt} [−q], where s{pt} is (3.3). For F ∈ D
b(KM) we define
sp,qM (F ) := s
p,q ⊗ idF : F [−q] −→ F [−p + 1]. We deduce the triangle, for
any F ∈ Db(KM) and any n ≥ 1,
L1,nM ⊗
ε
kM
F −→ F [−n]
s1,nM (F )−−−−→ F
+1
−→ .
Lemma 3.7. We consider a distinguished triangle P −→ F ′ −→ F
+1
−→
in Db(KM ) and we assume that P ∈ perf(KM ). Then there exist n ∈ N
and a morphism of triangles
L1,nM ⊗
ε
kM
F //

F [−n]
s1,nM (F )
//

F
+1
//
P // F ′ // F
+1
// .
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Proof. We set for short sn = s
1,n
M (F ). We consider the diagram
F [−n]
sn
//
sn
&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
a

F
P // F ′ // F
w
// P [1] .
We have w ◦ sn ∈ Hom(F [−n], P [1]). Since P ∈ perf(KM ) this group
vanishes for n big enough, by Lemma 3.6. In this case we have w◦sn = 0
and there exists a morphism a as in the diagram making the square
commute. Then we can extend the square to a commutative diagram
as in the lemma. 
For F ∈ Db(KM ) we have s
n,n
M (F ) : F [−n] −→ F [−n + 1]. Then
{F [−n], sn,nM (F )}n∈N gives a projective system. For G ∈ D
b(KM ) we
define
(3.15) lim−→
n∈N
HomDb(KM )(F [−n], G) −→ HomDb/[1](kM )(F,G),
by sending ϕn : F [−n] −→ G to ϕn ◦ (s
1,n
M (F ))
−1. This is well defined
since s1,nM (F ) becomes invertible in D
b
/[1](kM) and s
1,n
M (F ) = s
1,n−1
M (F ) ◦
sn,nM (F ).
Proposition 3.8. Let F,G ∈ Db(KM). Then the inductive limit in
the left hand side of (3.15) stabilizes and the morphism (3.15) is an
isomorphism. More precisely, if H i(F ) = H i(G) = 0 for all i outside
an interval [a, b], then
(3.16) HomDb(KM )(F [−n], G)
∼−→ HomDb
/[1]
(kM )
(F,G),
for all n > 2(b− a) + dimM + 1.
Proof. (i) We prove that the limit stabilizes. We chose a ≤ b such that
H i(F ) = H i(G) = 0 for all i outside [a, b]. By (3.11) we have the
distinguished triangle
HomDb(KM )(eMrM(F )[−n], G) −→ HomDb(KM )(F [−n], G)
s′n−→ HomDb(KM )(F [−n− 1], G)
+1
−→,
(3.17)
for all n ∈ Z. By adjunction we have
HomDb(KM )(eMrM(F )[−n], G) ≃ HomDb(kM )(rM(F )[−n], rM(G))
and this is zero for n > 2(b − a) + dimM + 1 (recall that the flabby
dimension of a manifold M is dimM +1 and that injective over a field
is the same as flabby). It follows that the morphism s′n in (3.17) is an
isomorphism for n > 2(b− a) + dimM + 1.
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(ii) We prove that (3.15) is an isomorphism. We recall that
HomDb
/[1]
(kM )
(F,G) ≃ lim−→
i : F ′−→F
HomDb(KM )(F
′, G),
where the limit runs over the morphisms i : F ′ −→ F whose cone be-
longs to perf(KM ) (and a morphism u : F
′ −→ G is send to u ◦ i−1 in
Db/[1](kM)). By Lemma 3.7 we can restrict to the family of morphisms
s1,nM (F ) : F [−n] −→ F for n ∈ N. This gives the result. 
Corollary 3.9. Let F,G ∈ Db(kM). We recall that ιM = QM ◦ RM .
We have
HomDb
/[1]
(kM )
(ιM(F ), ιM(G)) ≃
⊕
n∈Z
HomDb(kM )(F [−n], G).
Proof. By Proposition 3.8 the left hand side of the formula is isomorphic
to
HomDb(KM )(RM (F )[−n0], RM(G)) ≃ HomD−(kM )(EMRM(F )[−n0], G),
for any big enough n0 ∈ N. Using the resolution of k as a K-module
given by · · · −→ K
ε
−→ K
ε
−→ K −→ k −→ 0, we see that EMRM(F ) ≃⊕
i∈N F [i]. The result follows easily. 
Direct sums. We recall that we denote by QM the quotient functor
Db(KM ) −→ D
b
/[1](kM).
Lemma 3.10. Let I be a small set and {Fi}i∈I a family in D
b(KM ).
We assume that there exists two integers a ≤ b such that Hk(Fi) = 0 for
all k outside [a, b] and all i ∈ I. Then
⊕
i∈I QM (Fi) exists in D
b
/[1](kM)
and
⊕
i∈I QM(Fi) ≃ QM (
⊕
i∈I Fi).
Proof. By the hypothesis on the degrees the sum
⊕
i∈I Fi exists in
Db(KM ) and we have H
k(
⊕
i∈I Fi) = 0 for k outside [a, b]. Let G ∈
Db(KM ) and let a
′ ≤ a, b′ ≥ b be such that Hk(G) = 0 for k outside
[a′, b′]. We set n = 2(b′− a′) + dimM + 2. If F = Fi for some i ∈ I, or
F =
⊕
i∈I Fi, we have
HomDb(KM )(F [−n], G)
∼−→ HomDb
/[1]
(kM )
(QM(F ), QM(G))
by Proposition 3.8. Now the lemma follows from the universal property
of the sum. 
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Direct and inverse images. Let f : M −→ N be a morphism of man-
ifolds. We have functors Rf∗, Rf!, f
−1 and f !, between Db(KM ) and
Db(KN ). Since K is not of finite global dimension we give some details.
First, the functors Rf∗,Rf! : D(KM ) −→ D(KN) commute with the
functors rN : D
b(KN) −→ Db(kN ) and rM . We remark that rN is con-
servative, which means that a morphism u in D(KN) is an isomor-
phism if rN(u) is an isomorphism. Hence Rf∗ and Rf! induce functors
Db(KM ) −→ Db(KN ) between the bounded categories.
The case of f−1 is clear since it is an exact functor. To prove the
existence of f !, right adjoint to Rf!, it is enough, by factorizing through
the graph embedding, to consider the cases where f is an embedding
or f is a submersion. The usual formulas work in our case. If f is an
embedding, then f !(·) = f−1Homε(kM , ·) is adjoint to Rf!. If f is a
submersion, then f !(·) = f−1(·)⊗εωM |N . We also remark that f
−1 and
f ! commute with rN and rM .
Lemma 3.11. Let f : M −→ N be a morphism of manifolds. Then
the functors Rf∗, Rf!, f
−1 and f !, between Db(KM) and D
b(KN ), pre-
serves the categories perf(KM) and perf(KN ). They induce pairs of
adjoint functors (that we denote in the same way) between Db/[1](kM)
and Db/[1](kN).
Proof. We only consider the case of Rf∗, the other cases being similar.
For F ∈ Db(kM) we have a natural morphism u : KN ⊗kN Rf∗F −→
Rf∗(KM ⊗kM F ). Since rN(KN ) ≃ k
2
N we see easily that rN (u) is an
isomorphism. Since rN is conservative, u is an isomorphism and we
obtain that Rf∗(perf(KM)) ⊂ perf(KN), as required. 
For F ∈ Db/[1](kM) and j : U −→ M the inclusion of a locally closed
subset, we use the standard notations F |U = j−1F , FU = Rj!j−1F ,
RΓU(F ) = Rj∗j
−1F , RΓ(U ;F ) = RaU ∗(F |U) ∈ D
b
/[1](k), where aU is
U −→ {pt}, and RΓc(U ;F ) = RaU !(F |U) ∈ D
b
/[1](k). We have the same
formulas as in Db(kM):
FU ≃ F ⊗
ε kU , RΓU(F ) ≃ Hom
ε(kU , F ).
LetN be a submanifold ofM . We recall that Sato’s microlocalization
is a functor µN : D
b(kM) −→ D
b(kT ∗NM). It is defined by composing
direct and inverse images functors and Lemma 3.11 implies that it
induces functors, denoted in the same way:
µN : D
b(KM) −→ D
b(KT ∗NM),(3.18)
µN : D
b
/[1](kM) −→ D
b
/[1](kT ∗NM).(3.19)
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Definition 3.12. Let q1, q2 : M × M −→ M be the projections. We
identify T ∗∆M (M × M) with T
∗M through the first projection. For
F,G ∈ Db/[1](kM) we define as in (2.14)
µhomε(F,G) = µ∆M (RHom
ε(q−12 F, q
!
1G)) ∈ D
b
/[1](kT ∗M).
The following result follows from the analog one in Db(KM).
Lemma 3.13. Let {Fi}i∈I a small family in Db(KM) satisfying the
hypothesis of Lemma 3.10. Let f : M ′ −→ M and g : M −→ M ′′ be
morphisms of manifolds and let G ∈ Db/[1](kM ). Then we have canonical
isomorphisms
f−1(
⊕
i∈I QM(Fi)) ≃
⊕
i∈I f
−1QM (Fi),
Rg!(
⊕
i∈I QM(Fi)) ≃
⊕
i∈I Rg!QM(Fi),
(
⊕
i∈I QM (Fi))⊗
ε
kM
G ≃
⊕
i∈I (QM(Fi))⊗
ε
kM
G).
Lemma 3.14. Let U be an open subset of M . Let F ∈ Db(KM) and
F ′ ∈ Db(KU ). We assume that there exists an isomorphism F |U ≃ F ′
in Db/[1](kU). Then there exists F1 ∈ D
b(KM) such that F1|U ≃ F ′ in
Db(KU ) and F1 ≃ F in Db/[1](kM).
Proof. We let j : U −→ M be the inclusion and we set Z = M \ U . Let
u : F |U −→ F ′ be an isomorphism in Db/[1](kU). By Proposition 3.8 there
exist n ∈ Z and a morphism F [−n] −→ F ′ in Db(KM) which represents
u. Defining P by the distinguished triangle F |U [−n] −→ F ′ −→ P
+1
−→ we
have QU(P ) ≃ 0. We apply j! to this triangle and get (3.21) below; we
also consider the excision triangle (3.20) and the triangle (3.22) built
on the composition FZ [−n− 1] −→ FU [−n] −→ j!F ′:
FZ [−n− 1]
a
−→ FU [−n] −→ F [−n]
+1
−→,(3.20)
FU [−n]
b
−→ j!F
′ −→ j!P
+1
−→,(3.21)
FZ [−n− 1]
b◦a
−−→ j!F
′ −→ F1
+1
−→ .(3.22)
Then the octahedron axiom gives the triangle F [−n] −→ F1 −→ j!P
+1
−→.
We have QM(j!P ) ≃ j!QM(P ) ≃ 0, hence F1 ≃ F [−n] ≃ F in
Db/[1](kM). Applying j
−1 to the triangle (3.22) gives F ′ ≃ F1|U , as
required. 
Definition 3.15. For F ∈ Db/[1](kM) we define supp
orb(F ) ⊂ M as
the complement of the union of the open subsets U ⊂ M such that
F |U ≃ 0.
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For an open subset U ⊂ M we have F |U ≃ 0 in Db/[1](kU) if and
only if FU ≃ 0 in Db/[1](kM). By the Mayer-Vietoris triangle we deduce
that, for a finite covering U =
⋃n
i=1 Ui, we have F |U ≃ 0 if and only if
F |Ui ≃ 0 for all i. For an increasing countable union U =
⋃∞
i=1 Ui we
have the same result using the distinguished triangle
∞⊕
i=1
FUi −→
∞⊕
i=1
FUi −→ FU
+1
−→,
obtained by applying F ⊗εkM · to (2.20) (with U instead of M). We
obtain finally, for any F ∈ Db/[1](kM),
(3.23) F |M\supporb(F ) ≃ 0 and F ∼−→ Fsupporb(F ).
4. Microsupport in the triangulated orbit categories
We define the microsupport of objects of Db/[1](kM) and check that
it satisfies the same properties as the usual microsupport. In [8] the
microsupport is defined when the coefficient ring is of finite global di-
mension. The ring K is of infinite dimension and we use the forgetful
functor rM : D
b(KM ) −→ Db(kM) to define
(4.1) SS(F ) := SS(rM(F )) for F ∈ D
b(KM).
Since rM commutes with Rf∗,Rf!, f
−1, f ! we see that Theorem 2.5 (ii)
and (iii) hold with this definition. By (3.7) and (3.12) Theorem 2.5 (i)
and Corollary 2.6 hold if we replace ⊗ and RHom by ⊗ε and RHomε.
Since rM is conservative (that is, a morphism u is an isomorphism if
rM(u) is an isomorphism) we see that Theorem 2.5 (iv) also holds.
4.1. Definition and first properties. We define the microsupport
SSorb(F ) of an object of F ∈ Db/[1](kM) from the microsupports of
its representatives in Db(KM). We prove in Proposition 4.4 that, for
a given x0 ∈ M and F ∈ Db/[1](kM), we can find a representative
F ′ ∈ Db(kM) with T ∗x0M∩SS(F
′) contained in a arbitrary neighborhood
of T ∗x0M ∩ SS
orb(F ) .
Definition 4.1. Let F ∈ Db/[1](kM). We define SS
orb(F ) ⊂ T ∗M by
SSorb(F ) =
⋂
F ′ SS(F
′) where F ′ runs over the objects of Db(KM) such
that F ′ ≃ F in Db/[1](kM). We set
˙SSorb(F ) = SSorb(F ) ∩ T˙ ∗M .
We remark that SSorb(F ) is a closed conic subset of T ∗M . We deduce
from Lemma 3.14 that SSorb(F ) is a local notion, that is, for U ⊂ M
open, we have
(4.2) SSorb(F |U) = SS
orb(F ) ∩ T ∗U.
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In other words p = (x; ξ) 6∈ SSorb(F ) if and only if there exist a neigh-
borhood U of x and F ′ ∈ Db(KU) such that F |U ≃ F ′ in Db/[1](kU) and
p 6∈ SS(F ′). For a given F ∈ Db(KM ) we see in the next lemma that
it is possible to require that this isomorphism F |U ≃ F ′ in Db/[1](kU) is
the image of a morphism F |U −→ F ′ in Db(KU).
Lemma 4.2. Let x0 ∈ M and let C0 ⊂ T ∗x0M be a conic open subset
such that C0 is convex and proper. Let F, F
′ ∈ Db(KM). We assume
that SS(F ′) ∩ C0 = ∅ and that there exists an isomorphism F ≃ F
′
in Db/[1](kM). Let W0 ⊂ T
∗
x0M be a conic neighborhood of (SS(F ) ∩
C0) \ {x0}. Then there exist a neighborhood U of x0, F ′′ ∈ Db(KU)
and a morphism u : F |U −→ F
′′ such that u induces an isomorphism in
Db/[1](kU) and
S˙S(F ′′) ∩ T ∗x0M ⊂ ((SS(F ) ∩ T
∗
x0
M) ∪W0) \ C0.
Proof. Since F ≃ F ′ in Db/[1](kM) there exist two distinguished triangles
in Db(KM)
(4.3) G −→ F −→ P
+1
−→, G −→ F ′ −→ P1
+1
−→,
with P, P1 ∈ perf(KM).
We can find a conic open subset Ω0 ⊂ T ∗x0M such that C0\{x0} ⊂ Ω0,
(SS(F ) ∩ Ω0) \ {x0} ⊂W0 and SS(F ′) ∩ Ω0 = ∅.
We choose a conic open subset Ω ⊂ T ∗M such that Ω ∩ T ∗x0M = Ω0
and SS(F ′) ∩ Ω = ∅. We set S = SS(F ) ∩ Ω. We let U ⊂ M be a
neighborhood of x0 and L, L
′ ∈ Db(kU×M) be given by Proposition 2.10.
Composing with L gives the triangles
(4.4) L ◦G −→ L ◦ F −→ L ◦ P
+1
−→, L ◦G −→ L ◦ F ′ −→ L ◦ P1
+1
−→ .
By Proposition 2.10 (iii) we have L◦F ′ ≃ 0. Hence L◦G ≃ L◦P1[−1].
This proves that L ◦G ∈ perf(KU ) and the first triangle in (4.4) shows
that L ◦ F ∈ perf(KU).
We set F ′′ = L′ ◦ F . Composing the triangle L −→ k∆ −→ L′
+1
−→
with F gives L ◦ F −→ F |U −→ F ′′
+1
−→. We deduce that F |U ∼−→ F ′′ in
Db/[1](kU). The bound for SS(F
′′) is (2.10). 
Lemma 4.3. We set E = Rn and E˙ = E \ {0}. Let A ⊂ E˙ be a closed
cone. Let A1, . . . , An be convex open cones of E˙ such that Ai is proper
for each i and A ⊂
⋃n
i=1Ai. Then there exist open cones Ci, Wi ⊂ Ai,
i = 1, . . . , n, such that Ci is convex and proper for each i, and, defining
inductively S0 = E˙ and Si = (Si−1 ∪Wi) \ Ci, we have
(i) ((Si−1 ∩ Ci) \ {0}) ⊂Wi, for all i = 1, . . . , n,
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(ii) A ∩ Sn = ∅.
Proof. (a) We choose conic subsets Di ⊂ Ci ⊂ Ai for i = 1, . . . , n such
that A ⊂
⋃n
i=1Di and, for each i, Di is closed, Ci is open and convex
and Ci ⊂ Ai ∪ {0}. Then we define S
+
0 = E˙, S
+
i = E˙ \
⋃i
j=1Dj and
Wi = S
+
i−1 ∩Ai, for i = 1, . . . , n.
(b) We define as in the lemma S0 = E˙ and Si = (Si−1∪Wi)\Ci. Let us
prove by induction that Si ⊂ S
+
i . This is clear for i = 0. Assuming it
holds for i−1 we obtain Si ⊂ S
+
i−1 \Ci since Wi ⊂ S
+
i−1. Since Di ⊂ Ci
we deduce Si ⊂ S
+
i−1 \Di = S
+
i .
(c) We deduce from (b) that ((Si−1∩Ci)\{0}) ⊂ S
+
i−1∩Ai = Wi which is
the property (i). Since A ⊂
⋃n
i=1Di we also obtainA∩Sn ⊂ A∩S
+
n = ∅,
which is the property (ii). 
Proposition 4.4. Let M be a manifold, x0 ∈ M and A ⊂ T˙
∗
x0M a
closed conic subset. Let F ∈ Db/[1](kM ) be such that SS
orb(F ) ∩ A = ∅.
Then there exist a neighborhood U of x0, F
′ ∈ Db(KU ) and a morphism
u : F |U −→ F ′ such that u induces an isomorphism in Db/[1](kU) and
SS(F ′) ∩ A = ∅.
Proof. (i) Since A∩SSorb(F ) = ∅, for any ξ ∈ A there exist a neighbor-
hood V of x0 in M and Fξ ∈ D
b(KV ) such that Fξ ≃ F |V in D
b
/[1](kV )
and (x0; ξ) 6∈ SS(Fξ). Let Cξ ⊂ T ∗x0M be a convex open cone such that
Cξ is proper and SS(Fξ) ∩ Cξ ⊂ {x0}.
We can cover A by a finite number of such cones Cξi , i = 1, . . . , n.
We set Ai = Cξi and Fi = Fξi . We choose conic open subsets Ci, Wi
of Ai satisfying the properties of Lemma 4.3 with E = T
∗
x0M . We also
define S0 = T˙
∗
x0
M and Si = (Si−1 ∪Wi) \ Ci, as in Lemma 4.3.
(ii) Let us prove by induction on i that there exist a neighborhood Ui of
x0, F
′
i ∈ D
b(KUi) and a morphism ui : F |Ui −→ F
′
i such that ui induces
an isomorphism in Db/[1](kUi) and S˙S(F
′
i ) ∩ T
∗
x0M ⊂ Si.
For i = 0 it is enough to set F ′0 = F . We assume that we have
defined F ′i−1 and ui−1. In particular we have isomorphisms F
′
i−1 ≃
F |Ui−1 ≃ Fi|Ui−1 in D
b
/[1](kUi−1). By the property (i) of Lemma 4.3
Wi is a neighborhood of (SS(F
′
i−1) ∩ Ci) \ {x0}. Hence we can apply
Lemma 4.2 with M = Ui−1, F = F
′
i−1, F
′ = Fi, C0 = Ci and W0 = Wi.
We obtain a neighborhood U of x0, F
′′ ∈ Db(KU ) and a morphism
u : F |U −→ F
′′ such that u induces an isomorphism in Db/[1](kU) and
(4.5) S˙S(F ′′) ∩ T ∗x0M ⊂ ((SS(F ) ∩ T
∗
x0
M) ∪W0) \ C0.
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We set Ui = U , F
′
i = F
′′, ui = u ◦ ui−1. Then (4.5) translates into
S˙S(F ′i ) ∩ T
∗
x0M ⊂ (Si−1 ∪Wi) \ Ci = Si,
as required.
(iii) We set F ′ = Fn, u = un. The lemma follows from the property (ii)
of Lemma 4.3. 
Proposition 4.5. Let F ′ −→ F −→ F ′′
+1
−→ be a distinguished triangle
in Db/[1](kM). Then SS
orb(F ) ⊂ SSorb(F ′) ∪ SSorb(F ′′).
Proof. (i) Let p = (x0; ξ0) ∈ T ∗M be given. We assume that p 6∈
SSorb(F ′) ∪ SSorb(F ′′) and we prove that p 6∈ SSorb(F ). Let us set for
short G = F ′′ and H = F ′[1]. Let u : G −→ H be the morphism of the
triangle. It is enough to find a neighborhood U of x0 and a morphism
u0 : G0 −→ H0 in Db(KU) whose image in Db/[1](kU) is u|U and such that
p 6∈ SS(H0)∪SS(G0). Indeed the cone of u0 represents F and the result
then follows from the triangular inequality for the usual microsupport.
(ii) By definition we can find G0 ∈ Db(KM ) such that p 6∈ SS(G0) and
G0 ≃ G in D
b
/[1](kM). We can also find H1 ∈ D
b(KM) and a morphism
u1 : G0 −→ H1 such H1 ≃ H in Db/[1](kM) and the image of u1 is u.
By Proposition 4.4 applied with A = R>0ξ0 there exist a neighbor-
hood U of x0 and a morphism s : H1|U −→ H0 such that s induces an
isomorphism in Db/[1](kU ) and p 6∈ SS(H0). We define u0 : G0 −→ H0 by
u0 = s ◦ u1. Then u0 represents u and we conclude by (i). 
Remark 4.6. For F ∈ Db/[1](kM) we have supp
orb(F ) = T ∗MM ∩
SSorb(F ). Indeed we have T ∗MM ∩ SS
orb(F ) ⊂ supporb(F ) by (4.2).
Conversely let us assume that (x; 0) 6∈ SSorb(F ). Then F has a repre-
sentative F ′ ∈ Db(KM ) such that (x; 0) 6∈ SS(F ′). Then F ′ vanishes
in a neighborhood U of x. Hence F also vanishes on U and we have
x 6∈ supporb(F ).
4.2. Functorial behavior. We prove that SSorb(·) satisfies the same
properties as SS(·) with respect to the usual sheaf operations.
Proposition 4.7. Let f : M −→ N be a morphism of manifolds. Let
G ∈ Db/[1](kN). We assume that f is non-characteristic for SS
orb(G).
Then SSorb(f−1G) ∪ SSorb(f !G) ⊂ fdf
−1
π SS
orb(G).
Proof. (i) The cases of f−1 and f ! are similar and we only consider f−1.
We can write f = p ◦ i where i : M −→M ×N is the graph embedding
and p : M × N −→ N is the projection. Since the result is compatible
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with the composition it is enough to consider the case of an embedding
and a submersion separately.
(ii) We assume that f is a submersion. Let x ∈ M and set y = f(x).
Then
SSorb(f−1G) ∩ T ∗xM =
⋂
F ′
SS(F ′) ∩ T ∗xM ⊂
⋂
G′
SS(f−1G′) ∩ T ∗xM,
where F ′ runs over the objects of Db(KM) such that F
′ ≃ f−1G in
Db/[1](kM) and G
′ over the objects of Db(KN ) such that G
′ ≃ G in
Db/[1](kN). Now the result follows from Theorem 2.5.
(iii) We assume that f is an embedding. Let (x0; ξ0) ∈ T ∗M be such
that (x0; ξ0) 6∈ fd(SS
orb(G)∩T ∗x0N). Let l be the half line R≥0 · (x0; ξ0).
Since f is non-characteristic for SSorb(G), we have f−1d (l)∩ SS
orb(G) ⊂
{x0}. By Proposition 4.4 there exist a neighborhood V of x0 and
G′ ∈ Db(KV ) such that G′ ≃ G in Db/[1](kV ) and f
−1
d (l) ∩ SS(G
′) ⊂
{x0}. Then f−1G′ ≃ f−1G in Db/[1](kM∩V ) and (x0; ξ0) 6∈ fd(SS(G
′) ∩
T ∗x0N). This proves (x0; ξ0) 6∈ SS
orb(f−1G), hence the inclusion of the
proposition. 
Let E = Rn be a vector space endowed with a norm ‖ · ‖. We
consider coordinates (x, t; ξ, τ) on T ∗(E ×R). For a given a > 0 we let
γa ⊂ E × R be the closed cone
(4.6) γa = {(x, t); t ≥ a‖x‖}.
Its polar cone is γ◦a = {(ξ, τ); τ ≥ ‖ξ‖/a}.
Lemma 4.8. Let F ∈ Db/[1](kE×R). We assume that there exist a
compact subset K of E and a > 0 such that SSorb(F ) ∩ ((K × {0}) ×
(γ◦a \ {0})) = ∅. Then there exists F
′ ∈ Db(KE×R) which represents F
such that SS(F ′) ∩ ((K × {0})× (γ◦a \ {0})) = ∅.
Proof. (i) We set M = E × R. Since microsupports are closed, the
hypothesis holds with a replaced by some b > a. By Proposition 4.4,
for each x ∈ K there exist a neighborhood Ux of x and F x ∈ Db(KM)
representing F such that SS(F x) ∩ (Ux × (γ◦b \ {0})) = ∅. We can find
a finite number of points xi ∈ K, i ∈ I, such that K ×{0} ⊂
⋃
i∈I Uxi.
Let ε > 0 be given. For x ∈ E we let Cx ⊂ E × R be the truncated
cone Cx = ((x, ε)− γb) ∩ (E × [−ε, ε]). We choose ε > 0 small enough
such that, for each x ∈ K, there exists i ∈ I such that Cx ⊂ Uxi. We
set V = E × ]−ε,+∞[, Wx = Int(Cx) and W =
⋃
x∈K Wx.
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(ii) We choose F0 ∈ Db(KM) representing F . We set F ′ = kγb\{0} ⋆
(F0)V [1]. Then we have the distinguished triangle
(4.7) kγb ⋆ (F0)V −→ (F0)V −→ F
′ +1−→ .
By Proposition 2.9 we have SS(F ′)∩(M×Int(γ◦b )) = ∅. Hence SS(F
′)∩
((K × {0}) × (γ◦a \ {0})) = ∅. In (iii) we prove that F
′|W ≃ F |W in
Db/[1](kW ). By Lemma 3.14 we can then extend F
′|W to F ′ ∈ Db(KM)
satisfying the conclusion of the lemma.
(iii) We define Φ: Db(KM ) −→ Db(KM ) by Φ(G) = kγb ⋆ (G)V . Then Φ
induces a functor on Db/[1](kM) such that Φ(QM (G)) ≃ QM(Φ(G)).
Since W ⊂ V , the assertion F ′|W ≃ F |W in Db/[1](kW ) that we want
to prove is equivalent to QW (Φ(F0)|W ) ≃ 0, by the triangle (4.7). By
the definition of W it is enough to prove that QWx(Φ(F0)|Wx) ≃ 0 for
any given x ∈ K. Since F xi is a representative of F , for any i ∈ I, we
have QWx(Φ(F0)|Wx) ≃ QWx(Φ(F
xi)|Wx). There exists i ∈ I such that
Cx ⊂ Uxi . Then SS(F
xi)∩ (Cx× (γ
◦
b \ {0})) = ∅ and Lemma 2.11 gives
Φ(F xi)|Wx ≃ 0. This implies QWx(Φ(F0)|Wx) ≃ 0, as required. 
Proposition 4.9. Let f : M −→ N be a morphism of manifolds. Let
F ∈ Db/[1](kM). We assume that f is proper on supp
orb(F ). Then
SSorb(Rf!F ) ⊂ fπf
−1
d SS
orb(F ).
Proof. (i) As in the proof of Proposition 4.7 we can reduce the problem
to the cases where f is an embedding or a projection. The case of an
embedding is similar to the part (ii) of the proof of Proposition 4.7.
We assume now that M = M ′ × N and f is the projection. Since the
problem is local on N we can assume that N ≃ Rd for some d. By
first embedding M ′ into some Re and using the embedding case we are
reduced to the case of a projection f : Rn −→ Rd.
(ii) We assume f is the projection M = M ′ ×N −→ N , with M ′ = Re
and N = Rd.
Let q = (y; η) ∈ T ∗N be such that q 6∈ fπf
−1
d SS
orb(F ). Let us
prove that q 6∈ SSorb(Rf!F ). For this it is enough to give F ′ ∈ Db(KM)
representing F such that f is proper on supp(F ′) and SS(F ′)∩T ∗M ′M
′×
{q} = ∅.
If η = 0, then supporb(F ) ∩ (M ′ × {y}) = ∅ by Remark 4.6. We
deduce by (3.23) that y 6∈ supporb(Rf!F ). Hence q 6∈ SS
orb(Rf!F ).
We assume now η 6= 0. We choose coordinates so that y = (0, 0) and
η = (0, 1). We set Z = supporb(F ) ∩ f−1(y). Then Z is compact and
we can find a cone γa like (4.6) such that
˙SSorb(F )∩ (Z × γ◦a) = ∅. We
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can also find x ∈ Re+d such that C = x − γa contains Z. Then, in a
neighborhood of y, we have Rf!F ≃ Rf!(FC).
We set K = C ∩ (Re+d−1×{0})∩f−1(y). By Lemma 4.8 there exists
F ′ ∈ Db(KRe+d) which represents F such that S˙S(F
′) ∩ ((K × {0}) ×
γ◦) = ∅. Then SS(F ′C) satisfies the same relation and we deduce that
(y; η) 6∈ SS(Rf!(F
′
C)). Since Rf!(F
′
C) represents Rf!F around y this
gives the result. 
Proposition 4.10. Let F,G ∈ Db/[1](kM).
(i) We assume that SSorb(F ) ∩ SSorb(G)a ⊂ T ∗MM . Then
SSorb(F ⊗εkM G) ⊂ SS
orb(F ) + SSorb(G).
(ii) We assume that SSorb(F ) ∩ SSorb(G) ⊂ T ∗MM . Then
SSorb(RHomε(F,G)) ⊂ SSorb(F )a + SSorb(G).
Proof. Let us prove (i). Let x0 ∈ M and let A,B ⊂ T ∗x0M be conic
neighborhoods of SSorb(F )∩T ∗x0M , SS
orb(G)∩T ∗x0M such that A∩B
a ⊂
{x0}. By Proposition 4.4 we can find representatives F ′, G′ ∈ Db(KM)
of F,G such that SS(F ′) ∩ T ∗x0M ⊂ A, SS(G
′) ∩ T ∗x0M ⊂ B. Since
microsupports are closed we have SS(F ′) ∩ SS(G′)a ⊂ T ∗UU for some
neighborhood U of x0. Then Corollary 2.6 gives SS(F
′⊗εkMG
′)∩T ∗x0M ⊂
A + B. Since A and B are arbitrarily close to our microsupports we
deduce (i). The proof of (ii) is the same. 
4.3. Microsupport in the zero section. In Proposition 4.12 we give
a special case of Theorem 2.5 (iv) for SSorb.
Lemma 4.11. Let C = [a, b]d be a compact cube in Rd and let {Ui}i∈I
be a family of open subsets of Rd such that C ⊂
⋃
i∈I Ui. Then there
exists a finite family of open subsets {Vn}, n = 1, . . . , N , such that
(i) for each n = 1, . . . , N there exists i ∈ I such that Vn ⊂ Ui,
(ii) C ⊂
⋃N
n=1 Vn,
(iii) Vn is contractible, for each n = 1, . . . , N ,
(iv) (
⋃n
k=1 Vk) ∩ Vn+1 is contractible, for each n = 1, . . . , N − 1.
Proof. For x ∈ Rd and ε > 0 we set Cεx = x+ ]−ε, ε[
d. We can choose
ε > 0 such that, for any x ∈ C, there exists i ∈ I satisfying Cεx ⊂ Ui.
We let xn, n = 1, . . . , N , be the points of the lattice C∩(εZ)d ordered by
the lexicographic order of their coordinates. Then the family Vn = C
ε
xn,
n = 1, . . . , N , satisfies the required properties. 
Proposition 4.12. Let E = Rd and F ∈ Db/[1](kE). We assume that
SSorb(F ) ⊂ T ∗EE. Then there exists A ∈ D
b
/[1](k) such that F ≃ AE.
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Proof. (i) By Proposition 4.4, for any x ∈ E there exists a represen-
tative of F , say F x, in Db(KE) such that SS(F
x) ∩ T ∗xE ⊂ {x}. Since
microsupports are closed there exists an open neighborhood of x, say
Ux, such that SS(F
x) ∩ T˙ ∗Ux = ∅, that is, F
x|Ux is constant. In other
words, there exists Ax ∈ Db(K) such that F x|Ux ≃ A
x
Ux . In particular
we have F |Ux ≃ A
x
Ux in D
b
/[1](kUx).
(ii-a) We set x0 = 0 and A = A
x0. We also define In = ]−n, n[d for
n ∈ N \ {0}. Let us prove that F |In ≃ AIn in D
b
/[1](kIn) for any n ≥ 1.
The family {Ux}x∈In covers In. Hence by Lemma 4.11 we can find
a finite subcovering {Vk}, k = 1, . . . , K, by contractible open subsets
such that for each k = 1, . . . , K − 1 the set (
⋃k
j=1 Vj) ∩ Vk+1 is con-
tractible. We set Wk =
⋃k
j=1 Vj. In (ii-b) we will prove by induction
on k that F |Wk ≃ A
′
Wk
for some A′ ∈ Db/[1](k). For k = K we will have
F |In ≃ A
′
In. Then Fx0 ≃ A
′ ≃ A and F |In ≃ AIn, as claimed.
(ii-b) Now we prove F |Wk ≃ A
′
Wk
for k = 1, . . . , K. For k = 1 we have
W1 = V1 ⊂ Ux1 for some x1 ∈ In. Hence F |W1 ≃ A
x1
W1
. We set A′ = Ax1.
Let us assume F |Wk ≃ A
′
Wk
for some k. We set Yk = Wk ∩ Vk+1. We
choose y such that Vk+1 ⊂ Uy and we set A′′ = Ay.
Then F |Vk+1 ≃ A
′′
Vk+1
. Since FYk ≃ A
′
Yk
≃ A′′Yk we have A
′ ≃ A′′.
Hence we have a Mayer-Vietoris triangle A′Yk
u
−→ A′Wk ⊕ A
′
Vk+1
−→
F |Wk+1
+1
−→ in Db/[1](kWk+1) where u is of the form (1, v) for some iso-
morphism v ∈ Hom(A′Yk , A
′
Yk
). Since Yk and Vk+1 are contractible,
Corollary 3.9 gives
Hom(A′Yk , A
′
Yk
) ≃ Hom(A′, A′) ≃ Hom(A′Vk+1 , A
′
Vk+1
).
Hence v can be extended to Vk+1 and we can define the commutative
square below:
A′Yk
(1,v)
// A′Wk ⊕ A
′
Vk+1
//
(
1 0
0 v−1
)
≀

F |Wk+1
+1
//

A′Yk
(1,1)
// A′Wk ⊕ A
′
Vk+1
// A′Wk+1
+1
// .
We extend this square to an isomorphism of triangles and we obtain
F |Wk+1 ≃ A
′
Wk+1
, as required.
(iii) As claimed in (ii-a) we have FIn ≃ AIn for all n ∈ N \ {0}. We can
assume that these isomorphisms are compatible with the morphisms
in : (·)In −→ (·)In+1. Hence we obtain a commutative square on the first
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two terms of the following triangles deduced from (2.20)
⊕nFIn
u
//
≀

⊕nFIn //
≀

F
+1
//

⊕nAIn
u
// ⊕nAIn // AE
+1
// ,
where the nth-component of u is id− in. We extend this square to an
isomorphism of triangles and we see that F ≃ AE . 
Part 2. The Kashiwara-Schapira stack
In this part we define the Kashiwara-Schapira stack S(kΛ) quickly
described in the introduction and we prove that it is equivalent to
a twisted stack of twisted local systems on Λ. We prove it in the
three main steps described below. For p ∈ Λ we have the Lagrangian
subspaces of TpT
∗M given by λΛ(p) = TpΛ and λ0(p) = Tpπ
−1π(p),
where π : T ∗M −→ M is the projection. Let σ : LM −→ T ∗M be the
Lagrangian Grassmannian of T ∗M and let UΛ be the open subset of
LM |Λ formed by the l which are transversal to λΛ(p) and λ0(p), where
p = σ(l).
Our first step is the definition of a functor
mΛ : D
b
(Λ)(kM) −→ D
b(kUΛ).
We call mΛ(F ) the sheaf of microlocal germs of F . To explain the
definition of mΛ(F ) we first recall that SS(F ) is the closure of the set
of p = (x; ξ) satisfying: there exists ϕ : M −→ R with dϕx = ξ such that
(RΓϕ≥0F )x 6= 0. We assume that F ∈ Db(Λ)(kM) and p ∈ Λ. We set
l = TpΛϕ, where Λϕ = {(x; dϕx)}. It is proved in [8] that, if l ∈ UΛ,
then (RΓϕ≥0F )x only depends on l. We set mΛ,l(F ) = (RΓϕ≥0F )x. It
is also proved in [8] that all mΛ,l(F ), for l ∈ UΛ, are isomorphic, up
to a shift given by the Maslov index. If mΛ,l(F ) is concentrated in
one degree, then F is said pure along Λ. If mΛ,l(F ) ≃ k[d] for some
d ∈ Z, then F is said simple along Λ. We prove that it is possible to
define mΛ(F ) ∈ Db(kUΛ) with stalks mΛ,l(F ) and with locally constant
cohomology sheaves. We let DL(kUΛ) be the stack associated with the
subprestack of Db(kUΛ) formed by the complexes with locally constant
cohomology sheaves. Then we obtain a functor mΛ : S(kΛ) −→ DL(kUΛ).
The second step is to understand the link between the mΛ(F )|U for
the different connected components U of UΛ. We let U
n
Λ be the fiber
product of UΛ over Λ, n times. If I ⊂ [1, n] is a set of indices, we
let qI : U
n
Λ −→ U
|I|
Λ be the projection to the corresponding factors. We
introduce the Maslov sheaf of Λ, MΛ ∈ DL(kU2Λ), obtained as MΛ =
34 STE´PHANE GUILLERMOU
mU(KΛ), where U is a neighborhood of the diagonal of Λ × Λ and
KΛ ∈ S(kU) is a canonical object defined on U . For (l, l′) ∈ U2Λ we can
see that (MΛ)(l,l′) ≃ k[d], where d ∈ Z is given by some Maslov index
associated with (l, l′). Moreover we have isomorphisms
q−112MΛ ⊗ q
−1
23MΛ
∼−→ q−113MΛ and MΛ ⊗ q
−1
2 mΛ(F )
∼−→ q−11 mΛ(F ),
for any F ∈ S(kΛ), which satisfy natural commutative diagrams. In
particular, for any p ∈ Λ and any connected components U, V ⊂ UΛ ∩
σ−1(p) the restriction mΛ(F )|U determines mΛ(F )|V . We introduce
the stack Smg(kΛ) of pairs (L, u), where L ∈ DL(kUΛ) and u is an
isomorphism MΛ ⊗ q
−1
2 L
∼−→ q−11 L satisfying the same diagram as
mΛ(F ). Then we prove that mΛ induces an equivalence m
′
Λ : S(kΛ)
∼−→
Smg(kΛ).
The third step is a to give an equivalence between Smg(kΛ) and the
twisted stack (
⊕
i∈Z Loc
ε(kΛ)[i])m(Λ) already defined in the introduc-
tion. For this we embed UΛ in a fiber bundle IΛ and prove that, up to
shifts in the degrees, mΛ(F ) extends as a local system on IΛ.
5. Definition of the Kashiwara-Schapira stack
We follow the notations of [8, §7.5]. Let M be a manifold and Λ a
locally closed conic Lagrangian submanifold of T˙ ∗M . We introduce the
Kashiwara-Schapira stack of Λ. The notion of stack used here is that
of “sheaf of categories”. We refer for example to [9, §19]. A prestack
C on a topological space X consists of the data of a category C(U), for
each open subset U of X , restriction functors rV,U : C(U) −→ C(V ), for
V ⊂ U , and isomorphisms of functors rW,V ◦ rV,U ≃ rW,U , forW ⊂ V ⊂
U , satisfying compatibility conditions.
A stack is a prestack satisfying some gluing conditions. In particular,
if A,B ∈ C(U), then the presheaf V 7→ HomC(V )(A|V , B|V ) is a sheaf
on U . Moreover, if U =
⋃
i∈I Ui and Ai ∈ C(Ui) are given objects with
compatible isomorphisms between their restrictions on the intersections
Ui ∩ Uj, then these objects glue into an object of C(U).
For any given prestack we can construct its associated stack, similar
to the associated sheaf of a presheaf.
We use the categories associated with a subset of T ∗M introduced
in Notation 2.3.
Definition 5.1. Let Λ ⊂ T ∗M be a locally closed conic subset. We
define a prestack S0Λ on Λ as follows. Over an open subset Λ0 of Λ the
objects of S0Λ(Λ0) are those of D
b
(Λ0)
(kM). For F,G ∈ S0Λ(Λ0) we set
HomS0Λ(Λ0)(F,G) := HomDb(kM ;Λ0)(F,G).
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We define the Kashiwara-Schapira stack of Λ as the stack associated
with S0Λ. We denote it by S(kΛ) and, for Λ0 ⊂ Λ, we write S(kΛ0)
instead of S(kΛ)(Λ0).
We denote by sΛ : D
b
(Λ)(kM) −→ S(kΛ) the obvious functor. However,
for F ∈ Db(Λ)(kM), we often write F instead of sΛ(F ) if there is no risk
of ambiguity.
Several results in the next sections give links between S(kΛ) and
stacks of the following type.
Definition 5.2. Let X be a topological space. We let DL0(kX) be the
subprestack of U 7→ Db(kU), U open in X , formed by the F ∈ D
b(kU)
with locally constant cohomologically sheaves. We let DL(kX) be the
stack associated with DL0(kX). We denote by Loc(kX) the substack of
Mod(kX) formed by the locally constant sheaves.
We remark that DL(kX) is only a stack of additive categories (the
triangulated structure is of course lost in the “stackification”). How-
ever the cohomological functors H i : Db(kU) −→ Mod(kU) induce func-
tors of stacks H i : DL(kX) −→ Loc(kX) and the natural embedding
Mod(kU) →֒ Db(kU) induces i : Loc(kX) −→ DL(kX). We have H0 ◦ i ≃
idLoc(kX). Hence i is faithful and Loc(kX) is a subcategory of DL(kX).
When Λ is a locally closed conic Lagrangian submanifold of T˙ ∗M , our
main result on S(kΛ) is Theorem 11.5 which says that it is equivalent
to a stack of twisted local systems.
For Ω ⊂ T ∗M , we recall the link between the sections of µhom and
the morphisms in Db(kM ; Ω). A morphism u : F −→ G in Db(kM ; Ω) is
represented by a triple (F ′, s, u′) with F ′ ∈ Db(kM) and
F
s
←− F ′
u′
−→ G
such that the L defined (up to isomorphism) by the distinguished trian-
gle F ′
s
−→ F −→ L
+1
−→ satisfies Ω∩SS(L) = ∅. By (2.18) we see that s in-
duces an isomorphism µhom(F,G)|Ω ∼−→ µhom(F
′, G)|Ω. On the other
hand (2.15) gives a morphism Hom(F ′, G) −→ H0(Ω;µhom(F ′, G)).
Hence u′ induces an element in H0(Ω;µhom(F,G)). Finally we ob-
tain a well-defined morphism
(5.1) HomDb(kM ;Ω)(F,G) −→ H
0(Ω;µhom(F,G)|Ω).
Theorem 5.3 (Thm. 6.1.2 of [8]). If Ω = {p} for some p ∈ T ∗M ,
then (5.1) is an isomorphism.
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For F,G,H ∈ Db(kM) we have a composition morphism (see [8,
Cor. 4.4.10])
(5.2) µhom(F,G)
L
⊗ µhom(G,H) −→ µhom(F,H).
It is compatible with the composition morphism for RHom through
the isomorphism RHom(F,G) ≃ RπM ∗µhom(F,G). Hence for a given
open subset Ω of T ∗M the morphism induced by (5.2) on the sections
over Ω is compatible with the composition in Db(kM ; Ω) through (5.1).
Notation 5.4. For F,G ∈ Db(kM) and sections a of µhom(F,G) and
b of µhom(G,H), we denote by b
µ
◦ a the image of a⊗ b by (5.2).
It follows from Theorem (5.3) that the sheaf associated with Ω 7→
HomDb(kM ;Ω)(F,G) is H
0µhom(F,G), for given F,G ∈ Db(kM). We
obtain an alternative definition of S(kΛ):
Corollary 5.5. Let Λ ⊂ T ∗M be as in Definition 5.1. We define a
prestack S1Λ on Λ as follows. Over an open subset Λ0 of Λ the ob-
jects of S1Λ(Λ0) are those of D
b
(Λ0)
(kM). For F,G ∈ S
1
Λ(Λ0) we set
HomS1Λ(Λ0)(F,G):=H
0(Λ0;µhom(F,G)|Λ0). The composition is induced
by (5.2). Then, the natural functor of prestacks S0Λ −→ S
1
Λ induces an
isomorphism on the associated stacks.
Remark 5.6. By Corollary 5.5 an object of S(kΛ) is determined by
the data of an open covering {Λi}i∈I of Λ, objects Fi ∈ Db(Λi)(kM), for
any i ∈ I, and sections uji ∈ H0(Λij;µhom(Fi, Fj)|Λij ), for any i, j ∈ I,
such that
(i) uii is induced by idFi , for any i ∈ I,
(ii) ukj
µ
◦ uji = uki, for any i, j, k ∈ I.
6. Simple sheaves
In this section we assume that Λ is a locally closed conic Lagrangian
submanifold of T˙ ∗M . We recall the definition of simple and pure
sheaves along Λ and give some of their properties.
6.1. Definition and first properties. We first recall some notations
from [8]. For a function ϕ : M −→ R of class C∞ we define
(6.1) Λϕ = {(x; dϕ(x)); x ∈M}.
We notice that Λϕ is a closed Lagrangian submanifold of T
∗M . For
a given point p = (x; ξ) ∈ Λ ∩ Λϕ we have the following Lagrangian
subspaces of Tp(T
∗M)
(6.2) λ0(p) = Tp(T
∗
xM), λΛ(p) = TpΛ, λϕ(p) = TpΛϕ.
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We recall the definition of the inertia index (see for example §A.3 in [8]).
Let (E, σ) be a symplectic vector space and let λ1, λ2, λ3 be three La-
grangian subspaces of E. We define a quadratic form q on λ1⊕λ2⊕λ3
by q(x1, x2, x3) = σ(x1, x2) + σ(x2, x3) + σ(x3, x1). Then τE(λ1, λ2, λ3)
is defined as the signature of q, that is, p+−p−, where p± is the number
of ±1 in a diagonal form of q. We set
(6.3) τϕ = τp,ϕ = τTpT ∗M(λ0(p), λΛ(p), λϕ(p)).
Proposition 6.1 (Prop. 7.5.3 of [8]). Let ϕ0, ϕ1 : M −→ R be func-
tions of class C∞, let p = (x; ξ) ∈ Λ and let F ∈ Db(Λ)(kM). We
assume that Λ and Λϕi intersect transversally at p, for i = 0, 1. Then
(RΓ{ϕ1≥0}(F ))x is isomorphic to (RΓ{ϕ0≥0}(F ))x[
1
2
(τϕ0 − τϕ1)].
Definition 6.2 (Def. 7.5.4 of [8]). In the situation of Proposition 6.1
we say that F is pure at p if (RΓ{ϕ0≥0}(F ))x is concentrated in a single
degree, that is, (RΓ{ϕ0≥0}(F ))x ≃ L[d], for some L ∈ Mod(k) and
d ∈ Z. If moreover L ≃ k, we say that F is simple at p.
If F is pure (resp. simple) at all points of Λ we say that it is pure
(resp. simple) along Λ.
We know from [8] that, if Λ is connected and F ∈ Db(Λ)(kM ) is pure at
some p ∈ Λ, then F is in fact pure along Λ. Moreover the L ∈ Mod(k)
in the above definition is the same at every point.
Example 6.3. The generic situation is easy. We consider the hyper-
surface X = Rn−1 × {0} in M = Rn. We let Λ = {(x, 0; 0, ξn); ξn > 0}
be the “positive” half part of T ∗XM . We set Z = R
n−1 × R≥0. Let
F ∈ DbΛ∪T ∗MM(kM ). Then, there exists L ∈ D
b(k) such that the image
of F in the quotient category Db(kM ; T˙
∗M) is isomorphic to LZ .
For any p ∈ Λ we can find an integral transform that sends a neigh-
borhood of p in Λ to the conormal bundle of a smooth hypersurface.
Then, Theorem 7.2.1 of [8] reduces the general case to Example 6.3
and we can deduce:
Lemma 6.4. Let p = (x; ξ) be a given point of Λ. Then there exist a
neighborhood Λ0 of p in Λ such that
(i) there exists F ∈ Db(Λ0)(kM) which is simple along Λ0,
(ii) for any G ∈ Db(Λ0)(kM) there exist a neighborhood Ω of Λ0 in
T ∗M and an isomorphism F
L
⊗ LM ∼−→ G in Db(kM ; Ω), where
L ∈ Db(k) is given by L = µhom(F,G)p.
Definition 6.5. Let Λ ⊂ T˙ ∗M be a locally closed conic Lagrangian
submanifold. We let Sp(kΛ) (resp. S
s(kΛ)) be the substack of S(kΛ)
formed by the pure (resp. simple) sheaves along Λ.
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Let F,G ∈ Db(Λ)(kM). By (2.19) we know that µhom(F,G) has
locally constant cohomology sheaves on Λ (see Lemma 6.14 below).
Moreover, for a given p = (x; ξ) ∈ Λ we have
(6.4) µhom(F,G)p ≃ RHom((RΓ{ϕ0≥0}(F ))x, (RΓ{ϕ0≥0}(G))x),
where ϕ0 is such that Λ and Λϕ0 intersect transversally at p (see Propo-
sition 6.1). Hence, if F and G are simple along Λ (or F and G are pure
along Λ and k is a field), then µhom(F,G) is concentrated in one de-
gree.
The functor S0,oppΛ ×S
0
Λ −→ D
b(kΛ), (F,G) 7→ µhom(F,G) induces a
functors of stacks
µhom : SoppΛ ×SΛ −→ DL(kΛ).
Lemma 6.4 implies the following result.
Proposition 6.6. Let Λ ⊂ T˙ ∗M be a locally closed conic Lagrangian
submanifold. We assume that there exists a simple sheaf F ∈ Ss(kΛ).
Then the functor µhom induces an equivalence of stacks
µhom(F, ·) : S(kΛ) ∼−→ DL(kΛ), G 7→ µhom(F,G).
By Lemma 6.4 we know that simple sheaves exist locally around a
given point p ∈ Λ. When Λ is in a good position we can see that simple
sheaves exist locally on the base, as follows.
Lemma 6.7. Let M be a manifold and let Λ be a locally closed conic
Lagrangian submanifold of T˙ ∗M such that the projection Λ/R>0 −→ M
is finite. Let p = (x; ξ) ∈ Λ. Then there exist a neighborhood U of x
and F ∈ Db(kU) such that S˙S(F ) ⊂ Λ ∩ T ∗U and F is simple along
Λ ∩ T ∗U .
Proof. (i) By hypothesis Λ ∩ T ∗xM consists of finitely many half-lines,
say R>0 · pi, with pi = (x; ξi), i = 1, . . . , n. Up to a restriction to a
neighborhood of x we can assume that the pi belong to distinct con-
nected components of Λ, say Λi, i = 1, . . . , n. If Fi is simple along Λi,
then the direct sum ⊕iFi is simple along Λ. Hence we can assume that
Λ ∩ T ∗xM = R>0 · p for some p = (x; ξ).
(ii) By Lemma 6.4 there exists a neighborhood Ω of p in T ∗M and
F0 ∈ Db(kM ) such that SS(F0) ∩Ω ⊂ Λ and F0 is simple along Λ at p.
Up to shrinking Ω we can assume that T ∗xM ∩ Ω ∩ Λ = R>0ξ.
We choose an open convex cone V ⊂ T ∗xM such that ξ ∈ V , V is
proper and V ⊂ T ∗xM ∩ Ω. Hence V ∩ S˙S(F0) = R>0ξ. In particular
W := V is a neighborhood of V ∩ S˙S(F0). By Proposition 2.10, there
exist F ∈ Db(kM) and a distinguished triangle F
u
−→ F0 −→ G
+1
−→ such
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that SS(G)∩V = ∅ and T ∗xM∩S˙S(F ) ⊂W = V . Hence T
∗
xM∩S˙S(F ) =
S˙S(F ) ∩ V = S˙S(F0) ∩ V = R>0ξ.
(iii) Since microsupports are closed conic subsets there exists a conic
neighborhood V1 of V in T
∗M such that SS(G) ∩ V1 = ∅. We can
assume V1 ⊂ Ω. Hence SS(F ) ∩ V1 = SS(F0) ∩ V1 ⊂ Λ ∩ V1.
Since Λ \ V1 is a closed subset of Λ which does not contain p, we can
find a neighborhood U1 of x such that Λ ∩ T
∗U1 ⊂ V1. Then (SS(F ) ∩
T˙ ∗U1) \ Λ = (SS(F ) ∩ T˙ ∗U1) \ V1 is a closed subset of SS(F ) ∩ T˙ ∗U1
which does not contain p. Since T˙ ∗xM ∩ SS(F ) = R>0p, it follows that
Z = π˙M ((SS(F ) ∩ T˙ ∗U1) \ Λ) is a closed subset of U1 which does not
contain x. We set U = U1 \Z. Then F and U satisfy the conclusion of
the lemma. 
For a simple sheaf F along Λ we have seen that µhom(F, F ) ≃ kΛ
in a neighborhood of Λ. In the construction of a quantization we will
“glue” simple sheaves locally given on open subsets. For this we need
to understand µhom(RΓUF, F
′) for simple sheaves F, F ′ along Λ and
an open subset U ⊂ M . This is done in Proposition 6.10 below. We
begin with some notations.
Let U be an open subset of M with smooth boundary. We recall
the notations N∗U , N
∗e
U ⊂ T
∗M of (2.1) for the interior and exterior
conormal bundles of ∂U . By Example 2.2 we have SS(kU) = U ×M
T ∗MM ∪N
∗e
U and SS(kU) = U ×M T
∗
MM ∪N
∗
U .
Let σ : E −→ M be a vector bundle. For two given points p =
(x; e), q = (x; f) ∈ E in the same fiber we define Vp(q) ∈ TpE by
(6.5) Vp(q) = (∂/∂t)(x; e + tf)|t=0.
Lemma 6.8. Let σ : E −→ M be a vector bundle. Let α : M −→ E be a
nowhere vanishing section of σ and let Λ ⊂ E be a submanifold of E.
We assume that, for all p = (x; e) ∈ Λ, we have Vp(α(x)) 6∈ TpΛ. Then
the fiberwise sum Λ+R · α is a submanifold of E in a neighborhood of
Λ and we have, for all p = (x; e) ∈ Λ,
Tp(Λ + R · α) = TpΛ+ R · Vp(α(x)),
C(Λ,Λ+ R≤0 · α)p = TpΛ+ R≥0 · Vp(α(x)).
Proof. Since the result is local we can assume M = Rn, E = Rm and
σ is the projection. Then α determines a section θ of TM over Λ by
θ(x; e) = α(x) and Λ + R · α = {p + tθ(p); p ∈ Λ, t ∈ R}. Then the
result is a standard fact of differential geometry. (The change of sign
from R≤0 from R≥0 is the last formula is due to the convention taken
in the definition of C(A,B) in (2.4).) 
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The following result can be checked in local coordinates. For a func-
tion f on T ∗M we let Xf = H(df) be its Hamiltonian vector field. We
have H(dxi) = −∂/∂ξi and H(dξi) = ∂/∂xi.
Lemma 6.9. Let ϕ : M −→ R be a function of class C1 and let Xϕ◦πM
be the Hamiltonian vector field of ϕ ◦ πM : T ∗M −→ R.
(i) Using the notation (6.5) we have, for any p = (x; ξ) ∈ T ∗M ,
Vp(dϕ(x)) = −(Xϕ◦πM )p.
(ii) We define U = {x ∈ M ; ϕ(x) > 0} and we assume that ∂U is
smooth. Then, for p ∈ ∂T ∗U , we have Hp(N∗eT˙ ∗U) = R≤0 · (Xϕ◦πM )p,
where Hp : T
∗
p T
∗M ∼−→ TpT ∗M is the Hamiltonian isomorphism.
Proposition 6.10. Let M be a manifold and let Λ be a locally closed
conic Lagrangian submanifold of T˙ ∗M . Let F, F ′ ∈ Db(kM) be such
that SS(F ) = SS(F ′) = Λ. Let U ⊂M be an open subset such that ∂U
is smooth. We assume
(i) N∗U ∩ Λ = ∅, respectively N
∗e
U ∩ Λ = ∅,
(ii) T˙ ∗ΛT˙
∗M ∩ T˙ ∗
∂T˙ ∗U
T˙ ∗M = ∅.
Then µhom(FU , F
′)|T˙ ∗M ≃ (µhom(F, F
′))T ∗U |T˙ ∗M and, respectively,
µhom(RΓUF, F
′)|T˙ ∗M ≃ (µhom(F, F
′))T ∗U |T˙ ∗M .
Proof. (i) We first consider the case where N∗U ∩ Λ = ∅. Since the
problem is local we can assume that there exists a function ϕ : M −→ R
such that dϕ does not vanish and U = {x ∈ M ; ϕ(x) > 0}. The
natural morphism FU −→ F induces a morphism u : µhom(F, F ′) −→
µhom(FU , F
′). We will apply Lemma 6.11 below, with X = T˙ ∗M ,
Y = Λ, V = T˙ ∗U and µhom(F, F ′) instead of F , to see that u|X induces
the isomorphism of the proposition. We have supp(µhom(FU , F
′)) ⊂ V
and u|V is an isomorphism. Let us check that S˙S(µhom(FU , F ′)) ∩
N∗e
T˙ ∗U
= ∅. By Corollary 2.6 the hypothesis (i) gives SS(FU ) ⊂ Λ+N∗eU .
Then the bound (2.19) gives
−H(SS(µhom(FU , F
′))) ⊂ C(SS(F ′), SS(FU)) ⊂ C(Λ,Λ+N
∗e
U ).
Hence by Lemma 6.9 (ii) it is enough to show that (Xϕ◦πM )p is not in
C(Λ,Λ+N∗eU )p, for all p = (x; ξ) ∈ Λ ∩ ∂T
∗U .
We recall that N∗eU ⊂ R≤0 · dϕ. Through the Hamiltonian isomor-
phism H the hypothesis (ii) is equivalent to Xϕ◦πM 6∈ TΛ. Hence we
can use Lemma 6.8 with α = dϕ and we find (using also Lemma 6.9 (i))
C(Λ,Λ+N∗eU )p ⊂ TpΛ + R≥0 · Vp(dϕ(x)) = TpΛ + R≤0 · (Xϕ◦πM )p,
for any p = (x; ξ) ∈ Λ. Hence (Xϕ◦πM )p 6∈ C(Λ,Λ+N
∗e
U )p, as required.
(ii) Now we consider the case N∗eU ∩ Λ = ∅. By Corollary 2.6 we have
RΓUF ≃ FU . We set V = M\U . We have distinguished triangles FV −→
QUANTIZATION OF LAGRANGIAN SUBMANIFOLDS 41
F −→ FU
+1
−→ and AT ∗V −→ A −→ AT ∗U
+1
−→, where A = µhom(F, F ′).
By part (i) of the proof we have µhom(FV , F
′)|T˙ ∗M ≃ AT ∗V |T˙ ∗M and
we deduce µhom(FV , F
′)|T˙ ∗M ≃ AT ∗V |T˙ ∗M , as required. 
Lemma 6.11. Let X be a manifold and Y a closed submanifold of X.
Let F ∈ Db(kX) be such that SS(F ) ⊂ T
∗
YX. Let u : F −→ F
′ be a
morphism in Db(kX) and let V be an open subset of X with smooth
boundary such that supp(F ′) ⊂ V , u|V is an isomorphism, T˙ ∗YX ∩
T˙ ∗∂VX = ∅ and S˙S(F
′) ∩N∗eV = ∅. Then F
′ ≃ FV .
Proof. (i) Since supp(F ′) ⊂ V the morphism u induces FV −→ F
′
V
≃ F ′.
We define G by the distinguished triangle FV −→ F
′ −→ G
+1
−→. Since u|V
is an isomorphism we have suppG ⊂ ∂V . This implies G ≃ i!(G|∂V ),
where i : ∂V −→ X is the inclusion. By Theorem 2.5 (ii) we see that
SS(G) contains supp(G)×M T ∗∂VX .
(ii) Since T˙ ∗YX∩N
∗e
V = ∅ we have S˙S(FV ) ⊂ T
∗
YX+N
∗
V by Corollary 2.6.
Hence S˙S(FV ) ∩ N
∗e
V = ∅. By the hypothesis on S˙S(F
′) we deduce
S˙S(G) ∩N∗eV = ∅. By the result of (i) we obtain supp(G) = ∅, that is,
G ≃ 0 and FV
∼−→ F ′. 
Now we check that the hypothesis (i) and (ii) of Proposition 6.10 are
generically satisfied. We prove an additional result which will be useful
in the proof of Lemma 17.2.
Lemma 6.12. (i) Let Λ be a closed conic Lagrangian submanifold of
T˙ ∗M . Let ϕ : M −→ R be a C∞ function. Then there exists a C∞
function φ : M × RN −→ R such that, setting ϕε = φ(·, ε) and Uε =
ϕ−1ε (]0,+∞[), we have ϕ0 = ϕ and the set of ε ∈ [−δ, δ]
N satisfying
∂Uε is smooth, T
∗
∂UεM ∩ Λ = ∅ and T˙
∗
ΛT˙
∗M ∩ T˙ ∗
∂T˙ ∗Uε
T˙ ∗M = ∅
has a complement of measure 0 in [−δ, δ]N , when δ > 0 is small enough.
(ii) Let Λ,Λ′ be closed conic Lagrangian submanifolds of T˙ ∗M . We as-
sume that Λ/R>0 −→M is injective, that Λ′/R>0 −→M is finite and that
πM(Λ) ∩ πM(Λ′) is the closure of a submanifold of M of codimension
at least 2. Then we can add the following properties in (i): Λ+T ∗∂UεM
is a Lagrangian manifold and (Λ + T ∗∂UεM) ∩ Λ
′ = ∅.
(iii) We assume that M = M ′ × R and we take coordinates (t; τ) on
T ∗R. If Λ is transversal to the hypersurfaces T ∗M × R× {τ0}, for all
τ0 ∈ R, then we can assume in (i) and (ii) that Uε is a product V ×]a, b[
for some V ⊂M ′ and a, b ∈ R.
In particular we can find U = Uε as close as we want to U0 which
satisfies (i) and (ii) of Proposition 6.10.
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Proof. (a) We choose C∞ functions ϕ1, . . . , ϕN : M −→ R such that the
differentials dϕi generate T
∗M near ϕ−1(0). We define φ′ : M ×RN −→
R by φ′(x, ε) = ϕ(x) +
∑N
i=1 εi ϕi(x) and φ
′
ε = φ
′(·, ε). We define
also Φ′ : M × RN −→ T ∗M by Φ′(x, ε) = (x; d(φ′ε)(x)) = (x; dϕ(x) +∑N
i=1 εi dϕi(x)). Then Φ
′ is a submersion near ϕ−1(0)×{0}N , say over
ϕ−1([−δ, δ]) × [−δ, δ]N for some δ > 0. In particular Φ′ is transversal
to Λ.
(b) We let Φ′ε : M −→ T
∗M be the restriction Φ′ε = Φ
′(·, ε). By the
transversality theorem the subset V ⊂ [−δ, δ]N of ε such that Φ′ε is
transversal to Λ has a complement of measure 0. For ε ∈ V the inter-
section Λ∩Φ′ε(M) is a discrete set of points, say pε,i, i ∈ I. Hence, for
η ∈ R outside a discret set, the boundary of Uε,η := φ′−1ε (]η,+∞[) does
not contain any πM (pε,i). This gives T
∗
∂Uε,η
∩ Λ = ∅.
(c) For a given p ∈ Λ, the condition (T˙ ∗ΛT˙
∗M)p ∩ (T˙ ∗∂T˙ ∗Uε,η T˙
∗M)p = ∅
is equivalent to d(φ′ε ◦ πM)(p) 6∈ (T˙
∗
ΛT˙
∗M)p, that is, (φ
′
ε ◦ πM)|Λ is non
singular at p. Since the set of singular values of any C∞ function is of
measure 0, the condition T˙ ∗ΛT˙
∗M ∩ T˙ ∗
∂T˙ ∗Uε,η
T˙ ∗M = ∅ is also satisfied
for a generic η.
We define φ(x, ε, η) = φ′(x, ε) − η. Then φ satisfies the conclusions
of (i).
(d) We set Λ1 = :=Λ+T
∗
∂Uε
M = {(x; ξ+ td(φ′ε)(x)); (x; ξ) ∈ Λ, t ∈ R},
where t ∈ R is well-defined because Λ/R>0 −→ M is injective. Hence
multypling t by u > 0 gives an action of R>0 on Λ1, which contracts Λ1
on Λ. Since Λ1 is a manifold near Λ, by Lemma 6.8, it is a manifold.
We can check that it is Lagrangian.
We set Z = πM(Λ) ∩ πM(Λ′). For x ∈ Z we choose generators
ξ of Λ ∩ T ∗xM and ξi, i = 1, . . . , p, of Λ
′ ∩ T ∗xM . We define Px ⊂
T ∗xM as the finite union of the planes Rξ ⊕ Rξ
′
i. Then the condition
(Λ+T ∗∂Uε,ηM)∩Λ
′ = ∅means that d(φ′ε)(x) 6∈ Px, for each x ∈ Z∩∂Uε,η.
Since Z is of codimension at least 2 this is true for a generic choice of
ε, η and we obtain (ii).
(e) By the hypothesis on Λ it is enough to choose the functions ϕi
independent of t in part (a) of the proof, such that the differentials dϕi
generate T ∗M ′ × {0}. Then Φ′ is no longer a submersion but it is still
transversal to Λ and the same arguments apply. 
6.2. The canonical simple sheaf on the diagonal. Let Λ be a lo-
cally closed Lagrangian submanifold of T˙ ∗M . One question considered
in the first part of this paper is to give conditions so that S(kΛ) admits
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a global object. We prove in this paragraph that S(kΛ×Λa) admits a
canonical object defined on some neighborhood of the diagonal
(6.6) ∆Λ = {(p, p
a); p ∈ Λ}.
Let X be a manifold and Y, Z two submanifolds of X . We recall that
Y and Z have a clean intersection if W = Y ∩Z is a submanifold of X
and TW = TY ∩ TZ. This means that we can find local coordinates
(x, y, z, w) such that Y = {x = z = 0} and Z = {x = y = 0}. Using
these coordinates the following lemma is easy.
Lemma 6.13. Let X be a manifold and Y, Z two submanifolds of X
which have a clean intersection. We set W = Y ∩ Z. Then C(Y, Z) =
W ×X TY +W ×X TZ.
Lemma 6.14. Let X be a manifold and Λ1,Λ2 be two Lagrangian sub-
manifolds of T˙ ∗X. Let F1 ∈ Db(Λ1)(kX) and F2 ∈ D
b
(Λ2)
(kX). We
assume that Λ1 and Λ2 have a clean intersection and we set Ξ =
Λ1 ∩ Λ2. Then there exists a neighborhood U of Ξ in T ∗X such that
SS(µhom(F1, F2)|U) ⊂ T ∗ΞT
∗X, that is, µhom(F1, F2)|U has locally con-
stant cohomology sheaves on Ξ.
Proof. We have SS(µhom(F1, F2)) ⊂ −H−1(C(SS(F2), SS(F1))) by the
bound (2.19). Let Ui be a neighborhood of Λi such that SS(Fi) ∩Ui ⊂
Λi, i = 1, 2. Then U = U1 ∩ U2 is a neighborhood of Ξ and we have
−H−1(C(SS(F2), SS(F1))) ∩ T
∗U ⊂ −H−1(C(Λ2,Λ1)).
Since Λi is Lagrangian we have −H−1(TΛi) = T ∗ΛiT
∗X , for i = 1, 2.
In particular −H−1(Ξ×T ∗X TΛi) ⊂ T ∗ΞT
∗X and the result follows from
Lemma 6.13. 
Let Λ0 be an open subset of Λ. Let ∆M ⊂ M ×M be the diagonal.
Let F ∈ Db(Λ0)(kM). Theorem 2.5 (i) implies D
′F ∈ Db(Λa0 )(kM). We
have ∆Λ0 = T
∗
∆M
(M ×M) ∩ (Λ0 × Λa0) and we deduce a morphism
Hom(F, F ) ≃ Hom(ω∆M |M×M , F ⊠ D
′F )
−→ H0(∆Λ0 ;µhom(ω∆M |M×M , F ⊠D
′F )).
(6.7)
We denote by δF ∈ H0(∆Λ0 ;µhom(ω∆M |M×M , F ⊠ D
′F )) the image of
idF by (6.7).
Proposition 6.15. Let Λ be a locally closed Lagrangian submanifold
of T˙ ∗M . Let Λ0 be an open subset of Λ. Let F,G,H ∈ Db(Λ0)(kM). We
assume that F is simple along Λ0. Then there exists a unique
δF,G ∈ H
0(∆Λ0 ;µhom(F ⊠D
′F,G⊠D′G)),
such that δF
µ
◦ δF,G = δG (where
µ
◦ is defined in Notation 5.4). If G also
is simple, then we have δF,G
µ
◦ δG,H = δF,H .
44 STE´PHANE GUILLERMOU
Proof. We set for short AF := µhom(ω∆M |M×M , F ⊠ D
′F )) and B :=
µhom(F ⊠D′F,G⊠D′G). Then (5.2) gives a morphism AF
L
⊗B −→ AG.
The intersection ∆Λ0 = T
∗
∆M
(M ×M) ∩ (Λ0 × Λa0) is clean. Hence
by Lemma 6.14, AF and AG are locally constant on ∆Λ0 . Since F
is simple we deduce by (6.4) that, locally, AF ≃ k∆Λ0 . The same
argument shows that B is locally constant on Λ0 × Λa0. By (6.4) again
the stalks of AG and B are isomorphic. It follows that the composition
B∆0 −→ AF
L
⊗B −→ AG given by b 7→ δF⊗b 7→ δF
µ
◦b gives an isomorphism
B∆0
∼−→ AG. Then δF,G is the inverse image of δG by this isomorphism.
The last formula follows from the unicity of δF,G. 
Corollary 6.16. There exists a neighborhood U of ∆Λ in Λ × Λa and
K∆Λ in S
s(kU) such that, for any open subset Λ0 ⊂ Λ,
(i) for any F ∈ Db(Λ0)(kM), there exist a neighborhood V of ∆Λ0 in
Λ× Λa and a canonical morphism in Ss(kV ):
γF : K∆Λ |V −→ (sΛ0×Λa0 (F ⊠ D
′F ))|V ,
which is an isomorphism as soon as F is simple,
(ii) for F,G ∈ Db(Λ0)(kM) with F simple along Λ0, there exists a
neighborhood W of ∆Λ0 in Λ × Λ
a such that δF,G|W ◦ γF |W =
γG|W .
Moreover, for other (U ′,K′∆, γ
′
F ) satisfying (i) and (ii) there exist a
neighborhood U1 of ∆Λ in Λ×Λa and a unique isomorphism γ : K∆ −→
K′∆ in S
s(kU1) such that γ
′
F |U1 = γ ◦ γF |U1, for all F as in (i).
Proof. We can find a locally finite open covering Λ =
⋃
i∈I Λi and
Fi ∈ Db(Λi)(kM) which is simple along Λi, for all i ∈ I. We set Gi =
sΛi×Λai
(Fi⊠D
′Fi) ∈ Ss(kΛi×Λai ). By Proposition 6.15 and Corollary 5.5,
for any i, j ∈ I, there exist a neighborhood U2ij of ∆Λij in Λ×Λ
a and an
isomorphism δij : Gi ∼−→ Gj in Ss(kU2ij ). Moreover, for i, j, k ∈ I, there
exists a neighborhood U3ijk of ∆Λijk in Λ × Λ
a such that δik = δjk ◦ δij
in Ss(kU3ijk).
Since the covering is locally finite we can find a neighborhood Ui
of ∆Λi in Λ × Λ
a, for each i ∈ I, such that Ui ∩ Uj ⊂ U2ij and Ui ∩
Uj ∩ Uk ⊂ U3ijk, for all i, j, k ∈ I. Then, the Gi glue into an object
K∆Λ ∈ S
s(k⋃
i∈I Ui
).
Then (i) and (ii) follow from Proposition 6.15. The unicity follows
easily from (i) and (ii). 
6.3. Stalks of simple sheaves. We prove that the stalks of a simple
sheaf at a generic point are free. LetM be a manifold and let Λ ⊂ T˙ ∗M
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be a smooth closed conic Lagrangian submanifold. We set
ZΛ = {x ∈ π˙M(Λ); there exist a neighborhood W of x and a
smooth hypersurface S ⊂W such that Λ ∩ T ∗W ⊂ T ∗SW}.
Lemma 6.17. Let x, y ∈ M \ π˙M(Λ). Let I be an open interval con-
taining 0 and 1. Then there exists a C∞ embedding c : I −→ M such
that c(0) = x, c(1) = y and c([0, 1]) only meets π˙M(Λ) at points of ZΛ,
with a transverse intersection.
Proof. (i) Let n be the dimension of M and let B ⊂ Rn−1 be the open
ball of radius 1 and center 0. We choose a C∞ embedding γ : B×I −→ M
such that γ0(0) = x and γ0(1) = y, where γs := γ|{s}×I for s ∈ B. For
example we can define γ by integrating a vector field which admits
an integral curve from x to y. We also assume that γ(B × {0}) and
γ(B × {1}) do not meet π˙M(Λ).
We choose a trivialization of the vector bundle γ∗(T ∗M). It gives a
map γ′ : B× I ×Rn −→ T ∗M and we set γ′s := γ|{s}×I×Rn. Then γ
′ is an
open embedding. In particular γ′ is transversal to Λ.
(ii) By the transversality theorem there exists s ∈ B such that γ′s is
transversal to Λ. In particular Λ∩γ′s([0, 1]×R
n) consists of finitely many
half lines, say R>0 ·pi, i = 1, . . . , N . The transversality also implies that
Vi:=TpiΛ∩Tpi(γ
′
s(I×R
n)) is of dimension 1. We write pi = γ
′
s(ti, vi) and
xi = γs(ti). Then T
∗
xi
M = γ′s(ti,R
n) and TpiΛ ∩ TpiT
∗
xi
M is contained
in Vi, hence also of dimension 1. This means that π˙M |Λ : Λ −→ M is of
maximal rank n− 1 at pi. Hence there exists a neighborhood Ωi of pi
and a smooth hypersurface Si around xi such that Λ∩Ωi = T ∗SiM ∩Ωi.
If xi = xj for i 6= j, then Si and Sj meet transversally at xi and
Si ∩ Sj is a submanifold of codimension 2 in a neighborhood of xi.
Hence, by deforming γs, we can assume moreover that γs([0, 1]) avoids
Si∩Sj . Then all xi are distinct and belong to ZΛ. We also see that the
intersection of Si and γs(I) is transversal. By joining x to γs(0) and y
to γs(1), we obtain the embedding c of the lemma. 
Lemma 6.18. We assume that M is connected. Let F ∈ Db(kM) be
such that S˙S(F ) ⊂ Λ and F is simple along Λ. We set U = M \ π˙M(Λ).
We assume that there exists x0 ∈ U such that H iFx0 is free of finite
rank over k, for all i ∈ Z. Then H iFx is free of finite rank over k, for
all x ∈ U and all i ∈ Z.
Proof. (i) Let x ∈ U and let I be an open interval containing 0 and
1. By Lemma 6.17 we can choose a C∞ path γ : I −→ M such that
γ(0) = x0, γ(1) = x and γ([0, 1]) meets π˙M (Λ) at finitely many points,
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all contained in ZΛ and with a transversal intersection. We denote
these points by γ(ti), where 0 < t1 < · · · < tk < 1.
(ii) Since F is locally constant on U , the stalk Fγ(t) is constant for
t ∈ ]ti, ti+1[. By Example 6.3, for ti−1 < t < ti < u < ti+1, the stalks
Fγ(t) and Fγ(u) differ by k[di], for some degree di ∈ Z. Hence H
iFγ(t) is
free of finite rank over k, for all i ∈ Z, if and ony if the same holds for
Fγ(u). The lemma follows. 
7. Microlocal germs
We use the notations of [8, §7.5], in particular the notations (6.2)
and (6.3). Let M be a manifold of dimension n and Λ a locally closed
conic Lagrangian submanifold of T˙ ∗M . We let
(7.1) σT ∗M : LM −→ T
∗M
be the fiber bundle of Lagrangian Grassmannian of T ∗M . By defini-
tion the fiber of LM over p ∈ T ∗M is the Grassmannian manifold of
Lagrangian subspaces of TpT
∗M . We let
(7.2) σ0T ∗M : L
0
M −→ T
∗M
be the subbundle of LM whose fiber over p ∈ T ∗M is the set of La-
grangian subspaces of TpT
∗M which are transversal to λ0(p). Then L0M
is an open subset of LM . For a given p ∈ T ∗M we set V = TπM (p)M
and we identify TpT
∗M with V × V ∗. We use coordinates (ν; η) on
TpT
∗M . Then we can see that any l ∈ (L0M)p is of the form
(7.3) l = {(ν; η) ∈ TpT
∗M ; η = A · ν},
where A : V −→ V ∗ is a symmetric matrix. This identifies the fiber
(L0M)p with the space of n× n-symmetric matrices.
For a function ϕ defined on a product X × Y and for a given x ∈ X
we use the general notation ϕx = ϕ|{x}×Y .
Lemma 7.1. There exists a function ϕ : L0M ×M −→ R of class C
∞
such that, for any l ∈ L0M with σT ∗M(l) = (x; ξ),
ϕl(x) = 0, dϕl(x) = ξ, λϕl(σT ∗M(l)) = l.
Proof. (i) We first assume that M is the vector space V = Rn. We
identify T ∗M and M × V ∗. For p = (x; ξ) ∈ M × V ∗ the fiber (L0M)p
is identified with the space of quadratic forms on V through (7.3). For
l ∈ (L0M)p we let ql be the corresponding quadratic form. Now we
define ϕ0 by
ϕ0(l, y) = 〈y − x; ξ〉+
1
2
ql(y − x), where (x; ξ) = σ
0
T ∗M(l).
We can check that ϕ0 satisfies the conclusion of the lemma.
QUANTIZATION OF LAGRANGIAN SUBMANIFOLDS 47
(ii) In general we choose an embedding i : M →֒ X :=RN . For a given
p′ = (x; ξ′) ∈ M ×X T ∗X the subspace Tp′(M ×X T ∗X) of Tp′T ∗X is
coisotropic. The symplectic reduction of Tp′T
∗X by Tp′(M ×X T
∗X) is
canonically identified with TpT
∗M , where p = id(p
′). The symplectic
reduction sends Lagrangian subspaces to Lagrangian subspaces and we
deduce a map, say rp′ : LX,p′ −→ LM,p. The restriction of rp′ to the set
of Lagrangian subspaces which are transversal to Tp′(M ×X T ∗X) is
an actual morphism of manifolds. In particular it induces a morphism
r0p′ : L
0
X,p′ −→ L
0
M,p. We can see that r
0
p′ is onto and is a submersion.
When p′ runs over M ×X T
∗X we obtain a surjective morphism of
bundles, say r:
L0X |M×XT ∗X
r
//

L0M

M ×X T ∗X
id
// T ∗M.
We can see that r is a fiber bundle, with fiber an affine space. Hence
we can find a section, say j : L0M −→ L
0
X . For (l, x) ∈ L
0
M ×M we set
ϕ(l, x) = ϕ0(j(l), i(x)), where ϕ0 is defined in (i). Then ϕ satisfies the
conclusion of the lemma. 
We come back to the Lagrangian submanifold Λ of T˙ ∗M . We let
(7.4) UΛ ⊂ L
0
M |Λ
be the subset of L0M |Λ consisting of Lagrangian subspaces of TpT
∗M
which are transversal to λΛ(p). We define σΛ = σT ∗M |UΛ and τM =
πM |Λ ◦ σΛ:
UΛ
σΛ
//
τM
!!❈
❈❈
❈❈
❈❈
❈
Λ
πM |Λ~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
M.
We note that UΛ is not a fiber bundle over Λ but only an open subset
of L0M |Λ. However, for a given p ∈ Λ, we will use the notation
(7.5) UΛ,p = σ
−1
Λ (p).
We also introduce a notation for the graph of τM and the natural “half-
line bundle” over it:
IΛ ⊂ UΛ ×M, IΛ = {(l, τM(l)); l ∈ UΛ},(7.6)
JΛ ⊂ T˙
∗(UΛ ×M), JΛ = {(l, x; 0, λξ); (x; ξ) = σΛ(l), λ > 0}.(7.7)
Definition 7.2. We let TΛ be the space of functions ϕ : UΛ ×M −→ R
of class C∞ such that, for any l ∈ UΛ with σΛ(l) = (x; ξ),
ϕl(x) = 0, dϕl(x) = ξ, λϕl(σΛ(l)) = l.
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Lemma 7.3. For any ϕ ∈ TΛ and any l0 ∈ UΛ we have
∂ϕ
∂l
(l0, τM(l0)) = 0.
Proof. For a given l0 and (x0; ξ0) = σΛ(l0), we have the transpose
derivatives of τM , σΛ, πM :
τM,d : T
∗
x0M −→ T
∗
l0(UΛ), σΛ,d : T
∗
(x0;ξ0)Λ −→ T
∗
l0(UΛ),
πM,d : T
∗
x0M −→ T
∗
(x0;ξ0)T
∗M, (πM |Λ)d : T
∗
x0M −→ T
∗
(x0;ξ0)Λ.
By definition we have ϕ(l, τM(l)) = 0 for all l ∈ UΛ. By differentiation
we obtain
−
∂ϕ
∂l
(l0, x0) = τM,d(
∂ϕ
∂x
(l0, x0)) = τM,d(x0; ξ0) = σΛ,d(πM |Λ)d(x0; ξ0).
We remark that πM,d(x0; ξ0) is the Liouville 1-form at (x0; ξ0). Since Λ
is conic Lagrangian it vanishes on Λ and (πM |Λ)d(x0; ξ0) = 0. 
Lemma 7.4. Let X be a manifold and p : E −→ X a fiber bundle over
X. Let Y1, Y2 ⊂ E be two submanifolds of E and set Y3 = Y1 ∩ Y2. We
assume that Y3 is a submanifold, that p|Y3 : Y3 −→ X is a submersion
and that, for any x ∈ X, the submanifolds Y1 ∩ p−1(x) and Y2 ∩ p−1(x)
have a clean intersection. Then Y1 and Y2 have a clean intersection.
Proof. We have to check that TyY3 = TyY1 ∩ TyY2, for all y ∈ Y3. Since
this is a local problem we can write E = X ×F and y = (x, z). We set
Fi = Yi ∩ p−1(x) ⊂ F . By hypothesis the projection TyY3 −→ TxX is
onto, hence a fortiori TyYi −→ TxX , i = 1, 2. We deduce TzFi = TyYi ∩
({0}×TzF ). Let v = (vx, vz) ∈ TxX×TzF be in TyY1∩TyY2. Since p|Y3
is a submersion we can find wz ∈ TzF3 such that w = (vx, wz) ∈ TyY3.
Then v−w = (0, vz−wz) ∈ TzF1∩TzF2. By hypothesis vz−wz ∈ TzF3
and it follows that v ∈ TyY3. This proves the lemma. 
For a function ϕ : M −→ R of class C∞ we have introduced the La-
grangian submanifold Λϕ in (6.1). We also define
(7.8) Λ′ϕ = {(x;λ · dϕ(x)); x ∈M, λ > 0, ϕ(x) = 0}.
Since ϕ−1(0) is smooth at the points where dϕ is not zero, Λ′ϕ ∩ T˙
∗M
is a locally closed conic Lagrangian submanifold of T˙ ∗M .
Proposition 7.5. For any ϕ ∈ TΛ there exists a neighborhood V of IΛ
(defined in (7.6)) in UΛ ×M such that
(i) SS(kϕ−1([0,+∞[)) ∩ T˙
∗V = Λ′ϕ ∩ T˙
∗V is a submanifold of T˙ ∗V ,
(ii) (T ∗UΛUΛ × Λ) ∩ Λ
′
ϕ ∩ T˙
∗V = JΛ, with JΛ given in (7.7),
(iii) (T ∗UΛUΛ × Λ) ∩ T˙
∗V and Λ′ϕ ∩ T˙
∗V have a clean intersection.
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Proof. (a) For a given l ∈ UΛ, the manifolds Λϕl and Λ have a transverse
intersection at σΛ(l) = (xl; ξl). Hence we can find a neighborhood Vl
of xl in M such that:
(a-i) SS(kϕ−1l ([0,+∞[)
) ∩ T˙ ∗Vl = Λ′ϕl ∩ T˙
∗Vl is a submanifold of T˙
∗Vl,
(a-ii) Λ ∩ Λ′ϕl ∩ T˙
∗Vl = R>0 · σΛ(l),
(a-iii) Λ ∩ T˙ ∗Vl and Λ′ϕl ∩ T˙
∗Vl have a clean intersection.
The assertion (a-i) follows from Example 2.2 (iii), the assertions (a-ii)
and (a-iii) from the transversality of Λϕl and Λ. We can also assume
that V :=
⊔
l∈UΛ
{l} × Vl is a neighborhood of IΛ in UΛ ×M .
(b) Let ((l; 0), (x; ξ)) ∈ (T ∗UΛUΛ×Λ)∩ T˙
∗V . If ((l; 0), (x; ξ)) ∈ Λ′ϕ, then
(x; ξ) ∈ Λ∩Λ′ϕl∩T˙
∗Vl. Hence, by (a-ii), ((l; 0), (x; ξ)) ∈ JΛ. Conversely,
Lemma 7.3 implies JΛ ⊂ T ∗UΛUΛ × Λ and we deduce (ii).
Now (iii) follows from (a-iii) and Lemma 7.4 applied to E = T ∗(UΛ×
M), X = UΛ, Y1 = (T
∗
UΛ
UΛ × Λ) and Y2 = Λ′ϕ ∩ T˙
∗V . 
Theorem 7.6. Let ϕ ∈ TΛ and let F ∈ Db(Λ)(kM). Let q1 : UΛ ×M −→
UΛ and q2 : UΛ ×M −→M be the projections. We set
Mϕ,F = µhom(kϕ−1([0,+∞[), q
−1
2 F ) ∈ D
b(kT ∗(UΛ×M)),
Nϕ,F = (RΓϕ−1([0,+∞[)(q
−1
2 F ))IΛ ∈ D
b(kUΛ×M).
Then there exists a neighborhood V of IΛ in UΛ ×M such that
(i) T˙ ∗V ∩supp(Mϕ,F ) ⊂ JΛ and SS(Mϕ,F |T˙ ∗V ) ⊂ T
∗
JΛ
T ∗(UΛ×M),
(ii) Rπ˙V ∗(Mϕ,F |T˙ ∗V ) ≃ Nϕ,F ,
(iii) SS(Rq1∗Nϕ,F ) ⊂ T
∗
UΛ
UΛ,
(iv) for any l ∈ UΛ we have (Rq1∗Nϕ,F )l ≃ (RΓϕ−1l ([0,+∞[)
(F ))x,
where x = τM(l).
Proof. (i) We take the neighborhood V given by Proposition 7.5. Then
the result follows from Proposition 7.5 and Lemma 6.14.
(ii) Sato’s triangle (2.17) gives
D′(kϕ−1([0,+∞[))⊗ q
−1
2 F ⊗ kIΛ −→ Nϕ,F −→ Rπ˙UΛ×M ∗(Mϕ,F )IΛ
+1
−→ .
By definition dϕ does not vanish in a neighborhood of IΛ. Hence ϕ
−1(0)
is a smooth hypersurface near IΛ and D
′(kϕ−1([0,+∞[)) ≃ kϕ−1(]0,+∞[).
Since IΛ ⊂ ϕ−1(0), the first term of the above triangle is zero. By (i)
the support of Rπ˙V ∗(Mϕ,F |T˙ ∗V ) is already contained in IΛ. So we can
forget the subscript IΛ in the third term and we obtain (ii).
(iii) By (i) the cohomology sheaves ofMϕ,F are locally constant sheaves
on JΛ. Since JΛ is a fiber bundle over IΛ with fiber R>0 we deduce
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from (ii) that Nϕ,F has locally constant sheaves cohomology sheaves
on IΛ. Since q1 induces an isomorphism IΛ ∼−→ UΛ we obtain (iii).
(iv) We first prove that il : {l} ×M →֒ UΛ ×M is non-characteristic
for RΓϕ−1([0,+∞[)(q
−1
2 F ) in a neighborhood of x. We use the bound in
Theorem 2.8. We set for short A = T ∗UΛUΛ×SS(F ) and B = T
∗
UΛ
UΛ×Λ.
Since microsupports are closed subsets it is enough to prove
(a) (A+ Λ′ϕ) ∩ (T
∗
l UΛ × T
∗
M,xM) ⊂ {(l, x; 0, 0)},
(b) π˙ππ˙
−1
d (−H
−1C(A,Λ′ϕ)) ∩ (T
∗
l UΛ × T
∗
M,xM) ⊂ {(l, x; 0, 0)}.
Since A ⊂ T ∗UΛUΛ × T
∗M and Λ′ϕ ∩ T
∗
(l,x)(UΛ ×M) ⊂ T
∗
UΛ
UΛ × T
∗M ,
by Lemma 7.3, the statement (a) is clear. Since A ⊂ B in some neigh-
borhood of A ∩ Λ′ϕ, we may replace A by B in (b). We have seen that
−H−1C(B,Λ′ϕ) ⊂ T
∗
JΛ
T ∗(UΛ × Λ). Hence π˙ππ˙
−1
d (−H
−1C(B,Λ′ϕ)) ⊂
T ∗IΛ(UΛ × Λ) and this gives (b).
Now the non-characteristicity implies
i−1l Nϕ,F ≃ (i
!
lRΓϕ−1([0,+∞[)(q
−1
2 F ))x ⊗ ω
⊗−1
{l}|UΛ
≃ (RΓϕ−1l ([0,+∞[)
(F ))x
and we deduce (iv). 
For ϕ ∈ TΛ we define a functor, using the notations of Theorem 7.6,
mϕΛ : D
b
(Λ)(kM) −→ D
b(kUΛ)
F 7→ Rq1∗(RΓϕ−1([0,+∞[)(q
−1
2 F )IΛ).
By Theorem 7.6 the cohomology sheaves of mϕΛ(F ) are locally constant
sheaves on UΛ and we have (m
ϕ
Λ(F ))l ≃ (RΓϕ−1l ([0,+∞[)(F ))x, for any
l ∈ UΛ and x = τM(l).
Let ϕ0, ϕ1 ∈ TΛ. We define ϕ : UΛ × M × R −→ R by ϕ(l, x, t) =
tϕ0(l, x) + (1 − t)ϕ1(l, x). We let q13 : UΛ × M × R −→ UΛ × R and
q2 : UΛ ×M × R −→M be the projections and we define a functor
mϕ0,ϕ1Λ : D
b
(Λ)(kM) −→ D
b(kUΛ×R)
F 7→ Rq13∗(RΓϕ−1([0,+∞[)(q
−1
2 F )IΛ×R).
Theorem 7.6 works as well with the parameter t and we obtain:
Lemma 7.7. Let ϕ0, ϕ1 ∈ TΛ. For t ∈ R we let it : UΛ×{t} →֒ UΛ×R
be the inclusion. Then, for any F ∈ Db(Λ)(kM), the cohomology sheaves
of mϕ0,ϕ1Λ (F ) are locally constant sheaves on UΛ×R and we have natural
isomorphisms i−1t m
ϕ0,ϕ1
Λ (F ) ≃ m
ϕt
Λ (F ), for all t ∈ R. In particular we
have a canonical isomorphism mϕ0Λ (F ) ≃ m
ϕ1
Λ (F ).
By this lemma the following definition is meaningful.
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Definition 7.8. Let Λ be a locally closed conic Lagrangian submani-
fold of T ∗M . We let mΛ : D
b
(Λ)(kM) −→ D
b(kUΛ) be the functor m
ϕ
Λ for
an arbitrary ϕ ∈ TΛ. For a given l ∈ UΛ and F ∈ Db(Λ)(kM) we set
mΛ,l(F ) = (mΛ(F ))l and call it the microlocal germ of F at l.
Proposition 7.9. Let Λ be a locally closed conic Lagrangian subman-
ifold of T ∗M . Then the functors mΛ0 : D
b
(Λ0)
(kM) −→ Db(kUΛ0 ), where
Λ0 runs over the open subsets of Λ, induce a functor of stacks
mΛ : S(kΛ) −→ σΛ∗(DL(kUΛ)).
In particular, for F,G ∈ Db(Λ)(kM), we have a canonical morphism
(7.9) σ−1Λ H
0µhom(F,G) ∼−→ H0RHom(mΛ(F ), mΛ(G)),
which is actually an isomorphism.
Proof. (i) Let Λ0 be an open subset of Λ. Let F ∈ Db(Λ0)(kM) be
such that SS(F ) ∩ Λ0 = ∅. Then, by (iv) of Theorem 7.6, we have
mΛ0(F ) = 0. Hence the functormΛ0 factorizes through D
b(kM ; Λ0). On
the other hand, by (iii) of Theorem 7.6, this functor takes value in the
subcategory of Db(kUΛ0 ) of objects with locally constant cohomology
sheaves. Hence we obtain a functor m0Λ : S
0
Λ −→ σΛ∗DL
0(kUΛ) between
the prestacks of Definitions 5.1 and 5.2. We deduce mΛ as the composi-
tion of (m0Λ)
a with the natural functor (σΛ∗DL
0(kUΛ))
a −→ σΛ∗DL(kUΛ),
where (·)a denotes the associated stack.
(ii) By Corollary 5.5 the Hom sheaf in the stack S(kΛ) is H0µhom(·, ·).
It follows from Definition 5.2 that the Hom sheaf in the stack DL(kX)
is H0RHom(·, ·). This gives the morphism (7.9). It is an isomorphism
by (6.4). 
Now let M ′ be another manifold and Λ′ be a locally closed conic
Lagrangian submanifold of T ∗M ′. We have the obvious embedding
iΛ,Λ′ : UΛ × UΛ′ →֒ UΛ×Λ′ , (l, l′) 7→ l⊕ l′. Proposition 7.5.10 of [8] gives
Proposition 7.10. There exists an isomorphism of functors
i−1Λ,Λ′ ◦mΛ×Λ′ ≃ mΛ ⊠mΛ′.
8. The Maslov sheaf
The functor mΛ : D
b
(Λ)(kM) −→ D
b(kUΛ) of Definition 7.8 send pure
sheaves along Λ to local systems (with shifts in cohomological de-
grees) on UΛ. When we apply this functor to the canonical object
K∆Λ constructed in Corollary 6.16, we obtain a canonical local system
on U˜Λ = ∆Λ ×Λ×Λa UΛ×Λa . We call it the Maslov sheaf of Λ because
the degrees where it is concentrated is related with the Maslov index.
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In Proposition 8.8 the Maslov sheaf is used to give conditions on the
locally constant objects of Db(kUΛ) which are of the form mΛ(F ). This
gives another description of S(kΛ) (see Theorem 8.10).
8.1. Definition of the Maslov sheaf. Let Λ be a locally closed conic
Lagrangian submanifold of T ∗M . By Corollary 6.16 we have a canoni-
cal object K∆Λ in S
s(kU), where U is a neighborhood of ∆Λ in Λ×Λa.
We set U˜Λ = ∆Λ ×Λ×Λa UΛ×Λa . The antipodal map (·)a : T ∗M −→
T ∗M induces a morphism on the Grassmannian of Lagrangian sub-
spaces of TpT
∗M and TpaT
∗M . We also denote this morphism by
(·)a : LM,p −→ LM,pa, l 7→ l
a. We define an embedding υΛ : UΛ ×Λ UΛ −→
U˜Λ, (l1, l2) 7→ l1 ⊕ la2 .
Definition 8.1. We define the Maslov sheaf M˜Λ ∈ DL(kU˜Λ) by M˜Λ =
mΛ×Λa(K∆Λ)|U˜Λ. We also set MΛ = υ
−1
Λ (M˜Λ) ∈ DL(kUΛ×ΛUΛ).
By Corollary 6.16, for any open subset Λ0 ⊂ Λ and F ∈ Db(Λ0)(kM),
we have a canonical morphism in DL(kU˜Λ)
(8.1) γ′F = mΛ×Λa(γF ) : M˜Λ|U˜Λ0
−→ mΛ×Λa(F ⊠ D
′F )|U˜Λ0
,
which is an isomorphism as soon as F is simple along Λ0. The follow-
ing results are well-known and can be deduced for example from [8,
Appendix].
Proposition 8.2. Let U ⊂ U˜Λ be a connected component of U˜Λ. Let
l ∈ U and let (p, pa) ∈ ∆Λ be the projection of l to ∆Λ (so that l is a
Lagrangian subspace of T(p,pa)T
∗(M ×M)). Then the Maslov index
(8.2) τΛ(l) := τΛ×Λa(λ0(p)× λ0(p
a), λΛ(p)× λΛa(p
a), l)
is independent of l ∈ U . It is an even number. Moreover, for any
p ∈ Λ, l1 ∈ UΛ,p and l2 ∈ UΛa,pa, we have
(8.3) τΛ(l1, l2) = τΛ(λ0(p), λΛ(p), l1)− τΛa(λ0(p
a), λΛa(p
a), l2).
Notation 8.3. For a connected component U of U˜Λ we set τ(U) =
τΛ(l) ∈ 2Z, for any l ∈ U . Let U1 and U2 be connected components of
UΛ and UΛa . Let Λ0 be a connected component of σΛ(U1) ∩ σΛa(U2).
Then U1 ×Λ0 U2 is contained in a connected component, say U , of U˜Λ.
In this case we set τΛ0(U1, U2) = τ(U). For k ∈ 2Z we define
(8.4) U˜kΛ = {l ∈ U˜Λ; τΛ(l) = k}.
Proposition 8.4. Let σ˜Λ : U˜Λ −→ Λ be the projection to the base. Then
we have, for any k ∈ 2Z,
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(i) for any p ∈ Λ, the fiber U˜kΛ ∩ σ˜
−1
Λ (p) is connected,
(ii) the image of the restriction σ˜Λ|U˜kΛ
: U˜kΛ −→ Λ is
{p ∈ Λ; codimλ0(p)(λ0(p) ∩ λΛ(p)) ≥ |k|/2}.
In particular, the restriction σ˜Λ|U˜0Λ
: U˜0Λ −→ Λ is onto.
Proposition 8.5. Let U ⊂ U˜Λ be a connected component of U˜Λ. Then
M˜Λ|U ∈ DL(kU) is a local system of rank 1 concentrated in degree
1
2
τ(U).
Proof. This follows from the formula (mϕΛ(F ))l ≃ (RΓϕ−1l ([0,+∞[)(F ))x,
for l ∈ UΛ and x = τM(l), and from [8, Prop. 7.5.3]. 
8.2. Composition with the Maslov sheaf. All Grothendieck oper-
ations do not induce functors on the categories DL(k•). But this works
for the tensor product and the inverse image. Let X be a topological
space. The functor
L
⊗ on Db(kX) clearly induces a bifunctor on the
subprestack DL0(kX). Taking the associated stack we obtain a bifunc-
tor on DL(kX). We denote it also by
L
⊗ since it commutes with the
natural functor DL0(kX) −→ DL(kX).
Let f : X −→ Y be a continuous map between topological spaces.
Then f−1 induces a functor of prestacks f−1 : DL0(kY ) −→ f∗DL
0(kX).
We note that we have a functor of stacks (f∗DL
0(kX))
a −→ f∗DL(kX),
where (·)a denotes the associated stack. Hence f−1 induces a functor
of stacks f−1 : DL(kY ) −→ f∗DL(kX), which commutes with the functor
DL0(k•) −→ DL(k•).
We denote by UnΛ the fiber product of n factors UΛ over Λ. In Proposi-
tions 8.6 and 8.8 below we denote by qij : U
3
Λ −→ U
2
Λ the projection to the
factors i and j. We use similar notations qi : U
2
Λ −→ UΛ, qij : U
4
Λ −→ U
2
Λ
and qijk : U
4
Λ −→ U
3
Λ.
Proposition 8.6. There exists a canonical isomorphism in DL(kU3Λ)
u : q−112MΛ ⊗ q
−1
23MΛ
∼−→ q−113MΛ
such that the following diagram commutes in DL(kU4Λ)
(8.5)
q−112MΛ ⊗ q
−1
23MΛ ⊗ q
−1
34MΛ
q
−1
123u⊗id

id⊗q−1234u
// q−112MΛ ⊗ q
−1
24MΛ
q
−1
124u

q−113MΛ ⊗ q
−1
34MΛ
q
−1
134u
// q−114MΛ.
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If we had a good notion of direct image, we could define a compo-
sition of kernels in DL(k•) as in (2.6). We could restate the result as
MΛ ◦MΛ ≃MΛ which justifies the title of this paragraph.
Proof. By Proposition 8.5 MΛ is concentrated in a single degree over
each connected component of U2Λ. Hence it is enough to define u locally.
(i) We consider an open subset Λ0 of Λ such that there exists F ∈
Db(Λ0)(kM) which is simple along Λ0. Then we have the isomorphism
γ′F : M˜Λ|U˜Λ0
∼−→ mΛ0×Λa0 (F ⊠ D
′F )|U˜Λ0
given in (8.1). Let us set for
short V = UΛ0 and L = mΛ0(F ). Then Proposition 7.10 gives MΛ ≃
L⊠Λ0D
′L. On each connected component Vi of V we have L|Vi ≃ Li[di]
where Li is a local system of rank 1 and di ∈ Z. Hence we have a
canonical isomorphism D′L ⊗ L ≃ kV and we deduce the sequence of
isomorphisms:
q−112MΛ⊗q
−1
23MΛ
≃ (L⊠Λ0 D
′L⊠Λ0 kV )⊗ (kV ⊠Λ0 L⊠Λ0 D
′L)
≃ L⊠Λ0 (D
′L⊗ L)⊠Λ0 D
′L
≃ L⊠Λ0 kV ⊠Λ0 D
′L
≃ q−113MΛ.
(8.6)
We denote by u(F ) the composition in (8.6).
(ii) Let us check that u(F ) is independent of F . Let F ′ ∈ Db(Λ0)(kM) be
another simple sheaf along Λ0. Up to shrinking Λ0 we have F ≃ F ′[i]
in Db(kM ; Ω), for some neighborhood Ω of Λ0 and some i ∈ Z. Since
morphisms in Db(kM ; Ω) are compositions of morphisms in D
b(kM)
and their inverses, we may even assume that we have v : F −→ F ′[i] in
Db(kM) which induces an isomorphism in D
b(kM ; Ω), hence in S(kΛ0).
Then w = mΛ0(v) : L = mΛ0(F )
∼−→ L′ = mΛ0(F
′[i]) is an isomor-
phism and we have γ′F ′ ◦ (γ
′
F )
−1 = w ⊠ D′(w−1). Using w it is easy to
draw a commutative square between any two consecutive lines of the
definitions of u(F ) and u(F ′) in (8.6). Then we obtain u(F ) = u(F ′)
as required. In particular taking a covering of Λ by open subsets like
Λ0 we can glue the local definitions u(F ) and obtain our morphism u.
(iii) The commutativity of the diagram (8.5) is also a local question.
It is a consequence of the sequence (8.6) which defines u. 
Definition 8.7. We define a stack Smg(kΛ) as follows (the subscript
“mg” stands for microlocal germs). For an open subset Λ0 of Λ, the
objects of Smg(kΛ0) are the pairs (L, uL), where L ∈ DL(kUΛ0 ) and uL
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is an isomorphism in DL(kU2Λ0
)
(8.7) uL : MΛ ⊗ q
−1
2 L
∼−→ q−11 L
such that the following diagram commutes in DL(kU3Λ0
)
(8.8)
q−112MΛ ⊗ q
−1
23MΛ ⊗ q
−1
3 L
u⊗q−13 id

id⊗q−123 uL
// q−112MΛ ⊗ q
−1
2 L
q−112 uL

q−113MΛ ⊗ q
−1
3 L
q−113 uL
// q−11 L.
We define HomSmg(kΛ0 )((L, uL), (L
′, uL′)), for two objects (L, uL) and
(L′, uL′) of Smg(kΛ0), as the set of v ∈ HomDL(kUΛ0 )
(L,L′) such that
(8.9)
MΛ ⊗ q
−1
2 L
uL
//
id⊗q−12 (v)

q−11 L
q−11 (v)

MΛ ⊗ q
−1
2 L
′
uL′
// q−11 L
′
is commutative.
Proposition 8.8. Let Λ0 be an open subset of Λ and F ∈ S(kΛ0).
Then we have a canonical isomorphism in DL(kU2Λ)
uF : MΛ ⊗ q
−1
2 mΛ0(F )
∼−→ q−11 mΛ0(F )
such that (mΛ0(F ), uF ) ∈ Smg(kΛ0). In other words mΛ induces a
functor
(8.10) m′Λ : S(kΛ) −→ Smg(kΛ).
Proof. By Lemma 6.4 we can write locally F = G
L
⊗ LM , where G is
simple along Λ and L ∈ Db(k). Then we have locally the canonical
isomorphisms mΛ(F ) ≃ mΛ(G) ⊗ LUΛ and M˜Λ ≃ mΛ×Λa(G ⊠ D
′G).
Now the proof goes on like the proof of Proposition 8.6. 
Since σΛ ◦ q1 = σΛ ◦ q2 we have a canonical isomorphism q
−1
1 σ
−1
Λ F ≃
q−12 σ
−1
Λ F ≃ for all F ∈ DL(kΛ). Now let Λ0 be an open subset of Λ and
let (L0, uL0) ∈ Smg(kΛ0) be given. Then we obtain a functor of stacks
(8.11) tL0 : DL(kΛ0) −→ Smg(kΛ0), L 7→ (L0 ⊗ σ
−1
Λ0 (L), uL0 ⊗ idL).
Lemma 8.9. Let Λ0 be an open subset of Λ. We assume that there
exists a connected component U of UΛ0 such that σΛ(U) = Λ0. We also
assume that there exists (L0, uL0) ∈ Smg(kΛ0) such that (L0)l ≃ k for
l ∈ U . Then the functor tL0 of (8.11) is an equivalence of stacks.
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Proof. Since the result is local on Λ0 we may as well assume that Λ0
is contractible and that there exists a section i : Λ0 −→ U of σΛ|U . For
(L, uL) ∈ Smg(kΛ0) we set L = L ⊗ D
′L0 ∈ DL(kUΛ0 ) and jL0(L) =
i−1(L) ∈ DL(kΛ0). This defines a functor jL0 : Smg(kΛ0) −→ DL(kΛ0).
Let us prove that tL0 and jL0 are mutually inverse.
It is clear that jL0 ◦ tL0 is the identity functor. So we have to prove
that, for a given (L, uL) ∈ Smg(kΛ0), there exists an isomorphism
(L, uL) ≃ tL0 ◦ jL0(L, uL). We set L = L ⊗ D
′L0, L = i−1(L) and
L′ = jL0(L).
The isomorphism uL0 in (8.7) gives an isomorphism MΛ ≃ L0 ⊠Λ0
D′L0. Hence uL induces
(8.12) uL ⊗ idD′L0 : q
−1
2 L
∼−→ q−11 L.
We define i2 : UΛ0 −→ U
2
Λ0
by i2(l) = (l, i(σΛ(l))). Then q1 ◦ i2 = idUΛ0
and q2 ◦ i2 = i ◦ σΛ. Applying i
−1
2 to (8.12) we deduce L
∼−→ σ−1Λ L or,
as well, v : L ≃ L0 ⊗ σ
−1
Λ0 (L).
It only remains to see that uL = uL0⊗ idL. We define i3 : U
2
Λ0
−→ U3Λ0
by i3(l, l
′) = (l, l′, i(σΛ(l))). Then applying i
−1
2 to (8.8) we obtain
MΛ ⊗ q
−1
2 L0 ⊗ σ
−1
Λ0 (L)
uL0⊗q
−1
3 id

id⊗q−12 v
//MΛ ⊗ q
−1
2 L
uL

q−11 L0 ⊗ σ
−1
Λ0 (L)
q−11 v
// q−11 L,
which implies uL = uL0 ⊗ idL and concludes the proof. 
Theorem 8.10. Let Λ be a locally closed conic Lagrangian submanifold
of T ∗M . Then the functor m′Λ of Proposition 8.8 is an equivalence of
stacks.
Proof. This is a local problem and we may restrict to an open sub-
set Λ0 of Λ such that there exists a simple sheaf F along Λ0. We
set L0 = mΛ0(F ). Then m
′
Λ = tL0 ◦ µhom(F, ·), where tL0 is defined
in (8.11) and µhom(F, ·) in Proposition 6.6. Now the result follows
from Proposition 6.6 and Lemma 8.9. 
9. Monodromy morphism
For F ∈ Db(Λ)(kM) we know that mΛ(F ) is a locally constant object
on UΛ. Here we describe the monodromy of its restriction to a fiber
UΛ,p of σΛ : UΛ −→ Λ.
We first recall well-known results on locally constant sheaves and
introduce some notations. Let X be a manifold and L ∈ Db(kX) such
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that SS(L) ⊂ T ∗XX , that is, L has locally constant cohomology sheaves.
Then any path γ : [0, 1] −→ X induces an isomorphism
(9.1) Mγ(L) : Lγ(0) ∼←− RΓ([0, 1]; γ
−1L) ∼−→ Lγ(1).
Moreover, Mγ(L) only depends on the homotopy class of γ with fixed
ends. We will use the notation M[γ](L) := Mγ(L), where [γ] is the
class of γ. For another path γ′ : [0, 1] −→ X such that γ′(0) = γ(1), we
have Mγ′·γ(L) = Mγ′(L) ◦Mγ(L). In particular, if we fix a base point
x0 ∈ X , we obtain the monodromy morphism
M(L) : π1(X ; x0) −→ Iso(Lx0)
γ 7→Mγ(L),
(9.2)
where π1(X ; x0) is the fundamental group of (X, x0) and Iso(Lx0) is the
group of isomorphisms of Lx0 in D
b(k). For any k-module M we have
the sign morphism sM : Z/2Z −→ Iso(M), which sends 1 ∈ Z/2Z to the
multiplication by −1 ∈ k. When we have a morphism ε : π1(X ; x0) −→
Z/2Z, we will say “L has monodromy ε” if M(L) = sLx0 ◦ ε. We
remark that a morphism π1(X ; x0) −→ Z/2Z is necessarily invariant by
conjugation in π1(X ; x0). Hence we do not have to choose a base point
and we will write abusively ε : π1(X) −→ Z/2Z.
Now we go back to the situation of section 7. In particular M is
a manifold of dimension n and Λ is a locally closed conic Lagrangian
submanifold of T˙ ∗M . For F ∈ Db(Λ)(kM) we have defined mΛ(F ) ∈
Db(kUΛ), which has locally constant cohomology sheaves. For a given
p ∈ Λ we will describe M(mΛ(F )|UΛ,p). We first define an embedding
of UΛ,p into a connected manifold.
By definition, an element l ∈ UΛ,p is a Lagrangian subspace of TpΛ
which is transversal to λ0(p) and λΛ(p). The decomposition TpΛ ≃
l⊕ λΛ(p) gives a projection TpΛ −→ λΛ(p) and its restriction to λ0(p) is
an isomorphism that we denote by
(9.3) up(l) : λ0(p) ∼−→ λΛ(p).
For two vector spaces V,W of dimension n we denote by Iso(V,W )
the space of isomorphisms from V to W . If V and W are oriented, we
let Iso+(V,W ) be the connected component of orientation preserving
isomorphisms. We remark that V ⊗ ΛnV has a canonical orientation
and we set
(9.4) Îso(V,W ) = Iso+(V ⊗ ΛnV,W ⊗ ΛnW ).
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Now we have a natural embedding
iUΛ,p : UΛ,p −→ Îso(λ0(p), λΛ(p))
l 7→ up(l)⊗ Λ
nup(l).
(9.5)
The topological space Îso(λ0(p), λΛ(p)) is isomorphic to GL
+
n (R). The
fundamental group π1(GL
+
n (R)) is trivial for n = 1, isomorphic to Z
for n = 2 and to Z/2Z for n ≥ 3. In any case we have a canonical
morphism π1(GL
+
n (R)) −→ Z/2Z which does not depend on the choice
of a base point. So we obtain canonical morphisms, for any connected
component U0Λ,p of UΛ,p
(9.6)
π1(U
0
Λ,p)
ε′p $$❍
❍❍
❍❍
❍❍
❍
π1(iUΛ,p )
// π1(Îso(λ0(p), λΛ(p)))
εp
vv♥♥
♥♥
♥♥
♥♥
♥♥
♥
Z/2Z.
Proposition 9.1. Let F ∈ Db(Λ)(kM) and p ∈ Λ. Then, for any con-
nected component U0Λ,p, the monodromy of mΛ(F )|U0Λ,p is ε
′
p.
Proof. (i) We let U0Λ be the connected component of UΛ which contains
U0Λ,p. Since U
0
Λ is open in L
0
M we can deform any loop γ in U
0
Λ,p into a
loop γ′ in a nearby fiber U0Λ,q. This does not change the monodromy.
We also have ε′p(γ) = ε
′
q(γ
′). Hence we may as well assume that p is a
generic point of Λ, that is, in a neighborhood of p we have Λ = T ∗NM ,
for a submanifold N ⊂ M . Then F is isomorphic to LN in S(kΛ), for
some L ∈ Db(k), and we have mΛ(F ) ≃ mΛ(ZN )⊗Z L. Hence we can
also assume that k = Z and F = ZN .
(ii) We take coordinates (x1, . . . , xn) so that N = {x1 = · · · = xk = 0}
and p = (0; 1, 0). We identify (L0M)p with a space of matrices as in (7.3).
Then UΛ,p is the space of symmetric matrices A such that det(Ak) 6= 0,
where Ak is the matrix obtained from A by deleting the k first lines and
columns. Choosing a connected component U0Λ,p means prescribing the
signature of Ak. We can choose a base point B ∈ U0Λ,p represented by a
diagonal matrix B = diag(0, . . . , 0, 1, . . . , 1,−1, . . . ,−1) with k zeroes
and l 1’s. We choose indices i < j such that Bii = 1 and Bjj = −1.
For θ ∈ [0, 2π], we define the matrix B(θ) which is equal to B except(
Bii(θ) Bij(θ)
Bji(θ) Bjj(θ)
)
=
(
cos(θ) sin(θ)
sin(θ) − cos(θ)
)
.
Then γ : θ 7→ B(θ) defines a loop in U0Λ,p and π1(U
0
Λ,p) is generated by
loops of this form, where i, j run over the possible indices. We have
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ε′p(γ) = 1 ∈ Z/2Z. Hence it remains to prove that the monodromy of
mΛ(ZN ) around γ is −1. Since mΛ(ZN) has stalk Z up to some shift,
the monodromy can only be 1 or −1. So we only have to check that
the monodromy of mΛ(ZN ) around γ is not trivial.
(iii) We define ϕ : [0, 2π]×M −→ R by ϕ(θ, x) = x1 + xB(θ) tx. Then
{ϕθ ≥ 0} ∩N is a quadratic cone which is homotopically equivalent to
the subspace Vθ = 〈eθ, ep; p = k+1, . . . , k+l, p 6= i〉, where ep = (0, 1
p
, 0)
and eθ = (0, cos
i
( θ
2
), 0, sin
j
( θ
2
), 0). The stalk of mΛ(ZN ) at B(θ) ∈ U0Λ,p
is
(9.7) mΛ(ZN)B(θ) ≃ RΓ{ϕθ≥0}(ZN ) ≃ RΓVθ(ZN) ≃ Z[k + l − n]
and the choice of the isomorphism (9.7) is equivalent to the choice of an
orientation of Vθ. Since we can not choose compatible orientations of
all Vθ, θ ∈ [0, 2π], the monodromy of mΛ(ZN) is not 1, as required. 
Let Lp be the locally constant sheaf on Îso(λ0(p), λΛ(p)) with stalk
k and monodromy εp. Let F ∈ D
b
(Λ)(kM) be simple along Λ. Then, for
any connected component U0Λ,p of UΛ,p, mΛ(F )|U0Λ,p is concentrated in
a single degree. Proposition 9.1 says that
(9.8) mΛ(F )|U0Λ,p ≃ Lp|U0Λ,p[d0],
for some integer d0.
10. Extension of microlocal germs
We have seen in (9.8) that the sheaf of microlocal germs mΛ(F ) of a
simple sheaf F extends from UΛ,p to Îso(λ0(p), λΛ(p)), via the natural
embedding iUΛ,p, as a local system on Îso(λ0(p), λΛ(p)). In this section
we prove that such an extension exists not only over p but globally
over Λ if the Maslov class of Λ is zero. We also prove that in the
case of the Maslov sheaf we can also extend the structural morphism
of Proposition 8.6. We deduce a description of a twisted version of the
Kashiwara-Schapira stack in Corollary 10.9.
10.1. Stabilisation. We let IΛ be the fiber bundle over Λ whose fiber
over a point p is Îso(λ0(p), λΛ(p)). The inclusions iUΛ,p in (9.5) give
(10.1) iUΛ : UΛ →֒ IΛ.
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For an integer N > 0 we define ΞN = {(x, 0; 0, ξN); ξN > 0} ⊂
T˙ ∗
RN−1
R
N and pN = (0; 0, 1) ∈ ΞN . We have the inclusions
UΛ × UΞN //
iUΛ×iΞN

UΛ×ΞN
iUΛ×ΞN

IΛ × IΞN // IΛ×ΞN ,
UΛ × UΞN |{pN} //

UΛ×ΞN |Λ×{pN}

IΛ × IΞN |{pN}
// IΛ×ΞN |Λ×{pN}.
We remark that ΞN ≃ RN and that the diagram in the left hand side
is the product of the one in the right hand side by ΞN . The Maslov
index τ(λ0, λΞN , l) is constant for l in a given connected component
of UΞN and takes distinct values for distinct components. It can take
the values −N + 1,−N + 3, . . . , N − 1. Hence UΞN has N connected
components that we label by the Maslov index U−N+1ΞN , . . . , U
N−1
ΞN
.
Proposition 10.1. Let Λ be a locally closed conic Lagrangian sub-
manifold of T˙ ∗M . We assume that the Maslov class of Λ is zero and
that UΛ has a finite number of connected components, say Ui, i ∈ I.
Then there exist an integer N and a family of connected components
Vi ⊂ UΞN , i ∈ I, such that all the products Ui×Vi are in the same con-
nected component W ⊂ UΛ×ΞN . Moreover the projection W −→ Λ× ΞN
is onto.
Proof. (i) For l ∈ UΛ and p = σΛ(l) ∈ Λ we set for short τΛ(l) =
τ(λ0(p), λΛ(p), l). For l ∈ UΞN we define τUΞN (l) in the same way.
Let p ∈ Λ and q ∈ ΞN be two given points and let U1, U2 ⊂ UΛ
and V1, V2 ⊂ UΞN be connected components such that Ui ∩ UΛ,p and
Vi ∩ UΞN ,q, i = 1, 2, are non empty. We choose li ∈ Ui ∩ UΛ,p and
l′i ∈ Vi ∩UΞN ,q, i = 1, 2. Since the connected components of UΛ×ΞN ,(p,q)
are distinguished by the Maslov index, we see that U1×V1 and U2×V2
are in the same connected component of UΛ×ΞN if τΛ(l1) − τUΞN (l
′
1) =
τΛ(l2)− τUΞN (l
′
2).
(ii) We set Λ′i = σΛ(Ui). We recall the notations 8.3: for li ∈ Ui, lj ∈ Uj
and Λ′′ij a connected component of Λ
′
ij we have defined τΛ′′ij (Ui, Uj) =
τΛ(li) − τΛ(lj), which is an even integer independent of the choice of
li, lj. This defines a Cˇech cocycle on the covering Λ =
⋃
i∈I Λ
′
i. Its
class in H1(Λ;ZΛ) is twice the Maslov class of Λ. By hypothesis it is
zero, so we can find a family of integers ni, i ∈ I, such that ni − nj =
1
2
(τΛ(li)− τΛ(lj)).
We choose N odd such that N > sup{2|ni|; i ∈ I}. By (i) the
products Ui×U
2ni
ΞN
are all in the same connected component of UΛ×ΞN .
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It is clear that Ui × U
2ni
ΞN
maps surjectively onto Λ × ΞN for any i ∈ I
and this implies the last assertion. 
10.2. Twisted local systems. We consider a fiber bundle p : E −→ X
over a connected manifold X . We let Ex be the fiber over x ∈ X . We
assume that Ex is path connected. We let H1(E) ∈ Mod(ZX) be the
local system with stalk H1(Ex;Z) (we have H1(Ex;Z) ≃ (π1(Ex; bx))
ab,
for any base point bx ∈ Ex).
Definition 10.2. We assume to be given a morphism of local systems
ε : H1(E) −→ (Z/2Z)X . We consider an open subset U ⊂ E such that,
for all x ∈ X , the “fiber” Ux :=U∩Ex is non-empty and connected. We
let DLε(kU |X) be the substack of p∗(DL(kU)) formed by the F such that,
for all x ∈ X , F |Ux has monodromy ε. Similarly we let Loc
ε(kU |X) be
the substack of p∗(Loc(kU)) formed by the local systems F such that,
for all x ∈ X , F |Ux has monodromy ε.
Lemma 10.3. In the situation of Definition 10.2 the restriction map
from E to U gives an equivalence of stacks Locε(kE|X) ∼−→ Loc
ε(kU |X).
Proof. This is a local problem on X . Hence we may assume that X is
contractible. Then Locε(kE|X) contains a unique object with stalk k
(up to isomorphism), say L. Taking the tensor product with L induces
an equivalence Mod(k) ∼−→ Locε(kE|W ),M 7→ME⊗L. The same holds
with E replaced by U and we obtain the commutative diagram
Mod(k)
·⊗L
∼
xxqq
qq
qq
qq
qq
q
·⊗L|U
∼
&&◆
◆◆
◆◆
◆◆
◆◆
◆◆
Locε(kE|W )
r
// Locε(kU |X),
which shows that the restriction map r is an equivalence. 
10.3. Microlocal germs of the trivial simple sheaf. We use the
notations of the paragraph 10.1, in particular ΞN ⊂ T˙
∗
RN−1
R
N for an
integer N and U−N+1ΞN , U
−N+3
ΞN
, . . . , UN−1ΞN , the N components of UΞN .
We set FN = kRN−1 ∈ D
b
(ΞN )
(kM). For a given pN ∈ ΞN the in-
clusion of the fiber IΞN ,pN ⊂ IΞN is a homotopy equivalence. Hence
Locε(kIΞN |ΞN ) contains a unique object, say LN , up to isomorphism,
with stalks isomorphic to k. In the same way Locε(kI˜ΞN |ΞN
) contains
a unique object with stalks isomorphic to k, that we denote by KN
In this case we can compute mΞN (FN) as in the proof of Proposi-
tion 9.1. We find the following description.
Lemma 10.4. There exist isomorphisms
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(i) αk : mΞN (FN)|UkΞN
∼−→ LN |UkΞN
[ik], where ik = ⌊
1
2
k⌋ and ⌊·⌋ is
the integer part, for k = −N + 1,−N + 3, . . . , N − 1,
(ii) βl : mΞN×ΞaN (FN ⊠ D
′FN)|U˜2lΞN
∼−→ KN |U˜2lΞN
[−l], for l = −N +
1,−N + 2, . . . , N − 1,
(iii) γ : LN ⊠ΞN D
′LN ∼−→ KN |I2ΞN
,
such that, for all k, k′ = −N + 1,−N + 3, . . . , N − 1 we have
(10.2) γ|UkΞN×ΞNU
k′
ΞN
◦ (αk ⊠ D
′(α−1k′ )) = β(k+k′)/2|UkΞN×ΞNU
k′
ΞN
.
Moreover, for other (L′N , K
′
N , α
′, β ′, γ′) as in (i)-(iii) satisfying (10.2)
there exists a unique isomorphism u : LN ∼−→ L′N in Loc
ε(kIΞN |ΞN ) such
that α′k = u|UkΞN
◦ αk, for all connected components UkΞN of UΞN .
10.4. Extension of the Maslov sheaf. Recall the fiber bundle IΛ −→
Λ and the inclusion iUΛ : UΛ →֒ IΛ defined in (10.1). We also set
I˜Λ = IΛ×Λa |∆Λ and we denote by iU˜Λ : U˜Λ →֒ I˜Λ the natural inclusion.
Similarly we set I2Λ = IΛ ×Λ IΛ, I
3
Λ = IΛ ×Λ I
2
Λ and we have the
inclusions iU2Λ : U
2
Λ →֒ I
2
Λ, iU3Λ : U
3
Λ →֒ I
3
Λ.
We recall the notation U˜kΛ = {l ∈ U˜Λ; τΛ(l) = k} for k ∈ 2Z,
introduced in (8.4).
Lemma 10.5. Let Λ be a locally closed conic Lagrangian submanifold
of T˙ ∗M . We assume that the Maslov class of Λ is zero and that UΛ
has a finite number of connected components, say Ui, i ∈ I. Let F ∈
Db(Λ)(kM) be simple along Λ. Then there exist L ∈ Loc
ε(kIΛ|Λ), K ∈
Locε(kI˜Λ|Λ) and isomorphisms
(i) αU : mΛ(F )|U ∼−→ L|U [dU ], for any connected component U of
UΛ, where dU is some integer,
(ii) βl : mΛ×Λa(F ⊠ D
′F )|U˜2lΛ
∼−→ K|U˜2lΛ
[−l], for l ∈ Z,
(iii) γ : L⊠Λ D
′L ∼−→ K|I2Λ,
such that, for all connected components, U, V , of UΛ,
(10.3) γ|U×ΛV ◦ (αU ⊠D
′(α−1V )) = βl|U×ΛV ,
where l = 1
2
τ(U, V ).
Moreover, for other (L′, K ′, α′U , β
′, γ′) as in (i)-(iii) satisfying (10.3)
there exists a unique isomorphism u : L ∼−→ L′ in Locε(kIΛ|Λ) such that
α′U = u|U ◦ αU , for all connected components U of UΛ.
Proof. (i) We choose an integer N and a connected component W of
UΛ×ΞN given by Proposition 10.1. Recall that for any component Ui of
UΛ there exists a component Vi of UΞN such that Ui × Vi ⊂W .
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We use the notation FN = kRN−1 of Lemma 10.4. We set L
0 =
mΛ×ΞN (F ⊠ FN )|W [d] ∈ Loc
ε(kW |Λ×ΞN ), where the shift d is chosen
so that L0 is in degree 0. By Lemma 10.3 we have an equivalence
of stacks Locε(kIΛ×ΞN |Λ×ΞN )
∼−→ Locε(kW |Λ×ΞN ). Hence there exists
L1 ∈ Locε(kIΛ×ΞN |Λ×ΞN ) such that L
1|W ≃ L0.
We recall that LN is the unique object of Loc
ε(kIΞN |ΞN ) with stalks
isomorphic to k. Hence L1|IΛ×IΞN decomposes in a unique way as
L1|IΛ×IΞN ≃ L⊠ LN , with L ∈ Loc
ε(kIΛ|Λ). We obtain finally
mΛ(F )|Ui ⊠mΞN (FN )|Vi ≃ mΛ×ΞN (F ⊠ FN )|Ui×Vi
≃ (L⊠ LN)|Ui×Vi .
(10.4)
We have defined αk in Lemma 10.4 (i). There exists a unique isomor-
phism αUi as in (i) of the current lemma whose tensor product with αk
gives (10.4). We have dUi = −ik for the k such that Vi = U
k
ΞN
.
(ii) The same argument as in (i) with F ⊠ FN replaced by F ⊠ FN ⊠
D′F ⊠ D′FN gives K ∈ Loc
ε(kI˜Λ|Λ) and isomorphisms
mΛ×Λa(F ⊠ D
′F )|U˜2lΛ
⊠mΞN×ΞaN (FN ⊠ D
′FN)|U˜−2lΞN
≃ K|U˜2lΛ
⊠KN |U˜−2lΞN
,
for l ∈ Z. Using βl in Lemma 10.4 (ii) we deduce the isomorphism
βl of (ii) in the current lemma. Then (iii) and (10.3) follow from
Lemma 10.4 (iii) and (10.2). 
By Proposition 8.5 we can shiftMΛ to obtain an object of Loc(kU2Λ)
as follows. We define M′Λ ∈ Loc(kU2Λ) by M
′
Λ|U :=MΛ|U [
1
2
τ(U)], for
any connected component U of U2Λ. Then Proposition 8.6 defines an
isomorphism:
(10.5) u′ : q−112 (M
′
Λ)⊗ q
−1
23 (M
′
Λ)
∼−→ q−113 (M
′
Λ).
Theorem 10.6. There exist LΛ ∈ Loc
ε(kI2Λ|Λ) together with two iso-
morphisms α : M′Λ
∼−→ i−1
U2Λ
LΛ and v : q
−1
12 (LΛ)⊗ q
−1
23 (LΛ)
∼−→ q−113 (LΛ),
such that the following diagram is commutative
(10.6)
q−112 (M
′
Λ)⊗ q
−1
23 (M
′
Λ)
u′
∼
//
≀

q−113 (M
′
Λ)
≀

q−112 i
−1
U2Λ
(LΛ)⊗ q
−1
23 i
−1
U2Λ
(LΛ)
v′
∼
// q−113 i
−1
U2Λ
(LΛ),
where u′ is (10.5), v′ = i−1
U3Λ
(v) and the vertical arrows are induced by
α. Moreover (LΛ, v) satisfies a commutative diagram similar to (8.5).
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Proof. (i) We first define LΛ locally. Let Λ0 be an open subset of Λ
such that
(10.7)
the Maslov class of Λ0 is zero, UΛ0 has a finite number of
connected components and there exists F0 ∈ D
b
(Λ0)
(kM) which
is simple along Λ0.
We choose L0 ∈ Loc
ε(kIΛ0 |Λ0) and αU : mΛ(F0)|U
∼−→ L0|U [dU ], for U
any connected component of UΛ0 , given by Lemma 10.5. We set L0 =
L0⊠Λ0 D
′L0. The contraction L0⊗D′L0 −→ kUΛ0 induces v0 : q
−1
12 (L0)⊗
q−123 (L0)
∼−→ q−113 (L0) and the αU ’s induce α0 : mΛ0(F0)⊠mΛ0(D
′F0) ∼−→
i−1
U2Λ
L0.
(ii) Let F ′0 ∈ D
b
(Λ0)
(kM) be another simple sheaf and a : F0 −→ F ′0
a morphism such that mΛ(a) is an isomorphism. We choose L
′
0 ∈
Locε(kIΛ0 |Λ0) and α
′
U : mΛ(F0)|U
∼−→ L′0|U [dU ] as in part (i) of the
proof. Then there exists an isomorphism b : L0 ∼−→ L′0 such that
α′U ◦ mΛ(a)|U = b|U ◦ αU , for all connected components U of UΛ0 .
Defining L′0, v
′
0 and α
′
0 the same way as L0, v0 and α0, we see that b
induces β : L0 ∼−→ L′0 such that the following diagrams commutes
mΛ0(F0)⊠mΛ0(D
′F0)
α0
//

i−1
U2Λ
L0

mΛ0(F
′
0)⊠mΛ0(D
′F ′0)
α′0
// i−1
U2Λ
L′0
q−112 (L0)⊗q
−1
23 (L0)
v0
//

q−113 (L0)

q−112 (L
′
0)⊗q
−1
23 (L
′
0)
v′0
// q−113 (L
′
0),
where the vertical arrows are induced by a or β.
(iii) We cover Λ by open subsets Λi, i ∈ I, satisfying (10.7). We choose
simple sheaves Fi ∈ D
b
(Λi)
(kM ) and we construct Li, vi and αi the same
way as L0, v0 and α0. By part (ii) we can glue them in L, v and α.
The commutativity of the diagram (10.6), as well as the last assertion,
are local statements and follow the construction of v0 and α0. 
Definition 10.7. Replacing MΛ by M
′
Λ in Definition 8.7, we define
a stack S′mg(kΛ) similar to Smg(kΛ): for an open subset Λ0 of Λ, the
objects of S′mg(kΛ0) are the pairs (L, uL), where L ∈ DL(kUΛ0 ) and uL
is an isomorphism in DL(kU2Λ0
)
(10.8) uL : M
′
Λ ⊗ q
−1
2 L
∼−→ q−11 L
such that the diagram obtained from (8.8) by replacing MΛ by M′Λ is
commutative. The morphisms in S′mg(kΛ) are defined as in the case of
Smg(kΛ), replacing MΛ by M
′
Λ in the diagram (8.9).
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In the next lemma we use the same notations qi,. . . for the projections
from IpΛ to I
q
Λ as in the case of UΛ.
Lemma 10.8. Let L ∈ DLε(kIΛ|Λ). Then there exists a unique iso-
morphism vL : LΛ ⊗ p
−1
2 L
∼−→ p−11 L such that
q−112 LΛ ⊗ q
−1
23 LΛ ⊗ q
−1
3 L
v⊗q−13 id

id⊗q−123 vL
// q−112 LΛ ⊗ q
−1
2 L
q−112 vL

q−113 LΛ ⊗ q
−1
3 L
q−113 vL
// q−11 L
commutes.
Proof. Since the statement contains the unicity of vL it is enough to
prove the result locally on Λ. So we can assume that Λ is contractible.
Hence Locε(kIΛ|Λ) contains a unique object with stalk Z, say L0. Then
L ≃ L0 ⊗ σ
−1
Λ (L
′) for a unique L′ ∈ DL(kΛ). We also have LΛ ≃
L0 ⊠Λ0 D
′L0 and the result is obvious. 
Theorem 10.6 and Lemma 10.8 imply the following result.
Corollary 10.9. The restriction functor DLε(kIΛ|Λ) −→ DL
ε(kUΛ|Λ) in-
duces an equivalence of stacks DLε(kIΛ|Λ)
∼−→ S′mg(kΛ).
11. Twisted stacks
Definition 11.1. Let X be a topological space and C a stack over X
equipped with an autoequivalence T : C ∼−→ C. Let {Ui}i∈I be a locally
finite covering of X and let aˇ = {aij}i,j∈I be a Cˇech cocycle of degree
1 with values in Z. We define a stack CT,aˇ (denoted Caˇ if there is no
ambiguity about T ) on X by the data of stacks Ci on Ui, Ci := C|Ui and
the equivalences Ci|Uij
∼−→ Cj |Uij , F 7→ T
aij (F ).
We quote the following easy lemma.
Lemma 11.2. In the situation of Definition 11.1 let aˇ, bˇ be two co-
homologous cocycles and let cˇ = {ci}i∈I be a cochain such that bˇ =
aˇ + ∂cˇ. Then the equivalences T ci : Ci ∼−→ Ci induce an equivalence
φcˇ : Caˇ ∼−→ Cbˇ. Moreover, for any d ∈ Z, we have φcˇ+d ≃ T
d ◦φcˇ, where
cˇ+ d = {ci + d}i∈I.
In what follows we consider the notion of twisted stack for the case
of the Kashiwara-Schapira stack and the autoequivalence T induced by
the shift functor F 7→ F [1]. We write (S(kΛ))aˇ for (S(kΛ))T,aˇ.
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Remark 11.3. For an open covering {Λi}i∈I of Λ and a Cˇech cocycle
aˇ = {aij}i,j∈I, we have a description of the objects of (S(kΛ))aˇ as in
Remark 5.6 as follows. An object of (S(kΛ))aˇ is determined by the
data of objects Fi ∈ D
b
(Λi)
(kM ), for any i ∈ I, and sections uji ∈
Haij(Λij ;µhom(Fi, Fj)|Λij), for any i, j ∈ I, such that
(i) uii is induced by idFi , for any i ∈ I,
(ii) ukj
µ
◦ uji = uki, for any i, j, k ∈ I.
For a cochain cˇ = {ci}i∈I and bˇ = aˇ + ∂cˇ as in Lemma 11.2 the equiv-
alence φcˇ : (S(kΛ))aˇ ∼−→ (S(kΛ))bˇ is given by Fi 7→ Fi[ci].
Lemma 11.4. Let mΛ ∈ H1(Λ;ZΛ) be the Maslov class of Λ. Then
there exist a covering {Λi}i∈I of Λ and a Cˇech cocycle mˇΛ representing
mΛ such that we have Smg(kΛ) ≃ (S′mg(kΛ))mˇΛ.
Proof. (i) We choose a covering {Λi}i∈I of Λ such that there exist simple
sheaves Fi ∈ Db(Λi)(kM) for all i ∈ I. We let U
α
i , α ∈ Ai, be the
connected components of UΛi. The object mΛi(Fi)|Uαi ∈ D
b(kUαi ) is
concentrated in a single degree that we denote by dαi . Then, for i, j ∈ I
and α ∈ Ai, β ∈ Aj such that Uαi ∩U
β
j 6= ∅, the difference cij = d
α
i − d
β
j
only depends on i and j. The Cˇech cochain {cij}i,j∈I is a cocycle on Λ
with represents mΛ.
(ii) For any given i ∈ I we define φi : Smg(kΛ)|Λi
∼−→ S′mg(kΛ)|Λi,
(L, uL) 7→ (L′, uL′), where we set L′|Uαi = L|Uαi [−d
α
i ] for all α ∈ Ai.
By (i) we see that the φi’s, i ∈ I, glue together into an equivalence of
stacks Smg(kΛ) ≃ (S
′
mg(kΛ))mΛ . 
Putting together Theorem 8.10, Lemma 11.4 and Corollary 10.9 we
obtain a description of the Kashiwara-Schapira stack.
Theorem 11.5. Let Λ be a locally closed conic Lagrangian submanifold
of T˙ ∗M . Then there exists a covering {Λi}i∈I of Λ and a Cˇech cocycle
mˇΛ representing the Maslov class of Λ such that we have an equivalence
of stacks S(kΛ) ≃ (DL
ε(kIΛ|Λ))mˇΛ.
If mΛ = 0, we obtain S(kΛ) ≃ DL
ε(kIΛ|Λ) ≃
⊕
i∈Z Loc
ε(kIΛ|Λ)[i]
and Sp(kΛ) is the substack formed by the objects concentrated in one
degree.
Remark 11.6. (i) By Lemma 11.2 the last equivalence of Theorem 11.5
is only defined up to a shift d ∈ Z.
(ii) If k = Z/2Z, then −1 = 1 and the monodromy ε is trivial. Hence
the inverse image by the projection IΛ −→ Λ induces a functor of stacks
DL(kΛ) −→ DL
ε(kIΛ|Λ), which is easily seen to be an equivalence. We
deduce (S(kΛ))−mˇΛ ≃ DL(kΛ). Since GL1(k) = k
× is trivial there is in
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fact no non trivial local system of rank 1. It follows that (S(kΛ))−mˇΛ
has global simple objects, which are all isomorphic up to a shift in
degree.
(iii) If k = Z/2Z and the Maslov class mΛ vanishes, we obtain S(kΛ) ≃
DL(kΛ) ≃
⊕
i∈Z Loc(kΛ)[i] andS(kΛ) has global simple objects, unique
up to shift as in (ii).
Topological obstructions. We quickly recall the definition of the
second Stiefel-Whitney class. We first recall some facts on topological
obstructions. We consider a connected manifold X and a fiber bundle
p : E −→ X with path connected fibers. We assume to be given a mor-
phism of local systems ε : H1(E) −→ (Z/2Z)X . The second obstruction
class of E and ε is the obstruction for the stack Locε(ZX) to have a
global object, locally free of rank 1. It is defined as follows. We first
remark that, if U is contractible, Locε(ZU ) has only one rank 1 locally
free object, up to isomorphism. Clearly the automorphism group of
this object is Z/2Z = {±1}. We consider a covering X =
⋃
i∈I Ui such
that, for all i, j, k ∈ I, the open sets Ui, Uij and Uijk are contractible.
We choose Li ∈ Loc
ε(ZUi) and isomorphisms uij : Li|Uij
∼−→ Lj |Uij , for
all i, j ∈ I. Then, for i, j, k ∈ I, the composition cijk = uki ◦ ujk ◦ uij
belongs to Z/2Z. We can check that {cijk}i,j,k∈I defines a Cˇech cocyle
over X and that its class in H2(X ;Z/2Z) is independent of the choices
of the covering, the objects Li and the morphisms uij.
Definition 11.7. For a bundle E −→ X and a morphism ε : H1(E) −→
(Z/2Z)X , we let o2(E, ε) ∈ H2(X ;Z/2Z) be the class defined by the
cocyle {cijk}i,j,k∈I.
By construction Locε(ZX) has a global object locally free of rank 1
if and only if o2(E, ε) = 0.
We will use this obstruction class in the following case. Let F1, F2 −→
X be two real vector bundles over X of the same rank, say r. Let IF1,F2
be the fiber bundle with fiber Îso(F1(x), F2(x)) at x ∈ X (see (9.4)).
The fiber is isomorphic to GL+r (R) and, as explain before (9.6), we
have a morphism ε : H1(IF1,F2) −→ (Z/2Z)X .
Definition 11.8. We define the relative second Stiefel-Whitney class
of F1 and F2 by rw2(F1, F2) := o2(IF1,F2, ε) ∈ H
2(X ;Z/2Z).
If F1 is the trivial vector bundle we have rw2(F1, F2) = w2(F2 ⊗
ΛrF2) = w
2
1(F2) + w2(F2).
Now we deduce from Theorem 11.5:
Corollary 11.9. In the situation of Theorem 11.5 we assume that the
Maslov class of Λ is zero. Then the stack of simple sheaves Ss(kΛ) has
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a global object if and only if the image of rw2(λ0, λΛ) in H
2(Λ;k×) is
zero.
12. The Kashiwara-Schapira stack for orbit categories
In this section we set k = Z/2Z. We have defined the usual sheaf
operations for the triangulated orbit categories Db/[1](kM) and we can
define a Kashiwara-Schapira stack in this situation. We give quickly
the analogs of the results obtained in the previous sections.
For a subset S of T ∗M we recalled in Notations 2.3 the categories
DbS(kM), D
b
(S)(kM) and D
b(kM ;S). We define D
b
/[1],S(kM), D
b
/[1],(S)(kM)
and Db/[1](kM ;S) in the same way, replacing D
b by Db/[1] and SS by SS
orb.
Let Λ ⊂ T˙ ∗M be a locally closed conic Lagrangian submanifold. We
define a stack Sorb(kΛ) on Λ as in Definition 5.1, again replacing D
b
by Db/[1]. It comes with a functor s
orb
Λ : D
b
/[1],(Λ)(kM) −→ S
orb(kΛ).
We say that F ∈ Db/[1](kM) is simple along Λ if SS
orb(F )∩ T˙ ∗M ⊂ Λ
and, for any p ∈ Λ, there exists F ′ ∈ Db(KM) such that Q(F ′) ≃ F
and F ′ is simple along Λ in a neighborhood of p. As in section 5 we can
define the substack Sorb,s(kΛ) of S
orb(kΛ) associated with the simple
sheaves.
Lemma 12.1. In the situation of (5.1) we have a morphism
HomDb
/[1]
(kM ;Ω)
(F,G) −→ HomDb
/[1]
(kΩ)
(kΩ, µhom
ε(F,G)|Ω). If Ω = {p}
for some p ∈ T ∗M , then it is an isomorphism.
Lemma 12.2. Let Λ ⊂ T˙ ∗M be a locally closed conic Lagrangian sub-
manifold. We assume that Λ is contractible. Let F, F ′ ∈ Db/[1](kM) be
two simple sheaves along Λ and let Ω be a neighborhood of Λ such that
SSorb(F )∩Ω = SSorb(F ′)∩Ω = Λ. Then we have a unique isomorphism
µhomε(F, F ′)|Ω ≃ kΛ in Db/[1](kΩ).
By Lemma 12.2 there exists a unique simple sheaf in Sorb(kΛ0) for
any contractible open subset Λ0 ⊂ Λ, up to a unique isomorphism. In
other words Sorb,s(kΛ) has locally a unique object with the identity
as unique isomorphism. Hence gluing is trivial. Since Sorb,s(kΛ) is a
stack it follows that it has a unique global object.
We recall that Loc(kX) is the substack of Mod(kX) formed by the
locally constant sheaves.
Definition 12.3. Let X be a manifold. We let OL0(kX) be the sub-
prestack of U 7→ Db/[1](kU), U open in X , formed by the F ∈ D
b
/[1](kU)
such that SSorb(F ) ⊂ T ∗UU . We let OL(kX) be the stack associated
with OL0(kX).
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The composition of the functors Loc(kU) −→ Mod(kU) −→ Db(kU) and
ιU : D
b(kU) −→ Db/[1](kU) (see Definition 3.1), for any U ⊂ X , induce a
functor of stacks iX : Loc(kX) −→ OL(kX).
Let us denote by Psh(kX) the prestack of presheaves of k-vector
spaces on X . For a given F ∈ Db/[1](kX) we define a presheaf hX(F ) by
hX(F )(U) = HomDb
/[1]
(kU )
(kU , F |U), for any open subset U of X . Then
F 7→ hX(F ) induces a functor of prestack hX : Db/[1](kX) −→ Psh(kX).
Lemma 12.4. The functor of prestacks hX : D
b
/[1](kX) −→ Psh(kX) in-
duces a functor of stacks, denoted in the same way hX : OL(kX) −→
Loc(kX). The functors iX and hX are mutually inverse equivalences of
stacks.
Proof. The first assertion follows from Proposition 4.12. To prove the
last claim, it is enough to see that iX is locally an equivalence, that is,
essentially surjective and fully faithful, and that hX ◦ iX ≃ idLoc(kX ).
The functor Mod(k) −→ Db/[1](k) is an equivalence. Hence Proposi-
tion 4.12 also implies that iX |U is essentially surjective as soon as U
is contractible. Let us prove that hX ◦ iX ≃ idLoc(kX). We recall the
formula of Corollary 3.9
Hom
Db
/[1]
(kU )
(kU , F |U) ≃
⊕
n∈Z
HomDb(kU )(kU [−n], F |U)
≃
⊕
n∈Z
Hn(U ;F ).
If F is a local system we deduce HomDb
/[1]
(kU )
(kU , F |U) ≃ F (U) for all
contractible open subsets U . Hence hX ◦ iX ≃ idLoc(kX) as claimed.
For two local systems F,G ∈ Loc(kX) the formula of Corollary 3.9
gives in the same way, for U contractible,
HomDb
/[1]
(kU )
(ix(F )|U , ix(G)|U) ≃
⊕
n∈Z
HomDb(kU )(F |U [−n], G|U )
≃ HomLoc(kU )(F |U , G|U).
Hence ix is fully faithful and the lemma is proved. 
As we remarked after Lemma 12.2 Sorb,s(kΛ) has a unique global
object. Theorem 11.5 becomes trivial in this case.
Proposition 12.5. The stack Sorb,s(kΛ) has a unique object, say F0,
defined over Λ. Moreover the functor Db/[1],(Λ)(kM) −→ D
b
/[1](kΛ), F 7→
µhomε(F0, F )|Λ, where F0 is local representative of F0, and the func-
tor hΛ of Lemma 12.4 induce an equivalence of stacks S
orb(kΛ) ∼−→
Loc(kΛ).
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Part 3. Convolution and microlocalization
Let N be a manifold and Λ ⊂ T˙ ∗N a locally closed conic La-
grangian submanifold. As explained in Remarks 5.6 and 11.3 the ob-
jects of Ss(kΛ) are described by simple sheaves along a covering, Fi ∈
Db(Λi)(kN), and gluing “isomorphisms” uji ∈ H
0(Λij ;µhom(Fi, Fj)|Λij).
For a given object of Ss(kΛ) we want to find a representative in
Db(Λ)(kN), or better, D
b
Λ(kN). For this we would like to glue the Fi’s
in the category Db(kN ) instead of S
s(kΛ). A first step for this is to
find other representatives of the sΛi(Fi)’s for which the uji arise from
morphisms in Db(kN). In this part we introduce a functor, Ψ, which
gives an answer to this question (see Theorem 15.7 and Corollary 15.8
below). To define Ψ we need to choose a direction on N and we assume
that N is decomposed N = M × R.
We set for short R>0 = ]0,+∞[ and R≥0 = [0,+∞[. We usually
endow R with the coordinate t and R≥0, R>0 with the coordinate u.
The associated coordinates in the cotangent bundles are (t; τ) for T ∗R
and (u; υ) for T ∗R>0. We set T
∗
τ≥0R = {(t, τ) ∈ T
∗
R; τ ≥ 0} and we
define T ∗τ>0R similarly. For a manifold M and an open subset U ⊂
M × R we define
(12.1)
T ∗τ≥0U = (T
∗M × T ∗τ≥0R) ∩ T
∗U, T ∗τ≤0U = (T
∗
τ≥0U)
a,
T ∗τ>0U = (T
∗M × T ∗τ>0R) ∩ T
∗U, T ∗τ<0U = (T
∗
τ>0U)
a.
Definition 12.6. Let U be an open subset ofM×R. We let Dbτ>0(kU)
(resp. Dbτ≥0(kU)) be the full subcategory of D
b(kU) of sheaves F satis-
fying S˙S(F ) ⊂ T ∗τ>0U (resp. SS(F ) ⊂ T
∗
τ≥0U).
13. The functor Ψ
The convolution product is a variant of the “composition of kernels”
considered in [8] (denoted by ◦ – see the notations (2.6) and (2.7)). It is
used in [14] to study the localization of Db(kM×R) by the objects with
microsupport in T ∗τ≤0(M × R), in a framework similar to the present
one. Namely, Tamarkin proves that the functor F 7→ kM×[0,+∞[ ⋆ F is
a projector from Db(kM×R) to the left orthogonal of the subcategory
DbT ∗τ≤0(M×R)
(kM×R) of objects with microsupport in T
∗
τ≤0(M×R) (see [5]
for a survey). We will use a variant of Tamarkin’s definition.
We will use the product (2.7) in the following special situation. We
define the subsets of R× R>0:
γ = {(t, u); 0 ≤ t < u},
λ0 = {0} × R>0, λ1 = {(t, u) ∈ R× R>0; t = u}.
(13.1)
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Definition 13.1. Let M be a manifold and let UsubsetM ×R be the
an open subset. We define Uγ ⊂M × R× R>0 by
Uγ = {(x, t, u) ∈M × R× R>0; {x} × [t− u, t] ⊂ U}.
For F ∈ Db(kU ) and G ∈ Db(kR×R>0) with supp(G) ⊂ γ, we define
G ⋆ F ∈ Db(kUγ) by
(13.2) G ⋆ F = (Rs!(F
L
⊠G))|Uγ ,
where s : U × R × R>0 −→ M × R × R>0 is the sum s(x, t1, t2, u) =
(x, t1 + t2, u). We define the functor ΨU : D
b(kU) −→ Db(kUγ ) by
(13.3) ΨU(F ) = kγ ⋆ F = (Rs!(F ⊠ k{(t,u); 0≤t<u}))|Uγ .
Remark 13.2. (i) We see easily on the definition of Uγ that, for any
submanifold M ′ ofM , we have Uγ ∩(M ′×R×R>0) = (U ∩(M ′×R))γ .
For a disjoint union U =
⊔
i∈I Ui we also have Uγ =
⊔
i∈I Ui,γ . Hence
we can reduce the description of Uγ to the case where M is a point and
U = ]a, b[ is an interval of R. Then we have
(13.4) (]a, b[)γ = {(t, u) ∈ R× R>0; a + u < t < b}.
(ii) We have s−1(Uγ) ∩ (M × R × γ) ⊂ U × γ. Since supp(G) ⊂ γ,
it follows that we also have G ⋆ F = (Rs′!(F
′
L
⊠ G))|Uγ where F
′ ∈
Db(kM×R) is any object such that F
′|U = F and s′ : M × R2 × R>0 −→
M × R× R>0 is the sum.
(iii) For the same reason the restriction of s to s−1(Uγ) ∩ (M ×R× γ)
is a proper map. Hence we can replace Rs! by Rs∗ in (13.2).
We define the projections
(13.5)
q : M × R× R>0 −→M × R, (x, t, u) 7→ (x, t),
r : M × R× R>0 −→M × R, (x, t, u) 7→ (x, t− u)
and we denote by qU , rU : Uγ −→ U the restrictions of q, r to Uγ . Using
the notations (13.1) we have kλ0 ⋆ F ≃ q
−1
U (F ) and kλ1 ⋆ F ≃ r
−1
U (F ),
for any F ∈ Db(kU). Since λ0 ⊂ γ and λ1 ⊂ γ \ γ, we have natural
morphisms kγ −→ kλ0 and kλ1 [−1] −→ kγ. They induce morphisms, for
all F ∈ Db(kU),
(13.6) α(F ) : ΨU(F ) −→ q
−1
U (F ), β(F ) : r
−1
U (F )[−1] −→ ΨU(F ).
The morphism kλ1 [−1] −→ kγ factorizes through kλ1 [−1] −→ kInt(γ) and
kInt(γ) −→ kγ . These morphisms induce β
′(F ) : r−1U (F )[−1] −→ kInt(γ) ⋆F
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and β ′′(F ) : kInt(γ)⋆F −→ ΨU(F ). The excision triangle for the inclusion
λ0 ⊂ γ induce the distinguished triangle
(13.7) kInt(γ) ⋆ F
β′′(F )
−−−−−→ ΨU(F )
α(F )
−−−−→ q−1U (F )
+1
−→ .
Lemma 13.3. For F ∈ Dbτ≥0(kU) the morphism β
′(F ) : r−1U (F )[−1] −→
kInt(γ) ⋆F is an isomorphism and (13.7) gives the distinguished triangle
(13.8) r−1U (F )[−1]
β(F )
−−−−→ ΨU(F )
α(F )
−−−−→ q−1U (F )
+1
−→ .
Proof. (i) We recall that kλ1⋆F ≃ r
−1
U (F ). We set γ
′ = γ\λ0. Applying
· ⋆ F to the excision triangle given by λ1 ⊂ γ′ gives the distinguished
triangle
r−1U (F )[−1]
β′(F )
−−−−→ kInt(γ) ⋆ F −→ kγ′ ⋆ F
+1
−→ .
Hence the first assertion follows from the vanishing of kγ′ ⋆ F , which
we prove in (ii). Since the second assertion follows from the first, this
will conclude the proof.
(ii) For x ∈ M and u > 0 we define i(x,u) : R −→ M × R × R>0, t 7→
(x, t, u). To prove that kγ′ ⋆ F ≃ 0, it is enough to see that i
−1
(x,u)(kγ′ ⋆
F ) ≃ 0, for all (x, u). By the base change formula we have i−1(x,u)(kγ′ ⋆
F ) ≃ k]0,u] ⋆ F and we conclude with Lemma 13.4 below. 
Lemma 13.4. Let a < b ∈ R and let F ∈ Dbτ≥0(kR). Then k]a,b]⋆F ≃ 0.
Proof. By the definition of k]a,b] ⋆ F its germs at some x ∈ R are
(k]a,b] ⋆ F )x ≃ RΓc(s
−1(x); (F ⊠ k]a,b])|s−1(x))
≃ RΓc(R;F ⊗ k[x−b,x−a[).
The excision triangle applied to the inclusion {x− a} ⊂ [x − b, x− a]
shows that (k]a,b] ⋆F )x is the cone of the restriction morphism RΓ([x−
b, x − a];F ) −→ Fx−a, which is an isomorphism by the hypothesis on
SS(F ) and by Corollary 2.7. Hence (k]a,b] ⋆ F )x vanishes for all x ∈ R
and this proves the lemma. 
Let V be an open subset of U . Let N be a submanifold of M and
U ′ = U ∩ (N × R). We have
ΨV (F |V ) ≃ (ΨU(F ))|Vγ ,(13.9)
ΨU ′(F |U ′) ≃ (ΨU(F ))|U ′γ ,(13.10)
where the first isomorphism follows from supports estimates as in Re-
mark 13.2 (ii) and the second one follows from the base change formula.
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In the next lemma we use an analog of the convolution for sets. For
A ⊂ M × R and B ⊂ R× R>0 we define B ⋆ A ⊂M × R× R>0 by
(13.11) B ⋆ A = s(A× B),
where s : U × R× R>0 −→M × R× R>0 is the sum as Definition 13.1.
Lemma 13.5. Let F ∈ Db(kU) and let V ⊂ U be an open subset. We
assume that
(13.12) F |V ∩({x}×R) is locally constant, for any x ∈M .
Then ΨU(F )|Vγ ≃ 0. As a special case, if SS(F |V ) ⊂ T
∗
V V , then
ΨU(F )|Vγ ≃ 0. In particular supp(ΨU(F )) ⊂ (γ ⋆ π˙U (S˙S(F ))) ∩ Uγ.
Proof. We set Vx = V ∩ ({x} × R). Then Vγ =
⊔
x∈M(Vx)γ and we
have to prove ΨU(F )|(Vx)γ ≃ 0, for all x ∈ M . By (13.10) we have
ΨU(F )|(Vx)γ ≃ ΨVx(F |Vx). The set Vx is a disjoint union of open in-
tervals of R and F |Vx is constant on each of these intervals. A direct
computation gives ΨVx(F |Vx) ≃ 0 and we obtain the result. 
Lemma 13.6. Let F ∈ Db(kU).
(i) We have RqU !q
!
U(F )
∼−→ F and RrU !(ΨU(F )) ≃ 0.
(ii) If F ∈ Dbτ≥0(kU ), then RqU !r
−1
U (F ) satisfies (13.12) (with V =
U). In particular ΨU(RqU !r
−1
U (F )) ≃ 0.
(iii) We assume that U = M × R, that F ∈ Dbτ≥0(kU) and that
supp(F ) ⊂ M×[a,+∞[ for some a ∈ R. Then RqU !r
−1
U (F ) ≃ 0.
Proof. (i) The first morphism is the adjunction for (RqU !, q
!
U). It is
an isomorphism because the fibers of qU are intervals. Let us prove
the second isomorphism. We define r′ : M × R2 × R>0 −→ M × R2,
(x, t1, t2, u) 7→ (x, t1, t2 − u) and s
′ : M × R2 −→ M × R, (x, t1, t2) 7→
(x, t1 + t2). We have the commutative diagram
M × R2 × R>0
r′
//
s

M × R2
s′

M × R× R>0 r
// M × R.
We let j : U −→ M × R be the inclusion and we set F ′ = j!F . Then
ΨU(F ) ≃ (kγ ⋆ F ′)|Uγ and we have
RrU !(ΨU(F )) ≃ Rr!((Rs!(F
′
⊠ kγ))Uγ)
≃ R(r ◦ s)!((F
′
⊠ kR×R>0)⊗ kq−12 γ∩s−1Uγ )
≃ R(s′ ◦ r′)!(r
′−1(F ′ ⊠ kR)⊗ kq−12 γ∩s−1Uγ )
≃ Rs′!((F
′
⊠ kR)⊗ Rr
′
!(kq−12 γ∩s−1Uγ)).
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Hence it is enough to prove that Rr′!(kq−12 γ∩s−1Uγ ) ≃ 0. Our hypothesis
on U means that for any x ∈ U ′ = pM(U), there exists ax, bx ∈ R such
that ({x} × R) ∩ U = {x}×]ax, bx[. Then we have Uγ = {(x, t, u) ∈
M × R × R>0; x ∈ U ′, ax + u < t < bx}. For any (x, t1, t2) ∈ M × R2
the fiber r′−1(x, t1, t2) ∩ (q
−1
2 γ ∩ s
−1Uγ) is identified with
{u > 0; (x, t1,t2 + u, u) ∈ q
−1
2 γ ∩ s
−1Uγ}
= {u > 0; 0 ≤ t2 + u < u and (x, t1 + t2 + u, u) ∈ Uγ}
= {u > 0; −t2 ≤ u and u < bx − t1 − t2},
where we assume t2 < 0 and ax < t1+ t2 (otherwise the fiber is empty).
Since −t2 > 0 we see that the fiber is either empty or a half closed
interval. This implies Rr′!(kq−12 γ∩s−1Uγ ) ≃ 0, as required.
(ii) We choose x ∈ M and we set Ux = U ∩ ({x} × R). By the base
change formula we have (RqU !r
−1
U (F ))|Ux ≃ RqUx !r
−1
Ux
(F |Ux). Hence we
can assume that M is a point and that U is an interval, say U = ]a, b[.
By Example 2.2 (i), to prove that RqU !r
−1
U (F ) is constant it is enough
to see that its microsupport is contained in the zero section.
We let j : U −→ R be the inclusion and we set for short q = qR, r =
rR : R
2 −→ R. We set F ′ = Rj∗F . Then we have RqU !r
−1
U (F ) ≃
(Rq!(r
−1(F ′)⊗ kR×R>0))|U .
We have (RΓ]−∞,a](F
′))a ≃ 0 and we can deduce that SS(F ′)∩T ∗aR ⊂
T ∗τ≥0R. Hence SS(F
′) ∩ T ∗(]−∞, b[) ⊂ T ∗τ≥0R. By Theorem 2.5 and
Corollary 2.6 we obtain successively, with coordinates (t, u; τ, υ) on
T ∗R2,
SS(r−1F ′|U×R) ⊂ {(τ,−τ); τ ≥ 0},
SS((r−1(F ′)⊗ kR×R>0)|U×R) ⊂ {(τ,−τ + υ); τ ≥ 0, υ ≤ 0},
SS(RqU !r
−1
U (F )) ⊂ {τ = 0},
which proves that RqU !r
−1
U (F ) is constant.
(iii) By (ii) RqU !r
−1
U (F ) is constant on the fibers {x}×R for all x ∈ M .
By the hypothesis its restriction to M × {a− 1} vanishes. Hence it is
zero. 
Lemma 13.7. Let F ∈ Dbτ≥0(kU). Then
(13.13) S˙S(ΨU(F )) = (qdq
−1
π (S˙S(F )) ∪ rdr
−1
π (S˙S(F ))) ∩ T˙
∗Uγ .
Proof. This follows from the triangle (13.8), the triangular inequality
for the microsupport and the fact that S˙S(q−1F ) and S˙S(r−1F ) are
disjoint. 
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14. Adjunction properties
Let U ⊂ M × R be an open subset. We let Db,r!aτ≥0 (kUγ) be the full
subcategory of Dbτ≥0(kUγ ) consisting of Rr!-acyclic objects, that is, the
objects G such that Rr!G ≃ 0. This is a triangulated category. By
Lemma 13.6 (i) the functor ΨU takes values in D
b,r!a
τ≥0 (kUγ ). By The-
orem 2.5 the functor RqU ! sends D
b
τ≥0(kUγ ) into D
b
τ≥0(kU) (qU is not
proper, but we can use a homotopy colimit triangle like (2.21), with
the Un’s relatively compact, before we apply Theorem 2.5). Moreover
the morphism of functors α : ΨU −→ q
−1
U in (13.6) and the adjunction
morphism RqU !q
!
U ≃ RqU !q
−1
U [1] −→ id induce:
(14.1) bU(F ) : RqU !ΨU(F )[1] −→ F, for all F ∈ D
b
τ≥0(kU).
Lemma 14.1. The functor RqU ![1] : D
b,r!a
τ≥0 (kUγ ) −→ D
b
τ≥0(kU) is left
adjoint to ΨU : D
b
τ≥0(kU) −→ D
b,r!a
τ≥0 (kUγ ). In particular we have an ad-
junction morphism
(14.2) b′U (G) : G −→ ΨURqU !(G)[1], for all G ∈ D
b,r!a
τ≥0 (kUγ ).
Proof. Since Dbτ≥0(kU) and D
b,r!a
τ≥0 (kUγ ) are full subcategories of D
b(kU)
and Db(kUγ ), it is enough to prove
(14.3) HomDb(kUγ )(G,ΨU(F )) ≃ HomDb(kU )(RqU !G[1], F )
for any F ∈ Dbτ≥0(kU) and G ∈ D
b,r!a
τ≥0 (kUγ ). Since rU is a smooth map
with fibers homeomorphic to R we have a canonical isomorphism of
functors r!UF ≃ r
−1
U [1]; hence an adjunction (RrU !, r
!
U [1]). The same
holds for qU . Applying RHom(G, ·) to (13.8) we obtain the distin-
guished triangle
RHom(G, r−1U F [−1]) −→ RHom(G,ΨU(F )) −→ RHom(G, q
−1
U F )
+1
−→ .
The adjunction (RrU !, r
−1
U [1]) and the hypothesis G ∈ D
b,r!a
τ≥0 (kUγ ) give
RHom(G, r−1U F [−1]) ≃ 0. We deduce
RHom(G,ΨU(F )) ∼−→ RHom(G, q
−1
U F ) ≃ RHom(RqU !G[1], F ),
which implies (14.3). 
Lemma 14.2. Let F ∈ Dbτ≥0(kU). Then the morphisms ΨU(bU(F ))
and b′U(ΨU(F )) are mutually inverse isomorphisms:
ΨU(bU (F )) : ΨURqU !ΨU(F )[1]
∼−→ ΨU(F ),
b′U(ΨU(F )) : ΨU(F )
∼−→ ΨURqU !ΨU(F )[1].
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Proof. (i) We prove the first isomorphism. We apply RqU ![1] to the
distinguished triangle (13.8). Since qU has fibers isomorphic to R the
adjunction morphism RqU !q
!
U(F ) −→ F is an isomorphism and we obtain
the distinguished triangle:
(14.4) L −→ RqU !ΨU(F )[1]
bU (F )
−−−→ F
+1
−→,
where L = RqU !r
−1
U (F ). By Lemma 13.6 (ii) we have ΨU(L) ≃ 0.
Hence applying ΨU to (14.4) gives the lemma.
(ii) The composition ΨU(bU (F )) ◦ b
′
U(ΨU(F )) is the identity morphism
of ΨU(F ), by general properties of adjunctions. Hence the lemma fol-
lows from (i). 
Proposition 14.3. We assume that U = M × R, that F ∈ Dbτ≥0(kU)
and that supp(F ) ⊂M× [a,+∞[ for some a ∈ R. Then the adjunction
morphism bU(F ) : RqU !ΨU(F )[1] −→ F of (14.1) is an isomorphism and
for any G ∈ Dbτ≥0(kU) we have
Hom(F,G) ∼−→ Hom(ΨU(F ),ΨU(G)).
Proof. By Lemma 13.6 (i) and (iii) we have RqU !q
!
U(F )
∼−→ F and
RqU !r
−1
U (F ) ≃ 0. Hence the first part follows from by applying RqU ! to
the distinguished triangle (13.8). Then the second part is given by the
adjunction (RqU !,ΨU) of Lemma 14.1. 
15. Link with microlocalization
In this section we prove Theorem 15.7 which gives the sections of
µhom outside the zero section in terms of homomorphism between the
image by ΨU .
We first look at the difference between the sections of µhom(F,G)
outside the zero section and RHom(F,G), that is, the third term of
Sato’s distinguished triangle, which is D′(F )
L
⊗ G in the constructible
case by (2.17). In general it is given by (15.1) below and we check that
it has a similar behaviour as D′(F )
L
⊗G.
Definition 15.1. Let X be a manifold. Let qX,1, qX,2 : X × X −→ X
be the projections and δX : X −→ X ×X the diagonal embedding. Let
F, F ′ ∈ Db(kX). We set
(15.1) Hom′(F, F ′) := δ−1X RHom(q
−1
X,2F, q
−1
X,1F
′).
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Then (2.11)-(2.16) give a distinguished triangle, for any F, F ′ ∈
Db(kX),
Hom′(F, F ′) −→ RHom(F, F ′)
−→ Rπ˙M ∗(µhom(F, F
′)|T˙ ∗M)
+1
−→ .
(15.2)
Lemma 15.2. (i) Let f : X −→ Y be a morphism of manifolds. Let
F, F ′ ∈ Db(kY ) such that f is non-characteristic for SS(F ) and SS(F ′).
Then
f−1Hom′(F, F ′) ∼−→ Hom′(f−1F, f−1F ′).
(ii) For F, F ′ ∈ Db(kX) we have SS(Hom
′(F, F ′)) ⊂ SS(F )a +̂ SS(F ′).
Proof. (i) We use the notations of Definition 15.1. We set
G = RHom(q−1Y,2F, q
−1
Y,1F
′). Then SS(q−1Y,1F
′) and SS(G) ⊂ SS(F )a ×
SS(F ′) are non-characteristic for f × f . By Theorem 2.5 we deduce
(f × f)!q−1Y,1F
′ ≃ (f × f)−1q−1Y,1F
′ ⊗ ωX×X|Y×Y and (f × f)−1G ≃ (f ×
f)!G ⊗ ω⊗−1X×X|Y×Y . This gives the third isomorphism in the following
sequence:
f−1Hom′(F, F ′) ≃ f−1δ−1Y RHom(q
−1
Y,2F, q
−1
Y,1F
′)
≃ δ−1X (f × f)
−1RHom(q−1Y,2F, q
−1
Y,1F
′)
∼−→ δ−1X RHom((f × f)
−1q−1Y,2F, (f × f)
−1q−1Y,1F
′)
≃ δ−1X RHom(q
−1
X,2f
−1F, q−1X,1f
−1F ′).
(ii) follows from Theorem 2.5 (i) and Theorem 2.8 applied with i =
δX . 
Lemma 15.3. LetM be a manifold and U an open subset ofM×R. Let
F ∈ Dbτ≥0(kU) and G ∈ D
b
τ>0(kU). Then α(F ) induces an isomorphism
µhom(ΨU(F ), q
−1
U (G))|T˙ ∗Uγ
∼−→ µhom(q−1U (F ), q
−1
U (G))|T˙ ∗Uγ
≃ (qU,d! q
−1
U,π(µhom(F,G)))|T˙ ∗Uγ .
(15.3)
Proof. The first morphism in (15.3) appears in the distinguished tri-
angle deduced from (13.8) by applying the functor µhom(·, q−1U (G)).
To see that it is an isomorphism we check that µhom(r−1U (F ), q
−1
U (G))
vanishes on T˙ ∗Uγ . By Proposition 2.12 this object is supported by
S = SS(r−1U (F )) ∩ SS(q
−1
U (G)). By Theorem 2.5 and by the hypothesis
on G we have
S ∩ T˙ ∗Uγ ⊂ {(x, t, u; ξ, τ,−τ)} ∩ {(x, t, u; ξ, τ, 0); τ > 0} = ∅.
Hence we have proved the first isomorphism. The second one is a
general fact stated in [8, Prop. 4.4.7] which explains the behaviour of
µhom under an inverse image by a submersion. 
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We will consider “boundary values” of sheaves on Uγ : for G ∈
Db(kUγ ) its boundary value is i
−1Rj∗(G) ∈ D
b(kU), where i, j are the
maps defined by
(15.4)
i = iU : U −→ U × R≥0, (x, t) 7→ (x, t, 0),
j = jU : U × R>0 −→ U × R≥0, (x, t, u) 7→ (x, t, u).
Lemma 15.4. Let F ∈ Db(kU) and F ∈ Db(kT ∗U). We have the
canonical isomorphisms:
Rπ˙Uγ ∗((qU,d! q
−1
U,π(F))|T˙ ∗Uγ ) ≃ q
−1
U Rπ˙U ∗(F|T˙ ∗U),
i−1Rj∗q
−1
U F ≃ F.
Proof. The first isomorphism follows from the base change formula. Let
us prove the second one. Let q1 : U × R −→ U be the projection. Then
i−1Rj∗q
−1
U F ≃ i
−1RΓU×R>0(q
−1
1 F ). We have SS(kU×R>0) ⊂ T
∗
UU×T
∗
R.
Hence Theorem 2.5 and Corollary 2.6 give
RΓU×R>0(q
−1
1 F ) ≃ RHom(kU×R>0, q
−1
1 F ) ≃ kU×R≥0 ⊗ q
−1
1 F
and we obtain i−1Rj∗q
−1
U F ≃ i
−1(kU×R≥0 ⊗ q
−1
1 F ) ≃ F . 
Lemma 15.5. Let F,G ∈ Db(kU) and F = µhom(ΨU(F ), q
−1
U (G)) ∈
Db(kUγ ). Then the natural morphism
i−1Rj∗RHom(ΨU(F ), q
−1
U (G)) ≃ i
−1Rj∗RπUγ∗(F)
−→ i−1Rj∗Rπ˙Uγ ∗(F|T˙ ∗Uγ )
is an isomorphism.
Proof. (i) By the triangle (15.2) the cone of the morphism of the lemma
is i−1Rj∗Hom
′(ΨU(F ), q
−1
U (G)). Let us prove that it vanishes.
Here we consider γ as a subset of R2 rather than R× R>0. We also
consider the sum s, (x, t1, t2, u) 7→ (x, t1+ t2, u), as a map from U ×R
3
toM×R2 and we define Ψ′U(F ) ∈ D
b(kM×R2) by Ψ
′
U(F ) = Rs!(F⊠kγ).
Then ΨU(F ) ≃ Ψ′U(F )|Uγ and, setting A = Hom
′(Ψ′U(F ), q
−1
U (G)), we
have
Rj∗Hom
′(ΨU(F ), q
−1
U (G)) ≃ RΓM×R×R>0A.
Hence we only have to prove i−1RΓM×R×R>0A ≃ 0.
(ii) Setting V = (U × ]−∞, 0]) ∪ Uγ we see that s is proper as a
map from s−1(V ) ∩ (U × γ) to V . Hence we can use Theorem 2.5
to bound SS(Ψ′U(F )|V ). We have SS(kγ) ⊂ R
2 × C, where C is the
subset of (R2)∗ given by C = {(τ, σ); −τ ≤ σ ≤ 0}. We deduce that
SS(Ψ′U(F )|V ) ⊂ T
∗M × (R2×C). We also have SS(q−1U (G)) ⊂ {σ = 0}
and Lemma 15.2 (ii) then implies SS(A) ⊂ {σ ≥ 0}.
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(iii) By Corollary 2.6 (ii), used with F = kM×R×R>0 and G = A we
deduce RΓM×R×R>0A ≃ AM×R×R≥0. It follows that i
−1RΓM×R×R>0A ≃
i−1A. By Lemma 15.2 (i) we have i−1A ≃ Hom′(i−1Ψ′U(F ), i
−1q−1U (G)).
Since kγ |R×{0} = 0, the base change formula implies i
−1Ψ′U(F ) ≃ 0 and
this concludes the proof. 
Proposition 15.6. Let M be a manifold and U an open subset of
M × R. Let F ∈ Dbτ≥0(kU) and G ∈ D
b
τ>0(kU). Then we have an
isomorphism
(15.5) i−1Rj∗RHom(ΨU(F ), q
−1
U (G))
∼−→ Rπ˙U ∗(µhom(F,G)|T˙ ∗U)
which is functorial in F and G.
Proof. By Lemma 15.5 the left hand side of (15.5) is isomorphic to
i−1Rj∗Rπ˙Uγ ∗(µhom(ΨU(F ), q
−1
U (G))|T˙ ∗Uγ).
By Lemma 15.3 this is again isomorphic to
i−1Rj∗Rπ˙Uγ ∗(qU,d! q
−1
U,π(µhom(F,G))|T˙ ∗Uγ)
and we conclude with Lemma 15.4. 
Theorem 15.7. Let M be a manifold and U an open subset of M×R.
Let F ∈ Dbτ≥0(kU) and G ∈ D
b
τ>0(kU). Then we have an isomorphism
i−1Rj∗RHom(ΨU(F ),ΨU(G)) ∼−→ Rπ˙U ∗(µhom(F,G)|T˙ ∗U)
which is functorial in F and G.
Proof. (i) The morphism of the theorem is induced by (15.5) and the
morphism α(G) : ΨU(G) −→ q
−1
U (G). Since (15.5) is an isomorphism,
we only have to show that
i−1Rj∗RHom(ΨU(F ),ΨU(G)) −→ i
−1Rj∗RHom(ΨU(F ), q
−1
U (G))
also is an isomorphism, that is, that its cone vanishes. By the distin-
guished triangle (13.8) its cone is A = i−1Rj∗RHom(ΨU(F ), r
−1
U (G)).
(ii) For a given (x, t) ∈ U and k ∈ Z we have
(15.6) Hk(A)(x,t) ≃ lim−→
W
Hom(ΨU(F )|W , r
−1
U (G)|W [k]),
where W runs over the open subsets of M × R × R>0 such that W
is a neighborhood of (x, t, 0) in U × [0,+∞[. We may take W = Vγ,
where V runs over the open neighborhoods of (x, t) in U . By (13.9) we
have ΨU(F )|Vγ ≃ ΨV (F |V ). We also have r
−1
U (G)|Vγ ≃ r
−1
V (G|V ). Since
r!V ≃ r
−1
V [1], the adjunction (RrV !, r
!
V ) gives
Hom(ΨV (F |V ), r
−1
V (G|V )[k]) ≃ Hom(RrV !ΨV (F |V ), G|V [k − 1]).
80 STE´PHANE GUILLERMOU
By Lemma 13.6 we have RrV !ΨV (F |V ) ≃ 0 and we deduce the vanishing
of (15.6) for all (x, t) in U . Hence A ≃ 0, as required. 
If Z is a compact subset of U and F ∈ Db(kUγ ), we have the isomor-
phism Hk(Z; (i−1Rj∗F)|Z) ≃ lim−→W H
k(W ;F) where W is open and
Z ⊂W . We deduce:
Corollary 15.8. In the situation of Theorem 15.7 let Z be a compact
subset of U and let k ∈ Z. We have
Hk(π˙−1U (Z);µhom(F,G)) ≃ lim−→
W
Hom(ΨU(F )|W ,ΨU(G)[k]|W ),
where W runs over the open subsets of M ×R×R>0 such that W is a
neighborhood of Z in U × [0,+∞[.
Part 4. Quantization of Lagrangian submanifolds
In this part and the following we consider a a manifold M and
a closed conic Lagrangian submanifold Λ ⊂ T ∗τ>0(M × R) which is
the cone over a compact exact Lagrangian submanifold of T ∗M (see
Lemma 16.3 below). We will prove in Theorem 26.1 that there exists a
unique simple sheaf F along Λ such that SS(F ) = Λ and F |M×{t0} ≃ 0
for t0 ≪ 0 and F |M×{t0} ≃ kM for t0 ≫ 0. We recover known results
on the topology of Λ, namely that its Maslov class and relative Stiefel-
Whitney class vanish and that the projection to M is a homotopy
equivalence.
We proceed in several steps. Let mΛ be the Maslov class of Λ. We
first assume k = Z/2Z and construct F ∈ Db(Λ0)(kM×R) for open subsets
Λ0 ⊂ Λ such that mΛ|Λ0 = 0. We do this by a gluing procedure
similar to the gluing of perverse sheaves on a complex manifolds. We
do not work directly on M × R. In fact we glue the sheaves ΨU(Fi)
on M × R × ]0, ε[ (and take the restriction to M × R × {u} at the
end of the construction). Then S˙S(F ) has a bound given by Λ+ :=
qdq
−1
π (Λ) ∪ rdr
−1
π (Λ) as in Lemma 13.7. Doing this for two subsets
Λ0,Λ1 ⊂ Λ such that mΛ|Λ0 = mΛ|Λ1 = 0 and Λ0 ∪ Λ1 = Λ, we
can construct F ∈ Db/[1],Λ+(kM×R×]0,ε[). Then Fu := F |M×R×{u} has
microsupport Λu = Λ ∪ T
′
u(Λ) where T
′
u is the translation by u is the
factor R of M × R.
We can find a Hamiltonian isotopy Φ of T˙ ∗(M×R) such that Φs(Λ) =
Λ and Φs(T
′
u(Λ)) = T
′
u+s(Λ) for s, u > 0. Using [4] we can asso-
ciate with Φ a sheaf on (M × R)2 whose composition with Fu gives
Fu+s with microsupport Λu+s. For s ≫ 0 there exists A ∈ R such
that Λ ⊂ T ∗(M × ]−∞, A[) and T ′u+s(Λ) ⊂ T
∗(M × ]A,+∞[). Then
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Fu+s|M×]−∞,A[ is our quantization (using a suitable diffeomorphism R ≃
]−∞, A[). The result at this step is stated in Theorem 21.3: for any
F ∈ Sorb(kΛ) there exists F ∈ D
b
/[1],Λ(kM×R) such that s
orb
Λ (F ) ≃ F .
The category Db/[1](kM×R) carries of course less information than
Db(kM×R) but, as we saw in Lemma 12.4, the monodromy of locally
constant objects is not lost. The object F+ = F |M×{t0} for t0 ≫ 0
is locally constant (since Λ ⊂ T ∗(M × ]−∞, A[)). Using some results
of microlocal sheaf theory we can see that Hom(F, F ′) ≃ Hom(F+, F ′+)
for F, F ′ ∈ Db/[1],Λ(kM×R). Then we deduce a relation between the mon-
odromy of F ∈ Sorb(kΛ) along Λ and the monodromy of F+ along M :
we prove that the morphism π1(Λ) −→ π1(M) is injective.
The last result implies that, for a suitable cyclic cover r : M ′ −→ M ,
the components of r∗(Λ) have Maslov class zero. Then we can quantize
them by F ′ ∈ D(kM ′×R). We see that a non zero Maslov class for Λ
would imply that F ′ is unbounded, though F ′+ is locally constant and
locally bounded, hence bounded. This gives a contradiction and shows
that mΛ = 0.
Since mΛ = 0, what we have done in D
b
/[1](kM×R) can be performed
in Db(kM×R) (still with k = Z/2Z). The relation Hom(F, F
′) ≃
Hom(F+, F
′
+) and Corollary 15.8 then imply RΓ(M ;kM) ≃ RΓ(Λ;kΛ).
In particular H2(M ;Z/2Z) ≃ H2(Λ;Z/2Z). Hence the relative Stiefel-
Whitney class of Λ is the inverse image of a class c ∈ H2(M ;Z/2Z).
Working with c-twisted sheaves we can define a quantization F with
coefficients Z. Then F+ is a non zero c-twisted locally constant sheaf
and this implies c = 0. Hence the relative Stiefel-Whitney class also
vanishes and we can finally construct a quantization of Λ. We deduce
RΓ(M ;kM) ≃ RΓ(Λ;kΛ) for any ring k. We can also prove an equiv-
alence between local systems on M and Λ. Hence π1(Λ) ≃ π1(M) and
the projection to Λ −→M is a homotopy equivalence.
16. Deformation of the microsupport
We recall here a result of [4] which says that a deformation of a
microsupport of a sheaf by some Hamiltonian isotopy induces a “de-
formation” of the sheaf. In particular, for a given conic Lagrangian
submanifold Λ ⊂ T˙ ∗N and a homogeneous Hamiltonian isotopy φ of
T˙ ∗N , the categories DbΛ(kN) and D
b
φ(Λ)(kN) are equivalent. The same
result is used in Corollary 16.5 to extend a sheaf with microsupport
Λε := (qdq
−1
π (Λ)⊔ rdr
−1
π (Λ))∩T
∗(M ×R× ]0, ε[), for small ε, to a sheaf
with microsupport Λε, for all ε.
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Let N be a manifold and let I be an open interval of R and let
u0 ∈ I be given. We consider a homogeneous Hamiltonian isotopy
φ : T˙ ∗N × I −→ T˙ ∗N of class C∞, that is, φ is a C∞-map and, denoting
by φu : T˙
∗N × {u} −→ T˙ ∗N the restriction at time u, we have
(i) φu0 = idT˙ ∗N ,
(ii) φu is a homogeneous symplectic isomorphism for each u ∈ I.
We let Γ′φ = {(φ(x; ξ), (x;−ξ), u); (x, ξ) ∈ T˙
∗N , u ∈ I} be the union
of the graphs of φu, u ∈ I. This is a subset of (T˙
∗N2) × I. We can
check that there exists a unique closed conic Lagrangian submanifold
Γφ ⊂ T˙ ∗(N2 × I) which is identified with Γ′φ through the projection
induced by T ∗I −→ I:
(16.1)
Γφ
  //
=

T˙ ∗(N2 × I)

Γ′φ
  // (T˙ ∗N2)× I.
Now we let Lu0 ⊂ T˙
∗N be a closed conic subset and we set Lu = φu(L0),
for all u ∈ I. We consider the disjoint union of these subsets, say
L′ =
⊔
t∈I(Lu × {u}), as a subset of (T˙
∗N)× I. We define
(16.2) L = Γφ ◦ Lu0 ⊂ T˙
∗(N × I),
which is a closed conic subset whose projection to (T˙ ∗N)× I is L′. For
a given u ∈ I we let iu : N −→ N × I be the inclusion x 7→ (x, u). Then
L is non-characteristic for iu and we have Lu = (iu)d((iu)
−1
π (L)), for
any u ∈ I. By Theorem 2.5 the inverse image of sheaves by iu gives a
functor
(16.3) i−1u : D
lb
L (kN×I) −→ D
lb
Lu(kN).
Proposition 16.1. (Prop. 3.12 of [4]) For any u ∈ I the functor (16.3)
is an equivalence of categories.
Remark 16.2. Proposition 16.1 has the following consequence (which
is also stated in [4] as corollary of the main theorem): the categories
DlbL0(kN) and D
lb
Lu(kN) are equivalent. In the same way, the categories
Dlb(L0)(kN ) and D
lb
(Lu)
(kN) are equivalent. Hence, to prove to prove the
existence of an object in DlbΛ (kN) or D
lb
(Λ)(kN), we may assume that Λ
is in a generic position.
We will use Proposition 16.1 in a case where the set L of (16.3) is
obtained from a Lagrangian submanifold of T ∗τ>0(M×R) which satisfies
the equivalent conditions of the following easy lemma.
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Lemma 16.3. Let Λ be a closed conic Lagrangian submanifold of
T ∗τ>0(M × R). The following conditions are equivalent:
(i) the map T ∗τ>0(M × R) −→ T
∗M , (x, t; ξ, τ) 7→ (x; ξ/τ), induces
an injection Λ/R>0 →֒ T ∗M and Λ/R>0 is compact,
(ii) there exists a compact exact Lagrangian submanifold Λ˜ ⊂ T ∗M
and f : Λ˜ −→ R such that df = αM |Λ˜ and
Λ = {(x, t; ξ, τ); τ > 0, (x; ξ/τ) ∈ Λ˜, t = −f(x; ξ/τ)}.
For u ∈ R we define the translation Tu : M × R −→ M × R, (x, t) 7→
(x, t + u). We denote by T ′u : T
∗(M × R) −→ T ∗(M × R), (x, t; ξ, τ) 7→
(x, t + u; ξ, τ), the induced map on the cotangent bundle. We also
introduce some notations, for Λ ⊂ T ∗τ>0(M × R):
Λu = Λ ∪ T
′
u(Λ) ⊂ T
∗
τ>0(M × R), for u > 0,
Λ+ = qdq
−1
π (Λ) ⊔ rdr
−1
π (Λ) ⊂ T
∗
τ>0(M × R× R>0).
(16.4)
By Lemma 13.7, if U ⊂M×R and F ∈ Dbτ≥0(kU) is such that S˙S(F ) ⊂
Λ, we have S˙S(ΨU(F )) ⊂ Λ+. In particular Λ+ is the natural bound of
the microsupport of the object given by Proposition 19.2. We remark
that Λ+ is non-characteristic for the inclusions iu, u > 0, and that
Λu = (iu)d((iu)
−1
π (Λ
+)).
Lemma 16.4. Let Λ be a closed conic Lagrangian submanifold of
T ∗τ>0(M×R) which satisfies the conditions of Lemma 16.3. Then there
exists a homogeneous Hamiltonian isotopy φ : T˙ ∗(M × R) × R>0 −→
T˙ ∗(M×R) such that φ1 = id and, using the notations (16.1) and (16.4),
we have Γφ ◦ Λ1 = Λ
+. In particular φu(Λ1) = Λu, for all u > 0.
Proof. (i) We set I = R>0 (to distinguish between the set of parameters
and the group R>0 acting in the fibers). Since the map (x, t; ξ, τ) 7→
(x; ξ/τ) induces an injection Λ/R>0 →֒ T ∗M , the sets Λ and T ′u(Λ)
are disjoint for all u > 0. Considering all u > 0 at once we define the
following closed subsets of T˙ ∗(M × R)× I:
Λ0 = Λ× R>0, Λ
1 =
⊔
u>0
(T ′u(Λ)× {u}).
Then Λ0 and Λ1 are disjoint and the projections Λi/R>0 −→ I are
proper for i = 0, 1. Hence we can find a conic neighborhood Ω of Λ1 in
T˙ ∗(M ×R)× I such that Ω∩Λ0 = ∅ and the projection Ω/R>0 −→ I is
proper, that is, Ω ∩ (T˙ ∗(M × R)× {u}) is compact for all u > 0.
(ii) We choose a C∞-function h : T˙ ∗(M × R)× I −→ R such that,
(a) hu := h|T˙ ∗(M×R)×{u} is homogeneous of degree 1, for all u ∈ I,
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(b) h vanishes outside Ω,
(c) there exists a neighborhood Ω′ of Λ1 such that h(x, t; ξ, τ) = −τ ,
for all (x, t; ξ, τ) ∈ Ω′.
By (a), (b) and the compactness of (Ω∩ (T˙ ∗(M ×R)×{u}))/R>0, the
Hamiltonian flow of h, say φ, is defined on I. We choose for initial
time t0 = 1. Then φu is the identity map outside Ω for all u ∈ I. Since
the Hamiltonian vector field of the function −τ is H−τ = ∂/∂t we have
φu(x, t; ξ, τ) = (x, t+u−1; ξ, τ), for all ((x, t; ξ, τ), u) ∈ Ω′. We deduce
the formula for the unique conic Lagrangian Γφ above the graph of φ
(introduced in the diagram (16.1)):
Γφ ∩ (T˙
∗(M × R) \ Ω)2 × T ∗I = {((x, t; ξ, τ), (x, t;−ξ,−τ), (u; 0))},
Γφ ∩ (Ω
′)2 × T ∗I = {((x, t+ u; ξ, τ), (x, t;−ξ,−τ), (u;−τ))}.
Since Λ0 ⊂ (T˙ ∗(M × R) \ Ω) and Λ1 ⊂ Ω′ the lemma follows. 
Corollary 16.5. Let Λ be a closed conic Lagrangian submanifold of
T ∗τ>0(M × R) which satisfies the conditions of Lemma 16.3 (or the
conclusions of Lemma 16.4). Let Λu, u > 0, and Λ
+ be the sets defined
in (16.4). Then we have:
(i) The inverse image functor induces an equivalence of categories
(16.5) i−1u : D
lb
Λ+(kM×R×R>0) −→ D
lb
Λu(kM×R),
for any u > 0. In particular, for all F,G ∈ DlbΛ+(kM×R×R>0) we have
(16.6) RHom(F,G) ∼−→ RHom(F |M×R×{u}, G|M×R×{u}).
(ii) The restriction functor induces an equivalence of categories
(16.7) DlbΛ+(kM×R×R>0) −→ D
lb
Λ+(kM×R×]0,u[)
for any u > 0. In particular, for all F,G ∈ DlbΛ+(kM×R×R>0) we have
(16.8) RHom(F,G) ∼−→ RHom(F |M×R×]0,u[, G|M×R×]0,u[).
Proof. We choose 0 < u < u′. By Proposition 16.1 and Lemma 16.4,
applied with I = R>0 or I = ]0, u
′[, we obtain that the functors A and
B in the following diagram
DlbΛ+(kM×R×R>0)
R
//
A
&&▲
▲▲
▲▲
▲▲
▲▲
▲
DlbΛ+(kM×R×]0,u′[)
B
xxqq
qq
qq
qq
qq
DlbΛu(kM×R)
are equivalences of categories. It follows that the restriction functor R
is an equivalence of categories. The functor A is (16.5) and the functor
R is (16.7). Hence this proves the proposition. 
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Corollary 16.6. We keep the hypothesis of Corollary 16.5. Then for
any F1, F2 ∈ DbΛ(kM×R) we have isomorphisms
RHom(F1, F2) ∼−→ RHom(q
−1F1, r
−1F2) ∼−→ RHom(F1, Tu∗F2),
for any u ≥ 0.
Proof. Since r is a submersion with fibers diffeomorphic to R>0 we
have RHom(F1, F2) ∼−→ RHom(r−1F1, r−1F2). By hypothesis we have
Λ ⊂ {τ > 0} and we can consider the distinguished triangle (13.8)
(for U = M × R). Applying RHom(·, r−1F2) to (13.8) we obtain the
triangle
RHom(r−1F1, r
−1F2) −→ RHom(q
−1F1, r
−1F2)
−→ RHom(ΨM×R(F1), r
−1F2)
+1
−→ .
(16.9)
By Lemma 13.6 (ii) we have Rr!(ΨM×R(F1)) ≃ 0. Hence the third
term in (16.9) vanishes and we obtain the first isomorphism of the
corollary. The second one follows from (16.6) applied with F = q−1F1
and G = r−1F2. 
In the situation of Corollary 16.5 we will need a stronger condition
than “locally bounded” on the objects of DlbΛ+(kM×R×R>0). This is
precised in the following lemma.
Lemma 16.7. We keep the hypothesis and notations of Corollary 16.5.
Let U ⊂M be a connected relatively compact open subset and let ε > 0
be given. Let F ∈ DlbΛ+(kM×R×R>0). We assume that F |U×]−A,A[×]0,ε[ is
bounded for any A > 0. Then F |U×R×R>0 ∈ D
b(kU×R×R>0).
Proof. We choose A > 0 such that π˙M×R(Λ) ⊂ M × ]−A,A[. Then
we also have π˙M×R(Λ) ⊂ M × ]−A,A[. We choose B,C such that
A < B < C. We introduce the following open subsets of U ×R×R>0:
U1 = r
−1(U × ]A,+∞[), U2 = q
−1(U × ]−∞,−A[),
U3 = r
−1(U × ]−∞,−A[) ∩ q−1(U × ]A,+∞[),
V1 = r
−1(U × ]−B,B[) ∩ (U × R× ]2B,+∞[),
V2 = U × ]−B,B[× ]2B,+∞[,
W1 = U × ]−C, 3C[× ]0, ε[, W2 = U × ]−C, 3C[× ]ε/2, 2C[.
By hypothesis F |W1 is bounded. Since W2 is compact we also know
that F |W2 is bounded. We have π˙M×R(Λ) ∩ Ui = ∅ for i = 1, 2, 3 and
we deduce that F is locally constant on Ui, i = 1, 2, 3. Moreover the
sets U1, U2, U3 are connected and meet W2. We deduce that F |Ui is
bounded, i = 1, 2, 3.
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By Theorem 2.5 the restriction F |V1 is of the type r
−1(F1) for some
F1 ∈ Dlb(kU×]−B,B[). We set N = V1 ∩ (M × R × {C + B}). Then
N ⊂ W2 and we deduce that F |N is bounded. It follows that F1
and then F |V1 are bounded. The same argument shows that F |V2 is
bounded. Since U × R × R>0 is covered by the sets Ui, Vi, Wi this
concludes the proof. 
17. Genericity hypothesis
We consider a manifold M and a closed conic Lagrangian subman-
ifold Λ ⊂ T ∗τ>0(M × R). Our aim is to find F ∈ D
b(kM×R) such that
S˙S(F ) = Λ. Since the Maslov class of Λ could a priori be non zero and
give a topological obstruction for the existence of such an F , we first
restrict to an open subset Λ0 of Λ and look for F ∈ Db(Λ0)(kM×R). The
local geometry is easy if we ask that any p ∈ ∂Λ0 has a neighborhood
where we have Λ0 = Λ ∩ T ∗U0 for some U0 ⊂ M × R depending on p.
Then F is locally of the form RΓU0(F
′) for some F ′ with S˙S(F ) = Λ
(around p). By Corollary 2.6 we have SS(RΓU0(F
′)) ⊂ Λ + N∗∂U0 un-
der some non-characteristicity hypothesis, where the interior conormal
bundle N∗∂U0 is defined in (2.1). We want that Λ be open in Λ +N
∗
∂U0
.
This fails if Λ +N∗∂U0 has self-intersections. We also want that the hy-
pothesis of Proposition 6.10 are satisfied. This motivates the following
assumption.
Assumption 17.1. Let Λ ⊂ T ∗τ>0(M×R) be a closed conic Lagrangian
submanifold and let Λ0 ⊂ Λ be an open subset. We consider the
following hypothesis on (Λ0,Λ): there exists a family of open subsets
Ui, i ∈ I, of M × R such that Λ ⊂
⋃
i∈I T
∗Ui and, for each i ∈ I, we
have
(i) denoting by Λi,j, j ∈ Ji, the connected components of Λ∩T ∗Ui
and setting Wi,j = pM(π˙Ui(Λ0 ∩ Λi,j)), Vi,j = Ui ∩ (Wi,j × R),
we have Λ0 ∩ Λi,j = T
∗Vi,j ∩ Λi,j,
(ii) for each j ∈ Ji, the boundary ∂Vi,j ∩ Ui is smooth and
T˙ ∗Ui ∩ Λi,j ∩N
∗e
Vi,j
= ∅, T˙ ∗Λi,j T˙
∗Ui ∩ T˙
∗
∂T˙ ∗Vi,j
T˙ ∗Ui = ∅,
(iii) T˙ ∗Ui ∩ (Λi,j +N∗Vi,j ) ∩ (Λi,j′ +N
∗
Vi,j′
) = ∅, for all j 6= j′ ∈ Ji.
Our assumption on (Λ,Λ0) could as well be written: for any x ∈
M ×R there exists a neighborhood U of x such that (i)-(iii) hold with
Ui replaced by U .
By (i) we can write Λ∩T ∗Ui =
⊔
j∈Ji
Λi,j and Λ0∩T ∗Ui =
⊔
j∈Ji
Λi,j∩
T ∗Vi,j. As explained before the statement of the assumption 17.1 we
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have the following bound for the microsupports of some sheaves asso-
ciated with Λ0:
(17.1) Λext0 =
⋃
i∈I
⋃
j∈Ji
(T˙ ∗Ui ∩ (Λi,j +N
∗
Vi,j
)),
Near a point of ∂Vi,j ∩ Ui, the set Vi,j only depends on Λ0. Hence
Λext0 only depends on (Λ0,Λ) and not on the choice of a family Ui
satisfying (i)-(iii). By (iii) we have Λext0 ∩ Λ = Λ0.
Lemma 17.2. Let Λ ⊂ T ∗τ>0(M×R) be a conic Lagrangian submanifold
such that Λ/R>0 is compact. Let Λ1,Λ2 be open subsets of Λ such
that Λ1 ⊂ Λ2. Then there exists an open subset Λ0 of Λ such that
Λ1 ⊂ Λ0 ⊂ Λ2 and (Λ0,Λ) satisfies the assumption 17.1.
Proof. We cover πM×R(Λ2) by a finite number of open subsets Ui =
ϕ−1i (]0,+∞[) × ]ai, bi[, i = 1, . . . , N , where the ϕi : M −→ R are C
∞
functions. We take the Ui small enough so that, setting I1 = {i; Λ1 ∩
T ∗Ui 6= ∅}, we have (Λ ∩
⋃
i∈I1
T ∗Ui) ⊂ Λ2.
We let Λi,j, j ∈ Ji, be the components of Λ∩ T ∗Ui. We set ϕi,j = ϕi
and Vi,j = Ui. By Lemma 6.12 we can modify ϕ1,1 such that
(17.2) T ∗∂V1,1(M×R)∩Λ = ∅, T˙
∗
ΛT˙
∗(M×R)∩T˙ ∗
∂T˙ ∗V1,1
T˙ ∗(M×R) = ∅.
We set Ξ1,1 = Λ+ T
∗
∂V1,1
(M ×R). By Lemma 6.12 again, applied with
the function ϕ1,2 and Λ
′ = Λ∪Ξ1,1, we can modify ϕ1,2 such that (17.2)
holds with V1,1 replaced by V1,2 and Λ replaced by Λ ∪ Ξ1,1. We set
Ξ1,2 = Λ + T
∗
∂V1,2
(M × R).
We go on with Lemma 6.12 applied with the function ϕ1,3 and Λ
′ =
Λ ∪ Ξ1,1 ∪ Ξ1,2. We obtain V1,3 and Ξ1,3 = Λ + T ∗∂V1,3(M × R), etc.
We modify all Vi,j in this way by induction. At the end we define
Λ0 = Λ ∩
⋃
i∈I1, j∈Ji
T ∗Vi,j. Then Λ0 has the required property. 
18. Gluing
In general the objects of the derived category of sheaves on a space
X are not determined by their restrictions to the open subsets of a
covering ofX . In particular we can not glue a family Fi, i ∈ I, of locally
defined objects into a global object. Perverse sheaves are examples of
objects of the derived category of sheaves where gluing is possible (see
for example [8, Prop. 10.2.9]). More generally this is possible when the
RHom(Fi, Fi) are concentrated in non negative degrees.
Let X be a manifold. Let {UNi }N∈N, i ∈ I, be a finite number of
decreasing sequences of open subsets of X : UN+1i ⊂ U
N
i , for all i ∈ I
and all N ∈ N. We set UN =
⋃
i∈I U
N
i .
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Lemma 18.1. We consider Fi ∈ Db(kUN0i
), i ∈ I, defined for some
given N0 ∈ N, and morphisms ϕji : Fi|UN0ij
−→ Fj |UN0ij
, for all i, j ∈ I,
such that, ϕii = idFi and ϕkj|UN0ijk
◦ ϕji|UN0ijk
= ϕki|UN0ijk
, for all i, j, k ∈ I.
We assume that for any open subset V ⊂ X, any k < 0 and any i ∈ I,
we have
(18.1) lim−→
N
Hk(UNi ∩ V ; RHom(Fi, Fi)) ≃ 0.
Then there exist N ′ ∈ N and F ∈ Db(kUN′ ) together with isomorphisms
ϕi : F |UN′i
∼−→ Fi|UN′i
, i ∈ I, such that
(i) ϕji|UN′ij
= ϕj|UN′ij
◦ ϕ−1i |UN′ij
for all i 6= j ∈ I,
(ii) for any G ∈ Db(kUN′ ) such that for any V ⊂ X, k < 0 and
i ∈ I
lim−→
N
Hk(UNi ∩ V ; RHom(G,Fi)) ≃ 0,
we have the exact sequence
0 −→ lim−→
N
Hom(G|UN , F |UN ) −→
⊕
i∈I
lim−→
N
Hom(G|UNi , Fi|UNi )
−→
⊕
i 6=j∈I
lim−→
N
Hom(G|UNij , Fi|UNij ).
(18.2)
Moreover, for other F ′ and ϕ′i satisfying (i)-(ii) there exist N
′′ and an
isomorphism ϕ : F |UN′′
∼−→ F ′|UN′′ such that ϕi = ϕ
′
i ◦ ϕ for all i ∈ I.
Proof. (a) We proceed by induction on |I|. For i, j ∈ I we let ui : U
N0
i −→
X and uij : U
N0
ij −→ X be the inclusions. Then the morphism ϕji in-
duces ϕ′ji : Rui∗(Fi) −→ Ruij∗(Fj|UN0ij
). When I = {1, 2} we define F by
the distinguished triangle
(18.3) F
f
−→ Ru1∗(F1)⊕ Ru2∗(F2)
g
−→ Ru12∗(F2|UN012
)
h
−→
+1
,
where g = (ϕ′21,−n2) and n2 : Ru2∗(F2) −→ Ru12∗(F2) is the natural
morphism. The morphism f induces ϕi : F |UN0i
−→ Fi, i = 1, 2. Since
n2|UN01
and ϕ′21|UN02
are isomorphisms, the restrictions of the triangle to
UN01 and U
N0
2 split. We deduce that ϕ1 and ϕ2 are isomorphisms and
also that ϕ21 = ϕ1|UN012
◦ ϕ−12 |UN012
.
(b) Let G be given as in (ii) and let u1 : G|UN1 −→ F1|UN1 , u2 : G|UN2 −→
F2|UN2 be given such that (g ◦ (u1, u2))|UN′12 = 0 for some N
′ ≥ N . We
have to prove that (u1, u2) factorizes through u : G|UN′′ −→ F |UN′′ , for
some N ′′ ≥ N ′, and u is unique in the limit over N .
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The existence of u results from properties of distinguished triangle
(namely that Hom(G, ·) turn triangles into long exact sequences). For
the same reason, if u′ is another factorization of (u1, u2) defined on
UN
′′
, then there exists
v : G|UN′′ −→ Ru12∗(F2|UN′′12
)[−1]
such that u|UN′′ − u
′ = h[−1] ◦ v. We remark that v belongs to
H−1(UN
′′
2 ∩ U
N0
12 ; RHom(G,F2)). The condition on G gives v|UN′′′ = 0
for some N ′′′ ≥ N ′′. Hence u|UN′′′ = u
′|UN′′′ , as required.
(c) Now we assume I = {1, . . . , k}. We let F0 be the F given in (a) for
F1, F2. By (b) the morphisms ϕ1i and ϕ2i, for i > 2, factorize through
a unique morphism ϕ0,i : Fi|UN′0i
−→ F0|UN′0i
, for some N ′. By the unicity,
the compatibility conditions on the ϕij’s, for i, j ∈ I, give compatibility
conditions on the ϕij ’s, for i, j ∈ {0, 3, . . . , k}. By the triangle (18.3),
the vanishing condition (18.1) on F1, F2 yields the same condition on
F0. Then the induction proceeds. 
19. Quantization
In Theorem 19.4 we prove the existence of a quantization of an object
F ∈ S(kΛ), that is, F ∈ DbΛ(kM×R) such that sΛ(F )
∼−→ F . We first
built a quantization in Db(Λ0)(kM×R), or rather, D
b
(qdq
−1
pi (Λ0))
(kM×R×]0,ε[)
in Proposition 19.2, for an open subset Λ0 ⊂ Λ. This will be used in
the case of orbit categories in Theorem 21.3. We have already seen
that the existence of a non trivial F ∈ S(kΛ) implies the vanishing
of the Maslov class of Λ, whereas Sorb(kΛ) always has a simple global
object.
We will represent objects of a twisted stack (S(kΛ))aˇ as in Re-
mark 11.3. However we will use the stronger assumption that the
microsupport of the representatives coincides with Λ outside the zero-
section.
Definition 19.1. Let Λ ⊂ T ∗τ>0(M ×R) be a closed conic Lagrangian
submanifold and let Λ0 ⊂ Λ be an open subset. A good representative
of an object F ∈ (S(kΛ0))cˇ is the data of open subsets Ui for i ∈ I,
and Λi,j for i ∈ I, j ∈ Ji satisfying the assumption 17.1 together with
Fi,j ∈ Db(kUi) and ujj′ ∈ H
cjj′ (Λ0 ∩ Λjj′;µhom(Fi,j, Fi′,j′)) such that
S˙S(Fj) ⊂ Λj , for each i ∈ I and j ∈ Ji, and the data {(Fi, uij)}i,j∈I
represent F as in Remark 11.3.
By Lemmas 6.7 and 17.2 the objects of (S(kΛ0))cˇ have good repre-
sentatives, up to putting Λ in a generic position.
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For ε > 0 we denote by q : M × R× ]0, ε[ −→ M × R the projection.
For Λ ⊂ T ∗τ>0(M × R) we have qdq
−1
π (Λ) ⊂ T
∗
τ>0(M × R × ]0, ε[) and
the inverse image q−1 induces a functor, denoted in the same way
(19.1) q−1 : S(kΛ) ∼−→ S(kqdq−1pi (Λ)),
which is an equivalence by the following argument. We recall that a
choice of simple sheaf F gives a local equivalence between S(kΛ) and
DL(kΛ). Then q
−1F gives an equivalence between S(kqdq−1pi (Λ)) and
DL(kqdq−1pi (Λ)) and our functor corresponds to the usual inverse image
from DL(kΛ) to DL(kqdq−1pi (Λ)). Since qdq
−1
π (Λ) ≃ Λ × ]0, ε[, this last
functor is an equivalence.
Proposition 19.2. Let Λ ⊂ T ∗τ>0(M×R) be a closed conic Lagrangian
submanifold such that Λ/R>0 is compact and let Λ0 ⊂ Λ be an open
subset which satisifes the assumption 17.1. Let Ui, i ∈ I, and Vj, Λj,
j ∈ Ji be as in the assumption 17.1. We set J =
⊔
i∈I Ji and J0 = {j ∈
J ; Λj ∩ Λ0 6= ∅}. Let cˇ be a Cˇech cocycle over Λ0 associated with the
covering {Λ0 ∩ Λj}j∈J0 of Λ0. Let F ∈ (S(kΛ0))cˇ be an object with a
good representative {Fj, ujj′}j,j′∈J0 as in Definition 19.1. We assume
that cˇ is a coboundary and we choose a cochain bˇ = {bj}j∈J0 such that
cˇ|{Λj}j∈J0 = ∂bˇ. We assume that F is pure (see Definition 6.2). Then
there exist ε > 0, F ∈ Db
(qdq
−1
pi (Λ))
(kM×R×]0,ε[) and isomorphisms, for all
i ∈ I,
ϕi : F |Ui,ε
∼−→
⊕
j∈Ji∩J0
ΨUi(RΓVjFj[bj ])|Ui,ε,
where Ui,ε = Ui,γ ∩ (M × R× ]0, ε[), such that
(a) supp(F ) ⊂ γ ⋆ π˙M×R(Λ0) and
S˙S(F ) ⊂ qdq
−1
π (Λ
ext
0 ) ∪ rdr
−1
π (Λ
ext
0 ) ∪ T
∗M × T ∗
R×R>0
(R× R>0),
where Λext0 is defined in (17.1),
(b) for i, i′ ∈ I, the morphism ϕi′ ◦ϕ
−1
i |Uii′ represents (uj′j)(j′,j)∈Ki′i
through the isomorphism of Theorem 15.7, where
Ki′i = {(j′, j) ∈ Ji′ × Ji; Λj ∩ Λj′ ∩ Λ0 6= ∅},
(c) the ϕi’s induce an isomorphism sqdq−1pi (Λ0)(F )
∼−→ q−1(F) in
S(kqdq−1pi (Λ0)), where q
−1 is defined in (19.1).
Moreover the F and ϕi’s satisfying (a)-(c) are unique up to isomor-
phism.
Proof. (i) We can assume that each Fi is defined on a neighborhood,
say U ′i , of Ui. We can also assume that Λ is non-characteristic for ∂Ui
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for each i. Then we have (kΛ)T˙ ∗Ui
≃ RΓT˙ ∗Ui(kΛ) on T˙
∗(M×R). By the
assumption 17.1 we also have (kΛ)T˙ ∗Vj
≃ RΓT˙ ∗Vj (kΛ) on T˙
∗(M × R).
(ii) For each i ∈ I we choose a decreasing sequence of open subsets,
UNi , N ∈ N, of U
′
i,γ such that U
N
i contains Ui × ]0, 1/N ], for N bigger
than some N0, and that (M × R × {0}) ∩
⋂
N∈N U
N
i = Ui, where U
N
i
is the closure of UNi in M × R × R≥0. We define Gi ∈ D
b(kU0i ) by
Gi =
⊕
j∈Ji
ΨU ′i(RΓVjFj [bj ])|U0i .
We recall from the assumption 17.1 that Vj = Ui ∩ (Wi,j × R). We
deduce ΨUi(RΓVjF ) ≃ RΓVj,γΨUi(F ) and ΨUi(FVj ) ≃ (ΨUi(F ))Vj,γ for
any F ∈ Db(kUi). For i, i
′ ∈ I and j ∈ Ji, j′ ∈ Ji′ we obtain
RHom(ΨUi(RΓVjFj),ΨUi′ (RΓVj′Fj′))
≃ RHom(ΨUi((RΓVjFj)Vj′ ),ΨUi′ (Fj′)).
(iii) For i, i′ ∈ I we denote by Jii′ the set of pairs (j, j′) ∈ Ji × Ji′ such
that Λj ∩ Λj′ ∩ Λ0 6= ∅. If (j, j′) 6∈ Jii′ , we have
supp(µhom(RΓVjFj, Fj′)) ⊂ S˙S((RΓVjFj)Vj′ ) ∩ S˙S(Fj′)
⊂ (Λj + T˙
∗
∂Vj
Ui + T˙
∗
∂Vj′
Ui) ∩ Λj′ = ∅,
by the assumption 17.1 (iii). If (j, j′) ∈ Jii′, then Λj ∩ T ∗Uii′ = Λj′ ∩
T ∗Uii′ and Vj ∩Uii′ = Vj′ ∩Uii′ . Hence RΓVj(Fj)Vj′ |Uii′ ≃ (Fj)Vj |Uii′ . By
Proposition 6.10 we have
µhom((Fj)Vj , Fj′)|T ∗Uii′ ≃ µhom(Fj , Fj′)T ∗Vj |T ∗Uii′ .
We remark that T ∗Uii′ ∩ Λj ∩ T ∗Vj = T ∗Uii′ ∩ Λj′ ∩ T ∗Vj′ = T ∗Uii′ ∩
Λj ∩ Λ0. Hence Corollary 15.8 gives
lim−→
N
H l(UNii′ ; RHom(Gi, Gi′))
≃
⊕
j,j′
H l(T ∗Uii′ ∩ T˙
∗(M × R);µhom((RΓVj(Fj))Vj′ , Fj′))
≃
⊕
(j,j′)∈Jii′
H l(T ∗Uii′ ∩ T˙
∗(M × R);µhom(Fj, Fj′)T ∗Vj )
≃
⊕
(j,j′)∈Jii′
H l(T˙ ∗Uii′ ∩ Λj ∩ Λ0;µhom(Fj, Fj′)),
where the last isomorphism follows from the hypothesis in part (i) of
the proof. Since F is pure, µhom(Fj , Fj′) is concentrated in degree 0
(and is a locally constant sheaf on Λ). Hence its cohomology over any
subset vanishes in negative degrees and the hypothesis of Lemma 18.1
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is satisfied. Moreover the sections ujj′ of µhom(Fj, Fj′) induce mor-
phisms ϕi′i : Gi|UN
ii′
−→ Gi′ |UN
ii′
for N ≫ 0 satisfying the cocycle con-
dition ϕi′′i′ϕi′i = ϕi′′i. We apply Lemma 18.1 to glue the Gi into
an object F defined over the open subset UN
′
=
⋃
i∈I U
N ′
i , for some
N ′ ≫ 0. There exists ε > 0 such that Ui,ε ⊂ U
N ′ for all i ∈ I. Then
the extension by 0 of F |UN′∩(M×R×]0,ε[) satisfies the conclusions of the
proposition. 
When we have two open subsets Λ′0 ⊂ Λ0 ⊂ Λ there exists a mor-
phism between the objects given by Proposition 19.2 for Λ0 and Λ
′
0. The
next result follows from Proposition 19.2 and part (ii) of Lemma 18.1.
Proposition 19.3. We consider the situation of Proposition 19.2 and
we let Λ′0 ⊂ Λ0 be an open subset such that (Λ,Λ
′
0) also satisfies
the assumption 17.1, with respect to the same family of open sub-
sets Ui, i ∈ I. We let V ′j , j ∈ Ji be as in the assumption 17.1
and we let F ′ ∈ (S(kΛ′0))cˇ be the restriction of F . We let ε > 0,
F ′ ∈ Db
(qdq
−1
pi (Λ))
(kM×R×]0,ε[) and isomorphisms
ϕ′i : F
′|Ui,ε
∼−→
⊕
j∈Ji∩J0
ΨUi(RΓV ′jFj [bj ])|Ui,ε, i ∈ I,
be given by Proposition 19.2 such that sqdq−1pi (Λ′0)(F
′) ∼−→ q−1(F ′). Then
there exists a unique morphism u : F −→ F ′ such that, for each i ∈ I,
u|Ui,ε is the sum of the morphisms induced by the natural morphisms
RΓVjFj −→ RΓV ′jFj, j ∈ Ji ∩ J0.
Theorem 19.4. Let Λ be a closed conic Lagrangian submanifold of
T ∗τ>0(M × R) which satisfies the conditions of Lemma 16.3. Then, for
any F ∈ S(kΛ) there exists F ∈ Db(kM×R) such that S˙S(F ) = Λ,
F |M×{t} ≃ 0 for t≪ 0 and sΛ(F ) ≃ F .
Proof. (i) By Remark 16.2 and Lemmas 6.7 and 17.2 we can assume
that Λ satisfies the hypothesis of Proposition 19.2. Let Λ+ ⊂ T ∗τ>0(M×
R × R>0) be the set defined in (16.4). We consider ε > 0 and F1 ∈
Db(kM×R×]0,ε[) with S˙S(F1) ⊂ Λ
+ ∩ T˙ ∗(M ×R× ]0, ε[) given by Propo-
sition 19.2. By the equivalence of categories (16.7) there exists F2 ∈
Dlb(kM×R×R>0) extending F1 and such that S˙S(F2) ⊂ Λ
+. Since F1 is
bounded, Lemma 16.7 says that F2 is also bounded.
We choose A,B such that Λ ⊂ T ∗(M × ]A,B[). By (a) of Propo-
sition 19.2 we have supp(F1) ⊂ M × [A,+∞[ × ]0, ε[. We also have
S˙S(F2) ⊂ Λ+ ⊂ T ∗(M × ]A,+∞[ × R>0) and it follows that F2 is lo-
cally constant on M × ]−∞, A[ × R>0. Since F2 coincides with F1 on
M × R× ]0, ε[ we obtain that supp(F2) ⊂ [A,+∞[× R>0.
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We also have sqdq−1pi (Λ)(F2)
∼−→ q−1(F) in S(kqdq−1pi (Λ)), where q
−1 is
defined in (19.1).
(ii) We choose u > 2+B−A and we let iu : M×R×{u} −→ M×R×R>0
be the inclusion. In the notations of (16.4) we have (iu)d((iu)
−1
π (Λ
+)) =
Λu = Λ∪T ′u(Λ). We have Λ ⊂ T
∗(M × ]−∞, B[) and T ′u(Λ) ⊂ T
∗(M ×
]B + 2,+∞[).
We set F3 = (i
−1
u F2)|M×]−∞,B+2[. By (i) we have S˙S(F3) ⊂ Λ,
supp(F3) ⊂ [A,B + 2[ and sΛ(F3) ∼−→ F .
We choose a diffeomorphism f : R −→ ]−∞, B +2[ such that f is the
identity on ]−∞, B[ and we set F = (idM × f)−1(F3). Then F satisfies
the conclusions of the theorem. 
20. Restriction at infinity
Let Λ be a closed conic Lagrangian submanifold of T ∗τ>0(M × R)
which satisfies the conditions of Lemma 16.3 or, more generally, the
conclusions of Lemma 16.4.
Since Λ/R>0 is compact we can choose A > 0 such that Λ ⊂
T ∗τ>0(M × ]−A,A[). Then, for any F ∈ D
lb
Λ (kM×R), the restrictions
F |M×]−∞,−A[ and F |M×]A,+∞[ have locally constant cohomology sheaves.
Definition 20.1. For F ∈ DlbΛ (kM×R) we define F−, F+ ∈ D
lb(kM) by
F− = F |M×{−t}, F+ = F |M×{t}, for any t ∈ [A,+∞[. Then F−, F+ are
indeed independent of t ∈ [A,+∞[ and have locally constant cohomol-
ogy sheaves. We let DlbΛ,+(kM×R) be the full subcategory of D
lb
Λ (kM×R)
consisting of the F such that F− ≃ 0.
For F ∈ DlbΛ,+(kM×R) we have by definition
(20.1) F |M×]A,+∞[ ≃ F+ ⊠ k]A,+∞[, F |M×]−∞,−A[ ≃ 0.
Lemma 20.2. Let F ∈ Dlb(kM×R). We assume that there exists A > 0
such that supp(F ) ⊂ M × [−A,A]. We also assume either SS(F ) ⊂
T ∗τ≥0(M × R) or SS(F ) ⊂ T
∗
τ≤0(M × R). Let pM : M × R −→ M be the
projection. Then RpM !(F ) ≃ RpM ∗(F ) ≃ 0.
Proof. By base change we may assume that M is a point. Then the
result follows from the “Morse lemma” Corollary 2.7. 
Theorem 20.3. Let F, F ′ ∈ DlbΛ,+(kM×R). We let F+, F
′
+ ∈ D
lb(kM)
be their restrictions to M × {t}, t≫ 0, as in Definition 20.1. Then
(20.2) RHom(F, F ′) ∼−→ RHom(F+, F
′
+).
In particular the functor DlbΛ,+(kM×R) −→ D
lb(kM) given by F 7→ F+ is
fully faithful and we have: F ≃ F ′ if and only if F+ ≃ F ′+.
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Proof. Let pM : M×R −→M be the projection. Let us choose A > 0 so
that (20.1) holds for F and F ′ and let u > 2A. Hence supp(Tu∗F
′) ⊂
M×]A,+∞[ and we obtain by Corollary 16.6 (applied with M = M ,
α = idM)
RHom(F, F ′) ≃ RHom(F, Tu∗F
′)
≃ RHom(p−1M (F+), Tu∗F
′)
≃ RHom(F+,RpM ∗Tu∗F
′).
(20.3)
Let us set G = (Tu∗F
′)⊗ kM×]−∞,A+u[. By (20.1) we know that Tu∗F
′
has locally constant cohomology sheaves in a neighborhood ofM×{A+
u}. We deduce that SS(G) ⊂ T ∗τ≥0(M ×R). By Lemma 20.2 we obtain
RpM∗(G) ≃ 0. By (20.1) again we have the distinguished triangle
G −→ Tu∗F
′ −→ F ′+ ⊠ k[A+u,+∞[
+1
−→. Hence we obtain RpM∗Tu∗F
′ ≃
RpM∗(F
′
+ ⊠ k[A+u,+∞[) ≃ F
′
+ and (20.3) translates into (20.2). 
Theorem 20.4. We assume moreover that Λ/R>0 is compact. Let
F, F ′ ∈ DbΛ,+(kM×R). Then we have an isomorphism
(20.4) RHom(F, F ′) ∼−→ RΓ(Λ;µhom(F, F ′)).
Its composition with (20.2) gives a canonical isomorphism
(20.5) RHom(F+, F
′
+) ≃ RΓ(Λ;µhom(F, F
′)).
Proof. The second isomorphism follows from the first and from (20.2).
Let us prove that the natural morphism (20.4) is an isomorphism.
Let Λ+ ⊂ T ∗τ>0(M × R × R>0) be the set defined in (16.4). By
Lemma 13.7 ΨM×R(F ) and ΨM×R(F
′) belong to DbΛ+(kM×R×R>0). The
isomorphism (16.8) and Theorem 15.7 give, setting Nε = M×R×]0, ε[,
H iRΓ(Λ;µhom(F, F ′)) ≃ lim−→
ε>0
H iRHom(ΨM×R(F )|Nε,ΨM×R(F
′)|Nε))
≃ H iRHom(F, F ′),
for any i ∈ Z. This implies (20.4). 
Remark 20.5. We have recalled in (5.2) that µhom admits a composi-
tion morphism (denoted by
µ
◦ in Notation 5.4) compatible with the com-
position morphism for RHom. In particular the isomorphism (20.4) is
compatible with the composition morphisms ◦ and
µ
◦. Since (20.2) is
clearly compatible with ◦, we deduce that (20.5) also is compatible
with ◦ and
µ
◦.
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21. The triangulated orbit category case
We checked in Sections 3 and 4 that the results we used in the cat-
egory Db(kM) have analogs in the category D
b
/[1](kM). In particular
we have already defined a Kashiwara-Schapira stack Sorb(kΛ) in this
situation. In the same way the results of Part 4 also hold in the trian-
gulated orbit category, except the gluing procedure of Section 18, since
the hypothesis of Lemma 18.1 makes no sense in this case. However we
can prove the existence part of Proposition 19.2 for the triangulated or-
bit category in Proposition 21.2 below. We first remark in Lemma 21.1
below that we can decompose Λ in two open subsets with vanishing
Maslov classes.
Lemma 21.1. Let X be a compact manifold and let c ∈ H1(X ;ZX).
Then there exist two open subsets U1, U2 of X such that U1, U2 and U1∩
U2 have a finite number of connected components and the restrictions
c|Ui ∈ H
1(Ui;ZUi) vanish, for i = 1, 2.
Proof. We represent the image of c in H1(X ;RX) by a 1-form α. Let
r : X ′ −→ X be the universal covering of X and let f : X ′ −→ R be a
primitive of r∗(α). Then, for any x1, x2 ∈ X ′ such that r(x1) = r(x2)
we have f(x1)−f(x2) = 〈c, γ〉, where γ is the loop at f(x1) determined
by x1, x2. Hence f(x1)− f(x2) is an integer and f descends to a map
g : X −→ S1 and we have c = g∗(δ), where δ ∈ H1(S1;ZS1) is the
canonical class.
We choose a covering of S1 by two open intervals I1, I2 such that
the boundaries points of I1 and I2 are regular values of g. We set
Ui = g
−1(Ii), i = 1, 2. Then the boundaries of U1, U2 and U1 ∩ U2
are smooth compact hypersurfaces, hence with a finite number of con-
nected components. We see also that the boundaries of two distinct
components of U1 (or U2 or U1 ∩ U2) are disjoint. Hence U1, U2 and
U1 ∩ U2 have a finite number of components. By construction we have
c|Ui = g
∗(δ|Ii) = 0. 
Proposition 21.2. Let Λ ⊂ T ∗τ>0(M×R) be a closed conic Lagrangian
submanifold which satisfies the conditions of Lemma 16.3. Let F ∈
S
orb(kΛ). Then there exist ε > 0 and F ∈ Db/[1](kM×R×]0,ε[) such that
(a) supp(F ) ⊂ γ ⋆ π˙M×R(Λ) and S˙S(F ) ⊂ qdq−1π (Λ) ∪ rdr
−1
π (Λ),
(b) we have sqdq−1pi (Λ)(F ) ≃ q
−1(F) in Sorb(kqdq−1pi (Λ)).
Proof. We letm ∈ H1(Λ;ZΛ) be the Maslov class of Λ. By Lemma 21.1
we can find two open subsets Λ0, Λ1 of Λ such that m|Λ0 = m|Λ1 = 0.
By Lemma 17.2, up to moving Λ by a Hamiltonian isotopy, we can
choose a family of open subsets Ui, i ∈ I, of M × R such that (Λ
0,Λ)
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and (Λ1,Λ) satisfy the assumption 17.1 with respect to this family.
With the notations of the assumption 17.1 we set J =
⊔
Ji and we set
for short Λj = Λi,j. We can assume that Λ
0 and Λ1 are unions of some
Λj, that is, Λ
0 =
⋃
j∈J0 Λj and Λ
1 =
⋃
j∈J1 Λj for J
0, J1 ⊂ J .
Then we can decompose Λ0 ∩ Λ1 = Λ+ ⊔ Λ− and represent m by
a Cˇech cocycle {cj,j′}j,j′∈J such that cj,j′ = 1 if Λj ∩ Λj′ ⊂ Λ− and
cj,j′ = 0 else.
By Propositions 19.2 and 19.3 there exist ε > 0 and objects, F a, of
Db(Λa)(kM×R×]0,ε[), for a = 0, 1,+,−, such that F
a represents F|Λa and
such that we have morphisms
ϕ+0 : F
0 −→ F+, ϕ−0 : F
0 −→ F−, ϕ+1 : F
1 −→ F+, ϕ−1 : F
1 −→ F−[1],
which induce isomorphisms in the Kashiwara-Schapira stack.
In Db/[1](kM×R×]0,ε[) we have F
− ≃ F−[1] and we can define F ∈
Db/[1](kM×R×]0,ε[) by the distinguished triangle
F −→ F 0 ⊕ F 1
(
ϕ+0 ϕ
−
0
ϕ+1 ϕ
−
1
)
−−−−−−→ F+ ⊕ F−
+1
−→ .
Then F satisfies the required properties. 
The results of Section 16 also hold for the category Db/[1] and we
deduce the analogs of Theorems 19.4 and 20.3.
Theorem 21.3. Let Λ ⊂ T ∗τ>0(M ×R) be a closed conic connected La-
grangian submanifold which satisfies the conditions of Lemma 16.3.
Let F ∈ Sorb(kΛ). Then there exists F ∈ Db/[1](kM×R) such that
˙SSorb(F ) = Λ, F |M×{t} ≃ 0 for t≪ 0 and sorbΛ (F ) ≃ F .
Theorem 21.4. Let F, F ′ ∈ Db/[1],Λ(kM×R). We assume that
˙SSorb(F ),
˙SSorb(F ′) ⊂ Λ and that F |M×{t} ≃ F
′|M×{t} ≃ 0 for t ≪ 0. We define
F+, F
′
+ ∈ D
b
/[1](kM) by F+ = F |M×{t}, F
′
+ = F
′|M×{t}, for any t ≫ 0.
Then we have the isomorphism
(21.1) HomDb
/[1]
(kM×R)
(F, F ′) ∼−→ HomDb
/[1]
(kM )
(F+, F
′
+).
In particular F ≃ F ′ if and only if F+ ≃ F ′+.
Part 5. Topological consequences
In this part we letM be a connected manifold and Λ ⊂ T ∗τ>0(M×R)
a closed conic connected Lagrangian submanifold which satisfies the
conditions of Lemma 16.3. We recall that this means that Λ is obtained
from a compact exact Lagrangian submanifold Λ˜ ⊂ T ∗M by adding a
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variable. We recover results of [3] and [2] which say that the projection
Λ −→ M is a homotopy equivalence, assuming the vanishing of the
Maslov class of Λ, and also [11] which says that, indeed, the Maslov
class of Λ vanishes. We also see that the relative Stiefel-Whitney class
of Λ vanishes.
22. Poincare´ groups
We let πΛ : Λ −→ M be the projection to the base and we denote by
π1(πΛ) : π1(Λ) −→ π1(M) the induced morphism of Poincare´ groups.
Proposition 22.1. The morphism π1(πΛ) : π1(Λ) −→ π1(M) is injectif.
Proof. (i) We set k = Z/2Z and G = π1(Λ). We let ρ : G −→ GL(k[G])
be the regular representation of G. This means that k[G] is the vector
space with basis {eg}g∈G and the action of G is given by g · eh = egh,
for all g, h ∈ G. We let Lρ be the local system on Λ with stalks k[G]
corresponding to this representation ρ.
(ii) By Proposition 12.5 we have a unique simple object F0 ∈ Sorb(kΛ).
Then the functor µhomε(F0, ·) induces an equivalence Sorb(kΛ) ∼−→
Loc(kΛ). We let Fρ ∈ Sorb(kΛ) be the object associated with Lρ by this
equivalence. By Theorem 21.3, there exist F0, Fρ ∈ Db/[1](kM×R) such
that sorbΛ (F0) ≃ F0 and s
orb
Λ (Fρ) ≃ Fρ. We then have µhom
ε(F0, Fρ)|Λ ≃
Lρ. We define L0, L1 ∈ Db/[1](kM) by L0 = F0|M×{t} and L1 = Fρ|M×{t}
for t ≫ 0. We let p : M × R −→ M be the projection and we set F =
F0⊗εp−1L1 and F ′ = Fρ⊗εp−1L0. Then F |M×{t} ≃ L0⊗
εL1 ≃ F ′|M×{t}
for t≫ 0 and Theorem 21.4 implies
(22.1) F0 ⊗
ε p−1L1 ≃ Fρ ⊗
ε p−1L0.
(iii) As in Lemma 12.4, we let L′i be the sheaf on M associated with
the presheaf U 7→ HomDb
/[1]
(kU )
(kU , Li), for i = 0, 1. Then L
′
0 and L
′
1
are local systems on M . Applying sorbΛ to (22.1) and the equivalence
S
orb(kΛ) ∼−→ Loc(kΛ), we find π
−1
Λ L
′
1 ≃ Lρ ⊗ π
−1
Λ L
′
0.
(iv) We let ρ′0 and ρ
′
1 be the representations of π1(M) corresponding to
the local systems L′0 and L
′
1. They induce representations ofG = π1(Λ),
say ρ′′0 and ρ
′′
1, through the morphism π1(πΛ). Then the result of (iii)
gives the isomorphism of representations of G, ρ′′1 ≃ ρ⊗ρ
′′
0. We restrict
these representations to the subgroup K = ker(π1(πΛ)) of G. Then
ρ′′0|K and ρ
′′
1|K are trivial representations and we deduce that ρ|K also
is trivial. Since ρ is a faithful representation of G, this gives K = {1},
as required. 
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Let r : M ′ −→M be a covering. The derivative of r induces a covering
r′ : T ∗M ′ −→ T ∗M . We let Λ′0 be a connected component of r
′−1(Λ′).
Then Λ′0 −→ Λ is a covering and π1(Λ
′
0) is a subgroup of π1(Λ). We
have the commutative diagram
(22.2)
π1(Λ
′
0)
  //

π1(Λ) _
π1(πΛ)

π1(M
′) // π1(M),
where π1(πΛ) is injective by Proposition 22.1. This implies that the
morphism π1(Λ
′
0) −→ π1(M
′) is injective. In particular, if M ′ is the
universal cover of M , then π1(Λ
′
0) vanishes, that is, Λ
′
0 is the universal
cover of Λ.
We denote by mΛ the Maslov class of Λ, which is a group morphism
mΛ : π1(Λ) −→ Z.
Corollary 22.2. We assume that mΛ 6= 0. Then there exist covering
maps f : M0 −→ M1, g : M1 −→ M where f is a cyclic cover of group Z
and closed conic connected Lagrangian submanifolds Λi ⊂ T˙
∗(Mi × R)
for i = 0, 1, such that the derivatives of f and g induce a cyclic cover
of group Z, Λ0 −→ Λ1, and an isomorphism Λ1 ∼−→ Λ:
(22.3)
Λ0
Z
//

Λ1
∼
//

Λ

M0
Z
f
// M1 g
// M.
Moreover the isomorphism Λ1 ∼−→ Λ identifies the Maslov classes of Λ1
and Λ and the Maslov class of Λ0 is zero.
Proof. We set K = ker(mΛ). Since mΛ 6= 0 we have π1(Λ)/K ≃ Z.
We let M ′ be the universal cover of M and we define Λ′0 as in the
diagram (22.2). Hence Λ′0 is the universal cover of Λ. Since K and
π1(Λ) are subgroups of π1(M) they act freely on M
′. These actions
commute with their actions on Λ′0 through the map Λ
′
0 −→ M . We
obtain the diagram of quotient manifolds
Λ′0 //

Λ′0/K
f ′
//

Λ′0/π1(Λ)

M ′ // M ′/K
f
// M ′/π1(Λ),
where f ′ and f are covering maps with group π1(Λ)/K ≃ Z. We set
Λ0 = Λ
′
0/K, M0 = M
′/K, Λ1 = Λ
′
0/π1(Λ) and M1 = M
′/π1(Λ). Then
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Λ1 is identified with Λ since it is the quotient of the universal cover of
Λ by its Poincare´ group. This gives the diagram (22.3). The claim on
the Maslov classes follows easily. 
23. Vanishing of the Maslov class
We recall that mΛ : π1(Λ) −→ Z is the Maslov class of Λ. Since Λ
satisfies the conditions of Lemma 16.3, it is actually obtained from a
compact exact Lagrangian submanifold Λ˜ ⊂ T ∗M by adding a variable.
We have Λ˜ ≃ Λ/R>0. Hence Λ and Λ˜ are homotopic and we can see
that they have the same Maslov class. In [11] Kragh and Abouzaid
(using a result of [1]) prove that the Maslov class of any compact exact
Lagrangian submanifold of a cotangent bundle vanishes. Now we can
give a new proof of this result.
Theorem 23.1. We have mΛ = 0.
Proof. (i) We set k = Z/2Z. We apply Corollary 22.2 and we replace
M by M1. Hence we have cyclic covers of group Z
(23.1)
Λ0
Z
//

Λ
πΛ

M0
Z
f
// M
such that mΛ0 = 0. Hence have an exact sequence π1(Λ0) −→ π1(Λ)
mΛ−−→
Z. The diagram (23.1) induces the isomorphisms π1(Λ)/π1(Λ0) ≃ Z ≃
π1(M)/π1(M0) and we deduce that mΛ factorizes through a morphism
m : π1(M) −→ Z such that ker(m) ≃ π1(M0).
We let c ∈ H1(M ;Z) be the cohomology class corresponding to m.
Then π∗Λ(c) is the Maslov class of Λ (viewed as a cohomology class)
and f ∗(c) = 0.
We will obtain a contradiction by constructing a quantization G of
Λ0 on M0 × R with opposite properties: (i) G should be unbounded
because of the non-vanishing of c and (ii) G sould be bounded because
G|M0×{t}, t≫ 0, is a locally bounded locally constant object.
The construction of G consists in checking that Theorem 19.4 holds
when we replace M by a cyclic cover.
(ii) By Lemma 21.1 there exist two open subsets U1, U2 of M such
that U1, U2 and U1∩U2 have a finite number of connected components
and the restrictions c|Ui ∈ H
1(Ui;ZUi) vanish, for i = 1, 2. We can
decompose U1 ∩ U2 = V+ ⊔ V− into two disjoint open subsets such
that c is represented by the Cˇech cocyle c12 : U12 −→ Z (c12 is a locally
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constant function) with values 0 on V+ and d on V−, for some d ∈ Z.
Since mΛ 6= 0 we have d 6= 0.
For ε > 0 we set Uεi = Ui × R× ]0, ε[ and Λ
ε
i = T
∗Uεi ∩ (qdq
−1
π (Λ) ∪
rdr
−1
π (Λ)) for i = 1, 2, and V
ε
± = V± × R × ]0, ε[. By Proposition 19.2
there exist ε > 0 and Fi ∈ Db(kUεi ) for i = 1, 2, such that S˙S(Fi) = Λ
ε
i ,
Fi is simple along Λ
ε
i and we have isomorphisms ϕ+ : F1|V ε+
∼−→ F2|V ε+
and ϕ− : F1|V ε−
∼−→ F2|V ε−[d].
(iii) We set Mε0 = M0 × R× ]0, ε[. The action of Z on M0 induces an
action on Mε0 . For n ∈ Z we denote by ψn : M
ε
0 −→M
ε
0 the action of n.
We set U ′i = f
−1(Uεi ), i = 1, 2, and we decompose U
′
i =
⊔
n∈Z U
n
i in
such a way that f identifies each Uni with Ui × R and U
n
i = ψn(U
0
i ).
We can also assume that f identifies U01 ∩U
0
2 with V+ and U
0
1 ∩U
1
2 with
V−.
We define Gi on U
′
i by Gi|Uni = (f
−1(Fi))|Uni [nd]. Then the isomor-
phisms ϕ± of (ii) induce an isomorphism ϕ : G1|U ′12
∼−→ G2|U ′12 . We let
ji, j12 be the inclusions of U
′
i , U
′
12 in M
ε
0 . We define G
′ ∈ D(kMε0 ) by
the distinguished triangle
G′ −→ Rj1∗G1 ⊕ Rj2∗G2
(ϕ,−id)
−−−−→ Rj12∗(G2|U ′12)
+1
−→ .
Then G′ is simple along qdq
−1
π (Λ0) ∪ rdr
−1
π (Λ0) and we have isomor-
phisms ψ−1n (G
′) ≃ G′[nd], for each n ∈ Z. Since F1 and F2 are bounded,
G′ is locally bounded.
(iv) We apply Lemma 16.4 to Λ and we obtain a homogeneous Hamil-
tonian isotopy φ of T˙ ∗(M × R) which keeps Λ fixed and translates
T ′1(Λ) vertically. Lifting φ to T˙
∗(M0 × R) we see that Λ0 satisfies the
conclusions of Lemma 16.4. Hence we can apply Corollary 16.5 to Λ0
and we deduce from the object G′ ∈ Dlb(kMε0 ) defined in (iii) an ob-
ject G ∈ Dlb(kM0×R) which is simple along Λ0 and such that we have
isomorphisms ψ−1n (G) ≃ G[nd], for each n ∈ Z.
We define G+ = G|M0×{t0} for t0 ≫ 0 as in Definition 20.1. The-
orem 20.3 gives RHom(G,G) ∼−→ RHom(G+, G+). Since G 6≃ 0 it
follows that G+ 6≃ 0. We also know that G+ has locally constant co-
homology sheaves and is locally bounded (since G is). Since M0 is
connected we deduce that G+ is bounded.
The isomorphisms ψ−1n (G) ≃ G[nd] give ψ
−1
n (G+) ≃ G+[nd], for all
n ∈ Z. Since G+ is bounded and non zero, we obtain d = 0 but this
contradicts the hypothesis mΛ 6= 0. 
QUANTIZATION OF LAGRANGIAN SUBMANIFOLDS 101
24. Behaviour at infinity
We recall the notation DbΛ,+(kM×R) of Definition 20.1 and F+ =
F |M×{t0} for t0 ≫ 0, for F ∈ D
b
Λ,+(kM×R).
Proposition 24.1. We assume that k = Z or k is a finite field. Let
F ∈ DbΛ,+(kM×R). We assume that F is simple along Λ. Then F+
is concentrated in one degree, say i, and H iF+ is a local system with
stalks isomorphic to k.
Proof. (i) We first assume that k is a finite field. Let us prove that F+
is concentrated in one degree. Let a ≤ b be respectively the minimal
and maximal integers i such that H iF+ 6≃ 0. By Lemma 6.18 the local
systems H iF+ are of finite rank. Since k is finite we can find a finite
cover r : M ′ −→ M such that r−1(H iF+) are trivial, for i = a, b. We set
F ′ = (r×idR)−1F and Λ′ = d(r×idR)−1(Λ). Then r−1(H iF+) ≃ H iF ′+,
F ′ is simple along Λ′ and we have µhom(F ′, F ′) ≃ kΛ′ . Since Λ′/R>0
is compact, Theorem 20.4 gives
(24.1) RHom(F ′+, F
′
+) ≃ RΓ(Λ
′;kΛ′).
On the other hand the complex G = RHom(F ′+, F
′
+) is concentrated in
degrees greater than a − b and Ha−bG ≃ Hom(HaF ′+, H
bF ′+) is a non
zero constant sheaf. Hence Ha−bRHom(F ′+, F
′
+) is non zero. By (24.1)
we deduce that Ha−bRΓ(Λ′;kΛ′) also is non zero, which implies a− b ≥
0. Hence a = b and F+ is concentrated in a single degree.
(ii) Now we prove that HaF+ is of rank one, that is, H
aF ′+ ≃ kM ′.
There exists d ≥ 1 such that HaF ′+ ≃ k
d
M ′ . The isomorphism 24.1
gives in degree 0:
(24.2) Hom(kd,kd) ≃ H0(Λ′;kΛ′).
By Remark 20.5 this isomorphism is compatible with the algebra struc-
tures of both terms. Let I be the set of connected components of
Λ′. We obtain |I| = d2. The natural decomposition H0(Λ′;kΛ′) ≃⊕
i∈I H
0(Λ′i;kΛ′i) gives an expression of the unit as a sum of orthogo-
nal idempotents, 1 =
∑
i∈I ei, where ei is the projection
ei : H
0(Λ′;kΛ′) −→ H
0(Λ′i;kΛ′i), i ∈ I.
We let mi ∈ Hom(kd,kd) be the image of ei by (24.2). The relation
1 =
∑
i∈I ei gives a decomposition of the identity matrix Id =
∑
i∈I mi
as a sum of |I| non-zero orthogonal projections, that is, m2i = mi and
mimj = 0, for i 6= j. We deduce that |I| ≤ d, that is, d2 ≤ d. Hence
d = 1, as claimed.
102 STE´PHANE GUILLERMOU
(iii) Now we assume that k = Z. By Lemma 6.18, for each i ∈ Z,
there exists di ∈ N such that the stalks of the local system H iF+ are
isomorphic to Zdi . We set G = F
L
⊗Z Z/2Z. Then G is simple along Λ
and G+ ≃ F+⊗ZZ/2Z. In particular the stalks ofH iG+ are isomorphic
to (Z/2Z)di . By (i) and (ii) we deduce that there exists a ∈ Z such
that di = 0 for all i 6= a and da = 1, as claimed. 
Corollary 24.2. We assume that k = Z or k is a finite field and
that S(kΛ) has at least one global simple object. Then the projection
Λ −→M induces an isomorphism RΓ(M ;kM) ∼−→ RΓ(Λ;kΛ).
Proof. We choose a simple object F ∈ S(kΛ). By Theorem 19.4
there exists F ∈ DbΛ,+(kM×R) such that sΛ(F ) ≃ F . By Proposi-
tion 24.1 F+ is concentrated in one degree, say i, and H
iF+ is a lo-
cal system with stalks isomorphic to k. Hence RHom(F+, F+) ≃ kM
and RHom(F+, F+) ≃ RΓ(M ;kM). Since F is simple we also have
µhom(F, F )|Λ ≃ kΛ. By Theorem 20.4 we deduce an isomorphism
(24.3) RΓ(M ;kM ) ≃ RΓ(Λ;kΛ).
By construction (24.3) is given by taking the global sections in the
bottom morphism of the commutative diagram:
kM×R
a
//
b

R(π˙M×R)∗(kλ)
c≀

RHom(F,F )
∼
// R(πM×R)∗µhom(F,F )
// R(π˙M×R)∗(µhom(F,F )|Λ),
where b and c map the sections 1 to the identity morphisms. When
taking global sections, b and c induce isomorphisms and a induces the
natural morphism RΓ(M ;kM) −→ RΓ(Λ;kΛ) given by the projection of
Λ to the base M . The bottom horizontal arrow induces (24.3). This
shows that (24.3) is indeed induced by the projection to the base. 
Remark 24.3. We have seen in Corollary 11.9 that S(kΛ) has at least
one global simple object if the Maslov class of Λ and the image of its
relative Stiefel-Whitney class in H2(Λ;k×) is zero. By Theorem 23.1
the Maslov class vanishes in our case. Hence, when k = Z/2Z the
stack S(kΛ) has a global simple object and Corollary 24.2 gives: the
projection Λ −→ M induces an isomorphism
RΓ(M ;Z/2ZM ) ∼−→ RΓ(Λ;Z/2ZΛ).
25. Vanishing of the Stiefel-Whitney class
We have introduced a class rw2(λ0, λΛ) ∈ H2(Λ;Z/2ZΛ) in Defini-
tion 11.8 and Corollary 11.9, where λ0 is the fiber bundle of vertical
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directions (with respect to the projection πM×R) and λΛ the tangent
vector bundle of Λ.
Here we prove that rw2(λ0, λΛ) vanishes. For this we will use The-
orem 19.4 in the framework of twisted sheaves. Let c ∈ H2(M ;Z/2Z)
be given and let cˇ = {cijk}, i, j, k ∈, be a Cˇech cocycle representing c
with respect to a finite covering {Ui}i∈I of M . We view Z/2Z as the
multiplicative group {±1} and cijk = ±1, for all i, j, k.
Definition 25.1. A cˇ-twisted sheaf F on M is the data of sheaves
Fi ∈ Mod(kUi) and isomorphisms ϕij : Fj |Uij
∼−→ Fi|Uij satisfying the
condition
ϕij ◦ ϕjk = cijk ϕik.
The cˇ-twisted sheaves form an abelian category that we denote by
Mod(kcˇM). We denote by D
b(kcˇM ) its derived category.
The prestack U 7→ Mod(kcˇ|UU ) is a stack which is locally equiva-
lent to the stack of sheaves. The usual operations on sheaves extend
to twisted sheaves. In particular if cˇ, dˇ are Cˇech cocycles on M and
F ∈ Db(kcˇM), F
′ ∈ Db(kdˇM), we have a tensor product F
L
⊗F ′ ∈ D(kcˇ+dˇM )
and a homomorphism sheaf RHom(F, F ′) ∈ D(kdˇ−cˇM ). If f : M −→ N
is a morphism of manifolds and dˇ is a Cˇech cocycle on N with values
in {±1}, we have inverse images f−1, f ! : Db(kdˇN) −→ D
b(kf
∗dˇ
M ) and di-
rect images Rf∗,Rf! : D
b(kf
∗dˇ
M ) −→ D
b(kdˇN) with the usual adjunction
properties. The notion of microsupport also generalizes to the twisted
case (since this is a local notion and twisted sheaves are locally equiv-
alent to sheaves) with the same behaviour with respect to the sheaves
operations.
We can define a Kashiwara-Schapira stack S(kcˇΛ) and formulate a
version of Theorem 19.4 in this framework: for F ∈ S(kcˇΛ) there exists
F ∈ Db(kcˇM×R) such that S˙S(F ) = Λ, F |M×{t} ≃ 0 for t ≪ 0 and
s
cˇ
Λ(F ) ≃ F .
Proposition 25.2. The class rw2(λ0, λΛ) ∈ H2(Λ;Z/2ZΛ) is zero.
Proof. (i) We choose k = Z. By Corollary 24.2 and Remark 24.3 we
have H2(M ;Z/2ZM ) ∼−→ H2(Λ;Z/2ZΛ). We let c ∈ H2(M ;Z/2ZM)
be the inverse image of rw2(λ0, λΛ) by this isomorphism and we choose
a Cˇech cocycle cˇ representing c. Then the twisted Kashiwara-Schapira
stack S(kcˇΛ) has a simple global object and the twisted version of The-
orem 19.4 gives F ∈ DbΛ,+(k
cˇ
M×R) which is simple along Λ. By Propo-
sition 24.1 we have F+ ≃ L[d] where L ∈ Mod(kcˇM) is a twisted locally
constant sheaf with stalks isomorphic to Z and d is some integer.
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(ii) Now we prove that the existence of a locally constant L ∈ Mod(kcˇM)
as in (i) implies that cˇ is a boundary, that is, rw2(λ0, λΛ) = 0.
The cocycle cˇ is associated with a covering {Ui}i∈I of M . The object
L ∈ Mod(kcˇM) is given by sheaves Li ∈ Mod(kUi) and isomorphisms
ϕij : Lj |Uij
∼−→ Li|Uij , for any i, j ∈ I, such that ϕij ◦ ϕjk = cijk ϕik for
all i, j, k ∈ I. We can assume that Ui is contractible and that Uij is
connected for any i, j ∈ I. Since L is locally constant, we can choose
an isomorphism ϕi : L|Ui ≃ ZUi for each i ∈ I. Then the composition
bij = ϕiϕijϕ
−1
j is an isomorphism Z
∼−→ Z, that is, bij = ±1. We let bˇ be
the 1-cochain defined by {bij}i,j∈I . Then the equality ϕij◦ϕjk = cijk ϕik
says that cˇ is the boundary of bˇ, as required. 
26. A canonical quantization
Summing up the results of this part we obtain a canonical quan-
tization for any closed conic connected Lagrangian submanifold Λ ⊂
T ∗τ>0(M × R) which satisfies the conditions of Lemma 16.3.
Theorem 26.1. Let k be a ring with finite global dimension.
(i) There exists F ∈ DbΛ,+(kM×R) such that F− ≃ 0 and F+ ≃ kM .
(ii) The object F in (i) is unique up to a unique isomorphism: for
another such F ′ ∈ DbΛ,+(kM×R) we have a canonical isomor-
phism Hom(F, F ′) ≃ Hom(F+, F ′+) ≃ k.
(iii) The projection Λ −→ M yields an isomorphism RΓ(M ;kM) ∼−→
RΓ(Λ;kΛ).
Proof. (i) We first assume that k = Z. By Theorem 23.1 and Proposi-
tion 25.2 we know that mΛ = 0 and rw2(λ0, λΛ) = 0. By Theorem 19.4
there exists F 0 ∈ DbΛ,+(kM×R) which is simple along Λ. By Proposi-
tion 24.1 we have F 0+ ≃ L[d] where L ∈ Mod(kM) is locally constant
with stalks isomorphic to Z and d is some integer. Let p : M ×R −→ M
be the projection. Then F 1 = F 0 ⊗ p−1L⊗−1[−d] satisfies the required
properties. For a general ring k we set F = F 1
L
⊗ZM×R kM×R.
(ii) is given by Theorem 20.3.
(iii) is given by Corollary 24.2. 
In [2] Abouzaid gives a result more precise than Theorem 26.1: the
projection πΛ : Λ −→ M induces an isomorphism of the fundamental
groups. Since we already have an isomorphism between the cohomol-
ogy groups, it is enough to show that π1(Λ) −→ π1(M) is an isomor-
phism. It is equivalent to show that the inverse image by πΛ induces
an equivalence of categories Loc(kM) ∼−→ Loc(kΛ), for some field k.
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Proposition 26.2. Let k be a field. Let πΛ : Λ −→ M be the projec-
tion. Then the inverse image functor π−1Λ : Loc(kM) −→ Loc(kΛ) is an
equivalence of categories.
Proof. (i) We first prove that π−1Λ is fully faithful. Let F ∈ D
b
Λ,+(kM×R)
be the simple object given by Theorem 26.1. Since F is simple we have
µhom(F, F )|Λ ≃ kΛ and we deduce, for L, L′ ∈ Loc(kM),
(26.1) µhom(F ⊗ p−1L, F ⊗ p−1L′) ≃ Hom(π−1Λ L, π
−1
Λ L
′),
where p : M × R −→ M is the projection. We have (F ⊗ p−1L)+ ≃ L
and (20.5) together with (26.1) imply
Hom(L, L′) ≃ H0(Λ;µhom(F ⊗ p−1L, F ⊗ p−1L′))
≃ Hom(π−1Λ L, π
−1
Λ L
′),
which means that π−1Λ is fully faithful.
(ii) We prove that π−1Λ is essentially surjective. Let L1 ∈ Loc(kΛ) be
given. We recall that the functor µhom(F, ·) induces an equivalence
S(kΛ) ∼−→ Loc(kΛ) (see Proposition 6.6, where the induced functor
is denoted µhom(F, ·)). Hence there exists L1 ∈ S(kΛ) such that
µhom(F,L1) ≃ L. By Theorem 19.4 there exists F1 ∈ Db(kM×R) such
that sΛ(F1) ≃ L1. Then we have µhom(F, F1)|Λ ≃ L1.
We set L = (F1)+ ∈ Db(kM). Then S˙S(L) = ∅ and, since F+ ≃ kM ,
we also have L ≃ (F ⊗ p−1L)+. Hence (F1)+ ≃ (F ⊗ p−1L)+ and
Theorem 20.3 gives F1 ≃ F ⊗ p−1L. We deduce
µhom(F, F1)|Λ ≃ µhom(F, F ⊗ p
−1L)|Λ ≃ π
−1
Λ L.
Hence L1 ≃ π
−1
Λ L. This proves that L is concentrated in degree 0.
Since S˙S(L) = ∅ we have L ∈ Loc(kM) and L1 ∈ π
−1
Λ (Loc(kM)). 
As already remarked, Theorem 26.1 and Proposition 26.2 imply
Corollary 26.3. The projection Λ −→M is a homotopy equivalence.
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