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ABSTRACT 
Let C = (c,,) be an m x n matrix with real entries. Let b be any nonzero 
m-vector. Let K={s:Cs=b, ~20) be bounded. Let x=(xlrx2,...,x,,), y= 
(y,, yz,. . , y,,) be two nonnegative vectors with y E k’ and xi = 0 = y, = 0 for any 
coordinate j. Then it is shown that there exists a T E K and positive numbers 
z,, z2,. , z,,, such that vj = x jn:l; 1 ~$81 for all j. This theorem slightly generalizes a 
theorem of Darroch and Ratcliff in loglinear models with a completely different proof 
technique. The proof relies on an extension of a topological theorem of Kronecker to 
set valued maps and the duality theorem of linear programming. Many theorems in 
scaling of matrices and multidimensional matrices are direct consequences of this 
theorem. The main idea is to associate a suitable zero-one matrix of transportation 
with any multidimensional matrix. Some motivations for scaling applications are also 
discussed. 
INTRODUCTION 
Given a matrix A =(aij)mxn and given positive numbers xl, x2,. . . , x ,,,, 
Yl? Y2>. .* a Yn> the matrix B = (aijziyj),x, is called a scaling of A. Under 
sca!ing the zero pattern of the entries remains unchanged. Often, the 
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problem is to select scales such that the matrix B lies in a convex set K. In 
many practical problems, the convex set is a polyhedron, such as K = { B : B 
= ( bij), bij > 0, Ij bij = ri, Xi b,, = cj}. Such a situation occurs in budget 
allocation problems 1191. Here A represents the past budget and B represents 
the unknown future budget with certain restrictions on the row sums and 
column sums. We have a similar situation in computed tomography and 
image reconstruction [12, 141. Suppose the three dimensional matrix A = 
(aijk) is a fine grid discretization of the tumor intensity at location (i, j, k). 
After unit time, the growth of tumor results in a new matrix B = (hi jk). The 
matrix A could have been observed during an operation. However, the 
matrix B could only be partially observed after the operation. For example, 
an X-ray mechanism might measure the intensity Cj & bijk = r,, . . . , C, C, h, jk 
= s j, etc. In many situations it could also measure along diagonal rays such as 
ccj+k-, bijk for each given i and c, etc. Sometimes the linear constraints 
might themselves fix a unique matrix B. Otherwise one may use an extrane- 
ous criterion to select a B. 
In the statistical literature the least squares principle is used as an 
extraneous criterion [8]. In engineering and other literature one uses the 
so-called entropy maximization principle [4, 111. Sometimes a characteristic 
principle very specific to the problem at hand is also used to select a B. See 
[7, 8, 10, 131. 
Scaling the data matrix before using an algorithm is a standard practice in 
numerical analysis [25]. For example, when using Gaussian elimination to 
solve the matrix equation Ax = b, the numerical algorithm might accumulate 
roundoff errors, and the final solution might be far removed from the solution 
to any matrix equation Ar = b, where A is near A. If the entries are too 
scattered, it has been observed that roundoff errors become significant. One 
possible solution is to consider a new matrix equation Cy = (1, where C = 
(aijiiqj) for some scales ,$i, Ez ,..., 5, and q,, q2 ,..., q,,, so that the entries of 
C are less scattered. Here y and d are scaled versions of x and b. 
Scaling problems were first considered by Sinkhom [21] (also see [22]) to 
estimate the transition probabilities of a finite Markov chain. Bacharach [l] 
used them to correct for changing input-output coefficients of a Leontief 
system. Nonlinear operator approaches were initiated by Brnaldi, Parter, and 
Schneider [6]. Recently, efficient algorithms have been proposed by Parlet 
and Landis [li’] and Broyden and Raghavan [5]. 
Bapat [3] and independently Raghavan [18] considered the problem of 
scaling multidimensional matrices to achieve specific one dimensional 
marginals. Their proofs are quite different from each other, one relying on 
Kronecker’s topological theorem and the other on the duality theorem of 
linear programming. Neither proof could handle the general case allowing for 
zero entries. The following proof combines the two methods to furnish a 
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proof which takes care of the general case with zero entries. The proof 
actually extends the scaling of matrices to a more general setting. In fact we 
wiU slightly generalize a theorem of Darroch and Ratcliff in loglinear models. 
Its proof technique relies on extending the topological theorem of Kronecker 
to set valued maps and also applying the duality theorem of linear program- 
ming to generalized transportion matrices.’ The following is the main 
THEOREM 1. Let C = ( cij) be a real m X n matrix. Let b be any nonzero 
m-vector. Let K={lr:Cn=b, n>O} be bounded. Let x=(x1 ,..., x”), 
y=(y,,..., y,) be two nonnegative vectors with the same zero pattern, that 
is, xi = 0 ti yj = 0 for any coordinate j. Zf y E K, then there exists a 7~ E K 
where for some z1 > 0, z2 > O,..., z, > 0 
rj = xj ,fi Zflj, j = 1,2 >..*, n. 
1=-l 
Before we prove Theorem 1 we will briefly indicate how one can derive 
the following theorems of Brown [4], Sinkhom [21], Bacharach [l], Menon 
[15], and many others [8, 3, 181. 
THEOREM 2. Let x = (xii), Y = (yij) be two r X s matrices with rwnneg- 
ative entries. Let xij = 0 * yi = 0 fm any ij. Let the row sums and column 
sums of Y be positive. Then t h ere exist ul, u2,. . . , u,, vl, v2,. . . , vs, all posi- 
tive, such that D =(dij) = (xijuivj) has the same row sums and column 
sums as Y. 
The proof becomes free of notational confusion when we look at a simple 
situation, say for r = 2, s = 3. Let ri, ra be the row totals and ci, ca. cg the 
column totals of Y. We will associate with the problem the (0,l) matrix C 
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Now the set K = (n: CT = b, ‘7~ >, 0) is nonempty, as it contains Y = ( yij). 
Since K is bounded, Theorem 1 is applicable. For example if the positive 
variables u,, us, ul, u2, u3, are associated with the rows of C, then we have a 
r E K such that, say, 
7712 
100 1 o_ 
= x,2u1u2u1t12t13 - X12U,G2. 
In general we can see (v,~) = (xijuioj). This completes the proof of the 
theorem. 
THEOREM 3. Let X = (xi .k), Y = (Y,~~) be two r x s x t matrices with 
nonnegative entries and with t h e same zero pattern (i.e. x,~~ = 0 = yiik = 0). 
Zf the one dimensional margin& EjC, y,jk = r,% Z:,Ck yijk = cj, CiCj yllk = t, 
are all positive, then there exist positive scalars u[, u2, . . . , c,, 
01, ug,...> us> Wl’.‘.’ w, such that (nijk) = (x,~~u~v~w~) has the same one 
dimensional murginuls as Y. 
The proof is more or less identical to the previous proof. Here we extend 
the transportation (0,l) matrix to satisfy the one-dimensional marginal re- 
quirements. For example, in a case (say) with r = 2, s = 3, t = 2, the column 
corresponding to (say) yD1 in C will be (0, l,O, 0, 1, 1, O)? Thus by Theorem 1 
01001 1 o_ 
%31= x231”1u2z)1~21)3w1w2 - x231”2uOwl~ 
In general (n, .k) = (x, jk~,~jwk). This shows that Theorem 3 is a direct 
consequence o f’ Theorem 1. 
REMARK. Bapat [3] and independently Raghavan [18] proved the above 
theorem, only for the special case when all the entries x,]~ and yilk are 
positive in X and Y respectively. 
We will need the following lemmas for the proof of Theorem 1. 
LEMMA 1. Let K={rER”:x>O, Ax=bj, whereA isa realmxn 
matrix and b a real m-vector. Let K be bounded. Let g: K -+ K he a 
continuous map such that for any x E K, x, = 0 * g i( x) = 0. Then g mups K 
onto K. 
The following proof is reproduced from Bapat’s thesis [2] for the sake of 
convenience. 
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Proof. We will assume that for any i E { 1,2,. . . , n }, there exist x and y 
in K such that x, f yi. For otherwise we may ignore the ith coordinate and 
work with R” - ‘. Let 8K be the relative boundary of K. That is, x E 8 K iff 
for any open ball B in R" containing x, the set B n (x: Ax = b} has points in 
K as well as points not in K. We will show that r3K is precisely the set of 
points in K with at least one zero coordinate. Suppose x E aK. If K has just 
one point, the theorem is trivial. Otherwise let x0 be a relative interior point 
of K. Points of the type x0 + X(x - x0) are in K for 0 < X < 1. If for some 
i; > 1 we have f = x0 + x(x - x0) E K, then x belongs to the line segment 
joining x” and the interior point x0, and therefore it is a relative interior 
point, a contradiction. Thus if h > 1 then x0 + X(X - x0) 4 K. Now 
A[x” + h(x - x0)] = b, and x0 + h(x - x0) has a negative coordinate for all 
A > 1. Thus x has a zero coordinate. 
Conversely suppose x E K and xi = 0 for some i. If the columns of A are 
independent, then K = {x}. Otherwise Ay = 0 for some y E R”. Further, we 
may assume that yi > 0. For if yi = 0 whenever Ay = 0, then for any two 
points x, z in K, we have xi = z i, contradicting the assumption made in the 
beginning. Now let B be an open ball in R" containing x. For any small 
c: > 0, the vector x - EY belongs to B n{x: Ax = b} and it has its ith 
coordinate negative. Thus x E JK. 
Now for any t E [O,l], define $t: K + K by (P,(X) = (1 -t)&(x)+ tx. 
Then (p, maps aK into itself. Also Cpo(x) = g(x) and Cpi(x) = x for all x E dK. 
Thus the map g: aK + a K is homotopic to the identity map. Now by a 
theorem of Kronecker [16] it follows that g maps K onto K. This completes 
the proof. n 
The next lemma, which generalizes the above lemma to set valued maps, 
is needed in the sequel. 
LEMMA 2. Let K = {x: x > 0, Ax = b, x E R”} be a convex polyhedra 
as in Lemmu 1. Let Cp : K --* ZK be a point to set map satisfying the 
following conditions: 
(i) For each x E K, Q(x) is a nonernpty closed bounded convex subset 
ofK. 
(ii) The map @ is upper semicontinuous, i.e., if x(“) + x, yen’ E a(~“), 
and y(“) + y, then y E Q(x). 
(iii) If the jth coordinate x j of x is zero, then for any y E Q(x) the jth 
coordinate yi = 0. 
Then for any u E K, the-re exists a z* E K such that u E Ca(z*). 
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Proof. Let Pk, k = 1,2,. . . be a fine mesh of simplicial partitions of the 
polyhedron K with the following properties: 
(i) If T E Pk, T is a simplex. 
(ii) For each k, the number of elements (simplexes) in Pk is finite. 
(iii) If T E Pk and if F is a proper face of T, then F E Pk. 
(iv) If T, E Pk, T, E Pk, then T, f~ T, is a face of TI and T2 or TI n T, = 0. 
(v) U, s p,T = K. 
(vi) If T E Pk and ;r, y are vertices of T, then [Ix - yl( < l/k. (Here I(./( 
is the Euclidean norm.) 
(vii) If Xck’ is the collection of all vertices of the simplexes in Pk, then 
Xtk’c Xck+l)c . . . , k = 1,2 ,... . 
(viii) Xc” 2 the set of all extreme points of K. 
We know that such a sequence of finer and finer simplicial partitions 
exists for any polyhedron K [21]. For each x E Xck’ choose any y E Q(x), 
and define a single valued mapping as follows: 
fkb) =Y if ~YEX(~I 
are the vertices of a smallest dimensional simplex T containing x = 
xi_, Xixjk’, where Xi > 0, Ci X, = 1. By assumption (iv), the smallest dimen- 
sional simplex in Pck) containing x is unique. Clearly fk: K + K is continu- 
ous. We claim fk : G’K -+ b’K. From Lemma 1 it is sufficient to prove that 
when u=(u,,..., u,)EK and uj=O, one has (fk(~))j=O. Let U= 
Cl=1 hixjk), where xik’, XL’), . . . , rck) are the vertices of the smallest dimen- 
sional simplex containing U. Since uj = 0 and r!“’ 2 0, the jth coordinate of 
each vertex r!“) is zero. By the conditions imposed on the upper semicontin- 
uous map a(x), the jth coordinate of any y E (P(rk), and in particular of 
fk(xlk)), is zero. Thus for u =Z:Xi,lk’, 
(fk( ~lhixik’jj i = Chi( fk( xi”‘)) j = 0. 
This proves our claim that fk : b'K + i?K. As in Lemma 1, fk is homotopic to 
the identity map. Now given any u E K, we have, by Lemma 1, some 
,zck) E K such that u = fk(zck)). Without loss of generality, zck) -+ .z*. Since 
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u = fk(zk) E a(~(~)) for all k and ztk) + .z*, we have u E a( z*), by the 
upper semicontinuity of ip. Hence the lemma. m 
We are now ready to prove Theorem 1. 
ProofofTheoreml. Let S={~:Cvr=b,~>,0, rj=Owhenever yj=O 
for any j }. Since y E S, the closed bounded convex set S is nonempty. For 
any h E S define 
i 
‘og( ‘j/hi) if xj>O, hi>O, 
pi(h)= 0 if xj=O (inthiscase hj=Owhen hES), 
log Co if xj>O, hj=O. 
Define OlogO = 0, Ologco = 0, 0+ 00 = 00. Let 
We claim that q(h) is well defined and nonempty. Since b z 0 and y E S, we 
havey#Oandthereforer#O.LetS=min{xj:rj~O}.SinceSisbounded, 
for any VI E S we have 0 < ri < L for all coordinates j for some L. Therefore 
pj 2 log(G/L). However, log(G/L) < 0. If pi >, 0, then pjrj > 0 > 
L log(G/L). If pj c 0 then 0 < - pj < - log(S/L) and 0 G rj < L, which 
implies - pj~j < - Llog(G/L). Thus in all cases, pjvrj > Llog(S/L) and in 
particular (p, n) > nL log(G/L). Let o = infasS(p, n). Clearly (Y < 
Cj hj log(x .,‘hj) -c A’ f or some N. [Here we notice that if hj = 0, 
hjlog(xj/ij) = 0. If rj = 0, pi = 0 by assumption.] Thus the infinum (Y is 
finite. Let (p, ml) -+ 0. Without loss of generality, B’ -+ IT*. If pj = co, then 
v,: E 0 for all T, and r.* =O. If pi is finite, pjr,r-+ pjrj*. Thus (p,r*) = 
inf(p, m). This shows tlJl at q(h) #0. More importantly, if hj = 0 and 5 E 
q(h), then Ej = 0; for otherwise if tj > 0, then xi > 0 and pj = w with 
(p, 6) = co, a contradiction to the assumption that [ E cp( h). Next, we will 
check that cp is upper semicontinuous. Let h’ + h* and gr E cp( h’), lrr --) r*. 
Suppose hT = 0. Then nj* = 0, for otherwise nj* > 2~ > 0. Therefore 7r,r > E 
for large T. When ?‘F > 0, we have r > 0 and pJ = log( x j/h;.) + cc. Thus 
p;rT -+ 00. For any other i we know &at plr: 2 L log( S/ L) and so ( p’, n’) 
-+ 00. However, n’ E cp(h’) and (p’, rr) < (p’, h’) < N for any r. This con- 
tradiction shows that when h* = 0, vrj* is also zero. If hT > 0, then pjv,? + 
pf7rj* [here pi* = log(r iih;If. Th us in all cases (p’, nr) + (p*, n*). Also, for 
any II ES, (p’, T) +(~*,a) as an extended real valued function. Now 
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(p’,~‘)<(p’,n) for all VES. Thus (~*,n*)=lim,(p’,a’)~lim,(p’,~)= 
CP*> n) for all 71 ES. This shows that 7r* E cp(h*) and cp(h*) is upper 
semicontinuous. Next we will check that p(h) is closed. Let rr E p(h) and 
rr --f TO. If pj = 0 then pin,! ---f pjrj “. If pi = log co, then 71; = 0 in r and 
pj~rrzO in r by our definition (Ologoo=O). Thus (p,r’)-‘(p,,r”) 
and r0 E q(h). Convexity is trivially satisfied. 
Continuing with our proof, the map ‘p: S + 2” satisfies the conditions of 
Lemma 2. Therefore, there exists an h* E S such that y E rp(h*). Let 
p* = p(h*) be the associated vector. We have y as an optimal solution to the 
linear programming problem 
subject to 
n* 
c cijrj=bi, i=1,2 ,..., m, 
j=l 
t cm+rl,7r~=0 (herecnr+l,j=Oif yj>Oandc,,+,,j=lif yj=O), 
j=l 
nj 2 0, j=1,2 )..., n. 
By the duality theorem of linear programming [24], we have an optimal 
solution to the dual satisfying complementary slackness conditions. Namely, 
there is an optimal solution to 
max c biwi 
subject to 
111 
C CijWi+C,+i,jW,+iGPPf, j=1,2,...,n. (**) 
i=l 
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If (zo:,...,w,*+l, is optimal for the dual, then the dual inequalities of the 
above step are exact equalities whenever yj > 0. When yj > 0, c,,,+ r,j = 0 
and we have 
c CijWi = p; = logs. 
i=l I 
Clearly since y E t&h*), when hy = 0 we have yj = 0, and therefore when 
xi > 0, we have yj > 0 and also hT > 0. This shows that p is finite when 
rj > 0. If exp( - wi) = z,, then taking exponents on both sides of the equa- 
tion Zicijwi=log(xj/h;), we get hl=xjIlizf’~ for all xj>O. When 
x j = 0, the equation trivially holds. This completes the proof of the theorem. 
REMARK 2. The condition that x and y have the same zero pattern 
cannot be dispensed with. The following is a counterexample. Let x be the 
matrix x = (xii) given by 
3 2 1 
r= i 10 2 0 0. 1  3 
Let Y be any doubly stochastic matrix. For any scale factors ui > 0, 
oj > 0, i, j = 1,2,3, the matrix H = (rijuioj) has the s zero pattern and 
% hence the permanent of H is zero. However, any doubly st hastic matrix has 
positive permanent. Thus H can never be doubly stochastic. 
REMARK 3. Our main theorem is a sharpening of a theorem of Darroch 
and Ratcliff [7]. In their theorem they assume xi > 0 for all i. (In their 
notation 4 > 0 for all i.) Our theorem allows for zero entries as well, In the 
problem of scaling matrices, zero entries have always been somewhat thorny 
to handle. While for the positive case the proof of the theorem by Darroch 
and Ratcliff is constructive, for the general case our proof is nonconstructive. 
For additional computationally efficient scaling algorithms for multidimen- 
sional matrices see Broyden and Raghavan [5]. 
REMARK 4. In image reconstruction and computed tomography one 
measures, via an X-ray machine, the total intensity along rays. Thus for the 
three dimensional nonnegative matrices A = (aijk) and B = ( bi .k) with the 
same zero pattern, if all the two dimensional marginals such as k, bijk = f;j> 
Ci bijk = gik, Ci bijk = bj, are specified for each pair (i, j), (j, k), (i, k), then 
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the same proof of Theorem 1 gives positive matrices (uij), ( ujk), (wik) such 
that the three dimensional matrix hijk = aijruijvjkwik satisfies the same two 
dimensional marginals as B. In particular H also has the same one dimen- 
sional marginals as B. The proof involves the same technique as in Theorem 
2. One associates a (0,l) matrix C with as many columns as the number of 
entries in B. The rows correspond to possible two dimensional marginals. 
With indices (i, j) a variable uij is associated. Similarly ojk, t(jik are intro- 
duced. The extension to higher dimensions with lower dimensional marginals 
is automatic. 
We wish to thank Professor R. A. Brualdi for some useful conversations 
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