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a b s t r a c t
In this paper, we consider the system of nonlinear quasi-mixed equilibrium problems. The
existence theorems of solutions of such problems are provided by considering the limit
point of an iterative algorithm. Thismeans,wenot only give the conditions for the existence
theorems of the presented problems but also provide the algorithm to find such solutions.
Moreover, the stability of such an algorithm is also discussed. The results presented in this
paper are more general, andmay be viewed as an extension, refinement and improvement
of the previously known results in the literature.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction and preliminaries
Let H be a real Hilbert space whose inner product and norm are denoted by ⟨·, ·⟩ and ‖ · ‖, respectively. Let Φ1,Φ2 :
H × H → H be given two bi-functions satisfying Φi(x, x) = 0 for all x ∈ H, i = 1, 2. Let Ti : H × H → H be a
nonlinear mapping for each i = 1, 2. In this work, let CC(H) be the family of all nonempty closed convex subsets ofH and
Ci : H → CC(H) be a point-to-set mapping which associate a nonempty closed convex set Ci(x)with any element x ofH ,
for each i = 1, 2. We consider the problem of finding (x∗, y∗) ∈ H ×H such that x∗ ∈ C1(x∗), y∗ ∈ C2(y∗) and
Φ1(x∗, z)+ ⟨T1(x∗, y∗), z − x∗⟩ ≥ 0, ∀z ∈ C1(x∗),
Φ2(y∗, z)+ ⟨T2(x∗, y∗), z − y∗⟩ ≥ 0, ∀z ∈ C2(y∗). (1.1)
Since in many important problems the closed convex set C also depends upon the solutions explicitly or implicitly, it is
worthmentioning that the problem of type (1.1) is of interest to study; see [1] for more details. Consequently, problem (1.1)
is called the system of nonlinear quasi-mixed equilibrium problems.
For each i = 1, 2 if the convex set C(u) is of the form
Ci(u) = mi(u)+ Ci, (1.2)
where Ci is a fixed closed convex set and mi is a point-to-point mapping, then problem (1.1) is equivalent to finding
(x∗, y∗) ∈ H ×H such that x∗ −m1(x∗) ∈ C1 and y∗ −m2(x∗) ∈ C2 and
Φ1(x∗, z)+ ⟨T1(x∗, y∗), z − x∗⟩ ≥ 0, ∀z ∈ C1(x∗),
Φ2(y∗, z)+ ⟨T2(x∗, y∗), z − y∗⟩ ≥ 0, ∀z ∈ C2(y∗). (1.3)
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A problem related to (1.3) was studied by Ding et al. [2]. Moreover, if we setm1 = m2 ≡ 0 then problem (1.3) is reduced to
finding x∗, y∗ ∈ C1 × C2 such that
Φ1(x∗, z)+ ⟨T1(x∗, y∗), z − x∗⟩ ≥ 0, ∀z ∈ C1,
Φ2(y∗, z)+ ⟨T2(x∗, y∗), z − y∗⟩ ≥ 0, ∀z ∈ C2, (1.4)
which is due to Cho and Petrot [3], when C1 = C2.
If for each i = 1, 2, let Si : H × H → H be the nonlinear mapping and ζ , ϑ are fixed positive real numbers. Let
T1(x, y) = ζ S1(y, x) + x − y, T2(x, y) = ϑS2(x, y) + y − x for all x, y ∈ H and Φi(x, z) = ψi(z) − ψi(x) for all x, z ∈ H ,
where ψi : H → R is a real valued function, for each i = 1, 2. Then problem (1.4) reduces to finding x∗, y∗ ∈ H such that⟨ζ S1(y∗, x∗)+ x∗ − y∗, z − x∗⟩ + ψ1(z)− ψ1(x∗) ≥ 0, ∀z ∈ C,
⟨ϑS2(x∗, y∗)+ y∗ − x∗, z − y∗⟩ + ψ2(z)− ψ2(y∗) ≥ 0, ∀z ∈ C, (1.5)
which is called the system of nonlinear mixed variational inequalities problems. A special case of problem (1.5), has been
studied by many authors; see [4–10] for examples. Evidently, the examples described above shown that a number of
classes of variational inequalities and related optimization problems can be obtained as special cases of the system of mixed
equilibrium problems (1.1).
Motivated and inspired by these works, in this paper, we provide the existence theorem for problem (1.1) and the
uniqueness of solution. The stability of the iterative algorithm and some important remarks are also discussed. To do so,
we need the following basic concepts and lemmas.
Definition 1.1 (Blum and Oettli [11]). A real valued bi-functionΦ : H ×H → R is said to be
(i) monotone if
Φ(x, y)+ Φ(y, x) ≤ 0, ∀x, y ∈ H;
(ii) strictly monotone if
Φ(x, y)+ Φ(y, x) < 0, ∀x, y ∈ H with x ≠ y;
(iii) upper hemicontinuous if
lim sup
t→0+
Φ(tz + (1− t)x, y) ≤ Φ(x, y), ∀x, y, z ∈ H .
Definition 1.2. A function f : H → R ∪ {+∞} is said to be lower semi-continuous at x0 if for all α < f (x0), there exists a
constant β > 0 such that
α ≤ f (x), ∀x ∈ B(x0, β),
where B(x0, β) denotes the ball with the center x0 and the radius β , i.e.,
B(x0, β) = {y : ‖y− x0‖ ≤ β}.
f is said to be lower semi-continuous if it is lower semi-continuous at every point of E.
Lemma 1.3 (Combettes and Hirstoaga [12]). Let C be a nonempty closed convex subset of H andΦ be a bi-function of H ×H
into R satisfying the following conditions:
(C1) Φ is monotone and upper hemicontinuous;
(C2) Φ(x, ·) is convex and lower semi-continuous for each x ∈ C.
Let ρ > 0 be fixed. Define a mapping JρΦ,C : H → C as follows:
JρΦ,C (x) = {w ∈ C : ρΦ(w, z)+ ⟨w − x, z − w⟩ ≥ 0, ∀z ∈ C},
for all x ∈ H . Then JρΦ,C is a single valued mapping.
Definition 1.4. LetM ⊂ H ×H be a set-valued mapping. ThenM is calledmonotone if for any (x1, y1), (x2, y2) ∈ M ,
⟨y1 − y2, x1, x2⟩ ≥ 0.
Lemma 1.5 ([3]). Let C be a nonempty closed convex subset of H . If Φ : H×H → R is a monotone function, then the operator
JρΦ,C is a non-expansive mapping, that is,
‖JρΦ,C (x)− JρΦ,C (y)‖ ≤ ‖x− y‖, ∀x, y ∈ H .
In this paper, we are interested in the following classes of nonlinear mappings.
Definition 1.6. A mapping T : H → H is said to be ν-strongly monotone if there exists a constant ν > 0 such that
⟨Tx− Ty, x− y⟩ ≥ ν‖x− y‖2, ∀x, y ∈ H .
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Definition 1.7. A mapping T : H ×H → H is said to be (τ , σ )-Lipschitz if there exist constants τ , σ > 0 such that
‖T (x1, y1)− T (x2, y2)‖ ≤ τ‖x1 − x2‖ + σ‖y1 − y2‖, ∀x1, x2, y1, y2 ∈ H .
2. The existence theorems
In this section we will provide the existence theorem for the solution of problem (1.1). We begin with an important
lemma,
Lemma 2.1. (x∗, y∗) ∈ H ×H is a solution of problem (1.1) if and only if
x∗ = JρΦ,C1(x∗)[x∗ − ρ1T1(x∗, y∗)],
y∗ = JρΦ,C2(y∗)[y∗ − ρ2T2(x∗, y∗)].
Proof. The proof directly follows from the definitions of JρΦ,C1(x∗) and J
ρ
Φ,C2(y∗). 
From Lemma 2.1, we see that the system of nonlinear quasi-mixed implicit equilibrium problems (1.1) is equivalent to
the fixed point problems:
x∗ = (1− λ)x∗ + λJρ1Φ1,C1(x∗)[x∗ − ρ1T1(x∗, y∗)]
y∗ = (1− λ)y∗ + λJρ2Φ2,C2(y∗)[y∗ − ρ2T2(x∗, y∗)]
(2.1)
where λ ∈ (0, 1) is a parameter. The fixed point formulation (2.1) enables us to suggest the following iterative scheme.
Algorithm (I). Let ρ1, ρ2 be fixed positive constants. For given (x0, y0) ∈ H ×H . Define {(xn, yn)} ⊂ H ×H by
xn+1 = (1− λ)xn + λJρ1Φ1,C1(xn)[xn − ρ1T1(xn, yn)],
yn+1 = (1− λ)yn + λJρ2Φ2,C2(yn)[yn − ρ2T2(xn, yn)],
(2.2)
where λ ∈ (0, 1) is a fixed parameter.
Of course, we will use Algorithm (I) as a tool for obtaining our main result, that is, the existence theorem solutions to
problem (1.1). To do this, from now on, we will assume the following condition:
Condition (∆). For each i = 1, 2 there exists ηi > 0 such that
‖JρΦ,Ci(u)z − J
ρ
Φ,Ci(v)
z‖ ≤ ηi‖u− v‖, ∀u, v, z ∈ H .
Remark 2.2. Let C be a closed convex subset of H . It is clear that Condition (∆) is satisfied for the case C(u) = C for all
u ∈ H , with η = 0. We also remark that Condition (∆) is true for the case C(u) = m(u)+ C , as defined by (1.2) whenm is a
µ-Lipschitz continuous and the functionΦ satisfiesΦ(x− y, z) = Φ(x, z − y) for all x, y, z ∈ C . Indeed, for each u, z ∈ H
we observe that
JρΦ,C(u)z = JρΦ,m(u)+Cz = m(u)+ JρΦ,C [z −m(u)]. (2.3)
It follows that
‖JρΦ,C(u)z − JρΦ,C(v)z‖ = ‖m(u)+ JρΦ,C [z −m(u)] −m(v)− JρΦ,C [z −m(v)]‖
≤ ‖m(u)−m(v)‖ + ‖JρΦ,C [z −m(u)] − JρΦ,C [z −m(v)]‖
≤ 2‖m(u)−m(v)‖ ≤ 2µ‖u− v‖,
this shows that Condition (∆) holds for η = 2µ.
Theorem 2.3. For each i = 1, 2, let Φi : H ×H → R be a monotone function and Ci : H → CC(H). Let T1 : H ×H → H
be a ν1-strongly monotone with respect to the first argument and (τ1, σ1)-Lipschitz mapping and T2 : H × H → H be a
ν2-strongly monotone with respect to the second argument and (τ2, σ2)-Lipschitz mapping. Suppose that there are positive real
numbers ρ1, ρ2 which satisfy the following condition:
(1− 2ρ1ν1 + ρ21τ 21 )
1
2 + ρ2τ2 < 1− η1,
(1− 2ρ2ν2 + ρ22τ 22 )
1
2 + ρ1σ1 < 1− η2.
(2.4)
Then the set of solution of problem (1.1) is a singleton.
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Proof. Since Jρ1Φ1,C1 and J
ρ2
Φ2,C2
are non-expansive mappings, we have the following estimate:
‖xn+1 − xn‖ ≤ (1− λ)‖xn − xn−1‖ + λ‖Jρ1Φ1,C1(xn)[xn − ρ1T1(xn, yn)] − J
ρ1
Φ1,C1(xn−1)[xn−1 − ρ1T1(xn−1, yn−1)]‖
≤ (1− λ)‖xn − xn−1‖ + λ‖Jρ1Φ1,C1(xn)[xn − ρ1T1(xn, yn)] − J
ρ1
Φ1,C1(xn)
[xn−1 − ρ1T1(xn−1, yn−1)]‖
+ λ‖Jρ1Φ1,C1(xn)[xn−1 − ρ1T1(xn−1, yn−1)] − J
ρ1
Φ1,C1(xn−1)[xn−1 − ρ1T1(xn−1, yn−1)]‖
≤ (1− λ(1− η1))‖xn − xn−1‖ + λ‖xn − xn−1 − ρ1[T1(xn, yn)− T1(xn−1, yn)]‖
+ λρ1‖T (xn−1, yn)− T (xn−1, yn−1)‖. (2.5)
Since for each w ∈ H the mapping T1(·, w) : H → H is a ν1- strongly monotone, and the mapping T1(w, ·) : H → H
is a τ1-Lipschitz, we obtain
‖xn − xn−1 − ρ1[T1(xn, yn)− T1(xn−1, yn)]‖2 = ‖xn − xn−1‖2 − 2ρ1⟨xn − xn−1, T1(xn, yn)− T1(xn−1, yn)⟩
+ ρ21‖T1(xn, yn)− T1(xn−1, yn)‖2
≤ ‖xn − xn−1‖2 − 2ρ1ν1‖xn − xn−1‖ + ρ21τ 21 ‖xn − xn−1‖2
= (1− 2ρ1ν1 + ρ21τ 21 )‖xn − xn−1‖2, (2.6)
and
‖T (xn−1, yn)− T (xn−1, yn−1)‖ ≤ σ1‖yn − yn−1‖. (2.7)
Consequently, from (2.5)–(2.7), we have
‖xn+1 − xn‖ ≤ (1− λ(1− η1))‖xn − xn−1‖ + λ(1− 2ρ1ν1 + ρ21τ 21 )
1
2 ‖xn − xn−1‖ + λρ1σ1‖yn − yn−1‖
= (1− λ(1− (η1 + θ1)))‖xn − xn−1‖ + λρ1σ1‖yn − yn−1‖, (2.8)
where θ1 = (1− 2ρ1ν1 + ρ21τ 21 )
1
2 .
Similarly, we have the following inequality
‖yn+1 − yn‖ ≤ (1− λ(1− (η2 + θ2)))‖yn − yn−1‖ + λρ2τ2‖xn − xn−1‖, (2.9)
where θ2 = (1− 2ρ2ν2 + ρ22σ 22 )
1
2 .
Consequently, from (2.8) and (2.9), we have
‖xn+1 − xn‖ + ‖yn+1 − yn‖ ≤ max{κ1, κ2}(‖xn − xn−1‖ + ‖yn − yn−1‖), (2.10)
where
κ1 = 1− λ[1− (η1 + θ1 + ρ2τ2)], κ2 = 1− λ[1− (η2 + θ2 + ρ1σ1)]. (2.11)
Now, define the norm ‖ · ‖+ onH ×H by
‖(x, y)‖+ = ‖x‖ + ‖y‖, ∀(x, y) ∈ H ×H .
Notice that (H ×H, ‖ · ‖+) is a Banach space and
‖(xn+1, yn+1)− (xn, yn)‖+ ≤ max{κ1, κ2}‖(xn, yn)− (xn−1, yn−1)‖+. (2.12)
By condition (2.4), we see that κ := max{κ1, κ2} < 1. Write an := (xn, yn). From (2.12) we have
‖an+1 − an‖+ ≤ κn ‖a1 − a0‖+ , (2.13)
for all n ≥ 1. Hence, for anym ≥ n > 1, it follows that
‖am − an‖+ ≤
m−1−
i=n
‖ai+1 − ai‖+ ≤
m−1−
i=n
κ i‖a1 − a0‖+. (2.14)
Since κ < 1, it follows from (2.14) that ‖am−an‖+ → 0 as n →∞ and hence {an} is a Cauchy sequence in (H×H, ‖ · ‖+).
Consequently, there exists (x∗, y∗) ∈ H × H such that (xn, yn) → (x∗, y∗) as n → ∞. Now we show that (x∗, y∗) is a
solution of problem (1.1). In fact, by Condition (∆), we note that
‖Jρ1Φ1,C1(xn)[xn − ρ1T1(xn, yn)] − J
ρ1
Φ1,C1(x∗)[x∗ − ρ1T1(x∗, y∗)]‖
≤ ‖Jρ1Φ1,C1(xn)[xn − ρ1T1(xn, yn)] − J
ρ1
Φ1,C1(xn)
[x∗ − ρ1T1(x∗, y∗)]‖
+ ‖Jρ1Φ1,C1(xn)[x∗ − ρ1T1(x∗, y∗)] − J
ρ1
Φ1,C1(x∗)[x∗ − ρ1T1(x∗, y∗)]‖
≤ ‖xn − x∗ − ρ1(T1(xn, yn)− T1(x∗, y∗))‖ + η1‖xn − x∗‖
≤ [(2+ ρ1τ1 + η1)‖xn − x∗‖ + ρ1σ1‖yn − y∗‖] −→ 0 as n →∞. (2.15)
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And, similarly,
‖Jρ1Φ2,C2(yn)[yn − ρ2T2(xn, yn)] − J
ρ2
Φ2,C2(y∗)[y∗ − ρ2T2(x∗, y∗)]‖ −→ 0 as n →∞. (2.16)
Using (2.15) and (2.16), from the definition of {xn} and {yn}, we have
x∗ = Jρ1Φ1,C1(x∗)[x∗ − ρ1T1(x∗, y∗)] ∈ C1(x∗),
y∗ = Jρ2Φ2,C2(y∗)[y∗ − ρ2T2(x∗, y∗)] ∈ C2(y∗).
Thus, by Lemma 2.1, we conclude that (x∗, y∗) is a solution for problem (1.1).
Next, assume that there also exists (u∗, v∗) ∈ H ×H such that u∗ ∈ C1(u∗), v∗ ∈ C2(v∗) and
u∗ = Jρ1Φ1,C1(u∗)[u∗ − ρ1T1(u∗, v∗)],
v∗ = Jρ2Φ2,C2(v∗)[v∗ − ρ2T2(u∗, v∗)].
Using the same lines as obtaining (2.12), we know that
‖(x∗ − u∗, y∗ − v∗)‖+ ≤ κ‖(x∗ − u∗, y∗ − v∗)‖+. (2.17)
Since, κ < 1, we must have x∗ = u∗ and y∗ = v∗. Hence, the set of solution of problem (1.1) is a singleton. This completes
the proof. 
Remark 2.4. Theorem 2.3 not only gives the conditions for the existence solution of problem (1.1) but also provide the
algorithm to find such a solution for any initial vector (x0, y0) ∈ H ×H . In fact, by proceeding along the same lines as in
Theorem 2.3, one can also show that the sequences {(xn, yn)}, defined by followingMann type perturbed iterative algorithm
(MTA),
xn+1 = (1− αn)xn + αnJρ1Φ1,C1(xn)[xn − ρ1T1(xn, yn)],
yn+1 = (1− αn)yn + αnJρ2Φ2,C2(yn)[yn − ρ2T2(xn, yn)],
(2.18)
converges strongly to the unique solution of problem (1.1), when {αn} is a sequence of real numbers such that αn ∈ (0, 1)
and
∑∞
n=0 αn = ∞.
Let C be a fixed closed convex subset of a Hilbert space H . If C1(u) = C2(u) = C for all u ∈ H , we have the following
result.
Theorem 2.5 ([3]). For each i = 1, 2, let Φi : H × H → R be a monotone function and Ci : H → CC(H). Let
T1 : H × H → H be a ν1-strongly monotone with respect to the first argument and (τ1, σ1)-Lipschitz mapping and
T2 : H ×H → H be a ν2-strongly monotone with respect to the second argument and (τ2, σ2)-Lipschitz mapping. Suppose that
there are positive real numbers ρ1, ρ2 which satisfy the following condition:
(1− 2ρ1ν1 + ρ21τ 21 )
1
2 + ρ2τ2 < 1,
(1− 2ρ2ν2 + ρ22τ 22 )
1
2 + ρ1σ1 < 1.
(2.19)
Then the set of solution of problem (1.1) is a singleton.
Proof. The result is followed immediately from Remark 2.2 and Theorem 2.3. 
3. Stability analysis
In this section, wewill study stability of theMann type perturbed iterative algorithm (2.18). Firstly, in view of fixed point
formulation (2.1), the following remark is clear.
Remark 3.1. Let (x, y) ∈ H ×H . Then (x, y) is a solution of problem (1.1) if and only if there exist positive real numbers
ρ1, ρ2 such that (x, y) is a fixed point of the map Gρ1,ρ2 : H ×H → H ×H defined by
Gρ1,ρ2(x, y) = (Aρ1(x, y), Bρ2(x, y)), ∀(x, y) ∈ H ×H, (3.1)
where Aρ1 , Bρ2 : H ×H → H are defined by
Aρ1(x, y) = (1− λ)x+ λJρ1Φ1,C1(x)[x− ρ1T1(x, y)]
Bρ2(x, y) = (1− λ)y+ λJρ2Φ2,C2(y)[y− ρ2T2(x, y)],
where λ ∈ (0, 1) is a fixed constant.
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Using the idea as in Theorem 2.3, we have another version for the existence solution of problem (1.1).
Theorem 3.2. Assume that all assumptions of Theorem 2.3 hold. Then the mapping Gρ1,ρ2 , which is defined as in (3.1), has a
unique fixed point.
Nowwe give a definition, which can be viewed as an extension of the concept of stability of iteration procedure given by
Harder and Hick [13].
Definition 3.3 ([14]). Let H be a Hilbert space and let A, B : H × H → H be nonlinear mappings. Let G : H × H →
H × H be defined as G(x, y) = (A(x, y), B(x, y)) for any (x, y) ∈ H × H , and let (x0, y0) ∈ H × H . Assume that
(xn+1, yn+1) = f (G, xn, yn) defines an iteration procedure which yields a sequence of {(xn, yn)} in H × H . Suppose that
F(G) = {(x, y) ∈ H × H : G(x, y) = (x, y)} ≠ ∅ and {(xn, yn)} converges to some (x∗, y∗) ∈ F(G). Let {(un, vn)}
be an arbitrary sequence in H × H and εn = ‖(un, vn) − f (G, xn, yn)‖, for all n ≥ 0. If limn→∞ εn = 0 implies that
limn→∞(un, vn) = (x∗, y∗), then the iterative procedure {(xn, yn)} is said to be G-stable or stable with respect to G.
Theorem 3.4. Assume that all conditions of Theorem 3.2 hold. Let {(un, vn)} be an arbitrary sequence in H × H and define
{δn} ⊂ [0,∞) by
δn = ‖(un+1, vn+1)− (Cn,Dn)‖+, (3.2)
where 
Cn = (1− αn)xn + αnJρ1Φ1,C1(xn)[xn − ρ1T1(xn, yn)],
Dn = (1− αn)yn + αnJρ2Φ2,C2(yn)[yn − ρ2T2(xn, yn)],
(3.3)
where (xn, yn) is defined in (2.18), for each n ∈ N. If Gρ1,ρ2 is defined as in (3.1) then the iterative procedure (2.18) is Gρ1,ρ2-stable.
Proof. Assume that limn→∞ δn = 0. Let (x∗, y∗) be the unique fixed point of the mapping Gρ1,ρ2 , this means,
x∗ = Jρ1Φ1,C1(x∗)[x∗ − ρ1T1(x∗, y∗)]
y∗ = Jρ1Φ2,C2(y∗)[y∗ − ρ2T2(x∗, y∗)].
Now from (3.2) and (3.3), we have
‖(un+1, vn+1)− (x∗, y∗)‖+ ≤ δn + ‖Cn − x∗‖ + ‖Dn − y∗‖. (3.4)
Notice that (Cn,Dn) = {(xn+1, yn+1)} for each n ∈ N, which implies that limn→∞ Cn = x∗ and limn→∞ Dn = y∗. Using
this one and the assumption limn→∞ δn = 0, in view of (3.4), we have limn→∞(un+1, vn+1) = (x∗, y∗). This completes the
proof. 
Remark 3.5. It is worth noting that for a suitable and appropriate choice of the operators T1, T2,Φ1,Φ2 and point-to-set
mappings C1, C2, one can obtain a large number of various classes of variational inequalities. This means that problem (1.1)
is quite general and unifying.
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