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Les empilements de Lyndon forment un analogue partiellement commutatif des mots de Lyndon. 
On construit une base de I’algebre de Lie libre (partiellement commutative) correspondante en 
utilisant les proprietbs combinatoires des empilements de Lyndon. 
1. Empilements 
Nous supposerons connu le language des empilements ([13]) qui donne une image 
geometrique des elements du mono’ide libre partiellement commutatif ([3]), aussi 
nous ne ferons que fixer les notations s’y rapportant. 
Soit P un ensemble de positions (analogue de l’alphabet) avec relation de 
dtpendance (ou concurrence) [ (reflexive et symetrique sur P x P, complementaire de 
la commutation). On note S(P) le monoide des empilements sur P dont le produit, la 
superposition (ou concatenation), se note Eo F (pour E, FE%(P)). Le symbole 
CD represente I’empilement vide. Si E est un empilement, z(E) est l’ensemble des 
positions occupees par les pieces de E et i(E) l’ensemble (PEP\ 3qeE, q(‘p). Le 
nombre de pieces de E se note 1 E(; le nombre de pieces en position p dans E est 1 El,. 
On note min(E) I’empilement constitue des pieces de E qui ne recouvrent aucune 
autre piece de E; max(E) l’empilement constitue des pieces de E qu’aucune autre ne 
recouvre. On reconnaitra, dans ce dernier, I’ensemble des lettres maximales de Cori, 
Metivier et Zielonka [4] et I’alphabet terminal de Duchamp et Krob [S]. Si un 
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empilement E s’kcrit E= 190 V, on dira que U( V) est un fucteur gauche (droit); si 
LIZ@, E ( V#cD, E) on le qualifiera de propre. 
En analogie avec les mots de Lyndon, nous devons dlfinir sur &‘(I’) un concept de 
conjugaison et introduire un ordre qui s’apparentera g l’ordre lexicographique. Ainsi, 
on dira que I’empilement Vo U est un transposb de I’empilement Uo V. La conjugaison 
sera alors la fermeture transitive de la relation de transposition. Remarquez que, 
contrairement au cas des mots, la transposition d’empilements n’est pas la con- 
jugaison. Duboc [6] a d&gag& ces deux notions et montrt l’kquivalence de diverses 
dkfinitions de la conjugaison. 
Exemple. Si la relation de dkpendance st don&e par aibic, alors les transposts 
propres de I’empilement aoboc sont b~a~c=b~c~a et aocob=coaob qui sont 
aussi ceux de c 0 b 0 a. Ainsi, a 0 b 0 c et c 0 b 0 a sont conjugutts ans &tre transposks. 
Deux empilements, E et F, sont connect& (l’un g l’autre) si il existe une pike de E et 
une pike de F qui occupent des positions dkpendantes. Un empilement E est primitifsi 
E = Uo V= Vo U implique que U= fD ou V= a. Remarquer que si E est primitif, il n’est 
pas puissance (non-triviale) d’un autre empilement. Duboc dkfinit la primitivitt: par 
cette dernikre propri6tC [6, Chap. 3, Section 2.21. Le concept que nous utilisons ici est 
plus gtntral; il recouvre en effet le cas oti U et V ne sont pas connect&s. 
Soit q:P* --f x(P) la fonction qui associe g un mot PI . . . pk, l’empilement 
Pl” ‘.. opk. On suppose que l’ensemble des positions P est totalement ordonnk. i tout 
empilement, on associe le mot St(E) = max( cp - ’ (E)) dit le mot standard associ6 6 E. 
Par exemple, si a[b[c[d et E=ao boaodoc, alors cp-‘(E)={abadc<abdac< 
abdca < adbac -C adbca < dabac < dabca], d’oti St(E) = dabca. On reporte alors l’ordre 
lexicographique des mots aux empilements en posant Eb F ssi St(E)< St(F). Cet 
ordre est linkaire. On notera inf(E) (respectivement: sup(E)) la position minimale 
(respectivement: maximale) dans z(E) (si E#@). Ceci permet de distinguer cette 
position de l’empilement min(E). On vtrifie facilement les proprittts tnonctes dans le 
prochain lemme. 
Lemme 1.1. Soit E et F des empilements. On a: 
(1) St(Eo F)>St(E)St(F)>St(E) (en gtnbral, on a St(Eo F)#St(E)St(F)); 
(2) tout facteur d’un mot standard est un mot standard; 
(3) si E#@ alors la premibre lettre de St(E) est sup(min(E)); 
(4) si Eet Fsont non uides et si sup(min(F))<inf(E), alors St(Eo F)=St(E)St(F). 
2. Empilements de Lyndon 
Les dkfinitions et les propriktts combinatoires des empilements de Lyndon ont dkjja 
fait l’objet d’un article p&&dent [lo]. Nous rappellerons done, sans dtmonstrations, 
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celles qui sont necessaires a la comprehension du risultat principal: la construction de 
la base de Lyndon de l’algebre de Lie libre partiellement commutative correspondante 
(Theoremes 4.2 et 4.4). 
D&inition 2.1. Un empilement non vide L est un empilement de Lyndon si il est 
primitif et minimal dans sa classe de conjugaison. 
Une pyramide D est un empilement verifiant Imin( = 1. Elle est admissible si 
inf(D) = n(min(D)); c’est a dire si la piece minimale occupe la plus petite position. Si 
D est une pyramide admissible dont la piece minimale est la seule occupant la position 
inf(D), D est une super-lettre. Toute super-lettre est necessairement un empilement de 
Lyndon. 
Lemme 2.2. Si L est un empilement de Lyndon alors L est une pyramide admissible. 
Si L est un empilement de Lyndon, on a done: inf(L) = rc(min(L))= sup(min(L)) qui 
est la premiere lettre de St(L). On obtient alors le prochain lemme. 
Lemme 2.3. Soit L et A4 des empilements de Lyndon; 
(1) si L<M, on a inf(L)dinf(M); 
(2) si inf(L)<inf(M), on a L CM; 
(3) si L GM, on a inf(L aM)=inf(L). 
On dira que inf(L) est la base de L. Les super-lettres de base don&e forment un 
alphabet (generalement infini). Elles engendrent done un mono’ide libre (non com- 
mutatif) dont les elements peuvent Ctre ensuite ordonnes suivant l’ordre lexico- 
graphique induit. En fait, elles forment un Z-code au sens de Duchamp et Krob [8]. 
Ainsi, les empilements de Lyndon correspondent (grace au Theoreme 2.4(4) aux mots 
de Lyndon color& de ces auteurs. Le resultat principal de cet article est done contenu 
dans le leur [7], bien que I’approche present&e ici soit entierement combinatoire et 
done d’un esprit different. 
ThCordme 2.4. Soit L un empilement non vide. Les &non&s suivants sont equivalents: 
(1) L est de Lyndon; 
(2) L est strictement inferieur a tous ses transposes propres; 
(3) St(L) est un mot de Lyndon; 
(4) L est un mot de Lyndon dans l’alphabet des super-lettres de base inf(L); 
(5) L est strictement inferieur a tous ses facteurs droits propres. 
Ce theoreme permet de transferer de nombreuses proprietes des mots de Lyndon 
aux empilements de Lyndon. Ainsi, on trouve que les empilements de Lyndon forment 
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une factorisation compkte du monoi’de X(P). Cette remarque conduit alors i une 
expression analogue i la formule de Witt: 
oti L(n) est le nombre d’empilements de Lyndon contenant n pikes et D(n) le nombre 
de pyramides comportant n pikes (qu’on peut calculer g&e d la relation de 
Viennot [13]: 
la premikre somme portant sur tous les empilements E). On peut obtenir aussi des 
rkultats tenant compte de la multiplicitk de chaque position [9]. Ces rtsultats se 
trouvent sous une forme bquivalente dans [7]. 
On sait que si 1 et m sont des mots de Lyndon vtrifiant 1 ==c m, alors lm est un mot de 
Lyndon et 1< lm < m. Dans le cas des empilements, le thitorZme correspondant est 
faux. (En fait, L 0 M peut ne pas &tre une pyramide.) Au niveau des mots standards 
associtts, ceci se traduit par le fait que la concatlnation de deux mots standards ne 
donne pas nkessairement un mot standard. On r&cup&e malgrt tout une version 
16g2rement restreinte du thkorlme. 
ThCorkme 2.5. Soit L et M deux empilements de Lyndon vb-ijiant L-e M et 
inf(M)ES(L), alors L 0 M est un empilement de Lyndon et L < L 0 M< M. 
3. Factorisation standard 
DCfinition 3.1. Soit E un empilement contenant au moins deux pikes. La factorisa- 
tion standard de E, not&e C(E), est l’unique couple (F, N) d’empilements non vides 
vtrifiant: (1) E = F 0 N, (2) Nest de Lyndon, (3) Nest minimal. (La minimaliti: en jeu ici 
est relative g l’ordre lexicographique.) 
Tht?orGme 3.2. Soit L un empilement de Lyndon contenant au moins deux pikes. Soit 
C(L) =(M, N) safactorisation standard. Alors M est de Lyndon. 
Dans le cas oti L est un empilement de Lyndon, avec C(L) = (M, N), on remarquera 
que inf(N)E{(M) (sinon L= MO N ne serait pas une pyramide). 
Thi?orkme 3.3. Soit E un empilement contenant au moins deux pikes. Soit C(E) =(F, N) 
sa factorisation standard. Soit M un empilement de Lyndon. On a: C(Eo M) = (E, M) ssi 
M<N. 
Bases de Lyndon des alglbres de Lie libres partiellement commutatives 221 
Thborkme 3.4. Soit E un empilement contenant au moins deux pikes. Soit Z(E) =(F, N) 
sa factorisation standard. On a alors St(E)=St(F)St(N). 
4. Empilements de Lyndon et alglhres de Lie 
Soit 1 [Z(P)] l’algebre du monoi’de X(P) sur un anneau A donne. On definit le 
crochet de Lie [ , ] par [E,F]=EoF-FOE (pour E, FE%(P)) qu’on &tend 
ensuite par linearite. Pour deux positions independantes p et q, on a done: 
[p, q] =p 0 q -q 0 p = 0. L’algebre &[z@(P)] possede une multigraduation corres- 
pondant au multidegrt v = ( 1 Ep I ),,p d es empilements EE&‘(P). On consider-e Y&(P) 
la sous-algebre de Lie de /[Z(P)] (equip&e du crochet de Lie) engendrte par P. Ainsi, 
/[Y(P)] est l’algebre enveloppante de B’,(P) (voir [l, 5, 123). La multigraduation 
de /[X(P)] se transmet a Y&(P). On notera Z’&,(P) la composante multi- 
homogtne de degrt v = (v&~.~ de .9&(P) (oti les vp sont des entiers nonnegatifs 
presque tous nuls). Nous allons montrer que les empilements de Lyndon de multi- 
degre v donnent bijectivement une base universelle du module Y&,(P). Nous 
gtneraliserons une demonstration qu’on retrouve dans Lothaire [ll] pour le cas 
totalement non-commutatif. 
Dkfinition 4.1. Soit L un empilement de Lyndon. On pose: A(L)= L si L est reduit 
a une seule piece. Dans le cas contraire, on pose A(L)= [A(M), A(N)], oti 
C(L)=(M, N). 
I1 est clair que si 1 L lp’= vp (pour tout PEP), alors A(L)E.Y&,(P). En fait, on peut 
ecrire: /I(L)=~E~E ( oti les cIE sont entiers), la somme portant sur les empilements 
E de m&me multidegrt que L. (Comme il n’y a qu’un nombre fini d’empilements de 
multidegre donne, cette somme est finie.) 
ThkorGme 4.2. Soit L un empilement de Lyndon. Posons C,a,E=A(L). On a 
CI~ = 1. De plus, si tiE #O, alors E3 L. 
Dbmonstration. Si ] LI = 1, le resultat est clair. Supposons que ) L] 32. Soit 
C(L)=(M, N). On a A(L)=[A(M), A(N)]. Par induction, on peut Ccrire: 
A(M)= 1 GEE, A(N)= c PFF 
EzM F,N 
avec aM = aN = 1. Par lintaritt, on a: 
A(L)= C C REPF[E,FI= 1 1 MAE°F-FoE) 
E,M FLN E>M F3N 
On examine alors chaque terme. 
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Pour les termes de forme E 0 F, 
siE=Met F=N,onacc,P,=l; 
si E=Met F>N, ou si E>M, on a: St(EoF)>St(E)St(F)> 
St(M)St(N)=St(L) (puisque (El = 1 Ml); d’oti Eo F> L. 
Pour ceux dela forme FOE, ona FoE>F>N>L. 0 
Ce thkorkme montre que I’ensemble {A(L)[ L est un empilement de Lyndon) est 
linkairement indkpendant. 11 est plus difficile de dkmontrer que ce msme ensemble 
engendre 9&(P). Le Thtorkme 4.4 montrera en fait que le module engendrt par 
{A(L)) L est un empilement de Lyndon} est une sous-algkbre de Lie de Y&(P) 
contenant P. Ce module et _Y&( P) seront done kgaux. Pour rkaliser cet objectif, on 
dtfinit un ordre (DCfinition 4.3) sur les couples (L, M) d’empilements de Lyndon 
(sujets B L < M), puis nous formons une induction sur ceux-ci (Theorem 4.4). Nous 
nous inspirons de la preuve de Lothaire [Ill, chap. 51 pour les couples de mots de 
Lyndon. Cependant, dQ B certaines particularitls des empilements, l’ordre doit Ctre 
modifii: (ainsi, [A(L), A(M)] n’est pas ntcessairement une combinaison linkaire de 
termes de forme /i(N) avec N> L 0 M). De plus, de nouveaux cas (correspondant 
g ceux oti L 0 M n’est pas de Lyndon) s’ajoutent g ceux knumirrks par Lothaire. 
Remarquons, en passant, que si L et M sont des empilements de Lyndon non- 
connect&s alors [A(L), A(M)] =0 ( on utilise la factorisation standard de L ou de M, la 
relation de Jacobi et on termine par une induction sur le nombre de pikes). 
Dbfinition 4.3. Soit (L, M) et (L’, M’) des couples d’empilements de Lyndon vkrifiant 
L < M et L’ < M’. On kcrit (L, M) < (L', M’) si: 
(1) ILoMJ,<(L’oM’I,pour toute position PEP ou 
(2) 1 Lo MI,= 1 L’o M’I, pour toute position PEP et 
(2.1) inf(M)E[(L) et inf(M’)$[(L’) ou 
(2.2) inf(M)ES(L), inf(M’)Ec(L’) et M<M’ ou 
(2.3) inf(M)$[(L), inf(M’)$[(L’) et M<M’. 
Le cas 1 est l’ordre induit par le multidegri: de L 0 M. Le cas 2.1 s&pare chaque 
composante multihomog&e en deux sections suivant que L 0 M est une pyramide ou 
non. On ordonne les tltments (L, M) de ces sections suivant M (cas 2.2 et 2.3). Cet 
ordre n’est pas total puisque l’ordre du multidegrir ne l’est pas. Cependant, comme le 
nombre d’empilements de multidegrk don& est fini, l’ensemble {(L’, M’): 
(L’, M’)<(L, M)} est fini. Aussi, l’algorithme sous-jacent & la preuve du prochain 
thtor&me termine apr&s un nombre fini d’ttapes. 
ThCorkme 4.4. Soit L, M deux empilements de Lyndon tels que L < M. On peut &ire 
[A(L), A(M)] =Cc(,A(N) (auec les SIP entiers), la somme portant sur tous les empile- 
ments de Lyndon N vbrijiant N< M (et de m&me multidegrk que Lo M). 
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DCmonstration. Soit L et M des empilements de Lyndon verifiant L< M. Nous 
traitons plusieurs cas dont le nombre peut sembler extravagant. Heureusement, les 
raisonnements s’appliquant a chacun d’eux sont tous plus ou moins apparent&. Nous 
avons a dessein repris la meme disposition pour les presenter. 
(1) Supposons que inf(M)E<(L). 
(1.1) Supposons que JLJ=l. 
Par le Theoreme 2.5, Lo M est un empilement de Lyndon et L 0 M-c M. De plus, on 
a clairement: C(LoM)=(L, M). On peut done ecrire [A(L), A(M)]=A(LoM). 
(1.2) Supposons que IL/>l. Soit alors C(L)=(U, V). 
(1.2.1) Supposons que V3 M. 
Le Theoreme 2.5 affirme que L 0 Mest un empilement de Lyndon. Le Theoreme 3.3, 
que C(L 0 M)=(L, M). On aboutit a la m&me conclusion qu’au cas 1.1. 
(1.2.2) Supposons que V< M. 
On peut ecrire, en utilisant la relation de Jacobi: 
CA(L), /i(M)l=CC/I(U),n(v)l,/1(M)l 
= +CA(U, CA(V), ~OWll+C4V), C4Q 4M)ll. 
Nous examinons separement chacun des deux derniers termes. 
(1.2.2.1) CA(U), Cn( V), AW’)ll. 
On sait que V-c M. Comme (V, M)<(L, M) (Definition 4.3, cas l), on peut ecrire 
(hypothese d’induction): [n(V), A(M)] = C KdM aKA (K) od K represente un empile- 
ment de Lyndon (verifiant ) KI,= I Vo Ml, et Kc M) et od les CQ sont des entiers. Aussi, 
[n(U), [/i(V), A(M)]] est une combinaison lineaire de termes de la forme [/i(U), 
A(K)]. Nous examinons deux cas, suivant que CT< K ou U>K (si K= U, on 
a Cvidemment [n(U), A(K)] =O). 
(1.2.2.1.1) [n(U), A(K)] avec lJ<K. Comme 
(1) 1 Uo K[,= ( lJ0 Vo MI,= (Lo MI, pour tout PEP, 
(2) inf(K)=inf( VoM)=inf( V)E[(U), 
(3) K<M, 
alors (17, K) c(L, M) (Definition 4.3, cas 2.2). On peut done appliquer l’induction 
pour affirmer que [A(U), A(K)] est une combinaison lineaire (a coefficients entiers) de 
termes de la forme n(N) oti N est un empilement de Lyndon verifiant N< K (d’oti 
N<M) et IN(,=(U~K(,=(L~Mlp. 
(1.2.2.1.2) [A(U), A(K)] avec U>K. 
On examine alors [A(K), A(U)] = -[A(U), A(K)]. Comme 
(1) IK~Uj,=IL~MI,pour tout pcP, 
(2) inf(U)>inf(K)=inf( V)>inf(U), d’oti inf(U)=inf(K)Ei(K), 
(3) u< V<M, 
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alors (K, U)<(L, M) (Definition 4.3, cas 2.2). Par induction, on peut affirmer que 
[n(K), A( U)] est une combinaison lintaire de termes de la forme ii(N) od N est un 
empilement de Lyndon verifiant N< U (d’ou N<M). 
(1.222) CA(V), CA(U), il(M)ll. 
Remarquons que U< V<M. Comme (U, M) <(L, M) (Definition 4.3, cas l), on 
a done: CA(u), A(M)1 =CKcM K CI A(K). Aussi, [n(V), [A(U), A(M)]] est une combi- 
naison lineaire entiere de termes de la forme [A( V), A(K)]. Nous examinons deux cas, 
suivant que V-c K ou V> K. 
(1.2.2.2.1) [n(V), A(K)] avec V< K. Comme 
(1) 1 Vo KI,=ILoMI, pour tout PEP, 
(2) inf( V)dinf(K)=inf(UoM)=inf(U)dinf( V), d’oli inf(K)E[( V), 
(3) K<M 
alors ( V, K) < (L, M) (Definition 4.3, cas 2.2). Ici encore, on applique l’induction pour 
affirmer que [A( V), A(K)] est une combinaison lineaire de termes de la forme n(N) 
oh N est un empilement de Lyndon verifiant N< K (d’oh N< M). 
(1.2.2.2.2) [n(V), A(K)] avec V> K. 
On examine alors [A(K), A(V)] = -[A(V), A(K)]. Comme 
(I) I Ko VI,= IL 0 MI, pour tout PEP, 
(2) inf( V)ES(U)G i(Uo M)=i(K), 
(3) V<M 
alors (K, V) <(L, M) (Definition 4.3, cas 2.2). On peut done affirmer que [A(K), 
,4( V)] est une combinaison lintaire de termes de la forme .4(N) od N est un 
empilement de Lyndon verifiant N< V (d’ou N< M). 
(2) Supposons que inf( M)$[( L). 
(2.1) Supposons que 1 M( = 1. 
Dans ce cas, L et M ne sont pas connect&s et [n(L), A(M)] =O. 
(2.2) Supposons que 1 MI > 1. 
Soit alors C(M)=(R, S). On peut ecrire, en utilisant la relation de Jacobi: 
= Ik CCaL), awl, 4Wl +CCm), wol, A(S)I. 
Nous examinons stparement chacun des deux derniers termes. 
(2.2.1) CCn(L), 4w1, A(R 
Remarquons que L < MC S. Comme (L, S) <(L, M), on peut ecrire: 
CA(L), n(s)1 =CK<S K a A(K). Aussi, [[A(L), A(S)], A(R)] est une combinaison 
lintaire de termes de la forme [A(K), A(R)]. Remarquons que 
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inf(K) = inf(L 0 S) = inf(L) < inf(M) = inf(R) (la derniere intgalite est stricte puisque 
inf(M)$[(L)). On a done K-c R. De plus, comme 
(1) (KoRI,=ILoM(,pour tout PEP, 
(2) R<M, 
alors (K, R)<(L,M) (Definition 4.3, cas 2.1 ou 2.3). Aussi [A(K), A(R)] est une 
combinaison lineaire de termes de la forme n(N) od Nest un empilement de Lyndon 
verifiant N< R (d’od N-CM). 
(2.24 [CA(L), 4R)l, 4S)l. 
Remarquons que inf(L)<inf(M)=inf(R), d’ou L<R. Comme (L, R)<(L, M), on a: 
[IA(L), N’OI =C K<R~KA(K). Aussi, [[A(L), A(R)], A(S)] est une combinaison 
lineaire de termes de la forme [A(K), A(S)]. Remarquons que Kc R < S. De plus, 
comme 
(1) IK~SI,=(L~MI,pour tout pep, 
(2) inf(S)E<(R)c[(LoR)=[(K), 
alors (K, S) < (L, M) (Definition 4.3, cas 2.1). Ainsi [A(K), A (S)] est une combinaison 
lineaire de termes de la forme ,4(N) od N est un empilement de Lyndon. Mais 
inf(N)=inf(LoM)=inf(L)<inf(M); aussi, on a: N<M. q 
Remarques. On peut eliminer le cas 1.2.2.1.2 ([A(U), A(K)] avec U> K) en deman- 
dant dans l’hypothbe d’induction que St(N)>St(L)St(M). Ceci a l’avantage de 
rapprocher la presente demonstration de celle de Lothaire. Bien stir, on paie par 
l’augmentation des verifications dans chacun des autres cas. On peut aussi, conjointe- 
ment, modifier l’ordre (definition 4.3) pour se rapprocher encore plus de Lothaire. La 
condition sur l’ordre s’exprime alors par St(L) St(M)>St(L’)St(M’) avec L<L’ en 
cas d’egalitt (au lieu ou en supplement de M<M’). 
Remarquons aussi que le calcul de [A(L), A(M)] effectue a l’aide du Theorime 4.4 
donne un rtsultat different du calcul de [n(St(L)), n(St(M))] (ou R est la fonction 
correspondant a /i dans le cas des mots). Par exemple, si a{c[b, L = a, M= b 0 c, on a 
[;l(St(L)),A(St(M))]=,I(abc) alors que [A(L), ,4(M)]= -[[a, b], c]= -A(aocob). 
L’auteur remercie l’arbitre pour les suggestions qui ont permis l’amelioration de cet 
article. 
Bibliographie 
[l] N. Bourbaki, Groupes et AlgPbres de Lie, Chap. 1 (Hermann, Paris, 1960). 
[2] N. Bourbaki, Groupes et Algtbres de Lie, Chap. 2-3 (Hermann, Paris, 1972). 
[3] P. Cartier et D. Foata, Problimes Combinatoires de Commutations et Rtarrangements, Lecture Notes 
in Mathematics, Vol. 85 (Springer, Berlin, 1969). 
[4] R. Cori, Y. Metivier et W. Zielonka, Asynchronous mapping and asychronous cellular automata, 
LABRI, Rapport No. 89-97, Bordeaux, 1990. 
226 P. Lalonde 
[S] J. Dixmier, Algtbres Enueloppantes (Gauthier-Villars, Paris, 1974). 
[6] C. Duboc, Commutations dans les monoi’des libres: un cadre theorique pour Etude du paralltlisme, 
These de l’universite de Rouen, 1986. 
[7] G. Duchamp et D. Krob, The free partially commutative Lie algebra: Bases and Ranks, Adu. in Math. 
95 (1992) 92-126. 
[S] G. Duchamp et D. Krob, Lazard’s factorizations of free partially commutative monoids, dans: Proc. 
ICALP’91. Lecture Notes in Computer Science (Springer, Berlin, 1991). 
[9] P. Lalonde, Contribution a l’itude des empilements, These de doctorat, UQAM, Montreal, 1990. 
[lo] P. Lalonde, Lyndon heaps: an analogue of Lyndon words in partially commutative monoids (soumis 
pour publication). 
[ll] Lothaire, Combinatorics on Words, Encyclopedia of Math., Vol. 17 (Addison-Wesley, Reading, MA, 
1983). 
[12] J.Y. Thibon, Intigrite des algebres de series formelles sur un alphabet partiellement commutatif, 
Theoret. Comput. Sci. 41 (1985) 109-112. 
[13] G.X. Viennot, Heaps of pieces, I: Basic definitions and combinatorial lemmas, dans: G. Labelle et 
P. Leroux, eds., Combinatoire &um&atiue, Lecture Notes in Mathematics, Vol. 1234 (Springer, 
Berlin, 1986) 321-350. 
