1. Introduction. The present note is concerned with the proof of the convergence of three iterative methods for the numerical solution of the difference equation boundary value problem which is analogous to the classical Dirichlet problem for Laplace's differential equation. These three iterative methods for the Dirichlet difference equation problem bear a marked resemblance to, and are patterned after, methods of solution for the Dirichlet differential equation problem, and may be briefly characterized as follows: (a) method I is the precise analogue of Poincare's [l]1 "methode de balayage", (b) method II is the precise analogue of the extension of Poincare' method due to Kellogg [2] , (c) method III is based on a certain connection between Laplace's differential equation and the heat equation (intuitively put, "the steady state temperature is a harmonic function") ' Several convergence proofs for the Dirichlet difference boundary value problem have been based on Liebmann's [3] original proof (see P. Frank and R. von Mises [4] , and I. G. Petrowsky [5] ) which involves a definite ordering of the points of the domain. It follows from the convergence proof given below for method III that this preliminary ordering of the points of the domain is unnecessary. R. Courant [6] , has given a convergence proof for method I for the Dirichlet difference boundary value problem employing a variational method which is the direct analogue of the classical Dirichlet's principle for Dirichlet's differential boundary value problem. In spite of the inherent interest and symmetry of the proofs in methods I and II described below, it should be remarked that the variational method of proof (minimization of a quadratic sum) proposed by Courant possesses a certain advantage in that it may be applied to other "elliptic" difference equation boundary value problems, since it does not require for its application the maximum-minimum property of the solutions of the difference equation, i.e. that "the maximum and the minimum of a solution of the difference equation occurs on the boundary". In the Laplace case, both the differential and the difference equations possess the maximum-minimum property. However, it is easy to give examples of elliptic differential equations (for which the maximum-minimum principle holds)
e. g-Uxx + Uxy + Uyv = 0, which have the property that the seemingly most naturally associated difference equation does not possess the maximum-minimum property. A convergence proof for method III, different from the one given here, has been given by Feller [7] .
Although only the two dimensional case will be considered here explicitly, it is clear that the same arguments are valid in a finite number of dimensions.
2. Convergence proofs. The boundary value problem will be formulated first. Consider a finite set S of points (m, n) in the xy-plane, where m and n are integers (i.e., S is "a net of equally space points in the plane, where for convenience the spacing has 'Numbers in brackets refer to the bibliography at the end of the paper. been taken as unity"). The points of the set <S are divided into two mutually exclusive subsets of points, the subset D consisting of interior points of S and the subset C of boundary points of S. A point (rn, n) of S is said to be an interior point of S provided that its "four neighbors" (to ± 1, n), (to, n ± 1) also belong to S. A point (to, n) of S is said to be a boundary point of S provided that at least one of its four neighbors (m ± 1, n), (to, n ± 1) does not belong to S. It will be supposed in what follows that every point of the boundary C has at least one neighbor in J) (this is clearly no restriction, as far as the difference equation problem is concerned, since only "isolated" points of the set S and "unessential" boundary points of S are excluded).
The Dirichlet difference boundary value problem for the finite set S = D + C consists in finding a real valued function u, defined on D + C, assuming prescribed values on the boundary C and which satisfies Laplace's difference equation
for each point (m, n) in the interior D. This boundary value problem, which is analogous to the classical Dirichlet problem, is well known to possess one and only one solution. This is readily seen as follows. The difference equation (1) amounts to a system of d linear equations in the d unknown values of u at the points of D, supposed to be d in number. This system of linear equations is homogeneous if and only if the prescribed values of u on C are all zero (recall that it was assumed that every point of C has at least one neighbor in D). But it is known from algebra that a system of d linear equations in d unknowns will have a unique solution if and only if the corresponding homogeneous system has only the trivial, identically zero solution. That the homogeneous system has only the zero solution follows immediately once it is shown that the maximum and minimum values of a function u, defined on J) + C, and satisfying (1) in D, must occur on the boundary C. Suppose, on the contrary, that the maximum value M of u occurs at a point (to, n) of D, but not on the boundary C. Then from (1) it follows that the value of u at the four points (to =b 1, n), (to, n±l) must also be M and hence these four points must all be in the interior, D. By induction, it follows that the infinite set of points (to + j, n), j = 0, 1, 2, • • • all belong to D, which contradicts the initial assumption that I) is a finite set of points. Thus the maximum value M must occur at a point of C. Since a minimum of the function u is a maximum of the function -u, and -u also satisfies (1), it follows that the minimum of u on D + C also occurs on C.
Method I.
Consider the convergence of method I mentioned in the introduction. Denote by f the given real valued function, defined on C, which is the prescribed boundary value of u on C, and let the "initial function" G be a superharmonic function defined on I) + C and which coincides with the given function / on the boundary C. That is 4(t(to, n) ^ G(m + 1, n) + G{m -1, n) + G(m, n + 1) + G(m, n -1),
for each (to, n) in D, and G(m, n) = /(to, n),
for each (to, n) in C. The restriction that the initial function G be superharmonic is not essential, and will be removed later. etc. In other words, one moves from point to point in D changing the value of the functions at each point so that equation (1) holds. It is easily seen that each function w" is superharmonic in D + C. Consider Wi , and let Pt = (to, n).
is certainly superharmonic at all points of I) + C, save perhaps at the five points (m, n), (to ± 1, n), (rri, n ± 1). But at (m, n) the equality sign holds in equation (2), with G replaced by Wj , by the definition of w:(to, n), while at the four points (to =t 1, n), (to, n ± 1), equation (2) , with G replaced by wx , holds a fortiori, since the right hand sum does not increase if G is replaced by w{ . By induction, wv is superharmonic for each p. Further, the sequence of functions w0 , Wi , w2 , • • • is monotonically non-increasing on D + C, by the way in which the sequence was constructed. Finally, each function w" is bounded below by the minimum value of G on D + C.
This last statement follows immediately from the fact that the minimum value of a function superharmonic in D + C must occur at a point of C (this may be seen by an argument analogous to that used above in proving the maximum-minimum property of solutions of (1) There is no question about the fact that the limit function coincides with / on C, since each wp does, it is only necessary to show that the limit function satisfies the partial difference equation (1) Clearly, gx and g2 are both superharmonic on I) + C. Thus, if g is any function taking the prescribed values on C, the sequences of functions, constructed as explained above, corresponding to the initial superharmonic functions g, and g2 converge to harmonic functions, and the difference of the two limit functions is the desired solution.
The method just described is the precise analogue of Poincare's [1] "method of sweeping out" for the classical Dirichlet problem. It also coincides with the relaxation method (Southwell [8] ) provided that the relaxation is done point by point and that at each point the residual is actually reduced to zero. Thus the sequence converges, and since lim wv -lim w,., ,
