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Abstract
For two-dimensional autonomous linear incommensurate fractional-order dynam-
ical systems with Caputo derivatives of different orders, necessary and sufficient
conditions are obtained for the asymptotic stability and instability of the null solu-
tion. These conditions are expressed in terms of the elements of the system’s matrix,
as well as of the fractional orders of the Caputo derivatives, leading to a general-
ization of the well known Routh-Hurwitz conditions. These theoretical results are
then used to investigate the stability properties of a two-dimensional fractional-
order FitzHugh-Nagumo neuronal model. The occurrence of Hopf bifurcations is
also discussed. Numerical simulations are providedwith the aim of exemplifying the
theoretical results, revealing rich spiking behavior, in comparison with the classical
integer-order FitzHugh-Nagumomodel.
KEYWORDS:
Caputo derivative, FitzHugh-Nagumo, mathematical model, fractional order derivative, stability, instabil-
ity, bifurcation, numerical simulation.
1 INTRODUCTION
In many real world applications (1, 2, 3, 4, 5), fractional-order dynamical systems have proven to provide more accurate and
realistic results than their classical integer-order counterparts, due to the fact that fractional-order derivatives, as non-local
operators, are able to reflect memory and hereditary properties. However, it is important to emphasize that important qualitative
differences may appear when generalizing properties of integer-order dynamical systems to the fractional-order case, and such
generalizations have to be done with great care.
Stability analysis is one of the most important research topics of the qualitative theory of fractional-order systems. Two recent
surveys (6, 7) provide comprehensive overviews of stability properties of fractional-order systems. In the particular case of
linear autonomous commensurate fractional order systems, the most important starting point is Matignon’s stability theorem
(8), which has been generalized in (9). Linearization theorems (or analogues of the classical Hartman-Grobman theorem) for
fractional-order systems have been recently proved in (10, 11). Up to this date, incommensurate order systems have not received
asmuch attention as their commensurate order counterparts. Linear incommensurate fractional order systems with rational orders
have been analyzed in (12). Oscillations in two-dimensional incommensurate fractional order systems have been investigated in
(13, 14). BIBO stability of systems with irrational transfer functions has been recently investigated in (15).
†This work was supported by a grant of the Romanian National Authority for Scientific Research and Innovation, CNCS-UEFISCDI, project no. PN-II-RU-TE-2014-
4-0270.
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The first aim of this paper is to explore necessary and sufficient conditions for the asymptotic stability of two-dimensional
linear autonomous incommensurate fractional-order systems with Caputo derivatives of different orders. An extended summary
of these results has been given in (16). The theoretical results included in the following sections generalize the previous findings
reported in (17), concerning two-dimensional systems composed of a fractional-order differential equation and a classical first-
order differential equation. These results are later applied to investigate stability properties of a fractional-order FitzHugh-
Nagumo neuronal model. It is worth emphasizing that the fractional-order formulation of neuronal dynamics is strongly justified
by experimental results concerning biological neurons (18, 19). Moreover, (20) suggests that a possible physical meaning of the
order of a fractional derivative is that of an index of memory, which further justifies its use in mathematical models arising from
neuroscience.
2 PRELIMINARIES
Consider the 푛-dimensional fractional-order system with Caputo derivatives
푐퐷퐪퐱(푡) = 푓 (푡, 퐱) (1)
where 퐪 = (푞1, 푞2, ..., 푞푛) ∈ (0, 1)
푛 and 푓 ∶ [0,∞) × ℝ푛 → ℝ푛 is continuous on the whole domain of definition and Lipschitz-
continuous with respect to the second variable, such that
푓 (푡, 0) = 0 for any 푡 ≥ 0.
Let 휑(푡, 푥0) denote the unique solution of (1) which satisfies the initial condition 푥(0) = 푥0 ∈ ℝ
푛. The existence and uniqueness
of the initial value problem associated to system (1) is guaranteed by the properties of the function 푓 stated above (21).
Generally, the asymptotic stability of the trivial solution of system (1) is not of exponential type (22, 23), because of the
presence of the memory effect. A special type of non-exponential asymptotic stability concept has been defined for fractional-
order differential equations (24), called Mittag-Leffler stability. In this paper, we are concerned with(푡−훼)-asymptotic stability,
which reflects the algebraic decay of the solutions.
Definition 1. The trivial solution of (1) is called stable if for any 휀 > 0 there exists 훿 = 훿(휀) > 0 such that for every 푥0 ∈ ℝ
푛
satisfying ‖푥0‖ < 훿 we have ‖휑(푡, 푥0)‖ ≤ 휀 for any 푡 ≥ 0.
The trivial solution of (1) is called asymptotically stable if it is stable and there exists 휌 > 0 such that lim
푡→∞
휑(푡, 푥0) = 0
whenever ‖푥0‖ < 휌.
Let 훼 > 0. The trivial solution of (1) is called (푡−훼)-asymptotically stable if it is stable and there exists 휌 > 0 such that
for any ‖푥0‖ < 휌 one has: ‖휑(푡, 푥0)‖ = (푡−훼) as 푡→ ∞.
3 STABILITY RESULTS FOR LINEAR SYSTEMS WITH TWO CAPUTO DERIVATIVES OF
DIFFERENT ORDERS
The following two-dimensional linear autonomous incommensurate fractional-order system is considered:{
푐퐷푞1푥(푡) = 푎11푥(푡) + 푎12푦(푡)
푐퐷푞2푥(푡) = 푎21푥(푡) + 푎22푦(푡)
(2)
where 퐴 = (푎푖푗) is a real 2-dimensional matrix and 푞1, 푞2 ∈ (0, 1) are the fractional orders of the Caputo derivatives. We may
assume 푎12푎21 ≠ 0, because otherwise, one equation would be decoupled.
Applying the Laplace transform to system (2) we obtain the following system:[
푠푞1푋(푠) − 푠푞1−1푥(0)
푠푞2푌 (푠) − 푠푞2−1푦(0)
]
= 퐴 ⋅
[
푋(푠)
푌 (푠)
]
,
where 푋(푠) = (푥)(푠) and 푌 (푠) = (푦)(푠) represent the Laplace transforms of the functions 푥 and 푦, respectively, and 푠푞1 , 푠푞2
represent the principal values (first branches) of the corresponding complex power functions (25). Therefore:
(diag(푠푞1 , 푠푞2) − 퐴) ⋅
[
푋(푠)
푌 (푠)
]
=
[
푠푞1−1푥(0)
푠푞2−1푦(0)
]
.
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In the following, we denote
Δ퐴(푠) = det (diag(푠
푞1 , 푠푞2) −퐴) = 푠푞1+푞2 − 푎11푠
푞2 − 푎22푠
푞1 + det(퐴)
and therefore, we obtain
푋(푠) =
푠푞1(푠푞2 − 푎22)푥(0) + 푎12푠
푞2푦(0)
푠Δ퐴(푠)
and 푌 (푠) =
푠푞2(푠푞1 − 푎11)푦(0) + 푎21푠
푞1푥(0)
푠Δ퐴(푠)
(3)
The following result provides necessary and sufficient conditions for the global asymptotic stability of system (2) as well as
sufficient conditions for the instability of system (2). The proof is based on the Final Value Theorem and asymptotic expansion
properties of the Laplace transform (25, 26, 17).
Theorem 1.
1. Denoting 푞 = min{푞1, 푞2}, system (2) is (푡
−푞)-globally asymptotically stable if and only if all the roots of Δ퐴(푠) are in
the open left half-plane (ℜ(푠) < 0).
2. If det(퐴) ≠ 0 and Δ퐴(푠) has a root in the open right half-place (ℜ(푠) > 0), system (2) is unstable.
Proof. Without loss of generality, we consider 0 < 푞1 ≤ 푞2 < 1.
Part 1 - Necessity. Assuming that (2) is (푡−푞)-globally asymptotically stable and letting (푥(푡), 푦(푡)) denote the solution
of system (2) which satisfies the initial condition (푥(0), 푦(0)) = (푥0, 푦0) ∈ ℝ
2 such that 푥0, 푦0 ≠ 0, there exist 푀 > 0 and
푇 > 0 such that |푥(푡)| ≤ ‖(푥(푡), 푦(푡))‖ ≤푀푡−푞 , ∀ 푡 ≥ 푇 .
Hence, the Laplace transform
푋(푠) =
푥0푠
푞1(푠푞2 − 푎22) + 푎12푦0푠
푞2
푠Δ퐴(푠)
is absolutely continuous and holomorphic in the open right half-plane, therefore, it does not have any poles in the open right
half-plane. The function from the numerator is holomorphic onℂ⧵{푠 ∈ ℝ, 푠 ≤ 0} andΔ퐴(푠) ≠ 0, for any 푠 ∈ ℂ,ℜ(푠) > 0.
Assuming that Δ퐴(0) = 0, we obtain that det(퐴) = 0 and Δ퐴(푠) = 푠
푞1+푞2 − 푎11푠
푞2 − 푎22푠
푞1 . Hence
lim
푠→0
푠푋(푠) = lim
푠→0
푠 ⋅
푥0푠
푞1(푠푞2 − 푎22) + 푎12푦0푠
푞2
푠Δ퐴(푠)
=
= lim
푠→0
푥0푠
푞1+푞2 − 푥0푎22푠
푞1 + 푎12푦0푠
푞2
푠푞1+푞2 − 푎11푠
푞2 − 푎22푠
푞1
=
= lim
푠→0
푥0푠
푞2 − 푥0푎22 + 푎12푦0푠
푞2−푞1
푠푞2 − 푎11푠
푞2−푞1 − 푎22
=
=
{
푥0, if 푎22 ≠ 0
−
푎12
푎11
푦0, if 푎22 = 0
≠ 0,
This contradicts the Final Value Theorem for the Laplace transform 푋(푠) because 푥(푡) → 0 as 푡 → ∞. In conclusion,
Δ퐴(0) ≠ 0.
Let us now consider the solution (푥(푡), 푦(푡)) of system (2) which satisfies the initial condition (푥(0), 푦(0)) =
(
0,
1
푎12
)
. For
푥(푡) we obtain the Laplace transform 푋(푠) =
[
푠1−푞2Δ퐴(푠)
]−1
. Assuming that Δ퐴(푠) has a root on the imaginary axis (but
not at the origin), it follows that 푋(푠) has a pole on the imaginary axis, which implies that 푥(푡) has persistent oscillations,
contradicting the convergence of 푥(푡) to the limit 0, as 푡→∞.
Therefore, we obtain Δ퐴(푠) ≠ 0, for any 푠 ∈ ℂ,ℜ(푠) ≥ 0.
Part 1 - Sufficiency. Let (푥(푡), 푦(푡)) denote the solution of system (2) which satisfies the initial condition (푥(0), 푦(0)) =
(푥0, 푦0) ∈ ℝ
2. Assuming that all the roots of Δ퐴(푠) are in the open left half-plane, it follows that all the poles of the Laplace
transforms functions 푋(푠) and 푌 (푠) given by (3) are either in the open left half-plane or at the origin, and 푋(푠) and 푌 (푠)
have at most a single pole at the origin. A simple application of the Final Value Theorem of the Laplace transform (27) yields
lim
푡→∞
푥(푡) = lim
푠→0
푠푋(푠) = lim
푠→0
푠푞1(푠푞2 − 푎22)푥(0) + 푎12푠
푞2푦(0)
Δ퐴(푠)
= 0;
lim
푡→∞
푦(푡) = lim
푠→0
푠푌 (푠) = lim
푠→0
푠푞2(푠푞1 − 푎11)푦(0) + 푎21푠
푞1푥(0)
Δ퐴(푠)
= 0.
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The Laplace transform 푋(푠) is holomorphic in the right half-plane, except at the origin and has the asymptotic expansion
푋(푠) ∼
∞∑
푛=0
푐푛푠
휆푛 , as 푠 → 0,
where 휆0 = 푞1 − 1 < 휆1 < ... < 휆푛 < .... Based o Theorem 37.1 from (25), this leads to the following asymptotic expansion:
푥(푡) ∼
∞∑
푛=0
푐푛
Γ(−휆푛)
1
푡휆푛+1
, as 푡→∞,
where Γ represents the Gamma function with the convention
1
Γ(−휆푛)
= 0 if 휆푛 ∈ ℤ+.
As 휆0+1 = 푞1, it follows that 푥(푡) converges to 0 as 푡
−푞1 . Similarly, we also obtain that 푦(푡) converges to 0 as 푡−푞1 . Combining
the convergence results for the two components 푥(푡) and 푦(푡), it follows, based on Definition 1 that system (2) is (푡−푞)-
globally asymptotically stable, where 푞 = min{푞1, 푞2}.
Part 2. Assume that det(퐴) ≠ 0, which is equivalent to Δ퐴(0) ≠ 0. Consider the solution of (푥(푡), 푦(푡)) of system (2)
which satisfies the initial condition (푥(0), 푦(0)) = (0, 푦0), with an arbitrary 푦0 ∈ ℝ
⋆. The Laplace transform of 푥(푡) is
푋(푠) = 푎12푦0
[
푠1−푞2Δ퐴(푠)
]−1
. Based on Proposition 3.1 from (28), it follows that Δ퐴(푠) has a finite number of roots in
ℂ ⧵ℝ−, and in particular, in the open right half-plane. Obviously, the Laplace transform 푋(푠) is analytic in ℂ ⧵ℝ−, except
at the poles given by the roots of Δ퐴(푠).
If Δ퐴(푠) has at least one root in the open right half-plane, let us denote by 휌 > 0 the real part of a dominant pole of푋(푠),
i.e. 휌 = max{ℜ(푠) ∶ Δ퐴(푠) = 0}, and by 휈 ≥ 1 the largest order of a dominant pole. Following Theorem 35.1 from (25),
we obtain that |푥(푡)| is asymptotically equal to 푘 푡휈−1푒휌푡 (with 푘 > 0) as 푡 → ∞. Hence, 푥(푡) is unbounded and therefore,
system (2) is unstable.
Lemma 1. Let 푐 > 0, 0 < 푞1 < 푞2 ≤ 1, and consider the smooth parametric curve in the (푏, 푎)-plane defined by
Γ푐,푞1,푞2 ∶
{
푏 = 푏(휔) = 휌1휔
푞2 − 푐휌2휔
−푞1
푎 = 푎(휔) = 푐휌1휔
−푞2 − 휌2휔
푞1
, 휔 > 0,
where:
휌1 =
sin
푞1휋
2
sin
(푞2−푞1)휋
2
> 0 , 휌2 =
sin
푞2휋
2
sin
(푞2−푞1)휋
2
> 1 .
The curve Γ푐,푞1,푞2 is the graph of a smooth, decreasing and convex bijective function 푎
⋆ = 푎⋆
푐,푞1,푞2
∶ ℝ → ℝ which satisfies
the inequalities ⎧⎪⎨⎪⎩
푎⋆(푏) ≤ (−푏)
푞2
푞1 푐
(
1−
푞2
푞1
)
, if 푏 < 0
푎⋆(푏) ≤ −푏
푞1
푞2 , if 푏 ≥ 0
(4)
Proof. It is easy to see that for any 휔 > 0 one has:
푏′(휔) = 휌1푞2휔
푞2−1 + 푐휌2푞1휔
−푞1−1 > 0
푎′(휔) = −푐휌1푞2휔
−푞2−1 − 휌2푞1휔
푞1−1 < 0
Moreover, 푎(0+) = 푏(∞) = ∞ and 푎(∞) = 푏(0+) = −∞, and hence, Γ푐,푞1,푞2 is the graph of a smooth decreasing bijective
function 푎⋆ = 푎◦푏−1 ∶ ℝ→ ℝ such that 푎⋆(±∞) = ∓∞.
Furthermore, we compute:
푎′′(휔)푏′(휔) − 푎′(휔)푏′′(휔) = 휔−푞1−푞2−3
(
휌1휌2푞1푞2(푞2 − 푞1)(푐
2 + 휔2(푞1+푞2)) + 2푐휔푞1+푞2(푞3
2
휌2
1
− 푞3
1
휌2
2
)
)
.
This expression is strictly positive, as
푞1
푞2
≤
휌1
휌2
≤ 1 (which follows from the fact that the function 푥 →
sin 푥
푥
is decreasing on
(0, 휋)). Therefore, as 푏′(휔) > 0, it follows by the chain rule that
푑2푎⋆
푑푏2
> 0, for any 푏 ∈ ℝ, and hence, 푎⋆ is a convex function.
Let us denote 휌 =
휌1
휌2
∈ (0, 1). We note that the root of the equation 푎(휔) = 0 is 휔푎 = (푐휌)
1
푞1+푞2 , while the root of 푏(휔) = 0
is 휔푏 = (푐휌
−1)
1
푞1+푞2 . We have 휔푎 < 휔푏 and hence, 푎
⋆(0) < 0.
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We will first prove the inequality 푎⋆(푏) ≤ −푏
푞1
푞2 for any 푏 ≥ 0, which is equivalent to (−푎(휔))푞2 ≥ 푏(휔)푞1 , for any 휔 ≥ 휔푏.
Denoting 푢 = 푐휔−푞1−푞2 ∈ (0, 휌], this further simplifies to proving the inequality
(휌1 − 푢휌2)
푞1 ≤ (휌2 − 푢휌1)
푞2 , ∀ 푢 ∈ (0, 휌]. (5)
To prove inequality (5), we first apply Bernoulli’s inequality and obtain
(휌1 − 푢휌2)
푞1
푞2 ≤ 1 +
푞1
푞2
(휌1 − 푢휌2 − 1), ∀ 푢 ∈ (0, 휌].
We now have to show that
1 +
푞1
푞2
(휌1 − 푢휌2 − 1) ≤ 휌2 − 푢휌1, ∀ 푢 ∈ (0, 휌]
or equivalently
푢(휌1 − 푟휌2) ≤ 휌2 − 1 + 푟(1 − 휌1), ∀ 푢 ∈ (0, 휌].
where 푟 =
푞1
푞2
≤ 휌. This inequality holds if and only it is true for 푢 = 휌, or equivalently:
sin
(
(푞1 + 푞2)휋
2
)
≥ (1 − 푟) sin
(푞2휋
2
)
, ∀ 0 < 푞1 < 푞2 ≤ 1.
The above inequality follows from Jensen’s inequality applied to the concave sine function:
(1 − 푟) sin
(푞2휋
2
)
+ 푟 sin(푞2휋) ≤ sin
(
(1 − 푟)
푞2휋
2
+ 푟푞2휋
)
= sin
(
(푞1 + 푞2)휋
2
)
.
The other inequality, 푎⋆(푏) ≤ (−푏)
푞2
푞1 푐
(
1−
푞2
푞1
)
for any 푏 < 0, is equivalent to 푎(휔)푞1 ≤ (−푏(휔))푞2푐푞1−푞2 , for any 휔 < 휔푎.
Denoting 푢 = 푐−1휔푞1+푞2 ∈ (0, 휌), this further simplifies to inequality (5) which has been proved above.
With the aim of exploring the distribution of the roots of the characteristic function Δ퐴(푠) given above, the following result
is given, which is a generalization of Proposition 2 from (17).
Proposition 1. Consider the complex-valued function
Δ(푠) = 푠푞1+푞2 + 푎푠푞2 + 푏푠푞1 + 푐,
where 0 < 푞1 < 푞2 < 1, 푠
푞1 and 푠푞2 represent the principal values (first branches) of the corresponding complex power
functions and 푎, 푏, 푐 ∈ ℝ.
1. If 푐 < 0, then Δ(푠) has at least one positive real root.
2. Δ(0) = 0 if and only if 푐 = 0.
3. Assume that 푐 > 0.
(a) If 푎 ≥ 0 and 푏 ≥ 0 then all the roots of Δ(푠) satisfy ℜ(푠) < 0.
(b) Δ(푠) has a pair of pure imaginary roots if and only if
푎 = 푎⋆
푐,푞1,푞2
(푏) ∶= 푎⋆(푏, 푐, 푞1, 푞2),
where 푎⋆
푐,푞1,푞2
is the function given by Lemma 1.
(c) If 푠(푎, 푏, 푐, 푞1, 푞2) is one of the roots of Δ(푠) such that
ℜ(푠(푎⋆, 푏, 푐, 푞1, 푞2)) = 0,
where 푎⋆ = 푎⋆(푏, 푐, 푞1, 푞2) defined at (b), the following transversality condition is satisfied:
휕ℜ(푠)
휕푎
|||푎=푎∗ < 0.
(d) All roots of Δ(푠) are in the left half-plane if and only if 푎 > 푎⋆(푏, 푐, 푞1, 푞2).
(e) Δ(푠) has a pair of roots in the right half-plane if and only if 푎 < 푎⋆(푏, 푐, 푞1, 푞2).
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Proof. 1. Since Δ(0) = 푐 < 0 and Δ(∞) = ∞, due to the fact that Δ(푠) is continuous on (0,∞), it results that it has at least
one strictly positive real root.
2. As Δ(0) = 푐, it is easy to see that Δ(0) = 0 ⇔ 푐 = 0.
3.(a) Let 푎 ≥ 0, 푏 ≥ 0 and 푐 > 0. If Δ(푠) had a root 푠 withℜ(푠) ≥ 0, then
| arg(푠)| ≤ 휋
2
⇒ | arg(푠푞푖)| = 푞푖 ⋅ | arg(푠)| ≤ 푞푖휋
2
<
휋
2
, 푖 ∈ {1, 2}
Soℜ(푠푞1) > 0 andℜ(푠푞2) > 0. Moreover, we have
푠푞1+푞2 + 푎푠푞2 + 푏푠푞1 + 푐 = 0 ⇔ 푠푞1 =
−푎푠푞2 − 푐
푠푞2 + 푏
and we obtain
ℜ(푠푞1) = ℜ
(
−푎푠푞2 − 푐
푠푞2 + 푏
)
= ℜ
[
(−푎푠푞2 − 푐)(푠̄푞2 + 푏)|푠푞2 + 푏|2
]
=
ℜ
[
(−푎푠푞2 − 푐)(푠̄푞2 + 푏)
]
|푠푞2 + 푏|2
=
ℜ(−푎푠푞2 − 푐)ℜ(푠̄푞2 + 푏) −ℑ(−푎푠푞2 − 푐)ℑ(푠̄푞2 + 푏)|푠푞2 + 푏|2
=
(−푎ℜ(푠푞2) − 푐)(ℜ(푠푞2) + 푏) + 푎ℑ(푠푞2)(−ℑ(푠푞2))|푠푞2 + 푏|2
=
−푎|푠|2푞2 − (푎푏 + 푐)ℜ(푠푞2) − 푏푐|푠푞2 + 푏|2 .
Because 푎 ≥ 0, 푏 > 0, 푐 ≥ 0, we have that −푎|푠|2푞2 − (푎푏 + 푐)ℜ(푠푞2) − 푏푐 ≤ 0 and we obtain that ℜ(푠푞1) ≤ 0, which
contradictsℜ(푠푞1) > 0. In conclusion, the equation Δ(푠) = 0 does not have any roots withℜ(푠) ≥ 0.
3.(b) Δ(푠) has a pair of pure imaginary roots if and only if there exist 휔 > 0 such that Δ(푖휔) = 0. As 푖푞 = cos
푞휋
2
+ 푖 sin
푞휋
2
,
taking the real and the imaginary parts of the equation Δ(푖휔) = 0, we obtain:{
휔푞1+푞2 cos
(푞1+푞2)휋
2
+ 푎휔푞2 cos
푞2휋
2
+ 푏휔푞1 cos
푞1휋
2
+ 푐 = 0
휔푞1+푞2 sin
(푞1+푞2)휋
2
+ 푎휔푞2 sin
푞2휋
2
+ 푏휔푞1 sin
푞1휋
2
= 0
(6)
Solving this system for 푎 and 푏, using the notations from Lemma 1, it follows that Δ(푠) has a pair of pure imaginary roots if
and only if (푏, 푎) ∈ Γ푐,푞1,푞2 , or equivalently 푎 = 푎
⋆
푐,푞1,푞2
(푏) ∶= 푎⋆(푏, 푐, 푞1, 푞2).
3.(c) Let 푠(푎, 푏, 푐, 푞1, 푞2) be the root of Δ(푠) such that 푠(푎
⋆, 푏, 푐, 푞1, 푞2) = 푖휔, with 휔 > 0, where 푎
⋆ = 푎⋆(푏, 푐, 푞1, 푞2).
Differentiating with respect to 푎 in the equation
푠푞1+푞2 + 푎푠푞2 + 푏푠푞1 + 푐 = 0
we obtain
(푞1 + 푞2)푠
푞1+푞2−1
휕푠
휕푎
+ 푠푞2 + 푎푞2푠
푞2−1
휕푠
휕푎
+ 푏푞1푠
푞1−1
휕푠
휕푎
= 0
which is equivalent to
휕푠
휕푎
=
−푠푞2
(푞1 + 푞2)푠
푞1+푞2−1 + 푎푞2푠
푞2−1 + 푏푞1푠
푞1−1
.
Therefore
휕ℜ(푠)
휕푎
= ℜ
(
휕푠
휕푎
)
= ℜ
(
−푠푞2
(푞1 + 푞2)푠
푞1+푞2−1 + 푎푞2푠
푞2−1 + 푏푞1푠
푞1−1
)
.
which leads to
휕ℜ(푠)
휕푎
|||푎=푎∗ = ℜ
(
− (푖휔)푞2
(푞1 + 푞2) (푖휔)
푞1+푞2−1 + 푎∗푞2 (푖휔)
푞2−1 + 푏푞1 (푖휔)
푞1−1
)
.
Denoting 푃 (휔) = (푞1 + 푞2) (푖휔)
푞1+푞2−1 + 푎∗푞2 (푖휔)
푞2−1 + 푏푞1 (푖휔)
푞1−1, we have
휕ℜ(푠)
휕푎
|||푎=푎∗ = ℜ
(
− (푖휔)푞2
푃 (휔)
)
= 휔푞2ℜ
(
−푖푞2푃 (휔)|푃 (휔)|2
)
= −
휔푞2|푃 (휔)|2 ⋅ℜ(푖푞2푃 (휔)) (7)
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In what follows, we computeℜ
(
푖푞2푃 (휔)
)
and we obtain:
ℜ
(
푖푞2푃 (휔)
)
= ℜ
(
푖
푞2
푃 (휔)
)
= ℜ
[
(푞1 + 푞2)푖
푞2
푖푞1+푞2−1휔푞1+푞2−1 + 푎∗푞2푖
푞2
푖푞2−1휔푞2−1 + 푏푞1푖
푞2
푖푞1−1휔푞1−1
]
= 휔푞1−1ℜ
[
(푞1 + 푞2)푖
푞1−1휔푞2 − 푎⋆푞2푖휔
푞2−푞1 + 푏푞1푖
푞2
푖푞1−1
]
= 휔푞1−1
[
(푞1 + 푞2)휔
푞2ℜ(푖푞1−1) + 푏푞1ℜ(푖
푞2
푖푞1−1)
]
= 휔푞1−1
[
(푞1 + 푞2)휔
푞2 sin
푞1휋
2
− 푏푞1 sin
(푞2 − 푞1)휋
2
]
= 휔푞1−1 sin
(푞2 − 푞1)휋
2
[
(푞1 + 푞2)휔
푞2휌1 − 푞1(휌1휔
푞2 − 푐휌2휔
−푞1)
]
= 휔푞1−1 sin
(푞2 − 푞1)휋
2
[
푞2휌1휔
푞2 + 푐 푞1휌2휔
−푞1)
]
> 0
From (7) it results that
휕ℜ(푠)
휕푎
|||푎=푎∗ < 0.
3.(d,e) From the transversality condition obtained at 3.(c), we observe thatℜ(푠) is decreasing in a neighborhood of 푎∗, so
when 푎 decreases below the critical value 푎∗ = 푎∗(푏, 푐, 푞1, 푞2), the pair of conjugated roots (푠, 푠) crosses the imaginary axis
from the left half-plane to the right half-plane. Therefore, taking into consideration 3.(a), we obtain the conclusions.
Furthermore, sufficient stability conditions which do not depend on the fractional orders 푞1 and 푞2 will be obtained using the
following:
Proposition 2. Let 푐 > 0 and 0 < 푞1 < 푞2 < 1. For the complex-valued function Δ(푠) defined in Proposition 1 we have:
1. If 푎 + 1 > 0, 푎 + 푏 > 0 and 푏 + 푐 > 0, then all roots of Δ(푠) are in the open left-half plane, regardless of 푞1 and 푞2.
2. If 푎 + 푏 + 푐 + 1 ≤ 0 then the equation Δ(푠) has at least one positive real root, regardless of 푞1 and 푞2.
Proof. 1. Assume that 푎 + 1 > 0, 푎 + 푏 > 0 and 푏 + 푐 > 0.
If 푏 ≥ 0, then 푎 > −1 and 푎 > −푏 and inequality 4 from Lemma 1 implies that
푎 > −min{푏, 1} ≥ −푏
푞1
푞2 ≥ 푎⋆(푏, 푐, 푞1, 푞2).
If 푏 < 0, we have 푎 > −푏 and 푐 > −푏 and inequality 4 from Lemma 1 provides:
푎 > −푏 = (−푏)
푞2
푞1 (−푏)
1−
푞2
푞1 ≥ (−푏)
푞2
푞1 푐
1−
푞2
푞1 ≥ 푎⋆(푏, 푐, 푞1, 푞2).
Hence, in both cases, based on Proposition 1.(d) it follows that all the roots of Δ(푠) are in the open left half-plane.
2. As Δ(1) = 1+푎+ 푏+ 푐 ≤ 0 andΔ(∞) = ∞, the function Δ(푠) has at least one positive real root belonging to the interval
[1,∞).
Based on Theorem 1 and Propositions 1 and 2, the following conditions for the stability of system (2) are obtained, with
respect to its coefficients and the fractional orders 푞1, 푞2:
Corollary 1. Consider the linear system (2) with 푞1, 푞2 ∈ (0, 1), 푞1 < 푞2, the fractional orders of the Caputo derivatives.
Denoting 푎 = −푎11, 푏 = −푎22, 푐 = det(퐴), the following hold:
1. If 푐 < 0, system (2) is unstable, regardless of the fractional orders 푞1 and 푞2.
2. Assume that 푐 > 0 and 푞1, 푞2 are arbitrarily fixed. Consider 푎
⋆(푏, 푐, 푞1, 푞2) given by Lemma 1.
(a) System (2) is (푡−푞1)-asymptotically stable if and only if 푎 > 푎⋆(푏, 푐, 푞1, 푞2).
(b) If 푎 < 푎⋆(푏, 푐, 푞1, 푞2) system (2) is unstable.
3. If 푐 > 0, the following sufficient conditions for the asymptotic stability and instability of system (2), independent of the
fractional orders 푞1, 푞2 are obtained:
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(a) If 푎+1 > 0, 푎+푏 > 0 and 푏+푐 > 0 system (2) is asymptotically stable, regardless of the fractional orders 푞1 and 푞2.
(b) If 푎 + 푏 + 푐 + 1 ≤ 0 then system (2) is unstable, regardless of the fractional orders 푞1 and 푞2.
Example 1. Let us consider 푐 = 4, 푞1 = 0.4 and 푞2 = 0.8. The curve Γ푐,푞1,푞2 given by Lemma 1, which represents the graph
of the function 푎⋆(푏, 푐, 푞1, 푞2) is shown in Fig. 1 . System (2) is (푡
−0.4)-asymptotically stable if and only if the parameters
(푎, 푏) take values above the plotted curve Γ푐,푞1,푞2, based on Corollary 1. On the other hand, if (푎, 푏) take values below the
curve Γ푐,푞1,푞2, system (2) is unstable. For any values of (푞1, 푞2), if (푎, 푏) belong to the red shaded region shown in 1 , system
(2) is asymptotically stable. For any values of (푞1, 푞2), if (푎, 푏) belong to the blue shaded region shown in 1 , system (2) is
unstable.
-10 -5 0 5 10
-10
-5
0
5
10
b
a
GHc,q1,q2L, c=4, q1=0.4, q2=0.8
FIGURE 1 Curve Γ푐,푞1,푞2 given by Lemma 1, for fixed values of 푐 = 4, 푞1 = 0.4 and 푞2 = 0.8. The red/blue shaded regions
represent the combination of parameters (푎, 푏) for which system (2) is asymptotically stable /unstable, regardless of the fractional
orders 푞1 and 푞2.
4 INVESTIGATION OF A FRACTIONAL-ORDER FITZHUGH-NAGUMOMODEL
The FitzHugh-Nagumo neuronal model (29) is a simplification of the well-known Hodgkin-Huxley model, which describes
a biological neuron’s spiking behavior. In this paper, we consider an extension of the classical FitzHugh-Nagumo model, by
replacing the integer-order derivatives by fractional-order Caputo derivatives:
⎧⎪⎨⎪⎩
푐퐷푞1푣(푡) = 푣 −
푣3
3
−푤 + 퐼
푐퐷푞2푤(푡) = 푟(푣 + 푐 − 푑푤)
(8)
where 푣 represents the membrane potential, 푤 is a recovery variable, 퐼 is an external excitation current and 0 < 푞1 ≤ 푞2 ≤ 1. A
similar model has been investigated by means of numerical simulations in (30).
The second equation of system (8) can be rewritten as follows:
푐퐷푞2푤(푡) = 푟푑
(
1
푑
푣 +
푐
푑
−푤
)
= 휙(훼푣 + 훽 −푤)
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where 휙 = 푟푑 ∈ (0, 1), 훼 =
1
푑
> 1 and 훽 =
푐
푑
. Therefore, system (8) is equivalent to the following two-dimensional
conductance-based model: {
푐퐷푞1푣(푡) = 퐼 − 퐼(푣,푤)
푐퐷푞2푤(푡) = 휙(푤∞(푣) −푤)
(9)
where 퐼(푣,푤) = 푤 − 푣 +
푣3
3
and 푤∞(푣) = 훼푣 + 훽 is a linear function.
The equilibrium states of the fractional-order neuronal model (9) are the solutions of the following algebraic system{
퐼 = 퐼∞(푣)
푤 = 푤∞(푣)
where
퐼∞(푣) = 퐼(푣,푤∞(푣)) = 푤∞(푣) − 푣 +
푣3
3
= (훼 − 1)푣 +
푣3
3
+ 훽.
We observe that 퐼∞ ∈ 퐶
1, lim
푣→−∞
퐼∞(푣) = −∞ and lim
푣→∞
퐼∞(푣) = ∞. Moreover, 퐼
′
∞
(푣) = 푣2 + 훼 − 1.
As it is assumed that 훼 > 1, it follows that 퐼 ′
∞
(푣) = 푣2 + 훼 − 1 > 0, so the function 퐼∞ is increasing and, as it is also
continuous, it results that 퐼∞ is bijective. Therefore, there exists a unique solution for the equation 퐼∞(푣) = 퐼 , which we denote
by 푣∗ = 푣∗(퐼, 훼, 훽).
For the investigation of the stability of equilibrium states, we consider the Jacobian matrix associated to system (9) at an
arbitrary equilibrium state (푣∗, 푤∗) = (푣∗, 푤∞(푣
∗)):
퐽 =
[
1 − (푣∗)2 −1
휙 훼 −휙
]
The characteristic equation at the equilibrium state (푣∗, 푤∗) is
푠푞1+푞2 + 푎(푣∗)푠푞2 + 푏(푣∗)푠푞1 + 푐(푣∗) = 0 (10)
where
푎(푣∗) = −1 + (푣∗)2
푏(푣∗) = 휙 > 0
푐(푣∗) = det(퐽 ) = 휙 ⋅ 퐼 ′
∞
(푣∗) > 0.
Proposition 3. Any equilibrium state (푣∗, 푤∗) with |푣∗| > √1 − 휙 is asymptotically stable, regardless of the fractional
orders 푞1 and 푞2.
Proof. As the function 퐼∞ is increasing and
푎(푣∗) + 1 = (푣∗)2 > 0;
푎(푣∗) + 푏(푣∗) = −1 + (푣∗)2 + 휙 > 0;
푏(푣∗) + 푐(푣∗) = 휙 + 휙 ⋅ 퐼 ′
∞
(푣∗) > 0;
it follows from Corollary 1 3.a, that the equilibrium state (푣∗, 푤∗) is asymptotically stable, regardless of the fractional orders
푞1 and 푞2.
The stability of any equilibrium state (푣∗, 푤∗) with |푣∗| ≤ √1 − 휙 depends on the fractional orders 푞1 and 푞2 (see Figs. 2
and 3 ).
Let us know consider an arbitrarily fixed equilibrium state (푣∗, 푤∗) of system (8), such that |푣∗| ≤ √1 − 휙. According to
Proposition 1, at the critical values of the fractional orders (푞⋆
1
, 푞⋆
2
) defined implicitly by the equality
푎(푣⋆) = 푎⋆(푏(푣⋆), 푐(푣⋆), 푞1, 푞2),
a Hopf bifurcation is expected to occur (see Fig. 3 ).
Indeed, considering the following values for the system parameters: 푟 = 0.08, 푐 = 0.7, 푑 = 0.8 and 퐼 = 1.24567, the
equilibrium state is (푣∗, 푤∗) = (0.8, 1.875). In Fig. 4 , the evolution of the state variables is shown, considering an initial
condition in a small neighborhood of the equilibrium point. For a fixed value 푞2 = 0.8, the critical value of the fractional
order 푞1 for which a Hopf bifurcation occurs is 푞
∗
1
= 0.599. Indeed, for 푞1 = 0.58, asymptotically stable behavior is observed.
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FIGURE 2 Membrane potential (푣∗) of the equilibrium states (푣∗, 푤∗) of system (8) (with parameter values: 푟 = 0.08, 푐 = 0.7,
푑 = 0.8) with respect to the external excitation current 퐼 and their stability: red represents asymptotic stability, regardless of
the fractional orders 푞1 and 푞2; green represents equilibrium states whose stability depends on the fractional orders 푞1 and 푞2.
FIGURE 3 Stability regions (shaded) in the (푞1, 푞2)-plane for equilibrium states (푣
∗, 푤∗) of system (8) (with parameter values:
푟 = 0.08, 푐 = 0.7, 푑 = 0.8), with different values of the membrane potential 푣∗ satisfying the inequality |푣∗| ≤√1 − 휙 ≈ 0.98.
In each case, the part of the blue curve strictly above the first bisector represents the Hopf bifurcation curve in the (푞1, 푞2)-plane.
For 푞1 = 0.63, numerical simulations show quasi-periodic behavior, corresponding to the existence of a stable limit cycle.
As 푞1 is increased, the frequency of the oscillations increases. Numerical simulations suggest that fractional-order versions
of the FitzHugh-Nagumo system provide a more realistic modeling of individual spikes than the corresponding integer-order
counterpart (as seen in the last image from Fig. 4 ).
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5 CONCLUSIONS
Necessary and sufficient conditions have been obtained for the asymptotic stability of a two-dimensional incommensurate order
linear autonomous systemwith Caputo derivatives of different fractional orders. These results can be regarded as a generalization
of the classical Routh-Hurwitz stability conditions. As an application, the stability properties of a fractional-order FitzHugh-
Nagumo system have been explored. Numerical simulations are provided to exemplify the theoretical findings, additionally
revealing the occurrence of Hopf bifurcations when critical values of the fractional orders are encountered.
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FIGURE 4 Evolution of the state variables of system (8) (with parameter values: 푟 = 0.08, 푐 = 0.7, 푑 = 0.8 and 퐼 = 1.24567)
for different values of the fractional orders.
