We present results from computer simulations of a biologically plausible model of heading detection in the visual motion pathway of higher mammals. These simulations are closely related to a recently discovered visual illusion in optic flow processing in humans. The model reproduces the results described for humans and suggests a possible explanation, namely that humans interpret the illusory stimuli in terms of egomotion. It provides further indication that the visual system makes use of visual information to cope with eye movement effects in dealing with optic flow.
INTRODUCTION
Questions regarding the use of optic flow during egomotion have received increased attention from different scientific communities in recent years. Psychophysicists debate whether the direction of heading can be detected purely visually when eye movements distort the simple radial flow field that occurs from straight observer translation (Cutting, Springer, Braren & Johnson, 1992; Royden, Banks & Crowell, 1992; van den Berg, 1993; Warren & Hannon, 1988 . Neurophysiologists have tried to find a neurobiological substrate for optic flow processing in the visual system of cats (Rauschecker, yon Griinau & Poulin, 1987; Rauschecker, 1988; Brenner & Rauschecker, 1990) and monkeys (Saito, Yukie, Tanaka, Hikosaka, Fukada & Iwai, 1986; Tanaka & Saito, 1989; Duffy & Wurtz, 1991a; Graziano, Andersen & Snowden, 1994) . Mathematical investigations about the recovery of motion parameters from optic flow have long been undertaken (Bruss & Horn, 1983; Koenderink & van Doom, 1975; Longuet-Higgins & Prazdny, 1980; Prazdny, 1980; Rieger & Lawton, 1985; Verri, Girosi & Torre, 1989) and are still being pursued (Beusmans, 1993) . Recent interest in computational aspects, however, has often focussed on modelling results from psychophysics (Hatsopoulos & Warren, 1991; Hildreth, 1992a, b) , or neurobiology (Perrone, 1992; Verri, Straforini & Torre, 1992; Zhang, Sereno & Sereno, 1993) , or both (Lappe & Rauschecker, 1993a , b, 1994 An important tool for the analysis of vision is the study of visual illusions, since they can potentially give insight into the normal functioning of the system. The ability to reproduce the effects of visual illusions is an important requirement for biologically plausible models of the visual system (Biilthoff, Little & Poggio, 1989; Wang, Mathur & Koch, 1989) . Recently, Duffy and Wurtz (1993) described an illusory transformation of optic flow fields. They presented optic flow stimuli containing radial and planar motion to human subjects who were asked to identify the centre of radial motion in these stimuli. Two basic sets of stimuli were used. In the first set, the centre of radial motion was truly displaced from the centre of the screen by vectorially adding a planar motion component, e.g. motion to the right, to a radial stimulus centred on the screen. The result is a radial motion centred at a position away from the centre of the screen [see Fig. 3 (A, C), and Fig. 3 (B) for centred radial motion). For instance, if planar motion towards the right is added, the position of the centre of radial motion is on the left of the screen centre. However, only half of the dots in the display actually underwent this motion. The other half of the dots remained stationary. The authors call this the combined stimulus. Subjects correctly perceived the displacement of the radial motion pattern and accurately identified the centre of radial motion. In the second set of stimuli, the so-called transparent stimuli, half of the dots on the display underwent a radial motion centred on the screen, while the other half of the dots now moved simultaneously in one planar direction. This stimulus thus contained transparent radial and planar motion at the same time (see Fig. 4 ). When subjects were asked to locate the centre of radial motion 1620 MARKUS LAPPE and JOSEF P. RAUSCHECKER in these displays, they experienced an illusory shift that made the centre of motion appear at a position away from the centre of the screen. However, in this situation, the shift was in the same direction as the planar motion, and opposite to the direction found for the combined stimuli. If planar motion was to the right, the centre of motion appeared to lie to the right of the screen centre. The authors propose that the visual system takes the transparent planar motion as visual evidence for a pursuit eye movement and automatically subtracts this eye movement component from the radial motion in order to compensate for the apparent eye movement. Therefore the centre of radial motion would have to appear displaced in the direction of the planar motion.
In the present study we put this same question to a biologically plausible model of heading detection from optic flow (Lappe & Rauschecker, 1993b) , We confront the model with stimuli that are designed by analogy with the psychophysical stimuli, in order to see whether the model exhibits similar behaviour, and whether this might aid in the explanation of the illusion. As we will describe in the following, the model does indeed show the same illusory shift as human subjects, and the explanation suggested by Duffy and Wurtz is supported by the results of our simulations.
THE MODEl,
The model is a biologically motivated network implementation of a least-square algorithm (Heeger & Jepson, 1992) for heading detection. It uses basic features of direction selective cells in the visual motion pathway of cats and monkeys. By implementing a special heading detection algorithm, the network generates cells with more complex optic flow response selectivities, akin to neurons described in area MSTd, an area of monkey visual cortex subsequent to area MT (Lappe & Rauschecker, 1993a, b) . In this section we will give a brief and qualitative description of the structure and function of the model as well as the properties of the optic flow selective neurons it generates. A more complete account of the underlying computations can be found elsewhere (Lappe & Rauschecker, 1993m b) .
Structure of the network
A schematic drawing of the model is shown in Fig. 1 . The network consists of two layers of neurons: one in which the optic flow input is presumed to be encoded, and a second one in which the direction of heading is recovered. The first layer contains direction selective cells that are modelled after neurons in cat visual area PMLS (Clare & Bishop, 1954; Spear & Baumann, 1975; Palmer, Rosenquist & Tusa, 1978) or monkey visual area MT (Allman & Kaas, 1971) . These cells respond to a localized moving stimulus in a directionally tuned fashion: the response is maximal for movements in a certain preferred direction and zero for movements in the opposite (null) direction. We assume that several neurons with different preferred directions but identical receptive field locations work in concert to form a population encoding of a given optic flow vector. To simplify the simulations, we use populations of only four neurons with cosine shaped directional tuning functions and a linear speed response for each flow vector. Sharper tuning and a higher number of neurons might be a more realistic model of MT/PMLS, but it would not change any of the results, as long as the population coding scheme remains unchanged. The same is true for an explicit modelling of the speed tuning of MT/PMLS neurons. A linear speed signal, like the one used in the simulations, can be constructed by pooling several neurons with different speed tuning. In the first layer, a large number (typically 300) of such neuronal populations are spread out randomly within a visual field [the (x, y)-image-plane] of 100 deg in diameter.
The direction of heading is recovered in the second layer by neuronal populations that are tuned to preferred directions of heading. These populations can be schematized as arranged in a three-dimensional grid, as is shown in Fig. 1 . Two dimensions [the (x, ),)-plane] of this grid correspond to a two-dimensional retinotopic representation of the visual field. Each grid position in x and y represents a specific direction of heading, symbolized by the retinal projection of the movement vector of the observer, i.e. the intersection of the line of movement with the retinal image. A single grid position is occupied by several neurons that together form a population which has a preferred direction of heading corresponding to this specific grid position. These ensembles of neurons make up the third dimension (the --columns) of the grid in Fig. 1 .
Each of the second layer neurons receives connections from a random subset of first layer populations. Neurons from within one second layer population may receive input from different, although possibly overlapping, regions of the visual field. The area of the visual field that feeds into one second layer cell can potentially be restricted in order to provide a certain amount of variability in the receptive field size, as is typically present in higher cortical motion areas. Preliminary experiments, however, showed that limiting the average receptive field size to a diameter of e.g. 60 deg of visual angle, as compared to a full-field input, did not change the results of the simulations. In the simulations described below, we thus used an isotropic random full-field sampling pattern with 30 first layer populations randomly selected from the full visual field for each second layer neuron.
Function of the network
The function of the network arises solely from the connection strengths between first layer and second layer neurons. As stated above, the model implements a least-square algorithm of heading detection. To briefly describe the steps performed by the neurons and populations in the two layers of the network, we start out with a formalization of the optic flow. In an observer centred coordinate system under perspective projection with _ _._N----~ X FIGURE 1. Structure of the network model. In the first layer, which is shown in the rear, direction selective cells modelled after neurons in cat visual area PMLS or monkey visual area MT represent the optic flow input. The (x, y)-plane symbolizes the visual field, or technically speaking the image plane, with the position of the fovea indicated by a circle. At various locations within the visual field several neurons with different preferred directions--four in the drawing--together encode the optic flow occuring at that location. In the second layer, shown in the front, the motion of the observer is recovered by neuronal populations that are tuned to preferred directions of heading. The (x, y)-plane again corresponds to a retinotopic representation of the visual field. Each grid position on the plane represents a specific direction of heading, given by the retinal projection of the movement of the observer. On each grid position a number of neurons is schematized as a column along the z-axis. The neurons within one column form the population that is tuned to the direction of heading of this grid position. Connections between the two layers are randomly assigned. Connection strengths, however, have to be chosen carefully as described in Section 2.2. Neurons from within one second layer population may receive input from different, potentially overlapping, regions of the visual field and retain very large receptive fields.
focal length one, the optic flow of a rigid scene can be written as (Heeger & Jepson, 1992; Prazdny, 1980) : 
where ® is a vector that is obtained by combining optic flow measurements from several retinal locations, and CI(T) is a matrix depending on the retinal coordinates (x,y) of these locations and on the desired heading direction T (Heeger & Jepson, 1992) . The network carries out the minimization of this residual function in such a way that a peak of activity in the second layer populations occurs at that grid position where R(T) is minimal. Each second layer population thus evaluates the residual function and adjusts its population activity accordingly: the lower the value of the residual function the higher the output activity of the population. In effect, this means that every population tests the degree of compatibility of a measured optic flow field with its preferred direction of heading. This test is spread out over all the cells from that population. A single cell is not able to signal the direction of heading on its own; it rather computes only part of the result by taking the scalar product between ®, the measured flow at a number of retinal locations, and one column of the above matrix C j. This only requires a weighted summation, so that the values of C l can be regarded as synaptic connection strengths between the first layer neurons that represent the flow vector ® and the single second layer cell that computes OCt(T). The outputs of all the neurons in one population are finally summed to give a peak of activity where R(T) is minimal. The required squaring is approximated by choosing appropriate response thresholds for the individual neurons (Lappe & Rauschecker, 1993b; Suarez & Koch, 1989) . The result is that in the second layer of the network, the population activity peaks at the population that represents the direction of heading which is most consistent with the measured flow field.
An example of the network function is given in Fig. 2 . The example simulates the movement of an observer on top of a ground plane. While he is moving, the observer fixates an element of the ground plane, so that an appropriate eye rotation becomes necessary [ Fig. 2(A) ]. The observer moves into the direction indicated by the cross (+) and fixates the point marked by the x. The resulting optic flow input to the network is depicted in Fig. 2 (B). Because the observer performs an eye movement, there is no apparent focus of expansion. Instead, the direction of gaze in the centre of the visual field becomes a singular point. Figure 2( C) shows the population activities in the second layer of the network. Each square in this grey-scale map corresponds to a specific direction of heading. Its brightness gives the activity of the population that represents this direction. The brightest square in the map indicates the direction of heading computed by the network. It is close to the correct direction (+) and thus the network has successfully recovered the motion of the observer.
Properties of the second layer cells
Section 2.2 introduced a general outline of the function of the model. Modifications of the general scheme are possible and have been proven useful in better accounting for neurophysiological and psychophysical data (Lappe & Rauschecker, 1993b . One important such modification we introduced previously is concerned with the resemblance of the second layer neurons to cells found in an area subsequent to area MT in the visual motion pathway of monkeys, area MSTd (Boussaoud, Ungerleider & Desimone, 1990) . In MSTd, cells have been described that selectively respond to various random-dot optic flow stimuli (Saito et al., 1986; Tanaka & Saito, 1989; Duffy & Wurtz, 1991a, b) . The stimuli used in testing the neuronal responses in MSTd commonly consisted of random dots moving in a frontoparallel plane either radially away from/towards a central point ("expansion/contraction" stimuli), or clockwise/counterclockwise around a central point ("rotation" stimuli), or parallel into a particular direction ("planar translation" stimuli). However, while cells in MSTd usually respond selectively to these stimuli, the responses obtained do not support a strict separation into specialized detectors tuned to expansion or rotation or planar translation. Rather a continuum of response selectivities exists (Duffy & The brightness of the square indicates the activity of the population that represents this direction. The computed direction of heading corresponds to the brightness peak and is close to the correct direction ( + ). Note that the flow field and the output map are drawn on different scales. The diameter of the flow field is 100deg, whereas the sidelength of the output map is only 40 deg. Wurtz, 1991a) . Cells that only respond to a single type of motion, e.g. contraction, were found, but most of the MSTd cells exhibit selectivities to more than one type of flow pattern (Duffy & Wurtz, 1991a) , or also to combinations of flow patterns like, e.g. spirals (Graziano et al., 1994) . MSTd cells are often poorly tuned towards the position of the centre of motion of a rotation or an expansion (Duffy & Wurtz, 1991b; Graziano et al., 1994) , but this position invariance is highest in cells tuned to only one specific type of motion and less common in cells that respond to several of these flow patterns (Duffy & Wurtz, 1991b) .
A similar diversity of selective responses to expanding/contracting, rotating, or planarly translating optic flow stimuli are also obtained in simulations of individual neurons in the second layer of the network model. Different degrees of selectivity of the model neurons can be achieved by incorporating assumptions about the eye movements of the observer into the model (Lappe & Rauschecker, 1993a) . Such assumptions provide constraints on the eye rotation f~obs in equation (1), resulting in a different matrix CI(T) in equation (2). This, in turn, leads to a different set of connections strengths from the first layer populations, and alters the neuron's response selectivity. Specifically, in previous work (Lappe & Rauschecker, 1993b) we have assumed that the eye movement of the observer results from the fixation of a stationary environmental object. This is a biologically reasonable assumption (Schwarz, Busettini & Miles, 1989; Solomon & Cohen, 1992) . It implies that the eye rotation is no longer a separate unknown parameter, but becomes a function of the translation of the observer and the distance of the fixation target. Under this assumption, the visual response properties of the second layer neurons in the model are similar to the most prevalent selectivity in MSTd. A single such model neuron responds to expansion/contraction and rotation and translation stimuli, similar to those used in neurophysiological experiments in MSTd (Lappe & Rauschecker, 1993b) . While the responses of such a neuron are invariant towards the position of the centre of a stimulus within large areas of the visual field, selectivity reversals occur when the stimulus centre is moved between these areas.
When other eye movement constraints, or none at all, are used instead, the neurons obtain a more restricted selectivity, responding only to a limited set of flow stimuli (Lappe & Rauschecker, 1993a) . For instance, the assumption that no eye torsion is performed, results in cells that predominantly respond to either the clockwise or the counterclockwise rotation stimuli, i.e. to rotational motion within a frontoparallel plane. In contrast, when general eye rotation is allowed, i.e. no constraints are imposed, the neurons become completely unselective for any rotation, but respond selectively only to the expansion/contraction and the planar translation stimuli. Also, consistent with electrophysiological data from MSTd, position invariance is highest in the neurons responding only to rotation and lowest in the neurons responding to all types of motion (Lappe & Rauschecker, 1993a) .
Taken together, the network is able to successfully model the continuum of response selectivities described for MSTd. However, it should be emphasized that the model neurons are not individually tuned to specific optic flow patterns. Their response properties are rather a reflection of the tuning of the neuronal population to the direction of heading as specified by such optic flow patterns.
The possibility of including different eye movement constraints in the model leads to the question what type of constraint to use in the simulations of the illusory flow stimuli that we intend to investigate. Initial simulations indicated that the capability of the network to reproduce the illusory effect was not influenced by the choice of any of the constraints described above (but see Section 3.4). Therefore, since we argued that all of the response selectivities induced by the different constraints can also be found in MSTd, it appeared natural to run the simulations with a mix of the various cell types. To this end, we distributed the layer two cells from within each subpopulation into three equally sized groups, each of which then implemented one of the eye movement constraints.
SIMULATIONS
We performed various computer simulations that were designed to mimic the illusion experiments described by Duffy and Wurtz (1993) . In these simulations, the flow field input to the network was split in two parts. Half of the first layer cells received a correct radial flow field input, centred either in the visual field centre, or in a peripheral location to the right or left of the centre. The second half of the cells were presented with a disturbance of this radial pattern. This was done by setting all of these flow vectors either to zero, a situation corresponding to stationary dots in the combined stimuli of the psychophysical experiment, or to parallel flow vectors of equal length, corresponding to planar motion towards the left or towards the right and together with the first half of the flow vectors forming a transparent motion pattern.
I. Combined vs transparent stimuli
The first simulations are concerned with the response of the network to the analogies of the combined and the transparent flow fields introduced by Duffy and Wurtz (1993) . In the combined stimuli, half of the cells in the first layer received zero input, while the others were presented with flow vectors arranged in a radial pattern around a centre of motion that might be displaced from the centre of the visual field. If only the moving points are considered, the flow field corresponds to a movement towards a vertical plane in the direction of the centre of motion. The centre of motion is then identical to a focus of expansion. Consequently, the network identifies this point as the direction of heading. Three examples are depicted in Fig. 3 . In these examples, the centre of motion, marked by a +, is to the right, in the centre, and to the left of the visual field centre, marked by an × [ Fig. 3(A, B, C) and Wurtz (1993) . In these simulations, half of the cells in the first layer received no input, corresponding to stationary dots, while the other half received flow vectors arranged in a radial pattern around a centre of motion ( + ) that was located right of (A), in (B), or left of (C) the centre of the visual field ( × ), The flow comprised by the moving dots resembled a movement into the direction of the centre of motion, i.e. the focus of expansion in this case. Consequently the network always identified this point, shown by the brightness peak in the grey-scale maps of the output activities. Mathematically, the flow fields in (A) and (C) were constructed as a vectorial combination of radial outflow from the centre of the visual field with planar movement towards the left (A) or towards the right (C). The focus of expansion is then always shifted in the opposite direction of the planar motion, rightward in (A). leftward in (C).
can be seen in the grey-scale maps of the output activities on the right side of the figures. The brightest square always coincides with the location of the focus of expansion.
The flow fields of Fig. 3(A, C) correspond to a situation where radial outflow from the centre of the visual field is vectorially combined with planar movement towards the left [ Fig. 3(A) £ FIGURE 4. Network responses to three transparent optic flow stimuli consisting of radial outflow from the centre and transparent planar movement towards the left (A) or right (B, C). The output maps on the right show that, similar to human observers, the peak of activity is on the left (A) or on the right (B, C), but never in the centre, where the focus of expansion of the radial motion is located. Thus, for transparent stimuli, the activity peak is displaced in the direction of the planar motion, opposite to the displacement for the combined stimuli (Fig. 3 ).
[ Fig. 3(C) ]. The focus of expansion is then always shifted in the opposite direction: rightward in Fig. 3(A) , leftward in Fig. 3(C) . Figure 4 , on the other hand, shows the network responses to three optic flow stimuli in which radial outflow from the centre is presented together with planar movement towards the left or right in a transparent fashion. In these simulations, half of the cells received a radial flow field input pattern that was always centred in the visual field, while the other half received unidirectional equal-speed planar motion. The grey-scale maps on the right show that, similar to human observers, the peak of network activity exhibits a shift in the direction of the planar motion. Instead of reporting the focus of expansion in the centre, the second layer activity peaks on the left, if planar motion is towards the left [ Fig. 4(A) ], and on the right, if planar motion is towards the right [ Fig. 4(B, C) ]. A comparison between Fig. 3 and Fig. 4 shows that the peak of activity is shifted in opposite directions. The reason for the shift of the activity peak in the network model is compatible with the explanation that Duffy and Wurtz propose for human observers (Duffy & Wurtz, 1993) , namely that the planar motion is taken as visual evidence of the occurrence of an eye movement. Although it is not currently implemented on a neural level in the model, the algorithm used for heading detection is also able to give a least square estimate of the eye rotation presumably inherent in the measured optic flow field (Heeger & Jepson, [992) . When we computed the estimated rotation for the flow stimuli used, we found that in the combined stimuli the estimated rotation is zero, while in the transparent stimuli the algorithm yields a nonzero rotation around a vertical axis. This rotation was to the right, if planar motion was to the left, or to the left, if planar motion was to the right. When computing the direction of heading, the network takes this rotation into account and accordingly shifts the peak output activity away from the centre of motion of the radial flow pattern. However, this accountance for the estimated rotation in the display is done only implicitly, since a definite measurement of the rotation is neither available nor necessarily for the network to determine the direction of heading. The heading detection algorithm employed by the model in essence performs a search over all possible egomotion parameters (i.e. observer translation, eye rotation, and layout of the environment), in order to determine those parameters that best fit the sampled flow field. The search over the eye rotation and the environmental layouL however, is mathematically carried out first and separately from the search over the translational direction. It is implicitly contained in the connections between the first and the second layer neurons, i.e. the C±(T) matrix. Thus, the second layer populations are able to test for a specific direction of heading, while taking the eye rotation into account, because the computations underlying the estimation of the eye rotation have already been performed by selecting the right connection strengths.
In addition, the algorithm is also capable of computing, up to a common scale factor, the distance from the observer, Z(x,y), of each moving dot. Doing this for the transparent stimuli revealed that the radially moving points appear roughly distributed on a frontoparallel plane, while the planarly moving dots appear scattered throughout a large depth area. Many of the planarly moving dots lie far distant from the observer. Some, however, turn out having to be considered as projections from points actually behind the observer, in order to be consistent with the discretely computed direction of heading and with the assumed rigidity constraint. Thus, these dots comprise a physically impossible stimulus and might contribute to the apparent strangeness of the stimulus when perceived by the human subjects.
3.,. 9 . Speed ratio between radial and planar motion in transparent stimuli
A comparison between Fig. 4(B) and Fig. 4(C) shows that a higher speed of planar motion results in a larger shift of the peak of activity in the second layer of the network. We varied the speed ratio between radial and planar motion in the transparent stimuli in order to look for the amount of induced shift. In keeping with the parameters used by Duffy and Wurtz (1993) we adjusted the distance of the simulated frontoparallel plane for the radial motion so that at half the distance between the centre and the periphery of the visual field (25 deg) the speed of a radial motion vector was 40deg/sec. The speed of the planar motion vectors, on the other hand, was the same for all vectors during one simulation, and was varied in different simulation runs between -24 and 24deg/sec, also measured at an eccentricity of 25 deg.
The result is plotted in Fig. 5 and shows a linear dependence of the shift on the planar speed. The slope of the regression line is 0.62, somewhat less than the mean slope in the psychophysical experiment (0.85) but well within the range of the individual responses of human subjects, which ranged from 0.3 to 1.2 (Duffy & Wurtz, 1993) . FIGURE 6. Motion parallax added little to the basic effect. To introduce motion parallax the flow vectors were divided into three groups instead of two. Two of the groups contained radial motion at different speeds simulating dots located at two different distances from the observer. The third group still underwent single-speed planar motion. The output is virtually indistinguishable from the one in Fig. 4(A) , where the flow field input contained no motion parallax.
Motion parallax
Motion parallax was added to the transparent stimuli by dividing the flow vectors into three groups. Two of these groups contained radial motion at different speeds while the third group still contained single-speed planar motion. The different speeds of the two radial groups corresponded to dots distributed on two transparent planes separated in depth. Consistent with what has been found for humans, adding motion parallax in this way changed little in the output of the network compared to Fig. 4(A) . An example can be seen in Fig. 6. 
Voluntary eye movements
Since the experiments by Duffy and Wurtz were partly done under conditions that did not restrict eye movements, we also performed a simulation in which an additional eye rotation was superimposed on the flow field stimulus. Transparent stimuli influence human oculomotor behaviour and can induce eye movements of the type of an optokinetic nystagmus (Niemann, Ilg & Hoffmann, 1994) . When a human observer performs eye movements during the presentation of an optic flow stimulus, the flow pattern that arrives on his retinae contains an additional rotational component. Whether, and to what extent, the effect of such an eye movement is cancelled by the visual system using extraretinal information, or whether it can be filtered out in a purely visual way, is still a much debated question (Warren & Hannon, 1988; Royden et al., 1992; van den Berg, 1993; Lappe & Rauschecker, 1994 ). The network model, at the stage presented here, is designed to be able to use only visual information in coping with confounding eye ~.#,u FIGURE 7. A simulation in which an additional eye rotation around a horizontal axis was superimposed on a transparent flow field stimulus. The network is not affected by the disturbance due to the eye movement. It still yields a shifted peak of activity. The planar movement was towards the right, while the downward eye movement resulted approximately in an additional upward component of all flow vectors. The location of the response peak is similar to the one in Fig. 4(B) , where an identical stimulus without added eye movements was used.
VR 35/| I--F movements. As Fig. 2 has shown, it is successful in doing so.
In an example simulation depicted in Fig. 7 , we superimposed an eye rotation around a horizontal axis onto a transparent optic flow stimulus. This downward eye movement resulted approximately in an additional upward component of all flow vectors. The original planar movement was directed towards the right. The response of the network (Fig. 7, right side) is similar to the response obtained with the identical stimulus but without added eye movements, as in Fig. 4(B) . The network is able to filter out the effect of additionally performed eye movements on a solely visual basis. It still yields a peak of activity that is shifted away from the centre of the radial motion. Similarly, humans exhibit the illusory shift both under conditions of constant fixation and under conditions of free voluntary eye movements (Duffy & Wurtz, 1993) . However, in the case of voluntary eye movements, the human subjects could also have made use of potentially available extraretinal information to filter out the influence of the eye movement. Therefore, the model simulation is only to be taken as an indication that an additionally performed eye movement does not necessarily interfere with the illusory shift on a visual basis. The question of the use of extraretinal cues in this condition still awaits further study. An experiment, in which the transparent stimulus is confounded by a simulated voluntary eye movement--the usual paradigm used by many psychophysicists studying heading detection--could provide more insight into this question.
In this respect, it is also interesting to note that, with the stimulus that includes the voluntary eye movement, the results of the simulation differ for the different eye movement constraints discussed in Section 2.3. If either no restriction, or the weak assumption of no torsional eye movements, is used in constructing the second layer neurons, the results are equivalent to those depicted in Fig. 7 . The shift is produced in spite of the eye movement. The result is different, when the constraint is used that the eye movements shall result from the fixation of a stationary environmental object. Then, the network exhibits peak activity not in the direction opposite the original planar motion, but in a direction opposite to the new common direction of the motion of the planarly moving dots, which is the vectorial sum of the original planar motion and the motion induced by the eye rotation. It is now directed to the upper right (Fig. 8) .
This shift is different from the one experienced by the human subjects when they were free to perform eye movements. However, as stated above, the subjects also had extraretinal information available to them, which is not available to the network, and which might be used to filter out the retinal motion induced by a voluntary eye movement. Also, it is not known how much of the presentation time the subjects spent on smooth eye movements. Thirdly, the difference between the different eye restrictions only appears, when a smooth eye movement in a direction other than the direction of the planarly moving dots occurs. When the eyes of the subjects followed the planarly moving dots, the shift is in the direction of the planar motion for all restrictions. Thus, measurements of the eye movements in the case of the transparent stimuli would be desirable. An experiment with a simulated eye movement, however, would be required to decide in which direction the shift in humans would be, when extraretinal input is lacking.
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FIGURE 8. As in Fig. 7 , an additional eye rotation around a horizontal axis was superimposed on a transparent flow field stimulus. Here however, all second layer neurons were constructed under the assumption that the eye movements shall result from the fixation of a stationary environmental object (see Section 2.3). In Fig. 7 only a third of the second layer neurons implemented this constraint. The network exhibits peak activity not in the direction opposite the original planar motion, but in a direction opposite to the actual common direction of the motion of the planarly moving dots, which is directed to the upper right.
DISCUSSION
The illusory shift of the centre of motion of a radial optic flow pattern when transparent planar motion is overlapping lends some support to the hypothesis that the human visual system makes use of visual information to filter out the effects of eye movements. In this report, we have shown that such an illusory shift can also be found in a biologically plausible model of heading detection, and that its presence is indeed consistent with a visual analysis of the optic flow.
The combined stimuli, in which planar motion is vectorially added to radial motion, are mathematically identical to an optic flow field that is obtained when an observer moves in a direction distinct from the direction of gaze, but keeps a fixed angle between these two directions, i.e. when he does not perform any eye movements. In this situation, the centre of motion is identical to a focus of expansion and thus to the direction of heading of the observer. Detecting the focus of expansion poses no difficulty neither to human subjects (Warren, Morris & Kalish, 1988; Duffy & Wurtz, 1993) , nor to the network model.
The transparent stimuli, in which half of the dots move radially, and the other half moves planarly, do provide a challenge, however, since they are artificially constructed and do not strictly correspond to a naturally experienceable situation that the human visual system is adapted to. The network model, however, does for any given input flow field compute the direction of heading that optimally fits this flow field. Thus, when presented with the transparent stimuli, it finds the most likely egomotion that would generate such a flow field. Therefore, if one is forced to interpret the transparent stimuli in terms of one's own egomotion, the network output would be the most consistent interpretation. The fact that the network results are very close to the responses of human subjects suggests that humans, too, interpret the transparent stimuli as some, possibly weird, egomotion.
However, from the results of the simulations, but also from intuitive considerations, it is possible to construct such an observer motion and visual environment that a flow field similar to the transparent stimuli would approximately result. For these considerations we start out with an observer moving towards a set of visible points that are arranged on a vertical plane. During the movement he tracks a point on that plane, which lies in a direction distinct from the direction of movement. Then a radial expanding flow pattern is generated on the retinae that has its centre in the direction of gaze and not in the direction of heading (Regan & Beverly, 1982) . Human observers confronted with such a stimulus erroneously perceive the centre of the expansion as their direction of heading (Regan & Beverly, 1982; Warren & Hannon, 1990) . In this situation, the eye rotation necessary to track the target point apparently cannot be detected visually. The eye rotation induces a common retinal motion component of all visible points. This common motion is directed away from the centre of gaze, and on average along a line connecting the centre of gaze and the retinal projection of the direction of heading. Thus, the true, but undetectable, direction of heading is displaced from the centre of the radial motion. The transparent stimulus of Duffy and Wurtz would be approximately obtained, when an additional set of points located at infinity were added. These points would be unaffected by the translation of the observer and only reflect the eye rotation. Thus, their movement would be approximately parallel, directed away from the centre of gaze, and along a line connecting the centre of gaze and the retinal projection of the direction of heading. The direction of heading is then still displaced from the centre of gaze (the centre of the radial pattern) and located in the direction of the planar movement. Thus, the movement of the second set of points allows the human subjects, as well as the network model, to infer the correct direction of heading. However, this picture comprises only an approximation. The dots at infinity would not strictly move in a planar fashion, but rather according to the projection of the rotational movement onto the 100 x 100 deg screen used in the experiments and simulations. Nevertheless, the results of the simulations described in Section 3.1 corroborate the approximation. After detecting the direction of heading as being displaced into the direction of the planar motion, the algorithm estimates an eye rotation around a vertical axis that induces retinal motion in the direction of the planar motion. The algorithm also estimates a depth distribution of the visible points in which the radially moving points are clustered near the observer, and the planarly moving points are located far distant.
This observation leads to the question, whether the observed effects are really an illusion, or merely the response of a visual heading detection system to a flow field resulting from a particular movement condition. In our view, since the transparent stimuli can only be approximately accounted for by any naturally occurring flow field, the effect could indeed be considered an illusion. More strongly, since Duffy and Wurtz required their subjects to indicate the centre of the radial motion and did not ask for the direction of heading, it seems that the interference of the heading detection system results in a disability to separately interpret the two types of motion present in the transparant stimuli.
Another question that needs to be asked in this regard is, to what degree the effect of the illusory shift in the model is due to the nature of the stimulus, or to specific properties of the model. The least-square algorithm implemented by the network essentially detects what an "ideal observer" (Koenderink & van Doom, 1987) would be able to detect. The response of the model in fact represents the most likely interpretation of the stimulus. Considering this, and the fact that the stimulus does approximately correspond to the situation outlined above, it is conceivable that much of the illusory effect is indeed a property of the stimulus, and that alternative models might also be able to reproduce the human observations. Specifically, a line of models that use local differential motion (Rieger & Lawton, 1985; Hildreth, 1992a, b) seem to be well tuned towards the processing of the transparent stimulus. These models work by computing the difference vectors between adjacent image points. They rely on a sufficient amount of local depth differences in the environment, in which case the difference vectors of adjacent image points can be used as constraint lines for the location of the retinal projection of the direction of heading. Indeed, for the transparent stimuli, a computation of these difference vectors would result in a large number of constraint lines intersecting not in the centre, but on the side where the illusory shift is reported, probably also reproducing the effect observed in humans. However, there is some indication that, contrary to the differential motion algorithms, humans do not rely on local depth variations when determining the direction of heading from optic flow (Stone & Perrone, 1991) .
On the other hand, algorithms that first explicitly compute the rotation presumably present in the stimulus, and then use the computed rotation to obtain the radial pattern of a pure translation, either by subtracting the rotational flow, or by modifying the structure of templates for the translational flow, might also reproduce the effect. For instance, detectors explicitly constructed to use the total amount of global planar motion in the flow field as an estimate of eye rotation (Perrone, 1992) could signal the presence of an eye movement in the transparent stimuli and accordingly modify a set of expansion detectors in such a way, that the centre of the expansion is shifted in the direction of the planar motion. However, the same amount of global planar motion is present in the combined stimuli, too. Therefore a simple estimation of the overall planar motion seems not sufficient to differentiate between the two stimuli. A mechanism that takes depth or speed differences into account appears necessary.
The cause of the illusory shift seen in the model is that to optimally account for the transparent flow fields an eye rotation has to be assumed. This means that the transparent stimuli contain visual evidence for such an eye movement. The finding that humans experience a similar illusory shift suggests that the human visual systems does make use of visual evidence of eye movements. However, such visual evidence alone is under some circumstances not sufficient for accurate heading detection (Royden et al., 1992; Warren &Hannon, 1988) , although in many naturally occurring situations it does suffice (van den Berg, 1993; Warren &Hannon, 1988) . Thus the question of how extraretinal input to the heading detection system might be used, and to what extent it is necessary, will have to be pursued further. A preliminary attempt to include extraretinal information in the network model in a simple and biologically plausible way leads to the hypothesis that eye movement information does not need to be very accurate, if accompanied by a visual scheme, but that it may be necessary to disambiguate visually problematic situations (Lappe, Bremmer & Hoffmann, ! 994) .
