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Exotic symmetric space over a finite field, I
Toshiaki Shoji∗ and Karine Sorlin†
Dedicated to the memory of T. A. Springer
Abstract. Let V be a 2n-dimensional vector space over an algebraically closed
field k with chk 6= 2. Let G = GL(V ) and H = Sp2n be the symplectic group
obtained as H = Gθ for an involution θ on G. We also denote by θ the induced
involution on g = LieG. Consider the variety G/H×V on which H acts naturally.
Let g−θ
nil
be the set of nilpotent elements in the −1 eigenspace of θ in g. The role
of the unipotent variety for G in our setup is played by g−θ
nil
× V , which coincides
with Kato’s exotic nilpotent cone. Kato established, in the case where k = C,
the Springer correspondence between the set of irreducible representations of the
Weyl group of type Cn and the set of H-orbits in g
−θ
nil
× V by applying Ginzburg
theory for affine Hecke algebras. In this paper we develop a theory of character
sheaves on G/H×V , and give an alternate proof for Kato’s result on the Springer
correspondence based on the theory of character sheaves.
Introduction
Let G′ = GLn acting on the n-dimensional vector space V
′ over an algebraically
closed filed k, and g′ = LieG′. Let G′uni (resp. g
′
nil) be the unipotent variety of
G′ (resp. the nilpotent cone of g′). We consider the action of G′ on the variety
g′nil × V
′, where G′ acts on g′nil by the adjoint action, and on V
′ by the natural
action. By Achar-Henderson [AH] and Travkin [T], g′nil × V
′ has a finitely many
G′-orbits parametrized by double partitions of n. Following [AH], we call g′nil × V
′
the enhanced nilpotent cone. In [AH], they studied the intersection cohomology of
the closure of such orbits, and showed that associated Poincare´ polynomials give
Kostka polynomials labelled by double partitions, introduced in [S2], which is an
analogue of the classical result by Lusztig [L1] relating nilpotent orbits in gnil and
Kostka polynomials. Passing to the group case, we consider the action of G′ on the
variety G′×V ′, where G′ acts on G′ by conjugation, and on V ′ by the natural action.
Finkelberg-Ginzburg-Travkin [FGT] constructed a family of G′-equivariant simple
perverse sheaves on G′ × V ′, and developed an analogue of the theory of character
sheaves on G′, where G′uni × V
′ ≃ g′nil × V
′ plays a role of the unipotent variety of
G′. They conjecture that the characteristic functions of such character sheaves on
G′ × V ′ provide a basis of the space of G′(Fq)-invariant functions on (G
′ × V ′)(Fq).
Assume that k is an algebraic closure of a finite field Fq with ch k 6= 2, and
let V be a 2n-dimensional vector space over k. Let H = Sp2n be the symplectic
group obtained as the fixed point subgorup Gθ for an involutive automorphism
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θ on G = GL(V ), and consider the symmetric space G/H . In [BKS], Bannai-
Kawanaka-Song studied the characters of the Hecke algebra H = H(G(Fq), H(Fq))
associated to the pair H(Fq) ⊂ G(Fq), and showed that the character table of H
is basically obtained from the character table of GLn(Fq) by replacing q by q
2 in
an appropriate sense. On the other hand, in [H1] Henderson tried to reconstruct
the result of [BKS] in terms of the geometry of the symmetric space G/H . Let
g−θnil = {g ∈ gnil | θ(g) = −g} for the involution θ induced on g = LieG. Then H
acts on g−θnil , and H-orbits are labelled by partitions of n. He showed, in particular,
that Poincare´ polynomials associated to the intersection cohomology of the closure
of those orbits provide Kostka polynomials, replacing the variable q by q2, which is
a geometric counter part of the result of [BKS].
In this paper, we consider the variety G/H × V as a generalization of above
two cases. H acts on G/H × V as a left multiplication on G/H , and as the natural
action on V . In this setup, the role of the unipotent variety for G is played by the
variety g−θnil × V , which is nothing but the exotic nilpotent cone introduced by Kato
[Ka1]. So we shall call G/H × V the exotic symmetric space. H acts on g−θnil × V .
Kato showed that the number of H-orbits is finite and they are parametrized by
double partitions of n (a reformulation by Achar-Henderson [AH]). It is expected
an interesting relationship between the intersection cohomology of the closure of
those orbits and Kostka polynomials labelled by double partitions. Our aim is to
construct a theory of character sheaves on G/H × V as an analogue of the theroy
for G′ and G′ × V ′. In fact, in [HT] Henderson-Trapa propose a construction of
character sheaves on G/H × V , as a natural generalization of mirabolic character
sheaves due to [FGT], “exotic character sheaves” in their terminology. In their
framework, the character sheaves constructed in this paper just cover the principal
series part. However, we expect that any exotic character sheaf can be obtained by
our construction.
The main result in this paper is the Springer correspondence between the set
of irreducible representations of the Weyl group of type Cn and the set of H-orbits
of g−θnil × V through the intersection cohomology of the closure of H-orbits. In
fact, the Springer correspondence for exotic nilcone was first established by [Ka1],
by using Ginzburg theory of affine Hecke algebras. In [Ka2], he determined the
correspondence explicitly by computing Joseph polynomials associated to H-orbits.
So our result gives an alternate approach to Kato’s result based on the theory
of character sheaves, which is quite similar to the original proof of the Springer
correspondence due to Borho-MacPherson [BM]. We prove the restriction theorem
for Springer representations, which is an analogue of Lusztig’s restriction theorem
[L2] with respect to the generalized Springer correspondence, and we determine the
correspondence explicitly by using this restriction theorem.
The authors are grateful to S. Kato for valuable discussions about his work.
They also thank A. Henderson for some useful comments.
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1. Symmetric space GL2n/Sp2n
1.1. Let k be an algebraic closure of a finite field Fq with char k 6= 2. Let
V be a 2n dimensional vector space over k, with basis {e1, . . . en, f1, . . . fn}. Let
G = GL2n and g = LieG = gl2n. Consider an involutive automorphism θ : G → G
given by
θ(g) = J−1(tg−1)J with J =
(
0 1n
−1n 0
)
,
where 1n is the identity matrix of degree n, and put H = G
θ. Then H is the
symplectic group Sp2n with respect to the symplectic form〈u, v〉=
tuJv for u, v ∈ V
under the identification V ≃ k2n via the basis {e1, . . . , en, f1, . . . fn}, which gives
rise to a symplectic basis. We denote by the same symbol θ the involution induced
on g. Then θ(x) = −J−1(tx)J for x ∈ g. We have a decomposition g = gθ ⊕ g−θ,
where
g±θ = {x ∈ g | θ(x) = ±x}.
Let x∗ be the adjoint of x ∈ g with respect to the form 〈 , 〉. Then we have x∗ =
J−1(tx)J , and so g±θ = {x ∈ g | x∗ = ∓x}. In particular, g−θ coincides with the set
of self-adjoint matrices in gl2n.
1.2. Let ι : G → G be the anti-automorphism g 7→ g−1. We consider the set
Gιθ = {g ∈ G | θ(g) = g−1}. Then as in the Lie algebra case, Gιθ coincides with the
set of non-degenerate self-adjoint matrices. In particular, it is connected. Let B be
the subgroup of G consisting of the elements of the form(
b1 c
0 b2
)
,
where b1, b2, c are square matrices of degree n, with b1 upper triangular and b2 lower
triangular. Let T be the set of all diagonal matrices in G. Then B is a Borel
subgroup of G containing T , and B and T are both θ-stable. We have
(1.2.1) T θ = {
(
a 0
0 a−1
)
| a ∈ Dn}, T
ιθ = {
(
a 0
0 a
)
| a ∈ Dn},
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where Dn is the set of diagonal matrices in GLn. Moreover we have
Bθ = {g =
(
b c
0 tb−1
)
∈ B | tc = b−1c tb},(1.2.2)
Bιθ = {g =
(
b c
0 tb
)
∈ B | tc = −c}.
We note that
(1.2.3) Gιθ = {gθ(g)−1 | g ∈ G}.
In fact, it is known by a general theory ([R, 2.2], see also [Gi, 3.3]) that the right
hand side of (1.2.3) coincides with the connected component of Gιθ. Since Gιθ is
connected, (1.2.3) holds. It is also checked directly as follows; take x ∈ Gιθ. Then
x is self-adjoint, and so there exists an isotropic flag (V1 ⊂ V2 ⊂ · · · ⊂ Vn) in
V stable by x. Since Gιθ is H-stable, by replacing x by its H-conjugate, we may
assume that x ∈ Bιθ. We write x =
(
b c
0 tb
)
as in (1.2.2). If we put y =
(
b 0
0 1n
)
,
then θ(y) =
(
1n 0
0 tb−1
)
, and so y−1xθ(y) =
(
1n c
′
0 1n
)
∈ Bιθ. Since c′ is a skew-
symmetric matrix, one can write c′ = a− ta for a square matrix a of degree n. Then
we have (
1n c
′
0 1n
)
=
(
1n a
0 1n
)(
1n −
ta
0 1n
)
= zθ(z)−1
with z =
(
1n a
0 1n
)
. This implies that x = gθ(g)−1 for some g ∈ G. The opposite
inclusion in (1.2.3) is clear.
Note that the above argument shows, in particular, that
(1.2.4) Bιθ = {bθ(b)−1 | b ∈ B}.
Remark 1.3. The following properties hold.
(i) If B′ is a θ-stable Borel subgroup of G, then B and B′ are conjugate under
H .
(ii) If B′ is a θ-stable Borel subgroup containing a θ-stable maximal torus T ′,
then the pairs (B′, T ′) and (B, T ) are conjugate under H .
(iii) A θ-stable torus S of G is called θ-anisotropic if θ(s) = s−1 for any s ∈ S.
Then T ιθ is a maximal θ-anisotropic torus, and any maximal torus of G containing
a maximal θ-anisotropic torus is conjugate to T under H .
In fact, for (i), B′ is written as B′ = xBx−1 for some x ∈ G. Then we have
x−1θ(x) ∈ Bιθ. By (1.2.4), there exists b ∈ B such that bθ(b)−1 = x−1θ(x), and
g = xb ∈ H . Then gBg−1 = B′. For (ii), assume that xBx−1 = B′, xTx−1 = T ′.
Then x−1θ(x) ∈ Bιθ ∩ NG(T ) = T
ιθ, and there exists t ∈ T such that tθ(t)−1 =
x−1θ(x). Then g = xt ∈ H , and we have g(B, T )g−1 = (B′, T ′). For (iii), it is clear
that T ιθ is maximal θ-anisotropic. By a general theory ([V], see also [R, 2.7]) that
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maximal θ-anisotropic tori are conjugate under H . Since ZG(T
ιθ) = ZH(T
ιθ) · T ιθ,
(iii) follows. Note that (iii) implies that any maximal torus containing a maximal
θ-anisotropic torus is θ-stable.
1.4. By (1.2.3), the symmetric space G/H can be identified with Gιθ so that
the natural map π : G→ G/H is given by π : G→ Gιθ, g 7→ gθ(g)−1 (cf. [R. Lemma
2.4]). Under this identification, the left multiplication of H on G/H turns out to be
the conjugation action of H on Gιθ. Let A be a closed subgroup of G isomorphic to
GLn defined by
A = {
(
x 0
0 1n
)
∈ G | x ∈ GLn}.
Then for a =
(
x 0
0 1n
)
∈ A, we have aθ(a)−1 =
(
x 0
0 tx
)
∈ Gιθ.
We define a subgroup L of G by
L = {
(
x 0
0 y
)
∈ G | x, y ∈ GLn} ≃ GLn ×GLn.
Then L is θ-stable, and Lθ = {aθ(a) | a ∈ A}, Lιθ = {aθ(a)−1 | a ∈ A}. The
following lemma was proved by Klyachko [Kl] (cf. [BKS, Lemma 2.3.4]).
Lemma 1.5. (i) For a, a′ ∈ A, aθ(a)−1 is H-conjugate to a′θ(a′)−1 if and only
if a and a′ are conjugate in A.
(ii) The map a 7→ aθ(a)−1 induces a bijection between the set of conjugacy classes
in A and the set of H-conjugacy classes in Gιθ.
1.6. We note that for any g ∈ Gιθ, ZH(g) is a connected subgroup of H . In
fact, this result is essentially contained in the proof of Proposition 2.3.6 in [BKS],
in view of Lemma 1.5 (ii).
1.7. Let g = su = us be the Jordan decomposition of g ∈ G, where u
is unipotent and s is semisimple. If g ∈ Gιθ, then s, u ∈ Gιθ, and the Jordan
decomposition makes sense in Gιθ. We denote by Gιθuni the set of unipotent elements
in Gιθ. Similarly, we have the Jordan decomposition of g−θ, and denote by g−θnil the
set of nilpotent elements in g−θ.
We define a map log : Gιθ → g−θ by the composite of the maps
log : Gιθ
i
−−−→ G
j
−−−→ g = gθ ⊕ g−θ
p2
−−−→ g−θ,
where i is the inclusion map, and j is the map defined by j(g) = g − 1, and p2 is
the projection onto the second factor. Then log is an H-equivariant morphism from
Gιθ to g−θ and log(1) = 0, and d loge : g
−θ → g−θ induces the identity map on g−θ.
By Bradsley-Richardson [BR, Proposition 10.1], we see that the restriction of log on
Gιθuni gives rise to an H-equivariant isomorphism G
ιθ
uni ≃ g
−θ
nil .
Under the correspondence in Lemma 1.5, the set of unipotent classes in A is
mapped to the set of unipotent classes in Gιθ. Since the set of unipotent classes in
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A is parametrized by the set Pn of partitions of n, we see that
(1.7.1) Gιθuni/ ∼H ≃ g
−θ
nil / ∼H ≃ Pn,
where X/ ∼H denotes the set of H-orbits of the G-variety X .
We consider the varieties Gιθuni×V and g
−θ
nil×V , with diagonal actions ofH . Note
that g−θnil × V is nothing but the exotic nilpotent cone introduced by Kato [Ka1].
Now log× id induces an H-equivariant isomorphism between Gιθuni×V and g
−θ
nil ×V .
By [Ka1], we know that (g−θnil × V )/ ∼H is parametrized by the set Pn,2 of double
partitions of n. Hence we have
(1.7.2) (Gιθuni × V )/∼H ≃ (g
−θ
nil × V )/∼H ≃ Pn,2.
We denote by Oλ the H-orbit of G
ιθ
uni×V corresponding to λ ∈ Pn,2. (Here we follow
the parametrization given in [AH, Theorem 6.1] in connection with the parametriza-
tion of the orbits in the enhanced nilpotent cone.)
The closure relations of orbits in Gιθuni × V are described as follows. For λ =
(µ, ν) ∈ Pn,2 with µ = (µi), ν = (νi), we define a composition c(λ) of n by c(λ) =
(µ1, ν1, µ2, ν2, . . . ). We define a partial order on Pn,2 by µ ≤ λ if and only if
c(µ) ≤ c(λ), where the latter is the dominance order of compositions of n. Then we
have by [AH, Theorem 6.3],
(1.7.3) Oµ ⊂ Oλ if and only if µ ≤ λ.
1.8. Let T ιθreg be the set of regular semisimple elements in T
ιθ, i.e., the set of
semisimple elements in T ιθ such that all the eigenspaces on V have dimension 2. We
define Gιθreg =
⋃
g∈H gT
ιθ
regg
−1, the set of regular semisimple elements in Gιθ. Then
Gιθreg is open dense in G
ιθ. Take t ∈ T ιθreg. Then ZH(t) = ZH(T
ιθ) ≃ SL2 × · · · × SL2
(n copies). For the Borel subgroup Bθ of H , put
G˜ιθ = {(x, gBθ) ∈ Gιθ ×H/Bθ | g−1xg ∈ Bιθ}
and define a map π : G˜ιθ → Gιθ by π(x, gBθ) = x. Then G˜ιθ ≃ H×B
θ
Bιθ is a locally
trivial fibration over H/Bθ with fibre isomorphic to Bιθ (the associated bundle of
the principal Bθ-bundle H → H/Bθ). Since Bιθ is smooth by (1.2.2), G˜ιθ is smooth
and irreducible. Moreover, π is proper.
We consider the pull-back π−1(Gιθreg) of G
ιθ
reg under the map π, and let ψ :
π−1(Gιθreg)→ G
ιθ
reg be the restriction of π on π
−1(Gιθreg). Then we have
π−1(Gιθreg) ≃ H ×
Bθ Bιθreg ≃ H ×
(Bθ∩ZH (T
ιθ)) T ιθreg,
where Bιθreg = B
ιθ ∩Gιθreg. Note that B
θ ∩ZH(T
ιθ) is a Borel subgroup of ZH(T
ιθ) ≃
SL2 × · · · × SL2, hence is of the form B2 × · · · × B2 with a Borel subgroup B2 of
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SL2. Now the map ψ factors through H ×
ZH (T
ιθ) T ιθ as follows;
(1.8.1) ψ : π−1(Gιθreg)
ξ
−−−→ H ×ZH (T
ιθ) T ιθreg
η
−−−→ Gιθreg,
where ξ is proper, and is a locally trivial fibration with fibre isomorphic to
ZH(T
ιθ)/(ZH(T
ιθ) ∩Bθ) ≃ (SL2/B2)
n ≃ Pn1 ,
and η is a finite Galois covering with group W = NH(T
ιθ)/ZH(T
ιθ) ≃ Sn through
the identifications
H ×ZH (T
ιθ) T ιθreg ≃ H/ZH(T
ιθ)× T ιθreg → (H/ZH(T
ιθ)× T ιθreg)/Sn ≃ G
ιθ
reg,
where Sn acts on H/ZH(T
ιθ)× T ιθreg by (w, (gZH(T
ιθ), t)) 7→ (gw−1ZH(T
ιθ), wtw−1).
Summing up the above computation, we obtain the following lemma.
Lemma 1.9. Let U be the unipotent radical of B. Then
(i) dimUθ = n2, dimBθ = n2 + n, dimU ιθ = n2 − n, dimBιθ = n2.
(ii) G˜ιθ is a smooth irreducible variety with dim G˜ιθ = 2n2. π is a proper surjec-
tive map from G˜ιθ onto Gιθ, and dimGιθ = 2n2 − n.
Proof. For (i), the statement for Bθ, Uθ is well-known. The statement for Bιθ, U ιθ
comes from (1.2.2). For (ii), dim G˜ιθ = dimH/Bθ + dimBιθ = dimUθ + dimBιθ =
2n2 by (i). By 1.4, dimGιθ = dimG− dimH = 2n2 − n. 
1.10. We define a variety
G˜ιθuni = {(x, gB
θ) ∈ Gιθuni ×H/B
θ | g−1xg ∈ U ιθ}
and the map π1 : G˜
ιθ
uni → G
ιθ
uni by π1(x, gB
θ) 7→ x. Then G˜ιθuni ≃ H ×
Bθ U ιθ is
a vector bundle over H/Bθ with fibre isomorphic to U ιθ. Hence G˜ιθuni is smooth
and irreducible, and π1 is a surjective map onto G
ιθ
uni. For x ∈ G
ιθ
uni, we consider
π−11 (x) ≃ {gB
θ ∈ H/Bθ | g−1xg ∈ U ιθ}. We have the following lemma. (i) and (ii)
are proved in Lemma 5.11 and (2.3.11) in [BKS]. (iii) is immediate from (ii).
Lemma 1.11. Assume that x = yθ(y)−1 ∈ Gιθuni with y ∈ Auni. Then
(i) dim π−11 (x) = (dimZH(x)− rank H)/2.
(ii) dimH − dimZH(x) = 2(dimA− dimZA(y)).
(iii) Let y = yλ ∈ A be an element corresponding to λ ∈ Pn. Put xλ = x and let
Oλ be the H-orbit of xλ in G
ιθ
uni. Then we have dimOλ = 2n
2 − 2n− 4n(λ).
In particular, dim π−11 (x) = 2n(λ) + n.
By using this, one can show that
Lemma 1.12. (i) G˜ιθuni is smooth and irreducible with dim G˜
ιθ
uni = 2n
2 − n.
(ii) dimGιθuni = 2dimU
ιθ = 2n2 − 2n.
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Proof. By 1.10, we have dim G˜ιθuni = dimH/B
θ + dimU ιθ = dimUθ + dimU ιθ =
2n2 − n. Hence (i) holds. We show (ii). Let y be a regular unipotent element in A,
and put x = yθ(y)−1. Since dimZA(y) = n, we have dimZH(x) = 3n by Lemma
1.11 (ii). Hence dimψ−11 (x) = n by Lemma 1.11 (i). Since the H-orbit of x is open
dense in Gιθuni, we see that dimG
ιθ
uni = dim G˜
ιθ
uni − n. Hence (ii) holds. 
1.13. We consider the direct image complex ψ∗Q¯l of the constant sheaf Q¯l
on π−1(G˜ιθreg). In the notation in 1.8, since ξ is a locally trivial fibration with fibre
isomorphic to Pn1 , we see that
ξ∗Q¯l ≃ H
•(Pn1 )⊗ Q¯l ≃
⊕
J⊆[1,n]
Q¯l[−2|J |],
where J ⊆ [1, n] means that J runs over all the subsets of the set [1, n] = {1, 2, . . . , n},
and H•(Pn1 ) denotes the graded space
⊕
iH
2i(Pn1 , Q¯l) which we regard as a complex⊕
J⊆[1,n] Q¯l[−2|J |]. On the other hand, since η is a finite Galois covering with group
Sn, we have End(η∗Q¯l) ≃ Q¯l[Sn], the group algebra of Sn over Q¯l. Thus η∗Q¯l is
decomposed as
η∗Q¯l ≃
⊕
λ∈Pn
Vλ ⊗ Lλ,
where Vλ is the irreducible Sn-module corresponding to the partition λ ∈ Pn, and
Lλ = HomSn(Vλ, η∗Q¯l) is an irreducible local system on G
ιθ
reg. Thus we have
ψ∗Q¯l ≃ η∗ξ∗Q¯l(1.13.1)
≃ H•(Pn1 )⊗ η∗Q¯l
≃
⊕
J⊆[1,n]
⊕
λ∈Pn
Vλ ⊗Lλ[−2|J |].
We have the following result (cf. [H1, Proposition 6.1, Proposition 6.2]).
Proposition 1.14. π∗Q¯l[dimG
ιθ] and (π1)∗Q¯l[dimG
ιθ
uni] are semisimple complexes
with Sn-action. They are decomposed as
π∗Q¯l[dimG
ιθ] ≃ H•(Pn1 )⊗
⊕
λ∈Pn
Vλ ⊗ IC(G
ιθ,Lλ)[dimG
ιθ],(1.14.1)
(π1)∗Q¯l[dimG
ιθ
uni] ≃ H
•(Pn1 )⊗
⊕
λ∈Pn
Vλ ⊗ IC(Oλ• , Q¯l)[dimOλ• ],(1.14.2)
where Oλ• is a certain H-orbit in G
ιθ
uni, and the map λ 7→ Oλ• gives a bijective
correspondence between Pn and G
ιθ
uni/ ∼H .
Proof. Put b = LieB, t = LieT and u = LieU . Then θ acts on b and u, and one
can define b−θ, t−θ and u−θ as in the case of g. Let t−θreg be the set of t ∈ t
−θ such
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that all the eigenspaces of t have dimension 2, and put g−θreg =
⋃
g∈H g(t
−θ)g−1, the
set of regular semisimple elements in g−θ. Put
g˜−θ = {(x, gBθ) ∈ g−θ ×H/Bθ | Ad(g)−1x ∈ b−θ},
g˜−θnil = {(x, gB
θ) ∈ g−θnil ×H/B
θ | Ad(g)−1x ∈ u−θ},
and define maps π′ : g˜−θ → g−θ, π′1 : g˜
−θ
nil → g
−θ
nil by the second projections. Let
ψ′ : π′−1(g−θreg) → g
−θ
reg be the restriction of π
′ on π′−1(g−θreg). Then it is known by
Henderson [H1, Proposition 6.1, Proposition 6.2], that ψ′∗Q¯l, π
′
∗Q¯l and (π
′
1)∗Q¯l are
described as in (1.13.1), (1.14.1) and (1.14.2) by replacing irreducible local systems
Lλ on G
ιθ by irreducible local systems L′λ on g
−θ, and by replacing H-orbits in Gιθuni
by H-orbits in g−θnil . Note that dimG
ιθ = dim g−θ and dimGιθuni = dim g
−θ
nil . Let
log : Gιθ → g−θ be the map defined in 1.7. Then we have the following cartesian
diagram
G˜ιθ
π
−−−→ Gιθ
l˜og
y ylog
g˜−θ
π′
−−−→ g−θ,
where l˜og(gBθ, x) = (gBθ, log x). It follows from this that (log)∗(π′∗Q¯l) ≃ π∗Q¯l.
Moreover, one can check that this diagram induces an isomorphism
G˜ιθreg ≃ g˜
−θ
reg ×g−θreg G
ιθ
reg.
It follows that log∗(ψ′∗Q¯l) ≃ ψ∗Q¯l, and in particular, we have log
∗(IC(g−θ,L′λ)) ≃
IC(Gιθ,Lλ) for each λ ∈ Pn. Since π is a proper map, π∗Q¯l is a semisimple complex
on Gιθ. Then (1.14.1) follows from the corresponding result of Henderson. (1.14.2)
also follows from the result of Henderson since l˜og gives an isomorphism between
G˜ιθuni and g˜
−θ
nil . 
1.15. We consider the diagram
T ιθ
α0←−−− π−1(Gιθreg)
ψ
−−−→ Gιθreg,
where α0 is a map defined by α0(x, gB
θ) = p(g−1xg) (here p : Bιθ → T ιθ is the
natural projection). Take a tame local system E on T ιθ (i.e, a local system E on
T ιθ such that E⊗m ≃ Q¯l for an integer m not divisible by p = ch k), and consider
the complex ψ∗α
∗
0E on G
ιθ
reg. Now the map ψ is decomposed ψ = η ◦ ξ as in (1.8.1).
Accordingly, α0 is also decomposed as α0 = α1 ◦ ξ, where α1 : H ×
ZH (T
ιθ) T ιθreg ≃
H/ZH(T
ιθ)×T ιθreg → T
ιθ is a projection to the second factor. Since ξ is a Pn1 -bundle,
we see that ξ∗α
∗
0E ≃ H
•(Pn1)⊗α
∗
1E . Since η is a finite Galois covering with its Galois
group Sn, we have
η∗α
∗
1E ≃
⊕
ρ∈A∧
E
ρ⊗Lρ,
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where AE = End(η∗α
∗
1E) and Lρ is an irreducible local system on G
ιθ
reg defined by
Lρ = EndAE (ρ, η∗α
∗
1E). corresponding to the irreducible module ρ ∈ A
∧
E . Note that
AE is a twisted group algebra of the stabilizer WE of E in Sn. It follows that
ψ∗α
∗
0E ≃
⊕
ρ∈A∧
E
H•(Pn1 )⊗ ρ⊗ Lρ.(1.15.1)
We define a complex KT,E on G
ιθ by
(1.15.2) KT,E = H
•(Pn1)⊗
⊕
ρ∈A∧
E
ρ⊗ IC(Gιθ,Lρ)[dimG
ιθ].
On the other hand, we consider a diagram
T ιθ
α
←−−− G˜ιθ
π
−−−→ Gιθ,
where α : G˜ιθ → T ιθ is given by α(x, gBθ) = p(g−1xg). We consider the complex
π∗α
∗E [dimGιθ] on Gιθ. The following result is due to Grojonowski [Gr, Lemma
7.4.4].
Theorem 1.16. π∗α
∗E [dimGιθ] ≃ KT,E as semisimple complexes on G
ιθ.
1.17. Let BH = H/Bθ be the variety of Borel subgroups in H . For x ∈ Gιθ,
put BHx = {gB
θ ∈ BH | g−1xg ∈ Bιθ}. In the case where x ∈ Gιθuni, B
H
x ≃ π
−1
1 (x).
We shall describe the structure of BHx . First consider B
H
s for a semisimple element
s ∈ Gιθ. By Remark 1.3 (iii), there exists s′ ∈ T ιθ such that s′ is H-conjugate to
s. Let WH = NH(T
θ)/T θ be a Weyl group of H . For s′ ∈ T ιθ, let WH,s′ = {w ∈
WH |w(s
′) = s′}, which is a Weyl group of ZH(s
′). Put
Ms = {g ∈ H | g
−1sg ∈ Bιθ}.
Then ZH(s)×B
θ acts onMs from left and right, and we consider the set of double
cosets ZH(s)\Ms/B
θ. We note that this set is labelled by the set Γ = WH,s′\WH .
Clearly it is enough to check this for the case where s = s′ ∈ T ιθ. Then the claim
follows from the following property.
(1.17.1) Let s ∈ T ιθ. Assume that g−1sg ∈ Bιθ for g ∈ H . Then there exists
g1 ∈ ZH(s) and w ∈ WH such that gB
θ = g1wB
θ.
We show (1.17.1). Since gB ∩ZG(s) is a θ-stable Borel subgroup in ZG(s), there
exists a θ-stable maximal torus T ′ of ZG(s) contained in
gB. Then by Remark 1.3
(ii), there exists g1 ∈ ZH(s) such that
g1(B∩ZG(s)) =
gB∩ZG(s) and that
g1T = T ′.
Then g
−1
1 gB is a Borel subgroup of G containing T , and so g
−1
1 gBθ is a Borel subgroup
of H containing T θ. Hence there exists w ∈ WH such that gB
θ = g1wB
θ ∈ BH as
asserted.
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Now we have
BHs = {gB
θ ∈ BH | g−1sg ∈ Bιθ}
=
∐
γ∈Γ
ZH(s)xγB
θ/Bθ
=
∐
γ∈Γ
ZH(s)/(ZH(s) ∩ xγB
θx−1γ )
=
∐
γ∈Γ
ZH(s)/B
θ
γ,
where xγ ∈ H is a representative of the double coset inMs corresponding to γ ∈ Γ .
Moreover, Bγ = ZG(s) ∩ xγBx
−1
γ is a θ-stable Borel subgroup of ZG(s), and B
θ
γ is a
Borel subgroup of ZH(s).
Next we consider the general case BHsu, where s is semisimple and u is unipotent
in Gιθ. We have
BHsu = {gB
θ ∈ BH | g−1sg ∈ Bιθ, g−1ug ∈ Bιθ}
=
∐
γ∈Γ
{gBθ ∈ ZH(s)xγB
θ/Bθ | g−1ug ∈ Bιθ}.
By writing gBθ = g1xγB
θ with g1 ∈ ZH(s), the last formula turns out to be
BHsu =
∐
γ∈Γ
{g1B
θ
γ ∈ ZH(s)/B
θ
γ | g
−1
1 ug1 ∈ B
ιθ
γ }(1.17.2)
=
∐
γ∈Γ
BZH (s)u ,
where BZH (s) ≃ ZH(s)/B
θ
γ is the variety of Borel subgroups of ZH(s).
It follows from the above computation, we have
(1.17.3) dimBHsu = dimB
ZH (s)
u .
Thus we have the following generalization of Lemma 1.11 (i).
Lemma 1.18. For x ∈ Gιθ, we have dimBHx = (dimZH(x)− rank H)/2.
2. H-orbits on Gιθuni × V
2.1. We consider the action of H on the variety Gιθuni × V . By (1.7.2), the set
of H-orbits in Gιθuni×V is parametrized by the set Pn,2. We denote by O
H
λ = Oλ the
H-orbit corresponding to λ ∈ Pn,2 (the explicit correspondence is described below).
For a given (x, v) ∈ Gιθuni × V , we say that (x, v) is of type λ if (x, v) ∈ Oλ. Let Mn
be the subspace of V spanned by e1, . . . , en. Then A acts on Mn naturally, and the
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set of A-orbits in Auni ×Mn is parametrized also by Pn,2. Let O
A
λ be the A-orbit in
Auni ×Mn corresponding to λ ∈ Pn,2. The correspondence O
H
λ ↔ O
A
λ is given as
follows ([AH, Theorem 6.1]); Take (y, v) ∈ Auni ×Mn such that (y, v) ∈ O
A
λ . Then
x = yθ(y)−1 ∈ Gιθuni and the H-orbit of (x, v) coincides with O
H
λ .
On the other hand, for a given (y, v) ∈ Auni ×Mn, the corresponding type is
determined by the following procedure. Put EyA = {z ∈ End(Mn) | zy = yz}.
Then W = EyAv is an y-stable subspace of Mn. Let λ
(1) be the Jordan type of
y|W , and λ
(2) the Jordan type of y|Mn/W . Then λ = (λ
(1), λ(2)) gives the type of
(y, v). In particular, dimEyAv = dimW = |λ
(1)|. Note that in this case, the Jordan
type of y is given by ν = λ(1) + λ(2). (Here we use the notation; for partitions
λ = (λi), µ = (µi), we denote the partition ν = (λi + µi) by ν = λ + µ). Let
ExH = LieZH(x) ⊂ g = End(V ). Then E
x
Hv is an x-stable subspace of V . On the
other hand, (x, v) is regarded as an element in Guni× V . Then it is easy to see that
the G-orbit of (x, v) is of type λ ∪ λ = (λ(1) ∪ λ(1), λ(2) ∪ λ(2)) ∈ P2n,2. We define
ExG = {z ∈ End(V ) | zx = xz}, and put W˜ = E
x
Gv. Then W˜ is a subspace of V
containing ExHv with dim W˜ = 2|λ
(1)|. We have the following lemmas.
Lemma 2.2. W˜ coincides with ExHv. Hence dimE
x
Hv = 2|λ
(1)|.
Proof. Let L be as in 1.4. Then Lθ = {aθ(a) | a ∈ A} is a subgroup of H isomorphic
to GLn, and E
x
Lθ = LieZLθ(x) ⊂ E
x
H . Let V =Mn⊕M
′
n, where M
′
n is the subspace
of V generated by f1, . . . , fn. One can find v
′ ∈ M ′n such that the type of (y
′, v′) is
λ, where y′ = θ(y)−1 ∈ θ(A). Then there exists g ∈ LieZH(x) such that gv = v
′.
We have ExLθv = E
y
Av and E
x
Lθv
′ = Ey
′
θ(A)v
′. It follows that ExHv contains a subspace
EyAv⊕E
y′
θ(A)v
′ whose dimension is equal to 2|λ(1)|. Hence W˜ = ExHv, and the lemma
follows. 
The following result is contained in [Ka1].
Lemma 2.3. Let OH(x, v) be the H-orbit of (x, v) ∈ G
ιθ
uni×V , where (x, v) is of type
λ, and OH(x) the H-orbit of x ∈ G
ιθ
uni. For λ = (λ
(1), λ(2)) put n(λ) = n(λ(1)+λ(2)).
(i) dimOH(x, v) = dimOH(x) + 2|λ
(1)|. In particular for Oλ = OH(x, v) we
have
(2.3.1) dimOλ = 2n
2 − 2n− 4n(λ) + 2|λ(1)|.
(ii) ZH(x, v) is connected for any (x, v) ∈ G
ιθ
uni × V .
Proof. We consider the linear map ϕ : ExH → E
x
Hv given by g 7→ gv. Then by
Lemma 2.2, dimExH − dimkerϕ = 2|λ
(1)|. We note that
(2.3.2) dim kerϕ = dimZH(x, v).
We show (2.3.2). Let H+ be the set of elements of H such that −1 is not contained
in its eigenvalues, and h+ be the set of elements in h = LieH such that 1 is not
contained in its eigenvalues. Then H+ (resp. h+) is open dense in H (resp. h).
By the Cayley transform, f : Z 7→ (I + Z)(I − Z)−1 gives a bijection from h+ to
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H+. The inverse f−1 is given by z 7→ (I + z)−1(I − z). Then the map f induces
a bijection from kerϕ ∩ h+ onto ZH(x, v) ∩ H
+. Since kerϕ ∩ h+ is open dense in
kerϕ, and ZH(x, v) ∩H
+ is open dense in ZH(x, v), we obtain (2.3.2).
By (2.3.2) and by dimExH = dimZH(x), we have dimZH(x, v) = dimZH(x) −
2|λ(1)|. It follows that
dimOH(x, v) = dimH − dimZH(x, v)
= dimH − dimZH(x) + 2|λ
(1)|
= dimOH(x) + 2|λ
(1)|.
Now (2.3.1) follows from Lemma 1.11 (iii) since the Jordan type of x is λ(1) + λ(2).
This proves (i).
(ii) follows from the proof of (i) as follows; since kerϕ ∩ h+ is connected,
ZH(x, v)∩H
+ is also connected. Since ZH(x, v)∩H
+ is open dense in ZH(x, v), we
see that ZH(x, v) is connected. 
2.4. We fix an isotropic flag (0 = M0 ⊂M1 ⊂ · · · ⊂Mn) whose stabilizer in H
coincides with Bθ, where Mi is the subspace of V spanned by e1, . . . , ei. By fixing
an integer m such that 0 ≤ m ≤ n, we define
X˜m,uni = {(x, v, gB
θ) ∈ Gιθuni × V ×H/B
θ | g−1xg ∈ U ιθ, g−1v ∈Mm},
Xm,uni =
⋃
g∈H
g(U ιθ ×Mm).
and a map π
(m)
1 : X˜m,uni → G
ιθ
uni × V by π
(m)
1 (x, v, B
θ) = (x, v). Clearly Im π
(m)
1 =
Xm,uni. In the special case where m = n, we simply write X˜n,uni,Xn,uni, π
(m)
1 as
X˜uni,Xuni, π1. X˜m,uni is smooth and irreducible since X˜m,uni ≃ H ×
Bθ (U ιθ ×Mm).
Moreover, we have
(2.4.1) dim X˜m,uni = dimH/B
θ + dimU ιθ +m = 2n2 − n+m.
In order to obtain the dimension estimate for π−11 (x, v), we consider the Steinberg
variety defined as follows:
Z = {(x, v, gBθ,g′Bθ) ∈ Gιθuni × V ×H/B
θ ×H/Bθ
| (x, v, gBθ) ∈ X˜uni, (x, v, g
′Bθ) ∈ X˜uni}.
Let νH = dimU
θ = n2. Let Wn = NH(T
θ)/T θ be a Weyl group of H ≃ Sp2n, the
Weyl group of type Cn. We have the following lemma.
Lemma 2.5. (i) The irreducible components of Z are parametrized by w ∈ Wn,
and have dimension 2νH .
(ii) Let π1 : X˜uni → G
ιθ
uni × V . For any (x, v) ∈ Oµ, we have dim π
−1
1 (x, v) ≤
νH − dimOµ/2.
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(iii) Let cµ be the number of irreducible components of π
−1
1 (x, v) for (x, v) ∈ Oµ
whose dimension is equal to νH − dimOµ/2. Then we have∑
µ∈Pn,2
c2µ ≤ |Wn|.
Proof. Let p : Z → H/Bθ × H/Bθ be the projection to the last two factors. For
each w ∈ Wn, let Xw be the H-orbit of (B
θ, wBθ) in H/Bθ × H/Bθ. We have
H/Bθ ×H/Bθ =
∐
w∈Wn
Xw. Put Zw = p
−1(Xw). Then Zw is a vector bundle over
Xw ≃ H/B
θ ∩wBθw−1 with fibre isomorphic to (U ιθ ∩ wU ιθw−1)× (Mn ∩ w(Mn)).
Let bw be the number of i such that w
−1(ei) ∈ Mn. Then dim(Mn ∩ w(Mn)) = bw.
By counting the root vectors in U ιθ, we see that dim(U ιθ ∩ wU ιθw−1) = dim(Uθ ∩
wUθw−1)− bw. It follows that
dimZw = dimH − dim T
θ = 2νH .
This implies that the set {Zw | w ∈ Wn} gives rise to the set of irreducible compo-
nents of Z, any of their dimension is equal to 2νH . Hence (i) follows.
Let f : Z → Gιθuni×V be the projection to the first two factors. For each H-orbit
O of Gιθuni × V containing (x, v), the fibre f
−1(O) is isomorphic to a locally trivial
fibration over O with fibre isomorphic to π−11 (x, v)× π
−1
1 (x, v), i.e., we have
f−1(O) ≃ H ×ZH (x,v) (π−11 (x, v)× π
−1
1 (x, v)).
It follows that
dim f−1(O) = 2 dimπ−11 (x, v) + dimO ≤ 2νH .
(ii) follows from this.
We have Z =
∐
µ∈Pn,2
f−1(Oµ). Take (x, v) ∈ Oµ and let Iµ be the set of
irreducible components of dimension νH − dimOµ/2 of π
−1
1 (x, v). ZH(x, v) acts on
π−1(x, v), which stabilizes each irreducible component of π−11 (x, v) since ZH(x, v) is
connected. For X, Y ∈ Iµ, H×
ZH(x,v) (X×Y ) gives an irreducible subset of f−1(Oµ)
with dimension 2νH . It follows that its closure gives an irreducible component of
f−1(Oµ), and that the number of irreducible components of f
−1(Oµ) of dimension
2νH is bigger than or equal to |Iµ|
2 = c2µ. The inequality in (iii) follows from this. 
Remark 2.6. Later it is shown in the course of the proof of Theorem 5.4 (i), that
the inequality in Lemma 2.5 (iii) is actually an equality. Independently, it is proved
by Kato [Ka2, Proposition 7.7] that for (x, v) ∈ Oµ all the irreducible components
of π−11 (x, v) have dimension νH − dimOµ.
More generally, we have the following dimension estimate for (π
(m)
1 )
−1(x, v) for
(x, v) ∈ Gιθuni × V .
EXOTIC SYMMETRIC SPACE, I 15
Corollary 2.7. Let λ = ((m), (n −m)) ∈ Pn,2. Let (x, v) ∈ Oµ and assume that
µ ≤ λ (see 1.7). Then
dim(π
(m)
1 )
−1(x, v) ≤ 2n(µ) + n− |µ(1)|(2.7.1)
= (dimOλ − dimOµ)/2 + (n−m).
Proof. By Lemma 2.5 (ii) and Lemma 2.3 (i), we have
dim(π
(n)
1 )
−1(x, v) ≤ νH − dimOµ/2
= 2n(µ) + n− |µ(1)|,
Clearly (π
(m)
1 )
−1(x, v) ⊆ (π
(n)
1 )
−1(x, v) and so dim(π
(m)
1 )
−1(x, v) ≤ dim(π
(n)
1 )
−1(x, v).
Then (2.7.1) follows from the above inequality by noting that dimOλ = 2n
2− 2n+
2m. 
By making use of Corollary 2.7, we have the following result. The assertion (ii)
is known by Kato [Ka1, Theorem 1.2].
Proposition 2.8. (i) Let λ = ((m), (n−m)) ∈ Pn,2. Then π
(m)
1 is a map from
X˜m,uni onto Xm,uni = Oλ.
(ii) In the case where m = n, Xuni coincides with Oλ with λ = ((n),−). The
map π1 : X˜uni → Xuni gives a resolution of singularities.
Proof. We show (i). By Corollary 2.7, for each (x, v) ∈ Oλ, dim(π
(m)
1 )
−1(x, v) ≤
n−m. We may assume that x = yθ(y)−1 for y ∈ Auni. Put
X = {(x, v, gBθ) ∈ (π
(m)
1 )
−1(x, v) | gMm = E
y
Av}.
Put Vm = E
y
Av. Then x|Vm ∈ GLm is of type (m), and x|V ⊥m /Vm ∈ GL
ιθ
2(n−m) is of
type (n−m). It follows that X ≃ π′−11 (x|Vm)× π
′′−1
1 (x|V ⊥m /Vm), where π
′′
1 is the map
defined as in 1.10 replacing n by n − m, and π′1 is a similar map with respect to
GLm. It follows, by Lemma 1.11 (iii) that X is irreducible with dimX = n − m.
Hence we see that dim(π
(m)
1 )
−1(x, v) = n − m. Since (x, v) ∈ Im π
(m)
1 , we have
Oλ ⊂ Im π
(m)
1 . It follows that dim(π
(m)
1 )
−1(Oλ) = dimOλ+(n−m) = 2n
2−n+m.
Hence by (2.4.1), the closure of (π
(m)
1 )
−1(Oλ) coincides with X˜m,uni. This implies
that X˜m,uni = (π
(m)
1 )
−1(Oλ), and so Im π
(m)
1 = Oλ as asserted.
Next we show (ii). By (i), Xuni = Oλ. We have dim X˜uni = dimXuni, and
X˜uni is smooth, π1 is proper. Hence in order to show that π1 is a resolution of
singularities, it is enough to see that the restriction of π1 gives an isomorphism
π−11 (Oλ) ∼−→Oλ. In this case, λ = ((n); ∅), and one can choose a representative
(x, v) ∈ Oλ such that x = yθ(y)
−1 with y ∈ A regular unipotent. Then there exists
a unique Borel subgroup of H containing x. It follows that π−11 (x, v) consists of
exactly one point. We consider the map f : Z → Xuni in the proof of Lemma 2.5.
Since f−1(Oλ) is a principal bundle with fibre π
−1
1 (x, v) × π
−1
1 (x, v), we see that
Oλ ≃ f
−1(Oλ) ≃ π
−1
1 (Oλ). This proves (ii). 
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3. Intersection cohomology on Gιθreg × V
3.1. We consider the variety Gιθ × V on which H acts diagonally. We define
an isotropic subspace Mi of V by Mi = 〈e1, . . . , ei〉 for i = 0, 1, . . . , n. Thus the
stabilizer of the isotropic flag (Mi) in H coincides with B
θ. For 0 ≤ m ≤ n, we
define varieties
X˜m = {(x, v, gB
θ) ∈ Gιθ × V ×H/Bθ | g−1xg ∈ Bιθ, g−1v ∈Mm},
Xm =
⋃
g∈H
g(Bιθ ×Mm).
We define a map π(m) : X˜m → G
ιθ×V by π(m)(x, v, gBθ) = (x, v). Clearly Im π(m) =
Xm. In the special case where m = n, we write X˜n,Xn and π
(n) by X˜ ,X and π.
Since X˜m ≃ H ×
Bθ (Bιθ ×Mm), X˜m is smooth and irreducible, and π
(m) is a
proper map. Hence Xm is a closed irreducible subset of G
ιθ × V . The dimension of
X˜m is computed as follows;
dim X˜m = dimH/B
θ + dimBιθ +m(3.1.1)
= dimUθ + dimBιθ +m
= dimU + dimT ιθ +m
= 2n2 +m.
We also define varieties
Y˜m = {(x, v, gB
θ) ∈ Gιθreg × V ×H/B
θ | g−1xg ∈ Bιθreg, g
−1v ∈Mm},
Ym =
⋃
g∈H
g(Bιθreg ×Mm),
and a map ψ(m) : Y˜m → G
ιθ × V by ψ(m)(x, v, gBθ) = (x, v). Clearly Imψ(m) = Ym.
As before, in the case where m = n, we write Y˜m,Ym and ψ
(m) as Y˜ ,Y and ψ. As
in 1.8, Y˜m can be expressed in the following form.
Y˜m ≃ H ×
Bθ (Bιθreg ×Mm)(3.1.2)
≃ H ×B
θ∩ZH(T
ιθ) (T ιθreg ×Mm).
3.2. For a vector v =
∑n
i=1 aiei of Mn, put supp (v) = {i | ai 6= 0 }. For
a subset I of [1, n] = {1, . . . , n}, put MI = {v ∈ Mn | supp (v) = I}. As in 1.8,
ZH(T
ιθ) is isomorphic to SL2×· · ·×SL2, and under this identification B
θ∩ZH(T
ιθ)
corresponds to B2 × · · · ×B2. Note that the action of B
θ ∩ZH(T
ιθ) on Mn is given
by the action of its T θ part. Hence T ιθreg ×MI is B
θ ∩ ZH(T
ιθ)-stable. Under the
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expression (3.1.2) for Y˜, we define, for I ⊂ [1, n], a subvariety Y˜I of Y˜ by
Y˜I ≃ H ×
Bθ∩ZH(T
ιθ) (T ιθreg ×MI).
We define a map ψI : Y˜I → Y by (x, v, g(B
θ ∩ ZH(T
ιθ)) 7→ (x, v). Then ImψI =⋃
g∈H g(T
ιθ
reg ×MI) coincides with Y
0
m = Ym\Ym−1 for m = |I|, which depends only
on m. For I ⊂ [1, n] we define a parabolic subgroup ZH(T
ιθ)I of ZH(T
ιθ) by the
condition that the i-th factor is B2 if i ∈ I, and is SL2 otherwise. Since ZH(T
ιθ)I
stabilizes MI , one can define
ŶI = H ×
ZH (T
ιθ)I (T ιθreg ×MI).
Then the map ψI factors through ŶI ,
(3.2.1) ψI : Y˜I
ξI−−−→ ŶI
ηI−−−→ Y0m,
for |I| = m, where under the expression in (3.1.2), the map ξI is the natural sur-
jection, and the map ηI is given by g ∗ (t, v) 7→ (gtg
−1, gv) (g ∗ (t, v) denotes the
ZH(T
ιθ)I-orbits of (g, (t, v)) ∈ H× (T
ιθ
reg×MI)). Then ξI is a locally trivial fibration
with fibre isomorphic to
(3.2.2) ZH(T
ιθ)I/(B
θ ∩ ZH(T
ιθ)) ≃ (SL2/B2)
I′ ≃ PI
′
1 ,
where I ′ is the complement of I in [1, n], and (SL2/B2)
I′ denotes the direct product
of SL2/B2 with respect to the factors corresponding to I
′, and similarly for PI
′
1 .
Thus PI
′
1 ≃ P
n−|I|
1 .
Let SI ≃ S|I| × Sn−|I| be the subgroup of Sn stabilizing the set I. Then WI =
NH(ZH(T
ιθ)I)/ZH(T
ιθ)I is isomorphic to SI . In the case where I = [1, m], we put
SI = Sm, and WI =Wm for m = (m,n−m). Thus Wm ≃ Sm ≃ Sm × Sn−m under
the natural isomorphism W ≃ Sn in 1.8. For I ⊂ [1, n], WI acts on Y˜I and ŶI since
T ιθreg ×MI is stable by NH(ZH(T
ιθ)I). Now the map ηI : ŶI → Y
0
m can be identified
with the finite Galois covering with Galois group WI ,
(3.2.3) ŶI → ŶI/WI ≃ Y
0
m.
We have the following lemma.
Lemma 3.3. Let the notations be as before.
(i) Ym is open dense in Xm, and Y˜m is open dense in X˜m.
(ii) dim X˜m = dim Y˜m = 2n
2 +m.
(iii) dimXm = dimYm = (2n
2 +m)− (n−m).
(iv) Y =
∐
0≤m≤n Y
0
m gives a stratification of Y by smooth strata Y
0
m, and the
map ψ : Y˜ → Y is semismall with respect to this stratification.
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Proof. Since Y˜m ≃ H×
Bθ (Bιθreg×Mm), and B
ιθ
reg×Mm is open dense in B
ιθ×Mm, Y˜m
is open dense in X˜m. Since ψ
(m) is a closed map, and since Y˜m = (π
(m))−1(Ym), we
see that Ym is open dense in Xm. So (i) holds. (ii) follows from (3.1.1). By using the
decomposition ψI = ηI ◦ ξI for I = [1, m], we see that dim Y˜m = dimYm + (n−m).
Hence (iii) follows. For (iv), Ym−1 is closed in Ym, and Y
0
m is an open dense smooth
subset of Ym by the description of 3.2. Hence it gives the required stratification.
Since dimψ−1(x, v) = n − m for (x, v) ∈ Y0m by 3.2, we have dimψ
−1(x, v) =
(dimY − dimY0m)/2 by (iii). Thus (iv) holds. 
3.4. For 0 ≤ m ≤ n, we define Y˜+m as ψ
−1(Y0m). Then by 3.2, we have
Y˜+m =
∐
I Y˜I , where I runs over the subsets of [1, n] such that |I| = m. Y˜I are
smooth and irreducible, and they form the connected components of Y˜+m. Since
Y =
∐
0≤m≤n Y
0
m, we have Y˜ =
∐
0≤m≤n Y˜
+
m. In the case where I = [1, m], we denote
MI by M
0
m, and denote Y˜I by Y˜
0
m. M
0
m is an open dense subset of Mm, and Y˜
0
m is
an open dense subset of Y˜m. By (3.1.2), W acts on Y˜ , which leaves Y˜
+
m stable for
any m. Then we have
(3.4.1) Y˜+m =
∐
I⊂[1,n]
|I|=m
Y˜I =
∐
w∈W/Wm
w(Y˜0m).
We denote by ψm : Y˜
+
m → Y
0
m the restriction of ψ on Y˜
+
m. Then ψm isW-equivariant
with respect to the natural action of W on Y˜+m and the trivial action on Y
0
m.
We consider the diagram
T ιθ
α0←−−− Y˜
ψ
−−−→ Y ,
where α0 : Y˜ → T
ιθ is given by α0(x, v, gB
θ) = p(g−1xg). Let E be a tame local
system on T ιθ, and we consider the complex ψ∗α
∗
0E on Y . One can define a map
αI : Y˜I → T
ιθ compatible with α0 with respect to the inclusion Y˜I →֒ Y˜. Then by
(3.4.1), we have
(3.4.2) (ψm)∗α
∗
0E|Y˜+m ≃
⊕
I⊂[1,n]
|I|=m
(ψI)∗α
∗
IE .
We define a map βI : ŶI → T
ιθ by g ∗ (t, v) 7→ t. Then αI = βI ◦ ξI . Let EI = β
∗
IE
be a local system on ŶI and WEI the stabilizer of EI in WI . In the case where
I = [1, m], we put WEI = Wm,E . Also put WEI = WE for I = [1, n]. WE acts on
(ψm)∗α
∗
0E|Y˜+m as automorphisms of complexes, and permutes each direct summand
(ψI)∗α
∗
IE according to the permutation of the sets I by Sn. Put End((ηI)∗EI) = AEI .
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Since ηI is a finite Galois covering with group WI , (ηI)∗EI is decomposed as
(3.4.3) (ηI)∗EI ≃
⊕
ρ∈A∧
EI
ρ⊗Lρ,
where Lρ = Hom(ρ, (ηI)∗EI) is a simple local system on Y
0
m. We note that AEI is
canonically isomorphic to the group algebra Q¯l[WEI ]. In fact, by [L3, 10.2], AEI is
a twisted group algebra of WEI . However, in the case where E is the constant sheaf
Q¯l, AEI is canonically isomorphic to the group algebra Q¯l[WI ]. In the general case,
there exists a canonical embedding AEI →֒ A(Q¯l)I ≃ Q¯l[WI ], and this implies that
AEI is the group algebra (see [L4, 2.4]).
3.5. Since ψm is proper and Y˜I is closed in Y˜
+
m, ψI is proper. Hence ξI is also
proper. Since ξI is a P
I′
1 bundle, we have (ξI)∗α
∗
IE ≃ H
•(PI
′
1 )⊗ EI . It follows that
(3.5.1) (ψI)∗α
∗
IE ≃ (ηI)∗(ξI)∗α
∗
IE ≃ H
•(PI
′
1 )⊗ (ηI)∗EI .
Now PI
′
1 is the flag variety of the group (SL2)
I′ whose Weyl group is isomorphic to
(Z/2Z)I
′
. Let T2 be a maximal torus of B2. Then SL2/T2 is an affine space bundle
over SL2/B2, and (Z/2Z)
I′ acts on H•(PI
′
1 , Q¯l) ≃ H
•((SL2/T2)
I′ , Q¯l) naturally
(the Springer action of (Z/2Z)I
′
on (SL2/B2)
I′). We put AEI = Am,E if I = [1, m],
and put AEI = AE if I = [1, n]. Then Am,E is a subalgebra of AE . Recall that
Wn = Sn ⋉ (Z/2Z)
n is the Weyl group of type Cn, and put W˜ = W ⋉ (Z/2Z)
n.
We define a subgroup W˜E (resp. W˜EI ) of W˜ by W˜E =WE ⋉ (Z/2Z)
n (resp. W˜EI =
WEI⋉(Z/2Z)
n). We define an algebra A˜E by A˜E = Q¯l[W˜E ]. Similarly we define A˜EI .
It follows from the above discussion that A˜EI acts on (ψI)∗α
∗
IE . (The action of A˜EI
on (ηI)∗EI is the trivial extension of the action of AEI , and that of A˜EI on H
•(PI
′
1 )
is obtained from the action of (Z/2Z)n together with AEI , where (Z/2Z)
I′ acts as
defined above, and (Z/2Z)I acts trivially). We put A˜m,E = A˜EI for I = [1, m]. Then
in view of (3.4.2), (3.4.3) and (3.5.1), we see that
(3.5.2) (ψm)∗α
∗
0E|Y˜+m ≃
⊕
ρ∈A∧
m,E
IndA˜E
A˜m,E
(
H•(Pn−m1 )⊗ ρ
)
⊗ Lρ,
where ρ is regarded as a A˜m,E -module through the trivial extension from Am,E
to A˜m,E , and H
•(Pn−m1 ) is regarded as a Sn−m ⋉ (Z/2Z)
n−m-module through the
Springer action of (Z/2Z)n−m and the Sn−m action arising from the permutations
of factors P1.
The groupWEI is decomposed asW1×W2, whereW1 (resp. W2) is the stabilizer
of E in SI (resp. SI′) under the isomorphismWI ≃ SI×SI′ . Accordingly, the algebra
Am,E can be decomposed as Am,E ≃ A1 ⊗ A2, where A1 (resp. A2) is the twisted
group algebra of W1 (resp. W2) for I = [1, m]. Then an irreducible Am,E-module
ρ can be extended to an A˜m,E-module ρ
′, where Z/2Z acts trivially on Am,E if it
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belongs to I, and non-trivially if it belongs to I ′. We denote by V˜ρ the induced
A˜E -module A˜E ⊗A˜m,E ρ
′.
We show the following result.
Proposition 3.6. ψ∗α
∗
0E [dn] is a semisimple perverse sheaf on Y, equipped with
A˜E-action, and is decomposed as
ψ∗α
∗
0E [dn] ≃
⊕
0≤m≤n
⊕
ρ∈A∧
m,E
V˜ρ ⊗ IC(Ym,Lρ)[dm],
where dm = dimYm. Moreover, IC(Ym,Lρ) is a constructible sheaf on Ym.
Proof. For each m ≤ n, let ψm be the restriction of ψ on ψ
−1(Ym), and E˜m be the
restriction of α∗0E on ψ
−1(Ym). The following fact holds.
(3.6.1) For each m, IC(Ym,Lρ) is a constructible sheaf on Ym, and we have
(ψm)∗E˜m[dm] ≃
⊕
ρ∈A∧
m,E
IndA˜E
A˜m,E
(H•(Pn−m1 )⊗ ρ)⊗ IC(Ym,Lρ)[dm]
⊕
⊕
0≤m′<m
⊕
ρ∈A∧
m
′,E
V˜ρ ⊗ IC(Ym′,Lρ)[dm′ − 2(n−m)]
where A˜m,E-module H
•(Pn−m1 )⊗ ρ is given as in (3.5.2), A˜E -module V˜ρ is as in 3.5.
Note that (3.6.1) for m = n implies the proposition. First we show that
(3.6.2) IC(Ym,Lρ) is a constructible sheaf on Ym.
Recall the map ηI : Ŷm → Y
0
m. We define a variety Ŷm by
Ŷm = H ×
ZH (T
ιθ)I (T ιθreg ×M I),
where M I is the closure of MI in V . We define a morphism ηI : Ŷm → Ym by
g ∗ (t, v) 7→ (gtg−1, gv). Then ηI is a finite morphism and Ŷm is smooth. Let
βI : Ŷm → T
ιθ be the map defined by g ∗ (t, v) 7→ t, and put EI = β
∗
IE . Then
(ηI)∗EI is a perfect sheaf in the sense of [L2, (5.4.4)]. In particular, (ηI)∗E I is a
direct sum of intersection cohomology complexes on Ym which are constructible
sheaves. Since (ηI)∗E I |Y0m = (ηI)∗EI , we see that IC(Ym,Lρ) coincides with one of
the simple direct summands in (ηI)∗E I . Hence (3.6.2) holds.
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For each m, m = (m,n−m) and 0 ≤ i ≤ n−m, define
Lm =
⊕
ρ∈A∧
m,E
V˜ρ ⊗ Lρ,
Lm,i =
⊕
J⊂[1,n−m]
|J |=i
Lm.
Then the formula in (3.6.1) is equivalent to the following formula.
(3.6.3) (ψm)∗E˜m ≃
⊕
0≤i≤n−m
IC(Ym,Lm,i)[−2i]⊕
⊕
0≤m′<m
IC(Ym′,Lm′)[2m
′ − 2n].
We show (3.6.3) by induction on m. In the case where m = 0, (3.6.3) follows
from (1.13.1). Assume that (3.6.3) holds for m. Since ψm+1 is a proper map, by
the decomposition theorem (ψm+1)∗E˜m+1 is a direct sum of the complexes A[i] for
various simple perverse sheaf A on Ym+1. Suppose that supp A is not contained
in Ym. Then supp A ∩ Y
0
m+1 6= ∅, and A|Y0m+1 appears as a direct summand in
the decomposition (ψm)∗α
∗
0E|Y˜+m. It follows, by (3.5.2), that A|Y0m+1 coincides with
Lρ for some ρ ∈ Am+1,E with m + 1 = (m + 1, n − m − 1). Hence A coincides
with IC(Ym+1,Lρ)[dm+1]. This implies that the direct sum of A[i] appearing in
(ψm+1)∗E˜m+1 such that supp A ∩ Y
0
m+1 6= ∅ is given by
(3.6.4)
⊕
0≤i≤n−m−1
IC(Ym+1,Lm+1,i)[−2i].
Next suppose that supp A ⊂ Ym. Then A[i] appears as a direct summand of the
semisimple complex (ψm)∗E˜m[dm]. By induction hypothesis, the complex (ψm)∗E˜m
is decomposed as in (3.6.3). Comparing (3.6.3) and (3.6.4), and by using (3.6.2),
we see that each factor IC(Ym′,Lm′)[2m
′ − 2n] in (ψm)∗E˜m for 0 ≤ m
′ ≤ m appears
in (ψm+1)∗E˜m+1 as a direct summand. Moreover, we see that R
2i(ψm+1)∗E˜m+1 =
IC(Ym+1,Lm+1,i) and R
2i(ψm)∗E˜m = IC(Ym,Lm,i) for 0 ≤ i < n−m. Hence we have
IC(Ym+1,Lm+1,i)|Ym = IC(Ym,Lm,i). It follows that each factor IC(Ym,Lm,i)[−2i]
in (3.6.3) for 0 ≤ i < n −m is absorbed to IC(Ym+1,Lm+1,i)[−2i] in (3.6.4). This
shows that (3.6.3) holds also for m+1. Hence (3.6.3) is proved and the proposition
follows. 
22 SHOJI AND SORLIN
4. Intersection cohomology on Gιθ × V
4.1. We keep the notation in Section 3. In view of Proposition 3.6, we define
a semisimple perverse sheaf KT,E on X by
KT,E =
⊕
0≤m≤n
⊕
ρ∈A∧
m,E
V˜ρ ⊗ IC(Xm,Lρ)[dm],(4.1.1)
which is the DGM-extension of ψ∗α
∗
0E [dn]. We call IC(Xm,Lρ)[dimXm] extended
by 0 to X , for various ρ ∈ Am,E , character sheaves on X = G
ιθ × V . We consider a
diagram
T ιθ
α
←−−− X˜
π
−−−→ X ,
where α : X˜ → T ιθ is defined by α(x, v, gBθ) = p(g−1xg). For a tame local system
E on T ιθ, we consider a complex π∗α
∗E on X . The following result is an analogue
of Theorem 1.16.
Theorem 4.2. π∗α
∗E [dimX ] ≃ KT,E as perverse sheaves on X .
4.3. The theorem will be proved in 4.9 after some preliminaries. For each
m ≤ n, put X 0m = Xm\Xm−1. The set X
0
m is described as follows; First consider the
unipotent part X 0m,uni of X
0
m. Since Xm,uni is the closure ofOλ with λ = ((m), (n−m))
(see Proposition 2.7), we see by using (1.7.3) that
(4.3.1) X 0m,uni is the union of Oµ such that µ = (µ
(1), µ(2)) with |µ
(1)
1 | = m, for the
partition µ(1) : µ
(1)
1 ≥ µ
(1)
2 ≥ · · · . In particular, (x, v) is contained in X
0
m if and only
if dimk[x]v = m, where k[x]v denotes the subspace of V spanned by v, xv, x2v, · · · .
More generally, consider (x, v) ∈ Gιθ×V . Let x = su be the Jordan decomposi-
tion of x ∈ Gιθ and consider the decomposition V = V1⊕· · ·⊕Vt into eigenspaces of
s. Then ZG(s) ≃ GL2n1 × · · · ×GL2nt with dimVi = 2ni. Put Gi = GL2ni for each
i. Then ZG(s) is θ-stable, and θ stabilizes each factor so that ZH(s) ≃ G
θ
1×· · ·×G
θ
t
with Gθi ≃ Sp(Vi). Let v = v1+ · · ·+ vt be the decomposition of v ∈ V with vi ∈ Vi.
Let ui be the restriction of u on Vi. Then (ui, vi) ∈ G
ιθ
i × Vi. We denote by X
Gi,0
mi,uni
the subvariety of Gιθi,uni × Vi defined in a similar way as X
0
m,uni for G
ιθ
uni × V . Then
we have
(4.3.2) (x, v) is contained in X 0m if and only if (ui, vi) ∈ X
Gi,0
mi,uni
with
∑t
i=1mi = m.
For each (x, v) ∈ Gιθ × V , let (ui, vi) be defined as above. We define a subspace
W = W (x, v) of V by W = k[u1]v1⊕ · · ·⊕ k[ut]vt. Thus W is an isotropic, x-stable
subspace of V containing v. Then (4.3.2) can be rewritten as
(4.3.3) X 0m = {(x, v) ∈ G
ιθ × V | dimW (x, v) = m}.
Recall the map π : X˜ → X . For an integer 0 ≤ m ≤ n, we define a locally closed
subvariety X˜+m of X˜ by X˜
+
m = π
−1(X 0m). Then Y
0
m is open dense in X
0
m and Y˜
+
m is
an open subset of X˜+m . For (x, v, gB
θ) ∈ X˜+m , we define its level I ⊂ [1, n] as follows;
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assume that (x, v) ∈ Bιθ×Mn and that x = su, the Jordan decomposition of g with
s ∈ T ιθ. Then Mn is s-stable, and is decomposed as Mn = M
[1]
n1 ⊕ · · · ⊕M
[t]
nt , where
M
[i]
ni = Mn ∩ Vi is a maximal isotropic subspace of Vi. Note that Mn = 〈e1, . . . , en〉.
Since {ei} are weight vectors for T , M
[i]
ni has a basis ej1 , ej2 · · · , with j1 < j2 < · · · <
jni . Let (ui, vi) be as above, and assume that dimk[ui]vi = mi. Let us define a
subset Ii of {j1, . . . , jni} by choosing first mi numbers. Hence |Ii| = mi. We define
I =
∐
i Ii. Since (x, v) ∈ X
0
m, we have |I| = m. Note that the attachment (x, v) 7→ I
depends only on the Bθ-conjugacy class of (x, v). Thus we have a well-defined map
(x, v, gBθ) 7→ I. We define a subvariety X˜I of X˜
+
m by
X˜I = {(x, v, gB
θ) ∈ X˜+m | (x, v, gB
θ) 7→ I}.
We show the following lemma.
Lemma 4.4. X˜+m is decomposed as
X˜+m =
∐
I⊂[1,n]
|I|=m
X˜I ,
where X˜I is an irreducible component of X˜
+
m for each I.
Proof. It is clear from the definition that X˜+m is a disjoint union of various X˜I , and
that X˜I contains Y˜I . One can check that Y˜I is open dense in X˜I . Since Y˜
+
m =
∐
I Y˜I ,
and Y˜+m is open dense in X˜
+
m , X˜
+
m =
⋃
I Y˜I gives a decomposition into irreducible
components, where Y˜I is the closure of Y˜I in X˜
+
m . Hence in order to prove the
lemma, it is enough to show that X˜I is closed in X˜
+
m for each I. But one can check
that the closure ZI of X˜I in X˜ is contained in the set X˜I∪
⋃
I′ X˜I′, where I
′ runs over
the subsets of [1, n] such that |I ′| < m. Hence X˜I = ZI ∩ X˜
+
m is closed in X˜
+
m . 
4.5. For a fixed m, we define a variety Gm by
Gm = {(x,v,W ) | (x, v) ∈ G
ιθ × V,W : isotropic subspace of V,
dimW = m, x(W ) = W, v ∈ W}.
We define a map πm : X˜
+
m → G
ιθ × V by the restriction of π. Then πm can be
decomposed as
πm : X˜
+
m
ϕ′
−−−→ Gm
ϕ′′
−−−→ Gιθ × V
where ϕ′ : (x, v, gBθ) 7→ (x, v,W (x, v)), ϕ′′ : (x, v,W ) 7→ (x, v). Let us consider the
spaces W0 = Mm and V 0 = W
⊥
0 /W0. We put G1 = GL(W0), G2 = GL(V 0). Then
V 0 has a natural symplectic structure, and G2 is identified with a θ-stable subgroup
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of G. Put H0 = G1 ×G
θ
2. We define a variety
Hm = {(x, v,W, φ1, φ2) | (x, v,W ) ∈ Gm,
φ1 : W ∼−→W0, φ2 : W
⊥/W ∼−→ V 0 (symplectic isom.) },
and morphisms
q :Hm → Gm, (x, v,W, φ1, φ2) 7→ (x, v,W ),
σ :Hm → G1 ×G
ιθ
2 , (x, v,W, φ1, φ2) 7→ (φ1(x|W )φ
−1
1 , φ2(x|W⊥/W )φ
−1
2 ).
Then H ×H0 acts on Hm by
(g, (h1, h2)) : (x, v,W, φ1, φ2) 7→ (gxg
−1, gv, g(W ), h1φ1g
−1, h2φ2g
−1)
for g ∈ H, (h1, h2) ∈ H0. Moreover, σ is H × H0-equivariant with respect to the
natural action of H0 and the trivial action of H on G1 ×G
ιθ
2 . We have
(4.5.1) The map q is a principal bundle with fibre isomorphic to H0.
(4.5.2) The map σ is a locally trivial fibration with smooth fibre of dimension
dimH .
In fact, (4.5.1) is clear. We show (4.5.2). It is clear from the definition that σ
is a locally trivial fibration. For a fixed (x′, x′′) ∈ G1 × G
ιθ
2 , the fibre σ
−1(x′, x′′) is
determined by the following process;
(i) choose an isotropic subspace W of V such that dimW = m,
(ii) for each W , choose an isomorphism φ1 : W → W0 and a symplectic isomor-
phism φ2 : W
⊥/W → V 0,
(iii) choose x ∈ Gιθ such that φ1(x|W )φ
−1
1 = x
′, φ2(x|W⊥/W )φ
−1
2 = x
′′,
(iv) choose v ∈ W .
Let P be the stabilizer of the flag (W0 ⊂ W
⊥
0 ) in G. Then P is θ-stable, and
is decomposed as P = LUP , where L is a θ-stable Levi subgroup of P containing T
and UP is the unipotent radical of P . For (i), such W are parametrized by H/P
θ.
For (ii), they are parametrized by G1 × G
θ
2. For (iii), x should be contained in
P ιθ, but x′, x′′ determines the part corresponding to Lιθ. Hence the choice of x is
parametrized by U ιθP . Finally, for (iv), v is any element in W . It follows that each
fibre σ−1(x′, x′′) is smooth with the same dimension as H . Hence (4.5.2) follows.
Let B1 is a Borel subgroup of G1 which is the stabilizer of the flag (Mk)0≤k≤m
in G1, and B2 a θ-stable Borel subgroup of G2 which is the stabilizer of the flag
(Mm+1/Mm ⊂ · · · ⊂M
⊥
m/Mm) in G2. Put
G˜1 = {(x, gB1) ∈ G1 ×G1/B1 | g
−1xg ∈ B1},
G˜ιθ2 = {(x, gB
θ
2) ∈ G
ιθ
2 ×G
θ
2/B
θ
2 | g
−1xg ∈ Bιθ2 },
and define maps π1 : G˜1 → G1, π
2 : G˜ιθ → Gιθ by first projections. Thus π2 is the
map π given in 1.8 with respect to Gιθ2 , and π
1 is the corresponding map for G1. We
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define a variety
Z+m = {(x, v,gB
θ, φ1, φ2) | (x, v, gB
θ) ∈ X˜+m ,
φ1 : W (x, v) ∼−→W0, φ2 : W (x, v)
⊥/W (x, v) ∼−→ V 0},
and a map q˜ : Z+m → X
+
m by a natural projection. We define a map σ˜ : Z
+
m → G˜1×G˜
ιθ
2
as follows; take (x, v, gBθ, φ1, φ2) ∈ Z
+
m. By the construction of W (x, v), W (x, v)
is contained in g(Mn), and (g(Mk))0≤k≤n is an x-stable isotropic flag in V . Then
(W (x, v) ∩ g(Mk)) gives an x-stable flag (Wk)0≤k≤m in W (x, v), and (W (x, v) +
g(Mk)/W (x, v)) gives an x-stable isotropic flag (V ℓ)0≤ℓ≤n−m in W (x, v)
⊥/W (x, v).
We denote by g1B1g
−1
1 the stabilizer of the flag (φ1(Wk)) in G1, and by g2B
θ
2g
−1
2 the
stabilizer of the isotropic flag (φ2(V ℓ)) in V 0. The map σ˜ is defined as
(x, v, gBθ, φ1, φ2) 7→ (φ1(x|W (x,v))φ
−1
1 , g1B1), (φ2(x|W (x,v)⊥/W (x,v))φ
−1
2 , g2B
θ
2).
We consider a diagram
(4.5.3)
T1 × T
ιθ
2
f
←−−− T ιθ
id
−−−→ T ιθ
α1×α2
x xα˜ xα
G˜1 × G˜
ιθ
2
σ˜
←−−− Z+m
q˜
−−−→ X˜+m
π1×π2
y yϕ˜′ yϕ′
G1 ×G
ιθ
2
σ
←−−− Hm
q
−−−→ Gmyϕ′′
Gιθ × V,
where the maps ϕ˜′, α˜ are defined naturally. Note that T ιθ can be written as T ιθ ≃
T1×T
ιθ
2 , where T1 is a maximal torus of G1 (the diagonal group), and T2 is a θ-stable
maximal torus of G2 (the diagonal group). We fix an isomorphism f : T
ιθ → T1×T
ιθ
2 .
The maps α1 : G˜1 → T1, α
2 : G˜ιθ2 → T
ιθ
2 are defined as in 1.15.
4.6. Let E be a tame local system on T ιθ. Under the isomorphism f : T ιθ →
T1 × T
ιθ
2 , E can be written as E ≃ E1 ⊠ E2, where E1 (resp. E2) is a tame local
system on T1 (resp. T
ιθ
2 ). Then we have Wm,E ≃ (Sm)E1 × (Sn−m)E2 , where (Sm)E1
is the stabilizer of E1 in Sm ≃ W1 = NG1(T1)/T1, and (Sn−m)E2 is the stabilizer of
E2 in Sn−m ≃ W2 = NGθ2(T
ιθ
2 )/ZGθ2(T
ιθ
2 ). Let AE2 be the algebra defined in 1.15, by
replacing Gιθ by Gιθ2 , and let AE1 be the corresponding algebra for G1. Then we
have Am,E ≃ AE1 ⊗AE2 .
For ρ1 ∈ A
∧
E1
, ρ2 ∈ A
∧
E2
, we consider the complexes
K1 = IC(G1,Lρ1)[dimG1], K2 = IC(G
ιθ
2 ,Lρ2)[dimG
ιθ
2 ].
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Then K1 ⊠ K2 is an H0-equivariant simple perverse sheaf on G1 × G
ιθ
2 , and so
σ∗(K1 ⊠K2)[2n
2 + n] is an H0-equivariant simple perverse sheaf on Hm by (4.5.2).
Since q is a principal bundle with group H0 by (4.5.1), there exists a unique simple
perverse sheaf Aρ on Gm such that
q∗(Aρ)[m
2 + 2(n−m)2 + (n−m)] ≃ σ∗(K1 ⊠K2)[2n
2 + n],
where ρ = ρ1 ⊗ ρ2 ∈ A
∧
m,E under the isomorphism Am,E ≃ AE1 ⊗AE2.
Note that the map ϕ′ : X˜+m → Gm is not surjective. The image ϕ
′(X˜+m ) is
described as follows; for each m′ ≤ m, we define a subvariety Gm,m′ of Gm by
Gm,m′ = {(x, v,W ) ∈ Gm | dimW (x, v) = m
′}.
Then Gm =
∐
0≤m′≤m Gm,m′ gives a partition of Gm, and the closure of Gm,m′ is a
union of Gm,m′′ with m
′′ ≤ m′. Put G0m = Gm,m. Then G
0
m is an open dense subset of
Gm. It is clear from the definition of ϕ
′ that ϕ′(X˜+m) coincides with G
0
m. We denote
by A0ρ the restriction of Aρ on G
0
m, which gives rise to a simple perverse sheaf if the
support of Aρ has a non-trivial intersection with G
0
m.
Let Lρ be the local system on Y
0
m as in (4.1.1). Since Y
0
m is an open dense
subset of X 0m, one can consider the intersection cohomology IC(X
0
m,Lρ). We show
the following lemma.
Lemma 4.7. Under the notation as above, we have
ϕ′′∗A
0
ρ ≃ IC(X
0
m,Lρ)[dimXm].
Proof. Since G0m = {(x, v,W ) ∈ Gm | W = W (x, v)}, ϕ
′′ gives an isomorphism G0m
onto X 0m by (4.3.3). Hence ϕ
′′
∗A
0
ρ is a simple perverse sheaf if A
0
ρ is so. Put K = ϕ
′′
∗A
0
ρ
and d = dimX 0m = dimXm. In order to prove the lemma, it is enough to show that
(4.7.1) H−dK|Y0m ≃ Lρ.
We consider the following commutative diagram
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(4.7.2)
T1 × T
ιθ
2
f
←−−− T ιθ
id
−−−→ T ιθ
α10×α
2
0
x xα˜0 xα0
G˜1,reg × G˜
ιθ
2,reg
σ˜0←−−− Z˜0m
q˜0
−−−→ Y˜0m
ξ1×ξ2
y yξ˜0 yξ0
(G1/T1 × T1,reg)× (G
θ
2/ZGθ2(T
ιθ
2 )× T
ιθ
2,reg)
σ̂0←−−− Ẑ0m
q̂0
−−−→ Ŷ0m
η1×η2
y yη˜0 yη0
G1,reg ×G
ιθ
2,reg
σ0←−−− Hm,reg
q0
−−−→ Gm,reg,yϕ′′0
Y0m
where Y˜0m = Y˜I , Ŷ
0
m = ŶI for I = [1, m] (cf. 3.1, 3.4), and
G˜1,reg = (π
1)−1(G1,reg),
G˜ιθ2,reg = (π
2)−1(G2,reg),
Gm,reg = (ϕ
′′)−1(Y0m),
Hm,reg = q
−1(Gm,reg),
Z˜0m = q˜
−1(Y˜0m),
Ẑ0m = {(g ∗ (t, v), φ1, φ2) | g ∗ (t, v) ∈ Ŷ
0
m,
φ1 : g(W0) ∼−→W0, φ2 : g(W0)
⊥/g(W0) ∼−→V 0},
and the maps q˜0, q0, σ˜0, σ0 are defined as the restrictions of the corresponding maps
q˜, q, σ˜, σ. The map ξ0 = ξI for I = [1, m]. Note that in this case, W (t, v) = Mm
for (t, v) ∈ T ιθreg × M
0
m. We define a map η0 : Ŷ
0
m → Gm,reg by (g ∗ (t, v)) 7→
(gtg−1, g(v), g(Mm)), and the maps ξ˜0, η˜0 are defined accordingly. The maps in the
first column are defined by applying the discussion in 1.8 to the case ψ2 : G˜ιθ2,reg →
Gιθ2,reg, and to the GL case ψ
1 : G˜1,reg → G1,reg. The map σ̂0 is defined as follows;
for (g ∗ (t, v), φ1, φ2) ∈ Ẑ
0
m, gtg
−1 stabilizes g(W0), and t
′
1 = φ1(gtg
−1|g(W0))φ
−1
1 ∈
G1,reg, t
′
2 = φ2(gtg
−1|g(W0)⊥/g(W0))φ
−1
2 ∈ G
ιθ
2,reg. We have ZG1(t
′
1) = g1T1g
−1
1 with
g1 ∈ G1, and ZGθ2(t
′
2) = g2ZGθ(T
ιθ
2 )g
−1
2 with g2 ∈ G
θ
2. Then σ̂0(g ∗ (t, v), φ1, φ2) =
((g1T1, t1), (g2ZGθ2(T
ιθ
2 ), t2)), where (t1, t2) = f(t) ∈ T1 × T
ιθ
2 .
It follows from the commutative diagram that
(4.7.3) σ˜∗0((α
1
0)
∗E1 ⊠ (α
2
0)
∗E2) ≃ q˜
∗
0α
∗
0E .
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One can check that the squares in the middle row and the lower row are all cartesian
squares. Since ψ1 = η1 ◦ ξ1, ψ2 = η2 ◦ ξ2, we see that
(4.7.4) σ∗0(ψ
1
∗(α
1
0)
∗E1 ⊠ ψ
2
∗(α
2
0)
∗E2) ≃ q
∗
0(η0 ◦ ξ0)∗α
∗
0E .
Now ψ2∗(α
2
0)
∗E2 is decomposed as in (1.15.1), and similarly for ψ
1
∗(α
1
0)
∗E1. On the
other hand, since
Gm,reg = {(x, v,W ) | (x, v) ∈ Y
0
m,W = W (x, v)} ≃ Y
0
m,
ϕ′′0 is an isomorphism. It follows, by (3.4.3) and (3.5.1) that
(η0 ◦ ξ0)∗α
∗
0E ≃
⊕
ρ∈A∧
m,E
H•(Pn−m1 )⊗ ρ⊗ Lρ
under the identification Gm,reg ≃ Y
0
m. Since the decomposition by the Galois covering
is compatible with σ0 and q0 by (4.7.2), we have σ
∗
0(Lρ1⊠Lρ2) ≃ q
∗
0Lρ. This implies
that A0ρ|Gm,reg ≃ Aρ|Gm,reg ≃ Lρ[d], and so
K|Y0m ≃ (ϕ
′′
0)∗(A
0
ρ|Gm,reg) ≃ Lρ[d].
This proves (4.7.1), and the lemma follows. 
By using Lemma 4.7, we show the following.
Proposition 4.8. Under the notation in Lemma 4.7, (πm)∗α
∗E|X˜+m is decomposed
as ⊕
ρ∈A∧
m,E
H•(Pn−m1 )⊗ V˜ρ ⊗ IC(X
0
m,Lρ),
where V˜ρ = AE ⊗Am,E ρ is considered as a vector space, ignoring the AE-action.
Proof. First we recall the isomorphism given in 1.17.2 in the language of flags. As-
sume that s ∈ T ιθ. Let V = V1 ⊕ · · · ⊕ Vt be the decomposition of V to the
eigenspaces of s. We assume that Vi = 〈ek, fk | k ∈ Ji〉 with Ji ⊂ [1, n]. We
regard Ji an ordered set under the natural ordering. Let F
θ(V ) be the set of
isotropic flags on V , and F θx(V ) the subset of isotropic flags stable by x ∈ G
ιθ.
Let Γ = WH,s\WH be as in 1.17. We choose a set of distinguished represen-
tatives {wγ | γ ∈ Γ} for Γ , where wγ is a permutation on the set [1, n] such
that w−1γ is order preserving on each subset Ji. Then F
θ
s (V ) is decomposed as
F θs (V ) =
∐
γ∈Γ F
γ(V ), where Fγ(V ) is the set of ZH(s) conjugates of the isotropic
flag (〈ewγ(1)〉⊂ 〈ewγ(1), ewγ(2)〉⊂ · · · ⊂ 〈ewγ(1), . . . , ewγ(n)〉). If we replace s by x = su
(Jordan decomposition), then the above isomorphism restricts to the isomorphism
between F θx(V ) and
∐
γ∈Γ F
γ
u (V ).
We fix a subset I ⊂ [1, n] such that |I| = m. For x = su ∈ Gιθ such that
s ∈ T ιθ, we consider the decomposition of V as above. Let U = W (x, v). Recall
that mi = dimk[ui]vi under the notation in 4.3. We define a subset X˜
♠
I of X˜
+
m as the
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set of all H-conjugates of (x, v, wγB
θ) ∈ X˜+m such that |w
−1
γ (Ji) ∩ I| = mi for each
i, for all the possible choice of (x, v) with s ∈ T ιθ and wγ ∈ Ws,H\WH . Then X˜
♠
I is
a closed subset of X˜+m containing X˜I . (In fact, X˜I coincides with the H-conjugates
of (x, v, wγB
θ) ∈ X˜+m such that w
−1
γ (Ji)∩ I consists of the first mi letters.) We have
G0m = ϕ
′(X˜♠I ) for any I. We define a subset Z
♠
I of Z
+
m by Z
♠
I = q˜
−1(X˜♠I ), and a
subset H0m of Hm by H
0
m = q
−1(G0m). We have a commutative diagram
(4.8.1)
G˜1 × G˜
ιθ
2
σ˜I←−−− Z♠I
q˜I−−−→ X˜♠I
π1×π2
y yϕ˜′I yϕ′I
G1 ×G
ιθ
2
σ1←−−− H0m
q1
−−−→ G0m,
where ϕ′I , ϕ˜
′
I , q1, σ1, q˜I , σ˜I are restrictions of ϕ
′, ϕ˜′, q, σ, q˜, σ˜, respectively. The square
in the right hand side is cartesian since the corresponding square in (4.5.3) is carte-
sian.
Let Cm be the fibre product of G˜1×G˜
ιθ
2 withH
0
m over G1×G
ιθ
2 , and cI : Z
♠
I → Cm
be the natural map obtained from the diagram (4.8.1). Recall that an α-partition
of a variety X , in the sense of [DLP], is a partition X =
∐
αXα into locally closed
subvarieties Xα such that there exists a filtration X = X1 ⊃ X2 ⊃ · · · by closed
subvarieties Xi where Xi \Xi+1 coincides with some Xα. We show that
(4.8.2) There exists an α-partition of Cm by locally closed subvarieties Cα such that
the restriction of cI on c
−1
I (Cα) is a locally trivial fibration over Cα.
First we consider a similar problem for the unipotent part Cm,uni of Cm, i.e.,
Cm,uni is the fibre product of G˜1 × G˜
ιθ
2 with H
0
m,uni over G1 × G
ιθ
2 , where H
0
m,uni =
{(x, v,W (x, v), φ1, φ2) ∈ H
0
m | (x, v) ∈ Xuni}. In this case, W (x, v) = k[x]v, I =
[1, m] and so x is a regular unipotent element on U = W (x, v), which determines a
unique Borel subgroup of GL(U) containing x. Thus Cm,uni is isomorphic to
{(x, v, φ1, φ2, (U i)) | (U i) : x-stable isotropic flag in U = U
⊥/U},
where (x, v, U, φ1, φ2) ∈ Hm,uni and x is a transformation on U induced from x.
We define Cα as a subset of Cm,uni consisting of (x, v, φ1, φ2, (U i)) such that (x, v) is
contained in a fixed H-orbit in Xuni, and that the restriction of x on Um/U i has a
fixed Jordan type for each i. Then those Cα give a partition of Cm,uni into finitely
many locally closed pieces, and in fact, they give an α-partition of Cm,uni. This
follows from the fact that a similar partition of F θx(U) gives an α-partition. For
each z = (x, v, φ1, φ2, (U i)) ∈ Cα, the fibre c
−1
I (z) is given as
c−1I (z) ≃ {(Vj) ∈ F
θ
x(V ) | Vn ⊂ U
⊥, (Vj + U/U)→ (U i)}.
where (Vj + U/U) → (F
′
i ) means that the flag of U obtained from V1 + U/U ⊆
V2 + U/U ⊆ · · · coincides with (U i). Then c
−1
I (Zα) → Zα gives a locally trivial
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fibration. This can be checked by using the following property ofF θx(V ); for x ∈ G
ιθ
uni,
consider the map f : F θx(V ) → P(Ker x), (Vi) 7→ V1. Then for (Vi), (V
′
i ) ∈ Fx(V ),
V1 and V2 are in the same ZH(x)-orbit in P(Kerx) if and only if the restriction of x
on Vn/V1 and on V
′
n/V
′
1 have the same Jordan type.
We return to the general setting. Take z′ = (x, v, wγB
θ, φ1, φ2) ∈ Z
♠
I with
x = su, s ∈ T ιθ, and put s1 = φ1(s) ∈ T1, s2 = φ2(s) ∈ T
ιθ
2 , where T1, T2 are
maximal tori in G1, G2. Then the sets Γ1, Γ2 are defined with respect to s1, s2, as
Γ with respect to s. Then by the map σ˜I , z
′ determines an s1-stable flag in G1 and
s2-stable isotropic flag in G2, hence determines γ1 ∈ Γ1, γ2 ∈ Γ2. On the other hand,
take (x, v, U, φ1, φ2) ∈ H
0
m and (x1, g1B1) ∈ G˜1, (x2, g2B
θ
2) ∈ G˜
ιθ
2 so that it gives
z ∈ Cm. Assume that the semisimple parts of x1, x2 are s1, s2 with s1 ∈ T1, s2 ∈ T
ιθ
2 ,
and Γ1, Γ2 are as before. Then γ1 ∈ Γ1 is determined from (x1, g1B1), and γ2 ∈ Γ2
is determined from (x2, g2B
θ
2). We show that γ ∈ Γ is reconstructed from (γ1, γ2);
We assume that x = su with s ∈ T ιθ, and let Vi be as before. Let U = W (x, v).
For each i, let J ′i = Ji ∩ I. Put J
′ =
∐
i J
′
i and J
′′ the complement of J ′ in [1, n].
Then wγ1 (resp. wγ2) is regarded as a permutation on the set J
′ (resp. J ′′) under a
suitable identification. We define a permutation w by
w−1(j) =
{
w−1γ1 (j) if j ∈ J
′,
w−1γ2 (j) if j ∈ J
′′.
We take γ =WH,sw ∈ WH,s\WH . Then wγ satisfies the condition that |w
−1
γ (Ji)∩I| =
mi for each i. In this way, we have a bijection between (γ1, γ2) arising from G˜1× G˜
ιθ
and γ arising from Z♠I . Then for such z ∈ Cm, c
−1
I (z) is contained F
γ
u (V ).
We define a subset Cα of Cm as the set of elements given by (x1, g1B1) ∈
G˜1, (x2, g2B
θ
2) ∈ G˜
ιθ
2 and (x, v, U, φ1, φ2) ∈ H
0
m, which satisfies the following con-
dition; let x = su be the Jordan decomposition, then s has a fixed eigenspace
decomposition V ≃ V1 ⊕ · · · ⊕ Vt up to H-conjugate, (u, v) is contained in a fixed
ZH(s)-orbit in ZH(s)
ιθ
uni × V . Moreover, let (U)0≤i≤m be the isotropic flag in U ob-
tained from g2B
θ
2 and φ2, then the restriction of u on each Um/U i has a fixed Jordan
type for each i. Those Cα give an α-partition of Cm, and one can show, as in the
case of Cm,uni, that c
−1
I (Cα) → Cα gives a locally trivial fibration for each α. Thus
(4.8.2) is proved.
We define a complex KT2,E2 on G
ιθ
2 as in (1.15.2), by replacing G by G2. A
similar construction works for the group case G1. They are given as follows;
KT1,E1 =
⊕
ρ1∈A∧E1
ρ1 ⊗ IC(G1,Lρ1)[dimG1],(4.8.3)
KT2,E2 =
⊕
ρ2∈A∧E2
H•(Pn−m1 )⊗ ρ2 ⊗ IC(G
ιθ
2 ,Lρ2)[dimG
ιθ
2 ].
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Then we have the following result, the first one is due to Lusztig [L2], and the second
one follows from Theorem 1.16 due to Grojonowski.
π1∗(α
1)∗E1[dimG1] ≃ KT1,E1 ,
π2∗(α
2)∗E2[dimG
ιθ
2 ] ≃ KT2,E2 .
Since Cm is a fibre product of G˜1 × G˜
ιθ
2 with H
0
m over G1 ×G
ιθ
2 , we have
σ∗1(KT1,E1 ⊠KT2,E2) ≃ (ϕ1)∗α
∗
12(E1 ⊠ E2)[d],
where d = dimG1 + dimG
ιθ
2 , ϕ1 : Cm → H
0
m is the natural map, and α12 : Cm →
T1 × T
ιθ
2 is the map obtained from α
1 × α2. For each piece Cα, we define a complex
Kα on H
0
m by
Kα = (ϕα)!(α
∗
12(E1 ⊠ E2))|Cα [d],
where ϕα is the restriction to Cα of the natural map Cm → H
0
m. Since Cm =
∐
Cα is an
α-partition, we have a filtration of Cm by closed subsets such as · · · ⊃ Cα ⊃ Cα′ ⊃ · · ·
with Cα \ Cα′ = Cα. The complex Kα is defined similarly. (In what follows, we use
the general theory of perverse sheaves. The basic reference is [BBD]. In particular,
we consider the derived category DX of (constructible) Q¯l-sheaves on the variety X ,
and the category of perverse sheaves MX as a full subcategory of DX . We denote
by pH i(X) ∈ MX the i-th perverse cohomology complex on X .) Now (Kα, Kα, Kα′)
becomes a distinguished triangle in DH0m. Thus we obtain a perverse cohomology
exact sequence
−−−→ pH i(Kα) −−−→
pH i(Kα) −−−→
pH i(Kα′) −−−→
It follows that
(4.8.4) Any simple constituent appearing in pH i(Kα) appears as a direct summand
in the semisimple complex σ∗1(KT1,E1 ⊠KT2,E2).
On the other hand, put K˜α = (ϕ˜α)!α˜
∗
12(E1 ⊠ E2)[d], where ϕ˜α is the restriction
of ϕ˜′I on c
−1
I (Cα), and α˜12 = (α
1 × α2) ◦ σ˜I . Since c
−1
I (Cα) → Cα is a locally trivial
fibration, we see that
K˜α = (ϕ˜α)!c
∗
Iα
∗
12(E1 ⊠ E2)[d]
= (ϕα)!(cI)!c
∗
Iα
∗
12(E1 ⊠ E2)[d]
= H•α ⊗Kα,
where H•α = (cα)!Q¯l for cα : c
−1
I (z) → {z} for a point z ∈ Cα, hence is a complex
of vector spaces. Let us define KI = (ϕ˜
′
I)!α˜
∗
12(E1 ⊠ E2)[d]. Since Z
♠
I =
∐
c−1I (Cα)
gives an α-partition of Z♠I , by a similar argument as before, we see that any simple
summand, up to shift, of the semisimple complex KI appears as a simple constituent
of the perverse cohomology pH i(K˜α) for some α, hence we have
(4.8.5) Any simple summand of the semisimple complex KI appears as a simple
constituent of pH i(Kα) for some i and some α.
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By using the cartesian square in the right hand side of the diagram (4.8.1)
together with (4.8.3), (4.8.4) and (4.8.5), we see that any simple summand (up to
shift) of the semisimple complex (ϕ′I)∗α
∗E is contained in the set {A0ρ | ρ ∈ A
∧
m,E}.
Since X˜I is a connected component of X˜
♠
I , (ϕ
′|X˜I )∗α
∗E is a direct summand of
(ϕ′I)∗α
∗E . Since X˜+m =
∐
I X˜I , we see that
(4.8.6) Any simple summand (up to shift) of the semisimple complex (ϕ′)∗α
∗E is
contained in the set ⋃
I⊂[1,n]
|I|=m
{A0ρ | ρ ∈ A
∧
m,E}.
By applying ϕ′′∗ on (4.8.6), and by applying Lemma 4.7, we have
(4.8.7) Any simple summand (up to shift) of the semisimple complex (πm)∗α
∗E|X˜+m
is contained in the set {IC(X 0m,Lρ) | ρ ∈ A
∧
m,E}.
(4.8.7) implies, in particular, that any simple summand ofK = (πm)∗α
∗E|X˜+m has
its support X 0m. Since the restriction of K on Y
0
m coincides with K0 = (ψm)∗α
∗
0E|Y˜+m,
the decomposition of K into simple summands is determined by the decomposition
of K0. Hence the proposition follows from (3.5.2). 
4.9. We are now ready to prove Theorem 4.2. For each 0 ≤ m ≤ n, let
πm be the restriction of π on π
−1(Xm). We show that the direct image complex
(πm)∗α
∗E|π−1(Xm) on Xm is decomposed as follows;
(πm)∗(α
∗E|π−1(Xm))[dm] ≃
⊕
ρ∈A∧
m,E
H•(Pn−m1 )⊗ V˜ρ ⊗ IC(Xm,Lρ)[dm]
⊕
⊕
0≤m′<m
⊕
ρ∈A
m
′,E
V˜ρ ⊗ IC(Xm′,Lρ)[dm′ − 2(n−m)].
(4.9.1)
Note that the theorem will follow from (4.9.1) by applying it to the case where
m = n. We show (4.9.1) by induction on m. In the discussion below, we use the
same symbol α∗E to denote its restriction to π−1(Xm), π
−1(Ym), etc. for saving
the notation. Since πm is a proper map, by the decomposition theorem, (πm)∗α
∗E
can be written as a direct sum of complexes of the form A[h], where A is a simple
perverse sheaf. Here the restriction of (πm)∗α
∗E on Ym coincides with (ψm)∗α
∗E ,
and we know by (3.6.1) that it can be expressed by a similar formula as (4.9.1),
by replacing Xm,Xm′ by Ym,Ym′ . Hence in order to prove (4.9.1), it is enough
to show that supp A ∩ Ym 6= ∅ for any direct summand A[h] of (πm)∗α
∗E . We
have Xm = X
0
m ∪ Xm−1 with X
0
m open. The restriction of (πm)∗α
∗E on X 0m (resp.
Xm−1) coincides with (πm)∗α
∗E (resp. (πm−1)∗α
∗E). Let A[h] be a direct summand
of (πm)∗α
∗E . If supp A ∩ X 0m 6= ∅, then A|X 0m is a direct summand (up to shift) of
(πm)∗α
∗E . By comparing Proposition 4.8 and (3.5.2), we see that supp A∩Ym 6= ∅. If
supp A∩X 0m = ∅, then supp A ⊂ Xm−1, and A|Xm−1 (up to shift) is a direct summand
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of (πm−1)∗α
∗E . By induction hypothesis, we see again that supp A ∩ Ym 6= ∅. This
proves (4.9.1) and so proves the theorem.
5. Springer correspondence
5.1. The Springer correspondence is a bijective correspondence between the set
ofH-orbits in Gιθuni×V and the set of irreducible representations (up to isomorphism)
of Weyl group Wn, which is an analogue of the Springer correspondence in the case
of reductive groups. Kato proved in [Ka1] the Springer correspondence for the exotic
nilpotent cone g−θnil × V over C. Here we give an alternate proof for Xuni = G
ιθ
uni× V
over an algebraically closed field k of odd characteristic, based on Theorem 4.2.
In the setup of Section 4, we consider the special case where E = Q¯l, the constant
sheaf on T ιθ. In this case under the notation of 3.5, AE is isomorphic to the group
algebra Q¯l[W], and A˜E is isomorphic to Q¯l[Wn]. Hence by Theorem 4.2, π∗Q¯l is
equipped with the action ofWn. It follows that for each (x, v) ∈ X , H
i(π−1(x, v), Q¯l)
turns out to be a Wn-module. In the case where (x, v) = (1, 0), π
−1(x, v) = H/Bθ.
Hence Wn acts on H
i(H/Bθ, Q¯l), which we call the exotic action of Wn. On the
other hand,Wn acts onH
i(H/Bθ, Q¯l) as the original Springer action of Weyl groups,
which we call the classical action. We have the following lemma.
Lemma 5.2. The exotic action and the classical action of Wn on H
i(H/Bθ, Q¯l)
coincide with each other.
Proof. We prove the lemma following the argument analogous to the classical case
(see e.g. [S1, Proposition 5.4]). Let π′ : G˜ιθ → Gιθ, ψ′ : π′−1(Gιθreg) → G
ιθ
reg be
the maps defined in 1.8. Under the embedding Gιθ ≃ Gιθ × {0} →֒ Gιθ × V ,
π∗Q¯l|Gιθ ≃ π
′
∗Q¯l. and ψ∗Q¯l|Gιθreg ≃ ψ
′
∗Q¯l. Moreover, ψ∗Q¯l|Gιθreg (resp. π∗Q¯l|Gιθ)
coincides with (ψm)∗Q¯l (resp. (πm)∗Q¯l) defined in 3.4 (resp. 4.5) for m = 0. Thus
the arguments in Section 3 and 4 are applied for this situation. In particular, π′∗Q¯l
and ψ′∗Q¯l have Wn-actions as a restriction of ψ∗Q¯l and π∗Q¯l. Thus, forgetting the
vector space part V , we have only to consider π′∗Q¯l. We can also consider the Lie
algebra counter part of π′∗Q¯l. Let π
′′ : g˜−θ → g−θ be the map analogous to π′, where
g˜−θ = H×B
θ
b−θ with b = LieB. Then one can define an action ofWn on π
′′
∗Q¯l by a
similar construction. Consider the map log : Gιθ → g−θ. Then log maps Bιθ to b−θ,
and it induces a map l˜og : G˜ιθ → g˜−θ, which is a base change of log via π′′. Thus
we have log∗ π′∗Q¯l ≃ π
′′
∗Q¯l. This isomorphism is Wn-equivariant. Hence in order to
prove the lemma, we may consider the case π′′ : g˜−θ → g−θ. For saving the notation,
we use the same symbol in the Lie algebra case as in 1.8, such as π : g˜−θ → g−θ.
Let t = LieT , and g−θreg, t
−θ
reg be as in Proposition 1.14. Put b
−θ
reg = b∩g
−θ
reg. Similar
to (1.8.1), we have a diagram
ψ : H ×B
θ
b−θreg ≃ H ×
Bθ∩ZH(T
ιθ) t−θreg
ξ
−−−→ H ×ZH (T
ιθ) t−θreg
η
−−−→ g−θreg,
where ξ is a locally trivial fibration with fibre isomorphic to Pn1 , and η is a finite
Galois covering with Galois group Sn. Let O be an H-orbit in g
−θ
reg, and put O˜ =
ξ−1η−1(O). We have the following diagram
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(5.2.1)
ψ−1(O)
∼
←−−− O˜
ξ
−−−→ η−1(O)
η
−−−→ O
q
y yp˜ yp
H/Bθ
γ
←−−− H/Bθ ∩ ZH(T
ιθ)
ξ′
−−−→ H/ZH(T
ιθ),
where q, p˜, p are natural projections. Now ψ∗Q¯l is equipped with Wn-action. Hence
for any subvariety X of g−θreg, Wn acts on H
i(ψ−1(X), Q¯l) ≃ H
i(X,ψ∗Q¯l), which is
the exotic action of Wn. Moreover, for the inclusion X →֒ Y , the induced map
j∗ : H i(ψ−1(Y ), Q¯l) → H
i(ψ−1(X), Q¯l) arising from j : ψ
−1(X) →֒ ψ−1(Y ) is Wn-
equivariant. Here we fix an action of Wn on H
i(ψ−1(O), Q¯l) defined as above. First
we note that
(5.2.2) The map q∗ : H i(H/Bθ, Q¯l) → H
i(ψ−1(O), Q¯l) is Wn-equivariant with
respect to the exotic action of Wn on H
i(H/Bθ, Q¯l).
In fact, let j be the inclusion map ψ−1(O) →֒ g˜−θ, and q1 : g˜
−θ → H/Bθ be
the projection. Then q = q1 ◦ j. Since j
∗ : H i(g˜−θ, Q¯l) → H
i(ψ−1(O), Q¯l) is Wn-
equivariant from the above remark, it is enough to show that q∗1 : H
i(H/Bθ, Q¯l)→
H i(g˜−θ, Q¯l) is Wn-equivariant. But since g˜
−θ is a vector bundle over H/Bθ, we
have H i(g˜−θ, Q¯l) ≃ H
i(H/Bθ, Q¯l). This implies that q
∗
1 = (j
∗
1)
−1, where j1 is the
natural inclusion H/Bθ →֒ g˜−θ so that q1 ◦ j1 = id. Since j
∗
1 is Wn-equivariant, q
∗
1 is
Wn-equivariant. Hence (5.2.2) holds.
Let W = NH(T
ιθ)/ZH(T
ιθ) be as before. Then W acts on H/ZH(T
ιθ), and p
is W-equivariant. It follows that p∗ : H i(H/ZH(T
ιθ), Q¯l) → H
i(η−1(O), Q¯l) is W-
equivariant. Bθ ∩ZH(T
ιθ) ≃ B2× · · ·×B2 as in 1.8, and the action of Sn (as a per-
mutation group of the set {e1, . . . , en} and {f1, . . . , fn}) onH leaves B
θ∩ZH(T
ιθ) in-
variant. HenceW ≃ Sn acts on H/B
θ∩ZH(T
ιθ), and ξ′ isW-equivariant. Since ξ, ξ′
are both Pn1 -bundles, we see that the map p˜
∗ : H i(H/Bθ∩ZH(T
ιθ), Q¯l)→ H
i(O˜, Q¯l)
isW-equivariant. The groupW acts on Bθ∩ZH(T
ιθ) as a permutation of factors B2,
and its restriction on T θ coincides with the permutation action of Sn on the diagonal
groups. Since γ is an affine space bundle, we have H i(H/Bθ, Q¯l) ≃ H
i(H/T θ, Q¯l) ≃
H i(H/Bθ ∩ ZH(T
ιθ), Q¯l), and γ
∗ becomes W-equivariant, where W ≃ Sn acts nat-
urally on H i(H/T θ, Q¯l), which is the classical action on H
i(H/Bθ, Q¯l). This shows
that
(5.2.3) q∗ is Sn-equivariant with respect to the classical action of Sn onH
i(H/Bθ, Q¯l).
On the other hand, ξ∗Q¯l ≃ H
•(Pn1 )⊗Q¯l is equipped with the action of (Z/2Z)
n.
Thus Hi(η−1(O), ξ∗Q¯l) ≃ H
i(O˜, Q¯l) has a structure of (Z/2Z)
n-module. Similarly,
H i(H/Bθ ∩ ZH(T
ιθ), Q¯l) has a structure of (Z/2Z)
n-module, and the map p˜∗ is
(Z/2Z)n-equivariant. Let ξ1 : H/T
θ → H/ZH(T
ιθ). Then H/Bθ ∩ ZH(T
ιθ) is a
vector bundle over H/T θ, and
H i(H/Bθ ∩ ZH(T
ιθ), Q¯l) ≃ H
i(H/T θ, Q¯l) ≃ H
i(H/ZH(T
ιθ), (ξ1)∗Q¯l).
EXOTIC SYMMETRIC SPACE, I 35
Here the (Z/2Z)n-action on H i(H/Bθ ∩ ZH(T
ιθ), Q¯l) comes from the (Z/2Z)
n-
action on (ξ1)∗Q¯l, which is described as follows: ZH(T
ιθ) ≃ SL2 × · · · × SL2, and
ZH(T
ιθ)/T θ ≃ (SL2/T2)
n, where T2 is a maximal torus of SL2. Hence (Z/2Z)
n acts
on ZH(T
ιθ)/T θ as its Weyl group, and acts on H/T θ ≃ H ×ZH (T
ιθ) (ZH(T
ιθ)/T θ)
naturally, which gives the (Z/2Z)n-action on (ξ1)∗Q¯l. But this action of (Z/2Z)
n
on H/T θ is nothing but the action on H/T θ as a subgroup of Wn = NH(T
θ)/T θ. It
follows that
(5.2.4) q∗ is (Z/2Z)n-equivariant with respect to the classical action of (Z/2Z)n on
H i(H/Bθ, Q¯l).
By (5.2.3) and (5.2.4), we see that q∗ is Wn-equivariant with respect to the
classical action of Wn on H
i(H/Bθ, Q¯l). In view of (5.2.2), in order to prove the
lemma, it is enough to show that q∗ is injective. But since O ≃ H/ZH(T
ιθ), and
η is a finite covering with group Sn, we see that η
−1(O) =
∐
w∈Sn
Xw with Xw ≃
H/ZH(T
ιθ). Since ξ is a Pn1 -bundle, O˜ is written as O˜ =
∐
w∈Sn
X˜w, where X˜w is
a Pn1 -bundle over Xw, which is isomorphic to H/B
θ ∩ ZH(T
ιθ). This implies the
injectivity of the map p˜∗. The injectivity of q∗ follows from this. Thus the lemma
is proved. 
5.3. Note that dimXuni = 2νH by Proposition 2.7. Then π1 is semismall
by Lemma 2.5 (ii), and so K1 = (π1)∗Q¯l[dimXuni] is a semisimple perverse sheaf.
As π1 is H-equivariant, K1 is H-equivariant. Since the number of H-orbits in Xuni
is finite, and the isotropy group of each orbit is connected by Lemma 2.3 (ii), an
H-equivariant simple perverse sheaf is of the form Aµ = IC(Oµ, Q¯l)[dimOµ] for an
H-orbit Oµ in Xuni. It follows that
(5.3.1) K1 ≃
⊕
µ∈Pn,2
ρµ ⊗Aµ,
where ρµ = Hom(Aµ, K1) is a Wn-module.
Since E = Q¯l, we have Am,E ≃ Q¯l[Sm × Sn−m]. Then ρ ∈ A
∧
m,E is given by
ρ1 ⊗ ρ2, where ρ1 ∈ S
∧
m (resp. ρ2 ∈ S
∧
n−m) corresponding to µ
(1) ∈ Pm (resp. µ
(2) ∈
Pn−m). The induced representation V˜ρ (defined in 3.5) gives rise to an irreducible
representation ofWn , which we denote by V˜µ for µ = (µ
(1), µ(2)) ∈ Pn,2. In this case
we denote the local system Lρ on Y
0
m by Lµ. For a given µ ∈ Pn,2, putm(µ) = |µ
(1)|.
Hence Lµ is a local system on Y
0
m(µ).
The following result is a reformulation of Kato’s result ([Ka1, Theorem 8.3]).
Theorem 5.4 (Springer correspondence). (i) For each µ ∈ Pn,2, ρµ is an ir-
reducible Wn-module. The map Oµ 7→ ρµ gives a bijective correspondence
between the set of H-orbits in Xuni and the set of irreducible representations
(up to isomorphism) of Wn.
(ii) Let Oµ• be the H-orbit, for a certain µ
• ∈ Pn,2, corresponding to V˜µ under
the above correspondence. Then we have
IC(Xm(µ),Lµ)|Xuni ≃ IC(Oµ• , Q¯l)[a],
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where a = dimOµ• − dimXuni − dimXm(µ) + dimX .
Proof. We show (i). We have an algebra homomorphism
(5.4.1) Q¯l[Wn]
α
−−−→ EndK1
β
−−−→ EndH∗(H/Bθ, Q¯l).
In order to prove (i), it is enough to show that α is an isomorphism Q¯l[Wn] ∼−→ EndK1.
Via β ◦ α, Wn acts on H
∗(H/Bθ, Q¯l). By Lemma 5.2, this action is the classical
action of Wn. Since Wn acts on H
∗(H/Bθ, Q¯l) as the regular representation, we see
that β ◦ α is injective. Hence α is also injective, and we have |Wn| ≤ dimEndK1.
On the other hand, (5.3.1) implies that
(5.4.2) H i(π−11 (x, v), Q¯l) ≃
⊕
µ∈Pn,2
ρµ ⊗H
i−dimXuni+dimOµ
(x,v) IC(Oµ, Q¯l).
Take (x, v) ∈ Oµ and assume that ρµ 6= {0}. Put dµ = (dimXuni − dimOµ)/2 =
νH − dimOµ/2. Then (5.4.2) implies that
(5.4.3) H2dµ(π−11 (x, v), Q¯l) ≃ ρµ ⊗H
0
(x,v) IC(Oµ, Q¯l) ≃ ρµ.
By applying Lemma 2.5 (ii), we have dim π−11 (x, v) = dµ. Hence dim ρµ coincides
with the number of irreducible components of π−11 (x, v) with dimension dµ. Thus
by Lemma 2.5 (iii), we have
dimEndK1 =
∑
µ∈Pn,2
(dim ρµ)
2 ≤
∑
µ∈Pn,2
c2µ ≤ |Wn|.
It follows that α is an isomorphism, and (i) follows.
Next we show (ii). It follows from Theorem 4.2, we have
π∗Q¯l[dimX ]|Xuni ≃
⊕
µ∈Pn,2
V˜µ ⊗ IC(Xm(µ),Lµ)[dm(µ)]|Xuni .
On the other hand, by (i) and (5.3.1), we have
(5.4.4) (π1)∗Q¯l[dimXuni] ≃
⊕
µ∈Pn,2
V˜µ ⊗ IC(Oµ• , Q¯l)[dimOµ• ].
By comparing these two formulas, we obtain (ii). Thus the theorem is proved. 
Remarks 5.5. (i) Later in Theorem 7.1, it is proved that the correspondence
µ→ µ• in Theorem 5.4 is identical, namely µ• = µ for each µ ∈ Pn,2.
(ii) In view of the proof of the theorem, together with Theorem 7.1, the Springer
correspondence is given in the following form; for each (x, v) ∈ Oµ, the Springer
module H2dµ(π−11 (x, v), Q¯l) gives rise to an irreducible Wn-module V˜µ (the standard
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Wn-module associated to the double partition µ ∈ Pn,2), and the correspondence
(x, v) 7→ H2dµ(π−11 (x, v), Q¯l) gives a bijective correspondence as in the theorem.
5.6. Let P = LUP be a θ-stable parabolic subgroup of G containing B, where
L is a θ-stable Levi subgroup containing T . Then Lθ is isomorphic to GLn1 ×
· · · × GLnk × Sp2n′ with
∑
i ni + n
′ = n. Accordingly, we have a decomposition
Mn =
⊕
i≥0 Vi andM
′
n =
⊕
i≥0 V
′
i , where Vi, V
′
i are T -stable subspaces with dim Vi =
dimV ′i = ni for i ≥ 1, and dim V0 = dimV
′
0 = n
′. Let VL = V0 ⊕ V
′
0 and V˜L =
VL ⊕ V1 ⊕ · · · ⊕ Vk so that V = V˜L ⊕ V
′
L, where V
′
L = V
′
1 ⊕ · · · ⊕ V
′
k . Here we
may assume that V ′L is UP -stable, and V˜L is identified with V/V
′
L, on which L
θ acts
naturally. We consider the variety
(5.6.1) Lιθ × V˜L ≃ (GL
ιθ
2n′ × VL)×
k∏
i=1
(GLni × Vi),
on which Lθ acts via the conjugation action on Lιθ and the natural action on V˜L.
In particular, GLιθ2n′ × VL is a similar variety as H × V for n = n
′. It is known by
[AH], [T] that the set of GLni-orbits on (GLni)uni × Vni is parameterized by the set
Pni,2. Let πP : P
ιθ
uni × V → L
ιθ
uni × V˜L be the map defined by the natural projection
P ιθuni → L
ιθ
uni on the first factor, and the projection V˜L ⊕ V
′
L → V˜L on the second
factor. Let O be an H-orbit in Gιθuni × V , and OL an L
θ-orbit in Lιθuni × VL. Let us
consider a variety
Z = {(x, v,gP θ, g′P θ) ∈ Gιθuni × V ×H/P
θ ×H/P θ
| (g−1xg, g−1v) ∈ π−1P (OL), (g
′−1xg′, g′
−1
v) ∈ π−1P (OL)}.
We consider the partition H/P θ × H/P θ =
∐
Xω into H-orbits, and let Zω =
p−1(Xω), where p : Z → H/P
θ ×H/P θ is the projection onto the last two factors.
Recall that νH = dimU
θ. Here we put ν = νLθ , the number of positive roots for L
θ.
Let c = dimO and c = dimOL. Note that c is even by Lemma 2.3, however, c is not
necessarily even since a GLni-orbit on (GLni)uni × Vi is not so in general (see [AH,
Proposition 2.8]). The following result, which is a generalization of Proposition 2.5,
is an analogue of the dimension formula due to Lusztig [L2, Proposition 1.2], and
can be proved in a similar line.
Proposition 5.7. (i) For (x, v) ∈ OL, we have dim(O∩π
−1
P (x, v)) ≤ (c− c)/2.
(ii) For (x, v) ∈ O,
dim{gP θ ∈ H/P θ | (g−1xg, g−1v) ∈ π−1P (OL)} ≤ (νH − c/2)− (ν − c/2).
(iii) Put d0 = 2νH − 2ν + c. Then dimZω ≤ d0 for all ω. Hence dimZ ≤ d0.
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Proof. The proposition makes sense for the groups of the same type as L and we
prove it for those groups. More precisely, we assume that
G = G0 ×
k∏
i=1
(Gi ×Gi), V = V˜0 ⊕
k⊕
i=1
(Vi ⊕ Vi),
where G0 = GL(V˜0), Gi = GL(Vi). Let θ be an involutive automorphism on G such
that θ preserves G0 with G
θ
0 = Sp(V˜0) and that θ acts on Gi × Gi permuting the
factors. Hence we have
Gιθ × V ≃ (Gιθ0 × V˜0)×
k∏
i=1
(Gi × Vi)
on which H = Gθ acts naturally. We use a similar notation as before for this
general setting. For a θ-stable Levi subgroup L, we define a subspace V˜L of V as
V˜L = V˜0,L⊕
⊕k
i=1 Vi,L, where V˜0 = V˜0,L⊕V
′
0,L is as in 5.6 for G = GL2n, and Vi,L = Vi
for i ≥ 1. In particular, V = V˜L ⊕ V
′
L with V
′
L = V
′
0,L. We consider L
ιθ × V˜L instead
of (5.6.1).
Since the assertion holds in the case where G = T , a maximal torus, we may
assume that the proposition holds for a proper subgroup L of G. Let WH be the
Weyl group of H . Consider the map p : Zω → Xω. Xω is an H-orbit of (P
θ, wP θ),
where w ∈ WH is a representative of the double coset WP θ\WH/WP θ for a parabolic
subgroup WP θ of WH . Hence in order to show (iii), it is enough to see that
dim{(x, v) ∈π−1P (OL) | (w˙
−1xw˙, w˙−1v) ∈ π−1P (OL))}
≤ 2νH − 2ν + c− dimXω,
(5.7.1)
where w˙ ∈ H is a representative of w. Then an element x ∈ P ιθ ∩ wP ιθ can be
written as x = ℓu = ℓ′u′ with ℓ ∈ Lιθ, ℓ′ ∈ wLιθ, u ∈ U ιθP , u
′ ∈ wU ιθP . Moreover, there
exists z ∈ Lιθ ∩ wLιθ such that ℓ = zy′, ℓ′ = zy with y′ ∈ Lιθ ∩ wU ιθP , y ∈
wLιθ ∩ U ιθP .
Hence (5.7.1) can be rewritten as
dim{(v, u, u′, y, y′, z) ∈ V × U ιθP ×
wU ιθP
× (wL ∩ UP )
ιθ × (L ∩ wUP )
ιθ × (L ∩ wL)ιθ
| y′u = yu′, (zy′, v) ∈ OL, (w˙
−1zyw˙, w˙−1v) ∈ OL} ≤ 2νH − 2ν + c− dimXω,
(5.7.2)
where v ∈ V˜L is the image of v under the map V → V˜L, and similarly for w˙−1v ∈ V˜L.
For a fixed (y, y′), the variety {(u, u′) ∈ (UP ×
wUP )
ιθ | y′u = yu′} has dimension
dim(UP ∩
wUP )
ιθ if non-empty. On the other hand, for a fixed z, y, y′, v, w˙−1v,
dim{v ∈ V | (zy′, v) ∈ OL, (w˙
−1zyw˙, w˙−1v) ∈ OL} = dim(V
′
L ∩ w(V
′
L)).
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We shall compute dim(V ′L∩w(V
′
L)). Since V
′
L = V
′
0,L, this dimension only depends on
the factor Sp(V˜0) of H . So, for a moment, we assume that G = GL2n and H = Sp2n.
Here we choose w ∈ WP θ\WH/WP θ as a distinguished representative. Then we have
dim(V ′L ∩ w(V
′
L)) = ♯{ei ∈ V
′
L | w
−1(ei) ∈ V
′
L}, which we set bw. On the other hand,
if we denote the set of positive roots of type Cn by ∆
+ = {εi ± εj (1 ≤ i < j ≤
n), 2εi (1 ≤ i ≤ n)} and ∆
+
P θ
the subset of ∆+ corresponding to UP θ , we see that
dim(UP ∩
wUP )
θ = dim(UP ∩
wUP )
ιθ + cw, where
cw = ♯{2εi ∈ ∆
+
P θ
| w−1(2εi) ∈ ∆
+
P θ
}.
It is easy to see that cw = bw. Since L ∩
wP is a parabolic subgroup of L with
a Levi decomposition L ∩ wP = (L ∩ wL)(L ∩ wUP ), and similarly for
wL ∩ P =
(wL∩L)(wL∩UP ), we see that dim(P ∩
wP )θ = 2ν +dim T θ +dim(UP ∩
wUP )
θ. It
follows that
dim(UP ∩
wUP )
ιθ + bw = 2νH − 2ν − dimXω.
Note that this formula holds for the general setting. Hence (5.7.2) will follow if we
can show that
dim{(z, y, y′,v) ∈ (L ∩ wL)ιθ × (wL ∩ UP )
ιθ × (L ∩ wUP )
ιθ)× V˜L
| (zy′, v) ∈ OL, (w˙
−1zyw˙, w˙−1v) ∈ OL} ≤ c.
(5.7.3)
Since wP and L contain a common maximal torus T , Q = L ∩ wP is a θ-stable
parabolic subgroup of L with Levi decomposition Q = MUQ, where M = L ∩
wL, UQ = L ∩
wUP . Hence by replacing G,P, L by L,Q,M , one can define a map
πQ : Q
ιθ
uni × V˜L → M
ιθ
uni × V˜M as in 5.6. Similarly, for a parabolic subgroup Q
′ =
wL ∩ P of wL, the map πQ′ : (Q
′)ιθuni × V˜L → M
ιθ
uni × V˜M is defined. Now M
ιθ
uni × V˜M
is partitioned into finitely many Mθ-orbits Ô1, . . . , Ôm, and for (x
′, v′) ∈ Ôi, the
variety
{(z, y, y′, v) | (zy′, v) ∈ OL ∩ π
−1
Q (x
′, v′), (zy, v) ∈ OwL ∩ π
−1
Q′ (x
′, v′)}
is isomorphic to the product of two varieties appeared in Proposition 5.7 (i) by
replacing G,L by L, L∩ wL, and by wL, L∩ wL. Hence by induction hypothesis, its
dimension is smaller than (c− dim Ôi)/2 + (c− dim Ôi)/2. It follows that
(5.7.4) dim{(z, y, y′, v) | (z, v′) ∈ Ôi, (zy
′, v) ∈ OL, (zy, v) ∈ OwL} ≤ c,
where v′ is the image of v under the map V˜L → V˜M . Since (5.7.4) holds for any i,
we obtain (5.7.3), and so (iii) holds.
We show (ii). Let q be the projection Z → Gιθuni × V to the first two factors.
For each O, we consider q−1(O). If q−1(O) is empty, then the variety in (ii) is also
empty, and the assertion holds. So we assume that q−1(O) is not empty. By (iii), we
have dim q−1(O) ≤ d0. For each (x, v) ∈ O, q
−1(x, v) is a product of two varieties
isomorphic to the variety given in (ii). Hence the dimension of the variety in (ii)
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is equal to (dim q−1(O) − dimO)/2 ≤ (d0 − c)/2 = νH − ν − c/2 + c/2. Thus (ii)
follows.
We show (i). Consider the variety
XO = {((x, v), gP
θ) ∈ O ×H/P θ | (g−1xg, g−1v) ∈ π−1P (OL)},
and let f be the projection on the O-factors. Then for each (x, v) ∈ O, the fibre
f−1(x, v) is isomorphic to the variety given in (ii), hence the dimension of XO is less
than or equal to νH − ν + c/2 + c/2. If we project it to the H/P
θ-factor, its fibre is
isomorphic to the variety O ∩ π−1P (OL). Hence
dimO ∩ π−1P (OL) ≤ νH − ν + c/2 + c/2− dimH/P
θ = (c+ c)/2.
Now πP maps the variety O∩ π
−1
P (OL) onto OL, and each fibre is isomorphic to the
variety given in (i). Hence its dimension ≤ (c + c)/2 − c = (c − c)/2. This proves
(i), and the proposition follows. 
6. Restriction theorem
6.1. In this section we shall prove the restriction theorem for Springer rep-
resentations, which plays a crucial role for determining the Springer correspon-
dence explicitly. Let P = LUP be as in 5.6. Here we consider the special case
where Lθ ≃ GL1 × Sp2n−2. Let V = V˜L ⊕ V
′
L be the decomposition in 5.6. Take
z = (x, v) ∈ Gιθuni × V and z
′ = (x′, v′) ∈ Lιθuni × V˜L. Here we assume that v
′ ∈ V˜L.
Then UP stabilizes v
′ + V ′L. We define a variety Yz,z′ by
Yz,z′ = {g ∈ H | g
−1xg ∈ x′U ιθP , g
−1v ∈ v′ + V ′L}.
The group ZH(z)× ZLθ(z
′)UθP acts on Yz,z′ by (g0, g1)g = g0gg
−1
1 .
Let dz,z′ = (dimZH(z)− dimZLθ(z
′))/2 + dimUθP . We note that
(6.1.1) dimYz,z′ ≤ dz,z′.
In fact, put U = {(z, gP θ) ∈ O ×H/P θ | g−1z ∈ π−1P (O
′)}, where O is the H-orbit
containing z and O′ is the Lθ-orbit containing z′, and define a map f : U → O by
(z, gP θ)→ z. Put dO = (dimXuni−dimO)/2 and δ = (dimX
L
uni−dimO
′)/2. Then
by Proposition 5.7 (ii), we see that dim f−1(z) ≤ dO − δ. Let Ûz = {g ∈ H | g
−1z ∈
π−1P (O
′)}. Since Ûz → f
−1(z) is a principal P θ-bundle, dim Ûz ≤ dO − δ + dimP
θ.
We define a map f1 : Ûz → O
′ by g 7→ πP (g
−1z). Then for each z′ ∈ O′, f−11 (z
′)
coincides with Yz,z′. Since f1 is L
θ-equivariant with respect to the action of Lθ on
Ûz by the right multiplication, and on O
′ by conjugation, we see that
dim f−11 (z
′) ≤ dO − δ + dimP
θ − dimLθ
= (dimZH(z)− dimZLθ(z
′))/2 + dimUθP .
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Hence (6.1.1) holds.
Let Sz,z′ be the set of irreducible components of Yz,z′ of dimension dz,z′.
Let W = Wn be the Weyl group of H and WL be the Weyl subgroup of W
corresponding to Lθ. Then WL ≃ Wn−1, where Wn−1 is embedded in Wn as the
subgroup with respect to n − 1 letters {2, . . . , n}. For z ∈ Gιθuni × V , we denote by
ρGz the irreducible representation of W corresponding to the H-orbit containing z
under the Springer correspondence (Theorem 5.4). Note that the variety Lιθuni × VL
with Lθ- action is exactly the same as Gιθuni× V with Sp2n-action, by replacing n by
n−1. Hence one can consider the Springer correspondence with respect to WL. For
z′ ∈ Lιθuni × VL, we denote by ρ
L
z′ the irreducible representation of WL corresponding
to z′. We shall prove the following theorem, which is an analogue of [L2, Theorem
8.3].
Theorem 6.2 (restriction theorem). For z ∈ Gιθuni × V , z
′ ∈ Lιθuni × VL, we have
〈ResWWL ρ
G
z , ρ
L
z′〉WL = |Sz,z′|.
6.3. The theorem will be proved in 6.7 after some preliminaries. Let L˜
be the subgroup of G generated by L and B ∩ ZG(T
ιθ). Then L˜ is θ-stable, and
L˜θ ≃ (B2 × L
θ)/T2, where under the isomorphism ZG(T
ιθ) ≃ GL2 × · · · × GL2, B2
is the Borel subgroup of SL2 corresponding to the first factor (contained in B), and
T2 is a maximal torus of B2 contained in L
θ. We define varieties
Y˜L = {(x, v, gL˜θ) ∈ Gιθreg × V ×H/L˜
θ | (g−1xg, g−1v) ∈ YL},
YL =
⋃
g∈L˜θ
g(T ιθreg ×Mn).
Then the map ψ : Y˜ → Y is decomposed as
ψ : Y˜
ψ′
−−−→ Y˜L
ψ′′
−−−→ Y ,
where ψ′ : (x, v, g(Bθ∩ZH(T
ιθ)) 7→ (x, v, gL˜θ) under the second expression in (3.1.2),
and ψ′′ : (x, v, gL˜θ) 7→ (x, v). Following the notations in 3.1, 3.2, for each I ⊂ [1, n]
such that |I| = m, we also define varieties Y˜LI ,Y
L
I ;
Y˜LI = {(x, v, gL˜
θ) ∈ Gιθreg × V ×H/L˜
θ | (g−1xg, g−1v) ∈ YLI } ≃ H ×
L˜θYLI ,
YLI =
⋃
g∈L˜θ
g(T ιθreg ×MI).
Note that in the case where m ≥ 1, YLI coincides with Y
L
[1,m] if 1 ∈ I, and coincides
with YL[2,m+1] if 1 /∈ I. Then Y˜
L
I coincides with ψ
′(Y˜I) for any I, and coincides with
Y˜L[1,m] or Y˜
L
[2,m+1] according to the case where 1 ∈ I or 1 /∈ I if |I| 6= 0. Now the map
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ψI : Y˜I → Y
0
m is decomposed as
(6.3.1) ψI : Y˜I
ψ′
I−−−→ Y˜LI
ψ′′
I−−−→ Y0m,
where ψ′I is the restriction of ψ
′ on Y˜I , and ψ
′′
I is the restriction of ψ
′′ on Y˜LI . Put
ŶLI = H ×
ZH (T
ιθ)J (T ιθreg ×MI), where J = I ∪ {1}. Then ZH(T
ιθ)J ⊂ L˜
θ and one
can define a map η′I : Ŷ
L
I → Y˜
L
I by (x, v, gZH(T
ιθ)J) 7→ (x, v, gL˜
θ). Now ψ′I is
decomposed as
(6.3.2) ψ′I : Y˜I
ξ′I−−−→ ŶLI
η′I−−−→ Y˜LI ,
where ξ′I : (x, v, g(B
θ ∩ ZH(T
ιθ)) 7→ (x, v, gZH(T
ιθ)J). Here η
′
I is a finite Galois
covering with group WI,L, where WI,L is a subgroup of WL ≃ Sn−1 such that
WI,L ≃ SI−{1} × SI′ if J = I, and WI,L ≃ SI × SI′−{1} if J 6= I. Moreover, ξ
′
I
is a Pn−m1 -bundle (resp. P
n−m−1
1 -bundle) if J = I (resp. J 6= I). It follows that
End((η′I)∗Q¯l) ≃ Q¯l[WI,L] and we have
(6.3.3) (η′I)∗Q¯l ≃
⊕
ρ′∈W∧
I,L
ρ′ ⊗Lρ′ ,
where Lρ′ = HomWI,L(ρ
′, (η′I)∗Q¯l) is an irreducible local system on Y˜
L
I . This implies
that
(6.3.4) (ψ′I)∗Q¯l ≃
⊕
ρ′∈W∧
I,L
H•(Pn−m−ε1 )⊗ ρ
′ ⊗ Lρ′,
where ε = 0 or 1 according to the case J = I or J 6= I. (In the case where I = ∅,
we understand that ε = 1 and WI,L =WL). Since ψI = ψ
′′
I ◦ ψ
′
I , we see that
(ψI)∗Q¯l ≃ (ψ
′′
I )∗(ψ
′
1)∗Q¯l ≃
⊕
ρ′∈W∧
I,L
H•(Pn−m−ε1 )⊗ ρ
′ ⊗ (ψ′′I )∗Lρ′ .
Since ψI = ηI ◦ ξI , by using the decomposition (3.4.3) and (3.5.1), we have
(6.3.5) (ψ′′I )∗Lρ′ ≃
⊕
ρ∈W∧
I
H•(Pε1)⊗ HomWI,L(ρ
′, ρ)⊗ Lρ.
We put I1 = [1, m] and I2 = [2, m+1]. Let ψ
′
m be the restriction of ψ
′ on Y˜+m, and
let ψ′′m : Y˜
L,+
m = (ψ
′′)−1(Y0m)→ Y
0
m be the restriction of ψ
′′. Then Y˜L,+m = Y˜
L
I1
∐
Y˜LI2
gives the decomposition to irreducible components. We have
ψm : Y˜
+
m
ψ′m−−−→ Y˜L,+m
ψ′′m−−−→ Y0m.
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Note that WL ≃ Sn−1 is the stabilizer of 1 in W under the identification W ≃ Sn.
Let W˜L, W˜I,L be the corresponding subgroups of W˜ . Now (6.3.4) implies, by a
similar argument as in 3.5, that
(ψ′m)∗Q¯l ≃
⊕
ρ′∈W∧
I1,L
IndW˜L
W˜I1,L
(H•(Pn−m1 )⊗ ρ
′)⊗ Lρ′
⊕
⊕
ρ′∈W∧
I2,L
IndW˜L
W˜I2,L
(H•(Pn−m−11 )⊗ ρ
′)⊗ Lρ′
(6.3.6)
for m ≥ 1, where Lρ′ is a local system on Y˜
L
Iε corresponding to ρ
′ ∈ W∧Iε,L for ε = 1
or 2. While (ψ′m)∗Q¯l for m = 0 is given by (ψ
′
I)∗Q¯l for I = ∅.
Now W∧I1,L is parametrized by a subset of Pn−1,2 consisting of µ
′ such that
m(µ′) = m− 1, and we denote Lρ′ by Lµ′ if ρ
′ ∈ W∧I1,L corresponds to µ
′ ∈ Pn−1,2.
Let Y˜Lm be the closure of Y˜
L
[1,m] in Y˜
L. Then Y˜Lm =
∐
m′<m Y˜
L,+
m′
∐
Y˜L[1,m]. (The closure
of Y˜L[2,m+1] in Y˜
L is given by
∐
1≤m′≤m Y˜
L
[2,m′+1].) Put d
L
m = dim Y˜
L
m. Then Y˜
L
[1,m] is
an open dense smooth subset of Y˜Lm, and we consider the intersection cohomology
IC(Y˜Lm,Lµ′). By using a similar argument as in the proof of Proposition 3.6, one
can show that
(6.3.7) ψ′∗Q¯l[d
L
n ] ≃
⊕
µ′∈Pn−1,2
V˜µ′ ⊗ IC(Y˜
L
m(µ′)+1,Lµ′)[d
L
m(µ′)+1],
where dLn = dim Y˜
L. Moreover, IC(Y˜Lm(µ′)+1,Lµ′) is a constructible sheaf on Y˜
L
m(µ′)+1.
On the other hand, in view of (6.3.5), we have
(ψ′′m)∗Lρ′ ≃
{⊕
ρ∈W∧
I1
HomWI1,L(ρ
′, ρ)⊗ Lρ if ρ
′ ∈ W∧I1,L,⊕
ρ∈W∧
I2
H•(P1)⊗ HomWI2,L(ρ
′, ρ)⊗ Lρ if ρ
′ ∈ W∧I2,L,
Let ICLµ′ = IC(Y˜
L
m(µ′)+1,Lµ′)[d
L
m(µ′)+1]. By applying the argument in the proof of
Proposition 3.6 to the above formula, we obtain
ψ′′∗(IC
L
µ′)[dn − d
L
n ]
≃
⊕
µ∈Pn,2
HomW˜L(V˜µ′ , V˜µ)⊗ IC(Ym(µ),Lµ)[dm(µ)].
(6.3.8)
6.4. Recall the map π : X˜ → X in 4.1. In this subsection, we follow the
notation in 4.3, 4.5. We define varieties
X˜ P = {(x, v, gP θ) ∈ Gιθ × V ×H/P θ | (g−1xg, g−1v) ∈ X P},
X P =
⋃
g∈P θ
g(Bιθ ×Mn).
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We define π′ : X˜ → X˜ P , π′′ : X˜ P → X by π′(x, v, gBθ) = (x, v, gP θ), π′′(x, v, gP θ) =
(x, v). Then π = π′′ ◦ π′′, and we obtain the following commutative diagram.
(6.4.1)
Y˜
ψ′
−−−→ Y˜L
ψ′′
−−−→ Y
j0
y j1y yj2
X˜
π′
−−−→ X˜ P
π′′
−−−→ X ,
where j0, j2 are natural inclusion maps, and j1 : (x, v, gL˜
θ) 7→ (x, v, gP θ). Put
X˜ P,+m = (π
′′)−1X 0m. Then we have a commutative diagram
(6.4.2)
Y˜+m
ψ′m−−−→ Y˜L,+m
ψ′′m−−−→ Y0my y y
X˜+m
π′m−−−→ X˜ P,+m
π′′m−−−→ X 0m,
where π′m is the restriction of π
′ on X˜+m , π
′′
m is the restriction of π
′′ on X˜ P.+m , and
vertical maps are restrictions of the corresponding vertical maps in (6.4.1). Since
πm = π
′′
m ◦π
′
m is proper, π
′
m is proper. We note that π
′′
m is also proper. In fact, since
X P is the image of P θ ×B
θ
(Bιθ ×Mn) under the map π, X
P is closed in X . Hence
π′′ : X˜ P ≃ H ×P
θ
X P → X is proper, and so π′′m is proper.
Recall the decomposition X˜+m =
∐
I X˜I . We denote by X˜
P
I the image of X˜I by
π′m. Then X˜
P
I coincides with X˜
P
[1,m] (resp. X˜
P
[2,m+1]) if 1 ∈ I (resp. 1 /∈ I). Thus
X˜ P,+m = X˜
P
I1
∐
X˜ PI2 , and Y˜
L
Iε
is open dense in X˜ PIε for ε = 1 or 2.
We now show the following formula.
(π′m)∗Q¯l ≃
⊕
ρ′∈W∧
I1,L
IndW˜L
W˜I1,L
(H•(Pn−m1 )⊗ ρ
′)⊗ IC(X˜ PI1 ,Lρ′)
⊕
⊕
ρ′∈W∧
I2,L
IndW˜L
W˜I2,L
(H•(Pn−m−11 )⊗ ρ
′)⊗ IC(X˜ PI2 ,Lρ′).
(6.4.3)
In fact, since π′m is proper, by the decomposition theorem, (π
′
m)∗Q¯l can be written
as a direct sum of the complexes of the form A[i], where A is a simple perverse
sheaf on X˜ P,+m with some degree shift i. Note that (π
′
m)∗Q¯l|Y˜L,+m ≃ (ψ
′
m)∗Q¯l, and
the decomposition of (ψ′m)∗Q¯l as a semisimple complex is given in (6.3.6). Hence in
order to prove (6.4.3), it is enough to show that Y˜L,+m ∩ supp A 6= ∅ for any direct
summand A[i]. Since π′′m is proper, again by the decomposition theorem, (π
′′
m)∗A[i]
can be written as a direct sum of the complexes B[j], where B is a simple perverse
sheaf on X 0m. Since supp A is irreducible, we may assume that supp A is contained
in X˜ PI1 or X˜
P
I2
. Suppose that Y˜L,+m ∩ supp A = ∅. Then there exists m
′ < m such
that Y˜L,+m′ ∩ supp A is open dense in supp A. By applying ψ
′′
m′ on it, we see that
EXOTIC SYMMETRIC SPACE, I 45
dim supp B = dimX 0m′ < dimX
0
m. But Proposition 4.8 asserts that dim supp B =
dimX 0m for any simple component B in (πm)∗Q¯l. Hence Y˜
L,+
m ∩ supp A 6= ∅, and
(6.4.3) holds.
The above argument also shows that
(π′′m)∗ IC(X˜
P
I ,Lρ′)
≃
{⊕
ρ∈W∧
I1
HomWI1,L(ρ
′, ρ)⊗ IC(X 0m,Lρ) if I = I1,⊕
ρ∈W∧
I2
H•(P1)⊗ HomWI2,L(ρ
′, ρ)⊗ IC(X 0m,Lρ) if I = I2.
(6.4.4)
Let X˜ Pm be the closure of X˜
P
[1,m] in X˜
P . Then X˜ Pm = (
∐
m′<m X˜
P,+
m′ )
∐
X˜ P[1,m] and
X˜ Pm ≃ H ×
P θ X Pm , where X
P
m =
⋃
g∈P θ g(B
ιθ ×Mm). (The closure of X˜
P
[2,m+1] in X˜
P
is given by
∐
1≤m′≤m X˜
P
[2,m′+1].) Now by a similar argument as in the last step of
Theorem 4.2 (see 4.9), we have the following formulas from (6.3.7) and (6.3.8);
π′∗Q¯l[d
L
n ] ≃
⊕
µ′∈Pn−1,2
V˜µ′ ⊗ IC(X˜
P
m(µ′)+1,Lµ′)[d
L
m(µ′)+1](6.4.5)
π′′∗(IC
P
µ′)[a] ≃
⊕
µ∈Pn,2
HomW˜L(V˜µ′, V˜µ)⊗ IC(Xm(µ),Lµ)[dm(µ)],(6.4.6)
where ICPµ′ = IC(X˜
P
m(µ′)+1,Lµ′) and a = dn − d
L
n + d
L
m(µ′)+1.
6.5. Let X˜ Puni = {(x, v, gP
θ) ∈ X˜ P | x ∈ Gιθuni}. Let O
′ = Oµ′• be the L
θ-orbit
in Lιθuni × VL corresponding to V˜µ′ under the Springer correspondence for L. We
define a variety
D = {(x, v, gP θ) ∈ X˜ Pm | (g
−1xg, g−1v) ∈ π−1P (O
′
)},
where πP : P
ιθ
uni × V → L
ιθ
uni × VL is as in 5.5, and m = m(µ
′) + 1. Let ICPµ′ be as in
6.4. The following fact holds.
(6.5.1) supp ICPµ′ ∩X˜
P
uni ⊂ D.
We show (6.5.1). Let X Lm−1 =
⋃
ℓ∈Lθ ℓ(B
ιθ
L ×M
L
m−1), where BL = B ∩ L is a Borel
subgroup of L containing T , and MLm−1 is the image of Mm under the projection
V → VL. We have a diagram
(6.5.2) X˜ Pm
p1
←−−− H ×X Pm
p2
−−−→ X Lm−1,
where p1 is the natural map H × X
P
m → X˜
P
m ≃ H ×
P θ X Pm , and p2 is the restriction
to H × X Pm of the map H × P
ιθ × V → Lιθ × VL, (g, x, v) 7→ (x, v). (Here x→ x is
the natural projection P ιθ → Lιθ and v 7→ v is the projection V → VL.) Then we
have
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(a) p1 is a principal P
θ-bundle,
(b) p2 is a locally trivial fibration with fibre isomorphic to H × U
ιθ
P × k.
In fact, (a) is clear from the definition. Since Mm is U
θ
P -stable, we have
X Pm =
⋃
ℓ∈Lθ
ℓ(Bιθ ×Mm) ≃ U
ιθ
P × k×
⋃
ℓ∈Lθ
ℓ(BιθL ×M
L
m−1),
and (b) follows.
We consider the complex ICPµ′ on X˜
P
m . By (a), (b), both of p1, p2 are smooth
maps with connected fibre. It follows that there exists a simple perverse sheaf Aµ′ on
X Lm−1 such that p
∗
1 IC
P
µ′ ≃ p
∗
2Aµ′ up to shift. Note that X
L
m−1 is a variety constructed
from (L, VL) defined in a similar way as Xm from (G, V ). Let IC(X
L
m−1,L
L
µ′) be the
complex on X Lm−1 appeared in 4.1 with respect to L. We show that
(6.5.3) Aµ′ ≃ IC(X
L
m−1,L
L
µ′)[dimX
L
m−1].
For each I = [1, m] put
Y˜ ♮I = L˜
θ ×B
θ∩ZH (T
ιθ) (T ιθreg ×MI),
Ŷ ♮I = L˜
θ ×ZH (T
ιθ)I (T ιθreg ×MI).
Then Y˜I ≃ H×
L˜θ Y˜ ♮I , ŶI ≃ H×
L˜θ Ŷ ♮I . Also we have Y˜
L
I ≃ H×
L˜θ YLI by 6.3. We put
Y˜L,I = L
θ ×B
θ
L
∩Z
Lθ
(T ιθ) (T ιθreg ×M
L
I′),
ŶL,I = L
θ ×ZLθ (T
ιθ)I (T ιθreg ×M
L
I′),
Y0L,m−1 =
⋃
ℓ∈Lθ
ℓ(T ιθreg ×M
L
I′).
where MLI′ is the image of MI under the natural map V → VL with I
′ = [2, m], and
ZLθ(T
ιθ)I = ZH(T
ιθ)I ∩ L
θ. Then we have a commutative diagram
(6.5.4)
Y˜I
q˜1
←−−− H × Y˜ ♮I
q˜2
−−−→ Y˜L,I
ξI
y yαI yξL,I
ŶI
q̂1
←−−− H × Ŷ ♮I
q̂2
−−−→ ŶL,I
η′
I
y yβI yηL,I
Y˜LI
q1
←−−− H × YLI
q2
−−−→ Y0L,m−1,
where q˜1, q̂1, q1 and αI , βI are defined naturally. q˜2 is defined by (g, ℓ ∗ (t, v)) 7→
ℓ ∗ (t, v), where ℓ 7→ ℓ is the projection L˜θ → Lθ, and v 7→ v is the map MI →M
L
I′ ,
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and the maps q̂2, q2 are defined similarly. ξL,I , ηL,I are defined in a similar way as
ξI , ηI for Y˜I , ŶI . Then q˜1, q̂1, q1 are principal L˜
θ-bundles, and q˜2, q̂2, q2 are principal
H × k∗-bundles. Moreover, αI is a P
n−m
1 -bundle, and βI is a finite Galois covering
with Galois group WL,I . All the squares in the diagram are cartesian squares.
Note that Y˜L,I ≃ k
∗ × Y˜
(n−1)
I′ , where Y˜
(n−1)
I′ is an object for Sp2n−2 with I
′ =
[2, m] ⊂ [2, n], similar to Y˜I for Sp2n. Similar formulas hold for ŶL,I ,Y
0
L,m−1, and
the maps ξI , ηI are compatible with the situation for Sp2n−2. Thus one can define
a local system LLρ′ on Y
0
m−1 with respect to Sp2n−2. It follows from the property of
the diagram (6.5.4), one sees that q∗1Lρ′ ≃ q
∗
2L
L
ρ′. Note that Y˜
L
I is open dense in
X˜ Pm , Y
0
L,m−1 is open dense in X
L
m−1, and the lowest row in (6.5.4) is the restriction of
the diagram (6.5.2). This shows that the restriction of Aµ′ on Y
0
L,m−1 gives a local
system LLρ′ corresponding to µ
′. Hence (6.5.3) holds.
Now by the Springer correspondence for L, the support of the restriction of Aµ′
on Lιθuni × VL is contained in O
′
. Then (6.5.1) follows from (6.5.2) and (6.5.3).
6.6. Let O = Oµ• be the H-orbit in G
ιθ × V corresponding to V˜µ under
the Springer correspondence. Let dO be as in 6.1. In view of Theorem 5.4, (5.4.3)
implies that H2dO(π∗Q¯l)|O ≃ V˜µ ⊗ Q¯l, where Q¯l is the constant sheaf on O. Then
(6.4.6) implies that
(6.6.1) The inner product 〈V˜µ, V˜µ′〉 coincides with the rank of the constant sheaf
H2dO+cπ′′∗ (IC
P
µ′)|O, where c = d
L
m(µ′)+1 − d
L
n .
Then by (6.5.1), we have
(6.6.2) 〈V˜µ, V˜µ′〉coincides with the rank of the constant sheafH
2dO+c(π′′|D)!(IC
P
µ′ |D)|O.
Let D0 = {(x, v, gP θ) ∈ X˜ Pm | g
−1(x, v) ∈ π−1P (O
′)} be an open subset of D. Let
xµ,µ′ be the rank of the constant sheaf H
2dO+c(π′′|D0)!(IC
P
µ′ |D0)|O. We want to show
that
(6.6.3) 〈V˜µ, V˜µ′〉= xµ,µ′.
First we show that
(6.6.4) The natural map H2dO+c(π′′|D0)!(IC
P
µ′)|D0)|O →H
2dO+c(π′′|D)!(IC
P
µ′)|D)|O is
surjective.
In order to prove (6.6.4), it is enough to show that
H2dO+c(π′′|D−D0)!(IC
P
µ′ |D−D0)|O = 0,
which is equivalent to the statement that
H2dO+cc (π
′′−1(z) ∩ (D −D0), ICPµ′) = 0
for any z ∈ O. For any Lθ-orbit O′1 ⊂ O
′
− O′, put DO′1 = {(x, v, gP
θ) ∈ X˜ Pm |
g−1(x, v) ∈ π−1P (O
′
1)}. Then D − D
0 can be partitioned into locally closed pieces
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DO′1 , Thus it is enough to show that
H2dO+cc (π
′′−1(z) ∩DO′1 , IC
P
µ′) = 0
for any such a piece O′1. The last equality will follow from the following statement
by a hypercohomology spectral sequence.
(6.6.5) H ic(π
′′−1(z) ∩DO′1,H
j(ICPµ′)) 6= 0 ⇒ i+ j < 2dO + c.
We show (6.6.5). The hypothesis implies that
i ≤ 2 dim(π′′
−1
(z) ∩DO′1) ≤ (dimXuni − dimO)− (dimX
L
uni − dimO
′
1)
by Proposition 5.7 (ii). It also implies that Hj(ICPµ′)|DO′1
6= 0. By (6.5.3), this
last condition is equivalent to the condition that Hj IC(X Lm−1,L
L
µ′)|O′1 6= 0. By
Theorem 5.4 (ii) applied to L, this is equivalent to Hj IC(O
′
, Q¯l)[a]|O′1 6= 0 with
a = dimO′ − dimX Luni − dimX
L
m(µ′) + dimX
L. It follows that
j < dimX Luni − dimO
′
1 + dimX
L
m(µ′) − dimX
L.
Here we note that dimX Lm(µ′) − dimX
L = dLm(µ′)+1 − d
L
n by (6.5.2) since a similar
diagram holds replacing X by Y . Hence (6.6.5) holds and so (6.6.4) follows.
Now (6.6.4) implies that 〈V˜µ, V˜µ′〉 ≤ xµ,µ′. Since
∑
µ′∈Pn−1,2
〈V˜µ, V˜µ′〉 dim V˜µ′ =
dim V˜µ, in order to prove (6.6.3), it is enough to show that
(6.6.6)
∑
µ′∈Pn−1,2
xµ,µ′ dim V˜µ′ = dim V˜µ.
Let δ be as in 6.1. By (6.5.3) and Theorem 5.4 (ii), Hj(ICPµ′)|D0 = 0 unless j = −a.
This implies that xµ,µ′ is the rank of the constant sheaf
(6.6.7) H2dO−2δ(π′′|D0)!((H
−a ICPµ′)|D0)|O
since 2dO + c + a = 2dO − 2δ. It follows from (6.4.5) that R
2δπ′!Q¯l|D0 ≃ V˜µ′ ⊗
(H−a ICPµ′)|D0. This implies that xµ,µ′ dim V˜µ′ is the rank of the constant sheaf
R2dO−2δ(π′′|D0)!(R
2δπ′!Q¯l|D0)|O.
By the spectral sequence of the composition π′′ ◦ π′, the last formula is the same as
the constant sheaf R2dO(π|π′−1(D0))!Q¯l|O. If we put Dµ′ = D
0, X˜ =
∐
µ′ π
′−1(Dµ′)
gives a partition of X˜ into locally closed pieces. Hence by the long exact sequence
associated to R∗π!, we see that
∑
µ′ xµ,µ′ dim V˜µ′ coincides with the rank of the
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constant sheaf R2dOπ∗Q¯l|O, which is equal to dim V˜µ. This proves (6.6.6), and
(6.6.3) follows.
6.7. We are now ready to prove Theorem 6.2. We follow the notation in 6.1.
Then U ⊂ D0 and the restriction of π′′ on U coincides with f . It follows from (6.6.7)
that xµ,µ′ coincides with the rank of the constant sheafR
2dO−2δ(π′′|U)!(H
−a ICPµ′ |U)|O.
Since H−a ICPµ′ |U is a constant sheaf Q¯l, xµ,µ′ is equal to the rank of the constant
sheaf R2dO−2δf!Q¯l on O, hence is equal to dimH
2dO−2δ
c (f
−1(z), Q¯l) for z ∈ O. By
Proposition 5.7 (ii), we know that dim f−1(z) ≤ dO − δ for any z ∈ O. It follows
that xµ,µ′ is equal to the number of irreducible components in f
−1(z) of dimen-
sion dO − δ. Since Ûz → f
−1(z) is a principal P θ-bundle, xµ,µ′ coincides with the
number of irreducible components of Ûz of dimension dO − δ + dimP
θ. Recall the
map f1 : Ûz → O
′ in 6.1 such that f−11 (z
′) = Yz,z′ for any z
′ ∈ O′. Since f1 is L
θ-
equivariant, xµ,µ′ coincides with the number of irreducible components of f
−1
1 (z
′) of
dimension dz,z′. In view of (6.6.3), this completes the proof of Theorem 6.2.
7. Determination of Springer correspondence
The explicit description of the Springer correspondence was given in Kato [Ka2],
by computing Joseph polynomials. In this section, we shall give an alternate ap-
proach based on the restriction theorem (Theorem 6.2).
Theorem 7.1. Under the notation in Theorem 5.4, we have µ• = µ, namely, the
Springer correspondence is given by Oµ ↔ V˜µ for each µ ∈ Pn,2.
7.2. Before proving the theorem, we need a lemma. First we prepare some
notation. Take µ = (µ(1), µ(2)) ∈ Pn,2, and put ν = µ
(1) + µ(2) (see 2.1). We write
ν as ν = (ν1, . . . , νa) ∈ Pn with νa > 0. Let us fix integers a1, . . . , aℓ > 0 such that∑ℓ
k=1 ak = a by the condition that
ν1 = · · · = νa1 > νa1+1 = · · · = νa1+a2 > νa1+a2+1 = · · ·
We denote by ν[k] the constant value νj for a1 + · · ·+ ak−1 < j ≤ a1 + · · ·+ ak. For
such j, µ
(1)
j is also constant and we denote it by µ
(1)
[k] .
Take z = (x, v) ∈ Oµ, and assume that x = yθ(y)
−1 with y ∈ Auni and that
v ∈ Mn. Then (y, v) ∈ Auni ×Mn is of type µ, and by [AH], one can find a Jordan
basis {vi,j | 1 ≤ i ≤ a, 1 ≤ j ≤ νi} of y−1 inMn such that (y−1)vi,j = vi,j−1 for j > 1
and (y− 1)vi,j = 0 for j = 1, and that v =
∑ℓ
i=1 vpi,µ(1)[i]
, where pi = a1+ · · · ai−1+1.
(Note that in [AH], the normal form for Oµ is given by (y, v
′) with v′ =
∑a
i=1 vi,µ(1)
i
.
This element is A-conjugate to our (y, v).) Let {v′i,j} be a Jordan basis of y
′ = θ(y)−1
in M ′n (M
′
n is the subspace of V spanned by f1, . . . , fn) such that (y
′−1)v′i,j = v
′
i,j+1
for j < νi and (y
′− 1)v′i,j = 0 for j = νi, and that 〈vi,j , v
′
i′,j′〉= 0 unless i = i
′, j = j′.
Let P be the stabilizer of the partial flag 〈v1,1〉⊂ 〈v1,1〉
⊥ in G. Then P is an θ-
stable parabolic subgroup of G as in 6.1, and H/P θ is identified with the projective
space P(V ). We define wi = vqi,1 or wi = v
′
pi,ν[i]
, where qi = a1+ · · ·+ai. Then wi is
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an x-stable vector in V . Let Pi be the stabilizer of the flag 〈wi〉⊂〈wi〉
⊥ in G. Then
Pi is θ-stable, and P
θ
i is the stabilizer of the line 〈wi〉 in H . We show the following
lemma.
Lemma 7.3. Under the notation as above,
dimZH(z) ∩ Pi =
{
dimZH(z)− 2qi + 2 if wi = vqi,1,
dimZH(z)− 2qi + 1 if wi = v
′
pi,ν[i]
.
Proof. Put Q = {g ∈ G | gv = v, g〈v〉⊥ = 〈v〉⊥, g|V/〈v〉⊥ = id}. Then Q is a θ-stable
subgroup of G, and we have ZH(z) ∩ Pi = ZP θi ∩Qθ(x) = (ZPi∩Q(x))
θ. Note that the
structure of ZG(x) and ZH(x) are described as follows (cf. the proof of Proposition
2.3.6 in [BKS]); ZG(x) = C ⋉ R, where C is a subgroup of G generated by g such
that
gvi,j =
∑
k
νk=νi
(akvk,j + bkv
′
k,νi−j+1
),
gv′i,j =
∑
k
νk=νi
(a′kvk,νi−j+1 + b
′
kv
′
k,j),
and R is the unipotent radical of ZG(x). Then C ≃
∏ℓ
k=1GL2ak . C and R are
θ-stable, and so ZH(x) = C
θ
⋉ Rθ. Hence Cθ ≃
∏ℓ
k=1 Sp2ak . Since
(7.3.1) ZP θi ∩Qθ(x) = (C ∩ Pi ∩Q)
θ
⋉ (R ∩ Pi ∩Q)
θ,
we compute dim(C ∩ Pi ∩ Q)
θ and dim(R ∩ Pi ∩ Q)
θ separately. For k = 1, . . . , ℓ,
let Vk be the symplectic space with dimVk = 2ak. We fix a symplectic basis
e
(k)
1 , . . . , e
(k)
mk , f
(k)
1 , . . . , f
(k)
mk of Vk. Let Ck, Dk be the subgroups of GL(Vk) ≃ GL2ak
defined by
Ck = {g ∈ GL(Vk) | gv0 = v0, g〈v0〉
⊥ =〈v0〉
⊥, g|Vk/〈v0〉⊥ = id},
Dk = {g ∈ Ck | g〈w0〉=〈w0〉, g〈w0〉
⊥ =〈w0〉
⊥}
where v0 = e
(k)
1 , and w0 = e
(k)
ak or w0 = f
(k)
1 . Note that Dk = Ck if v0 = w0. We
denote by θ the involution on GL2ak defined in a simlar way as the case of G. Then
Ck, Dk are θ-stable, and we have
(7.3.2) (C ∩ Pi ∩Q)
θ ≃ Dθi ×
∏
k 6=i
Cθk
Since Cθk ≃ ({1} × Sp2ak−2) ⋉ U1, where U1 is the unipotent radical of a parabolic
subgroup of Sp2ak whose Levi subgroup is isomorphic to GL1 × Sp2ak−2. It follows
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that
(7.3.3) dimCθk = 2a
2
k − ak.
Next we show that
(7.3.4) dimDθk =
{
2a2k − 3ak + 2 if w0 = e
(k)
mk and ak ≥ 2,
2a2k − 3dk + 1 if w0 = f
(k)
1 .
First assume that w0 = e
(k)
ak and ak ≥ 2. Then v0 ∈〈w0〉
⊥. We define a new basis
h1, . . . , h2ak of Vk as follows;
hj =

v0 j = 1,
w0 j = 2,
e
(k)
j−1 3 ≤ j ≤ ak,
f
(k)
j+1−ak
ak + 1 ≤ j ≤ 2ak − 1,
f
(k)
1 j = 2ak.
Then we have
〈v0〉
⊥ =〈h1, . . . , h2ak−1〉,
〈w0〉
⊥ =〈h1, . . . , h2ak−2, h2ak〉,
〈w0〉
⊥ ∩〈v0〉
⊥ =〈h1, . . . , h2ak−2〉,
and the condition for g ∈ Dk is given by
gh1 = h1,
g〈h2〉=〈h2〉,
g〈h1 . . . h2ak−2〉=〈h1, . . . h2ak−2〉,
g〈h1, . . . , h2ak−2, h2ak〉=〈h1, . . . , h2ak−2, h2ak〉,
gh2ak ∈ h2ak +〈h1, . . . , h2ak−1〉.
We have Dθk ≃ (GL1×Sp2ak−4)⋉U2, where U2 is the unipotent radical of a parabolic
subgroup of Sp2ak whose Levi subgroup is isomorphic to GL2 × Sp2ak−4. The first
formula in (7.3.4) follows from this.
Next assume that w0 = f
(k)
1 . Then v0 /∈〈w0〉
⊥. We define a new basis h1, . . . , h2ak
as follows;
hj =

v0 j = 1,
e
(k)
j 2 ≤ j ≤ ak,
f
(k)
j+1−ak
ak + 1 ≤ j ≤ 2ak − 1,
w0 j = 2ak
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Then we have
〈v0〉
⊥ =〈h1, . . . , h2ak−1〉,
〈w0〉
⊥ =〈h2, . . . , h2ak〉,
〈v0〉
⊥ ∩〈w0〉
⊥ =〈h2, . . . , h2ak−1〉,
and the condition for g ∈ Dk is given by
gh1 = h1,
g〈h2, . . . , h2ak−1〉=〈h2, . . . , h2ak−1〉,
gh2ak = h2ak .
Then Dθk ≃ Sp2ak−2, and the second formula in (7.3.4) follows.
Now (7.3.2) implies, by (7.3.3) and (7.3.4), that
dim(C ∩ Pi ∩Q)
θ =
∑
k 6=i
(2a2k − ak) + (2a
2
i − 3ai + 2− ε)(7.3.5)
= dimCθ − 2a− 2ai + 2− ε,
where ε = 0 (resp. ε = 1) if wi = vqi,1 (resp. wi = v
′
pi,ν[i]
). Note that this formula
holds even if ai = 1 and ε = 1.
Next we show that
(7.3.6) dim(R ∩ Pi ∩Q)
θ = dimRθ − 2|µ(1)|+ 2a− 2
i−1∑
k=1
ak.
For each i, choose a pair (i′, j′) such that i′ > i or i′ ≤ i, j′ < νi. Then the assignment
vi,j 7→ vi,j+ci,i′,j′vi′,j′ (ci,i′j′ ∈ k) gives rise to a unique element in R, which is denoted
by g(ci,i′,j′). Then
∏
i,i′,j′ g(ci,i′,j′) ↔ (ci,i′,j′)i,i′,j′ gives an isomorphism between R
and an affine space Ac, where c = dimR (the product is taken under a suitable
order). Then for g ∈ R, the condition gv = v is given by a system of linear
equations with respect to the variables (ci,i′,j′), one equation for each vi,j such that
j < µ
(1)
i , and for each v
′
i,j such that νi − j < µ
(1)
i . It follows that the number of
such equations is equal to
∑ℓ
k=1 2ak(µ
(1)
[k] − 1), and they are linearly independent.
On the other hand, for g ∈ R, the condition g〈v〉⊥ = 〈v〉⊥ is given by a system of
linear equations, one equation for each vi,j such that νi − j < µ
(1)
i , and for each
v′i,j such that j < µ
(1)
i , together with ℓ − 1 linear equations arising from the ℓ − 1
dimensional space 〈v′
pi,µ
(1)
[i]
| 1 ≤ i ≤ ℓ 〉∩〈v〉⊥. (The condition g|V/〈v〉⊥ = id is then
automatically satisfied since g ∈ R.) Hence the number of equations is given by∑ℓ
k=1 2ak(µ
(1)
[k] − 1) + (ℓ − 1). By a similar argument, the condition for g ∈ R to
be g〈wi〉= 〈wi〉 (resp. g〈wi〉
⊥ = 〈wi〉
⊥) is both given by a system of linear equations
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whose number is equal to 2a1 + · · ·+ 2ai−1. Since all of those linear equations are
linearly independent, we see that
dim(R ∩ Pi ∩Q) = dimR − 4|µ
(1)|+ 4a− (ℓ− 1)− 4
i−1∑
k=1
ak.
If we pass to (R∩Pi∩Q)
θ, the linear equation corresponding to vi,j with j < µ
(1)
i and
the equation corresponding to v′i,j with j < µ
(1)
i gives one equation, and similarly for
vi,j and v
′
i,j with νi− j < µ
(1)
i . This phenomenon also occurs for the linear equations
with re spec to Pi, and we obtain the half of those linear equations. However, the
(ℓ− 1) linear equations does not give a restriction on Rθ. Hence we obtain (7.3.6).
The lemma now follows from (7.3.5) and (7.3.6), if we notice that dimZH(z) =
dimZH(x)− 2|µ
(1)| (see the proof of Lemma 2.3). 
7.4. Take µ ∈ Pn,2 with ν = µ
(1) + µ(2). We follow the notation in 7.2. Let
µ′ = (µ′(1), µ′(2)) ∈ Pn−1,2 be such that
(i) the Young diagram µ′(1) is obtained from the Young diagram µ(1) by removing
one node, or
(ii) µ′(2) is obtained from µ(2) by removing one node.
We assume that the removing node is contained in qi-th row in each case, i.e.,
µ′(1)qi = µ
(1)
qi −1 or µ
′(2)
qi
= µ
(2)
qi −1. Let dµ = νH−dimOµ/2 and dµ′ = νH′−dimOµ′/2,
where H ′ = Sp2n−2. We note that
(7.4.1) dµ − dµ′ =
{
2qi − 2 case (i),
2qi − 1 case (ii).
In fact, by Lemma 2.3, we have dµ = n + 2n(µ) − |µ
(1)|, and a similar formula
holds for dµ′. Since |µ
(1)| − |µ′(1)| = 1 or 0 according to the case (i) or (ii), and
n(µ)− n(µ′) = qi − 1, we obtain (7.4.1).
Take z = (x, v) ∈ Oµ as in 7.2, and put wi = vqi,1 in case (i), and wi = v
′
pi,ν[i]
in
case (ii). Let x′ be the linear transformation on the symplectic space V i =〈wi〉
⊥ /〈wi〉.
We have v ∈〈wi〉
⊥ (note that µ
(2)
qi 6= 0 in case (ii)), and let v
′ be the image of v on
V i. Then one can check that z
′ = (x′, v′) ∈ Oµ′ .
We are now ready to prove the theorem. We consider the variety f−1(z) appeared
in 6.7 instead of considering the variety Yz,z′ in 6.1. Let Uz = {gP
θ ∈ H/P θ | g−1z ∈
π−1P (Oµ′)} which is isomorphic to f
−1(z) for O′ = Oµ′ . Let Pi be the stabilizer of
the flag 〈wi〉 ⊂ 〈wi〉
⊥ in G. Then giP
θ ∈ Uz for Pi = giPg
−1
i . ZH(z) acts on Uz
from the left, and we consider the ZH(z) orbit Yi of giP
θ in Uz. By Lemma 7.3 and
(7.4.1), we have
(7.4.2) dimYi = dimZH(z)− dim(ZH(z) ∩ Pi) = dµ − dµ′.
By 6.7 (an equivalent form of Theorem 6.2), all the irreducible components in Uz
have dimension ≤ dµ − dµ′, and the number of irreducible components of Uz of
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dimension dµ − dµ′ coincides with the multiplicity 〈ρµ, ρµ′〉 . By (7.4.2), the closure
of Yi gives an irreducible component of Uz of the required dimension. It follows that
〈ρµ, ρµ′〉≥ 1. Since it is known that the restriction of an irreducible representation of
Wn to Wn−1 is multiplicity free, we see that 〈ρµ, ρµ′〉= 1. By induction on the rank
of G, we may assume that ρµ′ ≃ V˜µ′ . Then our result shows that the restriction of
ρµ on Wn−1 coincides with that of V˜µ. Since the irreducible representation of Wn is
determined completely by its restriction on Wn−1 if n ≥ 3 or if its degree ≥ 2, we
see that ρµ ≃ V˜µ in this case. Hence we may assume that n = 2, and we have only
to distinguish ρµ for µ = ((2),−), ((1
2),−) and for µ = (−, (2)), (−, (12)). But by
Lemma 5.2, we already know that ρµ = V˜µ for µ = ((1
2),−), (−, (12)), and so the
remaining cases are determined. This completes the proof of Theorem 7.1.
7.5. We give some examples of the Springer correspondence. Take (x, v) ∈ Xuni
such that x = yθ(y)−1, where y ∈ A is regular unipotent, and that v, yv, y2v, · · ·
spans Mn. Then (x, v) ∈ Oµ with µ = ((n); ∅), the open dense orbit in Xuni. The
corresponding irreducible representation V˜µ is the identity representation of Wn.
Take (x, v) ∈ Xuni such that x is the identity element in GL(V ) and v = 0. Then
the orbit Oµ containing (x, v) is given by µ = (∅; (1
n)). V˜µ is the sign representation
of Wn. More generally, let x = yθ(y)
−1, where the Jordan type of y ∈ A is given by
ν = (ν1, ν2, . . . ) ∈ Pn. Take (x, 0) ∈ Xuni. Then (x, 0) ∈ Oµ with µ = (∅; ν). V˜µ is
the extension of the irreducible Sn-module Vν , where (Z/2Z)
n acts trivially on it. On
the other hand, take the same x, and let v ∈Mn such that dim〈v, yv, y
2v, . . . ,〉= ν1.
Then (x, v) ∈ Oµ with µ = (ν; ∅). V˜µ is the extension of Vν , where each factor Z/2Z
of (Z/2Z)n acts non-trivially on it.
Remark 7.6. By making use of Theorem 5.14, one can show that the correspon-
dence λ 7→ λ• for λ ∈ Pn in the formula (1.14.2) in Proposition 1.14 is identical,
i.e., for the map π′1 : G˜
ιθ
uni → G
ιθ
uni (the map π1 in 1.10. We changed the notation to
distinguish this with π1 : X˜uni → Xuni), we have
(7.5.1) (π′1)∗Q¯l[dimG
ιθ
uni] ≃ H
•(Pn1)⊗
⊕
λ∈Pn
Vλ ⊗ IC(Oλ, Q¯l)[dimOλ].
In fact, since Gιθ ≃ Gιθ ×{0}, G˜ιθ ≃ X˜+m for m = 0 under the notation of Section 4,
(π′1)∗Q¯l coincides with the restriction of (πm)∗Q¯l = (πm)∗Q¯l (for m = 0) to Xuni up
to shift. Here by Proposition 4.8 (or rather by (4.9.1)), we have
(7.5.2) (π0)∗Q¯l ≃
⊕
λ∈Pn
H•(Pn1 )⊗ Vλ ⊗ IC(X0,Lλ).
By Theorem 5.4 (ii), together with Theorem 7.1, we see that
(7.5.3) IC(X0,Lλ)|Xuni ≃ IC(Oλ, Q¯l)
up to shift. (Here we identify Oλ ⊂ G
ιθ
uni with O(−;λ) ⊂ Xuni under the closed
embedding Gιθuni ≃ G
ιθ
uni × {0} →֒ Xuni.) (7.5.1) follows from (7.5.2) and (7.5.3).
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