A cellular automaton is a calculation method which strongly needs high-speed processing of data. In cellular automata, a very large volume of data must be processed in a short time, so that the results of cellular automata can be used. Different methods can be used to implement cellular automata, among which the implementation of cellular automata on serial bases is one of the simplest ones. Two types of implementing cellular automata on a serial base were studied in this paper. In a method of implementation, the whole cells of automata the use the same rule; and in another method, the rule related to cells is different depending on the location. Then, the speed of implementation of the two methods is compared: it was shown that the speed of operations in the serial implementation is independent of cellular automata rule.
INTRODUCTION
One of the applications that require data processing is cellular automata, in which a very large volume of data must be processed in a short time, and the results of the processing must be reapplied to the automaton so that the results produced by automata can be used after a sufficient number of processing operations was carried out [2, 1] . Cellular automata, in fact, are the computational models that were first studied by John Von Neumann in 1940 [3] . The main purpose of these automata was to design the selfreplicating systems that are computationally complete. There are various methods for implementation of cellular automata, the simplest of which is implementation of cellular automata on the serial base and the use of a processor to perform the operation. Since only one processor is used in this method to calculate the new value for the cells of cellular automata, it is expected that if a serial base is to be used for implementing cellular automata, the rule for each cell will be ineffective in the time required to calculate the new value of the cell and the speed of operation will be independent of the rule for each cell. In this paper, implementing cellular automata on the serial base was examined. It has been shown that if we put cellular automata on the base, the speed of operations is independent of the rule for each cell. Then, the hardware implementation has been made for cellular automata with both similar and non-identical rules for cells on the serial base, and speed of each method of implementation was compared with other methods for cellular automata.
Characteristics of serial base
One of the simplest methods already used for the implementation of cellular automata is serial methods, in which only one processor is used to calculate the new values of the cells, and the operation is done only with using one processor. The use of one processor causes a queue of cells that intend to calculate new values for themselves; and only one cell can use the processor to calculate its new value at any moment [4] . In this case, it has only one processor cell to compute its new value, which provides the processor to other cells so that these cells can use the processor and calculate their new values. Since a single cell can use the processor in this method at any moment, the overall speed of calculation is much slower than the parallel methods [5] . If the speed of the processor responsible for performing calculation in serial implementations can be raised, a new value for each cell can be calculated faster, and the overall rate of cellular automaton rises and improves [6] . Although the use of high-speed processor increases the speed of operation, much speedup still cannot be reached due to the large queue of cells waiting for calculating the new value. Since it has only one cell in each processor, the speed of operations is expected to be independent of the cell rule. In this paper, the accuracy of the above assumption is examined by the hardware implementation of cellular automata for cellular automata with the same rules and nonidentical rules for the cells on the serial base.
Implementation of cellular automata on the serial base
In this method, a processor, called PE, which is designed for the calculation to obtain the new value of each cell, is used. The number of processors is assumed to be only "1", and the number of cells in cellular automata is assumed to be NC. To implement PE processor, VHDL instructions are used; and the test bench related to implementation of cellular automata is written using Verilog. In this method, a series of memory is used to store values in automata cells so that a box of memory is considered for each cell of cellular automata. Values in each cell are located in "current state" memory; and new values will be located in "next state" memory after the data of the cell are processed by PE. Then, the amount of the "next state" memory will be replaced in the "current state" memory. See Figure 1 . Three of the input pins are related to the amount of the cells on which processing must be done; and two other input pins are related to the clock and reset. In addition, the other input pin is also considered to determine the rule of cell, which varies depending on the value of zero or one of the pin. The output pin, which transfers the result of processing of three cells to outside of PE, is called "result". In this method of implementation, only one PE processor is used for all the cells, and PE is implemented using VHDL. The reset has an asynchronous structure in the processor, which its output pin will be zero upon activation. PE computes the new value for the middle cell when it receives the value of three cells side by side in the one-dimensional cellular automata. To calculate the new value of the middle cell, it uses the automaton rule which is determined by the amount of rule pin. Depending on the amount of rule pin, the rule which is used by PE can be identified.If the amount of this pin is equal to "zero", the rule 90 will be used; and if it is equal to "one", the rule 150 will be used to calculate the new value of the middle cell. Figure 2 shows an example of PE simulation; and Figure 3 , VHDL instructions related to the implementation of PE. A processor called PE is used to simulate the serial form of cellular automata. In this simulation, NC different cells are used, and the calculation will be performed MR times. In this method, cells are numbered from zero to NC-1; and values of the related cell and two adjacent cells are added to PE to calculate new values for each cell. As was said, a PE is used for all cells. Depending on the value of rule pin and according to the rule which is considered for cellular automata, PE processor will calculate the new value for the related cell, and put the result in the "next state" memory. The new value for all cells is calculated at the positive edge of clock signal. After the new value was calculated for all cells, new values for each cell are placed within the "next state" memory; and in the first negative edge of clock signal, these values will be replaced in "current state". See Figure 1 .
The cells are numbered from zero, and are initialized in such a way that the values of all cells (except cell NC-1) are assumed to be zero; and only the value of the cell NC-1 is equal to one. Whenever a new value is calculated for the cells, one unit is added to a counter, and the processing operation is terminated when the value of the above counter is equal to MR.
Method of comparison
In this paper, it is first assumed that all cells of cellular automata use a fixed rule and that cellular automata are implemented on a serial base. Then, it is assumed that the cellular automata rule is different for the cells that are in even and odd positions, and implementation has been done again. In this implementation, the cells that are in even and odd positions use rule 90 and rule 150, respectively. In both simulations, the end cells are intermittently neighbored together. Table 2 . Implementation for automaton with 10,000 cells 
