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Abstract— In this work, we propose Dilated Point Convolu-
tions (DPC). In a thorough ablation study, we show that the
receptive field size is directly related to the performance of 3D
point cloud processing tasks, including semantic segmentation
and object classification. Point convolutions are widely used
to efficiently process 3D data representations such as point
clouds or graphs. However, we observe that the receptive
field size of recent point convolutional networks is inherently
limited. Our dilated point convolutions alleviate this issue,
they significantly increase the receptive field size of point
convolutions. Importantly, our dilation mechanism can easily
be integrated into most existing point convolutional networks.
To evaluate the resulting network architectures, we visualize
the receptive field and report competitive scores on popular
point cloud benchmarks.
I. INTRODUCTION
The past years have witnessed a tremendous develop-
ment of 3D scene understanding methods on several tasks
including semantic segmentation [18], object detection [32],
and instance segmentation [5]. Recent advancements such as
point convolutional layers [25], [26], [27] which can directly
operate on 3D point clouds further boosted the field.
In the 2D image domain, analyzing the receptive field
is an important tool for diagnosing and comprehending
convolutional neural networks (CNN). The receptive field
of a neural unit describes the region of the input data that
influences its output value. All input data outside of the
receptive field does not contribute to the output. Hence, large
receptive fields are important since they enable reasoning on
a larger input context.
Current successful architectures operating on grid-like
data (e.g. images [22], [23], [8]), increase the receptive field
implicitly by using deeper network architectures. However,
only few works explicitly study the influence of receptive
fields in the domain of 2D image CNNs [15], [17]. So
far, there is no work analyzing the receptive fields of deep
networks operating directly on 3D point clouds. Such a
study is particularly challenging, since the theoretical size of
receptive fields is difficult to compute due to the non-uniform
structure of 3D point clouds. Nevertheless, we argue that the
concept of receptive fields is equally important in the 3D
domain.
Point convolutional layers [25], [26], [27] are a major
driving force behind the success of networks that can di-
rectly operate on unstructured data such as 3D point clouds.
Furthermore, they can be seen as a generalization of discrete
convolutions. While continuous point convolutions operate
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Fig. 1. This work presents Dilated Point Convolutions (DPC). We observe
that existing point convolutional networks have inherently small receptive
field sizes. Assisted by this observation, we compare different network
architectures and propose our dilation mechanism as a simple yet elegant
solution to significantly increase the receptive field size of point convolutions
and improve their performance on multiple point cloud processing tasks.
on data sampled at continuous positions in space, discrete
convolutions operate on grid-structured data such as images
or voxel-grids, i.e. the data is sampled at discrete positions.
As such, we propose to visualize the receptive fields to
analyze different network architectures and we present a
thorough ablation study comparing several strategies which
increase the receptive field of point convolutions. Specifi-
cally, we look at common strategies to increase the receptive
field by 1) stacking convolutional layers and 2) using larger
kernel sizes. By visually analyzing the extent of the resulting
receptive fields, we notice that their influence still remains
rather limited. Motivated by these observations, we propose
Dilated Point Convolutions as a means to significantly in-
crease the receptive field size of point convolutions.
The paper is structured as follows: We start by discussing
current methods for 3D point cloud processing and existing
works analyzing receptive fields on discrete convolutions.
Then, we review Point Convolutions as an instance of con-
tinuous convolutions on 3D point clouds. Next, we describe
and visualize well established methods for increasing re-
ceptive fields, which leads us to the derivation of Dilated
Point Convolutions. Finally, in the experimental section, we
compare the aforementioned strategies.
Our contributions are as follows: (1) We evaluate most
commonly used strategies to increase the receptive fields in
current methods using point convolutions. (2) We propose to
visualize the receptive field of point convolutions to make ed-
ucated network design choices. (3) From these observations,
we derive Dilated Point Convolutions (DPC) as an elegant
mechanism to significantly increase the receptive field size.
(4) Using DPCs we are able to report competitive scores on
the task of 3D semantic segmentation on S3DIS [1] and Scan-
Net [4] as well as shape classification on ModelNet40 [28].
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||p0   p5||
<latexit sha1_base64="MDB Ak5vzJuA9Lcb6MUvcyg5Jig8=">AAAB9HicbVDLSsNAFL2pr1p fVZduBovQjSXxgS4LblxWsA9oQ5hMJ+3QSTLOTAol6Xe4caGIW z/GnX/jtM1CWw9cOJxzL/fe4wvOlLbtb6uwtr6xuVXcLu3s7u 0flA+PWipOJKFNEvNYdnysKGcRbWqmOe0ISXHoc9r2R3czvz2m UrE4etQTQd0QDyIWMIK1kdwsE56NzpHwrrPMK1fsmj0HWiVOTi qQo+GVv3r9mCQhjTThWKmuYwvtplhqRjidlnqJogKTER7QrqE RDqly0/nRU3RmlD4KYmkq0miu/p5IcajUJPRNZ4j1UC17M/E/r 5vo4NZNWSQSTSOyWBQkHOkYzRJAfSYp0XxiCCaSmVsRGWKJiT Y5lUwIzvLLq6R1UXMua87DVaVezeMowgmcQhUcuIE63EMDmkDg CZ7hFd6ssfVivVsfi9aClc8cwx9Ynz+hW5FF</latexit>
||p0   p6||
<latexit sha1_base64="/CN zifYNiKFwdAZ3fxrqYMDtua0=">AAAB9HicbVBNS8NAEJ3Ur1q /qh69LBahF0uioh4LXjxWsB/QhrDZbtqlm2Td3RRK0t/hxYMiX v0x3vw3btsctPXBwOO9GWbm+YIzpW372yqsrW9sbhW3Szu7e/ sH5cOjlooTSWiTxDyWHR8ryllEm5ppTjtCUhz6nLb90d3Mb4+p VCyOHvVEUDfEg4gFjGBtJDfLhGejcyS86yzzyhW7Zs+BVomTkw rkaHjlr14/JklII004Vqrr2EK7KZaaEU6npV6iqMBkhAe0a2i EQ6rcdH70FJ0ZpY+CWJqKNJqrvydSHCo1CX3TGWI9VMveTPzP6 yY6uHVTFolE04gsFgUJRzpGswRQn0lKNJ8Ygolk5lZEhlhiok 1OJROCs/zyKmld1JzLmvNwValX8ziKcAKnUAUHbqAO99CAJhB4 gmd4hTdrbL1Y79bHorVg5TPH8AfW5w+i4ZFG</latexit>
||p0   p1||
<latexit sha1_base64="Bj3ThJeIjKL0W0oacKblXAvf97I=">AAAB9HicbVBNSwMxEJ31s9avqkcvwSL0YtlVQY8FLx4r2A9o lyWbZtvQbDYm2ULZ9nd48aCIV3+MN/+NabsHbX0w8Hhvhpl5oeRMG9f9dtbWNza3tgs7xd29/YPD0tFxUyepIrRBEp6odog15UzQhmGG07ZUFMchp61weDfzWyOqNEvEoxlL6se4L1jECDZW8icTGbjoAsnAm0yCUtmtunOgVeLlpAw56kHpq9tLSBpTYQjHWnc8Vx o/w8owwum02E01lZgMcZ92LBU4ptrP5kdP0blVeihKlC1h0Fz9PZHhWOtxHNrOGJuBXvZm4n9eJzXRrZ8xIVNDBVksilKOTIJmCaAeU5QYPrYEE8XsrYgMsMLE2JyKNgRv+eVV0ryseldV7+G6XKvkcRTgFM6gAh7cQA3uoQ4NIPAEz/AKb87IeXHenY9F65qTz5zAH zifP5tDkUE=</latexit>
||p0   p2||
<latexit sha1_base64="FIKpYM6z/4AdyzTj30++Rg2qcB0=">AAAB9HicbVBNS8NAEJ3Ur1q/qh69LBahF0tSBT0WvHisYD+g DWGz3bRLN5u4uymUpL/DiwdFvPpjvPlv3LY5aOuDgcd7M8zM82POlLbtb6uwsbm1vVPcLe3tHxwelY9P2ipKJKEtEvFIdn2sKGeCtjTTnHZjSXHoc9rxx3dzvzOhUrFIPOppTN0QDwULGMHaSG6WxZ6NLlHs1bPMK1fsmr0AWidOTiqQo+mVv/qDiCQhFZpwrFTPsW PtplhqRjidlfqJojEmYzykPUMFDqly08XRM3RhlAEKImlKaLRQf0+kOFRqGvqmM8R6pFa9ufif10t0cOumTMSJpoIsFwUJRzpC8wTQgElKNJ8agolk5lZERlhiok1OJROCs/ryOmnXa85VzXm4rjSqeRxFOINzqIIDN9CAe2hCCwg8wTO8wps1sV6sd+tj2Vqw8plT+ APr8wecyZFC</latexit>
||p0   p3||
<latexit sha1_base64="bxdY3eS/S136m3LV2DcCQpE+Kp0=">AAAB9HicbVBNS8NAEJ3Ur1q/qh69LBahF0tiBT0WvHisYD+g DWGz3bRLN5u4uymUpL/DiwdFvPpjvPlv3LY5aOuDgcd7M8zM82POlLbtb6uwsbm1vVPcLe3tHxwelY9P2ipKJKEtEvFIdn2sKGeCtjTTnHZjSXHoc9rxx3dzvzOhUrFIPOppTN0QDwULGMHaSG6WxZ6NLlHs1bPMK1fsmr0AWidOTiqQo+mVv/qDiCQhFZpwrFTPsW PtplhqRjidlfqJojEmYzykPUMFDqly08XRM3RhlAEKImlKaLRQf0+kOFRqGvqmM8R6pFa9ufif10t0cOumTMSJpoIsFwUJRzpC8wTQgElKNJ8agolk5lZERlhiok1OJROCs/ryOmlf1Zx6zXm4rjSqeRxFOINzqIIDN9CAe2hCCwg8wTO8wps1sV6sd+tj2Vqw8plT+ APr8weeT5FD</latexit>
||p0   p4||
<latexit sha1_base64="9cGCLUVk7qj7rc0QT0CEa+R6BEs=">AAAB9HicbVBNS8NAEJ3Ur1q/qh69LBahF0uiBT0WvHisYD+g DWGz3bRLN5u4uymUpL/DiwdFvPpjvPlv3LY5aOuDgcd7M8zM82POlLbtb6uwsbm1vVPcLe3tHxwelY9P2ipKJKEtEvFIdn2sKGeCtjTTnHZjSXHoc9rxx3dzvzOhUrFIPOppTN0QDwULGMHaSG6WxZ6NLlHs1bPMK1fsmr0AWidOTiqQo+mVv/qDiCQhFZpwrFTPsW PtplhqRjidlfqJojEmYzykPUMFDqly08XRM3RhlAEKImlKaLRQf0+kOFRqGvqmM8R6pFa9ufif10t0cOumTMSJpoIsFwUJRzpC8wTQgElKNJ8agolk5lZERlhiok1OJROCs/ryOmlf1ZzrmvNQrzSqeRxFOINzqIIDN9CAe2hCCwg8wTO8wps1sV6sd+tj2Vqw8plT+ APr8wef1ZFE</latexit>
||p0   p5||
<latexit sha1_base64="MDBAk5vzJuA9Lcb6MUvcyg5Jig8=">AAAB9HicbVDLSsNAFL2pr1pfVZduBovQjSXxgS4LblxWsA9o Q5hMJ+3QSTLOTAol6Xe4caGIWz/GnX/jtM1CWw9cOJxzL/fe4wvOlLbtb6uwtr6xuVXcLu3s7u0flA+PWipOJKFNEvNYdnysKGcRbWqmOe0ISXHoc9r2R3czvz2mUrE4etQTQd0QDyIWMIK1kdwsE56NzpHwrrPMK1fsmj0HWiVOTiqQo+GVv3r9mCQhjTThWKmuYw vtplhqRjidlnqJogKTER7QrqERDqly0/nRU3RmlD4KYmkq0miu/p5IcajUJPRNZ4j1UC17M/E/r5vo4NZNWSQSTSOyWBQkHOkYzRJAfSYp0XxiCCaSmVsRGWKJiTY5lUwIzvLLq6R1UXMua87DVaVezeMowgmcQhUcuIE63EMDmkDgCZ7hFd6ssfVivVsfi9aClc8cw x9Ynz+hW5FF</latexit>
||p0   p6||
<latexit sha1_base64="/CNzifYNiKFwdAZ3fxrqYMDtua0=">AAAB9HicbVBNS8NAEJ3Ur1q/qh69LBahF0uioh4LXjxWsB/Q hrDZbtqlm2Td3RRK0t/hxYMiXv0x3vw3btsctPXBwOO9GWbm+YIzpW372yqsrW9sbhW3Szu7e/sH5cOjlooTSWiTxDyWHR8ryllEm5ppTjtCUhz6nLb90d3Mb4+pVCyOHvVEUDfEg4gFjGBtJDfLhGejcyS86yzzyhW7Zs+BVomTkwrkaHjlr14/JklII004Vqrr2E K7KZaaEU6npV6iqMBkhAe0a2iEQ6rcdH70FJ0ZpY+CWJqKNJqrvydSHCo1CX3TGWI9VMveTPzP6yY6uHVTFolE04gsFgUJRzpGswRQn0lKNJ8Ygolk5lZEhlhiok1OJROCs/zyKmld1JzLmvNwValX8ziKcAKnUAUHbqAO99CAJhB4gmd4hTdrbL1Y79bHorVg5TPH8 AfW5w+i4ZFG</latexit>
g(p0   p1)
<latexit sha1_base64="rze 0vI+18cVQBFNBKauaNmL9U+4=">AAAB83icbVBNSwMxEJ2tX7V +VT16CVahHiy7VdBjwYvHCvYD2mXJptk2NJsNSVYoS/+GFw+Ke PXPePPfmLZ70NYHA4/3ZpiZF0rOtHHdb6ewtr6xuVXcLu3s7u 0flA+P2jpJFaEtkvBEdUOsKWeCtgwznHalojgOOe2E47uZ33mi SrNEPJqJpH6Mh4JFjGBjpf6wKgMXXSIZeBdBueLW3DnQKvFyUo EczaD81R8kJI2pMIRjrXueK42fYWUY4XRa6qeaSkzGeEh7lgo cU+1n85un6NwqAxQlypYwaK7+nshwrPUkDm1njM1IL3sz8T+vl 5ro1s+YkKmhgiwWRSlHJkGzANCAKUoMn1iCiWL2VkRGWGFibE wlG4K3/PIqaddr3lXNe7iuNM7yOIpwAqdQBQ9uoAH30IQWEJDw DK/w5qTOi/PufCxaC04+cwx/4Hz+AJQIj/s=</latexit>
g(p0   p2)
<latexit sha1_base64="LBh 1ef3FiKr4LcHozYj2IZ8H8ss=">AAAB83icbVBNSwMxEJ2tX7V +VT16CVahHiy7VdBjwYvHCvYD2mXJptk2NJsNSVYoS/+GFw+Ke PXPePPfmLZ70NYHA4/3ZpiZF0rOtHHdb6ewtr6xuVXcLu3s7u 0flA+P2jpJFaEtkvBEdUOsKWeCtgwznHalojgOOe2E47uZ33mi SrNEPJqJpH6Mh4JFjGBjpf6wKgMXXSIZ1C+CcsWtuXOgVeLlpA I5mkH5qz9ISBpTYQjHWvc8Vxo/w8owwum01E81lZiM8ZD2LBU 4ptrP5jdP0blVBihKlC1h0Fz9PZHhWOtJHNrOGJuRXvZm4n9eL zXRrZ8xIVNDBVksilKOTIJmAaABU5QYPrEEE8XsrYiMsMLE2J hKNgRv+eVV0q7XvKua93BdaZzlcRThBE6hCh7cQAPuoQktICDh GV7hzUmdF+fd+Vi0Fpx85hj+wPn8AZWNj/w=</latexit>
g(p0   p3)
<latexit sha1 _base64="sQ1qjFS1wsKQmEKQ NbQKhKWWpOo=">AAAB83icbVB NSwMxEJ2tX7V+VT16CVahHiy 7VtBjwYvHCvYD2mXJptk2NJsN SVYoS/+GFw+KePXPePPfmLZ70 NYHA4/3ZpiZF0rOtHHdb6ewtr 6xuVXcLu3s7u0flA+P2jpJFaE tkvBEdUOsKWeCtgwznHalojg OOe2E47uZ33miSrNEPJqJpH6M h4JFjGBjpf6wKgMXXSIZ1C+Cc sWtuXOgVeLlpAI5mkH5qz9ISB pTYQjHWvc8Vxo/w8owwum01E8 1lZiM8ZD2LBU4ptrP5jdP0blV BihKlC1h0Fz9PZHhWOtJHNrO GJuRXvZm4n9eLzXRrZ8xIVNDB VksilKOTIJmAaABU5QYPrEEE8 XsrYiMsMLE2JhKNgRv+eVV0r6 qefWa93BdaZzlcRThBE6hCh7c QAPuoQktICDhGV7hzUmdF+fd+ Vi0Fpx85hj+wPn8AZcSj/0=< /latexit>
g(p0   p2)
<latexit sha1_base64="LBh1ef3FiKr4LcHozYj2IZ8H8ss= ">AAAB83icbVBNSwMxEJ2tX7V+VT16CVahHiy7VdBjwYvHCvYD2mXJptk2NJsNSVYoS/+GFw+KePXPePPfmLZ70NYHA4/3ZpiZF 0rOtHHdb6ewtr6xuVXcLu3s7u0flA+P2jpJFaEtkvBEdUOsKWeCtgwznHalojgOOe2E47uZ33miSrNEPJqJpH6Mh4JFjGBjpf6wK gMXXSIZ1C+CcsWtuXOgVeLlpAI5mkH5qz9ISBpTYQjHWvc8Vxo/w8owwum01E81lZiM8ZD2LBU4ptrP5jdP0blVBihKlC1h0Fz9 PZHhWOtJHNrOGJuRXvZm4n9eLzXRrZ8xIVNDBVksilKOTIJmAaABU5QYPrEEE8XsrYiMsMLE2JhKNgRv+eVV0q7XvKua93BdaZz lcRThBE6hCh7cQAPuoQktICDhGV7hzUmdF+fd+Vi0Fpx85hj+wPn8AZWNj/w=</latexit>
g(p0   p4)
<latexit sha1_base64="4mNca0k8UJsueLD9IecMjq3MFtY= ">AAAB83icbVBNSwMxEJ2tX7V+VT16CVahHiy7WtBjwYvHCvYD2mXJptk2NJsNSVYoS/+GFw+KePXPePPfmLZ70NYHA4/3ZpiZF 0rOtHHdb6ewtr6xuVXcLu3s7u0flA+P2jpJFaEtkvBEdUOsKWeCtgwznHalojgOOe2E47uZ33miSrNEPJqJpH6Mh4JFjGBjpf6wK gMXXSIZ1C+CcsWtuXOgVeLlpAI5mkH5qz9ISBpTYQjHWvc8Vxo/w8owwum01E81lZiM8ZD2LBU4ptrP5jdP0blVBihKlC1h0Fz9 PZHhWOtJHNrOGJuRXvZm4n9eLzXRrZ8xIVNDBVksilKOTIJmAaABU5QYPrEEE8XsrYiMsMLE2JhKNgRv+eVV0r6qedc176FeaZz lcRThBE6hCh7cQAPuoQktICDhGV7hzUmdF+fd+Vi0Fpx85hj+wPn8AZiXj/4=</latexit>g(p0   p6)
<latexit sha1_base64="jHlzoPruqUAxhqzq8K5mHMfzwXY= ">AAAB83icbVBNSwMxEJ2tX7V+VT16CVahHiy7Kuqx4MVjBfsB7bJk02wbms2GJCuUpX/DiwdFvPpnvPlvTNs9aOuDgcd7M8zMC yVn2rjut1NYWV1b3yhulra2d3b3yvsHLZ2kitAmSXiiOiHWlDNBm4YZTjtSURyHnLbD0d3Ubz9RpVkiHs1YUj/GA8EiRrCxUm9Ql YGLzpEMrs+CcsWtuTOgZeLlpAI5GkH5q9dPSBpTYQjHWnc9Vxo/w8owwumk1Es1lZiM8IB2LRU4ptrPZjdP0KlV+ihKlC1h0Ez9 PZHhWOtxHNrOGJuhXvSm4n9eNzXRrZ8xIVNDBZkvilKOTIKmAaA+U5QYPrYEE8XsrYgMscLE2JhKNgRv8eVl0rqoeZc17+GqUj/ J4yjCERxDFTy4gTrcQwOaQEDCM7zCm5M6L8678zFvLTj5zCH8gfP5A5uhkAA=</latexit>
k = 3
<latexit sha1_base64="oE4 NxUhQy2UCBJ/eXErmAVq6ZmE=">AAAB7HicbVBNS8NAEJ3Ur1q /qh69LBahp5JYQS9CwYvHCqYttKFstpN26WYTdjdCKf0NXjwo4 tUf5M1/47bNQVsfDDzem2FmXpgKro3rfjuFjc2t7Z3ibmlv/+ DwqHx80tJJphj6LBGJ6oRUo+ASfcONwE6qkMahwHY4vpv77SdU mify0UxSDGI6lDzijBor+WNyS+r9csWtuQuQdeLlpAI5mv3yV2 +QsCxGaZigWnc9NzXBlCrDmcBZqZdpTCkb0yF2LZU0Rh1MF8f OyIVVBiRKlC1pyEL9PTGlsdaTOLSdMTUjverNxf+8bmaim2DKZ ZoZlGy5KMoEMQmZf04GXCEzYmIJZYrbWwkbUUWZsfmUbAje6s vrpHVZ8+o17+Gq0qjmcRThDM6hCh5cQwPuoQk+MODwDK/w5kjn xXl3PpatBSefOYU/cD5/AGzPjbA=</latexit>
k0 = 3 · d with d = 2
<latexit sha1_base64="0vXX1SBkhAclY51edfOfFf9Ojak= ">AAACC3icbVC7TgJBFJ3FF+ILtbSZQIxUZBdMtCEhsbHERB4JbMjs7AATZmc3M3dVsqG38VdsLDTG1h+w82+cBQoFT3KTM+fcm 7n3eJHgGmz728qsrW9sbmW3czu7e/sH+cOjlg5jRVmThiJUHY9oJrhkTeAgWCdSjASeYG1vfJX67TumNA/lLUwi5gZkKPmAUwJG6 ucL4zNcw9Ue9UPAPu4Be4AE33MY4al513Al188X7bI9A14lzoIU0QKNfv6r54c0DpgEKojWXceOwE2IAk4Fm+Z6sWYRoWMyZF1D JQmYdpPZLVN8ahQfD0JlSgKeqb8nEhJoPQk80xkQGOllLxX/87oxDC7dhMsoBibp/KNBLDCEOA0G+1wxCmJiCKGKm10xHRFFKJj 40hCc5ZNXSatSdqpl5+a8WC8t4siiE1RAJeSgC1RH16iBmoiiR/SMXtGb9WS9WO/Wx7w1Yy1mjtEfWJ8/nlWYJg==</latexit>
d
is
ta
n
ce
to
p
0
<latexit sha1_base64="DPiCvLcIJ31XUhpWuj99lDPPh/U=">AAAB/3icbVA9SwNBEN2LXzF+nQo2NotBSBXuVNAyYGMZwXxAEsLeZpIs2ds7dufEcKbwr9hYKGLr37Dz37iXpNDEBwOP92aYmRfEUhj0vG8nt7K6tr6R3yxsbe/s7rn7B3UTJZpDjUcy0s2AGZBCQQ0FSmjGGlgYSGgEo+vMb9yDNiJSdziOoROygRJ9wRlaqesetREeMO3ZTUxxoBjRSdz1um7RK3tT0GXiz0mRzFHtul/tXsSTEBRyyYxp+V6MnZRpFFzCpNBODMSMj9gAWpYqFoLppNP7J/TUKj3aj7QthXSq/p5IWWjMOAxsZ8hwaBa9TPzPayXYv+qkQsUJguKzRf1EZl9mYdCe0MBRji1hXAt7K+VDphlHG1nBhuAvvrxM6mdl/7zs314UK6V5HHlyTE5IifjkklTIDamSGuHkkTyTV/LmPDkvzrvzMWvNOfOZQ/IHzucP9VSV9g==</latexit> d
is
ta
n
ce
to
p
0
<latexit sha1_base64="DPiCvLcIJ31XUhpWuj99lDPPh/U=">AAAB/3icbVA9SwNBEN2LXzF+nQo2NotBSBXuVNAyYGMZwXxAEsLeZpIs2ds7dufEcKbwr9hYKGLr37Dz37iXpNDEBwOP92aYmRfEUhj0vG8nt7K6tr6R3yxsbe/s7rn7B3UTJZpDjUcy0s2AGZBCQQ0FSmjGGlgYSGgEo+vMb9yDNiJSdziOoROygRJ9wRlaqesetREeMO3ZTUxxoBjRSdz1um7RK3tT0GXiz0mRzFHtul/tXsSTEBRyyYxp+V6MnZRpFFzCpNBODMSMj9gAWpYqFoLppNP7J/TUKj3aj7QthXSq/p5IWWjMOAxsZ8hwaBa9TPzPayXYv+qkQsUJguKzRf1EZl9mYdCe0MBRji1hXAt7K+VDphlHG1nBhuAvvrxM6mdl/7zs314UK6V5HHlyTE5IifjkklTIDamSGuHkkTyTV/LmPDkvzrvzMWvNOfOZQ/IHzucP9VSV9g==</latexit>
k Nearest Neighbors
<latexit sha1_base64="z6J T5C5mYtEdf1GhgytjZD493SY=">AAACBHicbVC7SgNBFJ31GeN r1TLNYBBShV0VtAzYWEkE84BkCbOTu8mQ2Qczd8WwpLDxV2wsF LH1I+z8GyfJFpp44HIP59zLzD1+IoVGx/m2VlbX1jc2C1vF7Z 3dvX374LCp41RxaPBYxqrtMw1SRNBAgRLaiQIW+hJa/uhq6rfu QWkRR3c4TsAL2SASgeAMjdSzSyPaRXjAjN4AU6DRdDEY+rHSk5 5ddqrODHSZuDkpkxz1nv3V7cc8DSFCLpnWHddJ0MuYQsElTIr dVEPC+IgNoGNoxELQXjY7YkJPjNKnQaxMRUhn6u+NjIVaj0PfT IYMh3rRm4r/eZ0Ug0svE1GSIkR8/lCQSooxnSZC+0IBRzk2hH ElzF8pHzLFOJrciiYEd/HkZdI8rbpnVff2vFyr5HEUSIkckwpx yQWpkWtSJw3CySN5Jq/kzXqyXqx362M+umLlO0fkD6zPH5L0l/ k=</latexit>
Dilated
<latexit sha1_base64="wDe2CBMivorrMoy3NJ5ce7lZFHY=">AAAB9XicbVDLSgNBEJyNrxhfUY9eBoOQU9hVQY8BPXiMYB6Q rGF2tjcZMvtgplcNS/7DiwdFvPov3vwbJ8keNLGgoajqprvLS6TQaNvfVmFldW19o7hZ2tre2d0r7x+0dJwqDk0ey1h1PKZBigiaKFBCJ1HAQk9C2xtdTf32Aygt4ugOxwm4IRtEIhCcoZHuewhPmF0LyRD8Sb9csWv2DHSZODmpkByNfvmr58c8DSFCLpnWXcdO0M 2YQsElTEq9VEPC+IgNoGtoxELQbja7ekJPjOLTIFamIqQz9fdExkKtx6FnOkOGQ73oTcX/vG6KwaWbiShJESI+XxSkkmJMpxFQXyjgKMeGMK6EuZXyIVOMowmqZEJwFl9eJq3TmnNWc27PK/VqHkeRHJFjUiUOuSB1ckMapEk4UeSZvJI369F6sd6tj3lrwcpnDskfW J8//xSSvw==</latexit>
k Nearest Neighbors
<latexit sha1_base64="z6JT5C5mYtEdf1GhgytjZD493SY= ">AAACBHicbVC7SgNBFJ31GeNr1TLNYBBShV0VtAzYWEkE84BkCbOTu8mQ2Qczd8WwpLDxV2wsFLH1I+z8GyfJFpp44HIP59zLz D1+IoVGx/m2VlbX1jc2C1vF7Z3dvX374LCp41RxaPBYxqrtMw1SRNBAgRLaiQIW+hJa/uhq6rfuQWkRR3c4TsAL2SASgeAMjdSzS yPaRXjAjN4AU6DRdDEY+rHSk55ddqrODHSZuDkpkxz1nv3V7cc8DSFCLpnWHddJ0MuYQsElTIrdVEPC+IgNoGNoxELQXjY7YkJP jNKnQaxMRUhn6u+NjIVaj0PfTIYMh3rRm4r/eZ0Ug0svE1GSIkR8/lCQSooxnSZC+0IBRzk2hHElzF8pHzLFOJrciiYEd/HkZdI 8rbpnVff2vFyr5HEUSIkckwpxyQWpkWtSJw3CySN5Jq/kzXqyXqx362M+umLlO0fkD6zPH5L0l/k=</latexit>
Point Convolutions Dilated Point Convolutions
Fig. 2. (Left) Point Convolutions. Schematic illustration of point convolutions. The continuous feature function f(·) assigns a feature value to continuous
point positions p. (Right) Dilated Point Convolutions. We propose dilated point convolutions as an elegant mechanism to significantly increase the receptive
field of point convolutions resulting in a notable boost in performance at almost no additional computational cost (see Table IV). Instead of computing
the kernel weights g(·) over the k nearest neighbors, we propose to compute the kernel weights over a dilated neighborhood obtained by computing the
sorted k · d nearest neighbors and preserving only every d-th point.
II. RELATED WORK
2D Projection Representation. Qi et al. [19] and Boulch
et al. [2] project 3D point clouds into 2D representations,
then apply 2D convolutional networks and finally fuse the
results back into 3D space. These type of projections do not
make use of the underlying geometric structure as they only
operate on the projected appearance of the point clouds.
3D Volumetric Grid Representation. Maturana and
Scherer [16] and Song et al. [28] voxelize point clouds into
regular volumetric grids and apply 3D convolutions. These
approaches are constrained by the fixed resolution of the
3D grid. Coarse grids lead to loss of detail and fine ones
suffer from high memory and computational costs. The use of
octrees [21] and kd-trees [10] offer improved grid resolutions.
Recently, Graham et al. [7] offered a speed- and memory-
efficient approach for sparse 3D convolutions which are
applied only on occupied voxels. However, voxelized point
clouds can still be problematic if adjacent points are far apart,
which can hinder information flow.
3D Feature Learning on Point Sets. Numerous methods
operate directly on 3D point clouds [18], [25], [26], [27].
They follow-up on the seminal work of PointNet [18] which
applies point-wise multi-layer-perceptrons (MLP) followed
by max-pooling over all points to extract a global point
cloud descriptor but fails to capture local structure. Local
structure is implicitly considered in 2D images and 3D
voxels by using spatial grids. Filters that incorporate the
information of the neighboring points in the grid are then
learned. Numerous methods rely on similar types of spatial
neighborhoods in an unstructured point cloud: Hua et al. [9]
compute nearest neighbors on the fly and bin them into
spatial cells before using fully convolutional networks. Lan-
drieu and Boussaha [11] compute neighborhoods by over-
segmenting 3D point clouds into superpoints. However, the
most popular method used by [6], [14], [20], [26], [27]
consists in computing the k nearest neighbors (KNN) of
every point to represent its neighborhood. EdgeConvs [26]
establish this neighborhood on the feature space while
PointConv [27], PointNet++ [20] and PointCNN [14] use the
spatial coordinates. Engelmann et al. [6] use KNN in the
feature space and k-means in the world coordinate system to
create neighborhoods.
Receptive Field Analysis. Few works systematically study
the influence of receptive fields on 2D image CNNs [15],
[17]. In general, deeper networks which stack multiple layers
of 2D convolutions have proven to work better [22], [23].
Dilated convolutions [30], previously introduced as atrous
convolutions [3], used in 2D image semantic segmentation,
allow to efficiently enlarge the receptive field of filters to
incorporate larger context without increasing the number of
model parameters. In this work, we propose a simple yet
effective dilation mechanism for 3D point convolutions.
III. APPROACH
In this section, we formally define point convolutions and
examine the importance of a large receptive field size in the
context of 3D point cloud processing. We revisit existing
strategies to increase the receptive field. Then, we propose
our main contribution dilated point convolutions, an elegant
yet easy technique to significantly increase the receptive field
size of point convolutional networks.
A. Point Convolutions
Point convolutions can be formulated using the general
definition of continuous convolutions in a D-dimensional
space. Continuous convolutions are defined as(
f ∗ g)(pi) = ∫ +∞
−∞
f(pj) g(pi − pj) dpj , (1)
where  is the Hadamard-product of the continuous feature
function f : RD → RF assigning a feature-vector f(pj) ∈
RF to each position pj ∈ RD, and the continuous kernel
function g : RD → RF mapping a relative position to
a kernel weight. In the case of 3D point clouds, we have
D = 3 and the feature vector could for example contain the
point position, color, and normal such that f(p) ∈ R9 , see
Figure 2. In most practical applications, e.g. reconstructed
3D point clouds, the feature function f is not fully known
since only a limited number N of point positions pn are
observed or even occupied. Using Monte-Carlo integration,
the continuous convolution can then be approximated as
(
f ∗ g)(pi) ≈ 1
N
N∑
n=1
f(pn) g(pi − pn), (2)
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Fig. 3. Our model is built from a sequence of point convolutional layers (PointConv, Section III-C). Fully connected layers are denoted by FC. The
bottom output branch  is used for the experiments on semantic segmentation. The top output branch  is used for object classification. Each task is
supervised using a cross-entropy loss, with either K semantic classes for semantic segmentation or C object classes for the object classification task.
where recent methods implement the kernel function g(·)
as a learned parametric function based on a multi-layer
perceptron (MLP)
g(p; θ) = MLP(p ; θ), (3)
where p is the relative position between two points and θ is a
set of learned parameters. In order to extract high-frequency
signals it is important to define localized kernels [31]. In
2D image CNNs, this is implemented by e.g. 3× 3 or 5× 5
pixel kernels. For point convolutions, this effect is achieved
by limiting the cardinality of the local kernel support, i.e. by
defining a local neighborhood Ni around each point pi(
f ∗ g)(pi) ≈ 1|Ni| ∑
pk∈Ni
f(pk) g(pi − pk). (4)
The above definition of continuous convolutions is used
in Wang et al. [25] and PointConv [27] which additionally
proposes to weight the kernel function using the inverse
local density to compensate for the non-uniform distribution
of point samples. In SpiderCNN, Xu et al. [29] propose to
replace the MLP by a combination of step functions and
Taylor expansions to capture rich spatial information. A
broader interpretation of continuous convolutions is used in
EdgeConv [26], where the kernel function g(·) is not only
defined over relative positions but also over the difference
of learned point features. Independent of the concrete im-
plementation, all previously mentioned methods, including
PointCNN [14], rely on k nearest neighbors (KNN) to define
a local neighborhood N resulting in local kernels. Next, after
looking at the receptive field size, we use KNN neighbor-
hoods to define dilated point convolutions.
B. Receptive Field Size.
A large receptive field is directly related to the perfor-
mance of point convolutional networks (Section IV). Thus
our goal is to increase the size of the receptive field. The
receptive field (or field of view) of a neural unit within a deep
network describes the region of the input point cloud that
influences the output of that particular unit. In the context
of 3D semantic segmentation, where the task is to assign a
semantic label to each point in a given point cloud, the final
decision on the label for a particular point is influenced only
by those points which lie inside the receptive field of that
particular point. All other points outside the receptive field
do not contribute to the decision, see Figure 4. It is thus
essential to design architectures with receptive fields large
enough to cover the necessary context for each point.
A common approach to increase the receptive field size,
similar to 2D architectures, consists in stacking multiple
(point) convolutional layers. EdgeConvs [26] stack 3 convo-
lutional layers, SpiderCNN [29] use 4 layers and PCCN [25]
use 8. Here, we compare 3, 5 and 7 layers, see Table III.
Increasing the kernel size of the convolution is another
popular technique. In the setup of point convolutions this
effect is achieved by selecting a larger number k of nearest
neighbors. Note, however, that this does not increase the
number of model parameters since the kernel weights are
computed over relative point positions using the parametric
kernel function g(·), see Table III. This is in stark contrast
to convolutions defined over discrete grid positions (e.g. 2D
image CNN) where a larger kernel increases the number of
model parameters.
C. Dilated Point Convolutions.
Using the previously mentioned approaches, the receptive
field size still remains limited, see top 3 rows in Figure 4.
Therefore, we propose dilated point convolutions (DPC) as
an elegant yet efficient mechanism to increase the receptive
field size. DPCs are equal to point convolutions (PC), how-
ever, they differ in the way they select neighboring points:
While PCs directly use the k nearest neighbors, DPCs first
compute the k ·d nearest neighbors and then select every d-th
neighbor, see Figure 2 (right). Note that for d= 1, DPCs are
identical to PCs. The dilation causes a significantly increased
receptive field size (see Figure 4). However, the number
of parameters remains unchanged. The larger number k · d
of neighbors that needs to be computed adds a sublinear
computational overhead. See Table IV. Another positive
aspect about DPC is that they can directly be added – with
minimal modifications – to most existing point convolutional
networks, if the local kernel neighborhood N originates from
a nearest neighbor search.
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Fig. 4. Receptive field visualized in blue for different network architectures using an increasing number of Point Convolutions (columns) and increasing
kernel sizes (rows) based on the number of nearest neighbors k and dilation factor d. The receptive field sizes of point convolutions without dilation
(d = 1) are substantially smaller. However, for large dilations, e.g. d = 16 the receptive field is sparse in early stages of the deep network (bottom left).
Point Cloud Ground Truth Our Predictions Error
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Fig. 5. Results of our method on ScanNet v2 dataset [4] validation. Left to right: Input RGB point cloud, semantic segmentation ground truth, semantic
segmentation prediction and the error where green shows correct predictions, red shows wrong predictions and white indicates unlabeled ground truth.
IV. EXPERIMENTS
Model Architecture. In all our experiments, we use a
deep convolutional model as depicted in Figure 3. The
main branch (shown in green) consists of stacked (dilated)
point convolutions. The k nearest neighbors (KNN) for each
point are computed on-the-fly. The final point features are
concatenated with global features obtained by max-pooling
over the concatenated point features at different depth-levels.
A. 3D Semantic Segmentation
Task and Metrics. The goal is to predict a semantic label
for each point in a given point cloud. This task is especially
well-suited to analyze the effectiveness of larger receptive
fields, since the label of each point is only influenced by
points in its receptive field. We adopt the commonly used
metrics: mean intersection over union (mIoU), mean class
accuracy (mAcc), and overall accuracy (oAcc).
Datasets. We evaluate on two datasets: (1) Stanford Large-
Scale 3D Indoor Spaces (S3DIS) [1] contains dense 3D point
clouds from 6 large-scale indoor areas, consisting of 271
rooms from 3 different buildings. The points are annotated
with 13 semantic classes. We use the common train/test split,
which trains on all areas except Area 5 which we keep for
testing [1], [24], [25]. (2) ScanNet v2 [4] contains 3D scans of
a wide variety of indoor scenes, including apartments, hotels,
conference rooms and offices. The dataset contains 20 valid
semantic classes. We use the public training, validation and
test split of 1201, 312 and 100 scans, respectively.
Training Details. We train our networks using the Adam
optimizer and exponential-decay learning-rate scheduling.
During training we randomly sample 4092 points from
crops of 3 m side length. This differs from most concurrent
methods which train on 1 m or 1.5 m crops. Since our model
has a much larger receptive field it can learn to make use of
this additional context. In general, small training crops could
hinder the network to learn from larger context as soon as
the size of the receptive field exceeds the size of the training
crops. Points are sampled without replacement and we use
zero-padding if there are less than 4092 points.
Results and Discussion We report scores of our best
performing models on the ScanNet v2 dataset [4] and the
S3DIS dataset [1] in Table I. Our dilated point convolutional
model is able to outperform other recent KNN-based point
convolutional networks by a significant margin on S3DIS,
TABLE I
3D SEMANTIC SEGMENTATION ON S3DIS (A5) AND SCANNET V2.
Method mIoU mAcc oAcc
S3
D
IS
A
re
a
5
PointNet [18] 41.1 49.0 -
KWYND [6] 52.2 59.1 84.2
PointCNN [14] 57.3 63.9 85.9
SPG [12] 58.0 66.5 86.4
PCNN [25] 58.3 67.0 -
DPC (Ours) 61.28 68.38 86.78
Sc
an
N
et DPC (Val-set) 59.52 67.21 85.95
DPC (Test-set) 59.2 - -
TABLE II
OBJECT CLASSIFICATION SCORES ON MODELNET40
Method # Points oAcc mAcc
PointNet[18] 1k 89.2 86.2
PointNet++(with normals)[20] 5k 91.9 -
Kd-Net[10] 32k 91.8 88.5
EdgeConv[26] 1k 92.2 90.2
SO-Net(with normals)[13] 5k 92.4 90.8
SpiderCNN(with normals)[29] 1k 92.4 -
DPC (Ours) with normals 4k 93.1 91.4
and provides competitive scores on ScanNet, specifically
among point convolutional approaches. In Figure 5, we show
qualitative results on the ScanNet validation dataset. We
highlight wrong predictions in red (see right-most column).
B. 3D Object Classification
Dataset. ModelNet40 consists of CAD models that belong
to one of 40 different categories. We use the official split of
9843 shapes for training and 2468 for testing, as in [20].
We randomly sample 4,000 points from the 3D model of
an object. The input features are the 3D coordinates and
the surface normals (6 input channels in total). Comparison.
Table II shows the comparison between our method and prior
methods. We report overall classification accuracy (oAcc)
and mean classification accuracy (mAcc). Next, we present
an ablation study of all model hyper-parameters.
C. Ablation Study
We perform an ablation study on the previously intro-
duced mechanisms for increasing the receptive field size.
The hyper-parameters that we analyze in particular are the
number of point convolutional layers, the nearest neighbors
k and the dilation factor d. The main results are presented in
Table III and Table IV. The ablation studies are performed
on Area 5 of the S3DIS dataset [1]. In the following, we
discuss the influence of the individual parameters.
Depth and Number of Neighbors k (Table III). By in-
creasing the number of convolutional layers, we can build
deeper networks. Similar to discrete convolutions, deep point
convolutional networks perform better than shallow ones.
TABLE III
ABLATION STUDY: STACKING POINT CONVOLUTIONS AND VARYING
KERNEL SIZE k. DATASET: S3DIS AREA 5.
Number of Number of Time per Number of
PointConvs Neighbors k Forward-Pass Parameters mIoU mAcc
3 5 12.10 ms 402 · 103 50.04 57.42
3 10 13.64 ms 402 · 103 50.98 58.16
3 20 17.65 ms 402 · 103 52.25 60.83
5 5 14.53 ms 625 · 103 52.69 58.87
5 10 17.12 ms 625 · 103 52.91 59.57
5 20 23.35 ms 625 · 103 53.27 60.15
7 5 16.99 ms 880 · 103 52.93 59.87
7 10 20.68 ms 880 · 103 53.57 60.92
7 20 29.38 ms 880 · 103 53.93 61.73
TABLE IV
ABLATION STUDY: DILATED POINT CONVOLUTIONS. VARYING
DILATION FACTORS d. DATASET: S3DIS AREA 5.
Number of Number of Time per Number of Dilation
PointConvs Neighbors k Forward-Pass Parameters d mIoU mAcc
7 20 29.38 ms 880 · 103 1 53.93 61.73
7 20 31.57 ms 880 · 103 2 55.83 61.76
7 20 35.36 ms 880 · 103 8 61.28 68.38
7 20 51.65 ms 880 · 103 16 58.79 65.84
Equally, the performance increases with the number of neigh-
bors. However, increasing the number of neighbors increases
the computational cost, resulting in slower inference times.
Furthermore, increasing the number of convolutions leads to
additional memory consumption.
Dilation Factor d (Table IV). Dilated Point Convolutions
are an efficient tool to rapidly increase the receptive field
of convolutions. Using dilation, the receptive field can be
increased significantly (Figure 4) at constant memory re-
quirements and a marginal increment in processing time.
The improved performance on the semantic segmentation
task shows that indeed a larger receptive field is important.
However, the rapidly increasing receptive field resulting
in large receptive fields in later layers is also responsible
for sparsely sampled neighborhoods in earlier layers. We
assume that this makes it harder for the network to learn
high-frequency or local features. In future work, it could
be interesting to investigate deep convolutional networks
using Dilated Point Convolutions with a dilation rate d that
increases with the depth of the network. Intuitively, such a
network could learn localized signals in the earlier stages
and higher level information at later stages.
Model Size. Note that, since the kernel function g(p) is
defined over relative point positions p, the number of train-
able parameters is independent of the number of neighbors
k (and hence the dilation factor d). As such, increasing the
number of neighbors k (or the dilation factor d) increases
the receptive field without increasing the model size.
V. CONCLUSION
In this work, we reviewed several mechanisms to increase
the receptive field size of 3D point convolutions. We an-
alyzed and compared different network architectures based
on the receptive field size which we showed to be directly
related to the performance of point convolutional networks.
Specifically, we have proposed dilated point convolutions
as an elegant and efficient technique to significantly in-
crease the receptive field size of point convolutions. As
a result, we were able to report solid improvements over
well-known baseline methods for 3D semantic segmentation
and 3D object classification. More importantly, our dilation
mechanism can easily be integrated into most existing point
convolutional networks. We hope these insights enable the
research community to develop better performing models.
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