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ABSTRACT. We introduce a time-implicite Voronoi box based finite volume dis-
cretization for the initial-boundary value problem of a scalar nonlinear viscous con-
servation law in a one, two- or threedimensional domain. Using notations from
the theory of explicit finite volume methods for hyperbolic problems and results
from the Perron-Frobenius theory of nonnegative matrices, we establish various
existence, stability and uniqueness results for the discrete problem.
The class of schemes introduced covers as well hyperbolic problems as well as
nonlinear diffusion problems.
To clarify our results, we provide numerical examples, and we show the prac-
tical relevance of our considerations with a groundwater flow example.
1. INTRODUCTION
The finite volume method is a well known tool for the discretization of partial
differential equations which model diffusion and transport phenomena. The equa-
tions describing these phenomena are often derived by a limit process which starts
from balance equations in representative elementary volumes. Finite volumes can
be seen as a way to avoid this limit process and to obtain a discrete physical model
directly. At the other hand, finite element methods focus on the approximation
properties between the discrete and the continuous physical model.
Based on these quite philosophic considerations, we can ask now which quali-
tative properties of our physical process can be carried over to the discrete model.
In our paper we will consider local and global mass conservation and maximum
principles for the time implicite Euler discretization. We will show that, provided
we choose the right way to approximate convective terms, these properties hold.
Moreover, in various cases, we are able to prove the existence of discrete solutions
and to provide L1 and L1 stability results. L1 stability and the local maximum
principle are what prevents the “wiggles” in the solution. These results are cor-
relateded with those for linear problems one finds in [GR92, Sto86]. As the basic
technical tool we use estimates obtained from the Perron-Frobenius theory of non-
negative matrices.
For the description of the discrete nonlinear operators, we generalize the flux
function based ansatz commonly used in the theory of explicit finite volume
schemes for hyperbolic conservation laws [Kro¨97].
Within this paper, we use a Voronoi box based vertex centered finite volume
method, also called covolume or control volume method [Mac53, Hei87, GG96,
BW93, Van96, J.B98]. Other choices are possible, we only mention here midpoint
box based vertex centered finite volume methods [FKTT97] and cell centered meth-
ods [EGH97a, EGH97b].
The paper is organized as follows. In section 2, we state the boundary value
problem considered. Section 3 is devoted to the description of the triangulation
of the computational domain and the construction of the Voronoi boxes. Further
we describe the constraints to the triangulation necessary for the definition of our
finite volume scheme in section 4. Together with this definition, section 4 describes
two ways to write the discretization schemes in operator form which give rise to re-
sults based either on L1 or on L1 estimates. These stability, existence and unique-
ness results are stated section 5. Section 6 describes how our results recover the
well known theory in the linear case. Further, we discuss nonlinear diffusion and
nonlinear hyperbolic problems and provide one-dimensional numerical examples
for these equations which illustrate our findings. At the end of section 6 we show
the practical relevance of our considerations for a groundwater flow example from
[FK97]. For the convenience of the reader, the appendix contains necessary results
from linear algebra, and summarizes the results of [Fuh98a].
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2. THE PROBLEM CLASS CONSIDERED
Let [0; T ]withT > 0 be a finite time interval and
  Rd (d = 1 : : :3) a polygonal
domain. We assume that 
 is partitioned into subdomains which represent several
materials m 2M such that 
 =
S
m2M


m.
Assume further, that   = @
 =  
N
[  
E
[  
D
.
Consider the following initial boundary value problem:
2.1. Problem. Find a function u(x; t) : 
 [0; T ]! R such that
@
t
b(x; u) +r  j(x; u) = 0
j(x; u) =  k(x; u)ru+ q(x; u)
(2.2)
with homogeneous Neumann (no flow) boundary conditions on  
N
,
j(u)  n = 0;(2.3)
natural (equilibrium flow) boundary conditions on  
E
,
j(u) n = q(u)  n;(2.4)
Dirichlet boundary conditions on  
D
,
uj
 
= u
D
;(2.5)
and the initial value u(x; 0) = u
0
(x) in 
.
We assume that the dependency of the constitutive relationships on the space
variable can be written as follows: b(x; u) = bm(u), k(x; u) = km(u) and q(x; u) =
q
m
(u) on 
m, m 2 M. In this sense we could speak about coefficient jumps within
the problem.
3. VORONOI TESSELATIONS
Simplicial partitions of heterogeneous domains. Let be a cell complex consisting
of abstract cells of dimensions 0; : : : ; d. More precisely, it consists of
 N = N (), the set of nodes – abstract cells of dimension 0
 E = E(), the set of edges – abstract cells of dimension 1
 F = F(), the set of faces – abstract cells of codimension 1
 C = C(), the set of cells – abstract cells of codimension 0
The codimension is defined as the difference between the space dimension and
the dimension of an object. In dimensions less than three, some of the sets conicide
in a natural way, namely, for d = 1, N () = F() and C() = E(), and for d = 2,
E() = F().
We assume that the cells of  describe a conformal simplicial tesselation of 

[Cia78], and we suppose that each simplex belongs to exacly one subdomain 
m.
This allows us to define a mapping, called cell material
mat : C() !M;(3.1)
and we have

 =
[
2C()
; 

m
=
[
2C();mat()=m
(3.2)
We introduce the set of boundary faces by
B() = ff 2 F() : f  @
g
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For any boundary face we demand that it belongs exactly to one of of  
N
; 
E
; 
D
,
and we define
B
N
() = ff 2 F() : f   
N
g
B
E
() = ff 2 F() : f   
E
g
B
D
() = ff 2 F() : f   
D
g:
We assume a numbering of all the nodes of . Let N = jN j. In the sequal, we
simply will identify a node with its number. This corresponds to an isomorphism
between the space of piecewise linear functions on  andRN.
We have an obvious adjacency relation between different types of abstract cells,
and to each abstract cell c, we associate the neighbourhood nb
X
(c) where X is one of
N ; E ;F ; C or B.
Thus, for a node i 2 N (), nb
N
(i) = fj 2 N ()j(i; j) 2 E()g, and nb
B
(i) is the
set of boundary faces adjacent to a node i if it is situated on the boundary, or the
empty set if it is interior.
Let nb
B
E
(i) = nb
B
(i) \ B
E
be the set of faces adjacent to i corresponding to the
equilibrium boundary condition.
Further, D = N \  
D
denotes set of Dirichlet nodes, and I = N n D the set of
non-Dirichlet nodes.
Voronoi boxes and geometrical coefficients.
3.3. Definition. Let x
i
denote the vector of the coordinates of the node i 2 N . The
Voronoi box !
i
around i with respect to the point set N and domain 
 is the set
!
i
= fx 2 
 : jx  x
i
j < jx  x
j
j 8j 2 N ; j 6= ig:(3.4)
Further, we need the following data (see also figures 3.1,3.2): the interior Voronoi
box faces

ij
= !
i
\ !
j
; i 6= j;
the outward unit normal to the Voronoi box boundary
n
i
the outward unit normal to the interior Voronoi box face
n
ij
; i 6= j;
i
j
k
!
i

ik
n
ij

ij
n
f
ij
FIGURE 3.1. Voronoi box for the two-dimensional case
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the edge lengths
h
ij
= jx
i
  x
j
j; i 6= j;
the boundary Voronoi box faces corresponding to a boundary face f and a node i

if
= !
i
\ f  !
i
\ @
;
the outward unit normal to the boundary face face f
n
f
:
Further, we define
!
m
i
= !
i
\

m
; 
m
ij
= 
ij
\

m
; 
m
if
= 
if
\ @

m
:
Constraints to the triangulation. The following condition we call Delaunay prop-
erty conforming to inner and outer boundaries
3.5. Condition. For any m 2M, we demand
(i). If j!m
i
\ !
m
j
j > 0, then (i; j) 2 E
(ii). If (i; j) 2 E and !m
i
6= ;, !m
j
6= ;, then !m
i
\ !
m
j
6= ;.
In one space dimension, this property is always fulfilled. In two space dimen-
sions, this demand is equivalent to
3.6. Condition.
(i). For each interior face, the sum of the angles of the neigbouring triangles opposite to
this face is less or equal than .
(ii). Each angle opposite to an inner or outer boundary face is less or equal than =2.
3.7. Corollary.
i
k
j
ln
f
ijk
n
f
lkj
n
ik
n
ij

ij

jl
!
i
h
kl
h
jl
h
ij
h
ik
FIGURE 3.2. Intersection between Voronoi box and simplex for
the three-dimensional case.
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(i). Let i be an interior node. Then we have
[
j2nb
N
(i)

ij
= @!
i
(3.8)
X
j2nb
N
(i)
j
ij
jn
ij
= 0(3.9)
(ii). Let i be a boundary node. Then we have
[
j2nb
N
(i)

ij
+
[
f2nb
B
(i)

if
= @!
i
(3.10)
X
j2nb
N
(i)
j
ij
jn
ij
+
X
f2nb
B
(i)
j
if
jn
f
= 0(3.11)
Proof. Equations (3.9) and (3.11) are consequences of Gauss’ theorem.
4. NONLINEAR DIFFERENCE OPERATORS ON HETEROGENEOUS UNSTRUCTURED
MESHES
The difference scheme. Assume a partition of the time interval [0; T ] with mono-
tonically increasing times tn and time steps n = tn+1   tn. Let un
i
= u(x
i
; t
n
).
Equation (2.2) gives for all n and i 2 N :
0 =
t
n+1
Z
t
n
Z
!
i

@b(x; u)
@t
+r  j

d!
=
t
n+1
Z
t
n
0
@
Z
!
i
@b(x; u)
@t
d! +
Z
@!
i
j  n
i
d
1
A
d
n
i
being the unit outward normal of !
i
=
Z
!
i
 
b(x; u
n+1
)   b(x; u
n
)

d! +
+
t
n+1
Z
t
n
0
B
@
X
j2nb
N
(i)
Z

ij
j  n
ij
d +
X
f2nb
B
(i)
Z

if
j  n
f
d
1
C
A
d
=
X
m2M
Z
!
m
i
 
b
m
(u
n+1
)  b
m
(u
n
)

d! +
+
X
m2M
t
n+1
Z
t
n
0
B
@
X
j2nb
N
(i)
Z

m
ij
j  n
ij
d +
X
f2nb
B
(i)
Z

m
if
j  n
f
d
1
C
A
d
(4.1)
Now we approximate the last condition by
X
m2M
j!
m
i
j
 
b
m
(u
n+1
i
)  b
m
(u
n
i
)

+
+ 
n
X
m2M
0
@
X
j2nb
N
(i)
g
m
ij
(u
n+1
i
; u
n+1
j
) +
X
f2nb
B
E
(i)
j
m
if
jq
m
(u
n+1
i
)  n
f
1
A
= 0
(4.2)
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g
m
ij
is called the numerical flux between node i and node j. For simplicity of notation,
we assume that all coefficients gm
ij
are defined over the whole domain. If an edge
(i; j) lies outside of material m, i.e. [x
i
; x
j
] \



m
= ;, we assume gm
ij
= 0.
The approximation step includes a quadrature in space for the calculation of
the integrals over the Voronoi boxes, a quadrature in time for the calculation of
the divergence integral and a quadrature in space for the calculation of the bound-
ary integrals. Along  
N
we used the homogeneous Neumann boundary condition
(2.3), and along  
E
, we inserted the equilibrium flow boundary condition (2.4), to-
gether with certain quadrature. The Dirichlet boundary condition we will insert
algebraically below.
As mentioned above, there are various choices for the approximation of the time
integrals, we took the one which gives us a fully implicite scheme, because we are
interested in unconditional stability results.
Operator notation. We can rewrite the scheme (4.2) in operator form
B(u
n+1
)  B(u
n
) + 
n
 
A(u
n+1
) +Q
E
(u
n+1
)

= 0(4.3)
with a diagonal operatorsB andQ
E
and an operatorA admitting off diagonal non-
linearities. Let
b
i
(u
i
) =
X
m2M
j!
m
i
j
j!
i
j
b
m
(u
i
);
g
ij
(u
i
; u
j
) =
X
m2M
g
m
ij
(u
i
; u
j
):
(4.4)
Then
(B(u))
i
= j!
i
jb
i
(u
i
)
(A(u))
i
=
X
j2nb
N
(i)
g
ij
(u
i
; u
j
)
(Q
E
(u))
i
=
X
f2nb
B
E
(i)
j
m
if
jq
m
(u
i
)  n
f
(4.5)
This formulation will be the base of later considerations concerning L1 estimates.
To obtain the maximum principle and L1 estimates, we will need to rewrite the
system in the following way. Let
(Q
J
(u))
i
=
X
j2nb
N
(i)
g
ij
(u
i
; u
i
)
Q(u) = Q
E
(u) + Q
J
(u)
(4.6)
Assume that all functions g
ij
are continuously differentiable. Define
k
ij
(u
i
; u
j
) =
(
g
ij
(u
i
;u
j
) g
ij
(u
i
;u
i
)
u
i
 u
j
; u
i
6= u
j
@
2
g
ij
(u
i
; u
i
); u
i
= u
j
(4.7)
and the operatorK(u) : RN ! RN parametrized by u 2 RN by its entries
(K(u))
ij
=
8
>
<
>
>
:
 k
ij
(u
i
; u
j
); (i; j) 2 E
P
l2nb
N
(i)
k
il
(u
i
; u
l
); i = j
0; else.
(4.8)
Here, @
1
and @
2
denote the partial derivatives of with respect to the first and second
arguments, respectively.
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Then A(u) = K(u)u +Q
J
(u), and equation (4.3) is equivalent to
B(u
n+1
)  B(u
n
) + 
n
 
K(u
n+1
)u
n+1
+Q(u
n+1
)

= 0(4.9)
All the operator names introduced here we will keep throughout the rest of the
paper.
Dirichlet boundary conditions. By fixing the values in the Dirichlet boundary
nodes, we can define the Dirichlet problem algebraically in the same way as in
[Fuh98a]. The partitioning N = D [ I for any vector u induces a partitioning
u =

u
D
u
I

We write
(
B(u
n+1
)  B(u
n
) + 
n
 
A(u
n+1
) + Q
E
(u
n+1
)

= 0
uj
D
= u
d
(4.10)
for demanding
u
n+1
D
= u
d
B
I
(u
n+1
I
)  B
I
(u
n
I
) + 
n
 
A
I
(u
n+1
) + Q
EI
(u
n+1
)

= 0
where for an operatorX : R
N
! R
N
we denote by X
I
the operator defined by the
subset (X)
i
with i 2 I.
For a matrix K, we get a block structure

K
DD
K
DI
K
ID
K
II
:

We say that un is a solution of the Dirichlet problem
(
B(u
n+1
) + 
n
 
K(u
n+1
)u
n+1
+ Q(u
n+1
)

= B(u
n
)
u
n+1
j
D
= u
d
(4.11)
if
u
n+1
D
= u
d
B
I
(u
n+1
I
) +K
II
(u
n+1
)u
n+1
I
+K
ID
(u
n+1
)u
d
+ Q
I
(u
n+1
) = B
I
(u
n
I
):
(4.12)
Conditions and definitions.
4.13. Condition. We assume the following properties for the numerical fluxes (4.2)
(i). Smoothness:
g
m
ij
(u; v) 2 C
1
(RR); b
m
2 C
1
(R)(4.14)
(ii). Mass conservation:
g
m
ij
(u; v) =  g
m
ji
(v; u)(4.15)
(iii). Flux consistency:
g
m
ij
(u; u) = j
m
ij
jn
ij
 q
m
(u)(4.16)
(iv). Diffusion consistency: If q = 0 then for each pair u; v, there exists  2 [u; v] with
g
m
ij
(u; v) =
j
m
ij
j
h
ij
k
m
()(u   v)(4.17)
4.18. Remark. Conditions (4.15) and (4.16) have been taken from [Kro¨97]. The dif-
fusion consistency (4.17) is motivated by the mean value theorem for the integral
of k and naturally does not appear in the theory of hyperbolic problems. However
it fits perfectly into the framework of this theory. The smoothness properties which
are a stronger demand than in [Kro¨97] (where only Lipschitz continuity is deman-
dend) are necessary for the mean value theorem B.1 and equation (4.7).
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The name “mass conservation property” is motivated by theorem 5.4 and
4.19. Corollary. If the scheme (4.2) fulfills the conditions 4.13, we have
X
i2N
(A(u))
i
= 0(4.20)
Proof. Obviously, condition (4.15) is inherited by g
ij
from gm
ij
.
X
i2N
(A(u)
i
) =
X
i2N
X
j2nb
N
(i)
g
ij
(u
i
; u
j
)
=
X
i2N
 
X
j2nb
N
(i)
j<i
g
ij
(u
i
; u
j
) +
X
j2nb
N
(i)
j>i
g
ij
(u
i
; u
j
)

=
X
i2N
 
X
j2nb
N
(i)
j<i
g
ij
(u
i
; u
j
) +
X
j2nb
N
(i)
j>i
 g
ji
(u
j
; u
i
)

=
X
i2N
X
j2nb
N
(i)
j<i
g
ij
(u
i
; u
j
) +
X
j2N
X
i2nb
N
(j)
j<i
 g
ij
(u
i
; u
j
)
= 0
because the last summations both sum over the directed edges (i; j) 2 E with i >
j.
4.21. Definition. The scheme (4.2) is called weakly isotone if the triangulation fulfills
condition 3.5 and if for all u 2 R
N
b
0
i
(u)  0
k
ij
 0
(4.22)
4.23. Corollary. If the scheme fulfills the conditions 4.13 and is weakly isotone, then
B is an isotone diagonal mapping, and K(u) 2Z0
r
(N ) is a Z-matrix with row sum
zero continuously depending on u.
Proof. Everything follows directly from the defining equations (4.5), (4.7), (4.8).
4.24. Definition. The scheme (4.2) is called isotone if the triangulation fulfills con-
dition 3.5 and if for all u 2 RN,
b
0
i
(u)  b
 
> 0
@
1
g
ij
 0
@
2
g
ij
 0
(4.25)
4.26. Corollary. If the scheme fulfills the conditions 4.13 and is isotone, then B is
an isotone diagonal homeomorphism, and A(u) is Gaˆteaux differentiable with a
Gaˆteaux derivative A0(u) 2 Z0
c
(N ) continuously depending on u. Further, in this
case it is weakly isotone as well.
Proof. For B, this is obvious. The sign pattern of A0 is a consequence of (4.25), and
the column sum zero property comes from corollary 4.19.
If the scheme is isotone, g
ij
it is nonincreasing in the second argument and we
have (g
ij
(u; v)  g
ij
(u; u))(u  v)  0. But we have the same sign for the quotient
g
ij
(u; v)  g
ij
(u; u)
v   u
which just defines k
ij
.
4.27. Definition. A node i is called an equilibrium node with respect to the scheme
(4.2) if (Q(u))
i
= 0.
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4.28. Corollary. If the scheme (4.2) fulfills the conditions 4.13, a node is an equilib-
rium node if at least one of the following conditions are fulfilled:
(i). It belongs to the interior of some material.
(ii). It is situated at the boundary equipped with equilibrium flow boundary con-
ditions, and adjacent to only one material.
(iii). It is situated at an interior material boundary or an outer boundary with equi-
librium boundary conditions, but all convective terms qm in the adjacent ma-
terials are equal.
Proof. This is a consequence of (3.9) and (3.11).
5. PROPERTIES OF THE DISCRETIZATION
Mass conservation. Assert no flow boundary conditions on the whole boundary:
  =  
N
. Then for a solution of problem 2.1 we have
Z


r  jd! = 0(5.1)
and thus
0 =
t
n+1
Z
t
n
Z


@b(x; u)
@t
d!
=
Z


 
b(x; u
n+1
)  b(x; u
n
)

d!
(5.2)
which means global mass conservation. As we have chosen the global mass
m
n
=
X
i2N
j!
i
jb
i
(u
n
i
) = 1
T
B(u
n
)(5.3)
as an approximation to
R


b(x; u
n
)d!, we get
5.4. Theorem. With no flow boundary conditions (2.3), the scheme (4.2) with conditions
4.13 is globally mass conservative.
Proof. We have
m
n+1
 m
n
= 1
T
B(u
n+1
i
)  1
T
B(u
n
i
)
=
X
i2N
(A(u))
i
= 0
because of (4.20).
Local maximum principle. The following theorem corresponds to the main result
of [FK97], similar considerations one finds in [Fro98] and in [Sto86]. This property
is closely related to the fact that K(u) 2Z0
r
(N ).
5.5. Theorem. If the scheme (4.2) is weakly isotone, it admits a local maximum principle
in any equilibrium node i with b0
i
(u
i
) > 0 and k
ij
(u
i
; u
j
) > 0 for j 2 nb
N
(i) in the sense
that, provided, un+1 is a solution of (4.2), we have
u
n+1
i
 max(fu
n
i
g [ fu
n+1
j
g
j2nb
N
(i)
)(5.6)
Proof. We derive the result based on equation (4.9). The mean value theorem B.1
yields a nonnegative diagonal operator ~B(un+1; un) which together with (Q(u))
i
=
0 allows to rewrite the ith equation in (4.9) as
~
b
i
(u
n+1
i
; u
n
i
)(u
n+1
i
  u
n
i
) + 
n
X
j2nb
N
(i)
k
ij
(u
n+1
i
; u
n+1
j
)(u
n+1
i
  u
n+1
j
) = 0(5.7)
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Let d = ~b
i
+ 
n
P
j2nb
N
(i)
k
ij
. Then we have
u
n+1
i
=
~
b
d
u
n
i
+
X
j2nb
N
(i)

n
k
ij
d
u
n+1
j
(5.8)
with all coefficients in the right hand side being nonnegative and their sum not
greater than 1. Thus we can take the maximum at the right hand side.
5.9. Remark. From equation (5.8) we easily can derive a maximum principle in the
degenerate case b0
i
(u
i
)  0.
Existence, L1-stability, uniqueness, nonnegativity. Here, we refer to variant
(4.9) of (4.2).
5.10. Theorem. Let the scheme (4.2) be weakly isotone and fulfill the conditions 4.13.
(i). If (bm)0 > 0 and Q(u) is bounded in the L1-norm, the time step problems (4.11)
have a solution un+1.
(ii). If Q = 0, the time step problems have a solution un+1 and the scheme is uncondi-
tionally stable in the sense that
jju
n+1
jj
1
 jju
n
jj
1
 jju
0
jj
1
+ jju
d
jj
1
(5.11)
(iii). If (bm)0 > 0 and Q = 0, and if u0 and u
d
are nonnegative, then all un are nonneg-
ative
Proof. The first two parts follow directly from theorem C.1,C.5. The nonnegativity
comes from the mean value theorem which allows to rewrite (4.9) as
~
B(u
n+1
; u
n
)u
n+1
+K(u
n+1
)u
n+1
=
~
B(u
n+1
; u
n
)u
n+1
and the fact that B(un+1; un) +K(un+1) is a M-Matrix.
Existence, uniqueness, stability and dissipativity in the L1 norm. This result is
based on version (4.3) of (4.2).
5.12. Theorem. Let the scheme 4.2 be isotone.
(i). If Q
E
(u) is bounded,the time step problems (4.10) have a solution un+1.
(ii). For Dirichlet and homogeneous Neumann boundary conditions the solutions of the
time step problems (4.10) are unique.
(iii). If we assume homogeneous Neumann boundary conditions andA(B 1(0)) = 0, the
scheme (4.3) is unconditionally stable in the discrete L1-norm:
jjB(u
n+1
)jj
1
 jjB(u
n
)jj
1
 jjB(u
0
)jj
1
(5.13)
(iv). If we assume homogeneous Neumann boundary conditions, the scheme is dissipative
in the discrete L1-norm in the sense [GR92] that for any u
0
; v
0
, we have the estimate
jjB(u
n+1
)  B(v
n+1
)jj
1
 jjB(u
n
) B(v
n
)jj
1
 jjB(u
0
)  B(v
0
)jj
1
(5.14)
.
(v). For Q
E
= 0 and A(0) = 0 if u0 is nonnegative, this is valid for all un.
Proof. The first part, the stability estimateand the uniqueness statement are a direct
consequence of C.9 and C.12, respectively. For the dissipativity statement, using
the mean value theorem B.1, rewrite (4.3) as
B(u
n+1
)  B(v
n+1
) + 
n
~
A
B
(u
n+1
; v
n+1
)(B(u
n+1
)  B(v
n+1
)) = B(u
n
)  B(v
n
)
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with A
B
(u) = A(B
 1
(u)) using the identity A
B
(B(u)) = A(u) and the fact that
A
B
(u) by isotonicity ofB has the same properties as A(u). The result follows from
the equivalent equation
B(u
n+1
)  B(v
n+1
) = (I + 
n
~
A
B
)
 1
(B(u
n
)  B(v
n
)
and theorem A.9. The nonnegativity result follows from rewriting the scheme
based on the mean value theorem B.1 as
(5.15) ( ~B(un+1; un))
I
u
n+1
I
+ 
n
(
~
A(u
n+1
; 0))
II
u
n+1
I
+ 
n
(
~
A(u
n+1
; 0))
ID
u
d
= (
~
B(u
n+1
; u
n
))
I
u
n
I
and the fact that ~B(un+1; un) + n ~A(un+1; 0) is an M-Matrix.
6. EXAMPLES
For a more intuitive understanding, videos of the results in the MPEG format of
the numerical simulations can be downloaded from the web page [Fuh98b].
Linear diffusion. Regard the linear heat conduction equation
u
t
 r  (k(x)ru) = 0(6.1)
with piecewise constant heat conductivity k. Let
g
m
ij
(u; v) =
j
ij
j
h
ij
k
m
(u   v):(6.2)
For this equation, Neumann boundary conditions (2.3) and equilibrium flow
boundary conditions (2.4) coincide. (6.2) is a commonly used ansatz for the finite
volume discretization, which dates back at least to [Mac53]. In two space dimen-
sions, it is equivalent to finite elements, but in three space dimensions, this equiva-
lence does not hold. [Hac89, GG96]. The resulting scheme is isotone, and all inner
nodes are equilibrium nodes, notably those at material boundaries. Thus also in
these nodes, the maximum principle is valid.
Linear hyperbolic problems. Regard the linear transport equation
u
t
+r  (q(x)u) = 0(6.3)
with piecewise constant convection q. We regard the Engquist-Osher scheme
[EO81].
g
m
ij
(u; v) =
j
ij
j
h
ij
(q
+
ij
u  q
 
ij
v)(6.4)
where
q
m
ij
= h
ij
q
m
ij
 n
ij
(6.5)
q
m+( )
ij
=
(
q
m
ij
; q
m
ij
> (<)0
0; q
m
ij
< (>)0:
For this type of equation, the equilibrium flow boundary condition results in a max-
imum principle at the boundary nodes. We will see this illustrated in the nonlin-
ear example. The scheme is isotone, and at material boundaries we do not have a
maximum principle, which physically is quite reasonable, as we observe a “con-
gestion” of the transported “material”, when the speed of transport given by the
absolute value of q changes. In practical calculations, for this kind of problems ex-
plicit higher order finite volume schemes [Kro¨97] are preferred.
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Linear convection-diffusion problems. Regard the convection-diffusion equation
u
t
 r  (k(x)ru  q(x)u) = 0(6.6)
with piecewise constant coefficients. We can define an upwind scheme for this
problem in the following way using qm
ij
from (6.5):
g
m
ij
(u; v) =
j
ij
j
h
ij
k
m

U
 
q
m
ij
k
m

u  U
 
 
q
m
ij
k
m

v

(6.7)
If
U () =
1
2
jj  
1
2
 + 1 =
(
1  ;   0
1;  > 0;
we get the simple upwind scheme. For U () = B() with the Bernoulli function
B() =

e

  1
we get the scheme independently described by [AS55, Il’69, SG69].
In both cases, in the limit k ! 0, we get the Engquist-Osher scheme. If q is
nonzero, with respect to the maximum principle, we get similar effects as in the
purely hyperbolic case.
Nonlinear diffusion. Regard the nonlinear heat conduction equation
u
t
 r  (k(x; u)ru) = 0(6.8)
Here, we can introduce at least two schemes which fulfil the diffusion consis-
tency condition:
g
m
ij
(u; v) =
j
ij
j
h
ij
k
m
(
u+ v
2
)(u   v)(6.9)
and for km(u) = (Km(u))0,
g
m
ij
(u; v) =
j
ij
j
h
ij
(K
m
(u) K
m
(v))(6.10)
The scheme (6.10) is isotone, while (6.9) is an example for a scheme which is weakly
isotone, but not isotone. Of course, the isotonicity property is highly desirable
from the theoretical point of view - it allows us to establish uniqueness and the L1-
estimates, but in many practical cases, Km(u) is not at hand, so that we are forced
to stick to the weakly isotone variant.
As in the linear diffusion case, all inner nodes are equilibrium nodes, and noflow
(2.3) and equilibrium flow (2.4) boundary conditions coincide.
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0
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1
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0.5
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0.5
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FIGURE 6.1. Solutions of (6.11) with 1 = 2, 2 = 6, t = 0; 10k, k = 1 : : :7.
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FIGURE 6.2. Solutions of (6.11) with 1 = 6, 2 = 2, t = 0; 10k, k = 1 : : :7.
A special case of this type of equations is the porous medium equation
u
t
 r  ((x)u
(x) 1
ru) = 0(6.11)
For constant , it has a well known analytical solution with a finite support,
and numerical examples in [Fuh97a] show that this type of fully implicite schemes
is able to reproduce this property in a straightforward way. For the behaviour of
other solution schemes and an adaptive method, see [Ba¨n95].
We sove (6.11) numerically in a domain splitted into two materials: 
 = [0; 1] =


1
[ 

2 with 
1 = (0; 0:5), 
2 = (0:5; 1). It is discretized by an equidistant 100
node mesh. The initial value is
u
0
(x) =
(
0; x  0:75
0:5; x > 0:75
We use equilibrium flow boundary conditions (2.4). If not stated otherwise, these
data will be the same for also for the next example.
Figures 6.1 and 6.2 show the behaviour of the solution depending on different
combinations of the exponent. We see the finite support, and we also see the dif-
fusive behaviour. Further, there is no local maximum of the solution at the inner
boundary.
Nonlinear hyperbolic conservation laws. Regard
u
t
+r  q(x; u) = 0(6.12)
with the same domain, initial and boundary conditions as above. Here again, the
nonlinear variant of the Enguist-Osher scheme is the simplest choice to gain iso-
tonicity. In this case it takes the form
g
m
ij
(u; v) = q
m
ij
+
(u)  q
m
ij
 
(v)
with qm
ij
(u) = n
ij
 q
m
(u), qm+
ij
(u) = q
m
ij
(0) +
R
u
0
max(q
m
ij
(s); 0)ds and qm 
ij
(u) =
R
u
0
min(q
m
ij
(s); 0)ds. This scheme again is isotone, and all nodes in the interior of
the material domains and at the equilibrium flow boundary are equilibrium nodes.
A special case of this type of equations is
u
t
 r  u
(x)
= 0(6.13)
For  = 2, it coincides up to a factor with Burger’s equation.
The behaviour of the solutions is illustrated by the figures 6.3 and 6.4. We ob-
serve that at the material boundary, our equilibrium condition from definition 4.27
is violated, if we have a jump in q. The consequence is that in fact, for 1 > 2
and u < 1, we get a new local maximum. At the other hand, the equilibrium flow
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FIGURE 6.3. Solutions of (6.13) with 1 = 2, 2 = 4, t = 0:5  k, k = 0 : : :11.
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FIGURE 6.4. Solutions of (6.13) with 1 = 4, 2 = 2, t = 0:2  k, k = 0 : : :11.
boundary conditions assure that we do not get any new maxima or minima at the
boundary.
Richards Equation. This equation [Ric31] describes saturated-unsaturated fluid
transport in porous media.
@(x; u)
@t
 rK(x; u)(ru  ) = 0
Here,  is the saturation, that is the part of the pore space which is filled with the
fluid. u is the capillary pressure, that is the difference between the athmospheric
pressure and the pressure of the fluid.  is the gravity.
Main parameters for the soil are the values for the residual saturation 
r
(x), the
size of the pore space 
s
(x), and the permeabilityK
s
(x) A common heuristic ansatz
for the nonlinear functions is the van Genuchten-Mualem model [vG80] which is
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parametrized by (x) and n(x):
(x; u) = 
r
(x) + 
0
(x; u)(
s
(x)  
r
(x))
K(x; u) = K
s
(x)K
0
(x; u)
K
0
(x; u) =
8
<
:
1; u  0

1  ( u)
n 1
(u)
1 n
n

2
(u)
1 n
2n
; u  0

0
(x; u) =
(
1; u  0
(u)
1 n
n
; u  0
where
(u) = (1 + ( p))
n
As in section 2, we assume the soil parameters to be piecewise constant.
At the first glance one would try the obvious ansatz for the flux function
g
m
ij
(u; v) =
j
ij
j
h
ij
k
m
(u) + k
m
(v)
2
(u  v    n
ij
)(6.14)
If one verifies this against the considerations made so far in this paper, one recog-
nizes that this ansatz is neither isotone nor weakly isotone. The local maximum
principle is violated. So one rather should use a stable variant like
g
m
ij
(u; v) =
j
ij
j
h
ij
k
m
(u) + k
m
(v)
2
(u  v)  
(
k
m
(u) n ;   n  0
k
m
(v)  n ;   n < 0:
(6.15)
In [FK97], concerning the maximum principle, the same results have been ob-
tained for a finite volume discretization which slightly differently treats material
discontinuities.
Theorem 5.10 in the case of a homogeneous material gives us existence and L1
stability for equilibrium flow boundary conditions. Further, any homogeneous
node is an equilibrium node, and thus we have a local maximum principle.
In the sequel, we provide two numerical examples which compare the scheme
(6.14) with (6.15).
One-dimensional column. The first example is inspired by [FK97], example 1, which
resembles a column inflow experiment in a column with two different material lay-
ers. The values for the van Genuchten parameters provided here have been fitted
by Jan Christian Kaiser from the WASY GmbH.
Let
 = [0; 15]  R
1
be discretized with 100 grid points. We take an initial value1
u
0
=  10:197. We suppose Dirichlet boundary conditions u = 0 at z = 15 and
u =  10:197 at z = 0. Regard the following material parameters:
domain K
s
n  
s

r
[0; 7:5] 6:06  10
 8
1:92 50 1 0:083
[7:5; 15] 6:06  10
 7
1:92 50 1 0:083
Figure 6 clearly shows the difference between both ansatzes. There is one non-
equilibrium node which naturally violates the local maximum principle. This phe-
nomenon is similar to that in the nonlinear hyperbolic case. Physically, this is a
ponding effect where water enters enters material with a more narrow pore space.
Using the stable scheme (6.15), we can resemble this effect very well. If, at the other
1A more natural choice would be a hydrostatic distribution which is linear in x, but we wanted to
stay close to [FK97]
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FIGURE 6.5. Solution of the column problem with flux ansatz 6.15
and 6.14, respectively.
FIGURE 6.6. Solution of the 2D problem with flux ansatz 6.15 and
6.14, respectively.
hand, we use the unstable scheme (6.14), we get ”wiggles” which physically don’t
make any sense. Quite the same result we find for this problem in [FK97].
2D flow. This example is nearly exactly example 2 from [FK97], where we mea-
sured the geometry from the the drawings, and created our own grid which is
coarser than in their paper.
Let 
 = [0; 8] [0; 6:5] R2 discretized by a 22 30 grid with lines fitted to the
material distribution. Every rectangle in the grid is subdivided into two triangles
so that we can use the discretization procedure described in section 4.
Let u
0
=  1000 and define an inflow of j n = 2:3  10 7 on [0; 2:25] 6:5. At all
other parts of the boundary, we assume no flow boundary conditions. We assume
the following material distribution:
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domain K
s
n  
s

r
[0; 8] [6:2; 6:5] 9:15  10
 5
1:98 3:34 0:37 0:27
[0; 8] [5:5; 6:2] 5:45  10
 5
1:63 3:63 0:35 0:28
[0; 8] [0; 5:5] 4:8  10
 5
5 3:45 0:32 0:26
[1; 3] [4; 5] 4:8  10
 4
5 3:45 0:32 0:26
Again, we are able to establish results similar to those in [FK97]. Some of the
artefacts in the unstable example are such that it is not possible to establish from
visual evidence that they are part of the flow physics or introduced by the scheme.
APPENDIX A. LINEAR ALGEBRA
A good reference for the following results still is [Var62]. Let M (n) be the set of
all real n n-matrices.
A.1. Definition. For u = (u
i
)
i=1:::n
2 R
n, let
jjujj
1
=
n
X
i=1
ju
i
j
jjujj
1
=
n
max
i=1
ju
i
j
(A.2)
A.3. Remark. Let A 2 M (n). Then
jjAjj
1
= sup
06=u2R
n
jjAujj
1
jjujj
1
=
n
max
j=1
n
X
i=1
ja
ij
j = jjA
T
jj
1
jjAjj
1
= sup
06=u2R
n
jjAujj
1
jjujj
1
=
n
max
i=1
n
X
j=1
ja
ij
j = jjA
T
jj
1
(A.4)
Further, we introduce some notations which are not usual, but we think they are
useful in the context of this paper. We note that often there isn’t paid attention to
the difference between row-wise and column-wise diagonal dominance.
A.5. Definition. Define the following subsets of M (n)
Z(n) M (n) nonnegative main diagonal
and nonpositive off-diagonal
elements (often denoted as
Z
nn)
Z
+
c
(n) Z(n) columnwise weakly diagonally
dominant
Z
++
c
(n) Z
+
c
(n) columnwise strictly diagonally
dominant
Z
0
c
(n) Z
+
c
(n) column sum zero
Z
+
r
(n) Z(n) row wise weakly diagonally
dominant
Z
0
r
(n) Z
+
r
(n) row sum zero
Z
++
r
(n) Z(n) row wise strictly diagonally
dominant
D (n)  M (n) diagonal
D
+
(n)  D (n) \Z
+
r
(n) \Z
+
c
(n) nonnegative diagonal
D
++
(n)  D
+
(n) \Z
++
r
(n) \Z
++
c
(n) positive diagonal
For a subsetX  f1 : : :ngwe writeM (X);Z(X) etc. to denote the sets of matri-
ces corresponding to this subset.
A = (a
ij
)
i;j=1:::n
2 M (n) is called positive (A > 0) if a
ij
> 0; i; j = 1 : : :n and
nonnegative (A  0) if a
ij
 0; i; j = 1 : : :n
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A.6. Definition. A Matrix A 2Z(n) is called (nonsingular) M-matrix if A 1  0.
A.7. Theorem. Let A 2Z+
r
(n); D 2 D
++
(n). Then
(i). DA 2Z+
r
(n)
(ii). A+D 2Z++
r
(n) is an M-matrix
(iii). jj(I + A) 1jj
1
 1
Proof. See [Fuh98a].
A.8. Remark. The third part of the theorem comes from the M-criterion of [GR92,
RST96], both refer to [Boh81].
A.9. Theorem. Let A 2Z+
c
(n); D 2 D
++
(n). Then
(i). AD 2Z+
c
(n)
(ii). A+D 2Z++
c
(n) is an M-matrix
(iii). jj(I + A) 1jj
1
 1
Proof. Apply theorem (A.7) to AT .
APPENDIX B. A MEAN VALUE THEOREM
Here, we statea mean value theorem which several times is applied in this paper.
We are indebted to L. Recke for the hint to use this type of mean value problem
within our considerations.
B.1. Theorem. Let A : Rn ! Rn be Gaˆteaux differentiable for any u 2 Rn with the
Gaˆteaux derivative A0(u). Assume A0 2 C(Rn;M(n)). Then for any u; v 2 Rn, the
operator ~A(u; v) defined by
~
A(u; v) =
1
Z
0
A
0
(v + (u  v))d(B.2)
satisfies ~A 2 C(RnRn;M (n)) and
A(u)  A(v) =
~
A(u; v)(u  v):(B.3)
If A0(u) independently of u belongs to any of the subsets of M (n) from definiton A.5, then
~
A(u; v) does.
Proof. The existence of ~A satisfying (B.3) is proven in [OR70]. The nonzero pattern,
the sign pattern and the row/column sum conditions are straightforward.
APPENDIX C. EXISTENCE AND UNIQUENESS RESULTS FOR SYSTEMS OF
NONLINEAR ALGEBRAIC EQUATIONS
For convenience of the reader, we collect here the results of [Fuh98a]. For the
notation of a Dirchlet problem, we also refer to that paper, or to section 4.
C.1. Theorem. Let K 2 C(Rn;M(n)) and Q 2 C(Rn;Rn). For any u 2 Rn assume
K(u) 2Z
+
r
(n)(C.2a)
and
jjQ(u)jj
1
 Q
+(C.2b)
Further, let B 2 C1(Rn;Rn) be a diagonal operator with
jjB
0
(u)jj
1
 B
 
> 0:(C.2c)
STABILITY AND EXISTENCE FOR FINITE VOLUME SCHEMES 19
Then for any u
0
2 R
n, for any (possibly empty) subset D  f1 : : :ng and any u
d
2 R
D
,
the Dirichlet problem
B(u) +K(u)u = Q(u) + B(u
0
)
uj
D
= u
d
(C.3)
has a solution u^ with
jju^
I
jj
1

Q
+
B
 
+ jju
0;I
jj
1
+ jju
d
jj
1
;(C.4)
assuming jju
d
jj
1
= 0 for D = ;.
C.5. Theorem. Let K 2 C(Rn;M(n)). For any u 2 Rn assume
K(u) 2Z
+
r
(n)(C.6a)
Further, let B 2 C1(Rn;Rn) be a diagonal operator with
B
0
(u)  B
 
 0:(C.6b)
Then for any u
0
2 R
n, for any (possibly empty) subset D and any u
d
2 R
D
, the Dirichlet
problem
(
B(u) +K(u)u = B(u
0
)
uj
D
= u
d
(C.7)
has a solution u^ with
jju^
I
jj
1
 jju
0;I
jj
1
+ jju
d
jj
1
(C.8)
assuming jju
d
jj
1
for D = ;.
C.9. Theorem. Let A 2 C(Rn;Rn) have a Gaˆteaux derivative A0(u) 2 Z+
c
(n) contin-
uously depending on u. Further, let B 2 C1(Rn;Rn) be an isotone diagonal homeomor-
phism. Let Q 2 C(Rn;Rn) be bounded with jjQ(u)jj
1
 Q
+. Then for u
0
2 R
n, for any
(possibly empty) subset D  f1 : : :ng, and u
d
 R
D
, the Dirichlet problem
(
B(u) + A(u) = Q(u) +B(u
0
)
uj
D
= u
d
(C.10)
has a solution u^ which in the case D = 0 admits the estimate
jjB(u)jj
1
 jjB(u
0
)jj
1
+ Q
+
+ jjA
 
B
 1
(0)

jj
1
:(C.11)
C.12. Theorem. Assume that the conditions of theorem C.11 are fulfilled, that Q = 0 and
that for any u 2 Rn, B0(u) 2 D++ (n). Then the solution of (C.10) is unique.
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