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The prototypical exciton model of two interacting Dirac particles in graphene was analyzed in
Ref. [1] and it was found that in one of the electron–hole scattering channels the total kinetic
energy vanishes, resulting in a singular behaviour. We show that this singularity can be removed by
extending the quasiparticle dispersion, thus breaking the symmetry between upper and lower Dirac
cones. The dynamics of an electron–electron pair are then mapped onto that of a single particle
with negative mass and anisotropic dispersion. We show that the interplay between dispersion and
repulsive interaction can result in the formation of bound, Cooper–pair–like, metastable states in
double–layered hybrid structures.
I. INTRODUCTION
Graphene continues to receive significant attention for
its numerous intriguing interaction effects and transport
properties2–5. Recent experiments with high–quality
samples suggest the existence of non–trivial correlated
phases in graphene, such as excitonic condensates in non–
zero magnetic fields6. However, the zero–field conden-
sate predicted theoretically7–9 has not been observed6,10.
This has provoked significant interest in the archetypical
two–body problem1,11,12.
Most interesting properties of graphene are due to the
existence of Dirac cones13 located near two points in
the Brillouin zone, K+ and K−. Each cone hosts pos-
itive and negative energy states, each with linear dis-
persion  = ±vF p, akin to electron and positron states
in quantum electrodynamics. (Here vF = 10
6ms−1 is
the Fermi velocity14 and p is the magnitude of the mo-
mentum p = (px, py).) The symmetry between positive
and negative cones results in the compensation of total
kinetic energy for two particles with opposite momenta.
Thus, the two–particle states can be divided into dispers-
ing (spanned by states where E 6= 0) and non–dispersing
(E = 0) sectors. States in the non–dispersing sector have
momentum–independent eigenvalues, and are therefore
infinitely degenerate. However the linear dispersion is
only accurate at low energies; higher order terms can at
times reveal important physics hidden by the conical ap-
proximation.
The effect of dispersion on the excitonic physics can
be seen if one considers Dirac particles interacting via
the Coulomb potential, which scales as U(r) ∼ Ze2r . In
the conical approximation, the kinetic energy scales as
vF p ∼ ~vFr due to the uncertainty principle. In the case
of a single particle interacting with a static charge, Dirac
vacuum reconstruction occurs when the potential energy
dominates over kinetic energy3: Ze
2
 >
~vF
2 . In the case
of two carriers, however, a doubling of the relative veloc-
ity effectively doubles the critical charge for which col-
lapse is possible1: ZC & 2. This renders the strongly–
interacting regime irrelevant for electron–hole physics.
For a weaker, quadratic dispersion (p2 ∼ ~2r2 ), however,
bound states can form for arbitrarily small interaction
strength. For this reason, the previously neglected con-
tribution of non–dispersing states1,11 can be important
for understanding the two–particle physics of graphene.
To this end, the two–body problem was re–analyzed in
Ref. [12] with the inclusion of trigonal–warping terms
which preserve the symmetry between the two cones but
do not lead to non–zero kinetic energy when the total
momentum of the pair is zero. In this paper we intro-
duce quadratic momentum terms due to next–nearest–
neighbour hopping which were ignored by Ref. [12] and
show that this leads to the finite kinetic energy neces-
sary for bound state formation. In particular, we will
show that this leads to a new class of states which exist
regardless of the orientation in momentum space (and
cannot arise due to trigonal terms alone due to sign–
indefinite kinetic energy). The formation of pairs of par-
ticles in the same valley is allowed for the model we con-
sider here, which was not the case for the electron–hole
case in Ref. [12].
In this work, we show that Cooper–pair–like states
can be formed in the subspace of non–dispersing two–
particle states. The dynamics in this sector is gov-
erned by quadratic terms in the single–particle disper-
sion. Two such contributions are possible: an isotropic
term due to next–nearest–neighbour hopping, I ∝ p2,
and an anisotropic term due to trigonal–warping, A ∝
p2 sin(3φp), where φp is the polar angle in momentum
space defined by tan(φp) =
py
px
. We show that, depend-
ing upon the relative magnitudes of these two terms,
two regimes are possible. When the isotropic contribu-
tion dominates, bound states can be formed; otherwise
it is possible to form non–dispersing quasibound states
(which can leak into the continuum.) We calculate the
binding energies of such states numerically, for a double–
layer configuration, and discuss the decay rate due to
coupling to the continuum of dispersing states.
The rest of this work shall be structured as follows. In
Sec. II we construct the effective Hamiltonian of a pair
of interacting electrons in double–layer graphene. In par-
ticular, we discuss the inclusion of a finite band curva-
ture into this Hamiltonian, before projecting out the high
energy states and focusing on the non–dispersing sector
discussed above. In Sec. III we will calculate the bind-
ing energies of these pairs, approaching the problem from
two directions. Firstly, we approximate the energies by
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2treating the potential within the harmonic approxima-
tion. Secondly, we find the direct–pair energies by cal-
culating the local density of states numerically. We find
that these approaches give an order–of–magnitude agree-
ment, with our numerical method yielding E = 45meV
for the bound state of highest energy. In Sec. IV we
present an analysis of the semiclassical trajectories of the
pair, which gives an intuitive view of how a pair can be-
come bound in the presence of a repulsive interaction. In
Sec. V we discuss the coupling of these states to the dis-
persing sector. Although the potential can destroy the
states in principle, the decay rate vanishes by symmetry
for the highest energy level of the pair. The kinetic en-
ergy also leads to a decay, but we argue that the decay
rate is small enough to validate our consideration of the
non–dispersing sector in isolation. Finally, in Sec. VI
we summarize our results. Discussions of the interlayer
electron–electron interaction and our numerical approach
to calculating the local density of states can be found in
the appendices.
II. EFFECTIVE HAMILTONIAN
We begin by analyzing the kinetic energy of two Dirac
quasiparticles in graphene. Since electrons in graphene
can reside on two sublattices, A and B, they are to be
described by a two–component Dirac spinor. The in-
ternal degree of freedom arising due to the presence of
the sublattices is known as pseudospin (for a discussion,
see Ref. [15]). In the low–energy approximation, the
Dirac spinors for the two valleys, K+ and K−, can be
treated as fully independent. We define these spinors
as ψK+ =
[
ψAK+ , ψ
B
K+
]T
and ψK− =
[
ψBK− , ψ
A
K−
]T
,
where A and B label the probability amplitudes for the
two sublattices. In the conical approximation, the dy-
namics of the pair is governed by the dispersion aris-
ing from the relative motion of its constituent particles,
ĤL = vFσ1 · pˆ1 + vFσ2 · pˆ2, where σi is the pseudospin
operator, subscripts denote the particle number and pˆi
is a small momentum measured with respect to the K+–
or K−–point. We focus on states with zero total mo-
mentum, such that p1 = −p2. The eigenstates of ĤL are
given by:
|1, φp〉 = 1√
2
[
e−iφp |↑↑〉+ eiφp |↓↓〉] ,
|2, φp〉 = 1√
2
[|↑↓〉+ |↓↑〉] ,
|3, φp〉 = 1
2
eiφp |↓↓〉 − 1
2
e−iφp |↑↑〉+ 1
2
[|↑↓〉 − |↓↑〉] ,
|4, φp〉 = 1
2
e−iφp |↑↑〉 − 1
2
eiφp |↓↓〉+ 1
2
[|↑↓〉 − |↓↑〉] .
(1)
The vectors |↑〉 and |↓〉 here represent the up– and down–
pseudospin states for a single particle, so that the two–
particle eigenstates are, e.g., |↑↓〉 = |↑〉⊗ |↓〉. The states
in Eq. (1) have corresponding eigenvalues E1,2 = 0 and
E3,4 = ±2vF p. The subspace spanned by |1, φp〉 and
|2, φp〉 from Eq. (1) is the non–dispersing sector. Such
states are formed by electron quasiparticles in opposite
cones, with the same magnitude of momentum, so that
the relative velocity of the pair vanishes. Similarly, the
subspace spanned by |3, φp〉 and |4, φp〉 forms the dispers-
ing sector, in which the velocities are opposite. In the
absence of interactions, all states in the non–dispersing
sector are infinitely degenerate.
We note that this degeneracy is lifted if the symmetry
between the upper and lower cones is broken, e.g., by a
small band curvature. We extend the kinetic energy by
quadratic terms compatible with the symmetries of the
honeycomb lattice (see Refs. [15] and [16]). We write the
single–particle kinetic energy in the form:
Ĥj = vFσj · pj −
p2j
4m∗
+ τjµ(px,j + ipy,j)
2σ+,j + H.c.,
(2)
where j is the particle number, p2j = p
2
x,j + p
2
y,j , σ+,j =
1
2 (σx,j + iσy,j), τj = ±1 for an electron in the K± val-
ley (determining the sign of the trigonal–warping) and
H.c. denotes the Hermitian conjugate. The second term
in Eq. (2) is invariant under all two–dimensional rota-
tions, and arises microscopically from contributions due
to the hopping of electrons from one atom to its next–
nearest–neighbour, giving m∗ = ~
2
9a2t′ , where t
′ is the
next–nearest–neighbour hopping parameter17. The third
term (including H.c.) is invariant under rotations by
120◦. This term represents trigonal–warping, and origi-
nates from nearest–neighbour hopping, expanded to sec-
ond order in momentum15,17, so that µ = 3a
2t
8~2 .
To examine the dynamics in the non–dispersing sector,
we restrict the two–particle Hamiltonian to this subspace.
We explicitly treat two distinct cases: direct pairs (when
both particles are in the same valley) and indirect pairs
(opposite valleys). All states |1, φp〉 and |2, φp〉 are an-
nihilated by the operator (σ1 − σ2) · p. Calculating the
matrix elements of the kinetic energy we find the effective
Hamiltonian:
Ĥeff1,2 =
[
− p22m∗ τ1,2µp2 sin(3φp)
τ1,2µp
2 sin(3φp) − p
2
2m∗
]
, (3)
where the rows and columns correspond to states |1, φp〉
and |2, φp〉 and τ1,2 = τ1 + τ2.
We will show that some of the features in the dynamics
of two–particle states crucially depend upon the signs
and relative magnitudes of the quadratic terms, i.e.,
on the values of m∗ and µ. It has been shown by
a variety of different approaches14,17–20 that t and t′
have the same sign, however there is a disagreement
on the precise value of t′. Ab initio calculations17,18
give the range 0.02t ≤ t′ ≤ 0.2t, while cyclotron
resonance14, quantum capacitance19 and polarization–
resolved magnetospectroscopy20 measurements have
produced t′ = 0.04t, 0.11t and 0.14t respectively. The
full two–particle kinetic energy is Ĥ1,2 = Ĥ1 + Ĥ2,
3and so −m∗ plays the role of a two–particle reduced
mass due to the − p22m∗ term which arises when Ĥ1,2 is
written explicitly, with the corresponding range of values
0.7 ≤ m∗me ≤ 7.5. This implies that the isotropic kinetic
energy term is negative definite, which will be shown to
be of crucial importance to the spectrum of two–particle
states.
III. BOUND STATES OF ELECTRON PAIRS
To understand the dynamics of pairs described by the
kinetic energy terms in Ĥ1,2, let us first consider the sim-
plest case of indirect pairs, where the electrons are in op-
posite valleys. In this configuration τ1,2 = 0, so that the
contribution of trigonal–warping vanishes and the only
remaining kinetic term is − p22m∗ . The dynamics of the
interacting pair is therefore described by the Hamilto-
nian HI = − p
2
2m∗ + U(r) for states with configuration
|2, φp〉 = 1√2 [|↑↓〉 + |↓↑〉], where U(r) is the potential
energy. The Hamiltonian HI describes the motion of a
particle with negative effective mass −m∗ in the external
potential U(r). We note that −HI describes the motion
of a particle with a positive mass m∗ in an attractive po-
tential. In two dimensions, an arbitrarily weak attractive
potential exhibits at least one bound state at negative en-
ergies for massive particles24. It follows, therefore, that
HI will exhibit positive energy bound states if U(r) is
repulsive. This property is a direct consequence of the
negative definite kinetic energy of the pair, the dynamics
of which is akin to the motion of a hole–like state near
the top of the valence band in a semiconductor: the re-
pulsive potential due to a negatively charged impurity is
perceived as an attraction due to negative band curva-
ture. In the real space picture, two electrons with op-
posite momenta reside in different cones and have nearly
the same velocities. The repulsive force tends to increase
the momentum of one electron, and decrease the momen-
tum of the other. Due to the negative dispersion term,
this decreases the velocity of the first particle, and in-
creases the velocity of the other, reducing the distance
between them. Unlike conventional bound states, these
positive eigenstates are metastable. Formation of regular
(electron–hole) excitons is prohibited in this regime.
Metastable states similar to the ones described by HI
were previously discovered in connection with inverse hy-
drogen absoption spectra21. Simple models of bound
state formation due to a negative single–particle energy
dispersion near the top band boundary were considered
in Refs. [22] and [23]. We note, however, that the origin
of the negative dispersion in graphene is different: the
leading term in the single particle energy is linear, and
the Hamiltonian HI arises via the compensation between
the two sub–bands. This means that the dynamics of
these pairs can be represented as a slow relative motion
v ∝ p/m∗ equation superimposed with the fast motion
of the pair, v ∝ vF .
Since the effective mass (−m∗) is only about five times
larger than the free electron mass, the binding can be
quite strong. For the example of a repulsive Coulomb in-
teraction, U(r) = e
2
sNr
, the problem reduces to the two–
dimensional hydrogen atom25. (Here N = 1 +
Npie2
8s~vF
is the intrinsic dielectric constant26 of graphene embed-
ded in a material with dielectric constant s. For single
(double) layer graphene, the number of fermion species
is N = 4 (N = 8).) The highest energy level is given by
E1 =
2m∗e4
2s
2
4~2
. We note that the hydrogen–like Hamil-
tonian HI results in binding energy E1 ∼ 1.5eV and
Bohr radius aB ∼ 2.5A˚ for t′ = 0.1t. At such short dis-
tances, the low–energy approximation to the graphene
band structure is not valid27, rendering the solution in-
consistent. More importantly, the dynamics of particles
at such high energies is affected by Pauli blocking due
to the Dirac sea. For the bound state to be observ-
able, the relevant phase space domain must be free from
other particles. This can be achieved by, e.g., gating, if
the bound state energy is well below 1eV. Two–particle
states with smaller binding energies can be realized in
double–layered structures where the electrons in oppo-
site layers are separated vertically by a dielectric spacer
of thickness d. Hexagonal boron nitride (s = 3 − 4)
spacers have been experimentally shown to electrically
isolate parallel graphene layers at a thickness of 4 atomic
layers (d = 1.3nm)28. This suppresses the 1r singularity,
yielding smaller binding energies. For a rough estimate
of the binding energy we approximate the potential as
V (r) ∼ e2/s24
√
r2 + d2 (see Appendix A). The spec-
trum of the resulting shallow well can be found in the
harmonic approximation, assuming r  d. The energy
of the highest bound state is E0 = −~ω + e2s24d , where
ω =
√
e2
s24m
∗d3 is the oscillation’s angular frequency near
the potential maximum. For example, t′ = 0.1t gives
binding energy E0 = 31meV. For the case of direct pairs
the trigonal warping is not compensated (τ1,2 6= 0), and
the situation becomes more complicated. We note, how-
ever, that if the mass m∗ is small enough the trigonal
warping terms cannot change the sign of the kinetic en-
ergy. Further, there are several momentum space orien-
tations for which sin(3φp) = 0. We therefore take E0 as
a first approximation of the binding energy for direct and
indirect pairs.
To analyze the case of the direct pair with anisotropic
dispersion, we derive its effective Hamiltonian in momen-
tum space. The potential energy V (r) is represented by
a non–local operator proportional to its Fourier trans-
form V˜p,p ′ = V˜ (|p− p ′|), while the kinetic energy terms
are given by Eq. (3) for τ1,2 = ±2. Restricting the po-
tential energy to the non–dispersing sector requires some
care due to a non–trivial overlap between non–dispersing
states with different momenta: 〈1, φp ′ |1, φp〉 = cos(φp −
φp ′). For the case of direct interactions, the (p,p
′) block
4of the Hamiltonian matrix takes the form:
Ĥp,p ′ = δp,p ′Ĥ
eff
1,2 + V˜p,p ′
[
cos(φp − φp ′) 0
0 1
]
, (4)
where Ĥeff1,2 is given by Eq. (3). In the absence
of inter–particle interaction the eigenvalues of
this matrix are given by the kinetic energy terms:

(2)
2 = −2µp2 [η + sin(3φp)], where we have introduced
the anisotropy parameter η = 6t
′
t which is not physically
tunable (uncertainty in the value of t′ gives a range
of possible values 0.12 ≤ η ≤ 1.2). Depending on the
value of η, the kinetic energy is either negative–definite
(η > 1) or sign–indefinite (η < 1).
We proceed by numerically diagonalizing the Hamil-
tonian given by Eq. (4) using the interlayer interaction
from Ref. [9] (see Appendix A). Although it is assumed
that the relevant phase space domain is free of other
particles to avoid the effect of Pauli blocking, we will
treat the case of screening at half–filling (pf = 0) as a
first approximation. Indeed, the dielectric contribution
to the screening giving rise to N occurs at scales smaller
than the Fermi wavelength (λf ), and is most important
in the realistic limit of λf  d. To visualize the resulting
wavefunctions, we calculate the local density of states
(LDOS), ν(, x, y) =
∑
n δ( − n)|ψn(x, y)|2, where x
and y are the components of the in–plane separation
and n labels the eigenstates. In the isotropic regime,
η > 1, as is evidenced by Fig. 1a for η = 1.1, there is
a formation of distinct, highly localized, bound states
at 1 = 45meV, 2 = 30meV and 3 = 27meV. We
note that the energy of the highest bound state, 1,
is very similar to the value predicted in the harmonic
approximation above. This validates the further use
of such an approximation in the calculations of the
transition rates that are to follow. At negative energies
there is a low intensity continuum of unbound states,
which are only weakly coupled to the bound states due
to the symmetry of the Hamiltonian, resulting in their
large lifetimes.
In the anisotropic regime (η < 1), there are six easy
axis angles, defined by the relation sin(3φ0) = −η, along
which the dispersion is effectively suppressed despite the
broken conduction–valence symmetry. By concentrating
the wavefunction along these axes, one constructs a state
qualitatively similar to the non–dispersing solutions in
which the interparticle distance takes a constant value
r0: ψ(r) ∝ δ(r − r0). The energies of these states
(Fig. 1b) follow the profile of the interaction potential,
 ≈ U(r0). Further, a negative energy state dragged into
the positive continuum by the interaction potential can
decay by changing its pseudospin configuration rather
than by tunnelling through a barrier. This is wholly due
to the sign–indefinite kinetic energy.
FIG. 1. Two–body LDOS in a graphene hybrid structure
as a function of binding energy E and interparticle distance
r. The energy dependence shows distinct bound states in
the (a) isotropic regime, which peel off into the free particle
continuum in the (b) anisotropic regime (Coulomb potential
in white). In real space, the wavefunctions are those of highly
localized bound states at (c) 1 = 45meV, and have higher
anisotropy for (d) less bound states.
IV. SEMICLASSICAL TRAJECTORIES
In order to understand the dynamics of the electron
pair in real space, it is instructive to analyze their semi-
classical trajectories. Treating the momenta as classical
variables, the time evolution of the two–particle system
is then governed by Hamilton’s equations:
dpi
dt
= −∇xiH,
dxi
dt
= ∇piH, (5)
where the subscript i = 1, 2 denotes the particle number.
We will restrict our discussion to the case of indi-
rect pairs in the subspace of states with configuration
|2, φp〉 = 1√2 [|↑↓〉 + |↓↑〉]. In this case the kinetic energy
is isotropic and there is a trivial overlap of states with
different momenta. The kinetic energy can be taken as
the relevant eigenvalue of Eq. (2) for each particle. Thus,
we write:
H = −p
2
1 + p
2
2
4m∗
+ vF (p1 − p2) + V0√|x1 − x2|2 + d2 , (6)
where pi = |pi| is the magnitude of the momentum for
particle i, xi = (xi, yi) is its position and V0 =
e2
s2N
5determines the strength of the potential. Then, Eqns.
(5) take the form:
dp1,2
dt
= ± V0r12
[|r12|2 + d2] 32
,
dx1,2
dt
= − p1,2
2m∗
± vF p1,2
p1,2
, (7)
where r12 = x1 − x2. We solved Eqns. (7) numerically
using a 4th–order Runge–Kutta procedure, and a typical
result is given in Fig. (2).
FIG. 2. (Color online) Typical trajectories of an electron pair
with zero total momentum p1 = −p2 in separated graphene
layers (separation d = 1.3nm) with a hBN dielectric spacer
(s = 3.9). The constituent particles are in different colors,
and the ticks on the axes correspond to steps of 20nm.
For a pair with vanishing total momentum, p1 =
−p2 ≡ p, Eqns. (7) define the band velocities of the
individual particles, which are given by
v1,2 = vF pˆ∓ p
2m∗
, (8)
where pˆ is a unit vector in the direction of p. It
immediately follows that the trajectories of the electrons
can be represented in terms of a superposition of two
motions: a fast center–of–mass motion, characterized by
velocity vcm =
1
2 (v1 + v2) = vF pˆ, and a much slower
relative motion, with velocity vr = v2 − v1 = p/m∗.
In the absence of interactions, and for small momenta,
the relative velocity is sufficiently small that the pair
behaves as if they were a single particle, moving with
velocity vF in the direction of the momentum.
If we now switch on the inter–particle interaction, the
momenta of the particles become time–dependent, in
accordance with Eqns. (7). The sign of the interaction
implies that whenever p1 is increasing, p2 must be
decreasing, and vice versa. Due to the sign of the
parabolic energy term, this will cause the particle with
the smaller of the two velocities to speed up slightly,
and the other particle to slow down, closing the distance
between the two particles. Therefore, the finite relative
velocity implies that a repulsive force between the two
particles will increase the velocity of one particle while
decreasing the velocity of the other, causing them each
to change direction slightly in such a way that their
seperation is almost constant. This causes the two
particles to behave as if they were “stuck together”
despite the repulsive force. Note, however, that the
momentum p is changed by the interaction. Hence, as
the particles are orbiting around their mass center, the
direction of vcm is also changing, so that the average
velocity of the pair over a long time is zero, as can be
seen from Fig. (2). The large value of vF , compared to
vr, results in non–propagating orbits of relatively large
diameter d ∼ vF /ω where ω is the angular frequency
of the orbit, which can be estimated as ω = E0/~
(d ∼ 100nm in Fig. (2)).
V. DECAY INTO THE DISPERSING SECTOR
So far we have considered only the non–dispersing
sector. Coupling to the dispersing sector could lead to
the decay of the metastable states found above, however
these transitions are suppressed by momentum mismatch
between the sectors. It is instructive to analyze the
decay via Fermi’s golden rule. Due to energy conserva-
tion the decay is only allowed into states with positive
energy E = 2vfp, i.e. |3, φp〉 from Eq. (1). The coupling
between these two sectors occurs via trigonal–warping
and potential energy terms, due to the non–trivial
overlap between states with different momenta. The
relevant matrix elements of the Hamiltonian are H1,3 =
i√
2
V˜p,p′ sin(φp − φp ′) and H2,3 = i
√
2µp2 sin(3φp)δp,p′ ,
where Hi,j = 〈i, φp ′ | Ĥ |j, φp〉. The matrix element due
to the interaction potential, H1,3, vanishes by symmetry
if ψi(p) is an s–state. The kinetic energy term, H2,3,
conserves the momentum. Therefore the decay occurs
when the initial (pi) and final (pf ) momenta satisfy
conservation laws: E0 = 2vF pi,f . This gives pi  p0,
where p0 =
√
2~m∗ω is the zero point momentum in the
initial state. The smallness of pi results in a small matrix
element which is proportional to p2. The decay rate is
given by Fermi’s golden rule, Γ = 2pi~ |Mif |2ρf , where
Mif = 〈ψf |H |ψi〉 is the transition matrix element
and ρf =
|E|
8pi~2v2F
is the density of final states13 in
the absence of spin–flipping and inter–valley scatter-
ing for particles with velocity 2vF . To calculate the
6kinetic contribution, we approximate the final state
wavefunctions by plane waves, ψf ∼ δ(p ′ − pf ). The
exact initial wavefunction for a direct pair state is not
known, but for an order of magnitude estimate we shall
employ the harmonic approximation as discussed above:
ψi(p) ∼ 1p0 exp(−
p2
p20
). The transition rate due to H2,3
is therefore Γ =
µ2p4fE0
pi~v2fp20
∼ 10−10E0~ . This suggests only
weak coupling to the continuum, justifying our consider-
ation of the non–dispersing sector independently. Note
that H2,3 vanishes for indirect pairs, which do not decay
by this mechanism.
These small values imply that the lifetime of the pair
is likely to be limited by other, non–universal mecha-
nisms, such as impurity or electron–electron scattering.
Also, one has to bear in mind that higher–order virtual
transitions could lift the restriction pf = pi  p0.
The detailed analysis of this strongly depends on the
properties of V˜p,p ′ .
VI. SUMMARY AND CONCLUSIONS
In this paper we have analyzed the problem of an
isolated electron–electron bound state, however further
work remains to be done in considering the many–body
effects, the simplest example of which is interaction
screening. Recall that in order to prevent Pauli blocking
the system must be gated so that the Fermi energy
exceeds the binding energy. This would introduce a
non–zero density of states and metallic screening of the
interaction. If the inter–particle separation is larger than
the screening radius, the binding energy would be renor-
malized, but the bound state would not be destroyed:
for a massive particle in an arbitrarily weak potential,
at least one bound state exists in two dimensions24.
The states we considered here have positive energy and
therefore do not represent energy minima, however once
created they have long lifetimes. One way to create them
is by coupling the aforementioned graphene structure to
a superconductor. As the metastable states are akin to
Cooper pairs, this would lead to a giant enhancement
of the proximity effect, which has been observed in
graphene recently29–31.
In conclusion, we have studied the problem of
interacting electron–electron pairs in hybrid graphene–
dielectric–graphene structures. We have shown that,
in the isotropic regime, the conduction–valence band
asymmetry allows the formation of a new kind of
Cooper–pair–like bound state in the sector spanned by
eigenfunctions which are dispersionless in the conical
approximation.
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Appendix A: Interlayer Coulomb interaction
We consider the case of two interacting electrons, con-
fined to separate graphene monolayers. We will begin by
including the effects of screening in the random phase ap-
proximation (RPA). The “screened” interaction is given
by
Vq =
vqe
−dq
(1 + vqΠ1)(1 + vqΠ2)− v2qΠ1Π2e−2dq
, (A1)
(see Ref. [9] for details), where Π1 and Π2 are the po-
larizabilities of layers 1 and 2 respectively, vq =
2pie2
sq
is the bare Coulomb interaction and d is the interlayer
separation. We will show below that at the relevant dis-
tances the filling of the bands is not important, so that
we use the approximation kf = 0 for both layers. Then
Π ≡ Π1,2 = Nq16vf (see Ref. [26] for details). Note that
the Fermi energy can be tuned by application of a gate
voltage in graphene, so we are free to assume the lay-
ers have equal carrier concentrations if we choose. The
interaction then takes the form:
Vq =
vqe
−dq
(1 + vqΠ)2 − v2qΠ2e−2dq
(A2)
=
vqe
−dq
1 + 2Npiα8 + (
Npiα
8 )
2[1− e−2dq] , (A3)
where α = e
2
svf
is the Coulomb coupling constant.
We note that we have assumed the Fermi energy is
at the charge neutrality point (Ef = 0) and that the
electrons are in opposite cones with opposite momenta.
But if the valence band is full the phase space required
to accommodate such a pair is occupied, and the state is
therefore blocked due to the Pauli exclusion principle. A
more detailed analysis of the many–body effects will be
published elsewhere. To justify the choice of kf = 0 we
note that the behaviour of V (r) at distances kfr . 1 is
determined by q > kf where the exact value of kf is not
important. As we are most interested in the behaviour
at small distances, kf = 0 is a reasonable first treatment
of the two–body problem. This is a far more realistic
approach than naively using the bare interaction, which
results in unrealistically high binding energies.
At small distances, q  1d , the potential takes the
form:
Vq ∼ vqe
−dq
1 + 2Npiα8 +
(
Npiα
8
)2 = 2pie2s2Nq e−dq. (A4)
7The inverse Fourier transform is then a first approxima-
tion to the inter–layer potential in position space:
Vr ∼ e
2
s2N
√
r2 + d2
, (A5)
which is the form used to approximate the bound state
energies in this work.
At intermediate distances d  r  λf , however, the
potential takes a slightly different form:
Vq ∼ vqe
−dq
1 + 2Npiα8
=
2pie2
sNq
e−dq, (A6)
where N is defined in the same way as it was in the
discussion above, but with N = 8. We note the contri-
bution of the two layers in Eq. (A6), resulting in an extra
“which–layer” degree of freedom.
Appendix B: Numerical approach
The calculations utilized a triangular lattice of
momentum–space sites to reflect the symmetry of
graphene’s honeycomb lattice. The grid is populated
shell–by–shell (see Fig. (3)), so there are two parame-
ters which can vary the results. The first is the number
of shells, which we have taken to be N = 33 for all results
given in this paper (corresponding to approximately 3400
grid points). There are a total of 3N(N+1)+1 grid sites
for N shells, so increasing N corresponds to increasing
the total number of points, and thus reduces discretiza-
tion errors. We did not obtain results for N > 33 due to
hardware limitations, but the energy levels were seen to
vary negligibly above N = 20. Secondly, one can vary the
cut–off momentum pmax. Decreasing pmax allows one to
limit the phase space under consideration, hence increas-
ing the density of sites. The results in the body of the
present text were obtained for pmax =
pi
3a , thus covering
the sites of primary interest in the low–energy physics.
In order to find the binding energies of the electron–
electron pair, we begin with the discretized, momentum–
space Schro¨dinger equation:
Heff(p)ψp + S0
∑
p ′
V˜p−p ′Ap,p ′ψp ′ = Eψp, (B1)
which has been projected onto the subspace of non–
dispersing states as explained above Eq. (3). We have
defined S0 to be the area of a cell in the momentum
space grid and Ap,p ′ is the matrix arising due to non–
trivial overlap between non–dispersing states (see Eq.
(4)). Note that Eq. (B1) can be re–written in the equiv-
alent form:
∑
p ′
[
− p22m∗ δp,p ′ + S0V˜p,p ′ cos(φp−p ′) 2µp2 sin(3φp)δp,p ′
2µp2 sin(3φp)δp,p ′ − p
2
2m∗ δp,p ′ + S0V˜p,p ′
]
ψp ′
= Eψp. (B2)
FIG. 3. (Color online) Schematic of the momentum–space
grid for the example of N = 4 shells. Shells are colored as
follows: red (0th shell), orange (1st shell), yellow (2nd shell),
and so on. The vector shown has magnitude pmax. All results
in this paper were generated for N = 33.
The matrix in Eq. (B2) simply that of Eq. (4). We
calculate the binding energies by populating a matrix
with these blocks or, equivalently, by constructing a
system of equations of the form (B2), each of which is
designated a unique momentum p.
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