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Abstract 
Let Yx, Y2 .... be a stochastic process and M a positive real number. Define the level 
crossing time TM = inf{nl Y. > M} (TM = + oo if Y, ~< M for n = 1,2 .... ). We study the 
process with the condition that the high level M is crossed. Using the techniques of large 
deviations theory we describe roughly when and how the level crossing typically occurs. The 
main hypotheses required are stated in terms of the generating functions associated with the 
process (Y.). 
Keywords: Level crossing; Large deviations theory; Law of large numbers 
1. Introduction 
Let Y1, Y2 . . . .  be a stochastic process and M a positive real number. Define the 
level crossing time T=TM by T=in f{n lY .>M} (T=+~,  if Y.<<,M for 
n = 1, 2, ... ). We study the process under the condition that the crossing of the high 
level M occurs. We will show that, conditionally, a certain transform of T is close to 
a constant with a high probability when M tends to infinity. In addition, we prove that 
a transform of the process (Y,) is close to a deterministic path in the sense mentioned 
above. These are the main results of the paper describing roughly when and how the 
level crossing typically occurs. They are stated in Theorems 4 and 6. Using the 
techniques of large deviations theory, we give sufficient conditions of a general nature 
for the results mentioned. The hypotheses required are stated in terms of generating 
functions associated with the process (Y.). 
In insurance mathematics, T can be interpreted as the time of ruin and is thus an 
object of interest. For processes with independent and identically distributed in- 
crements and for Markov additive processes, accurate asymptotic results are available 
about ruin probabilities, see e.g. Cram6r (1955), Siegmund (1975), Lalley (1984) and 
Asmussen (1989). The goal of this paper is to prove rough limit results, which, on the 
other hand, are valid for more general processes. The problem of the typical time of 
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ruin is explicitely studied in Martin-L6f (1986) and Embrechts et al. (1993). Theorem 
4 below may be viewed as an extension of their results although the standpoint in the 
papers mentioned is in continuous-time processes. See also Berg (1994). The typical 
path to ruin explains the event in more details. Such a path is introduced by 
Martin-L6f (1983, 1989) in the case of random walk. For similar viewpoints in 
a Markovian environment, see Bucklew (1990, Ch. 4). Theorem 6 below specifies the 
nature of the path and generalizes the results mentioned. 
In connection with ruin probabilities, it is often assumed that the process has a drift 
to - ~. We study also processes drifting to + ~. In our framework, the crossing of 
any positive level M is then almost sure, which simplifies examination. 
Knowledge about the typical evel crossing path may be useful also when problems 
of two levels are considered. One may then be interested in the probability that the 
process crosses the level M before the level -aM with a positive constant a. Rough 
exponential estimates for these probabilities can be deduced if the typical path for the 
crossing of the level M does not indicate the crossing of the level -aM.  These types of 
estimates may be sufficient when level crossing probabilities are estimated by simula- 
tion, see Lehtonen and Nyrhinen (1992a, b). Siegmund (1976) studied simulation 
problems in the case of two levels in connection with sequential tests. 
In large deviations theory, the typical behavior of a subject concerned is often 
required as the first knowledge for large deviations limit theorems but it is also 
interesting as such. For our purposes, the most useful results of the theory are the 
general laws of large numbers presented by Ellis (1984) and improvements of 
Nummelin (1986, 1990). 
2. Preliminaries 
We present in this section some properties of convex functions and connections to 
large deviations theory. A function f :~  ~ Nu{ + ~} is convex if the epigraph 
{(x,y) • N21y ~>f(x)} is a convex subset of N2. It is proper convex if, in addition, 
f(t) > - ~ for every t • N and f(t) < ~ for some t • ~. Equivalently, a function 
f: N ~ Nu{ + 00} is proper convex, if f(t) < ~ for some t • N and 
f(~t + (1 - ~)u) ~< ~f(t) + (1 - ~)f(u) 
for every t,u ~ O~ and ~ • [0, 1]. A sufficient condition for a convex function f to  be 
proper convex is that f(t) is bounded from above for every t in a non-empty open set 
and finite for some t in that set. Denote 
~( f )  = {t e NIf(t) < oo} 
and let ~( f )  be the interior of ~( f ) .  For t • ~( f ) ,  a proper convex function is 
continuous at point t and the right derivative f ' ( t  +) 
f ' ( t+)= lim h - t [ f ( t+h) - f ( t ) ]  
h~O+ 
and the left derivative f ' ( t  - )  exist and are finite with f ' ( t  - )  <~f'(t +). 
We list in Lemma 1 some more specific properties of convex functions. 
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Lemma 1. Let ft,f2, ... be a sequence of proper convex functions and define the 
function f:  R ~ Nu{ +_ oo} by 
f(t) -- lim sup fn(t). 
n~ct3  
Assume that for a fixed to e ~ and for every n ~ N,fn(to) equals a constant a ~ ~. 
Suppose that there exists a function F: ~ -~ ~ such that F(to) = a and f (t) <~ F(t) in 
a neighbourhood fto. Then f is  a proper convex function. I f  the right derivative F'(to +) 
exists then 
if(to +) ~< F'(to +) (2.1) 
and if the left derivative F ' ( to- )  exists then 
if(to - )  >>- F'(to -).  (2.2) 
Assume that the derivative F'(to) exists. Then the derivative if(to) exists and equals 
F'(to). Moreover, 
lim fin(to +) = F'(to) (2.3) 
n~ao 
and 
lim f'.(to --) = F'(to). (2.4) 
n~3 
Proof. The function f is  convex as a limit superior of convex functions. The conditions 
f(to) = a and f ( t )<  ~ in a neighbourhood of to imply proper convexity. The 
inequalities (2.1) and (2.2) are obvious. 
Assume that the derivative F'(to) exists. By the convexity, i f ( to- )  ~<f'(to +) and 
thus by (2.1) and (2.2), if(to) = F'(to). 
Consider (2.3) and (2.4). For sufficiently large n, the functions fn are finite in 
a neighbourhood of to and thus the right and left derivatives exist at point to. For 
a given e > 0 choose h > 0 and no such that 
h- 1 [F(to + h) - F(to)] <~ F'(to) + e 
and 
fn(tO + h) <~ F(to + h) + he 
for every n > no. Then 
fin(tO +) <~ h- ' [fn(to + h) --fn(tO)] 
~<h-l[F(to +h) -F ( to ) ]  + e~F ' ( to )+2e.  
Hence, 
lira supf',(to +) ~< F'(to). 
n ~  
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Similarly, 
lim inff'.(to - ) /> F'(to). 
. - -~ oO 
By the convexity, f',(to - )  <~f',(to +) implying (2.3) and (2.4). [] 
Consider now a sequence Z1, Z2 . . . .  of random variables defined on probability 
spaces (O1, S1,P1), (f22, $2,P2), ... respectively. Let (a,) be a sequence of positive real 
numbers tending to infinity. For each t E R define 
7.(t) = a~ x log  f e 'z"('°) dP.(~o) 
Q. 
and 
V(t) = lim sup 7,(t). 
. - -~ OO 
Clearly 7.(0) = 0 for every n ~ [~ and y(0) = 0. We will deal merely with the cases 
where V, and 7 are finite in a neighbourhood f the origin. H61der's inequality implies 
that then V, and y are proper convex functions. 
The following theorem is a combination of the results of Ellis (1984) and Nummelin 
(1986, 1990). 
Theorem 2. Assume 7(t) is finite for every t in a neighbourhood of the origin. Then, for 
each e > 0 there exist constants k~ > 0 and n~ such that 
P.(Z,/a. >>, y'(0 +) + e) ~< e -k'a" (2.5) 
and 
P.(Z./a. <~ y ' (0 - )  - e) ~< e -k'a" (2.6) 
for every n > n,. Assume the variables Z. are all defined on the same probability space 
(f2, S,P). I f  the derivative y'(0) exists and if for each p ~ (0, 1) the series 
pa. 
.=1  
is convergent, hen 
(2.7) 
The method to prove for instance (2.5) is to use Chebycheff's inequality to obtain 
y,(t) ~> t(y'(0 +) + e) + a,- x logP,(Zn/a, >t y'(0 +) + e) (2.8) 
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for small t > 0. This leads to 
lim sup a~- 1 logP.(Z. /a,  >~ 7'(0 +) + ~) ~< (y(t) - tT'(0 +)) - et 
n~ot3  
and (2.5) follows by the definition of the right derivative. 
In case the derivative 7'(0) exists, Theorem 2 gives a law of large numbers for the 
sequence (Z,). The almost sure convergence (2.7) is a consequence of (2.5), (2.6) and the 
Borel-Cantelli emma. By Lemma 1, to prove these types of results, it suffices to find 
out an appropriate function F which majorizes 7 in a neighbourhood of the origin. 
Consider the case where we have for each n and for a fixed index set 1, a family 
{Z,,a Ifl ~ I} of random variables defined on the space (f2,, S,,P.). Let 
71(0 = lim,~o~sup a~1 a~ 1 log f e 'z".""°) dP.(co). 
On 
Assume 7t(t) is finite in a neighbourhood f the origin. By taking first supremum over 
1 in inequalities like (2.8), we obtain counterparts for (2.5) and (2.6) 
supP,(Z,,a/a, >t 7'~(0 +) + e) <<, e k,i)a. 
~I  
(2.9) 
and 
supP,(Z.,t~/a, <~ 7)(0-) - e) ~< e-k~1) a. 
#el  
(2.10) 
for some k~(I) > 0 and every n > n~(1). See also de Acosta (1985). 
The results of Section 2, except (2.7), hold also for sequences of functions and 
random variables indexed by a real-valued parameter instead of n with obvious 
changes in assumptions. 
For more information about convex functions and large deviations theory, we refer 
to Rockafellar (1970) and Ellis (1985). 
3. Main results 
We state in this section the limit theorems concerning level crossings. Proofs are 
deferred to the end of section. 
Let (f2, S, P) be a probability space and Y 1, Y2 . . . .  a sequence of random variables 
on the measurable space (f2, S). Let (a,) be a sequence of positive real numbers tending 
to infinity. 
Define the functions c, and ( by 
c,(t) = a;  1 logE{e 'Y"} (3.1) 
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and 
((t) = lim sup c,(t) 
n~oo 
for t e ~. Let 
w = sup{tiC(t) ~< 0}. 
(3.2) 
If (3.2) holds as a limit for some t e R, denote 
c(t) = lim c.(t) .  
n~ oo 
Define the function d" E -~ Ew{ + ~} by 
d(t) = sup c.(t). 
ne[~ 
It is a proper convex function with d(0) = 0. 
Consider now level crossing probabilities. For M > 0 define T = TM by 
~inf{nl Y, > M}, 
T= I .+oo,  if Y,<~M for n=l ,2 , . . . .  
We state in Theorem 3 a result concerning the asymptotics of the probabil it ies 
P(T < oo). The proof  can be found in Nyrhinen (1994). The following restrictions are 
required on the sequence (a,): 
(A1) lim a,/logn = 
n~oo 
and 
(A2) lim a. /a . _  1 = 1. 
n~3 
Theorem 3. Assume (A1), (A2) and that w < ~. Suppose that d(t) is finite for every 
t e ( -h ,  w + h)for some h > O. Assume that the limit c(t) exists and isfinitefor every t in 
a neighbourhood of w and that the derivative c'(w) exists, being positive. Then 
lim M-  1 logP(T  < ~)  = - w. 
M~oo 
To obtain an idea about the magnitude of T, we will show that ar /M tends to 
a constant when M tends to infinity under the condition that the level crossing occurs. 
Theorem 4. Assume the hypotheses of Theorem 3 and let It = 1/c'(w). Then for each 
e > 0 there exist constants k~ > 0 and M~ such that 
P( lar/M - Pl ~> 6[ T < ~)  ~< e -k'M (3.3) 
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for every M > M~ and 
lim E{ar/M[ T < or} = #. (3.4) 
M-"~ oo 
l f  w = 0 then 
P(T < ~) = 1 (3.5) 
for each M > 0 and 
, ( l imooar /M =p)= 1. (3.6) 
Consider now the behaviour of the process before and after the crossing of the level 
M. We study again the asymptotics when M tends to infinity. For x ~ I~, denote 
b(x) = inf{nl a. ~> x}. 
For M > 0 and fixed r >0,  define the continuous-time processes 
XM = {XM(ct)[0 < ct ~< r} by 
XM(~) = Yb(,M)/M, 0 < ~ ~< r. (3.7) 
In Theorem 6 below, we will assume that the sequence (a.) is strictly increasing. Then, 
for every integer n in the interval [1, b(rM)], the variable Y. has a contribution i (3.7). 
By Theorem 4, for sufficiently large r, the level crossing typically occurs in this 
interval. 
We will show that, conditioned by the occurrence of the level crossing, the trajecto- 
ries of XM are with a high probability close to a deterministic path in the sense of 
uniform metric. To this end, we require hypotheses about the generating functions of 
the pairs (Yb~M~, Yb~M~). 
For t, u, e ~ and ~, v/> 0 denote 
CM(t, u; ~, v) = M-  ~ logE{e tr~'~'~+ Y~} (3.8) 
and 
C(t, u; :t, v) = lim sup CM(t, U; Ct, V). 
M~oo 
Denote by B(ct, 6) the open ball with the centre ~ and the radius 6, by B(~, 6) its closure 
and by Bo(~, 6) the set B(~, 6)c~(0, ~). 
The following lemma is required to prove Theorem 6 but it also describes roughly 
the typical evel crossing path p concerned. 
Lemma 5. Assume the hypotheses of Theorem 3. For ~ >~ 0 and 6 > O, the function 
H,.~: N-, ~{  +~} 
H,,a(t) = lim sup sup CM(t,w;fl, p) 
M~oo fl~Bo0x,6) 
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is proper convex,finite in a neighbourhood ofthe origin and H~.~(O) = O. For every t ~ R, 
the limit 
H~(t) = lim H~.~(t) 
¢$~0+ 
exists as an extended real number and defines a proper convex function H~. Moreover, 
H~(t) is finite in a neighbourhood of the origin and H~(O) = O. 
Assume the derivative H'~(O) exists. Then the partial derivative 
p(~) - O/t3t [C(t, w; ~t, P)]l, = o (3.9) 
exists and p(e) = H'~(O). Further, p(~) < 1 if ct < p, p(~) = 1 if e = p and, in the case of 
positive w, p(e) < 1 if ct > p. 
Assume the derivative H'~(O) exists for every ~ ~ [0, r] for r > O. Then the function 
p defined by (3.9) is continuous in [0, r]. 
Theorem 6. Assume the hypotheses of Theorem 3. Suppose that (a,) is a strictly 
increasing sequence and let r > O. 
Assume w = O. Then for each e > 0 there exist constants k~ > 0 and M~ such that 
( sup [X~(7) - ~c'(O)[ /> e~ ~< e -k'M (3.10) P 
\O<~<r  / 
for every M > M~ and 
PC l im o<~rsup [Xu(ct)-~c'(O)l =0)= 1. (3.11, 
Assume w > O. I f  the derivative H'~(O) exists for every ~ e [0, r] then for each ~ > 0 there 
exist constants k, > 0 and M~ such that 
P (  sup [XM(~Z)- P(~)[ /> elT < oO] ~< e-k~M (3.12) 
k O<~<r / 
for every M > M~. 
Proof of Theorem 4. Consider (3.3) in the case w > 0. By Theorem 3, P(T  < ~)  > 0 
for every M > 0 and thus the conditional probabilities in (3.3) are defined. For t in 
a neighbourhood of w, the limit c(t) exists and defines a strictly increasing function. 
Restricted to such a neighbourhood, c has the inverse map c- 1 defined in a neighbour- 
hood of the origin. Clearly, c -1 is positive, c-1(0) = w and (c-1)'(0) = p. 
In order to apply Theorem 2, define the conditional probability spaces (f2, S, PM) by 
PM(B) = P(BI TM < ~)  
for B e S. Let 
ZM = aT I(T < oQ), 
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where I(A) denotes the indicator function of the set A: l(A)(x) = 1, when x e A, and 
otherwise 1 (A)(x) = 0. We will show that 
lim supM -1 logE{e'ZM I T < oo} <~ w - c- ~(--t) (3.13) 
for every t in a neighbourhood of the origin. By Lemma 1 and Theorem 2, this suffices 
for (3.3). 
Choose h > 0 and e > 0 sufficiently small such that u~ = c-  1 ( _ t - e) is defined and 
d(u~) is finite for every t e ( -h ,  h). Obviously, 
e{e  tz~' I (T  < 09)} = ~ e{e t"T I (T  = n)} 
n=l  
<<. ~ e ' "P (Y ,  > M). (3.14) 
n=l  
By ChebycheWs inequality, 
e .... ~"'~ >1 eu'MP(Y, > M) 
and thus 
E{C zM I (T  < 09)} <~ e -"'M ~ e (t+c"(u'I)a". (3.15) 
n=l  
Further, 
lim c,(u~) = - t  -e  
and c,(u,) if finite for every n. By (A1), the series in (3.15) is convergent and so 
lim supM - l l ogE{C z~' I (T  < ~)} ~< - u,. 
M ~  
By letting e tend to zero and applying Theorem 3 we obtain (3.13) and further (3.3) in 
the case w > 0. 
Consider (3.3) in the case w = 0. The inverse function c 1 can be defined as above in 
a neighbourhood of the origin. For  t < 0 we have c -1 ( - t )  > 0 and inequality (3.13) 
follows as in the case w > 0. For  t > 0, we make use of the inequalities 
P(T=n)<<.P(Y,_~ <~m) 
in (3.14). For  sufficiently small e we have u~ = c - l ( - t -e )  < 0. By Chebycheff's 
inequality 
e .... . . . .  ~"'~ >>. e"~MP(Y,_I <<. M) 
for n > 1, and like in (3.15), we obtain 
E{C z" I (T  < 09)} ~< e '"~ + e -u`M ~ e ta"+c" ,¢u~)a. 1
n=2 
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Here u~ is negative and inequality (3.13) follows by (A1) and (A2) for t > 0. This proves 
(3.3) in the case w = 0. 
The limit (3.4) is a consequence of (3.13) and Lemma 1. 
For (3.5) we make use of Theorem 2 to obtain 
P(T  < oo) ~> lim sup P(Y. > M) 
n~c{3 
t> lim supP(Y , /a .  >1 c'(0)/2) = 1. 
Consider the almost sure convergence (3.6). The variable M in (3.6) can be replaced by 
the rational-valued variable without affecting the limit. This shows that the probabil- 
ity in (3.6) is defined. By (A1) and Theorem 2, for almost all ~ e f2 
lim Y . /a .  = c'(O). 
n~o9 
Consider such an (o. For given e > 0 and for sufficiently large M 
and 
M < YT <~ ar(1/It + e) 
M>~ Yr  1 >~aT- l (1 /#- -e) .  
By (A2), this implies the convergence in (3.6) and completes the proof of 
Theorem 4. [] 
In the following proofs, the notation o(1) will be used to mean a sequence of real 
numbers which tends to zero when M tends to infinity. 
Proof of Lemma 5. Let ~ ~> 0 and 6 > 0. For fixed u, a and v, the functions CM defined 
by (3.8) are convex in t. Hence, H,,o is convex as the limit superior of the supremum of 
convex functions. For fixed t ~ ~, H,,~(t) is monotone in 6 and thus the limit H,(t) 
exists as an extended real number. Further, H, is convex. For q > 1, we have by 
H61der's inequality 
CM(t, w; fl, #) <~ M-  a logE{e,qrb{pM,} 1/q + M-  ~ logE {e wqY~''M'/{q- t}}{q- 1}/q. (3.16) 
Choose large q and small h > 0 such that wq/(q - 1) ~ ~(d) and tq e ~(d)  for every 
t ~ ( -h ,h ) .  Clearly, for x > al 
abtx}- 1 < X <~ ab{x) 
and abtx} is increasing in x. By (A2) 
sup M-  1 1ogE{Cqrb,~M,} ~< ab,~+6)M)M- 1I d(tq)l 
#eBo(c~,6) 
~< (1 + o(1))(c~ + ,~)]d(tq)l 
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when M tends to infinity. It is seen that Cn(t, w; t,  #) in (3.16) is bounded from above 
uniformly in f le  Bo(~,6) and M > 1 for every t ~ ( -h ,h) .  Hence, H~,6 and H, are 
bounded above in a neighbourhood of the origin. Clearly, 
H~.~(O) = lim sup M-  1 logE{eWrb,~M,} 
= lira sup ab(~u)M-lCb(,u~(w) = O. 
M~oo 
Thus, also H,(0) = 0. Consequently, the functions H,.6 and H, are proper convex and 
finite in a neighbourhood of the origin. 
Assume the derivative H',(0) exists for some ~ >/0. Obviously, 
C(t, w; ~, p) <<. H~(t) 
and by Lemma 1, the partial derivative p(~) exists and equals H',(0). 
For ~ = ~ we have 
C(t, w; ~, ~) = #c(t + w) 
and thus p(/l) = 1. 
Consider the upper bounds for p(a). For ~ >0,  define the functions 
g: ~2 ~ ~w{-  ~} and f :  It~ ~ ~L){-  ~} by 
g(t, u) = u + tp(~) - C(t, u; ~, I~) 
and 
f (t) = tp(~) -- otc(t). 
Then f (t)  = 9(4 0) and so 
sup g(t,u) >1 sup f(t). (3.17) 
t ,U~ IER 
The partial derivatives gt(0,w) and g,(0,w) equal zero, The function g is concave 
implying that the global maximum of g equals g(0, w) = w. Further, f (w) = wp(a) and 
i f(w) = p(~) - ~/p. These facts together with (3.17) imply the upper bounds for p(~) in 
the case c~ > 0. For ~ = 0, we obtain similarly 
w/> sup {tp(O)} 
te~(d) 
and hence p(O) < 1. 
Assume the derivative H'~(O) exists for every c¢ ~ [O,r]. Let ~ ~ [O,r], e > 0 and 
choose t such that H~(t) is finite. Let 6 > 0 be such that 
I H~(t)-- sup sup CM(t,w;fl, p) < e. lim 
M~ov #~Bo(~,,~) 
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Then, for q e (0, r)c~B(ct, 6/2) 
H,(t) <~ H,,o/2(t) <~ lim sup sup CM(t,w;fl, l~) < H,(t) + 5. 
M~oo ,8eBo(ot,6) 
Consequently, in a neighbourhood of the origin 
lim sup H,(t) ~ H~(t). 
Lemma l applies also for the limiting procedure above and hence 
lim H',(O) = H',(O) 
showing that p is continuous in [O,r]. [] 
Proof  of  Theorem 6. By convention, define a~ = ~. We prove first (3.12) including 
the case w = 0. We begin by showing that for given ~ > 0 and fixed ~ e [0, r] there 
exist constants 6~ > 0, k~ > 0 and M~ such that 
P (  sup IXM(fl)- P(fl)l ~> 51T < ~ <~ e -k'M (3.18) 
\#eB0 (a,O,lc~(0,r] / 
for every M > M,. 
Fix small e' > 0, 6 > ~e'/( l l  - 5') and choose 6, > 0 such that 
{fllt/Vlfl e no(e, 6,), v e B(/t, 5')} ___ Bo(e, 5). 
We will prove that 
limsup sup M alogE{e'r"'""' l(ar/M e B(/z, 5'))} 
M ~oo fleBo(ot,6,) 
<~ -w + H=.a(t) + 5'JH~.o(t)l/l~, (3.19) 
where H~.~ is as in Lemma 5. 
By Chebycheff's inequality, for fl, v/> 0 
e McMtt'w;''~ eWME{e w~'~M' l(Ybt~M) > M)}. 
Consequently, 
E{e 'r~'"'' I(aT/M e B(/~,g))} ~< b((/z + e')M) E{e 'r~'"~' I(Ybt~M} > M)} sup 
veB(l~,t') 
By (A1) 
<<. b((l~ + 5')M)e -wM s_up e McMl''w;~''~. (3.20) 
veB(,u,e') 
lim M-1 logb((/t + 5')M) = 0. (3.21) 
M~ 
H. Nyrhinen / Stochastic Processes and their Applications 58 (1995) 121-137 133 
For M~ = vM/# we have 
Cu(t, w; 3, v) = CM~(t, w; 3#/v, #)v/#. 
The combination of (3.20)-(3.22) gives by the choice of ¢5, 
(3.22) 
sup M - l l ogE{e tr~'e~'' l (ar/M E B(p,e'))} 
~< -w + sup _ [Cu~(t,w;fl#/v,p)v/#] + o(1) 
#•Bo(a,6=) ,veB(#,e ' )  
f ) 
~< -w + sup ,~ sup [CL(t,w;3, p)V/#]~ + O(1) 
L >1 (#-e')M/# ~iff~Bo(at,6),vEB(u,e') ) 
when M tends to infinity. This implies (3.19). 
By Theorems 3 and 4 
lim sup sup M-11ogE{Crb'"~"laT/M ~ B(p,e')} <~ H~.~(t) + e'[H~,6(t)l/#. 
M~oo fl•Bo(at,~) 
For given e" > 0, we choose sufficiently small e' > 0 and make use of (2.9), (2.10) and 
Lemma 1 to find constants kl > 0 and MI such that 
sup P(Xu(f l )  >~ H',,~(O +) + e"/2[aT/M ~ B(#,e')) ~< e -k'u 
flEBo(at,6~,) 
(3.23) 
and 
sup P(XM(/3) ~< H' , ,6 (0 - )  - g'/21aT/M ~ B(#,g)) <~ e -k'M 
/~eBo(a,6.) 
for every M > M1. By Lemmata 1 and 5 
(3.24) 
lim H'~,~(0+)= lim H'~.~(0-)= p(ct). 
6--*0+ 6~0+ 
By an appropriate redefinition of e', 6 and 6~, we may assume that 
sup PIXM(fl) - P(~)I ~> e"laT/M e B(#,e')) <~ 2e -k'M (3.25) 
#EBo(~,6~) 
for every M > MI. By the continuity of p, we may also assume that 
sup IP(fl) - P(~)[ ~< g'. 
fl • Bo (~, ~.)c~(O, r] 
Hence, for e" ~< e/2 
\ f l  ~B0 (a, t$~)c~(0, r] 
<~ b((ct + 6~)M) sup P(IXM(fl)-- P(a)l /> e"laT/M ~B(#,g)). 
fle Bo(at, 6~) 
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By (3.25) and (A1), there exist constants k2 > 0 and M2 such that 
P(  sup IXM(fl)- P(fl)l >~ elar/M eB(ix, e')~ <~ e-k2M 
\#~Bo(at,~)c~(O,r]  / 
for every M > M2. Further 
P(  sup .Xu([3)-- p(fl)l >~ elT < oe) 
.<.( sup - ela / , 
\~0 e B0 (~t, 6~)c~(O,r] I 
+ P( la r /M - IXl >i e'l T < oo). 
(3.26) 
By (3.26) and Theorem 4, this proves (3.18). 
For every c~ E [0, r], choose 6,, k~ and M~ as in (3.18). By the Heine-Borel theorem, 
we can extract a finite cover B(~l,6,,) . . . .  ,B(~r,,6,,) of the interval [0,r]. Let 
k 3 = min{k . . . . . . .  k,,} and M3 = max{M . . . . . .  ,M,,}. Then 
P\o<~_~r ( sup IXM(~)-p(~)l >~elT < oc) 
~< m max P sup IX~(/~) - P(fl) l/> el T < ~< me -k3M 
i= 1 \#  ~ Bo (~t i, ~,)c'~(O, r]
for every M > Ms. This implies (3.12). 
Consider (3.10). For ~ > 0 and t in a neighbourhood of the origin we have by (A2) 
CM(t, W; C~, IX) = M-11ogE{e 'vb'~M'} = ab(~M)M- l Cb(~M)(t) = Otc(t) + O(1) 
when M tends to infinity. For 6 = ~/2 and f le B(~, 6), 
cM(t, w; 8, IX) = (~/cOcL(t, w; c~, IX), 
where L = BM/~ >1 M/2. Hence, 
CM(t,w;fl, IX) = tic(t) + O(1) 
uniformly for f le B(c~, 3) when M tends to infinity. Thus 
Ha(t) = ~c(t). (3.27) 
In the case ~ = 0 we obtain for ~ > 0, fl < ~ and sufficiently large M 
CM(t, w; fl, IX) = ab(aM)M- 1 Cb(pM)(t) 
<~ ab(E~t)-lM aid(t)[ ~< 261d(t)l. 
This shows that Ho(t) is identically zero in a neighbourhood f the origin and so (3.27) 
is true also for c~ = 0. Thus, (3.12) holds with p(ct)= ec'(0). By Theorem 4, this 
implies (3.10). 
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Consider the almost sure convergence (3.11). Replace M by the rational-valued 
variable to see that the probability in (3.11) is defined. Let R > r and denote by I-M] 
the integer part of M. By (3.10) and the Borel-Cantelli lemma, for almost all ~o • f2 
lim sup IXtu]( f l ) -  flc'(0)l = 0. 
M~oo 0</~<R 
For ~ = f l [M] /M 
XM(ct) -- ~c'(O) = ( [M] /M) (X[u l ( f l )  - flc'(O)). 
Hence, 
(3.28) 
sup IXM(~) - ~c'(0)l ~ (1 + o(1)) sup [XtMl(fl) -- flc'(0)l 
O<~<r O<fl<~R 
when M tends to infinity. The convergence (3.28) for o9 implies the convergence in
(3.11) and completes the proof of Theorem 6. [] 
4. Examples 
We study the typical path p and limit functions Ha of Theorem 6 in two examples 
assuming the conditions of Theorem 3. In Example 1, we find out the path p for 
processes associated with moving averages, see also Gerber (1982) and Burton and 
Dehling (1990). Example 2 shows a class of processes for which the limit functions H~ 
can be simplified. We will assume that w is positive and that a, = n for n = 1, 2 . . . . .  
Write Y, in the form Y, = ~1 + "'" + ~,. 
Example 1. Partial  sums of  moving averages. Let x l ,x2 ,  ... be independent and 
identically distributed random variables and Po, Pl . . . .  a sequence of real numbers. 
Let ~, , -  1 = •i=o p lx , - i  be the moving average. Denote cx(t) = logE{etX'}. Assume that 
there exists a unique v • (0, oo) such that Cx(V) = 0. Suppose that }[i~oPl = P with 
0<p<oo and let 
_p=inf Pi l k • N 
i 
and 
¢5 = sup p i lk  • N . 
t . i=O 
We assume that 0 e ~(Cx), vp/p  • ~(cx)  and v~/p  • ) (cx ) .  Then the conditions of 
Theorem 3 are satisfied with c(t) = cx(pt) and w = v/p, see Example 3 in Nyrhinen 
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(1994). Let fl ~ (0,#]. By writing Y, as a sum of independent terms we obtain 
M- '  cx t E p, + w E P, 
t k =1 i=0 i=0 
+ F. cxw p, . 
k=b(#M)+ l i=0  
This and a similar calculation for fl >/~ shows that for t close to zero 
~c( t  + w), for ~ ~< #, 
n~(t) = [#c(t + w) + (~ - #)c(t), for ~ > #. 
Hence, result (3.12) of Theorem 6 holds with 
~/#,  for ~<p 
P(~) = [1 + (~ -/~)c'(0), for a >/~. 
Example 2. Uniformly bounded increments. Assume that there exists a constant B ~ 
such that 
P( I~, I~<B)=I ,  n=1,2 , . . . .  
Then 
sup CM(t,W;fl, lO -- CM(t,W;Ot,~) ~ ItlB(26 + M- l ) .  
# ~B0 (a,~) 
Thus the function H~ is reduced to 
H~(t) = C(t, w; ~, ~). 
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