It is proved that the asymptotic average eccentricity and the asymptotic average degree of both Fibonacci cubes and Lucas cubes are (5 + √ 5)/10 and (5 − √ 5)/5, respectively. A new labeling of the leaves of Fibonacci trees is introduced and it is proved that the eccentricity of a vertex of a given Fibonacci cube is equal to the depth of the associated leaf in the corresponding Fibonacci tree. Hypercube density is also introduced and studied. The hypercube density of both Fibonacci cubes and Lucas cubes is shown to be (1 − 1/ √ 5)/ log 2 ϕ, where ϕ is the golden ratio, and the Cartesian product of graphs is used to construct families of graphs with a fixed, non-zero hypercube density. It is also proved that the average ratio of the numbers of Fibonacci strings with a 0 resp. a 1 in a given position, where the average is taken over all positions, converges to ϕ 2 , and likewise for Lucas strings.
Introduction
Fibonacci cubes [8] and Lucas cubes [16] form appealing infinite families of graphs which are the focus of much current research; see the recent survey [10] . These cubes are subgraphs of hypercubes and on one hand, they inherit many of the fine properties of hypercubes, while on the other hand their size grows significantly slower than that of hypercubes. Moreover, Fibonacci cubes and Lucas cubes found several applications, for instance in theoretical chemistry; see [22] for a use of Fibonacci cubes and [21] for a use of Lucas cubes. We also mention that in [17] an investigation of the on-line routing of linear permutations on these cubes is performed.
In the last years large graphs (and/or complex networks) became a topic of great interest-not only in mathematics but also elsewhere-hence it seems justified to consider the asymptotic behaviour of applicable families of graphs, such as Fibonacci and Lucas cubes. The average normed distance of these graphs was proved in [12] to be 2/5. In this paper we study the limit behaviour of the average eccentricity of these cubes, the limit behaviour of their average degree, and some related topics. For some general properties of the average eccentricity see [3, 9] , while [6] gives the the average eccentricity of Sierpiński graphs.
We proceed as follows. In the rest of this section concepts needed in this paper are formally introduced. In Section 2 we determine the limit average eccentricity of Fibonacci and Lucas cubes using related generating functions. In the subsequent section we then connect Fibonacci cubes with Fibonacci trees in a rather surprising way. Using a new labeling of the leaves of Fibonacci trees we prove that the eccentricity of a vertex of a given Fibonacci cube is equal to the depth of the associated leaf in the corresponding Fibonacci tree. Then, in Section 4, we obtain the limit average fraction between the numbers of Fibonacci and Lucas strings with coordinates fixed to 0 and 1, respectively; see Theorem 4.1 for the precise statement of the result. In the final section we first compute the limit average degree of these cubes. Then we introduce the hypercube density of a family of subgraphs of hypercubes and prove that it is equal to (1 − 1/ √ 5)/ log 2 ϕ for both Fibonacci cubes and Lucas cubes. We conclude the paper by demonstrating that the Cartesian product of graphs can be used to construct families of graphs with a fixed, non-zero hypercube density.
The distance d G (u, v) between vertices u and v of a graph G is the number of edges on a shortest u, v-path. The eccentricity ecc G (u) of u ∈ V (G) is the maximum distance between u and any other vertex of G. We will shortly write d(u, v) and ecc(u) when G will be clear from the context. The average eccentricity and the average degree of a graph G are respectively defined as:
The vertex set of the n-cube Q n is the set of all binary strings of length n, two vertices being adjacent if they differ in precisely one position. A Fibonacci string of length n is a binary string b 1 . . . b n with b i · b i+1 = 0 for 1 ≤ i < n. The Fibonacci cube Γ n (n ≥ 1) is the subgraph of Q n induced by the Fibonacci strings of length n. A Fibonacci string b 1 . . . b n is a Lucas string if in addition b 1 · b n = 0 holds. The Lucas cube Λ n (n ≥ 1) is the subgraph of Q n induced by the Lucas strings of length n. For convenience we also consider the empty string and set Γ 0 = K 1 = Λ 0 .
Let {F n } be the Fibonacci numbers:
Average eccentricity
In this section we determine the limit average eccentricity of Fibonacci and Lucas cubes. It is intuitively rather "obvious" that in both cases the result should be the same, however, the proofs are somehow different. We begin with:
Proof. Let f n,k be the number of vertices of Γ n with eccentricity k. It is proved in [2, Theorem 4.3] that the corresponding generating function is
If e n is the sum of the eccentricities of all vertices of Γ n ,
On the other hand, ∂F (x, y) ∂y
and thus
Therefore,
We conclude that
.
Note that (5 + √ 5)/10 ≈ 0.7236 which should be compared with the (trivial) fact that
We next give the parallel result for Lucas cubes:
Proof. The proof proceeds along the same lines as the proof of Theorem 2.1, but the computations are much different, hence we give a sketch of the proof. Let f ′ n,k be the number of vertices of Λ n with eccentricity k. We start from the generating function of this sequence, obtained in [2, Theorem 5.16]:
Let e ′ n = x∈V (Λn) ecc(x) be the sum of the eccentricities of all vertices of Λ n . We deduce from (2) that the generating function of the sequence {e ′ n } is
The first term is the generating function of n F n+1 , and developing the other terms we obtain e
Fibonacci trees and eccentricity
In the previous section we considered the sequence e n , where e n = x∈V (Γn) ecc(x).
The sequence e n+1 starts with 2, 5, 12, 25, 50, 96, . . . This is also the start of the sequence [18, Sequence A067331] described as the sum of the depth of leaves in Fibonacci trees. The two sequences indeed coincide since they have the same generating function but the connection seems mysterious. In this section we give a bijective proof that the two sequences coincide and along the way propose a new labeling of the Fibonacci trees. Fibonacci trees have been introduced in computer science in the context of efficient search algorithms [7, 14, 20] . They are binary trees defined recursively as follows:
• T 0 and T 1 are trees with a single vertex-the root.
• T n , n ≥ 2, is the rooted tree whose left subtree is T n−1 and whose right subtree is T n−2 .
Clearly, for any n the number of leaves of T n is F n+1 . We can recursively construct a labeling of the leaves of T n with Fibonacci strings of length n − 1 as follows. Let F n be the set of Fibonacci strings of length n. Let F 0 n and F 1 n be the sets of Fibonacci strings ending with 0 and 1, respectively. We then have, for n ≥ 2, F n = F 0 n ⊎ F 1 n = {s0; s ∈ F n−1 } ⊎ {s01; s ∈ F n−2 }, where ⊎ is the disjoint union of sets. First label T 1 and T 2 and assume n ≥ 3. We append 01 to the labels of the right leaves already labeled as leaves of T n−2 , and 0 to the labels of the left leaves already labeled as leaves of T n−1 . In Fig. 1 the construction is presented for the first three non-trivial Fibonacci trees, where the currently attached strings are underlined.
The described standard labeling of Fibonacci trees does not respect the equality between depth and eccentricity. For example, the depth of the leaf of T 3 labeled 01 is 1, but ecc Γ 2 (01) = 2. Nevertheless, the sum of the depths of leaves of T 3 is 5 like the sum of the eccentricities of vertices of Γ 2 . We next construct a new labeling that respects the equality vertex by vertex. Notice first that, for n ≥ 2, F n = {s00; s ∈ F n−2 } ⊎ {s0; s ∈ F 1 n−1 } ⊎ {s1; s ∈ F 0 n−1 }. Label T 1 with the empty string and T 2 according to Fig. 2 . Assume that n ≥ 3 and that the leaves of T n−1 and T n−2 were already labeled. We append 00 to the label of the right leaves. For the left leaves append 0 to the label of a leaf with a label ending with 1; otherwise append label 1. Let θ denote this labeling of the leaves of T n by vertices of Γ n−1 . It is shown in Fig. 2 , again for the first three non-trivial Fibonacci trees. The main result of this section now reads as follows:
Proof. We proceed by induction on n, the cases n = 1, 2 being trivial. Let n ≥ 3 and let u ∈ V (Γ n ). Consider the following three cases. Suppose first that u = v00, where v ∈ F n−2 . Then we claim that ecc Γn (u) = ecc Γ n−2 (v) + 1. Let u ′ be a vertex of Γ n with d Γn (u, u ′ ) = ecc(u). Let u ′ = wab, where w ∈ F n−2 . Since ab = 11,
Conversely, let w ∈ F n−2 , such that d Γ n−2 (v, w) = ecc(v). Then w01 ∈ F n and d Γn (u, w01) = ecc Γ n−2 (v) + 1. If follows that ecc Γn (u) ≥ ecc(v) Γ n−2 + 1. This proves the claim. Suppose next that u = v1, where v ∈ F 0 n−1 . Now we claim that ecc Γn (u) = ecc Γ n−1 (v) + 1. The inequality ecc Γn (u) ≤ ecc Γ n−1 (v) + 1 follows by an argument similar as in the first case. Conversely, let w ∈ F n−1 , such that d Γ n−1 (v, w) = ecc(v). Then w0 ∈ F n and d Γn (u, w0) = ecc Γ n−1 (v) + 1. If follows that ecc Γn (u) ≥ ecc Γ n−1 (v) + 1.
Suppose finally that u = v0, where v ∈ F 1 n−1 . We claim again that ecc Γn (u) = ecc Γ n−1 (v) + 1. Again, the inequality ecc Γn (u) ≤ ecc Γ n−1 (v) + 1 follows as above. Conversely, let w ∈ F n−1 , such that d Γ n−1 (v, w) = ecc Γ n−1 (v). Then w ends with 0, because otherwise w would not be an eccentric vertex of v. Indeed, if w ended with 1, then the word w ′ obtained from w by changing its last bit to 0 would lie in F n−1 and hence
We have thus proved that for any u ∈ F n , ecc Γn (u) increases by 1 with respect to the word v to which a suffix has been added to obtain u. By the construction of T n and by the induction hypothesis,
in the first case, and
in the last two cases.
Average fractional weights
Let G be a subgraph of Q n , so that the vertices of G are binary strings of length n. Then for i = 1, . . . , n and χ = 0, 1, let
In this section we prove the following result which might be of independent interest:
Moreover, for every i between 1 and n, we have
To prove it, we will make use of the following result, see [15, Exercise 3.9.13]:
Lemma 4.2 If {a n } is a convergent complex sequence with limit ℓ, then
i,1 . Notice first that the vertices of W (i,0) (Γ n ) are the strings u0v where u and v are arbitrary vertices of V (Γ i−1 ) and V (Γ n−i ), respectively. Similarly the vertices of W (i,1) (Γ n ) are the strings u010v, where u and v are arbitrary vertices of V (Γ i−2 ) and V (Γ n−i−1 ), respectively. Then, having in mind that |V (Γ n )| = F n+2 , we have x
Setting a n = F n+1 /F n , recalling that {a n } → ϕ, and using Lemma 4.2, we get
which proves the result for Fibonacci cubes. For Lucas cubes we have |W (i,0) (Λ n )| = F n+1 and |W (i,1) (Λ n )| = F n−1 for all 1 ≤ i ≤ n. This can be seen by considering Lucas strings not as linear orderings, but rather as cyclic orderings of 0's and 1's with no consecutive 1's. Then removing a 0 in the i-th position of the cycle gives a bijection between W (i,0) (Λ n ) and V (Γ n−1 ), while removing a segment 010 centered at the i-th position of the cycle gives a bijection between W (i,1) (Λ n ) and V (Γ n−3 ). Consequently, if w (n)
Then the classical Cesàro Means Theorem (it asserts that if lim n→∞ a n = ℓ, then lim n→∞ 1 n n i=1 a i = ℓ as well) can be applied instead of Lemma 4.2.
Average degree and density
In this section we first compute the limit average degree of the considered graphs. The result then motivates us to introduce the hypercube density, to determine it for the cubes, and to show that the Cartesian product of graphs is useful in this context.
Proof. It was proved in [16] that |E(Γ n )| = (nF n+1 + 2(n + 1)F n )/5, hence
For the Lucas cubes we recall from [13, p.1322] 
Graham [4] proved the following fundamental property of subgraphs of hypercubes (see [5, Lemma 3.2] for an alternative proof of it):
Lemma 5.2 (Density Lemma) Let G be a subgraph of a hypercube. Then
Moreover, equality holds if and only if G is a hypercube.
The lemma has important consequences, in particular for fast recognition algorithms for classes of subgraphs of hypercubes; see [19] for the case of Fibonacci cubes. The Density Lemma also asserts that hypercubes have the largest density among all subgraphs of hypercubes. We therefore introduce the following concept.
If G is a subgraph of a hypercube, then let
Let G = {G k } k≥1 be an increasing family of subgraphs of hypercubes, that is, a family with
By the Density Lemma, 0 ≤ ρ({G k }) ≤ 1 holds for any family {G k } and
For Fibonacci cubes and Lucas cubes we have:
Proof. The result easily follows from Theorem 5.1 together with the facts that F n ∼ ϕ n / √ 5 and that Λ n ∼ ϕ n .
Hence ρ({Γ n }) ≈ 0.7962 which is in particular interesting because the hypercube density of many other important families of hypercube subgraphs is 0. For instance, if W B k denotes the bipartite wheel with k spokes, then an easy calculation shows that ρ({W B k }) = 0. (Cf. [1] for the role of bipartite wheels among subgraphs of hypercubes.) For another example consider the subdivision S(K k ) of the complete graph K k , that is, the graph obtained from K k by subdividing each of its edges precisely once. These graphs embed isometrically into hypercubes (cf. [11] ) and Proof. For k ≥ 1 set n k = |V (G k )| and m k = |E(G k )|. Then from the Handshaking Lemma it follows that 2m k = u∈V (G k ) deg(u) ≤ n k M and hence 2m k /n k ≤ M . The assertion then follows because log 2 n k → ∞.
On the other hand, the Cartesian product of graphs can be used to obtain families with positive hypercube density. If G k denotes the k-tuple Cartesian product of G, then we have: Suppose that a family {G k } is given with ρ({G k }) = c. Then we can again use the Cartesian product of graphs to obtain an infinite number of families with the same density. = lim k→∞ 2(n m k + n k m) n k n log 2 (n k n) = lim k→∞ 2m k n k log 2 (n k n) + lim k→∞ 2m n log 2 (n k n) = lim k→∞ 2m k n k log 2 n k · log 2 n k log 2 n k + log 2 n = lim k→∞ 2m k n k log 2 n k = ρ({G k }) .
We conclude the paper with the following question proposed to us by one the referees:
Problem 5.7 Can every real value in [0, 1] be obtained as hypercube density of an increasing family?
