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Inspecció interactiva i immersiva de models volumètrics. Aplicació
diagnosi mèdica.
Joan Fons Sànchez
L’objectiu global d’aquest projecte ha estat valorar la utilització d’un sistema
immersiu de realitat virtual com l’HTC Vive per a la visualització i interacció
de models volumètrics en aplicacions mèdiques.
Per fer-ho, s’ha dissenyat i implementat un visualitzador basat en ray casting
sobre la plataforma Unity 3D i s’ha optimitzat l’algorisme per obtenir-ne
temps de renderitzat interactius. A més a més, s’han dissenyat i implementat
tres metàfores d’interacció.
Per últim, s’ha avaluat la usabilitat del sistema amb un test d’usuari que
ha permès demostrar la viabilitat d’un sistema de visualització de models
volumètrics en entorns de realitat virtual immersiva i identificar possibles
millores per a l’aplicació desenvolupada.
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Facultat d’Informàtica de Barcelona
Inspecció interactiva i immersiva de models volumètrics. Aplicació
diagnosi mèdica.
Joan Fons Sànchez
El objetivo global de este proyecto ha sido valorar la utilización de un siste-
ma inmersivo de realidad virtual como el HTC Vive para la visualización e
interacción de modelos volumétricos en aplicaciones médicas.
Para ello, se ha diseñado e implementado un visualizador basado en ray
casting sobre la plataforma Unity 3D y se ha optimizado el algoritmo pa-
ra obtener tiempos de renderizado interactivos. Además, se han diseñado e
implementado tres metáforas de interacción.
Por último, se ha evaluado la usabilidad del sistema con un test de usuario
que ha permitido demostrar la viabilidad de un sistema de visualización de
modelos volumétricos en entornos de realidad virtual inmersiva e identificar
posibles mejoras para la aplicación desarrollada.
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Inspecció interactiva i immersiva de models volumètrics. Aplicació
diagnosi mèdica.
Joan Fons Sànchez
The overall objective of this project was to evaluate the use of an immersive
virtual reality system like HTC Vive for the visualization and interaction of
volumetric models in medical applications.
To do this, we developed a rendering system based on ray casting and in-
tegrated into Unity3D. The algorithm has been optimized to obtain inter-
active rendering times. In addition, three interaction metaphors have been
designed and implemented.
Finally, we evaluated the usability of the system by doing a user test that
proved the feasibility of a visualization system of volumetric models in im-
mersive virtual reality environments and allowed us to identify possible im-
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La imatge mèdica és un dels punts de trobada entre la medicina i la informà-
tica. Entenem com a imatge mèdica el conjunt de processos que comprenen
des de la captació a la representació visual 2D o 3D d’estructures anatòmi-
ques interiors al cos per a l’anàlisi clínica i la intervenció mèdica. Aquest
camp és important en el món de la medicina tant per la seva utilitat en la
investigació com en processos de diagnosi i planificació d’intervencions qui-
rúrgiques.
No es tracta d’un camp especialment nou, la imatge mèdica existia abans de
l’aparició dels ordinadors (la primera radiografia de la història es va fer el
8 de novembre de 1895 [1]), però gràcies a la informàtica i els processos de
captació digital ha viscut una millora substancial en la qualitat de les imat-
ges i es tenen perspectives de millorar encara més en els pròxims anys. Des
del punt de vista informàtic, podem trobar tres reptes principals: la captació
d’informació, el processament de les dades captades (que inclou la identi-
ficació d’estructures i la creació de models volumètrics tridimensionals) i,
finalment, la representació visual de les dades com a imatges o representaci-
ons 3D [2].
1.1.1 Formulació del problema
En aquest projecte ens centrarem en l’últim pas, és a dir, partirem d’un mo-
del volumètric i buscarem una manera de presentar-lo a l’usuari de manera
entenedora en un sistema de realitat virtual. També dissenyarem i imple-
mentarem formes d’interacció que permetin a l’usuari explorar les dades
amb més facilitat.
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Per fer-ho utilitzarem tecnologia de realitat virtual immersiva, en el nostre
cas el dispositiu HTC Vive1. Això ens permetrà donar una experiència més
directa de les estructures anatòmiques i la seva relació espacial a l’usuari
però ens plantejarà diversos reptes a l’hora de mostrar les imatges amb la
definició necessària a temps real i a l’hora de dissenyar models d’interacció,
ja que es tracta d’un paradigma d’interacció completament diferent als que
els metges (els nostres usuaris) estan acostumats, bastats en teclat i ratolí.
L’objectiu final del projecte és implementar un sistema immersiu de visua-
lització i interacció de dades mèdiques. Treballant per una banda la visua-
lització eficient dels models volumètrics en un dispositiu que requereix una
qualitat molt alta i, per l’altra, el disseny de nous sistemes d’interacció uti-
litzant els sistemes d’entrada que acompanyen l’HTC Vive. A més, aquest
sistema es basarà en una plataforma de desenvolupament d’aplicacions grà-
fiques i videojocs coneguda, anomenada Unity3D2. Això ens servirà com a
capa d’abstracció intermèdia per no limitar el projecte a un sol tipus de siste-
ma de RV, deixant la porta oberta a futurs projectes o a nous dispositius que
puguin aparèixer en un futur.
1.1.2 Actors implicats
Desenvolupador
Jo mateix seré la persona encarregada de desenvolupar el sistema final de
visualització i interacció així com les eines software necessàries per treballar
amb models volumètrics. A més, caldrà que prengui decisions de disseny i
implementació com, per exemple, quina plataforma de desenvolupament és
més adient utilitzar i dissenyar nous paradigmes d’interacció.
Directora del projecte
La directora d’aquest projecte és la Dra. Eva Monclús Lahoya del grup de re-
cerca en Visualització, Realitat Virtual i Interacció Gràfica3 (ViRVIG) de la UPC,
amb la supervisió de la ponent Isabel Navazo Álvaro, professora del depar-
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seu paper és el de supervisar i aportar coneixement en tots els nivells del
projecte. A més vetllaran perquè es compleixin els objectius del treball i se
segueixi el calendari marcat.
Parts interessades
La utilització de la realitat virtual en el camp de la medicina ha demostrat
donar grans beneficis a tot l’entorn mèdic[3] - [5]. En primer lloc els metges
i especialistes poden analitzar les imatges mèdiques amb molta més facili-
tat: ajuda a reduir el temps d’exploració de les dades a més de millorar la
percepció espacial a l’hora de localitzar les estructures d’interès i planificar
intervencions.
Un altre sector que es beneficia de la realitat virtual immersiva és el de la
formació mèdica. Avui en dia moltes universitats utilitzen cadàvers per a
mostrar l’anatomia humana als seus alumnes. La imatge mèdica combinada
amb la realitat virtual immersiva poden servir per reemplaçar o complemen-
tar aquesta pràctica, reduint costos i millorant la qualitat de la formació.
Finalment, com a resultat de les millores en la formació i en les condicions
de treball dels metges, la societat en general obté un benefici. Es poden re-
duir els temps d’espera de les intervencions mèdiques i aquestes tenen més
probabilitat d’èxit, ja que s’han pogut planificar millor.
1.2 Estat de l’art
1.2.1 Sistemes de realitat virtual
Per entendre la motivació d’aquest projecte cal tenir una visió global dels
diferents dispositius de realitat virtual[6] que hi ha avui en dia. Es poden
dividir en dos grans grups: els immersius i els semi-immersius o de projec-
ció (Fig. 1.1). Els sistemes semi-immersius són aquells que utilitzen una o
més pantalles estèreo de gran format per tal de simular la presència de certs
objectes o espais des del punt de vista de l’usuari. En canvi, els sistemes im-
mersius utilitzen un parell de pantalles posades davant dels ulls de l’usuari
de manera que cada ull veu una pantalla diferent.
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(A) (B)
FIGURA 1.1: Power Wall (A), dispositiu de RV semi-immersiu
i HTC Vive (B), dispositiu de RV immersiu.
Aquest projecte se centra en els sistemes immersius. En els últims anys hi ha
hagut una ràpida evolució en els dispositius de realitat virtual immersiva,
ha millorat la qualitat de les pantalles i s’han desenvolupat noves prestaci-
ons que milloren l’experiència de l’usuari. Però el canvi més important és
l’aparició de dispositius de realitat virtual en l’àmbit comercial dirigits al
gran públic; això ha fet que els preus baixin considerablement i, tot i que són
dispositius pensats per a l’entreteniment, cada vegada es va ampliant més el
seu camp d’aplicació.
Com molts altres camps de la ciència i tecnologia actuals, la realitat virtual
té el seu origen en l’àmbit militar, on es va començar a utilitzar per a l’en-
trenament de soldats utilitzant simuladors. Avui en dia el seus ús s’ha estès
molt i podem trobar aplicacions de realitat virtual en els camps de l’arqui-
tectura i enginyeria, medicina i en els últims anys es comença a utilitzar per
a l’entreteniment.
1.2.2 Models de volum
El camp dels gràfics volumètrics és el que treballa en el modelatge, síntesi i
manipulació de conjunts de dades volumètriques (Fig. 1.4). L’estructura tí-
pica d’un conjunt de dades volumètriques és una regió delimitada de l’espai
dins la qual s’han pres mesures en diferents punts. Aquest tipus de model
té moltes aplicacions en la investigació i la indústria, per exemple en l’estudi
de l’aerodinàmica dels cotxes o les dades sísmiques en el camp de la geolo-
gia. Tot i així en aquest projecte ens centrarem en els models de volum que
s’utilitzen en medicina.
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En el camp de la imatge mèdica, aquesta presa de dades s’acostuma a fer mit-
jançant tomografies computeritzades (TC), ressonàncies magnètiques (MRI)
o ecografies. Els mètodes de TC i MRI normalment generen un conjunt d’i-
matges bidimensionals. Cada una d’aquestes imatges representa una fina
capa de l’estructura anatòmica capturada i, un cop apilades podem obtenir
un model de vòxels, és a dir, la representació volumètrica en una graella
tridimensional on, per cada punt (x, y, z), tenim un valor associat.
Aquest tipus de model és molt diferent dels models de superfícies poligonals
amb els quals treballen la majoria d’aplicacions de gràfics en 3D. És per això
que cal trobar algorismes de visualització específics per als models de vo-
lum, d’entre els quals destaquen dos tipus principals: els algorismes de slabs
i els de ray casting [7]. A causa de l’augment en la potència de les targetes
gràfiques dels últims anys, la majoria d’aplicacions actuals utilitzen algoris-
mes de ray casting, ja que, tot i demanar més recursos, són més flexibles a
l’hora de visualitzar els models.
Les dades dels models volumètrics acostumen a ser escalars, per exemple
la densitat. Per tant, per poder visualitzar el model, es necessita una funció
que indiqui cada valor escalar quines propietats visuals té. Aquesta fun-
ció s’anomena funció de transferència i és la que permet especificar quines
estructures són visibles a la representació gràfica del model.
1.2.3 Imatge mèdica i realitat virtual
La realitat virtual es va iniciar en el món acadèmic com un camp de la vi-
sualització d’escenes i la interacció natural, però gràcies a l’augment de la
seva popularitat en els últims anys s’ha establert com a àrea d’estudi espe-
cific. Les investigacions en aquest camp relacionades amb imatge mèdica es
poden dividir en tres àrees principals: millores en la visualització, disseny
de nous dispositius i disseny de noves formes d’interacció.
Els investigadors que treballen en la visualització tenen com a objectiu per-
metre renderitzar imatges mèdiques utilitzant el mínim de recursos [8], [9]
o dissenyar noves formes de mostrar les dades que permetin analitzar-les
més fàcilment[10]. Per altra banda s’estan dedicant esforços a desenvolupar
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nous dispositius que permetin treballar de manera més còmoda amb la re-
alitat virtual tant a l’hora de visualitzar com a l’hora d’interactuar amb els
continguts [11].
Finalment, l’última àrea de recerca que trobem en el camp de la realitat vir-
tual és la d’interacció. Aquesta és en la que ens centrarem més durant el
projecte. Un dels principals inconvenients dels entorns de realitat virtual
és que pot ser dificultós moure’s i interactuar en un entorn tridimensional
en que, usualment, es requereix seleccionar estructures 3D en l’espai virtual
(Fig. 1.2). Això pot fer que els experts que analitzen imatges amb realitat
virtual es cansin ràpidament o es trobin incòmodes a l’hora de fer la seva
feina. La recerca en interacció busca nous paradigmes d’interacció que mi-
nimitzin l’esforç necessari per a explorar i analitzar aquests models, fent que
els experts puguin treballar de forma més còmoda i ràpida i amb menys
probabilitat d’error [3], [5], [12].
FIGURA 1.2: DAAPMed és una tècnica d’interacció que facilita la
selecció de punts anatòmics d’interès en un model volumètric[12].
1.3 Definició de l’abast
1.3.1 Abast
Com hem dit anteriorment, l’objectiu final del projecte és desenvolupar un
sistema interactiu per a explorar models volumètrics provinents d’imatge
mèdica en un entorn de realitat virtual immersiu. Per aconseguir el nostre
objectiu no partirem des de zero ja que aquest projecte es realitza dins del
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grup de recerca ViRVIG, que es dedica a les activitats d’investigació, educa-
ció i formació en la visualització, la realitat virtual i la interacció avançada,
entre altres temes.
Un dels projectes desenvolupats per aquest grup és un sistema de visualitza-
ció d’imatge mèdica en un entorn de realitat virtual semi-immersiu (Fig. 1.3).
La plataforma de desenvolupament utilitzada en aquest projecte, VR Jug-
gler4, és molt rígida a l’hora d’afegir suport per a nous dispositius i en els
últims anys ha quedat obsoleta. És per això que el nostre projecte es basa-
rà en Unity3D, al ser una plataforma molt utilitzada actualment en l’àmbit
de l’entreteniment i videojocs, són els mateixos fabricants de dispositius que
s’encarreguen d’integrar-los a la plataforma. D’aquesta manera intentem
evitar que el nostre sistema quedi obsolet amb l’aparició de nous disposi-
tius.
FIGURA 1.3: Sistema de RV semi-immersiu desenvolupat pel grup
ViRVIG per la inspecció de models volumètrics.
De totes les etapes d’un sistema d’exploració de models volumètrics (veure
Fig. 1.4), en aquest projecte ens centrarem en dues parts:
1. Visualització: És essencial, abans de poder treballar en la interacció de
l’usuari, tenir un sistema de visualització que funcioni correctament
en el dispositiu de realitat virtual. Aquest sistema de visualització ha
de permetre renderitzar els models en estèreo, permetre retallar el mo-
del per veure’n seccions i gestionar correctament l’oclusió per part de
models de superfícies poligonals, ja que són els que es faran servir per
4http://www.vrjuggler.org
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mostrar a l’usuari informació sobre la seva posició i altres elements in-
teractius.
L’algorisme inicial sobre el qual treballarem és el de Multi-Pass GPU
Ray Casting [7], tot i que no descartem canviar detalls de la implemen-
tació o fins i tot d’algorisme en cas que el rendiment no sigui suficient.
2. Interacció: Un cop disposem d’una base sòlida sobre la qual treballar,
passarem a desenvolupar el sistema d’interacció de l’usuari. Comen-
çarem per interaccions senzilles com ara moure i rotar els models per
tal de familiaritzar-nos amb els comandaments de l’HTC Vive. Més en-
davant dissenyarem interaccions més complexes i interessants a l’hora
d’explorar un model mèdic, com poden ser la modificació dels rangs de
valors mostrats o la utilització d’una Virtual Magic Lantern (VML) [13]
(Fig. 1.5). La quantitat final d’interaccions implementades dependrà
del temps del qual disposem un cop acabada la fase de visualització.
FIGURA 1.4: Esquema bàsic del procés de visualització de models
volumètrics.
Al final de cada una d’aquestes fases caldrà fer una avaluació de l’eficièn-
cia i usabilitat dels sistemes desenvolupats i comparar els resultats amb els
objectius proposats inicialment. En cas de trobar-nos amb algun obstacle, és
possible que ens calgui reconsiderar algun dels objectius, probablement cal-
drà reduir el nombre de tècniques d’interacció implementades. A part dels
objectius especificats, un dels objectius principals durant tot el projecte és
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FIGURA 1.5: Exemple d’interacció en realitat virtual emprant la
VML.
mantenir el codi el màxim de modular. D’aquesta manera s’afavoreix la se-
va reutilització, ja sigui en diverses parts del propi projecte com en projectes
futurs.
1.3.2 Possibles obstacles i limitacions
Eficiència
El dispositiu de realitat virtual que utilitzarem disposa d’una pantalla de
molt alta resolució (2160× 1200), a més a més, cal renderitzar una imatge di-
ferent per a cada ull, per tal d’aconseguir l’estèreo. És possible que, a l’hora
de visualitzar els models volumètrics, no sigui fàcil arribar als 90Hz (45Hz
per a cada ull) que demana el dispositiu per funcionar correctament. Per
resoldre aquest problema primer intentarem optimitzar al màxim l’algoris-
me de visualització escollit. En cas que no assolim els requeriments que el
dispositiu ens marca, farem el renderitzat a una resolució més petita i escala-
rem la imatge resultant per mostrar-la de forma correcta o treballarem amb
models simplificats.
De tota manera, cal tenir en compte que l’eficiència en la visualització sem-
pre serà un factor limitant en el disseny de noves interaccions. Per alguns
paradigmes d’interacció podríem necessitar fer múltiples visualitzacions si-
multànies del mateix model i això requeriria una potència de targeta gràfica
molt superior a la que es disposa en un PC de gama mitja.
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Plataforma de desenvolupament
Un altre factor que pot portar problemes és la plataforma de desenvolupa-
ment. Inicialment hem escollit Unity3D, un motor de desenvolupament de
videojocs i aplicacions gràfiques. En ser un motor de codi tancat ens caldrà
adaptar-nos a la seva forma de treballar i sense experimentacions no podem
estar segurs de com gestiona els processos internament i les restriccions que
comporta. Tot i així creiem que les limitacions seran menors i, en cas que no
quedi altra opció, no descartem canviar a una plataforma de desenvolupa-
ment diferent, com podria ser Unreal Engine 5.
Errors en el codi
Finalment, com en qualsevol projecte que requereixi el desenvolupament
de codi, es poden cometre erros de programació i disseny en el marc de la
plataforma utilitzada. Aquest és un fet que cal tenir molt present, ja que
si aquests errors passen desapercebuts poden arribar a endarrerir molt l’a-
vanç del projecte. Per intentar minimitzar i detectar els errors en el mínim
temps possible farem comparacions regularment entre el comportament del
visualitzador que estem desenvolupant i el visualitzador desenvolupat an-
teriorment en el mateix grup de recerca, a més de ser acurats en el disseny,
comentaris i desenvolupament del codi.
1.3.3 Metodologia de treball
Per tal de dur a terme el projecte utilitzarem una metodologia de treball
basada en cicles curts. Setmanalment es definiran uns objectius que s’hauran
de realitzar abans de la reunió següent. Tot i així, el fet d’estar treballant
de becari en un altre projecte dins del grup de recerca ViRVIG facilitarà la
comunicació amb la directora que serà més o menys constant al llarg de la
setmana.
El fet de treballar en cicles curts permetrà ajustar els objectius de manera
més flexible a mesura que es va avançant i també rectificar en cas de trobar-
se obstacles inesperats.
5https://www.unrealengine.com
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1.3.4 Eines utilitzades
• Trello: Per a la gestió de tasques i l’anotació del temps dedicats a elles.
• GitLab: Sistema de control de versions, tant per al codi font del projec-
te com la documentació.
• LATEX: Per a la generació de la memòria.
• Doxygen: Per a la documentació del codi.
1.3.5 Mètodes de validació
Gràcies a la metodologia àgil i a la facilitat de comunicació amb la directora,
es durà a terme una validació constant de l’evolució del projecte. Es realit-
zaran reunions periòdiques per tal d’avaluar el treball realitzat i revisar la




En aquest capítol es presenta l’algorisme de visualització escollit, la seva
integració en la plataforma Unity3D, la seva implementació i, finalment, les
proves de rendiment realitzades.
2.1 Definició del problema
Tal com s’ha indicat en el capítol 1, un requeriment fonamental del projecte
es poder obtenir una visualització interactiva d’un model volumètric en un
dispositiu de realitat virtual que requereix visió en estèreo. Per al procés de
renderitzat d’un model de vòxels s’utilitza el traçat de raigs de visió (expli-
cació més detalla a la secció 2.2, veure Fig. 2.2). Aquesta tècnica consta de
les següents etapes (veure Fig. 2.1):
• Recorregut de les dades: Per tal de calcular el color acumulat de cada
raig individual, cal avaluar múltiples mostres del model volumètric.
• Interpolació: Els punts de mostreig al llarg d’un raig de visió no solen
coincidir amb els punts on s’ha realitzat la captació. Els valors de pro-
pietat en punts arbitraris s’obtenen interpolant els valors discrets més
pròxims.
• Càlcul del gradient: Els valors de mostreig del model formen un camp
escalar en el qual es pot calcular un gradient. Aquest gradient es pot
utilitzar en el pipeline de renderitzat per al càlcul de la il.luminació o
per definir funcions de transferència més complexes.
• Classificació: S’assigna unes propietats visuals a cada valor de propie-
tat. Aquesta assignació normalment es defineix mitjançant una funció
de transferència.
• Il.luminació: Es poden utilitzar models d’il.luminació iguals als del
renderitzat de superfícies per obtenir una il.luminació del model.
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• Composició: Els colors dels punts avaluats al llarg del raig visió es
combinen per obtenir el color final del píxel. Tot i que hi ha diverses
opcions de composició, en el nostre cas només utilitzarem composició
additiva.
FIGURA 2.1: Pipeline de renderitzat de models volumètrics. Per tal
d’avaluar el model òptic aplicat cal recórrer les dades del model.
El valor de propietat de cada punt s’obté interpolant els valors del
conjunt de dades discretes. Després es calculen els gradients i en
l’etapa de classificació s’estableixen les propietats visuals de cada
punt. Finalment, es calcula la il.luminació de cada punt i es com-




El model volumètric conté la informació de la regió escanejada que volem
visualitzar. De forma general un model volumètric consisteix en un conjunt
de mostres en l’espai on, per a cada mostra, sabem a quin punt de l’espai
s’ha fet i el valor que pren una certa propietat en aquell punt.
Tot i que en la definició general aquestes mostres es poden haver pres en
punts completament aleatoris dins de la regió escanejada, la majoria de mo-
dels tenen els punts de mostra a intervals regulars en cada un dels eixos de
coordenades. És per això que la manera més normal d’emmagatzemar les
dades d’un model volumètric és en forma de matriu tridimensional, acom-
panyada d’un vector de tres components que indica, per a cada eix de coor-
denades, quina és la distancia que hi ha entre les diferents mostres.
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Aquest tipus de model s’anomena model de vòxels, es pot veure com una
extensió 3D de les imatges de píxels. El rang de la matriu indica la resolució
(nombre de mostres) en cada dimensió. En l’àmbit de la imatge mèdica, el
model es crea a partir d’imatges obtingudes pels sistemes de captació.
Funció de transferència
Gràcies al model volumètric podem saber quin és el valor de propietat de
cada un dels punts de la regió escanejada, però per poder renderitzar el mo-
del correctament necessitem saber quina és la representació visual de cada
un d’aquests valors. És a dir, volem saber quines són les propietats visuals
d’un punt a partir del seu valor de propietat. Aquesta correspondència ve
donada per la funció de transferència, que rep com a paràmetre un valor de
propietat i retorna un color i una opacitat.
D’aquesta manera, si per exemple tenim un model volumètric del cap d’una
persona obtingut a partir de d’una tomografia computeritzada, podríem de-
finir una funció de transferència que assignés als valors de propietat més alts
el color d’os (en TC el valors de densitats més alts es corresponen als teixits
més densos) i els valors més baixos una tonalitat de color carn.
Aquesta funció de transferència es pot definir de moltes maneres diferents,
però pel que fà referència al sistema de visualització només ens interessa
saber que es tracta d’una assignació d’unes propietats visuals a cada possible
valor de propietat.
Matrius de càmera i transformació
Finalment, per produir una imatge amb perspectiva i des d’un punt de vista
concret necessitem saber la posició i orientació de la càmera juntament amb
la seva deformació de perspectiva, aquests paràmetres se solen guardar com
a una matriu de 4 × 4 valors, resultat de multiplicar la matriu de punt de
vista per la matriu de perspectiva.
A més, és necessari que el sistema pugui representar el model en qualsevol
posició, rotació i escala per tal de permetre explorar-lo completament sense
que l’usuari hagi de moure’s. Per tant, necessitem saber els valors de la
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transformació afí per aplicar-la model. Altre cop, aquests valors es guarden
com una matriu de 4× 4 valors.
2.1.2 Resultat esperat
Un cop definides quines són les dades amb les quals treballa el sistema, cal
especificar els requeriments visuals del resultat i els del sistema global.
Visualització
Evidentment, la condició principal és que el model es visualitza de forma
correcta des dels punts de vista i perspectiva indicats i havent-li aplicat la
transformació que correspongui. A més a més, cada punt del model volu-
mètric ha de tenir el color que li correspon.
D’altra banda, per tal d’aconseguir una representació més realista del model
volumètric cal il.luminar l’escena amb algun focus de llum i considerar la
modificació de colors que comporta. S’ha escollit el model d’il.luminació
de Phong. Es tracta d’un model simple i sense ombres projectades, però per
explorar un model mèdic no es necessita una il.luminació físicament realista i
les ombres projectades podrien dificultar la tasca de visualització del model.
Capsa de retall
Com que tenim un model volumètric, ens pot interessar visualitzar amb de-
tall punt interiors que molt sovint queden ocults. Una tècnica àmpliament
utilitzada consisteix en retallar el volum per plans paral.lels als plans coorde-
nats. En el nostre sistema aquests plans es defineixen mitjançant sis valors
en l’interval [0, 1]. Per a cada eix de coordenades dos valors indiquen les
distàncies relatives entre la capsa envolupant del model i els plans de retall.
Rendiment
Una de les condicions més importants, i alhora de les més difícils d’aconse-
guir, és que el renderitzat s’ha de realitzar en estèreo en una pantalla de gran
resolució i a una velocitat relativament alta. El dispositiu HTC Vive disposa
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d’una pantalla de 2160 × 1200 píxels (1080 × 1200 per a cada ull), i especifi-
ca una freqüència de refresc de la imatge de a 90Hz (45Hz per a cada ull).
És a dir, el sistema de visualització ha de ser capaç de produir imatges de
1080× 1200 píxels cada 0, 022 segons.
Oclusió
Pel nostre cas d’ús, serà necessari situar el model dins del context d’un en-
torn virtual. Com veurem en l’apartat d’interacció, s’afegirà a la visualitza-
ció del model volumètric elements geomètrics bàsics (esferes, cilindres, etc.)
que donaran a l’usuari informació sobre l’acció que està realitzant. És per ai-
xò que el sistema de visualització ha de tenir en compte que alguns objectes
de l’entorn poden obstruir la visió total o parcial del model.
A més, també s’han de tractar de forma correcta els casos en que un objecte
de l’entorn virtual es troba darrere d’una regió semitransparent del model.
L’objecte es veurà però el seu color quedarà afectat pel color del model que
té al davant.
2.2 Algorisme utilitzat
En aquesta secció, es descriu l’algorisme seleccionat i utilitzat per al rende-
ritzat del models volumètrics: el Multi-Pass GPU Raycasting. Es tracta d’una
variació del Single-Pass GPU Raycasting [7].
Single-Pass GPU Raycasting
És un algorisme de renderitzat i, per tant, el seu objectiu es generar una
imatge. Veurem que el càlcul del color de cada píxel de la imatge es pot
realitzar de forma completament independent al de la resta de píxels i, per
tant, es pot realitzar de manera paral.lela en una Graphics Processing Unit
(GPU). Prenent com a entrada les dades que hem especificat anteriorment
en la secció 2.1.1 , el càlcul per a cada un dels píxels és el següent (veure
Fig. 2.2 i Codi 1):
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1. Calcular el raig amb origen la posició de la càmera que passa per la
posició del píxel.
2. Calcular els punts d’intersecció e i s (entrada i sortida) del raig amb la
capsa envolupant del model.
3. Si no hi ha intersecció, retornar el color de fons i acabar el càlcul.
4. Si hi ha intersecció, recórrer amb un interval regular el segment del
raig entre els punts e i s (que és interior al model), és a dir, mostrejar el
model a punts equidistants seguint el raig.
5. Per a cada punt visitat calcular el seu color d’acord amb la funció de
transferència i acumular-lo al color final.
6. Un cop s’ha recorregut tot el segment interior, retornar el color final.
FIGURA 2.2: Representació general d’un algorisme de raycasting.
Es traça un raig de visió des de cada píxel de la imatge i es prenen
mostres del model a punts discrets. Acumulant les propietats visu-
als de cada mostra al llarg dels raigs obtenim el color de cada píxel
[14].
Aquest algorisme funciona correctament però realitza el càlcul de la inter-
secció entre el raig i la capsa envolupant per a tots els píxels de la pantalla,
fins i tot aquells que no estan a la regió on es troba el model. Això fa que
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1 Color singlePass(Volume volume, vec3 pixelPos,
2 vec3 cameraPos, float step) {
3
4 Ray r;
5 r.origin = cameraPos;
6 r.direction = normalize(pixelPos - cameraPos);
7
8 Intersection inter = intersect(volume, r);
9 //Si no hi ha interseccio, retornar el color de fons
10 if (!inter) return Color(0,0,0,0);
11
12 Color finalColor = Color(0,0,0,0);
13 float dist = distance(inter.entryPoint, inter.exitPoint);
14 for (float f = 0; f < dist; f += step) {
15 vec3 p = inter.entryPoint + r.direction * f;




CODI 1: Pseudo-codi del Single-Pass GPU Raycasting. L’accumu-
lació dels colors al llarg del raig té en compte la contribució de la
opacitat de cada mostra seguint el paradigma d’acumulació cone-
gut com Front-to-Back.
en pantalles molt grans, quan el model no ocupa tota la pantalla, es faci una
gran quantitat de feina inútil que alenteix el procés de renderitzat.
2.2.1 Multi-Pass GPU Raycasting
Per tal d’evitar el problema comentat de l’algorisme anterior s’ha utilitzat
el Multi-Pass GPU Raycasting. Aquest aprofita el fet que el hardware de les
GPU està especialitzat en rasteritzar i interpolar valors per obtenir de forma
més ràpida les interseccions de cada raig amb la capsa envolupant.
De fet, la principal diferència entre aquest algorisme i l’anterior és la mane-
ra com es calculen les posicions d’entrada i sortida del raig per a cada píxel
(veure codi 2). En aquest cas, el càlcul no es realitza de forma analítica sinó
que en un pas previ es renderitza la malla poligonal corresponent a la capsa
envolupant del model. En aquesta malla cada vèrtex té com a color associ-
at la seva posició de manera que, un cop renderitzada, podem simplement
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accedir a cada un dels píxels de la imatge per obtenir la seva posició, sense
necessitat de fer cap càlcul addicional.
Per tant, abans de fer el càlcul per a cada un dels píxels, es renderitza la capsa
contenidora del volum dues vegades i es guarda el resultat en dues textures
diferents. En una passada es desactiva el renderitzat de les cares frontals i en
l’altra el de les cares posteriors així una textura conté les posicions d’entrada
i l’altra les posicions de sortida (veure Fig. 2.3).
(A) (B)
FIGURA 2.3: Exemple de textures que contenen les posicions d’en-
trada (A) i sortida (B) dels raigs de visió en la capsa envolupant
d’un model volumètric.
Un altre fet a destacar de la implementació en la GPU d’aquest algorisme és
que els colors de la malla (posicions) es representen en l’espai de coordena-
des de la textura 3D que enmagatzema el model volumètric en la GPU, fent
que no sigui necessari fer tantes conversions entre espais de coordenades
dins dels programes que s’executen a la GPU (shaders) com en l’algorisme
de Single-Pass GPU Raycasting.
Un cop tenim les dues textures amb les posicions d’entrada i sortida, el càlcul
que es realitza per a cada píxel és molt semblant al de l’algorisme anterior,
només cal canviar el càlcul analític dels punts d’intersecció per a dos acces-
sos a les textures.
2.2.2 Il.luminació i modulació de gradient
En l’algorisme explicat es necessita una funció que, donat un punt dins el
model volumètric, calculi el seu color. Per fer-ho primer s’obté el valor de
propietat del punt en qüestió. A aquest valor de propietat se li aplica la
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1 Color multiPass(Volume volume, float step,
2 Texture inTex, Texture ouTex) {
3
4 vec4 entryPoint = sampleTexture(inTex);
5 vec4 exitPoint = sampleTexture(outTex);
6
7 // Utilitzem el 4t component del punt per indicar
8 // si hi ha interseccio o no
9 if (entryPoint.a == 0) return Color(0,0,0,0);
10
11 vec3 direction = normalize(exitPoint.xyz - entryPoint.xyz);
12
13 Color finalColor = Color(0,0,0,0);
14 float dist = distance(entryPoint, exitPoint);
15 for (float f = 0; f < dist; f += step) {
16 vec3 p = entryPoint + direction * f;




CODI 2: Pseudo-codi del Multi-Pass GPU Raycasting.
funció de transferència, que ens dóna: un color, una opacitat i un valor de
modulació de gradient.
A partir d’aquests valors es realitza el càlcul d’il.luminació segons el model
de Phong. Aquest model necessita la direcció de la normal de la superfície
en el punt que s’està avaluant. En els models poligonals aquesta normal
acostuma a formar part de la informació dels vèrtexs (o es pot calcular analí-
ticament ja que es tracta de cares planes) i s’interpola per a la resta de punts
de la superfície. En el nostre cas no disposem de superfícies clarament defi-
nides i utilitzem el gradient com a substitut de la normal.
El gradient d’un punt en una funció és un vector que té la propietat d’apun-
tar sempre en la direcció que la derivada direccional és màxima. De forma
intuïtiva, apunta cap a la direcció en la que la funció creix de manera més
ràpida (veure Fig. 2.4). A part de la direcció del gradient, és útil tenir en
compte la seva magnitud. Aquest valor ens indica si el creixement és molt
gran o molt petit, això ens permet determinar si un punt forma part de la
frontera entre dues estructures.
Per exemple, en un cert model volumètric d’una tomografia computeritzada,
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el punts que es troben dins la carn del pacient tindran una densitat més
alta que els punts que es trobin a l’aire del voltant. Per tant, els punts que
es trobin just a la superfície de la pell a una banda tindran punts densos
i a l’altra punts on la densitat és quasi zero. En aquests punts el gradient
apuntarà cap a l’interior del cos i la seva magnitud serà relativament alta.
En canvi els punts que es trobin completament dins o completament fora de
la carn tindran la mateixa densitat que els sues vòxels veïns i, per tant, al no
haver-hi creixement de la funció, la magnitud del seu gradient serà gairebé
zero.
FIGURA 2.4: Representació del gradient (vermell) d’una funció de
dues variables (blau). Els vectors del gradient sempre apunten en
la direcció que la funció creix de manera més ràpida. La seva mag-
nitud indica si aquest creixement és molt alt o molt baix.
En alguns casos es pot calcular el gradient d’una funció de forma analítica,
però en el nostre cas no disposem de la definició analítica de la funció que es-
tem avaluant. Per tant, cal utilitzar un sistema per obtenir una aproximació
del gradient.
El gradient (denotat amb el símbol∇) d’una funció f en un sistema de coor-
denades cartesianes és el camp vectorial que té com a components les deri-
vades parcials de f .










Altre cop, no podem calcular les derivades parcials de forma exacta i en fem
un càlcul aproximat mitjançant el mètode de diferències centrals. Per tant,
sigui V un model volumètric i V (x, y, z) el valor de propietat del model en el
punt (x, y, z) i δ el vector que conté les distancies de mostreig del model en








V (x− 1, y, z)− V (x+ 1, y, z)
δx
V (x, y − 1, z)− V (x, y + 1, z)
δy
V (x, y, z − 1)− V (x, y, z + 1)
δz

Aquest gradient aproximat s’utilitza per a realitzar el càlcul de la il.luminació.
A més a més, es fa servir la seva magnitud per modular la opacitat dels punts
de manera que les zones homogènies del model passen a ser transparents.
Això permet representar les fronteres entre els diferents elements del model
sense ocultar els elements més interns (veure Fig. 2.5).
(A) (B)
FIGURA 2.5: Comparació de la visualització sense modulació de
gradient (A) i amb modulació de gradient (B).
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2.2.3 Empty Space Skipping
Una altra extensió de l’algorisme de Single-Pass GPU Raycasting que s’ha im-
plementat és l’Empty Space Skipping. Es tracta d’una millora de rendiment
que intenta evitar recórrer parts del model que només contenen mostres
transparents.
Per fer-ho es realitza un preprocés del model. Es subdivideix en blocs de la
mateixa mida que es recorren un per un comprovant si algun dels punts que
contenen té una opacitat assignada (mitjançant una funció de transferència
concreta) diferent de zero. Un cop s’ha comprovat tots els blocs s’obté una
llista de blocs ocupats. Aquests són els blocs que s’utilitzaran a l’hora de
renderitzar el model, la resta es descartaran.
De la mateixa manera que en la implementació bàsica del Multi-Pass GPU
Raycasting es renderitza dues vegades la capsa contenidora del model, quan
s’utilitza Empty Space Skipping es renderitza una malla per a cada un dels
blocs ocupats (veure Fig. 2.6). Així les posicions d’entrada i de sortida del
raig que travessa el model s’ajusta molt millor a la figura que es representa i
s’evita un gran nombre d’iteracions per punts que no són visibles segons la
funció de transferència actual.
(A) (B)
FIGURA 2.6: Exemple de textures que contenen les posicions d’en-
trada (A) i sortida (B) dels raigs de visió en la capsa envolupant
d’un model volumètric utilitzant la optimització d’Empty Space
Skipping.
Aquesta tècnica presenta una gran millora de rendiment quan es visualtza
un model que té moltes zones buides des d’una certa distància. En canvi,
si el model no te zones buides o es visualitza des de l’interior del mateix
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model, aquesta sistema no té cap tipus de millora. Això fa que el benefici per
a la nostra aplicació no sigui massa alt, ja que observar el model amb molta
proximitat és un dels avantatges dels sistemes de realitat virtual immersius
i, per tant, és una situació que té lloc molt sovint.
2.3 Integració a Unity3D
En aquesta secció parlarem de la implementació final del sistema de visua-
lització explicat en l’entorn de Unity3D, és a dir, la integració de l’algorisme
dins el pipeline gràfic de Unity3D així com el desenvolupament de totes les
eines necessàries per poder treballar amb models volumètrics dins del seu
editor.
Unity3D és un motor de videojocs que intenta facilitar l’accés al món del
desenvolupament de videojocs. La primera versió del motor es va publicar
l’any 2005 però no ha estat fins als últims anys que ha guanyat molta popula-
ritat, sobretot en l’entorn dels desenvolupadors de videojocs independents.
Ofereix una gran quantitat d’eines, suport per a 2D i 3D, i permet exportar
per a un gran nombre de plataformes.
A més de ser una excel.lent plataforma per a desenvolupar videojocs, Unity3D
també ha atret molts desenvolupadors d’aplicacions interactives, de visua-
lització o de qualsevol altre tipus que requereixi un entorn de renderitzat
3D. Aquesta popularitat és el que porta als fabricants de dispositius de reali-
tat virtual a integrar els seus dispositius a Unity3D. Per aquest motiu, l’hem
escollit com a plataforma de desenvolupament, per intentar garantir que el
nostre sistema no quedi obsolet a mesura que apareguin nous dispositius.
Pel que fa al funcionament intern del motor, Unity3D utilitza un patró de
disseny anomenat Entitat-Component-Sistema. En aquest patró tots els ele-
ments que tenen un paper en l’aplicació són entitats i cada una d’aquestes
entitats pot tenir un o més components que afegeixen funcionalitats o atri-
buts. Finalment un conjunt de sistemes s’encarreguen de mantenir i actualit-
zar l’estat dels components associats a les entitats de l’aplicació. Per exem-
ple, en una aplicació podem tenir una entitat que té com a component asso-
ciat una malla poligonal, a cada fotograma el sistema de renderitzat busca
totes les malles poligonals que hi ha a l’aplicació i s’encarrega de mostrar-les
per pantalla.
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En el desenvolupament del sistema de visualització s’ha intentat mantenir
la filosofia d’Entitat-Component-Sistema i utilitzar el màxim de components
ja existents en el motor de Unity3D. D’aquesta manera es facilita tant la inte-
gració del sistema en els menús de l’editor d’escenes (el programa que per-
met dissenyar i construir escenes 3D) de Unity3D com la futura programació
d’interaccions amb els models volumètrics que es visualitzen.
2.3.1 Càrrega de models i funcions de transferència
Per tal de visualitzar el models volumètrics des de Unity3D primer cal un
procediment per a carregar les dades i convertir-les al format utilitzat in-
ternament a Unity3D. És a dir, cal llegir els fitxers que contenen els models
volumètrics (en el nostre cas en format PVM [15]) i extreure’n la resolució, la
mida dels vòxels, la posició i la matriu tridimensional de dades del model.
Per fer aquesta tasca s’ha utilitzat el codi desenvolupat pel grup de recerca
ViRVIG en el qual es realitza aquest projecte. Aquest codi ha estat programat
en C++ i, tot i que tant el nucli del motor de Unity3D com el seu editor es-
tan programats en C++, el sistema de scripts (que permeten a l’usuari afegir
funcionalitats, nous components, noves interfícies de l’editor, etc.) utilitza
el llenguatge C#. Per això s’ha hagut de convertir el carregador de models
en una llibreria dinàmica, de manera que es pugui utilitzar com a plugin des
dels scripts d’usuari programats en C#. Reutilitzar aquest codi ens ha servit
per poder treballar amb models volumètrics sense haver de dedicar massa
temps al sistema de càrrega de dades i poder dedicar més esforços al siste-
mes de visualització i interacció.
Pel que fa a les funcions de transferència, com hem explicat a la secció 2.1.1,
són funcions que assignen un color, opacitat i modulació de gradient a cada
un dels possibles valors que pot prendre un punt dins un model volumè-
tric. Aquesta funció podria definir-se de moltes maneres diferents, però en
el nostre cas utilitzem una definició per rangs de densitat.
Una funció de transferència queda definida per un conjunt de rangs, on ca-
da rang es pot veure com un trapezi (Fig. 2.7). Cada un dels rangs afecta les
propietats visuals dels valors de propietat que es troben en el seu interval
[Vmin, Vmax]. Tots els valors de propietat que queden dins d’aquest interval
són del mateix color RGB assignat al rang i la seva opacitat ve donada per
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l’alçada del trapezi per cada valor de l’interval. La modulació de gradient
també és un valor associat al rang i és constant per a tots els punts en l’in-
terval [Vmin, Vmax]. El tram de rang on els valors tenen la opacitat més alta
queda definit per l’interval [Tmin, Tmax].
FIGURA 2.7: Definició de les propietats visuals d’un rang de pro-
pietats a partir d’una funció lineal.
Aquesta manera de definir les funcions de transferència permet guardar la
informació de manera senzilla en un format ASCII predefinit. Per qüestions
de compatibilitat hem utilitzat el mateix format que s’utilitza en l’aplicació
desenvolupada anteriorment pel grup de recerca ViRVIG però, a diferèn-
cia de la carrega de models volumètrics, el codi d’importació de fitxers és
completament nou. D’aquesta manera hem pogut integrar les estructures de
dades internes al sistema de scripts de Unity3D, facilitant la programació de
menús i interaccions d’usuari.
2.3.2 Integració en el pipeline gràfic
En aquest apartat explicarem com hem integrat el sistema de visualització
dins el funcionament general d’una aplicació creada amb Unity3D i més con-
cretament de la manera que hem pogut integrar l’algorisme de renderitzat
dins el pipeline gràfic de Unity3D.
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Una de les primeres decisions que hem hagut de prendre respecte la inte-
gració del sistema de visualització va ser la forma de representar les dades
dels models i de les funcions de transferència dins el sistema de scripting de
Unity3D. La manera escollida ha estat extendre la classe ScriptableObject ja
que ofereix una base per representar un conjunt de dades, que l’editor les
tracti com a qualsevol altre asset estàndard (textures, models poligonals, ma-
terial, etc.) es puguin veure des dels diferents menús de l’editor i assignar
als components que els utilitzin de manera més intuïtiva, sense que sigui
necessari fer l’assignació des de codi.
A més a més, la classe ScriptableObject, permet serialitzar les dades que conté
en un fitxer de tipus .asset, d’aquesta manera la conversió de les dades del
format PVM al format utilitzat per Unity3D només s’ha de fer una única
vegada per a cada model, a partir d’aquell moment tots els canvis es poden
realitzar en l’objecte de tipus ScritableObject i es pot guardar i carregar en el
format .asset.
Un cop tenim les dades en un format pràctic d’utilitzar, cal definir una for-
ma d’especificar quin model volem visualitzar, amb quina funció de trans-
ferència i en quina posició, rotació i escala es troba aquest model. En aquest
cas hem intentat utilitzar la mateixa estructura que utilitza Unity3D per als
models de malles poligonals. Hi ha un tipus de component anomenat Mesh-
Renderer que indica al motor gràfic que una entitat té un model poligonal
associat. Cada fotograma, el pipeline gràfic mira quines entitats tenen mo-
dels associats i s’encarrega de renderitzar-los agafant com a posició, rotació
i escala les de la entitat (totes les entitats tenen forçosament aquestes tres
propietats).
De manera similar, hem creat el component anomenat VolumeRenderer que
associa un model volumètric i una funció de transferència a una entitat. En
aquest component també es pot especificar la mida de la capsa de retall.
Per tal de renderitzar aquests models i incorporar-los a la imatge generada
pel motor gràfic hem utilitzat el sistema de post-processat que ens ofereix
Unity3D.
Per tal de permetre que l’usuari pugui definir efectes de post-processat, Unity3D
conté un tipus de component que, quan s’afegeix a una entitat que també
conté un component de tipus Camera, dóna la llibertat d’executar una fun-
ció que modifiqui les imatges generades per la càmera. En el nostre cas,
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el component VolumeRaycastEffect busca la primera entitat que contingui un
component de tipus VolumeRenderer (de moment el sistema no permet rende-
ritzar més d’un model volumètric), aplica l’algorisme de renderitzat i afegeix
el resultat a la imatge final.
D’aquesta manera tenim un sistema que permet visualitzar models volumè-
trics des de qualsevol càmera. Els sistemes de realitat virtual per a Unity3D
poden utilitzar sistemes molt diferents per tal de renderitzar les imatges en
estèreo, però la gran majoria es basen en el component Camera per a fer-ho.
Per tant, independentment del sistema utilitzat per aconseguir imatges en
estèreo, el nostre renderitzador pot afegir-se de manera fàcil al sistema de
realitat virtual.
2.3.3 Interfícies i menús
Una de les característiques del sistema a la que hem volgut donar molta im-
portància és el fet d’integrar al màxim tots els elements del sistema dins l’edi-
tor de Unity3D. Tot i que no és estrictament necessari, el fet de definir menús
d’edició específics per a cada component facilita molt la feina de preparació
d’entorns per a l’exploració de models a més d’agilitzar el desenvolupament
d’interaccions i la realització de proves de rendiment i usabilitat.
FIGURA 2.8: Menú d’edició de models volumètrics. Permet especi-
ficar la mida associada a un model volumètric. Aquesta propietat
permet escalar la mida dels models volumètrics.
Concretament s’han desenvolupat els següents menús:
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• Edició de models volumètrics: Mostra una imatge tipus radiografia
del model volumètric i permet modificar la seva posició i tamany de
vòxel.
• Edició de funcions de transferència: Mostra el conjunt de rangs de
densitat i permet editar-los. Per a cada rang es pot escollir un color i
una modulació de gradient.
• Edició del component VolumeRenderer: Permet escollir un model vo-
lumètric i una funció de transferència. També dóna l’opció de modifi-
car la capsa de retall.
• Edició del component VolumeRaycastEffect: Permet modificar el ni-
vell d’escalat del renderitzat.
A les figures 2.8, 2.9, 2.10 es mostren els tres menús més significatius.
FIGURA 2.9: Menú d’edició de funcions de transferència.
2.4 Avaluació del rendiment
Un cop acabat el desenvolupament del sistema de visualització s’ha fet una
avaluació general del seu rendiment. S’han fet proves de visualització de
models volumètrics utilitzant el dispositiu de realitat virtual immersiva HTC
Vive i s’ha pogut comprovar que la freqüència de renderitzat no era sufici-
entment alta. El dispositiu HTC Vive demana una freqüència de renderitzat
mínima (45Hz) que si no s’assoleix provoca intermitències en la visualització
que són molt incòmodes per a l’usuari. Per tant, ha estat necessari buscar so-
lucions que ens permetin arribar a aquesta freqüència mínima sense perdre
massa qualitat visual.
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FIGURA 2.10: Menú d’edició del component VolumeRenderer. Per-
met especificar els paràmetres associats al procés de visualització.
Per una banda, els objectes d’entrada: el model volumètric i la seva
funció de transferència. A més es permet especificar propietats que
afecten al rendiment del procés: l’ús del Empty Space Skipping i el
tamany de la capsa de retall.
En els algorismes de ray casting el cost és lineal respecte el nombre de píxels
de la imatge, per tant, la primera mesura que hem pres és oferir l’opció de
realitzar el renderitzat del model a una resolució menor que la de la pantalla
i després re-escalar el resultat per cobrir la pantalla sencera. Concretament
utilitzem una textura amb la meitat de resolució (en cada eix) de manera
que dividim el nombre de píxels per 4 i al fer el re-escalat no hi ha una gran
pèrdua de qualitat perceptible (veure Fig. 2.11).
(A) (B)
FIGURA 2.11: Comparació de la visualització sense reducció de la
resolució (A) i amb la meitat de resolució (B).
Tanmateix, tot i que el fet de reduir el tamany de la textura de renderitzat
ha aportat una gran millora de rendiment encara no és suficient per tenir
una experiència totalment fluida dins l’entorn de realitat virtual. És per això
32 Capítol 2. Visualització
que ha estat necessari fer un conjunt de tests per identificar quina part de
l’algorisme tenia el cost més elevat en l’entorn de Unity3D i poder buscar
solucions o alternatives que redueixin el temps de renderitzat.
2.4.1 Identificació del problema
El primer test ha estat per intentar discriminar si el baix rendiment està cau-
sat pels càlculs realitzats a la CPU o a la GPU. Aquesta comprovació ha re-
sultat molt senzilla, simplement desactivant la passada final de ray casting
per GPU però deixant actius la resta de càlculs (incloent les passades que
precalculen els punts d’entrada i sortida dels raigs) podem veure que la fre-
qüència de renderitzat assoleix el seu valor màxim (90Hz). Per tant, podem
descartar que es tracti d’un problema de càlculs en la CPU.
Sabent que el problema de rendiment es troba a la part executada per la GPU,
s’han fet diverses proves per detectar la causa del baix rendiment. S’han fi-
xat tres punts de vista des dels quals es mesura la freqüència de renderitzat
i es calcula la freqüència mitjana. D’aquesta manera s’intenta evitar resul-
tats falsejats pel fet d’escollir un punt de vista concret per a fer les mesures.
També s’ha fixat una funció de transferència en la que tots els punts amb
un valor de propietat major que zero tenen el mateix color i opacitat i s’ha
utilitzat sempre el mateix model, que té una resolució de 512× 512× 256 vò-
xels. Evidentment, totes les proves s’han dut a terme en el mateix ordinador
i sense altres programes executant-se alhora per ser el màxim de consistents
possible.
La primera prova que s’ha realitzat ha estat determinar si el tamany del mo-
del volumètric té alguna influència sobre el rendiment del renderitzador. És
a dir, s’ha volgut veure si, tot i visualitzar la mateixa regió del model, el fet
de tenir més o menys dades carregades a la GPU té algun impacte en el ren-
diment. Tot i que sobre el paper no hi hauria d’haver cap diferència, s’ha fet
la prova per descartar possibles limitacions de hardware. S’ha visualitzat una
quarta part del model diverses vegades, una carregant només les dades de
la part visible, una altra on es visualitzava una quarta part però es carregava
la meitat del model i, finalment, una última visualització carregant el model
sencer.
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El resultat d’aquesta primera prova ha estat l’esperat, no s’han trobat dife-
rències de rendiment entre les diferents execucions. Per tant, s’ha descartat
una possible limitació per la memòria de la targeta gràfica.
La segona prova ha consistit en observar la influència dels diferents tipus
d’interpolació de la textura 3D en la freqüència de renderitzat. Les APIs
gràfiques d’avui en dia permeten especificar per a una textura quin tipus
d’interpolació fa servir la GPU a l’hora d’agafar-ne valors. Per a la nostra
textura 3D, les dues principals opcions que podem utilitzar són la interpola-
ció bilineal o nearest, que consisteix en agafar el valor del vòxel més proper
sense fer cap tipus d’interpolació.
Per a cada punt del model volumètric per al qual es calcula el color es re-
alitza una lectura a la textura 3D per obtenir el seu valor de propietat i sis
lectures del vòxels veïns per tal de calcular el seu gradient. Durant el desen-
volupament del sistema de renderitzat s’ha utilitzat la interpolació bilineal
per a totes les lectures ja que ofereix una qualitat visual més alta. En canvi,
la prova ha consistit en prendre mesures de rendiment en els següents casos:
• Interpolació nearest per a totes les lectures.
• Interpolació nearest per a totes les lectures, excepte la del valor de pro-
pietat.
• Interpolació bilineal per a totes les lectures.
Interpolació
Nearest Combinat Bilineal
Punt de vista 1 41 39 29
Punt de vista 2 26 25 13
Punt de vista 3 28 27 15
Mitjana 32 30 19
TAULA 2.1: Fotogrames per segon obtinguts per a cada punt de
vista i tipus d’interpolació.
Com podem veure a la taula 2.1 els resultats indiquen que hi ha algun tipus
de relació entre la interpolació utilitzada i el rendiment general del sistema
de renderitzat. Un dels factors que canvia quan s’utilitza interpolació biline-
al o nearest és el nombre d’accessos a memòria que fa la GPU. En el cas de la
interpolació nearest només s’accedeix al vòxel més proper i s’utilitza el seu
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valor, en canvi, per a la interpolació bilineal s’accedeix als quatre vòxels més
propers i es fa una combinació lineal del seus valors.
Nearest Combinat Bilineal
Accessos a memòria 7 14 56
Rendiment mitjà (fps) 32 30 19
TAULA 2.2: Relació entre el nombre d’accessos a memòria (de la
textura 3D) i el rendiment.
Analitzant els valors de la taula 2.2 observem que, a mesura que augmenta
el nombre d’accessos a memòria que fa la GPU, el rendiment baixa. Tot
i això no es pot assegurar que hi hagi una relació directa entre el nombre
d’accessos i el rendiment. És per això que la tercera prova que s’ha realitzat
ha tingut com a objectiu descobrir si realment són els accessos a memòria el
que produeix una baixada de rendiment substancial.
Per fer aquesta tercera prova ha calgut modificar l’algorisme de renderitzat.
En lloc de calcular el color de cada punt tenint en compte la funció de trans-
ferència i el model d’il.luminació de Phong, s’accedeix un nombre concret de
vegades als vòxels més propers. El nombre de vegades que s’accedeix al vò-
xels veïns es pot especificar com a paràmetre. La prova consisteix a mesurar
el rendiment a mesura que augmenta el nombre d’accessos per veure com
varia el rendiment.
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FIGURA 2.12: Freqüència de renderitzat respecte el nombre d’ac-
cessos a textura.
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El resultat d’aquesta última prova es presenta a la Fig. 2.12. Es pot observar
clarament que el nombre d’accessos a textura té un impacte molt important
en el rendiment. A més a més, també s’observa que la baixada de rendiment
més important es produeix en els deu primers accessos. La diferència que
es pot observar entre utilitzar la interpolació bilineal o nearest s’explica pel
fet que un accés a textura amb interpolació nearest només comporta un únic
accés a memòria mentre que per a la interpolació bilineal en calen vuit.
2.4.2 Solució implementada
Un cop identificat el problema que provocava la disminució de rendiment
s’ha dissenyat una solució per tal d’aconseguir un millor rendiment mante-
nint al màxim la qualitat visual. L’objectiu és reduir el nombre d’accessos a
memòria que es fan per a cada un dels punts que s’avaluen.
Revisant l’algorisme de renderitzat 2 podem veure que s’accedeix una vega-
da a la textura per obtenir el valor de propietat del punt i sis vegades per
calcular el seu gradient. No hi ha cap manera d’estalviar-se l’accés al valor
del punt, però si que es poden reduir els accessos relatius al gradient.
Càlcul de gradient Textura de gradients
Nearest Combinat Bilineal Nearest Combinat Bilineal
P.V. 1 41 39 29 51 51 51
P.V. 2 26 25 13 33 33 33
P.V. 3 28 27 15 36 36 36
Mitjana 32 30 19 40 40 40
TAULA 2.3: Comparació del rendiment en fotogrames per segon
entre la primera versió (càlcul de gradient) i la versió optimitzada
(textura de gradients).
La solució que s’ha implementat aprofita el fet que el gradient de cada punt
és constant, no varia al llarg del temps. Per tant, en lloc de calcular-lo cada
fotograma per a cada un dels punts, es pot precalcular una textura de gradi-
ents. Quan es carreguen les dades d’un model volumètric, a més de generar
la textura 3D dels valors de propietat es crea una segona textura on cada
vòxel conté el gradient calculat a partir dels valors de propietat dels seus ve-
ïns. Aquesta textura conté informació de tipus vectorial, 4 components float
de 32 bits. La direcció del gradient es guarda normalitzada en els 3 primers
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components i l’últim es reserva per la magnitud. D’aquesta manera a l’hora
de renderitzar no cal repetir el càlcul del gradient, només es necessita un sol
accés a la textura de gradients.
Tal com mostra la taula 2.3 el fet d’utilitzar una textura per als gradients
comporta una gran millora de rendiment, d’un 100% respecte la implemen-
tació inicial utilitzant interpolació bilineal. També es pot veure que, com que
el nombre d’accessos a textura és molt baix, el tipus d’interpolació que s’uti-
litza no influeix en la freqüència de renderitzat final. Per tant, es pot utilitzar




Un cop acabada la implementació del sistema de visualització, l’aplicació ja
es pot utilitzar per a explorar models volumètrics. Aquesta exploració, però,
és complicada i carregosa ja que l’únic que ens permet fer l’entorn d’HTC
Vive de forma inherent és moure’ns al voltant d’un model estàtic, és a dir,
canviar el punt de vista. Dues càmeres fixes a l’habitació fan el seguiment de
la posició i orientació del cap de l’usuari, que porta el casc de realitat virtual
(veure Fig. 3.1). El model volumètric es mostra a l’usuari com si estigués
flotant al mig de l’habitació i a mesura que es mou la imatge que se li mostra
va canviant per adaptar-se al seu punt de vista.
FIGURA 3.1: Usuari utilitzant el sistema d’exploració de models
volumètrics. Al fons, una càmera de seguiment del dispositiu HTC
Vive.
Les següents seccions se centren en la segona part del projecte realitzat, que
ha consistit en dissenyar i implementar una sèrie de tècniques d’interacció
que faciliten l’exploració dels models sempre intentant minimitzar la fatiga
de l’usuari.
Com a dispositiu d’interacció, s’ha utilitzat els comandaments que propor-
ciona el conjunt de l’HTC Vive (Fig. 3.2). Aquests comandaments disposen
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d’una sèrie de botons i una superfície tàctil que funciona com a joystick. A
més a més, de la mateixa manera que l’HTC Vive fa un seguiment de la
posició i orientació del cap de l’usuari, també ens proporciona la posició i
orientació dels comandaments que és útil per a implementar la interacció.
S’ha creat una capa d’abstracció de tota aquesta informació dels dispositius
d’entrada. Això ens permet desenvolupar metàfores d’interacció de manera
independent al dispositiu concret que s’utilitzarà finalment.
FIGURA 3.2: Imatges del comandament del dispositiu HTC Vive.
Tot i que en el cas de l’HTC Vive es poden utilitzar dos comandaments al-
hora, hem escollit limitar el nostre sistema a només un comandament per
oferir un cert nivell de compatibilitat amb altres sistemes de realitat virtual
que només disposen d’un únic comandament. De tota manera no es des-
carta incorporar múltiples comandaments al sistema d’entrada d’usuari en
futures versions del projecte.
3.1 Interaccions bàsiques
Aquesta secció es centra en les metàfores d’interacció més senzilles i que es
solen trobar a la majoria d’aplicacions d’exploració de models volumètrics.
3.1.1 Exploració
Com hem dit, la pròpia naturalesa del dispositiu que hem escollit com a ba-
se del sistema de realitat virtual (HTC Vive) permet que l’usuari es mogui
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dins d’una zona limitada i d’aquesta manera pugui canviar el seu punt de
vista respecte el model. La primera interacció que s’ha implementat consis-
teix en oferir a l’usuari una alternativa que permeti canviar el seu punt de
vista sense que li sigui necessari desplaçar-se. Un dels sistemes més utilitats
per a realitzar aquest tipus d’interacció és l’anomenat Rolling Ball que con-
sisteix en rotar el model al voltant d’un eix perpendicular al moviment del
comandament.
En el nostre cas hem decidit aprofitar el fet que, a part de la posició, el dis-
positiu de realitat virtual fa un seguiment de l’orientació del comandament
per implementar una altra metàfora d’exploració. Quan el comandament es
troba dins del model volumètric l’usuari pot prémer un botó i, mentre el bo-
tó es manté premut l’orientació del model segueix els canvis d’orientació i
posició del comandament (veure Fig. 3.3). Aquesta interacció resulta molt
intuïtiva perquè l’efecte que es produeix quan es prem el botó i es gira el
comandament és el mateix que es produiria si l’usuari estigués agafant un
objecte real que porta enganxat al comandament.
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FIGURA 3.3: Representació pas per pas de la metàfora d’exploració.
L’usuari ubica el comandament dins del model volumètric. A par-
tir d’aquest moment, mentre l’usuari mantingui premuts els botons
laterals del comandament, el model es mourà seguint el moviment
del braç.
3.1.2 Capsa de retall
El segon sistema d’exploració que s’ha implementat no té com a objectiu re-
duir la fatiga de l’usuari sinó que permet la visualització d’informació inte-
rior al volum que no es pot veure simplement canviant el punt de vista. En
alguns models volumètrics, especialment en imatges mèdiques, es pot do-
nar el cas que el punt d’interès quedi totalment envoltat per elements opacs
i sigui impossible veure’l des de l’exterior.
Una de les interaccions bàsiques en qualsevol sistema d’inspecció d’imat-
ges mèdiques en 3D és el de la capsa de retall. Es dóna la opció a l’usuari
de retallar el model utilitzant plans paral.lels als plans coordenats, és a dir,
s’especifica fins a quin punt es renderitza el model en cada una de les coor-
denades. D’aquesta manera es poden veure seccions de l’interior del model
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FIGURA 3.4: Un mateix model volumètric retallat en diverses po-
sicions. La cara que s’està retallant es marca de color verd.
(veure Fig. 3.4).
FIGURA 3.5: Capsa de retall en la que s’ha seleccionat la cara fron-
tal.
Per tal de definir quina és la mida de la capsa contenidora (o de retall) del
model es mostra a l’usuari una representació de les arestes d’aquesta cap-
sa amb cilindres de color blau. D’altra banda, del comandament surt un
raig infinitament llarg orientat en la direcció del comandament que permet
a l’usuari, simplement apuntant, seleccionar quina de les cares de la capsa
de retall es vol modificar. Un cop seleccionada aquesta cara (es mostra de
color blau clar per facilitar la selecció, Fig. 3.5) l’usuari pot prémer un botó
per moure el pla de retall. Igual que en la interacció d’exploració mentre el
botó es manté premut el pla de retall segueix els moviments del comanda-
ment, així s’aconsegueix que sigui molt senzill portar el pla de retall fins el
pla exacte que es vol visualitzar (veure Fig. 3.6).
44 Capítol 3. Interacció
FIGURA 3.6: Representació pas per pas de la metàfora d’interacció
per modificar la capsa de retall.
3.2 Interaccions avançades
3.2.1 Modificació de la funció de transferència
L’últim dels paradigmes d’interacció que s’ha implementat és el de la mo-
dificació del la funció de transferència (veure Fig. 3.9). Com s’explica a la
secció 2.1.1, la funció de transferència especifica les propietats visuals dels
diferents teixits o estructures presents en el model volumètric. Com que
modificar una funció de transferència és una tasca complicada, generalment
s’especifica abans de començar l’exploració i l’usuari no la pot modificar. En
alguns casos hi ha diverses funcions de transferència predefinides que l’u-
suari pot escollir o hi ha un tècnic responsable de fer les modificacions a la
funció de transferència que l’usuari demana.
3.2. Interaccions avançades 45
Tot i que modificar completament la funció de transferència dins d’un en-
torn de realitat virtual sigui una tasca complexa, hem considerat útil per l’u-
suari implementar un sistema d’interacció que permeti fer-ne modificacions
parcials. Concretament el sistema permet modificar l’opacitat dels rangs de
valors prèviament definits. Suposant que s’està treballant amb una funció
de transferència que conté 3 rangs de densitat, l’usuari pot escollir-ne un i
augmentar o disminuir la seva opacitat fins al punt de poder ocultar totes
les estructures excepte la que vol observar.
FIGURA 3.7: Detall del raig de selecció amb els rangs indicats.
Aquest model es visualitza emprant dos rangs: un rang que conté
els valors de propietat que representen l’òs (color blanc) i un altre
que engloba la resta de teixits presents (color carn).
Per tant, el primer pas d’aquesta metàfora d’interacció consisteix en selecci-
onar el rang de la funció de transferència que es vol modificar. El nombre de
rangs d’una funció de transferència pot arribar a ser relativament alt, de ma-
nera que recorre’ls tots no és pràctic, per tant serà l’usuari qui especifiqui de
forma interactiva quin és el rang que vol modificar. La seqüencia d’accions
que l’usuari ha de realitzar són:
1. Moure el comandament de manera que el raig que es visualitza apunti
cap al model. Observarà el raig pintat en intervals del mateix color que
les estructures que travessa (color definit pel seu rang de valors en la
funció de transferència), veure Fig. 3.7.
2. Quan l’usuari prem un botó el raig queda congelat a la posició i orien-
tació actuals, encara es mostren els rangs que travessa el raig.
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3. Es mostra un punt vermell sobre el raig que indica quin rang s’ha selec-
cionat (veure Fig. 3.8). Prement un botó l’usuari pot moure aquest punt
d’un rang al següent de manera cíclica (quan no queden més rangs el
punt torna al primer).
Com que és molt possible que el punt de selecció no es vegi quan es
troba a l’interior del model, es mostra a l’usuari un panell amb una
representació de la funció de transferència i un marc de color blau que
indica quin rang s’ha seleccionat (veure Fig. 3.8).
4. Un cop l’usuari ha seleccionat el rang que vol modificar, pot moure el
dit per la superfície tàctil del comandament per augmentar o disminuir
la seva opacitat.
FIGURA 3.8: Es mostra la selecció de rang mitjançant un punt ver-
mell i un panell que emmarca el rang seleccionat.
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FIGURA 3.9: Representació pas per pas de la metàfora d’interacció
per modificar la funció de transferència.
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3.3 Avaluació d’usabilitat
Després d’implementar totes les metàfores d’interacció s’ha realitzat un test
d’usuari per tal d’avaluar la usabilitat del sistema i detectar problemes que
han passat per alt durant les etapes de disseny i desenvolupament. Aquesta
etapa d’avaluació és molt important per a qualsevol sistema que requerei-
xi interacció per part de l’usuari. Moltes vegades el fet de desenvolupar
les parts internes d’un sistema fa que es tingui una visió molt diferent del
seu funcionament. Això fa que alguns mecanismes d’interacció que poden
semblar fàcils o evidents per al desenvolupador, per a un usuari sense co-
neixement previ poden ser complicats i difícils d’emprar.
3.3.1 Test d’usuari
S’ha realitzat un test d’usuari per tal d’avaluar la usabilitat del sistema desen-
volupat. A més a més s’ha volgut comparar la valoració general que els usu-
aris fan del nou sistema respecte al sistema desenvolupat pel mateix grup de
recerca utilitzant la Power Wall, un dispositiu de realitat virtual no immer-
siu.
El test s’ha dut a terme sobre un grup de 13 persones que formen part del
grup de recerca ViRVIG. D’aquest grup de 13 persones, 10 consideren que te-
nen un nivell d’expertesa en entorns de realitat virtual superior a 3 (en una
escala de 1 a 5) i 8 persones consideren que el seu nivell d’expertesa en in-
teracció amb models volumètrics és superior a 3. A tots aquells participants
que el seu grau d’expertesa era baix, se’ls ha fet una breu descripció del que
son els models volumètrics i els sistemes de realitat virtual. Per problemes
logístics només 6 persones han pogut provar tots dos dispositius mentre que
la resta de participants només ha pogut provar l’aplicació que utilitza HTC
Vive.
La prova ha constat de les següents parts:
1. Prova a la Power Wall (només 6 participants)
1.1. Explicació del funcionament: explicació prèvia dels controls del
comandament i del funcionament de cada metàfora d’interacció.
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1.2. Prova d’exploració: realitzar diverses operacions de moviment i
rotació del model volumètric.
1.3. Prova de retall: retallar el model volumètric en diferents plans.
2. Prova a l’HTC Vive (13 participants)
2.1. Explicació del funcionament: explicació prèvia dels controls del
comandament i del funcionament de cada metàfora d’interacció.
2.2. Prova d’exploració: realitzar diverses operacions de moviment i
rotació del model volumètric.
2.3. Prova de retall: retallar el model volumètric en diferents plans.
2.4. Modificació de la funció de transferència: seleccionar un rang de
valors i modificar-ne la opacitat.
3. Qüestionari
Després de realitzar l’experiment amb els diferents dispositius, els par-
ticipants han omplert un qüestionari (veure annex A) valorant les di-
ferents metàfores d’interacció segons la seva facilitat d’aprenentatge,
la seva facilitat d’utilització i el seu nivell de confort. També han va-
lorat de forma general els dos entorns de realitat virtual presentats: la
PowerWall i l’HTC Vive, així com els nivells de fatiga ocular i física per
a cada un dels dispositius.
Totes les respostes del qüestionari han estat mesurades en una escala
Likert de 1 a 5, on 1 representa el pitjor valor i 5 el més alt.
Durant el transcurs de les proves els participants han fet preguntes
sobre el funcionament del sistema i comentaris que s’han anotat i es
tindran en compte a l’hora de millorar el sistema o dissenyar noves
metàfores d’interacció.
3.3.2 Valoració dels resultats
En aquesta secció es farà un resum de les respostes dels participants al qües-
tionari (Annex A) que han omplert després de fer les proves en els disposi-
tius de realitat virtual.
En les preguntes referents a les tres metàfores d’interacció que s’han desen-
volupat durant el projecte els resultats han estat els esperats. Com es pot
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observar a la figura 3.10 els participants han considerat que la facilitat d’a-
prenentatge i d’ús de la modificació de transferència es menor que en les
altres dues metàfores. Això és normal ja que la tasca és molt més complexa
i, per tant, més difícil de dur a terme i aprendre com fer-ho. Tot i així els re-
sultats de totes tres metàfores són bons i cap dels participants ha considerat
que fossin sistemes realment difícils d’utilitzar.
FIGURA 3.10: Resultats obtinguts en l’avaluació qualitativa dels
participants respecte a la facilitat d’aprenentatge, us i confort de
les diferents metàfores d’interacció.
La segona part del qüestionari demana als participants una valoració gene-
ral de cada dispositiu i quin nivell de fatiga ocular i física consideren que té.
Cal tenir en compte que, com que alguns usuaris no van poder provar l’apli-
cació per a la Power Wall, aquests no van respondre les preguntes referents
a aquest dispositiu.
A la figura 3.11 es pot veure que el sistema d’interacció que utilitza HTC
Vive té una valoració general més alta que el de la Power Wall. Tot i així els
participants han considerat que té un nivell de fatiga ocular més alt. Això
segurament ve del fet que l’HTC Vive té la pantalla molt a prop dels ulls i es
veu a través d’unes lents que distorsionen la visió, en canvi, per utilitzar la
Power Wall només calen unes ulleres amb vidres polaritzats.
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Finalment, les respostes dels usuaris sobre el nivell de fatiga física han estat
molt similars per a tots dos sistemes. En general, tant els nivells de fatiga
ocular com de fatiga física són baixos i la valoració dels sistemes alta.
FIGURA 3.11: Resultats del test d’usuari, preguntes sobre la prefe-
rència general, nivell de confort i fatiga dels dos sistemes de realitat
virtual.
3.3.3 Possibles millores
Basant-nos en els resultats del qüestionari i, sobretot, en els comentaris que
han fets els participants del test, podem veure que cal millorar alguns aspec-
tes del funcionament de l’aplicació. Per a algunes interaccions s’ha utilitzat
els botons situats als laterals del comandament de l’HTC Vive (Fig. 3.2). Du-
rant el test d’usuari hem vist que aquests botons no són còmodes de prémer
per tothom, per tant seria una bona idea substituir aquests botons per algun
dels altres dels que disposa el comandament per tal de fer l’aplicació més
fàcil d’emprar.
Un altre dels comentaris que s’ha repetir diverses vegades fa referència a la
metàfora d’exploració. Tal com funciona l’aplicació actualment, només es
pot agafar i moure el model volumètric quan el comandament es troba dins
seu. Per comprovar si el comandament és dis o fora del model es mira si
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el punt central del comandament es troba en una zona del model que conté
vòxels visibles. Es pot donar el cas que el comandament es trobi dins d’al-
guna cavitat en el model volumètric i, per tant, tot i que l’usuari cregui que
pot moure el model, l’aplicació consideri que el comandament és a l’exterior
i no ho permeti.
Per evitar aquest tipus de confusió es podria utilitzar indicador visual que
informi a l’usuari quan el comandament es troba dins o fora del model. D’a-
questa manera, si el comandament es troba dins d’una cavitat l’usuari ho pot
veure i moure el comandament a una altra zona del model. Aquest indicador
visual es podria implementar com un halo de color al voltant del comanda-
ment que aparegui quan es trobi a l’interior del model i desaparegui quan es
troba a l’exterior.
D’altra banda, també podria ser interessant eliminar la restricció que el co-
mandament es trobi a l’interior del model per poder moure’l. Això facilitaria
l’activació de la interacció però creiem que la seva mecànica de funciona-
ment no seria tan intuïtiva. Aquest és un dels experiments que voldríem
provar en les pròximes versions de l’aplicació.
Finalment, una qüestió menor que no queda reflectida en les respostes dels
participants és el menú de selecció d’interacció. S’ha implementat un petit
menú que permet al’usuari escollir quina de les tres metàfores d’interacció
vol utilitzar. Aquest menú ha resultat ser bastant difícil de controlar amb
precisió i caldrà modificar-lo en les pròximes versions de l’aplicació.
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4 Gestió de projectes
4.1 Descripció de les tasques
4.1.1 Duració del projecte
Aquest projecte s’ha començat a desenvolupar al febrer de 2017 i s’acabarà al
juny del mateix any, seguint el calendari normal d’un treball de fi de grau. Al
ser un projecte dins d’un grup de recerca i al no haver-hi cap client final, no
hi ha cap restricció afegida pel que fa referència a la durada de les diferents
fases del projecte.
4.1.2 Tasques
Per a aquest projecte s’han definit una serie de tasques que queden especifi-
cades en el diagrama de Gantt (Fig. 4.1) i en la taula 4.1.
1. Definició i planificació del projecte 20h
2. Decisions d’aspecte tècnic
2.1 Escollir plataforma de desenvolupament
2.1.1 Cerca d’informació 5h
2.1.2 Valoració de les opcions 5h
2.2 Escollir mètode de visualització
2.2.1 Cerca d’informació 10h
2.2.2 Valoració de les opcions 5h
3. Implementació del sistema de visualització
3.1 Càrrega de models 40h
3.2 Eines de gestió de models 50h
3.3 Algorisme de visualització 100h
3.4 Integració del sistema de visualització en l’entorn de realitat virtual 50h
3.5 Valoració del rendiment 10h
3.6 Optimització del sistema 50h
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4. Disseny i implementació de nous sistemes d’interacció
4.1 Implementació d’una interfície d’entrada bàsica i independent del dispositiu 60h
4.2 Nou sistema d’interacció
4.2.1 Disseny 10h
4.2.2 Implementació 60h
4.2.3 Valoració de la usabilitat 10h
4.2.4 Redisseny i/o reimplementació 50h
4.3 Nou sistema d’interacció
4.3.1 Disseny 10h
4.3.2 Implementació 60h
4.3.3 Valoració de la usabilitat 10h
4.3.4 Redisseny i/o reimplementació 50h
6. Documentació 40h
Total 705h
TAULA 4.1: Llistat inicial de tasques del projecte.
Definició i planificació del projecte
Aquesta es la primera fase del projecte, cal definir el seus objectius i el seu
abast, planificar les tasques que es duran a terme i estudiar quins seran els
recursos necessaris per a dur a terme el projecte. A més a més, es farà un es-
tudi detallat sobre la viabilitat econòmica del projecte i la seva sostenibilitat.
Decisions d’aspecte tècnic
Un cop definida l’estructura bàsica del projecte serà necessari prendre les de-
cisions bàsiques sobre els aspectes tècnics en els quals es basarà el projecte.
Caldrà escollir per una banda la plataforma de desenvolupament que s’uti-
litzarà per a crear l’aplicació de realitat virtual i, per l’altra, quin algorisme
de visualització s’implementarà per tal de mostrar els models volumètrics.
És essencial que aquesta tasca es faci amb cura i que es realitzi una bona
cerca d’informació ja que aquestes decisions marcaran molt directament el
resultat final del projecte i també tindran una gran influència en el procés de
desenvolupament.
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Implementació del sistema de visualització
En aquesta fase el gruix de la feina a realitzar és de programació. S’imple-
mentarà l’algorisme de visualització escollit en la fase anterior sobre la pla-
taforma de desenvolupament que s’hagi decidit. Es busca aconseguir un
sistema que permeti visualitzar models de volum en un entorn de realitat
virtual amb un rendiment acceptable. Per a aconseguir-ho caldrà aplicar
coneixements adquirits durant la carrera i treballar de manera que el codi
generat durant aquesta fase sigui modular i quedi documentat. D’aquesta
manera es facilita la reutilització del mateix codi en projectes futurs.
Disseny i implementació de nous sistemes d’interacció
Utilitzant el sistema de visualització desenvolupat en la fase anterior disse-
nyarem i implementarem nous sistemes d’interacció amb l’usuari que per-
metin una exploració còmoda i senzilla dels models volumètrics.
S’ha planificat la realització de dos nous sistemes d’interacció, però essent
aquest un projecte que comporta una aplicació innovadora tant en el que
respecta a visualització com interacció en entorns immersius, agafem aques-
ta planificació com una guia sobre la qual farem els canvis que considerem
necessaris durant la fase de desenvolupament i també d’acord amb els es-
tudis d’usuari. És per això que possiblement el nombre final de sistemes
d’interacció que s’implementaran variarà. Tot dependrà del temps del que
disposem un cop acabada la fase anterior.
Documentació
Durant tot el projecte s’anirà prenent nota de les decisions que es prenguin,
els obstacles que ens trobem i de tot el treball realitzat. Un cop acabades les
fases de disseny i implementació caldrà recopilar tota aquesta informació i
escriure la memòria del projecte per tenir constància de tot el que s’ha fet i
s’ha après durant la realització d’aquest projecte.
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4.1.3 Dependències
Les dependències entre les tasques es poden veure expressades de manera
gràfica en el diagrama de Gantt (Fig. 4.1), tot i així a continuació farem un
petita explicació.
Com podem veure, es tracta d’un projecte amb una estructura lineal, la
gran majoria de tasques necessiten que les tasques anteriors estiguin aca-
bades i són requisit per a poder realitzar les tasques següents. A més de
de tenir en compte les tasques principals que s’han de realitzar, també s’-
ha tingut en compte el temps d’avaluació dels resultats i de redisseny i/o
re-implementació ja que és molt possible que sigui necessari millorar les so-
lucions inicials.
És important tenir en compte aquestes fases ja que ens permeten assegurar
que el projecte acabarà dins del calendari previst. Podria passar que a l’hora
d’avaluar el rendiment del sistema de visualització o la qualitat dels siste-
mes d’interacció descobrim que tot funciona correctament i no cal millorar-
los, en aquest cas, com hem dit abans, disposarem de més temps i podrem
implementar més sistemes dels que s’han previst inicialment. Però en cap
cas el fet de trobar que els resultats no són els esperats farà que el projecte
s’allargui més enllà del calendari previst.
4.2 Valoració d’alternatives
Tal com s’ha dit en la definició de l’abast del projecte hi ha una sèrie de pro-
blemes que ens podem trobar durant les fases de desenvolupament. Aquests
obstacles poden fer variar la planificació inicial però s’intentarà que tinguin
el menor impacte possible. El fet d’utilitzar una metodologia de treball de
tipus àgil ens permetrà redefinir les tasques en cas que sigui necessari, tot i
que esperem no haver de fer-ho ja que s’han tingut en compte els temps de
re-implementació a l’hora de planificar les tasques.
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4.2.1 Recursos
Recursos humans
Tot i que jo mateix duré a terme totes les tasques del projecte, podem di-
ferenciar aquestes tasques segons a quin rol s’assignen dins de l’estructura
tradicional d’un projecte de software. Un cop feta l’assignació podem veure
que necessitem un cap de projecte, un programador i un tester. Aquests rols
es tindran en compte a l’hora de calcular el pressupost total del projecte.
Hardware
Les eines hardware que s’utilitzaran són:
• HTC Vive
• Ordinador connectat al sistema HTC Vive (requeriments mínims: In-
tel™ Core™ i5-4590 o superior, NVIDIA GeForce™ GTX 1060 o supe-
rior).
• Ordinador independent, per a seguir el desenvolupament del projecte
quan el dispositiu HTC Vive no estigui disponible.
Software
Les eines software que s’utilitzaran són:
• Unity3D: plataforma de desenvolupament d’aplicacions gràfiques i vi-
deojocs.
• Visual Studio 2017: Editor de codi.
• Doxygen: Generador de documentació de codi.
• Git: Sistema de control de versions.
• LATEX: Formatador de text.
• Gantter: Sistema de gestió de projectes.
• Trello: Sistema de control de tasques.
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4.3 Identificació i estimació de costos
A continuació es fa un estudi del cost econòmic del projecte, tant pel que fa
a costos directes com costos derivats.
4.3.1 Recursos humans
Aquest projecte el durà a terme una sola persona, jo mateix, tot i així podem
assignar les diferents tasques als diferents rols que podem trobar a un projec-
te típic. Definint el preu per hora de cada un dels rols i agafant la planificació
de tasques presentada anteriorment obtenim el cost total del projecte pel que
fa referència a recursos humans:
Cap de projecte Programador Tester
40e/h 25e/h 20e/h
Tasca Rol Cost estimat
Cap de projecte Programador Tester
Definició i planificació del projecte 20h 0h 0h 800e
Decisions d’aspecte tècnic 10h 15h 0h 775e
Implementació del sistema de visualització 0h 290h 0h 7.250e
Valoració del rendiment 5h 0h 5h 300e
Disseny i implementació d’interaccions 20h 280h 20h 8.200e
Documentació 40h 0h 0h 1.600e
Total 18.925e
4.3.2 Hardware
A més dels costos en recursos humans cal tenir en compte que el material
utilitzat durant el projecte té un desgast i, per tant, podem fem el càlcul de
la seva amortització en hores. S’ha agafat com a referència un any de 250
dies laborables i una utilització de 8 hores diàries. Basant-nos amb aquests
paràmetres el cost total del hardware utilitzat és el següent:
60 Capítol 4. Gestió de projectes
Producte Preu Unitats Vida útil (anys) Amortització/h Hores Amortització
HTC Vive 750e 1 3 0.125e/h 600h 75e
Ordinador Vive 1200e 1 4 0.15e/h 600h 90e
Ordinador personal 1000e 1 5 0.1e/h 200h 20e
Total 185e
4.3.3 Software i llicencies
Pel que fa referència al software utilitzat durant el projecte, podem veu-
re que l’unic programa que demana una llicència de pagament és l’editor
Visual Studio Professional 2017. Aquest programa costa 500e, però gràcies a
un conveni entre l’UPC i Microsoft, l’empresa desenvolupadora del progra-
ma, disposem d’una llicència gratuita per utilitzar el programa en projectes




A l’hora d’avaluar el cost econòmic del projecte considerarem que l’únic cost
indirecte amb el que haurem de tractar és el de l’espai de treball.
El projecte es desenvoluparà al Centre de Realitat Virtual, situat al Cam-
pus Sud. D’aquestes instal.laccions només utilitzarem una sala on es troba
l’entorn de realitat virtual i un petit despatx per a l’ordinador de desenvolu-
pament. Considerem que l’espai de treball utilitzat té un cost aproximat de
200e/mes, és a dir, un cost total de 1.000eal llarg dels 5 mesos que durarà
el projecte.
Contingència
Per tal de cobrir possibles imprevistos en la planificació temporal i varia-
cions en el càlcul del costos cal definir un marge de contingència. En el
nostre projecte hem definit una contingència fixada del 15% del cost total
del projecte, és a dir, un marge de 3016e.
4.4. Control de desviacions 61
4.3.5 Resum de costos
Recursos Humans Hardware Software Indirectes Contingència Total
18.925e 185e 0e 1.000e 3.016e 23.126e
4.4 Control de desviacions
Ja que tenim definit per cada tasca el seu cost temporal i econòmic, després
de finalitzar cada una de les tasques es farà un revisió dels recursos que
s’han utilitzat. D’aquesta manera es podrà detectar possibles desviacions i
prendre les decisions necessàries per tal d’evitar que aquestes desviacions
s’acumulin i sobrepassin el fons de contingència del 15% que s’ha definit per
a aquest projecte.
4.5 Sostenibilitat i compromís social
4.5.1 Impacte social
Tal com s’explica en l’apartat de Parts interessades aquest projecte beneficia a
tot l’entorn mèdic, tant els metges i especialistes com els pacients. La realitat
virtual facilita l’anàlisi de les imatges mèdiques i redueix el temps d’explo-
ració necessari per a planificar intervencions mèdiques. Això permet que
es redueixin els temps d’espera per a les intervencions mèdiques i que els
pacients rebin un millor tractament. A més a més, la visualització i anàli-
si d’estructures anatòmiques en sistemes de realitat virtual es pot utilitzar
com a eina didàctica, substituint l’us de cadàvers per a mostrar l’anatomia
humana als metges en formació.
4.5.2 Impacte ambiental
L’impacte ambiental d’aquest projecte és relativament petit. Es tracta d’un
projecte de software i l’única petjada mediambiental que es deixa és la pro-
ducció d’energia elèctrica necessària per a fer funcionar els ordinadors i el
dispositiu de realitat virtual.
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4.5.3 Matriu de sostenibilitat
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5 Conclusions
L’objectiu global del projecte era valorar la utilització d’un sistema immer-
siu de realitat virtual com l’HTC Vive per a la visualització i interacció de
models volumètrics en aplicacions mèdiques que requereixen visualització
3D. Per fer-ho, s’ha dissenyat, implementat i valorat el rendiment d’un visu-
alitzador basat en ray casting sobre la plataforma Unity 3D. S’ha optimitzat
l’algorisme per obtenir-ne temps de renderitzat interactius. A més a més,
s’han dissenyat i implementat tres metàfores d’interacció (dues de bàsiques i
una d’avançada). Per últim s’ha avaluat la usabilitat del sistema amb un test
d’usuari que ha permès demostrar la viabilitat d’un sistema de visualització
de models volumètrics en entorns de realitat virtual immersiva i identificar
problemes en l’aplicació desenvolupada.
El resultat obtingut és molt satisfactori, tot i que només s’ha pogut imple-
mentar una metàfora d’interacció avançada, s’ha fet un esforç important ad-
dicional en el desenvolupament d’un sistema de visualització eficient i un
entorn de desenvolupament robust que facilitarà la implementació de noves
metàfores d’interacció. També hem pogut comprovar que, tot i tenir algunes
limitacions, es poden utilitzar plataformes de desenvolupament de video-
jocs per la creació d’aplicacions de visualització.
Aquest projecte m’ha servit per obtenir una gran quantitat de nous coneixe-
ments en el camp dels gràfics per ordinador, el camp de la informàtica que
m’apassiona i en el qual espero poder treballar en un futur. A més a més,
m’ha servit per introduir-me en el camp de la visualització de dades i dis-
seny d’interaccions, un camp en el que tenia poca experiència i ha resultat
ser molt interessant. Han estat uns mesos de molta feina, d’una banda pel
desenvolupament del sistema de visualització i les metàfores d’interacció i
de l’altra per la documentació i la redacció d’aquesta memòria, però crec
que ha valgut la pena tant per l’experiència i coneixements adquirits com
pel sistema desenvolupat.
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De cara al futur, el projecte no es dóna per tancat. En els pròxims mesos
s’aplicaran algunes de les millores proposades pels usuaris durant el test
d’usabilitat i també s’implementaran algunes noves metàfores d’interacció.
Una d’aquestes metàfores pot consistir en un pla arbitrari de retall. De la
mateixa manera que la capsa de retall permet retallar el model per plans
paral.lels als plans coordenats, es pot donar l’opció a l’usuari de retallar el
model mitjançant un pla qualsevol en una posició i orientació que pugui
escollir. D’altra banda, s’està valorant fer un estudi d’usabilitat més formal
amb especialistes mèdics i en la realització d’una publicació.
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A Qüestionari del test d’usuari
Valoració de l’aplicació d’imatge mèdica en RV
Nivell d’expertesa
1. Com consideres que és el teu nivell d’expertesa en la interacció en
entorns de RV?
1 (molt baix) a 5 (molt alt)
2. Com consideres que és el teu nivell d’expertesa en la interacció amb
models volumètrics?
1 (molt baix) a 5 (molt alt)
HTC Vive
Interacció d’exploració 1 (molt en desacord) a 5 (molt d’acord)
3a. És fàcil d’aprendre
4a. És fàcil d’emprar
5a. És confortable
Interacció de retallat 1 (molt en desacord) a 5 (molt d’acord)
6a. És fàcil d’aprendre
7a. És fàcil d’emprar
8a. És confortable
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Modificar la funció de transf. 1 (molt en desacord) a 5 (molt d’acord)
9a. És fàcil d’aprendre
10a. És fàcil d’emprar
11a. És confortable
Valoració general
Power Wall 1 (molt baix) a 5 (molt alt)
12a. Valoració general
12b. Nivell de fatiga ocular
12c. Nivell de fatiga física
HTC Vive 1 (molt baix) a 5 (molt alt)
13a. Valoració general
13b. Nivell de fatiga ocular
13c. Nivell de fatiga física
14. Comentaris: (opcional)
