This paper deals with pricing and hedging based on utility indifference for exponential utility. We consider the limit for vanishing risk aversion or, equivalently, small quantities of the contingent claim. In first order approximation the utility indifference price and the corresponding hedge can be determined from the corresponding quadratic hedging problem relative to the minimal entropy martingale measure.
Introduction
The focus of this paper is on pricing and hedging of derivatives in incomplete markets. As contingent claims are in general not replicable, there is no unique way to assign a fair price and a hedging strategy to a given option. As a reasonable way out, the utility indifference approach enjoys considerable popularity in the literature (cf. e.g. Hodges & Neuberger [13] , Rouge and El Karoui [24] , Becherer [2] , Kramkov & Sîrbu [20, 19] , Ilhan & Sircar [15] ).
The idea is to consider an investor facing the decision whether to sell a given contingent claim with discounted payoff B to a customer or not. We assume that the investor's preferences are modelled by utility function u. In absence of the claim, she strives to maximize her expected utility from terminal wealth
over all admissible strategies ϕ, where x denotes the initial endowment, T the time horizon, S the discounted price process of a tradable asset, and the dot stands for stochastic integration. If, on the other hand, she decides to sell the claim at price π to the customer, she must maximize instead
A sensible investor will sell the option only if this trade raises the expected utility, i.e. if the maximum of (1.2) exceeds the optimal value in (1.1). This is the case if and only if the premium π paid by the customer is large enough. The threshold π satisfying
is called utility indifference price of the claim B.
The optimal strategies ϕ on both sides of (1.3) typically differ. The difference ϑ := ϕ B − ϕ 0 of the optimizers on the right-resp. the left-hand side can be interpreted as a utilitybased hedging strategy. It corresponds to the adjustment of the investor's portfolio made in order to account for the option. Exponential utility u(x) = 1 − exp(−αx)
seems to be one of the most popular choices in the literature on utility indifference pricing. Besides certain computational advantages it has two desirable features. The indifference price does not depend on the investor's initial endowment x in this case. Consequently, we may w.l.o.g. assume x = 0 in the following. Moreover, the portfolio adjustment ϑ for the claim does not change if the investor receives a higher premium than the indifference price -which she should in order to be really interested rather than just indifferent to selling the claim. Nevertheless, both the utility indifference price and hedge generally depend on the risk aversion parameter α. For increasing risk aversion, π and ϑ converge to the superhedging price and strategy, respectively, as has been shown by Mania & Schweizer [21] for continuous processes. We consider here instead the limit for small risk aversion α, i.e. we are interested in the premium π satisfying
and in the difference ϑ := ϕ B − ϕ 0 of the corresponding optimal strategies, both for small values of α.
Equivalently and possibly more intuitively, we may fix the risk aversion and consider small quantities of the claim. For ease of notation let α = 1. Moreover, suppose that β denotes the number of options that are to be sold. The indifference problem amounts to 5) where π stands for the indifference premium per option. If we denote the difference of the optimizers on both sides as βϑ = ϕ βB − ϕ 0 , then ϑ can be intepreted as a utilitybased hedging strategy per option, provided that β options are sold. Note that both π and ϑ depend on β due to the nonlinear nature of the utility indifference approach. Nevertheless, it is easy to see that problems (1.4) and (1.5) have the same solution π, ϑ for α = β. In this sense, varying the risk aversion parameter or the number of claims in the exponential utility indifference approach amounts to the same problem.
As noted above, we are interested in the limit α → 0 or equivalently β → 0 in (1.4) and (1.5), respectively. In order to stress the dependence on β we write π(β) and ϑ(β) for the indifference premium and hedge per option in (1.5). Let us naturally hope for a smooth dependence
with some real number π and some strategy ϕ , which implies that
for β → 0. The task now is to determine the marginal utility-based price π(0), the risk premium per option π and the approximate hedging strategy ϕ . Davis [5] , Karatzas & Kou [18] , Becherer [2] , and Stricker [27] have shown in varying degree of generality that
where Q denotes the minimal entropy martingale measure (MEMM) whose density satisfies dQ dP
with normalizing constant c := 1/E(exp(−ϕ 0 • S T )). In addition, Mania & Schweizer [21] and Becherer [3] show that π , ϕ can be determined from a quadratic hedging problem in the spirit of Föllmer & Sondermann [8] relative to the MEMM Q.
More specifically, consider the problem to minimize the expected squared hedging error
2 over all admissible strategies ϑ and all initial endowments π. From Föllmer & Sondermann [8] it is known that its solution π , ϑ , ε 2 := ε 2 (π , ϑ ) is related to the GaltchoukKunita-Watanabe decomposition of the Q-martingale V t := E Q (B|F t ) relative to the Q-martingale S. In fact, we have
(in the sense that V, S = ϑ • S, S ), and
Here, the predictable covaration processes V, S etc. are to be computed relative to measure Q. As regards our utility-based pricing and hedging problem, Mania & Schweizer [21] and Becherer [3] show that for continuous S
and of course
as noted above. In this sense quadratic hedging under the MEMM provides the key to exponential utility indifference pricing and hedging for small quantities or risk aversion. Similar but more involved relations have been obtained by Kramkov & Sîrbu [20, 19] for utility functions on the positive real line. Earlier contributions concerning related first-order approximations include [12, 17] .
The main contribution of the present paper is that we show that (1.8-1.10) hold under minimal assumptions provided that the asset price process S is continuous. In current research this is applied to the stochastic volatility model of Barndorff-Nielsen & Shephard [1] . Moreover, we show that (1.8-1.10) hold also in the case of finite probability spaces. Our main theorem suggests that the results actually extend to more general discontinuous price processes but it is not clear whether the required regularity holds in concrete models.
The remainder of the paper is organized as follows. In Section 2 we introduce the precise mathematical setup. Main results are to be found in the subsequent section. Section 4 contains proofs.
Preliminaries
We model the discounted price process of a risky asset by a locally bounded R d -valued semimartingale S living on a filtered probability space (Ω, F, (F t ) 0≤t≤T , P ), with F 0 trivial and F = F T . Here T is a fixed finite time horizon. The filtration (F t ) is assumed to fulfill the usual conditions of right-continuity and completeness. An equivalent martingale measure for S is a probability measure Q ∼ P such that S is a local Q-martingale. The space of such Q is denoted by M e (P ). For an S-integrable strategy ϑ, we denote the stochastic integral process ϑ dS by ϑ • S and its final value by ϑ • S T . We write the transpose of a vector b by b . There exists a factorization
where a = (a ij ) i,j=1,...,d is adapted, taking values in the set of all symmetric nonnegative d × d-matrices, and A is an increasing predictable process. Similarly, we have
for some predictable process a = ( a ij ) i,j=1,...,d . To keep our exposition concise, we refer for an introduction to the subject of exponential hedging and its connection to the minimal entropy martingale measure via a duality result to Delbaen et al. [6] who also discuss the related literature. In particular, we sometimes refer to results stated in this article which contains the proper references to the original papers.
We denote the relative entropy of a probability measure Q with respect to P by H(Q, P ), and the space of all Q ∈ M e (P ) such that H(Q, P ) < ∞ by M f (P ).
In view of Remark 3 after Theorem 1 in Biagini and Frittelli [4] , this can be interpreted as absence of utility-based arbitrage. As a consequence of this assumption, the minimal entropy martingale measure Q 0 exists, is unique and equivalent to P , see Frittelli [9] , Theorem 2.1. Please note that our Q 0 corresponds to Q E in Delbaen et al [6] ; the notation Q 0 appears to be more intuitive in our study of a convergence result. We will sometimes make similar changes in notation in the same spirit.
We consider an investor whose preferences are expressed in terms of an exponential utility function
She wants to maximize her expected utility from discounted terminal wealth as e.g.
over all admissible trading strategies ϑ. For ease of notation, we set the initial wealth to 0 because it does not affect the results. As regards admissibility, we employ the following Definition 2.1 We take as space of admissible strategies Θ the space of all predictable processes ϑ such that ϑ • S is a Q-martingale for all Q ∈ M f (P ). More precisely, we consider the quotient space of Θ (which we shall, by a slight abuse of notation, denote by Θ as well) modulo the following equivalence relation: if ϑ, ψ ∈ Θ, then
There are many more choices possible since the aforementioned duality result is robust with respect to the choice of space of strategies (Delbaen et al. [6] ). Our particular choice is motivated by the fact that Θ has been studied by many authors and appears to be somewhat natural in our context, see Remark 2.2 below.
As stated in Kabanov & Stricker [16] , Theorem 2.1, there exists a constant c 0 and a unique η 0 ∈ Θ such that dQ
(cf. also Schachermayer [25] ). Moreover, the strategy ϑ = − 1 α η 0 maximizes the expected utility in the pure investment problem (2.1).
Remark 2.2
It is a delicate question how to choose a reasonable set of admissible strategies. Chosen too large, it would contain unfeasible strategies and arbitrage opportunities would crop up even for geometric Brownian motion. If the set is too small, optimal portfolios typically do not exist. From an economical point of view one should probably focus on piecewise constant strategies, say linear combinations of processes
, where τ 1 ≤ τ 2 denote stopping times and Y a bounded F τ 1 -measurable random variable. Stricker [26] shows that the optimal strategy ϑ ∈ Θ in (2.1) can be approximated by such simple strategies in the sense that there exists a sequence (ϑ n ) of simple strategies with
for n → ∞. In this sense Θ is a natural set of trading strategies to consider in the context of exponential utility. One easily verifies that the result of Stricker [26] holds also in the presence of a claim B as in (2.4) below.
As the focus of this paper is on utility indifference pricing and hedging, we consider a contingent claim whose discounted payoff is given by a bounded F T -measurable random variable B. We define a probability measure P α equivalent to P by
where 'const' denotes here some normalizing constant which we do not specify, and in the sequel some generic constant. We restrict ourselves to a bounded B to avoid tedious integrability assumptions with respect to a whole family of measures. It follows then from the discussion on pp. 103/104 of Delbaen et al. [6] that M f (P ) equals M f (P α ) so that we will write simply M f from now on. Therefore, the space Θ of admissible strategies does not depend on either P α or P . We even have M f ⊂ M f (Q 0 ) as has been observed in the proof of Lemma 3.2 in Ilhan & Sircar [15] ; note that this inclusion does not use their assumption (3.25) . Moreover, since M f (P α ) = ∅ there exists a unique minimal entropy martingale measure Q α relative to P α . Again by Kabanov & Stricker [16] , Theorem 2.1, its density can be uniquely written as
for some predictable process η α ∈ Θ. Moreover, the strategy ϑ = − 1 α η α solves the utility maximization problem
of an investor who has sold contingent claim B at time 0 at an arbitrary price π. We denote the density process of Q α with respect to Q 0 by Z α . It follows then from the formulae for the densities of Q 0 and P α with respect to P that there exists a constant c α and an η α ∈ Θ such that
To motivate our main convergence result, we first consider the easy case where B is attainable in the sense that there exists a strategy ϑ B ∈ Θ such that
Lemma 2.3 If B is attainable, we have
Proof. This follows directly from (1.4). Indeed, for π = E Q 0 [B] both sides of (1.4) coincide because ϑ B • S T can be incorporated in the ϕ • S T -term. Moreover, the optimizers on the left-resp. right-hand side of (1.4) equal 
or, equivalently,
π α is unique because the exponential function is strictly increasing. The goal in the remainder of this paper is to approximate ϕ α and π α for small risk aversion α. As our main result below aims at the incomplete markets' case, let us briefly recall the main elements of the Föllmer & Sondermann [8] approach in its most basic form (in fact, we discuss here a mean-variance variant but the key idea is essentially theirs). In a nutshell, this approach consists in an orthogonal projection in L 2 (Q) of a squareintegrable claim B onto the subspace spanned by the constants and stochastic integrals with respect to S. Here Q is some martingale measure for S. For ramifications as a sequential procedure we refer to the original paper.
More precisely, given a claim B ∈ L 2 (F T , Q), we want to minimize
over all constants c and all ϑ ∈ L 2 (S), i.e. all predictable processes ϑ satisfying E Q ϑ aϑ • A T < ∞. Hence the goal is to project B onto the linear space
For ϑ as above we also denote
It follows from the isometry property of the stochastic integral that K 0 is closed. Therefore we can apply the theorem about orthogonal projection in Hilbert spaces to get a decomposition
where L T is orthogonal to each element of
It follows that we have c
, and ϑ B is called the Föllmer-Sondermann optimal hedging strategy. As processes, L t := E[L T |F t ] and S are strongly orthogonal in the sense that LS is a Q-martingale or equivalently L, S i = 0, i = 1, ..., d, where the predictable covariation here refers to measure Q. This implies
where V t := E Q [B|F t ] denotes the martingale generated by B. Moreover, a simple calculation yields
In the univariate case, we can write (2.8) intuitively as Radon-Nikodym derivative
Again, all angle brackets refer to measure Q.
is the Galtchouk-Kunita-Watanabe decomposition of B or rather V relative to S. As a side remark, the optimizer ϑ B remains the same if the constant c in (2.7) is fixed rather than part of the optimization problem.
Main convergence result
We shall now study the case where the bounded claim B is in general not attainable, and consider for this purpose the Galtchouk-Kunita-Watanabe decomposition of B under Q 0 :
for a predictable process ϑ B ∈ L 2 (S) and some local Q 0 -martingale L strongly orthogonal to S, i.e. S i L, i = 1, ..., d, is a local Q 0 -martingale, and hence S i , L = 0, i = 1, ..., d, where all angle bracket processes are calculated with respect to Q 0 . As noted above, c B :
and ϑ B represent the optimal hedge of B relative to a mean square distance under the minimal entropy martingale measure Q 0 . We write
for the expected squared hedging error. As before, we denote by ϕ α and π α the exponential utility indifference hedging strategy and price of B. We now impose Assumption 1 ϑ B • S has bounded jumps.
While this assumption is obviously satisfied in case S is continuous, the open question to find general necessary and sufficient conditions for it to be true is left for further study.
In the following we need some results and notations from the theory of BMOmartingales for which we refer to the expositions in Dellacherie & Meyer [7] as well as in He, Wang, and Yan [11] . Let us recall here that the space BMO (Q 0 ) consists of all real-valued Q 0 -martingales M with M 0 = 0 such that
where the supremum is taken over all stopping times τ ≤ T . Moreover, the space bmo 2 (Q 0 ) consists of all locally square-integrable real-valued Q 0 -martingales M with M 0 = 0 such that
see Pratelli [22] . Proof. We get from the strong orthogonality of M = ϑ B • S and L in (3.1) that for all stopping times τ ≤ T we have
As we have V ∈ bmo 2 (Q 0 ) since it is a bounded martingale, we get that both M and L are in bmo 2 (Q 0 ) as well. The first result now follows from Assumption 1 because a martingale in bmo 2 (Q 0 ) with bounded jumps is in BMO(Q 0 ) as well, cf. [11, Theorem X.10.9].
To prove the assertion about ϑ B , we have to show that ϑ B • S is a Q-martingale for each Q ∈ M f . By Lemma 3.5 of Delbaen et al. [6] we get for ε > 0 that
. Moreover, as ϑ B • S is a bmo 2 (Q 0 )-martingale, the second term on the righthand side is finite as well for ε small enough by Theorem VI.105 in [7] . This shows that ((ϑ B ) aϑ B ) • A T is Q-integrable for any Q ∈ M f and therefore ϑ B • S is a Qmartingale.
In the following, for a real-valued function f such that |f (α)| ≤ αK for some constant K and all sufficiently small α > 0 we write f (α) = O(α); and in case f (α)/α → 0 for α → 0 we write f (α) = o(α).
for α → 0, where ∆S = S − S − denotes the jump process,
, and η 0 , η α are defined as in Section 2.
Assumption 2 is obviously true for continuous processes. While we will show that it holds in finite probability spaces as well, it seems hard to verify since it depends on the unknown strategies ϕ α . This is even true for relatively simple models as Merton's jump diffusion driven by a Brownian motion and a Poisson process, see Example 3.5 in Rheinländer & Steiger [23] . Therefore, the case of continuous-time processes with jumps is still an open problem.
Lemma 3.2 Suppose that the probability space is finite, i.e. |Ω| < ∞. If the discounted price process S does not allow for arbitrage, then it is a locally bounded semimartingale satisfying Assumptions 0-2.
Proof. Absence of arbitrage implies that there exists an equivalent martingale measure.
Since Ω is finite, Assumption 0 naturally holds. Assumption 1 is obvious as well. In order to show Assumption 2 note that αϕ α minimizes
Since Ω is finite, S changes only at finitely many fixed times 0 = t 0 < t 1 < · · · < t n = T . For ease of notation we assume t i = i for i = 1, . . . , n. Also by finiteness of Ω it suffices to prove that αϕ α t (ω) = O(α) for fixed ω, t. We begin with the case T = 1 and det Cov Q 0 (∆S 1 ) = 0.
Step 1 
for some random variable U α which is bounded by e ±α(B−(ϕ α ) ∆S 1 ) . By Step 1 there is some constant c > 0 such that e −c < U α < e c almost surely for sufficiently small α. From
and the Q 0 -martingale property of S it follows that
is a positive semidefinite symmetric matrix and the second matrix is positive definite, the matrix norm of the first matrix is bounded from below by a constant that does not depend on α. Moreover, the norm of
Note that both αB and αϕ as well. W.l.o.g. we may assume det Cov Q 0 (∆S 1 |F t−1 )(ω) = 0. Otherwise, the components of ∆S t are linearly dependent and we can successively remove assets in this period until the conditional covariance matrix has full rank. Conditionally on F t−1 , we are essentially back in the one-period setup of the first two steps.
Step 2 yields αϕ α t (ω) = O(α), which completes the proof.
We are now ready to state our main convergence result, which is proved in Section 4. It is a rigorous version of our heuristics (1.5-1.10) in the introduction. 
This implies in particular
Proof of Theorem 3.3
We turn now to the proof of the main convergence result, Theorem 3.3. Up to some delicate estimates it is based primarily on Taylor expansions.
Recall that the supremum in the exponential hedging problem
or in the equivalent problem
is uniquely attained by
We proceed by using the exponential series, denoting the remainder term by
Using the abbreviation X α = X α T , we get by a change of measure according to (2.3) and the minimality of ϕ α that
where X = B − ϑ B • S T does not depend on α. We obtain
Lemma 4.4 below yields that
for some constant c 1 < ∞ and all α, ε > 0 below some threshold. Similarly, we conclude from applying the John-Nirenberg inequality to the BMO(
for some constant c 2 < ∞ and all α, ε > 0 small enough. Let δ > 0. Choose α 0 , ε > 0 so small that (c 1 + c 2 )(α + ε) < δ for all α < α 0 . Observe that
uniformly in x. This implies
and
Choose α so small that the O(α)-terms are smaller than δ. Then we have
by (4.2-4.6). Passing to the limit yields
hence by the minimality of ϑ B as optimal Föllmer-Sondermann hedge
, we get by Pythagoras
and hence
The assertion follows since convergence of square-integrable martingales in
Regarding the indifference condition (2.6), it can be rewritten as
By (4.1) and the following discussion, the term in large parentheses is of the form
which in turn yields
Taking logarithms and dividing by α yields (3.2). It remains to show that the exponential moments of the X α 's behave as stated in Lemma 4.4 below. This can be done by applying the John-Nirenberg inequality from BMO-theory. The key insight here which allows us to apply this technique is that the density processes Z α of Q α wrt. Q 0 satisfy a reverse Hölder inequality R LLogL (Q 0 ) with a constant which is O(α 2 ). For a finite stopping time τ , denote the conditional relative entropy of Q (with density process Z Q ) wrt. P as
For every stopping time τ ≤ T , we get from the proof of Theorem 17 in Mania & Schweizer [21] that
Recall that the reverse Hölder inequality R LLogL (Q 0 ) is said to be satisfied if there exists a constant C such that
Note that this definition is slightly different from the usual definition given in the literature (which has a log + instead of a log), but equivalent (since x log + x ≤ |x log x| ≤ x log + x + 1/e).
Lemma 4.1
The density processes Z α of Q α wrt. Q 0 satisfy the reverse Hölder inequality R LLogL (Q 0 ) with a constant which is O(α 2 ).
Proof. We get from (4.7) (all terms being a.s. finite) that
Letting α 0 we have, because B is bounded,
Denoting the density process of Q α with respect to P by Y α , it follows from the conditional version of Theorem 1.5.4 of Ihara [14] that for every stopping time τ we have (here
and therefore
A stochastic process X is said to satisfy condition (S) if there exists a constant C such that
where C is the constant from condition (S) for Z α . Hence |∆ M α | = O(α) uniformly on Ω × [0, T ]. Hence
This implies
The missing jump α∆X by Assumption 2. This, together with (4.11), proves the statement.
Lemma 4.4
There is a constant c < ∞ such that
for α, ε > 0 small enough.
Proof. By (2.5) we have that
Since η α , η 0 ∈ Θ and Q α ∈ M f , the last expectation vanishes. Using (4.8) we conclude
because B is bounded. We get by (2.5) and from the John-Nirenberg inequality, which we may apply according to Lemma 4.3, that for some sufficiently large constants C, c, independent of α, ε, E Q 0 [exp((α + ε)|X 
