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a b s t r a c t
We study bicriteria problems of minimizing maximum tardiness and total due date
assignment cost in various scheduling environments. We assume that each job can be
assigned a different due date without any restriction, and that each due date assignment
cost is a non-decreasing function of the quoted due date. We settle the complexity of most
of the problems studied by either proving that they areNP -hard or finding a polynomial
time solution for them. We also include approximation and non-approximability results
for several parallel-machine problems.
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1. Introduction
Traditional scheduling models consider due dates as given by exogenous decisions. In an integrated system, however,
they should be determined by taking into account the system’s ability to meet the quoted delivery dates. This is especially
true in make-to-order systems. For example, Slotnick and Sobel [34] cite contracts from the aerospace industry, which
may impose tardiness penalties of millions of dollars on subcontractors for aircraft components. In order to avoid tardiness
penalties, including the possibility of losing customers, companies are under increasing pressure to quote attainable delivery
dates. At the same time, promising delivery dates too far into the future may not be acceptable to the customer or may force
a company to offer price discounts in order to retain the business. Thus there is an important trade-off between assigning
relatively short due dates (lead times) to customer orders and avoiding tardiness penalties. In practice, firms need effective
methods to analyze this trade-off, quote acceptable due dates and find job sequencesmeeting these due dates. This iswhy an
increasingly large number of recent studies have viewed due date assignment as part of the scheduling process and showed
how the ability to control due dates can be a major factor in improving system performance.
Early research in the area of due date assignment in scheduling a single machine is due to Seidmann et al. [30] and
Panwalkar et al. [27]. Panwalkar et al. [27] study the constrained versionwhere the scheduler must decide on a common due
date for all jobs (thismethod is usually abbreviated as the CON due date assignmentmethod), while Seidmann et al. [30] deal
with the unrestricted case where each job can have a different due date (we will refer to this due date assignment method
by DIF ). These two papers started extensive research in the area of due date assignment, with most studies focusing on the
common due date assignment problem (e.g., [2,3,5,7,9,18,26]). A recent survey on common due date assignment problems is
given in [12]. Keskinocak and Tayur [21] describe a large number of industrial applications of due date quotation. Perhaps due
to the assumption that a problemwith fewer variables is easier to analyze than one with many variables, the overwhelming
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majority of the due date assignment literature deals with models in which the number of variables determining the due
dates is limited (usually to one): In addition to the CON model, they include the SLK model (where a common slack time is
allowed for each job), the TWKmodel (where the allowable lead time is a fixed proportion of the job length), and a few other
restrictions. These methods are reviewed in detail in the recent survey papers [13,14,19]. Kaminsky and Hochbaum [19]
point out that, ‘‘Of course, in many realistic problems, each job can be assigned a distinct due date’’. The literature, however,
is rather spotty on DIF due date assignment models, only a few papers, e.g., [30,32,33], are on DIF models. The aim of this
paper is to at least partially fill this gap in the scheduling literature.
We study the trade-off between minimizing the maximum tardiness and due date assignment costs for scheduling
problems in single andmulti-machine environments when the due dates are assignable by the DIF method. First, we briefly
review some earlier papers dealing with the DIF method. Seidmann et al. [30] present a polynomial time optimization
algorithm for the single-machine scheduling problem, which determines the set of due dates d = (d1, d2, . . . , dn) and job
sequence pi ∈ Π minimizing the following objective function:
Z(pi, d) =
n∑
i=1
(αmax(0, di − A)+ βEi + γ Ti) , (1)
whereΠ is the set of all n!permutations of the n jobs, Ci is the completion time of job i in the sequencepi, Ei = max(0, di−Ci)
is the earliness of job i, Ti = max(0, Ci − di) is the tardiness of job i, A represents the lead time that customers consider
to be acceptable, and α, β and γ are non-negative parameters representing the per unit lead-time, earliness and tardiness
penalties, respectively. Shabtay and Steiner [33] study the problem of minimizing (1) in multi-machine environments. They
also consider the problem of determining d = (d1, d2, . . . , dn) andpi ∈ Π whichminimize the following objective function:
Z(pi, d) =
n∑
i=1
(αmax(0, di − A)+ βUi) , (2)
where Ui is the tardiness indicator variable for job i, i.e., Ui = 1 if Ci > di and Ui = 0 if Ci ≤ di, and β is the cost of
a tardy job. Shabtay [31] presents polynomial time optimization algorithms on a single machine to minimize objective
functions which generalize (1) and (2), where earliness, tardiness and due date assignment penalties can be represented by
any continuous and non-decreasing function. Shabtay and Steiner [32] consider the single-machine scheduling problem for
the individually weighted cases, where each job can have different lead-time, earliness and tardiness penalties, and by also
considering different acceptable lead times for the jobs to be scheduled.
In order to specify the problems studied, we use an extension of the classical 3-field notation [15] to due date assignment
problems. Since α, β and γ are usually reserved for the cost coefficients in the due date assignment literature, we use X |Y | Z
to refer to the 3 fields. The X field describes themachine environment: X ∈ {1, Pm,Qm, Rm, Fm, Jm,Om} for singlemachine,
identical, uniform or unrelated parallel machines, flow shops, job shops or open shops, respectively. The Y field exhibits the
job-processing characteristics and constraints and may contain no entry, a single entry, or multiple entries. For example,
if DIF or CON appear in the Y field, this means that the due dates are assignable according to the DIF or CON due date
assignment method, respectively. For X ∈ {Fm, Jm,Om}, we denote the processing time of job i on machine j by pij. In
the cases of a single machine or identical parallel machines, pi is the processing time of job i. For the case of uniform and
unrelated machines, the actual processing time of job i on machine j is pi/sj and pi/sij, respectively, where sj and sij denote
the speed of machine j in the respective cases. For the complexity analysis, we assume, without loss of generality, that all
job-related data, i.e., all parameters, are non-negative integers. The Z field contains the optimizing criteria. For example,
1 |DIF , Tmax ≤ T |∑ni=1 fi(di) denotes the single-machine scheduling problem of minimizing the total due date assignment
cost, where the due dates are assignable according to the DIF method, subject to the maximum tardiness not exceeding a
given upper bound T .
Our problem is formally stated as follows: a set of n independent non-preemptive jobs, J = {1, . . . , n}, are available
for processing at time zero and are to be processed in a specific predefined machine environment, which can be a single
machine, identical, uniform or unrelated parallel machines, flow shop, job shop or open shop. For any job schedule S, let
Tmax(S) = maxi=1,...,n Ti(S) and dΣ (S) =∑ni=1 fi(di) represent themaximum tardiness and the total due date assignment cost,
respectively, where fi(x) is a continuous and non-decreasing function of x (this function can vary between the different jobs.)
Typically, the two competing optimization criteria are dealt with by minimizing an integrated objective function defined as
theweighted sum of the two objectives. Inmany situations, however, it maymake no sense to add together these objectives,
as they may measure very different things on not necessarily compatible scales. Furthermore, it may be desirable to keep
a tighter, separate control on the two criteria. For example, in the case of 100% reliable models [21,19], we are searching for
schedules with Tmax = 0. Therefore, the analysis is more complete, if we consider bicriteria formulations with the ultimate
aim of constructing the trade-off curve between the competing objectives. The two competing optimization criteria give rise
to the following four different types of problems (to simplify the notation, we drop the argument S where it is not required
by the context):
• The first one, which we denote by P1, is to minimize the total integrated cost, i.e., α × Tmax +∑ni=1 fi(di), where α is a
given non-negative parameter;
• The second one, denoted by P2, is to minimize Tmax subject to∑ni=1 fi(di) ≤ D; where D is a given limitation on the total
due date assignment cost;
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• The third one, which we denote by P3, is to minimize∑ni=1 fi(di) subject to Tmax ≤ T , where T is a given upper bound for
the maximum tardiness;
• The last one, denoted by P4, is to identify the set of Pareto-optimal points (schedules) (Tmax, dΣ (S)), where a schedule
S with Tmax(S) = T and dΣ (S) = ∑ni=1 fi(di(S)) is called Pareto-optimal (or efficient) if there does not exist another
schedule S
′
such that Tmax(S
′
) ≤ T and dΣ (S ′) ≤ ∑ni=1 fi(di(S)) with at least one of these inequalities being strict. We
will also use the term efficient frontier or trade-off curve for this collection of points.
We specifyP4-typeproblemsby showingboth objectives in the third field of the standardnotation. It should benoted that
solving P4 also solves P2–P3, and for most fi(di) functions also P1, as a byproduct. Furthermore, P4may have exponentially
many (in the input size) Pareto-optimal points, therefore its solution may or may not have a compact representation.
Our paper has the following distinguishing features in comparison to other papers in the literature:
• We try to use a unified treatment and present all the results on themost general level possible. For example, the due date
assignment cost can follow any continuous and non-decreasing function, which can even vary between the different jobs
in the most general case.
• The discussion of the efficiently solvable cases for different cost functions are also combined together asmuch as possible
so that the separation between polynomially solvable and computationally difficult cases becomes clear;
• We use the maximum tardiness as the scheduling criterion rather than the earliness/tardiness or weighted number of
tardy jobs objectives used in previous studies;
• We study all four different variations (P1–P4) of the bicriteria problem, while other studies of the DIF method usually
consider only the case of an aggregate objective function of type P1;
• We also discuss approximation and approximability issues for many of the problems considered.
Our contributions may be summarized as follows. We show that all problems P1 to P4 are NP -hard even on a single
machine. We give, however, a polynomial time algorithm to construct the (Tmax, dΣ ) trade-off curve for the case where
dΣ =∑ni=1 f (di), i.e., every job has the same due date assignment cost function, ormore generally, when a certain ‘agreeable
condition’, that we define later, is satisfied. Furthermore, we show that all four problems are solvable in polynomial time
with equal job processing times and arbitrary non-decreasing due date assignment cost functions fi(di). For the problems
on identical and uniform parallel machines, we provide pseudo-polynomial time algorithms that solve all bicriteria versions
of the problems when the agreeable condition is satisfied. For ρ ≥ 1, an algorithm H is a ρ-approximation algorithm for a
scheduling problem if, for any instance of the problem, it is guaranteed to find a schedule whose cost is at most ρ times the
minimum cost. A family of algorithms {Hε} for a problem is called a fully polynomial time approximation scheme (FPTAS) if,
for every ε > 0, Hε is a (1+ ε)-approximation algorithm whose running time is polynomial in the input size and 1/ε [10].
We also study the approximability of the Pm |DIF , Tmax ≤ T |∑ni=1 di problem for T > 0 on parallel machines. We show
that this problem cannot have a polynomial time ρ-approximation algorithm with ρ < ∞ unless P = NP . In contrast,
we prove that the 100% reliable case, Rm |DIF , Tmax ≤ 0|∑ni=1 di, is polynomially solvable. We also prove that if we modify
the objective by adding an appropriate b > 0 to it, then there is a polynomial time 2-approximation algorithm for the
Rm |DIF , Tmax ≤ T |∑ni=1 di + b problem. A summary of results obtained in the paper is given in Table 1.
The paper is organized as follows. In Section 2, we prove that the P2–P4 problems are NP -hard for all machine
environments and are strongly NP -hard for X = Fm, X = Jm and X = Om even in the special case when fi(di) = widi
for i = 1, 2, . . . , n with given weights wi. We also prove that the 1 |DIF |αTmax + ∑ni=1 fi(di) problem is NP -hard. In
Section 3, we study special cases on a single machine, which can be solved in polynomial time. In Section 4, we provide a
pseudo-polynomial algorithm to solve the Qm |DIF , Tmax ≤ T |∑ni=1 di problem with a fixed number of machines. We show
that with T = 0, the problem has a polynomial time solution on parallel machines. Our non-approximability results for
the T > 0 case and approximation algorithms for a modified objective are also presented in this section. The final section
contains our concluding remarks.
2. Complexity analysis and optimal due date assignment as a function of the job schedule
We start this section by establishing certain properties of the X |DIF , Tmax ≤ T |∑ni=1 fi(di) problem. For any
given schedule, which fixes the set of completion times C = (C1, C2, . . . , Cn), each of the P3-type problems
X |DIF , Tmax ≤ T |∑ni=1 fi(di) reduces to a due date assignment problem, in which we have to determine the set of due
dates, d = (d1, d2, . . . , dn), that minimizes∑ni=1 fi(di) subject to Tmax ≤ T . The following lemma shows how to compute
the optimal due dates for given job completion times and gives an important characterization for the structure of optimal
schedules.
Lemma 1. For a X |DIF , Tmax ≤ T |∑ni=1 fi(di) problem with a fixed set of completion times C = (C1, C2, . . . , Cn), there exists
an optimal solution with the following due date assignment:
d∗i (Ci) =
{
0 if Ci ≤ T
Ci − T if Ci ≥ T
}
for i = 1, . . . , n. (3)
Proof. Let us first consider a job i with Ci ≤ T . We have Ti = max(0, Ci − di) ≤ max(0, T − di) ≤ T , thus setting di to any
non-negative value will result in Ti ≤ T . Since fi(di) is a non-decreasing function of di, setting d∗i (Ci) = 0 will minimize the
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Table 1
Summary of results obtained in this paper.
Problem Complexity Reference
1 |DIF , Tmax ≤ T |∑ni=1 widi NP -hard, FPTAS Corollary 2
1
∣∣DIF ,∑ni=1 widi ≤ D∣∣ Tmax and 1 |DIF | (Tmax,∑ni=1 widi) NP -hard Corollary 1
1 |DIF |α × Tmax +∑ni=1 fi(di) NP -hard Theorem2
X |DIF , Tmax ≤ T |∑ni=1 di and X ∣∣DIF ,∑ni=1 di ≤ D∣∣ Tmax NP -harda Corollary 1
X |DIF , Tmax ≤ 0|∑ni=1 di and X ∣∣DIF ,∑ni=1 di ≤ D∣∣ Tmax StronglyNP -hardb Corollary 1
1 |DIF , (p, f )-agreeable, Tmax ≤ T |∑ni=1 fi(di) O(n log n)c Theorem3
1 |DIF , (p, f )-agreeable| (Tmax,∑ni=1 fi(di)) O(n log n)c Theorem4
1 |DIF , (p, f )-agreeable|αTmax +∑ni=1 fi(di) O(n log n+ log p)c,d Corollary 4
1
∣∣DIF , (p, f )-agreeable,∑ni=1 fi(di) ≤ D∣∣ Tmax O(n log n+ log p)c,e Corollary 3
1|DIF , pi = p, Tmax ≤ T |∑ni=1 fi(di) O(n3) Theorem5
1|DIF , pi = p|
(
Tmax,
∑n
i=1 fi(di)
)
O(n4) Corollary 5
1|DIF , pi = p,∑ni=1 fi(di) ≤ D|Tmax O(n3 log n) Corollary 6
1|DIF , pi = p|αTmax +∑ni=1 fi(di) O(n4) Corollary 5
Qm |DIF , (p, f )-agreeable, Tmax ≤ T |∑ni=1 fi(di) pseudo-poly.c Corollary 7
Qm |DIF , (p, f )-agreeable| (Tmax,∑ni=1 f (di)) pseudo-poly.c Corollary 8
Pm |DIF , Tmax ≤ T |∑ni=1 di no ρ-approx. with ρ <∞ Corollary 9
Rm |DIF , Tmax ≤ T |∑ni=1(di + T ) 2-approx. Corollary 11
Pm |DIF , Tmax ≤ 0|∑ni=1 di O(n log n) Corollary 12
Rm |DIF , Tmax ≤ 0|∑ni=1 di O(n3) Corollary 12
a X ∈ {Pm,Qm, Rm}.
b X ∈ {Fm, Jm,Om}.
c (p, f )-agreeable defined in Definition 1. (The special case when fi(di) = f (di) is included here.)
d f (x) is a non-decreasing convex function of x and p = max pi .
e p = max pi .
due date assignment cost. Next we consider a job i with Ci ≥ T . Since the tardiness of job i is Ti = max(0, Ci − di), setting
di ≥ Ci − T is a necessary condition for Ti ≤ T . Therefore, since fi(di) is a non-decreasing function of di, setting the due date
at exactly d∗i (Ci) = Ci − T will minimize the due date assignment cost. 
Note that Lemma 1 establishes that X |DIF , Tmax ≤ T |∑ni=1 fi(di) is essentially a partition problem into two sequences,
where we need to partition the job set into ‘left’ jobs, whose optimal due date is 0, and ‘right’ jobs, which all have the same
tardiness T , i.e., we have Ti = Ci if Ci ≤ T and Ti = T if Ci ≥ T . Thus, for any value T ≤ ∑ni=1 pi, we have Tmax = T for
an efficient solution. If T >
∑n
i=1 pi, then trivially Tmax =
∑n
i=1 pi. We can also conclude that under an optimal due date
assignment strategy, we have fi(d∗i ) = fi(0) for any job i with Ci ≤ T , and fi(d∗i ) = fi(Ci − T ) for any job i with Ci ≥ T .
Therefore, under an optimal due date assignment strategy, the due date assignment cost can be expressed as
dΣ (C, d∗(C)) =
n∑
i=1
Zi(Ci, d∗i (Ci)), (4)
where
Zi(Ci, d∗i (Ci)) =
{
fi(0) if Ci ≤ T
fi(Ci − T ) if Ci ≥ T
}
for i = 1, . . . , n. (5)
The following theorem provides an important insight that establishes the strong connection between P3-type problems
and the problem of minimizing the sum of tardiness functions with a fixed common due date.
Theorem 1. For any machine environment X ∈ {1, Pm,Qm, Rm, Fm, Jm,Om}, the X |DIF , Tmax ≤ T |∑ni=1 fi(di) problem is
equivalent to a corresponding X |di = T |∑ni=1max(fi(0), fi(Ci − T )) problem, which minimizes the sum of tardiness penalties
with fixed common due date T .
Proof. Using Lemma 1 and the fact that fi(di) is assumed to be a non-decreasing function, we can rewrite (5) as follows:
Zi(Ci, d∗i (Ci)) = max(fi(0), fi(Ci − T )) for i = 1, . . . , n, (6)
and therefore, dΣ (C, d∗(C)) =∑ni=1max(fi(0), fi(Ci − T )). 
The equivalence proved in Theorem 1 has some important consequences for the complexity of several P3-type problems:
Corollary 1. The following P3-type problems areNP -hard:
(i) 1 |DIF , Tmax ≤ T |∑ni=1widi.
(ii) X |DIF , Tmax ≤ T |∑ni=1 di for X ∈ {Pm,Qm, Rm} even whenm = 2.
(iii) X |DIF , Tmax ≤ T |∑ni=1 di is stronglyNP -hard for X ∈ {Fm, Jm,Om} even when T = 0 andm = 2.
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Proof. Let us consider an instance of the X |DIF , Tmax ≤ T |∑ni=1 fi(di) problemwith fi(di) = widi for i = 1, . . . , n, wherewi
is a non-negative parameter representing the due date assignment cost per unit of time for job i, for i = 1, . . . , n. For this
instance, Eq. (6) becomes
Zi(Ci, d∗i (Ci)) = max(0, wi × (Ci − T )) for i = 1, . . . , n, (7)
and Eq. (4) can be expressed as
dΣ (C, d∗(C)) =
n∑
i=1
wi ×max(0, Ci − T ). (8)
It is easy to see that the objective function in Eq. (8) has the format of a sum-of-weighted-tardiness objective with given
common due date T . Therefore, under an optimal due date assignment strategy, the X |DIF , Tmax ≤ T |∑ni=1widi problem
is equivalent to the corresponding X |di = T |∑ni=1wiTi problem with implied non-assignable common due date di = T
for i = 1, . . . , n. Thus the NP -hardness of the 1 |DIF , Tmax ≤ T |∑ni=1widi problem follows from the NP -hardness of the
1 |di = T |∑ni=1wiTi problem with fixed common due date T (see [36]).
For fi(di) = di, the X |DIF , Tmax ≤ T |∑ni=1 di problem is equivalent to a X |di = T |∑ni=1 Ti problem. The
Pm |di = T |∑ni=1 Ti problem is known to be NP -hard for m = 2 since the problem of finding a schedule with value∑n
i=1 Ti = 0 for the instance where T = 1/2 ×
∑n
i=1 pi is equivalent to the well-known NP -hard problem PARTITION
(see [10]). Since Pm |di = T |∑ni=1 Ti is a special case of the Qm |di = T |∑ni=1 Ti and the Rm |di = T |∑ni=1 Ti problems, it is
straightforward that the last two are also NP -hard. For T = 0, i.e., the case of looking for 100% reliable schedules with
minimum cost, the X |DIF , Tmax ≤ T |∑ni=1 di problem is equivalent to a X ||∑ni=1 Ci problem. This problem is known to be
stronglyNP -hard when X = F2 or X = J2 (see [11]), and also for X = O2 (see [1]). 
The decision versions of the P3-type problem X |DIF , Tmax ≤ T |∑ni=1widi and the P2-type problem X |DIF ,∑ni=1widi ≤
D|Tmax are identical since they both ask whether there exists a schedule for which ∑ni=1widi ≤ D and Tmax ≤ T .
Furthermore, the solution of the P4-type X |DIF | (Tmax, dΣ ) problem implies the solution of the X |DIF , Tmax ≤ T |∑ni=1 fi(di)
problem for any T ≥ 0. Thus the above complexity results apply to the P2- and P4-type problems too.
It is well known that the SPT sequence solves the 1|di = T |∑ Ti problem (see [4]) with given common due date T .
Furthermore, Lawler and Moore [25] and Kolliopoulos and Steiner [22] give two different pseudo-polynomial algorithms
for the 1|di = T |∑wiTi problem with given common due date T . Kellerer and Strusevich [20] give an FPTAS for the same
problem. Thus Theorem 1 also has the following immediate consequences for P3-type problems.
Corollary 2. The 1 |DIF , Tmax ≤ T |∑ni=1 di problem is solvable in O(n log n) time using the SPT sequence. The 1|DIF , Tmax ≤
T |∑ni=1widi problem isNP -hard only in the ordinary sense and there is an FPTAS for its solution.
The NP -hardness of any of the P2–P4-type bicriteria formulations does not imply the same complexity for the
corresponding P1-type problem, since the latter problem may be easier to solve. Unfortunately, this is not the case, as we
prove next the NP -hardness of the P1-type 1 |DIF |α × Tmax +∑ni=1 fi(di) problem by showing that the decision version
of this problem as defined below is NP -complete. This will clearly be an NP -hardness proof also for any other machine
environment X ∈ {Pm,Qm, Rm, Fm, Jm,Om}.
DVP1: Given an instance of the 1 |DIF |α × Tmax +∑ni=1 fi(di) problem and a parameter K , is there a job schedule with
α × Tmax +∑ni=1 fi(di) ≤ K?
Theorem 2. DVP1 isNP -complete.
Proof. The NP -Completeness of DVP1 will be proven by showing that the decision version of theNP -hard problem
1 |DIF , Tmax ≤ T |∑ni=1widi (denoted by DVP2) is polynomially reducible to DVP1. DVP2 is defined as follows:
DVP2: Given an instance of the 1 |DIF , Tmax ≤ T |∑hi=1widi problem with h jobs and parameters T and D > 0, is there
a feasible schedule with
∑h
i=1widi ≤ D and Tmax ≤ T? We assume that the wi parameters are positive integers for
i = 1, . . . , h and T <∑ni=1 pi. (If T ≥∑ni=1 pi, any job sequence is optimal.)
Given an instance of DVP2, we construct the following instance of DVP1: There are n = h+ 1 jobs, and their processing
times and due date assignment costs are identical to those in DVP2 for j = 1, . . . , n − 1. The processing time of job n is
pn = 3DT + T + D and its due date assignment cost is given by
fn(dn) =

0 if dn ≤
n∑
i=1
pi − T
3DTdn if dn >
n∑
i=1
pi − T ,
(9)
α = 2D and K = (2T + 1)D.
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Wewill first show that if there is a solution forDVP2with
∑h
i=1widi ≤ D and Tmax ≤ T , then the corresponding instance
of DVP1 has a schedule for which α × Tmax + ∑ni=1 fi(di) ≤ K . In order to do so, we keep the sequence and due date
assignment for jobs 1, . . . , n−1 from the solution ofDVP2.We sequence job n as the last job and set dn =∑ni=1 pi−T > 0.
Therefore, from Eq. (9), we get that fn(dn) = 0. Since job n is sequenced last in the schedule for DVP1, we have Cn =∑ni=1 pi
and Tn = Cn − dn = T , which together with the fact that the solution for DVP2 satisfies maxj=1,...,n−1 Tj ≤ T , implies that
Tmax = T for DVP1 as well. Thus,
α × Tmax +
n∑
i=1
fi(di) = 2DT +
n−1∑
i=1
widi + fn(dn) ≤ 2DT + D = K .
Next, we show that if DVP1 has a schedule S with α × Tmax + ∑ni=1 fi(di) ≤ K , then there is a schedule for DVP2
with
∑h
i=1widi ≤ D and Tmax ≤ T . In order to do so, we show first that job n is scheduled last and Tmax = T in S: We
have α × Tmax +∑ni=1 fi(di) = 2DTmax +∑ni=1 fi(di) ≤ K = (2T + 1)D, which implies that 2DTmax ≤ (2T + 1)D or
Tmax ≤ T + 1/2. Since T is an integer, we get that
Tmax ≤ T . (10)
The completion time of the last job (denoted by [n]) in S is C[n] = ∑ni=1 pi = ∑n−1i=1 pi + 3DT + T + D. Since T[n] =∑n−1
i=1 pi+ 3DT + T +D− d[n] ≤ Tmax ≤ T , it follows that d[n] ≥
∑n−1
i=1 pi+ 3DT +D > 3TD+D. Therefore, if job nwas not
sequenced last in S, then the due date assignment cost for job [n] 6= nwould satisfy
f[n](d[n]) ≥ f[n] ((3T + 1)D) = w[n] × (3T + 1)D ≥ (3T + 1)D > K ,
contradicting that α× Tmax +∑ni=1 fi(di) ≤ K for S. Thus job nmust be scheduled last, i.e., Cn =∑ni=1 pi. Therefore, for any
Tmax value, the optimal due date assignment for job n is dn =∑ni=1 pi − Tmax.
If we had Tmax < T for S, then this would imply dn = ∑ni=1 pi − Tmax > ∑ni=1 pi − T , and according to Eq. (9),
α × Tmax +∑ni=1 fi(di) > fn(dn) = 3DTdn ≥ 3DT > (2T + 1)D = K , contradicting again the definition of S. Thus, the
existence of the schedule S with α × Tmax +∑ni=1 fi(di) ≤ K , implies that Tmax ≥ T . Comparing this last fact with Eq. (10),
we get that Tmax = T , which means that dn = ∑ni=1 pi − T and fn(dn) = 0. Thus α × Tmax +∑ni=1 fi(di) ≤ K for S implies
α × Tmax +∑ni=1 fi(di) = 2DT +∑n−1i=1 fi(di) ≤ K = (2T + 1)D, which implies that∑n−1i=1 widi ≤ D. In summary, the
schedule S on the first n− 1 jobs is a feasible schedule for DVP2, and this completes our proof. 
3. Polynomially solvable cases for scheduling a single machine
In the previous section, we showed that the single-machine problem isNP -hard for all four different problem variations
P1–P4 even with linear due date assignment costs. Next we discuss some important special cases, for which we are able to
describe polynomial time solutions.
3.1. Agreeable processing times and due date assignment cost functions
We give polynomial time solutions for a large class of P1–P4-type problems, which includes the following due date
assignment cost functions:
• Uniform due date assignment cost, i.e., fi(x) = f (x) for i = 1, 2, . . . , n. This includes the cases, fi(x) = x2, fi(x) =
α(x − A), fi(x) = αmax(x − A, 0), for i = 1, 2, . . . , n, which have been studied in the past in separate papers with the
common due date restriction (see [12] for a review);
• If the due date assignment cost functions are linear, fi(di) = widi for i = 1, 2, . . . , n, and pl ≤ pm implies wl ≥ wm for
any pair l,m. This also includes the case fi(di) = di for i = 1, 2, . . . , n.
It is easy to see that all of the above examples of due date assignment cost functions satisfy the following crucial technical
condition, which allows them to be polynomially solvable, as we will show below.
Definition 1. We define a problem to be (p, f )-agreeable if for any pair l,m of jobs, pl ≤ pm implies that fl(x) − fm(x) is a
non-decreasing function of x for x ∈ [0,∑ni=1 pi].
The (p, f )-agreeable condition means that the penalty for delaying shorter jobs grows at least as fast as for longer jobs.
We note that customers usually do not expect longer lead times or smaller due date assignment penalties for smaller jobs,
which means that the (p, f )-agreeable condition is consistent with this expectation. The following key lemma establishes a
crucial property of efficient schedules for (p, f )-agreeable P4-type problems.
Lemma 2. For the 1 |DIF , (p, f )-agreeable | (Tmax,∑ni=1 fi(di)) problem, there is a realizing schedule with a shortest processing
time (SPT) job sequence for every point
(
Tmax,
∑n
i=1 fi(di)
)
on the efficient frontier.
Proof. Let us consider an efficient schedule S, which does not follow the SPT rule, i.e., it includes at least one pair of adjacent
jobs l,m in Swith pl < pm and jobm is sequenced before job l in S. Let dl(S) and dm(S) be the due dates of jobs l,m in schedule
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S. We define an alternative schedule S˜ which is identical to schedule S, except it interchanges jobs l,m and their due dates,
so that in S˜ jobm is sequenced right after job l, dl(˜S) = dm(S) and dm(˜S) = dl(S). Let us denote by t the start time of job pm
in S.
It follows that Tm(S) = max(0, t+pm−dm(S)), Tl(S) = max(0, t+pm+pl−dl(S)), Tl(˜S) = max(0, t+pl−dm(S)) and
Tm(˜S) = max(0, t + pl + pm − dl(S)). Since Tm(˜S) = Tl(S) and Tm(S) ≥ Tl(˜S), it follows that Tmax(˜S) ≤ Tmax(S). In addition,
we have
n∑
i=1
fi(di(S))−
n∑
i=1
fi(di(˜S)) = fl(dl(S))+ fm(dm(S))− fm(dl(S))− fl(dm(S))
= (fl(dl(S))− fm(dl(S)))− (fl(dm(S))− fm(dm(S))) ≥ 0.
The last inequality holds since by Lemma 1, we have that dl(S) ≥ dm(S) and fl(x)− fm(x) is non-decreasing by the (p, f )-
agreeable condition. Thus schedule S˜ is an efficient schedule as well. By repeatedly applying this interchange argument,
we can eventually derive an efficient schedule that orders the jobs in SPT sequence. 
Based on Lemmas 1 and 2, we can construct the following optimization algorithm for solving the P3-type
1 |DIF , (p, f )-agreeable, Tmax ≤ T |∑ni=1 fi(di) problem.
Algorithm 1. The optimization algorithm for the 1 |DIF , (p, f )-agreeable, Tmax ≤ T |∑ni=1 fi(di) problem.
Step 1. Sequence the jobs in SPT order.
Step 2. Determine the optimal due dates d∗i using Eq. (3) and compute
∑n
i=1 fi(d
∗
i ).
Theorem 3. Algorithm 1 solves the 1 |DIF , (p, f )-agreeable, Tmax ≤ T |∑ni=1 fi(di) problem in O(n log n) time.
Proof. Lemma 1 reduces the problem to a partition problem into two sequences, and Lemma 2 proves that these sequences
coincide with the SPT sequence. Thus the correctness of the algorithm follows from Lemmas 1 and 2. Step 1 takes O(n log n)
time and step 2 requires O(n) time. Therefore, the overall computational complexity of Algorithm 1 is O(n log n). 
The complexity of finding the efficient frontier for a P4-type bicriteria scheduling problem has been the subject of some
debate. Traditionally, researchers are looking for an efficient algorithm that can find a point on the trade-off curve if we
(arbitrarily) specify its coordinate in one of the dimensions. One of the first such algorithms is due to Van Wassenhove
and Gelders [35], who present a polynomial time algorithm for finding an efficient point on the trade-off curve for the
1 ‖ (Tmax,∑ Ci) scheduling problem. They also assume that there may be pseudo-polynomially many Pareto points on the
curve, and thus present their algorithm as being pseudo-polynomial. This was assumed to be the case, until Hoogeveen and
Van de Velde [16] proved that there are only at most n(n− 1)/2+ 1 Pareto points for any instance of 1 ‖ (Tmax,∑ Ci). The
next lemma showshow to construct the
(
Tmax,
∑n
i=1 fi(di)
)
trade-off curve for the 1 |DIF , (p, f )-agreeable| (Tmax,∑ni=1 fi(di))
problem. Interestingly, although this trade-off curve may have pseudo-polynomially many Pareto points, nevertheless, the
lemma gives a compact description of polynomial size for it. (For simplicity, we assume hereafter in this subsection that the
jobs have been renumbered according to the optimal SPT sequence.)
Lemma 3. The efficient frontier for the 1 |DIF , (p, f )-agreeable | (Tmax,∑ni=1 fi(di)) problem consists of n curve segments with
n − 1 breakpoints. For k = 0, . . . , n − 1, the (k + 1)th segment of the (Tmax,∑ni=1 fi(di)) trade-off curve can be represented
by (Tmax = T ,∑ni=1 fi(di) = ∑ki=1 fi(0) +∑ni=k+1 fi(Ci − T )) for Ck ≤ T ≤ Ck+1, where C0 def= 0, and the optimal due date
assignment for this segment is d∗i = Ci − T for i = k+ 1, . . . , n and d∗i = 0 for i = 1, . . . , k.
Proof. By Lemma 2, the completion times Ci are fixed by the SPT sequence. According to Eq. (3), we have d∗i (Ci) = Ci − T
if Ci ≥ T and d∗i (Ci) = 0 if Ci ≤ T for i = 1, . . . , n. Therefore, the pattern of due date assignment depends on which
subinterval [Ck, Ck+1] the parameter T falls within. If Ck ≤ Tmax = T ≤ Ck+1, then we set d∗i (Ci) = Ci−T for i = k+1, . . . , n
and d∗i = 0 for i = 1, . . . , k. Hence, according to Eq. (5), the height of the curve segment when Ck ≤ Tmax = T ≤ Ck+1 is∑n
i=1 fi(di) =
∑k
i=1 fi(0)+
∑n
i=k+1 fi(Ci − T ). 
Based on Lemmas 1–3, we present below the optimization algorithm for constructing the efficient frontier.
Algorithm 2. The optimization algorithm for the P4-type 1 |DIF , (p, f )-agreeable| (Tmax,∑ni=1 fi(di)) problem.
Step 1. Renumber the jobs according to the SPT order.
Step 2. Calculate Ci for i = 1, . . . , n.
Step 3. For k = 0 to n− 1.
Determine the coordinates of the points on the (k+ 1)th segment of the trade-off curve by (Tmax = T ,∑ni=1 fi(di) =∑k
i=1 fi(0) +
∑n
i=k+1 fi(Ci − T )) for T ∈ [Ck, Ck+1], and the optimal due date assignments for this segment by
d∗i = Ci − T for i = k+ 1, . . . , n and d∗i = 0 for i = 1, . . . , k.
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Theorem 4. Algorithm 2 constructs the trade-off curve for the 1 |DIF , (p, f )-agreeable| (Tmax,∑ni=1 fi(di)) problem in O(n log n)
time.
Proof. We want to clarify that the algorithm does not explicitly construct every point on the trade-off curve (there
could be exponentially many of these), it constructs explicitly only the endpoints of each curve segment and defines the
applicable sum function in Step 3, which could be used to compute the vertical coordinate of any point with horizontal
coordinate T on the trade-off curve. The correctness of the algorithm follows from Lemmas 1–3. Step 1 takes O(n log n)
time; Step 2 takes O(n) time; Step 3 can also be executed in O(n) time, as we can start the calculation with the initial sum∑0
i=1 fi(0) +
∑n
i=0+1 fi(Ci − T ) for iteration k = 0, where
∑0
i=1 fi(0)
def= 0, and add to this the term [fk(0) − fk(Ck − T )]
in a subsequent iteration k. The initial sum can clearly be obtained in O(n) time, any subsequent update requires only O(1)
time and there areO(n) updates. Thus the overall time requirements of Step 3 areO(n). Therefore, the overall computational
complexity of the algorithm is O(n log n) indeed. 
Note that any efficient solution within the trade-off curve satisfies
Z
(
T , d∗(T )
) = αTmax + n∑
i=1
fi(di) = αT +
k∑
i=1
fi(0)+
n∑
i=k+1
fi(Ci − T ) (11)
for Ck ≤ T ≤ Ck+1, where d∗(T ) is the optimal due date assignment vector as given by Eq. (3) as a function of T .
Let us consider now the P2-type problem 1
∣∣DIF , (p, f )-agreeable,∑ni=1 fi(di) ≤ D∣∣ Tmax. Since for any efficient solution,
we have
∑n
i=1 fi(d
∗
i ) =
∑k
i=1 fi(0) +
∑n
i=k+1 fi(Ci − T ) for Ck ≤ T ≤ Ck+1, this implies that
∑n
i=1 fi(d
∗
i ) is a non-increasing
function of T and k. Let k∗ ∈ [0, . . . , n − 1] be the integer value of k for which∑ki=1 fi(0) +∑ni=k∗+1 fi(Ci − Ck) ≥ D and∑k
i=1 fi(0)+
∑n
i=k∗+1 fi(Ci−Ck+1) ≤ D. This k∗ can be determined inO(log n) steps by using binary search. For the continuous
version of the function g(T ) =∑k∗i=1 fi(0)+∑ni=k∗+1 fi(Ci − T ), it is clear that
k∗∑
i=1
fi(0)+
n∑
i=k∗+1
fi(Ci − T ) = D (12)
holds in an optimal schedule. Thus, the optimal Tmax value can be determined by first finding the continuous value of T ∗
which satisfies Eq. (12) and selecting the minimum value of Tmax to be dT ∗e. If finding the T ∗ that satisfies Eq. (12) requires
more than log pk+1 time, then a binary search can be used on the discrete T ∈ [Ck∗ , Ck∗+1] interval to find the minimum
objective value. Thus, we have the following corollary for P2-type problems.
Corollary 3. The 1
∣∣DIF , (p, f )-agreeable ,∑ni=1 fi(di) ≤ D∣∣ Tmax problem is solvable in O(n log n + min(log pk+1, t)) time,
where O(t) is the time needed to find the T ∗ value satisfying Eq. (12) for any k = 0, . . . , n− 1.
Remark 1. If we consider the special case of our agreeable condition when f (di) = di, then Eq. (12) becomes∑ni=k∗+1(Ci −
T ) = D, and thus the minimum objective value is
Tmax =

n∑
i=k∗+1
Ci − D
n− k∗
 ,
i.e., O(t) = O(1), and thus the 1 ∣∣DIF ,∑ni=1 di ≤ D∣∣ Tmax problem is solvable in (strongly polynomial) O(n log n) time.
Since the solution for the P1-type problem is an efficient solution, the objective value of this problem is given by Eq.
(11) for any possible discrete value of Tmax = T . We present a polynomial time solution for the P1-type problem when
the fi(x) functions are convex for i = 1, . . . , n. (This includes all the examples we gave for fi(x) at the beginning of the
section.) By considering the continuous version of the αTmax +∑ni=1 fi(di) objective, we find that the following must hold
for Ck ≤ T ≤ Ck+1 and k = 0, . . . , n− 1:
dZ (T , d∗(T ))
dT
= α +
n∑
i=k+1
d
dT
(fi(Ci − T )) . (13)
Since here we assume that fi(x) is a non-decreasing convex function of x, then fi(Ci− T ) is a non-increasing convex function
of T , and thus
∑n
i=k+1
d
dT (fi(Ci − T )) is non-decreasing function of T and k. Thus, the optimal solution for the continuous
version of the objective is either at a breakpoint Ck or at the point where
dZ(T ,d∗(T ))
dT = 0. The value k∗ ∈ [0, . . . , n− 1] for
which α +∑ni=k∗+1 ddT fi(Ci − T ) ≤ 0 for T = Ck∗ and α +∑ni=k∗+1 ddT (fi(Ci − T )) ≥ 0 for T = Ck∗+1 can be determined in
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Table 2
The trade-off curve for the example.
k∗ d∗1 d
∗
2 d
∗
3 d
∗
4 d
∗
5
∑n
i=1(d
∗
i )
2 T ∗max = T
0 5− T 12− T 22− T 34− T 49− T ∑ni=1(Ci − T )2 0 ≤ T ≤ 5
1 0 12− T 22− T 34− T 49− T ∑ni=2(Ci − T )2 5 ≤ T ≤ 12
2 0 0 22− T 34− T 49− T ∑ni=3(Ci − T )2 12 ≤ T ≤ 22
3 0 0 0 34− T 49− T ∑ni=4(Ci − T )2 22 ≤ T ≤ 34
4 0 0 0 0 49− T (49− T )2 34 ≤ T ≤ 49
4500
4000
3500
3000
2500
2000
1500
1000
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(di
)
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1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49
Fig. 1. The (Tmax,
∑n
i=1 d
2
i ) trade-off curve for the example.
O(log n) time by using binary search. Then the minimum αTmax +∑ni=1 fi(di) value can be calculated by finding T ∗ which
satisfies
α +
n∑
i=k∗+1
d
dT
(
fi(Ci − T ∗)
) = 0. (14)
Since T ∗ is not necessarily an integer number, we have to check the objective value at the two discrete neighbours of T ∗
and choose the one with the smaller objective value. If finding the T ∗ which satisfies Eq. (14) requires more than log pk+1
time, then, instead of solving Eq. (14), we can always find the minimum objective value and the corresponding T ∗ by binary
search over the discrete values T ∈ [Ck∗ , Ck∗+1]. Thus, we have the following corollary for P1-type problems.
Corollary 4. If fi(x)(i = 1, 2, . . . , n) are non-decreasing convex functions of x, then the 1|DIF , (p, f )-agreeable |αTmax +∑n
i=1 fi(di) problem is solvable in O(n log n + min(log pk+1, t)) time, where O(t) is the time required to find the T ∗ value that
satisfies Eq. (14) for any k = 0, . . . , n− 1.
Remark 2. If we consider the special case when f (di) = di, then dZ(T ,d
∗(T ))
dT = α − (n− k). This value is equal to zero for
k∗ = n − α. Thus O(t) = O(1), and setting the maximum tardiness to any value within the range [Ck∗−1, Ck∗ ] yields an
optimal schedule, and therefore, the 1 |DIF |αTmax +∑ni=1 di problem is solvable in O(n log n) time.
3.1.1. Numerical example
Let us consider the following instance with n = 5 and f (di) = d2i for i = 1, 2, . . . , 5.
i 1 2 3 4 5
pi 5 7 10 12 15
We first apply Algorithm 2 to solve the resulting 1 |DIF | (Tmax,∑ni=1 d2i ) problem.
Step 1. The jobs are already numbered in SPT order.
Step 2. The completion times for this sequence are:
i 1 2 3 4 5
Ci 5 12 22 34 49
Step 3. By performing this step for k = 0, 1, . . . , 4, we obtain the job due dates and themaximal tardiness for each segment
of the trade-off curve as shown in Table 2 and plotted in Fig. 1.
The solution for the 1 |DIF , Tmax ≤ T |∑ni=1 d2i problem can be derived directly from the (Tmax,∑ni=1 d2i ) curve for any
positive integer T value.
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Let us solve now the 1 |DIF |αTmax +∑ni=1 d2i problem for the given instance with α = 100. By applying binary search,
we find that for k∗ = 2 we have 100 +∑ni=k∗+1 ddT (Ci − T )2 = −38 < 0 at T = Ck∗ and 100 +∑ni=k∗+1 ddT (Ci − T )2 =
22 > 0 for T = Ck∗+1. According to Eq. (14), the optimal (continuous) T value has to satisfy the following equation:
100 − 2 × ∑5i=3(Ci − T ) = 0, or 100 − 210 + 6 × T = 0, and thus T ∗ = 18 13 is the continuous optimal maximal
tardiness. For Tmax = 18, the objective value is 3033, while it equals 3034 for Tmax = 19. Thus, T ∗max = T = 18 is the optimal
maximal tardiness value and the optimal due dates can be computed from Table 2 with k∗ = 2 and T ∗ = 18.
Let us also solve the 1
∣∣DIF ,∑ni=1 f (di) ≤ D∣∣ Tmax problem for the given instance with D = 2000. By applying binary
search, we obtain that for k∗ = 1 we have k× f (0)+∑ni=k+1 f (Ci− Ck) = 3115 ≥ D = 2000 and k× f (0)+∑ni=k+1 f (Ci−
Ck+1) = 1953 ≤ D = 2000. According to Eq. (12), the optimal (continuous) T value has to satisfy the following equation:∑5
i=2(Ci − T )2 = 2000, which yields 4T 2 − 234T + 2185 = 0. This quadratic equation has two roots: T = 11.66 and
T = 46.83. Since for k∗ = 1, T has to satisfy 5 = Ck ≤ T ≤ Ck+1 = 12, the minimal continuous objective value is
T ∗ = 11.66, and thus the discrete minimal objective value is T ∗ = 12. The optimal due dates can be derived from Table 2
with k∗ = 1 and T ∗ = 12.
3.2. Equal processing times
In this subsection, we study the case of equal processing times, when pi = p for i = 1, . . . , n. This case is applicable,
for example, in mass-production environments where a large number of identical products is made. We emphasize that
the only assumption we make about the due date assignment cost functions fi(x)(i = 1, 2, . . . , n) in this section is that
they are monotone non-decreasing. Let us first consider the P3-type 1 |DIF , pi = p, Tmax ≤ T |∑ni=1 fi(di) problem. It is
straightforward to see from the equal processing time assumption that the completion time of the ith job in the sequence
is C[i] = ip for i = 1, . . . , n for any job sequence, and thus the completion time of a job is defined by its position in the job
sequence. This also means that there are only n + 1 possible values of interest for T and di in any problem, namely ip for
i = 0, 1, . . . , n, as structurally (completion times and job sequences) any solution for a T value between ip and (i+ 1)pwill
coincide with either the solution for T = ip or the one for T = (i+ 1)p.
Lemma 4. The optimal sequence for the 1 |DIF , pi = p, Tmax ≤ T |∑ni=1 fi(di) problem can be determined by solving a linear
assignment problem with parametric costs, which requires O(n3) time.
Proof. For 1 ≤ i, j ≤ n, let us define
cij(T ) =
{
fi(0) if jp ≤ T
fi(jp− T ) if jp ≥ T
}
. (15)
Based on Lemma 1, we can see from Eq. (5) that cij(T ) represents the minimum possible cost resulting from assigning job i
to position j in the sequence. Let us also define xij = 1 if job i is assigned to position j and xij = 0 otherwise. Our sequencing
problem then can be formulated for given T as the following linear assignment problem:
(P1) min
n∑
i=1
n∑
j=1
cij(T )xij
s.t.
n∑
i=1
xij = 1, j = 1, . . . , n
n∑
j=1
xij = 1, i = 1, . . . , n
xij = 0 or 1, i, j = 1, . . . , n.
The first set of constraints in the formulation assures that each positionwill be assigned only once, and the second set assures
that each job will be assigned only to one position. It is well known that a linear assignment problem can be solved in O(n3)
time (see [28]). 
Algorithm 3. The optimization algorithm for the 1 |DIF , pi = p, Tmax ≤ T |∑ni=1 fi(di) problem.
Step 1. Calculate all cij(T ) values for i, j = 1, . . . , n.
Step 2. Solve the assignment problem P1 to determine the optimal job sequence and let this sequence be pi∗ =
([1], [2], . . . , [n]).
Step 3. The optimal due date assignment is
d[i] =
{
0 if ip ≤ T
ip− T if ip ≥ T
}
. (16)
Theorem 5. Algorithm 3 solves the P3-type 1 |DIF , pi = p, Tmax ≤ T |∑ni=1 fi(di) problem in O(n3) time.
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Proof. The correctness of the algorithm follows from Lemmas 1 and 4. Step 1 takes O(n2) time, Step 2 requires O(n3) time
and Step 3 linear time. Therefore, the overall computational complexity of Algorithm 3 is O(n3) indeed. 
Finding a Pareto point on the trade-off curve of the P4-type 1 |DIF , pi = p| (Tmax,∑ni=1 fi(di)) problem requires the
solution of the P3-type 1 |DIF , pi = p, Tmax ≤ T |∑ni=1 fi(di) problem for any T = ip for i = 0, 1, . . . , n. Furthermore, the
P1-type 1 |DIF , pi = p|αTmax+∑ni=1 f (di) problem can be solved by finding among the at most n+ 1 Pareto points the one
which yields the minimum value for αTmax +∑ni=1 f (di). Thus we have the following corollary.
Corollary 5. There exists an algorithm, which solves the 1 |DIF , pi = p| (Tmax,∑ni=1 fi(di)) and 1 |DIF , pi = p|αTmax +∑n
i=1 f (di) problems in O(n4) time.
Let us consider now the P2-type problem 1
∣∣DIF , pi = p,∑ni=1 fi(di) ≤ D∣∣ Tmax. Since Eq. (3) holds for any efficient
schedule, it also defines the optimal due dates for the 1
∣∣DIF , pi = p,∑ni=1 fi(di) ≤ D∣∣ Tmax problem for any Tmax = T
value. Therefore, we can conclude that the optimal di values are non-increasing functions of T , and thus
∑n
i=1 fi(di) is
also a non-increasing function of T . As a result, we can conclude that the minimal Tmax value is the smallest value for
which
∑n
i=1 fi(di) ≤ D is satisfied. This minimal Tmax value can be found by using binary search on the discrete interval
T ∈ [0, np], where for any T value in the search the optimal job sequence and the corresponding due date assignment costs
are determined by applying Algorithm 3. Thus we have the following corollary for P2-type problems.
Corollary 6. The 1
∣∣DIF , pi = p,∑ni=1 di ≤ D∣∣ Tmax problem is solvable in O(n3 log n) time.
4. Parallel machines
4.1. Pseudo-polynomial algorithms for identical and uniform parallel machines
Since we have shown that all the P1–P4 problems are NP -hard with general fi(di) due date assignment cost functions
even on a single machine, the parallel-machine versions of these problems must be at least as hard. When the (p, f )-
agreeable condition is satisfied, the single-machine problems became polynomially solvable. In this section, we show that
the parallel-machine problems are not polynomially solvable (unless P = NP ) even with the (p, f )-agreeable condition.
On the positive side, we present pseudo-polynomial algorithms for the P1–P4 problems on identical and uniform parallel
machines when the (p, f )-agreeable condition holds, thus proving that these problems are NP -hard only in the ordinary
sense. The following lemmaextends Lemma2by proving the sameuseful property of optimal schedules for parallel-machine
scheduling problems.
Lemma 5. There exists an efficient schedule for the P4-type Qm |DIF , (p, f )-agreeable | (Tmax,∑ni=1 fi(di)) problem in which the
jobs are sequenced according to the SPT rule on each machine.
Proof. Any given job assignment to machines defines the job processing times. Thus our scheduling prob-
lem Qm |DIF , (p, f )-agreeable| (Tmax,∑ni=1 fi(di)), under fixed job-to-machine assignment, reduces to m unrelated
1 |DIF , (p, f )-agreeable| (Tmax,∑ni=1 fi(di)) problems. The proof is completed by the fact that for the 1 |DIF , (p, f )-agreeable|(
Tmax,
∑n
i=1 fi(di)
)
problem, there is a realizing schedule with a shortest processing time (SPT) job sequence for every point
(Tmax,
∑n
i=1 fi(di)) on the efficient frontier (see Lemma 2). 
Rothkopf [29] and Lawler and Moore [25] have suggested a general dynamic programming optimization algorithm for
a fixed number of machines, which is applicable to special cases of Qm ||∑ni=1 gi, where gi is a regular (non-decreasing)
criterion for i = 1, . . . , n and it is possible to index the jobs in such a way that the jobs assigned to a given machine can be
assumed to be processed in order of their indices. The algorithm can be described as follows.
Given an appropriate indexing i = 1, . . . , n, of the jobs, define Gi(t1, . . . , tm) as the minimum cost of a schedule for jobs
J1, . . . , Ji subject to the constraint that the last job on machine Mj is completed at time tj for j = 1, . . . ,m. Then for the∑n
i=1 gi criteria, we have
Gi(t1, . . . , tm) = min
j=1,...,m{Gi−1(t1, . . . , tj − pij, . . . , tm)+ gi(tj)}; (17)
the initial conditions are
G0(t1, . . . , tm) =
{
0 if tj = 0 for j = 1, . . . ,m
∞ otherwise
}
; (18)
and the optimal solution value is given by
G∗n = min(Gn(t1, . . . , tm) | 0 ≤ tj ≤ C), (19)
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where C is an upper bound on the completion time of any job in an optimal schedule. In general, these equations can be
solved in O(mnCm) time, but if the machines are uniform, onlym− 1 of the t1, . . . , tm values are independent. This means
that for uniform machines, the time complexity reduces to O(mnCm−1).
We show that a variant of the above optimization algorithm solves the P3-type Qm|DIF , (p, f )-agreeable, Tmax ≤
T |∑ni=1 fi(di) problem. First, according to Eq. (5), under an optimal due date assignment strategy, we have∑ni=1 fi(di) =∑n
i=1 fi(max(0, Ci − T )), which is a non-decreasing function of Ci for i = 1, . . . , n. Thus, under an optimal due date
assignment strategy,
∑n
i=1 fi(di) is a regular criterion. In addition, we know that there exists an optimal schedule where
the jobs on each machine are in SPT order according to Lemma 5. It is easy to see that for identical or uniform parallel
machines, the SPT order of the jobs is the same no matter which machine we consider. Therefore, the SPT order can serve
as the common indexing of the jobs required by the above dynamic programming algorithm. According to Eq. (5), we can
apply Eqs. (17)–(18) with
gi(tj) = fi(max(0, tj − T )) for i = 1, . . . , n and j = 1, . . . ,m. (20)
It is clear that C = maxj=1,...,m
(
1
sj
×∑ni=1 pi) will be an upper bound on the completion time of any job in the case of
uniform machines. The upper bound increases to C = ∑ni=1 pi for identical parallel machines. Thus we have proved the
following corollary for P3-type problems.
Corollary 7. There is a pseudo-polynomial time algorithm that solves the Pm |DIF , (p, f )-agreeable , Tmax ≤ T |∑ni=1 fi(di) and
Qm |DIF , (p, f )-agreeable , Tmax ≤ T |∑ni=1 fi(di) problems in O(mn(∑ni=1 pi)m−1) and O(mn(maxj=1,...,m( 1sj ×∑ni=1 pi))m−1)
time, respectively.
Since solving the P4-type Pm |DIF , (p, f )-agreeable| (Tmax,∑ni=1 fi(di)) and Qm |DIF , (p, f )-agreeable| (Tmax,∑ni=1 fi(di))
problems requires the solution of the related P3-type problem for every possible value of Tmax = T and since for any efficient
solution, we have T ≤ ∑ni=1 pi for identical machines and T ≤ maxj=1,...,m ( 1sj ×∑ni=1 pi) for uniform machines, we also
have the following corollary for P4-type problems.
Corollary 8. There is a pseudo-polynomial time algorithm that solves the Pm |DIF , (p, f )-agreeable | (Tmax,∑ni=1 fi(di)) and
Qm |DIF , (p, f )-agreeable | (Tmax,∑ni=1 fi(di)) problems in O (mn (∑ni=1 pi)m) and O (mn (maxj=1,...,m ( 1sj ×∑ni=1 pi))m)
time, respectively.
We note that the compact description of the trade-off curve we were able to give in Algorithm 2 and Theorem 4 for the
single-machine case is no longer valid on parallel machines since the job completion times depend on the assignments to
machines and the latter may vary with T . For similar reasons, in order to solve the related P1-type problems, we cannot
avoid a complete search of the points on the trade-off curve, which means that these problems can be solved within the
same time complexity as the corresponding P4 problem.
Let us consider now the P2-type Pm|DIF , (p, f )-agreeable,∑ni=1 fi(di) ≤ D|Tmax and Qm|DIF , (p, f )-agreeable,∑ni=1 fi(di)≤ D|Tmax problems. Let us denote the optimal solution value of the corresponding P3 problems for any fixed T by gP(T ) =∑n
i=1 fi(d
∗
i ) and gQ (T ) =
∑n
i=1 fi(d
∗
i ), respectively. It is clear that both gP(T ) and gQ (T ) are non-increasing functions of T .
Therefore, by performing a binary search over the interval containing the T values, we can determine the minimum T value
for which we have gP(T ) ≤ D or gQ (T ) ≤ D for given D. This means that the P2-type Pm|DIF , (p, f )-agreeable,∑ni=1 fi(di) ≤
D|Tmax and Qm
∣∣DIF , (p, f )-agreeable,∑ni=1 fi(di) ≤ D∣∣ Tmax problems can be solved in O(mn (∑ni=1 pi)m−1 log∑ni=1 pi) and
O(mn(maxj=1,...,m( 1sj ×
∑n
i=1 pi))m−1 logmax j = 1, . . . ,m( 1sj ×
∑n
i=1 pi)) time, respectively.
4.2. Approximability and approximation on parallel machines
In light of Corollary 7, it is natural to ask whether there exists an FPTAS for the P3-type Pm|DIF , (p, f )-agreeable, Tmax ≤
T |∑ni=1 fi(di) problem. Unfortunately, as the following corollary shows, even the existence of a constant-factor, polynomial
time approximation algorithm is extremely unlikely even for the special case of f (di) = di.
Corollary 9. There is no polynomial time ρ-approximation algorithm for the problem Pm |DIF , Tmax ≤ T |∑ni=1 di with ρ <∞
unless P = NP .
Proof. Kovalyov andWerner [24] have shown recently that the existence of a polynomial time ρ-approximation algorithm
for Pm |di = T |∑ni=1 Ti would imply the polynomial solvability of the problem MULTIPROCESSOR SCHEDULING [10]. Thus
assuming P 6= NP , no such algorithm can exist. The same statement then follows for Pm |DIF , Tmax ≤ T |∑ni=1 di from its
equivalence to Pm |di = T |∑ni=1 Ti, which was proved in Theorem 1. 
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Since the Pm |DIF , Tmax ≤ T |∑ni=1 di problem is a special case of the Qm|DIF , Tmax ≤ T |∑ni=1 di and Rm|DIF , Tmax ≤
T |∑ni=1 di problems, the above result holds for uniform or unrelated machines too. One reason these problems are difficult
to approximate is that the optimal objective value for an instance may be zero and any algorithm with a guaranteed
approximation ratio would have to be optimal for such instances. Furthermore, answering the questionwhether an instance
has a schedule with zero tardiness (the problem of finding 100% reliable schedules) on parallel machines isNP -hard itself.
This provides the motivation for an equivalent formulation of the problem, which has no solution with zero value. This can
be done by adding some positive b > 0 to the objective function. Although approximating such a version of the problem
may be somewhat easier, the next result shows that even this version is unlikely to have an FPTAS.
Corollary 10. There is no polynomial time ε-approximation algorithm for the problem Pm |DIF , Tmax ≤ T |∑ni=1 di + b with
ε < 1/b unless P = NP .
Proof. Kovalyov and Werner [24] have also shown that the existence of a polynomial time ε-approximation algorithm
for Pm |di = T |∑ni=1 Ti + b with ε < 1/b would also imply the polynomial solvability of the problem MULTIPROCESSOR
SCHEDULING [10]. The corollary follows again for the problem Pm|DIF , Tmax ≤ T |∑ni=1 di + b from its equivalence to
Pm |di = T |∑ni=1 Ti + b, which was proved in Theorem 1. 
Corollary 10 implies that the case when the additive term b is some polynomial function of the size of the data may be of
interest for approximability. Kolliopoulos and Steiner [23] have presented an efficient method for obtaining approximation
results for the
∑n
i=1wiTi +
∑n
i=1widi objective in various machine environments with given due dates di for i = 1, . . . , n.
These approximation results are based on exploiting the close relationship between the
∑n
i=1wi(Ti+ di) and the
∑n
i=1wiCi
objectives:
Theorem 6 ([23]). Consider a member X0 |Y0|∑ni=1wiCi of the family of non-preemptive scheduling problems X |Y |∑ni=1wiCi
for which there exists a ρ-approximation algorithm. The same algorithm achieves a (ρ + 1)-approximation for the
X0 |Y0|∑ni=1wi(Ti + di) problem with given due dates di for i = 1, 2, . . . , n.
We can use this meta-theorem to derive an approximation result for the special case of the due date assignment problem
with uniform due date assignment costs fi(x) = x even for the case of unrelated parallel machines.
Corollary 11. There is a 2-approximation algorithm with O(n3) time complexity for the Rm |DIF , Tmax ≤ T |∑ni=1(di + T )
problem.
Proof. It is well-known (see [17,6]) that the Rm ||∑ni=1 Ci problem can be solved to optimum in O(n3) time. According
to the above theorem, the optimal schedule for the Rm ||∑ni=1 Ci problem provides a 2-approximation for the
Rm |di = T |∑ni=1(Ti + T ) problem with given common due dates di = T . This latter problem, however, is equivalent to
the P3-type problem Rm |DIF , Tmax ≤ T |∑ni=1(di + T ) by Theorem 1. 
4.3. 100% reliable schedules on parallel machines
Finally, we mention that the case of finding minimum-cost 100% reliable schedules with uniform due date assignment
costs fi(x) = x is solvable in polynomial time as an easy case of the P3-type problem: The X |DIF , Tmax ≤ 0|∑ni=1 di problem
is equivalent to a corresponding X |di = 0|∑ni=1 Ti problem by Theorem 1. This latter problem, of course, is the X ||∑ni=1 Ci
problem. The X ||∑ni=1 Ci problem can be solved in O(n log n) time for X = Pm (see [8]) and in O(n3) time for X = Qm and
X = Rm by solving a linear assignment problem (see [17,6]). Thus we have the following corollary.
Corollary 12. The X |DIF , Tmax ≤ 0|∑ni=1 di problem can be solved in O(n log n) time for X = Pm and in O(n3) time for X = Qm
and X = Rm.
It is interesting to contrast the above result with the fact that Pm ‖ Tmax isNP -hard even form = 2, since the problem
of finding a schedule with value Tmax ≤ 0 for the instance where the common due date is given by A = 1/2 ×∑ni=1 pi is
equivalent to the NP -hard problem PARTITION (see [10]). This is an example for a scheduling problem that is NP -hard
with given due dates, but becomes polynomially solvable with assignable due dates.
5. Summary and concluding remarks
We studied bicriteria single- and multi-machine scheduling problems with due date assignment to minimize the
maximum tardiness and due date assignment costs. In contrast with most of the literature, we assumed that jobs can be
assigned different due dates. We settled the computational complexity of the problems by proving that they are NP -
hard for most single- and multi-machine environments. We presented polynomial time solutions, however, for some
important special cases on single and parallel machines. Furthermore, we proved that the trade-off curve for certain single-
machine problems has a compact, polynomial size description even though it may have pseudo-polynomially many points.
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In addition, we provided approximation and non-approximability results for several parallel-machine problems. We also
demonstrated that the NP -hardness of a scheduling problem with given due dates does not necessarily imply that the
same problem is also difficult with assignable due dates. This makes the integration of scheduling and due date assignment
even more attractive in applications.
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