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Let n be an even positive integer and l 1, 12 . . . . .  I~ be a sequence of positive integers with a 
sum equal to 12n(n - 1). We prove that K,, the complete graph of order n, can be decomposed 
into trails of lengths l~, 12 . . . . .  l~ if, and only if, s>~½n. 
Introduction 
We are interested in the decomposition of the complete graph K. into trails of 
given lengths l~, 12 . . . . .  ls with a sum equal to ½n(n - l). Such a decomposition is
obviously possible v:hen n is odd because K,  is an eulerian g~'aph in this ease, and 
we have only t~3 break an eulerian trail into subtrails with the desired lengths. If n 
is even then each vertex has an odd degree; hence it must be an endpoint of one 
trail at least, and tl:e inequality s ~>½n must be verified. We prove that it is 
sufficient. 
This study is ,~lodvated by its application to the achromatic number which will 
be developed in a st~parate paper by Lopez-Bracho [5]. The achromatic number 
of a graph is the r,aaximum number of colors which can be used for coloring the 
vertices in such a ~¢ay that any two incident vertices get different colors and any 
pair of colors is ~,,ed for coloring the endpoints of some edge. This achromatic 
number was intro~1,~aced by Gupta 13] and Harary [4]; Bhave [1] defined the 
n-minimal graphs which are those with ½n(n - 1) edges and an achromatic number 
equal to n. The ,:york by Lopez-Bracho consists in determining the n-minimal 
stars (a star is a tree with at most one vertex of degree higher than 2), and the 
theorem established in that paper is the basic result for achieving that determina- 
tion when n is odd. 
From a general point of view, we may be interested by the decomposition i to 
trails of an arbitrary graph. For this purpose we define a universally decomposable 
graph as a connected graph G which may be decomposed into trails of lengths 
l~, 12 . . . . .  l~ whenever l~ + 12+" • • + l~ is equal to the number of edges of G and 2s 
is higher or equal to the number of vertices with an odd degree. Following this 
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definition, our main result means that every complete graph is universally 
decomposable. 
The concept of universal decomposability is to compare with those of a path 
perfect graph which has been recently introduced by Fink and Straight [2]. Let 
n/> 1 be an integer; a path perfect graph is a graph with ½n(n - 1) edges which can 
be decomposed into n paths with respective lengths 1, 2 . . . . .  n. In particular Kn is 
path perfect. One of the main differences between the two kinds of decomposition 
is that a trail can meet several times a given vertex whereas a path can meet a 
given vertex at most one time. 
Deflnltlow~ and elementary properties 
We consider finite and connected graphs; the loops and the multiple edges are 
nol forbidden even if they are not explicitly considered. !f (3; is such a graph, 
V(G) is its vertex-set, E(G)  is its edge-set, i (G) is the number of its vertices with 
an odd dedgree. 
A trail of G is defined by a sequence of edges (e~, e2 . . . . .  el) and a sequence of 
vertices (xo, x~ . . . . .  x~) such that x~-i and x~ are the endpoints of e~ for each 
i = 1,2 . . . . .  l; l is the length of the trail. We shall consider only trails with a non 
null length at the exception of a technical emma; a trail with, a null length will 
have an empty sequence of edges and a sequence of vertices reduced to a single 
vertex. A decomposition of G into trails is a set of its trails such that each edge 
be!'~ngs to one and ordy one of these trails. 
1,et m be the number of edges of G. Let us recall that a partition of m is a 
representation such as 
m=l l+12+'"  .+l~ 
wherc the 'parts" l j, lz . . . . .  l~ are strictly positive integers. 
We shall say that this partition of m is realized by a decomposition of G into 
trails C~, C2 . . . . .  C~ if the lengths of these trails are respectively equal to 
l~, 12 . . . . .  l~. It is clear that the existence of such a decomposition i to trails needs 
i(G)<-; 2s. We shall say that G is universally decomposable if every partition of m 
into a least ½i(G) parts is realized by some decomposition of G into trails. 
Proposition. Let s =sup(½i(G), 1). G is universally decomposable if, and only if, 
every partition of m into s parts is realized by some decomposition of  G into trails. 
Proof. The condition is obviously necessary. Conversely, let us consider a parti- 
do ,  m=l~-~12+'"  .+l,  such that i(G)<~2t. Let us define the new partition 
m=Lt+Lz+'"+L ,  such that L~=~ when l~<i - '~s-1  and L~= 
1~ + l,~ ~ +. " • + l,. This new partition is realized by some decomposition of G into 
trails C~, C2 . . . . .  C~. After breaking C, into subtrails c~, c~+t . . . . .  c, of lengths 
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respectively eql~z~ to l~, l~+~,...,/~, we obtain the decomposition i to the trails 
C~, C2 . . . . .  C~-:, c~, c~+~ . . . . .  q which realizes the first partition. [] 
Corollary. F.very ~ulerian graph is universally decomposable. 
Thus any c~:nnected graph which is not universally decomposable must have at 
least four verfice~ with an odd degree. Such a graph can be constructed by 
subdividing the edges of / (4 by vertices of degree 2 as it is indicated in Fig. 1. 
The total nunber  of edges is equal to 18, and we consider the partition 
18 = 9 + 9. If thi~ partition is realized by a decomposition i to two trails, then each 
of these two tr~i~ must end at two vertices with an odd degree. TherefoIe there 
must exist a trai~ of length 9 between two vertices of degree 3; this appears easily 
to be impossib~e~ and the preceding raph is not universally decomposable. 
An other s]rt~ple xample of a graph which is not universally decomposable is 
obtained by co~asidering a cubic graph without any hamiltonian path. Let its 
number of vertices be equal to 2s; so its number of edges will be equal to 3s, and 
we consider the partition 3s = 1+ ! +. • • + 1 + (2s + 1). If it is realized by a 
decomposition i to trails, then the trail of length 2s + 1 becomes a hamiltonian 
path after removing its two extreme dges; so it cannot exist by hypothesis. On 
the other side, the reader can easily verify that the 'little' connected cubic graphs 
with up to six vertices are universally decomposable. 
In this paper we do not go on considering universally decomposable graphs in 
general, and we focus on con.:plete graphs only. 
Th,~ case of the complete graph 
The following theorem is the basic result used by Lopez-Bracho [5] for 
determining which are the n-minimal stars when n is an odd ~,nteger. 
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Theorem. A complete graph is universally decomposable. 
We begin with two technical lemmas which will be needecl for prov ing that  
theorem. 
Lem~ua 1. Let us consider an integer s >! 2 and a partition of M = (s + 1)(2s + 1) 
into s + 1 parts, say: 
M=/ I+12+'  • '+l~÷a. 
We can permute the terms of the sequence l~, 12 . . . . .  l~÷~ in order to find a sequence 
of integers >i0, ha, 2t2 . . . . .  h~ + ~, verifying: 
( i ) ) t  I = la; 
(~i) 0<h2<12 and h i+h2- - -  1 (rood 4); 
(ii!) V i>2:  h~ < l~ and h~ is even; 
(iv) ~ l+h2+. . .+K,+a=4s+l .  
P rooL  Let us begin by permut ing  the sequence l~, 12 . . . . .  ls+l in such a way that 
la is one of the lowest terms, and iet us put h~ = l~ in order  to verify (i). The  
inequal ity la < 4s + 1 is necessar;2y verified, otherwise we should obtain:  
(s + 1)(2s + 1) ~ it + 12 +" • • + Is+ ~ ~> (s + 1)4s 
which is inconsistent with s/> 2. 
As a further step we notice that the sequence 12, 13, • • . ,  1~+1 contains a term ~>5. 
If that was false each term would be ~<4, and it would also be true for 11 which is 
now one of the lowest terms in the whole sequence l~, 12 . . . . .  Is+~. So we should 
obtain:  
(s + l ) (2s + 1) = 11 + 12+ . . . .  ~-/~+l ~<4(s + 1), 
which is inconsistent with s >I 2. Thus let us permute  the terms of the sequence 
12, l .a , . . . ,  l~ + a in such a way that 12 ~> 5. 
We distinguish now two cases. 
Case 1: l~+12>4s+l.  Let us put h2=4s+l - l~ .  The  condit ion (ii) will be 
verified because ha = l~ < 4s + i .  We put  hi = 0 when i > 2 in order  to verify (iii) 
and (iv). 
Case 2: l~ + Iz ~< 4s + ~,. Let us put )t2 = 12-a2  with 0 < a2 ~<4; a2 will be chosen 
in such a way that ha+ h2 -= 1 (mod 4), so (ii) will be verified. It remains  to choose 
h~ for i>  2. For that let us consider p~ which is the highest even number  strictly 
lower than li. 
If we can prove that 
(l~-2)>~4s+ l - la -12+4,  (1) 
i>2  
then, t~king into account h~ = la, )t2 = !2 -az  >~ 12-4,  pi ~> l~ -2  for each i >2 ,  it 
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will follow that 
+ 
p~4s  + 1 -~t - ) ,~ .  
~>e 
Thus it will be actually possible to determine the X+'s. 
A simple computation shows that (1) is verified 
lt +l~+. . .+l~+t =(s+ l)(2s+ l). [] 
because s >~ 2 and 
Notation. I_:+t ~+ ~2 be an integer. G~+~ will denote the graph with 2s+2 vertices 
. . . . . .  x~, " and 4s + 1 edges which are all the unordered 
pairs contaimng+ ,~.ither x~ or/and x" 1-  
In the follow~.~g lemma, som~ chains may have null lengths. 
Lemma 2. Le~ A~, +~2 . . . . .  A~+I be a sequence of integers >~0 Verifying the following 
properties: 
(i) X~>0 and ,~>0;  
(i~) X~ + ~,~  I (rood 4); 
(iii) Vi>2: ~t+ is even; 
(iv) A~+h2- t - . . .+~+~=4s+l .  
Then G~+~ c~:n be decomposed into s + 1 trails ~/~, 3'~, . . . .  ~/s+~ with respecave 
lengths X~, k~ . . . . .  ~,~+~ in such a way that x~ is an endpoint of ~ for each 
i=1 ,2  . . . . .  s+ l .  
Proof. Aftez eventually permuting the terms X3, A+ . . . .  , As+t, we place at the 
beginning the terms ~%, A+ . . . . .  X~ which are equal to 2 (rood 4), we make them 
follow by ~he teems Azq+l, azq+2 . . . . .  At which are multiple of 4 and non-null, and 
we place at th<; end the terms )t,+l, ~,+~ . . . .  . As+l which are null. Let us put 
AI+A2=4T+LA~=4T~+2f3~i<~2q),A~=4T~(2q+I<~i<~t) ,  and let us con- 
sider the sum 
2q 
,~'=2T-~+Y2~+ ~" (2~-1). 
i~3  i=~2¢1+1 
tt is easy to verify that S = 2s - t+ 1. Moreover each term of S is positive 
or null; in particular 2T -1  >0 because At >0 and A2>0. This a~lows us to part 
the set of the 2s - t+ l  vertices ' ' ' x~, J:~,.. " into t -1  Xt+l~ X l+2~ • • " • X$+I~ " P ~s4-1  
classes ~;P3, P4 . . . . .  Pt suc~l that IP l=2T- l ,  lgl=2T~(3~i<~2q),lgl = 
2T~- I  (2q+l~<i~<t). 
Later we shall subdivide P into classes P~ and/>2. We shall convince to denote 
successively v~, v~ . . . . .  the elements of a same class P+. 
We shall describe the trails ~/~, ~/2,. • . ,  ?t by their sequences of vertices. Basically, 
we construct each trail 3'~ with its length reduced modulo ~.. Afterwards ~t is 
extended by inserting suitable quadrilaterals (xl, ~ ~" ~ " ' v , +1, vj+o where v~ and V~+l 
are taken in the class P~. 
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First of all ~he .trails ~,+i, %+2 . . . .  , %+1 which have null lengths will be reduced 
respective, ly to the vertices x~+~, x l+~, . . . ,  x'+v 
Wc define now the trails 3'i and Yi+~ for i = 3, 5, 7 . . . . .  2q -1 .  
v, = (x',, x~, v~, x~, v~, 
x;, v~, x';, v~ . . . . .  
x~, v~, - l ,  xT, v~, ,  x~, x ' .0 ,  
~i+1 - -  (X i+ l~ X l~ 1)1 , X I~ 
X" i+1  t 1) ~-b 1 
. J+ l  t i+ l  Ft t'. 
g l~  I ')2T,+1-1~ g ls  U2"F~+I* X i~ gi], 
For i = 2q + t,  2q + 2 . . . .  , t, we put 
v, = (x;, x'~, v;, x~, vL 
f i . i 
i , . t 
X I ,  U2T ,~I ,  X l ,  ,iCi)- 
It remains ~o define the trails 3'1 and 3'2. We distinguish four cases depending on 
the valt~e of A1 (mod 4). 
Case 0: )~1~0 and A2~l  (rood4). Let us put hq=4T~ and ~.z=4T2+l .  We 
have T = TI + T2, and the condition (i) implies T~>0.  We part the class P of 
cardinal 2T -  1 into a subclass P~ of cardinal, 2T1 - 1 and a sul:class P2 of cardinal 
2T2. The trails will be: 
.1 u 1)1, 
XI~ L'3~ X 1, . . . • 
w = (x~, x';, v~,. x;, v~, x". 
2 , 1)2 , , \  
Case 1: A I~ I  and ~.2~0(mod4) .  Let us put A~=4TI+I  and A2=4T 2 .  We 
have 7'= T~ +T~, and lhe condition (i) implies "/'2>0. We part the class P of 
cardi~tal 2T -1  into a subclass P~ of cardinal 2Tt and a subclass P2 of cardinal 
2T~-  1. The trails will be 
~YI :=(X ' I ,  "1' 1 t i t, ) ,1 ,  1) 1~ X1,  V2~ X l ,  
V.~, X l ,  l )4 ,  X l ,  . . . , 
-.. , .t  2 . 1.) 2 ,  
"Y2 - (x2 ,  x l ,  V~, X l ,  
x i, v~, x';, ~I . . . . .  
xl, ~ " x~). ~2T~- 1~ XI~ 
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Case 2: )t ~ =- 2 and ~2 ~ 3 (rood 4). Let us put A t = 4 7"1 + 2 and ~ 2 = 4T2 + 3. We 
have T=T~+T2+I .  We part the class P of cardinal 2T -1  into a subclass P~ of 
cardinal 2Ta + 1 and a subclass P2 of cardinal 2T2. The trails wil]l be 
t 1 X# 1 
t I X# 1 X I ,  I )3,  I ,  124, • • • , 
xl, vh-,-~, xL v;~,, xl, v;T,+,, xD, 
v~=(xLx '~,  " ~ ' v~, XI ,  I , )1 ,  X I ,  
tt 2 t I )2 ,  
XI ,  I )3,  X I ,  . • . , 
tr 9 y w 2 t~ x~, V~T=-i, -,: V~T~, X~, X~). 
Case 3: ~ ~-~3 and A2-~2 (rood 4). Let us put A~ = 4T~+3 and Az =4"/ '2+2. We 
have T= 'i'~ + 'T2+ 1. We part the class P of caroinai 2T -1  ~iitc, z;. subc.~ag~ P, of 
cardinal 2'T~ + i and a subda.ss P2 of cardinal 2Tz. The trails will be 
x'~, v~, x~', v~ . . . . .  
1 It 1 I 1 it I 
X I, / ' )2Tt- - l ,  X I ,  '~)2Tt, g l ,  I )2Tt+I ,  X I ,  X2) ,  
{. : t tt 2 t 2 
~/:2 =-'~,X2, X I ,  X I ,  ~) l ,  X1 ,  1)2, X~, 
2 t - -2  tt 
/ )3,  X I ,  I )4,  X l ,  - • • , 
2 t 2 n 
U2T: t - I ,  X1,  I)2"/'2, X I ) .  [ ]  
Proof of the. '~eorem.  It is obvious for a complete graph with an odd number of 
vertices because it is eulerian. Hence we consider K2s whose nunaber of edges is 
m = s(2s-~,)  and we show that every partition of m into s parts is realized by 
some deccmposition i to trails. This is proved by induction on s. 
• ~ e . v . t l  For s = 2 ~.~e property is trivial. For s = 2, we put V(K,,)={x~, x2, xl, x2}, and 
we construct he three decompositions into two trails realizing the three possible 
partitions of m = 6 into two parts. For the partition 6 = 1 + 5, we construct (x~, x'[) 
and (x2,' x2,' . . . . .  :~l, x2, x~, x~). For the partition 6 = 2~-4, we construct (x~, x6, x~) and 
t u t :, I t  t t t~ x2, x2, xt, x~, x2). For the partition 6=3+3,  we construct (x~, x2, x2, x~') and 
. . . .  x~). (X2 ,  X1,  XI~ . 
Now we suppose that the property is verified for some integer s I> 2, and we 
prove it for s + 1 with a partition of M = (s + 1)(2s + 1) into s + 1 parts, say 
M = 11 +/2+" • • +/,+1. 
We consider that K2~ is a subgraph of K2,+2 by putting 
__  t I I I t  I t  X I t  "L V(Kz,+2 ) -{X l ,  x 2 . . . . .  Xs+l, x : ,  x :  . . . . . . .  t J, 
- -  l t X l n t  I t  V(K=~) -{x : ,  xs . . . . . . .  1, x2, xg . . . . .  x,÷~}. 
Let us apply the first lemma. After eventually permuting the terms 
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l~, 12 , . . . ,  I~+~, we construct  a new sequence  of integers >/0, h.~, ~.z, • • •, h.~+~, such 
that the condit ions (i) through (iv) of  this lemma are verified. 
A f terwards  we apply Lemma 2, and we decompose  G~+~ into s+ l  trails 
"/t, ~'2 . . . .  , y~+~ with respect ive lengths ,~, X2 . . . . .  X,+t in such a way that x~ is an 
en~¢point of 3'~ for each i=  1, 2 . . . . .  s+ 1. Moreover ,  the induct ion hypothes is  
allows us to construct  a decompos i t ion  of  K~ into s trails c2, c3 . . . . .  c~+t with 
respective lengths l z - l t  2, 13-~ 3 . . . . .  ~s+l-~-s+l. 
Sin,:,~; 2s is even,  each vertex of  K2~ is an end point  of  exactly one  of  the q ' s ;  
thus alter evenlual ly  permut ing  the label l ing of  the vertices, we can suppose  that 
xl is an cndpoint  of  c~ for each i = 2, 3 . . . . .  s + 1. 
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