This work proposes the control of an autonomous vehicle using a Lyapunovbased technique with a LQR-LMI tuning. Using the kinematic model of the vehicle, a non-linear control strategy based on Lyapunov theory is proposed for solving the control problem of autonomous guidance.
Introduction
Autonomous vehicles are gaining a huge popularity in society due to the technological innovation and safety increase with regard to current available vehicles. Between these improvements, one of the most important is the driving control system, which is responsible of generating comfortable and safe 5 vehicle motion. In order to achieve such a right movement, a suitable control technique is needed. Model-based controllers are widely employed in many control applications where in the majority of the cases an elaborated modeling task is required.
Over the past decades, a lot of research effort has been dedicated to de-10 velop different vehicle models for control purposes. Kinematic models have been broadly used [1, 2, 3] as well as lateral dynamic models [1, 4, 5] and longitudinal dynamic models [1] .
As it was expected, due to such model research progress many control techniques appear at the same time for solving the control problem in autonomous 15 guidance. In [1, 4, 5, 6, 7, 8] In [9] , a PID control approach is suggested for controlling the kinematic part of a vehicle. Kinematic control is also used in [2, 10] based on Lyapunov 20 approach obtaining promising results in slow velocity scenarios.
In the last decades, Lyapunov theory has become a standard rule for analyzing stability of non-linear systems [11, 12] , but also for obtaining modelbased strategies for controlling the studied systems [2, 3, 12] . In particular, when working with linear parameter varying (LPV) systems, a linear matrix 25 inequality (LMI) expression can be used for checking Lyapunov stability. Such a LMI formalism has become a standard for analysis and control design in recent years [13] .
LPV paradigm [14] is nowadays considered a suitable strategy for embedding the system non-linearities inside varying parameters obtaining in this 30 way a linear-like representation of a non-linear system. Such a formalism is appropriate to use linear control schemes for designing the controller.
In this work, a non-linear kinematic Lyapunov-based control is proposed for solving both, the lateral and longitudinal control problem. An optimization algorithm for adjusting non-linear controller parameters is also proposed.
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This algorithm is based on formulating the closed-loop system in LPV form.
Then, the Lyapunov controller parameters are obtained based on LQR-LMI approach. The idea behind the proposed tuning approach is rooted in the work of [15] , where an approach for fixed structure controller is proposed splitting the problem into a convex and a non-convex sub-problems. A method for solving 40 the convex sub-problem via LMIs is presented in [16] .
In this paper, the trajectory generation, which uses a map and a global planner to compute the best trajectory for reaching the destination, is briefly presented. This trajectory is coarsely defined by a reduced number of global way-points, which are defined by its GPS coordinates and the vehicle orienta- 
Vehicle description
The results presented in this paper are part of the project called Elektra 1 that 60 aims to develop an autonomous vehicle. For such purpose, an electric Tazzari zero vehicle [17] is used (see Figure 1 ). This system is a non-holonomic platform that can move like a normal road vehicle. This platform is composed by a set of sensors and actuators, as well as a PC and an electronic control unit (ECU) that manage all algorithms and communications between them. The di-agram of the control architecture is depicted in Figure 2 . On one hand, the vehicle has on board an IMU-GPS and stereo cameras to obtain information about the environment and current state. Proper algorithms have to be employed in order to convert that crude information on convenient data for understanding the environment and localize the vehicle. On the other hand, a set of actuators introduced for better understanding.
All the algorithms involved run over a trunk PC (6-core i7 5930K, 32GB DDR4) running ROS on GNU/Linux (Ubuntu distribution). An NVIDIA GTX Titan X board is used to run GPU-based algorithms for perception-image analysis.
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The ECU, based on a Cortex-M4 MCU, runs a custom embedded software which communicates the PC control actions to the different car actuators (steering, throttle, brake, lights, horn), as well as reads the values of the car state sensors (steering, throttle, brake, speed, doors, battery).
The communication net is based on CAN bus protocol. Its cycle is currently 85 set to 100 ms, which is sufficient for running all required algorithms.
Vehicle modelling
The behaviour of the vehicle presented in Section 2 can be described by using equations that represent the kinematic and dynamic behaviour. In this section the development of the vehicle kinematic model is addressed for de-90 signing the control strategy. Kinematic model is based on the velocity vector movement in order to compute longitudinal and lateral velocities referenced to a global inertial frame. 
Kinematic model
The kinematic model for the vehicle has been derived assuming that behaves as a bicycle-like vehicle. This is a quite standard assumption in the literature [18] . Kinematic based model is widely used for control design because of its low parameter dependency. This model takes into account yaw, x and y motion while neglecting roll, pitch and z movements. Furthermore, its assumes null skidding and considers small lateral force. These two characteristics share the idea of travelling at low speed. The kinematic equations for the bicycle model are introduced below: 
where subindexes d and e refer to desired and error values, respectively. For developing the error model is needed to take into account a non-holonomic constraint of the form:ẋ
Hence, computing the time derivative of (2) and using (1), (3) and some trigonometric identity, we obtain the following open-loop error system:
Details about the development of (4) can be found in Chapter 1 of [12] . In the sequel, the open-loop kinematic error system (4) will be used for the control design purposes. 
Trajectory generation
This section addresses the module responsible of generating the trajectory planning for achieving the desired goal (observe this module in the overall vehicle architecture presented in Figure 2 ). Information from other modules, such as obstacle avoidance and localization, is received in order to compute 105 free-collision trajectories. Figure 4 shows the trajectory generation module and its sub-modules as well as the input and output data. At this point, the vehi- cle is in charge of managing two planning stages: Global and Local planning.
They can be seen as two overlapping and connected layers being the Global planner the upper one. Note that, both planners represent their coordinates 110 and orientation (x, y and θ) with respect to the inertial global frame (x, y). Once the global plan is defined, it provides way-point information (x W p , y W p , θ W p ) to the local trajectory planner.
Global Planner

Local Planner
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Passenger comfort determines driving quality. The most remarkable variables affecting passenger comfort are the lateral and longitudinal accelerations.
High accelerations will annoy passengers, who will find it very difficult to maintain posture. The ISO 2631-1 [19] standard recommends an overall vehicle acceleration (a w ) less than 0.315 m s 2 , which is defined as:
Following [20, 21] , a quintic spline-based trajectory planner is implemented that generates smooth trajectories with a velocity profile with continuous acceleration and low levels of jerk, ensuring the passenger comfort. Our work adopts a simplified version of such an algorithm: instead of using smooth but variable velocities in straight sections, which is harder for the tracking con-125 trol task, constant velocity sections are proposed. The algorithm defines three operation modes:
• Acceleration stage: computes a smooth velocity profile under bounded acceleration.
• Constant velocity stage: maintains a constant velocity reference using the 130 control module.
• Deceleration stage: computes a smooth velocity profile under bounded negative acceleration.
This module will provide a set of local way-points to the control module (small blue points in Figure 6 ). Each local way-point is defined as a set of Small blue points depicts the reference for the controller.
Automatic vehicle control
The automatic control strategy tackles the problem of generating an appropriate behaviour as of a desired trajectory. Thus, it is in charge of computing smooth control actions (vehicle speed and steering angle) such that the vehi-
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cle is capable of achieving the required speed and orientation at the next local way-point (observe this module in the overall vehicle architecture presented in Figure 2 ).
In this section, a nonlinear automatic control strategy based on the Lyapunov theory [18, 22, . With all this information, a set of errors (x e , y e , θ e ) can be computed by using (2) which will be used by the Lyapunov-based controller. 
Lyapunov control design
The Lyapunov-based controller is designed according to the following Theorem.
Theorem 5.1. Given the kinematic error model of the vehicle (4), the control law:
stabilises the closed-loop dynamics in the Lyapunov sense if the controller parameters k 1 , k 2 and k 3 are positive.
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Proof. Following the Lyapunov's stability, the following Lyapunov function candidate is proposed:
Its time derivative is:V (e) = k 2 x eẋe + k 2 y eẏe + θ eθe (8) Now, by substituting the open-loop equations (4) in (8):
By inspection, an expression of the controller in terms of control actions v and ω is determined:
such that:
fulfilling the Lyapunov's Theorem under the condition that the control parameters satisfy:
Once the control equations have been obtained the closed-loop error system has the following shape by inserting (10) in (4):
Observe that from (11), the convergence of x e and θ e is guaranteed, i.e. 
However, the convergence of y e is not ensured. In order to demonstrate that lim t→∞ y e (t) = 0, the proof relies on the result presented in Theorem 1.2 of [22] that shows:
when using the control law (10) . Hence, (15) leads to:
considering (14) and (13) . And, consequently:
assuming that, when following the desired trajectory, the velocity control ac-
is not null and θ e ∼ = 0 such that:
sin θ e θ e = 1
Thus, the achievement of the global asymptotic stability can be concluded.
Lyapunov control adjustment via LQR-LMI
The condition (12) guarantees that the controller is stable, but it does not 165 allow to establish performance specifications. In this section, an iterative algorithm for adjusting the non-linear Lyapunov controller using a LQR-LMI based strategy is proposed.
The method starts by rewriting the closed-loop error system (13) in LPV form, considering the small-angle approximation is used since orientation error remains very close to zero:
Considering ω, v d ∈ R 1 as the scheduling variables and
At this point, taken (19) in consideration, the control strategy (6) can be seen as a state feedback control law in the form u = Kx + r:
The scheduling variables are bounded in a box (see Figure 8 ) defined by the operating conditions. The controller is scheduled according to the expression
The controller parameters (12) will be determined using the linear-quadratic regulation (LQR) technique via LMI as suggested in [13] using the LMI solution for the H 2 problem given by:
that is converted to an LMI by means of the following change of variable:
However, this procedure would deliver a free structure state feedback controller K, i.e. not keeping the structure of the Lyapunov control law (21). To preserve this structure is not an easy task as discussed in [16] since 180 leads to a non-convex problem.
Here, to preserve the fixed structure of the control law (21), an optimization problem that has as decision variables the control parameters (K s ) and as objective function the infinity norm of the Lyapunov matrix (P) eigenvalues, is used to maximize the LQR performance as follows:
where eig() function returns a vector containing the eigenvalues of square matrix P. The function LQR-LMI-problem has as input the set of K s vectors and solves the following set of LMIs:
Note that, in (23) and (24) , i represents each one of the polytope vertexes in
is the controller matrix presented in (21), P ∈ R 3x3 is the Lyapunov matrix and the result of the LMI problem, Q ∈ R 3x3 , R ∈ R 2x2 , Y ∈ R 2x2 and γ ∈ R are tuning parameters in the LMI-LQR problem. The parameter α represents the 190 boundary for setting the kinematic closed-loop poles (see Figure 9 ). Note that, in (23), K s,i is the upper boundary for the control parameters. Such a boundary has been chosen as an arbitrary very high value in order to ensure the optimal gains are found.
In order to select the constraint for the pole placement α in (24), the consid-
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eration that the Lyapunov controller provides the set point to the dynamic loop has to be taken into account. This internal loop has been implemented by using two decoupled PI controllers adjusted by means of the pole placement technique. In order to achieve a good kinematic reference tracking, the dynamic control loop has been considered four times faster than the kinematic one. This 200 leads to locate the kinematic closed loop poles in a specific region between 0 and α (see Figure 9 ). Such a restriction is presented in the form of a LMI in the optimization problem (23) as: At this point four controllers (K i ) are considered, one per each vertex of the polytope in Figure 8 . These will be interpolated at every control iteration following the rules shown down below:
It is important to note that due to the high non-convexity of the optimization 205 problem, common gradient-based solvers are not applicable and thus, genetic algorithms have been useful for solving it. This heuristic algorithm does not ensure a global optimal solution but only a local optimal solution.
Simulation results
In this section, the behavior of each module previously introduced is evalu-210 ated, i.e. global and local planning, and automatic control. For this purpose the modules have been evaluated in SYNTHIA 2 [24] . It runs over Unity 3 which is a game development platform.
In this environment, localization is considered ideal and neither noises nor disturbances have been added. However, the point of interest is that vehi-
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cle dynamics is modeled in realistic manner considering the complex vehicle physics [25] . The global planner defines the route composed with a set of waypoints along the scenario (cyan points in Figure 11 ). The local trajectory planner has been adjusted and constrains the overall vehicle acceleration as ex- The control parameters are presented in Table 1 for each bounding box ver- Figure 8 ).
The results of applying the Lyapunov control technique adjusted by means of the LQR-LMI approach are shown in Figure 12 and 13. Figure 12 shows the reference proposed by the trajectory planner is followed quite well allowing the vehicle to mitigate the possible lateral error that can exist.
Regarding the position errors (see Figure 13 .c and d), the longitudinal one 
Test B
In this test, due to the differences of the scenario with respect to Test A The set of control parameters found for this scenario are presented in Table 2 for each bounding box vertex. The results of applying the Lyapunov control Table 2 : Test B -Control parameters for each vertex of the bounding box (see Figure 8 ).
technique adjusted by means of the LQR-LMI approach are shown in Figure   14 and 15. Note that due to the differences in geometry and velocities on both circuits (Tests A and B) they cannot be compared. Test A develops at higher velocity than Test B, but has wider and longer curves than Test B achieving in this manner a lower lateral acceleration in the curves. Hence, we can affirm that lateral 
Experimental results
Once planning and control systems have been evaluated and the simula- test has been performed is a geometrically simple circuit (see Figure 16 .a).
The results of perception, localization and obstacle avoidance modules have been adjusted with the same parameters than in simulation (Test B). They can be seen in Table 2 .
Remark (Programming). For this real scenario, the algorithms have been programmed in C++ over a ROS-Ubuntu platform.
The vehicle has two main hardware constraints: the maximum resolution 300 of steering and velocity. On one hand, the steering system has a maximum resolution of two degrees. This is a hard constraint that limits the lateral control. Such limitation produces a nervous steering angle action while trying to achieve the null error. On the other hand, the speed system has a maximum resolution of 1km/h. This issue generates a limitation when controlling the longitudinal speed control and in the longitudinal position.
In Figure 16 .b, the real trajectory is shown through rviz ROS tool 4 . It shows multiple data in real time: the stereo visualization, the global way points (green arrow), the completed path (white lines) and the real trajectory (yellow lines). validation is performed graphically and using the Mean Square Error method.
We can conclude that the goals have been achieved although with localization and hardware problems. The vehicle is able to go through the way-points being stable and mitigating the errors. The test was performed 50 times and the goal was achieved in 41 of them. The main problems are due to localization drift.
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An example video of the vehicle performing in SYNTHIA and real scenarios can be seen in YouTube 5 .
Conclusions
In this work, a non-linear control strategy based on Lyapunov theory has been introduced for solving the control problem of autonomous vehicle guid-
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ance. This work has also proposed an iterative algorithm for adjusting the parameters of the non-linear controller to achieve not only stability but also performance specifications. This algorithm relies on a LQR-LMI based strategy • Time derivative of x e .
The equation that need to be derived is the one correspondent to the first row in (2) .ẋ
Applying the changeθ = ω the last equation can be expressed aṡ Following the same procedure that was used before, the terms inside the parenthesis becomė
Finally, using the previous equality, the result forẋ e iṡ x e = ωy e − v + v d cos(θ e ) (A.1)
• Time derivative of y e .
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The derivation of theẏ e is similar to the one used forẋ e . The equation that need to be derived is the one correspondent to the second row in (2) . The non-holonomic constraint for the rear wheels is:ẋ sin(θ) =ẏ cos(θ). Following the same procedure that was used before, the terms inside the parenthesis becomė
Finally, using the previous equality, the result forẏ e iṡ y e = −x e ω + v d sin(θ e ) (A.2)
• Time derivative of θ e .
The last state that need to be derivated is θ e . This one is straightforward, the equation to differentiate is: θ e = θ d − θ.
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The result is:θ
Kinematic error model equations
The 
