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1. INTRODUCTION
$k(\geq 2)$ $\pi::N(\mu:, \sigma^{2}),$ $i=1,$ $\ldots,$ $k$ . ,
. $\mu$: $\mu[1]\leq\cdots\leq\mu[k]$ .
, . , Bechhofer (1954) indifference zone
formulation $\mu[k],$ $\ldots,$ $\mu[k-s+1]$ $s(1\leq s\leq k-1)$
. , $\delta^{\star}(>0)$ $P^{\star}\in(1/(\begin{array}{l}ks\end{array}),$ $1)$
$P(CS)\geq P^{\star}$ whenever $\mu\in\Omega(\delta^{\star})$ (1.1)
. , $\mu=(\mu_{1}, \ldots, \mu_{k}),$ $\Omega(\delta^{\star})=\{\mu : \mu_{[k-s+1]}-\mu_{[k-s]}\geq\delta^{\star}\}$
. $\Omega^{\mathrm{c}}(\delta^{\star})$ indifference zone , “$\mathrm{C}\mathrm{S}$” “Correct Selection” .
Bechhofer (1954) $\sigma$ , . $\sigma$
, $s=1$ , Bechhofer, Dunnett and Sobel (1954) Stein
(1945) (1.1) . $s$ –. , Aoshima
and Aoki (2000) , Mukhopadhyay and Duggan (1999) (1.1)
, 2 .
, , ,
Paulson (1962) Elimination . , Paulson
(1964) $\sigma$ $s=1$ Elimination
. , Hartmann $(1988,1991)$ Paulson (1964)
Elimination , $\sigma$
(1.1) Elimination $s=1$ .
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, $s=1$ $s$ (1.1) Elimi-
nation , .
, 2 $s$ Elimination , (11)




$m(\geq 2)$ $X_{ij},$ $j=1,$ $\ldots,$ $m$ $\pi_{i}(i=1, \ldots, k)$
, $\overline{X}_{im}=\sum_{j=1}^{m}X_{ij}/m$
$S^{2}= \sum_{i=1j}^{k}\sum_{=1}^{m}(X_{ij}-\overline{X}_{im})^{2}/\nu$ , $\nu=k(m-1)$
. $j$ \lambda =\mbox{\boldmath $\delta$}\star /(2 . $\lambda$ $\eta(>0)$
[ $a_{\lambda}=\eta\nu S^{2}/\delta^{\star}$ , $W_{\lambda}=[a_{\lambda}/\lambda]$ . , $[c]$ $c$
. $m>W_{\lambda}$ , $\overline{X}_{im},$ $i=1,$ $\ldots,$ $k$
$s$ $\pi_{i}$ . $m\leq W_{\lambda}$ ,
$\overline{X}_{jm}<\overline{X}_{[k-s+1,m]}-\frac{a_{\lambda}}{m}+\lambda$
$\pi_{j}$ . , $\overline{X}[k-s+1,m]$
$s$ –Xi . $\pi_{i}$ 1
. $r=m+1,$ $\ldots,$ $W_{\lambda}$ ,
$\overline{X}_{jr}<\overline{X}_{[k-s+1,r]}-\frac{a_{\lambda}}{r}+\lambda$ (2.1)
$\pi_{j}$ .
$s$ , , . , $r=W_{\lambda}$
$s+1$ ,
1 , $\overline{X}_{iW_{\lambda}+1}$ $s$ $\pi_{i}$ .
161
$k$ $\mathrm{E}\mathrm{E}\ovalbox{\tt\small REJECT} j\ \lambda=\delta^{\star}/(2j)\mathfrak{l}C*\backslash \}\mathrm{b}\vee \mathrm{C},$ $X\mathrm{E}\mathrm{R}$
$j$
$\sum(-1)^{:+1}$ ( $1-$ \mbox{\boldmath $\delta$} /2) $(1+(2j-i)i\eta/j)^{-\nu/2}=1-P^{\star}1/(s(k-s))$ (2.2)
$:=1$
$\eta$ [ $a_{\lambda}=\eta\nu S^{2}/\delta^{\star}$ , Elimination (1.1)
. , $\delta_{1j}$. Kronecker symbol .
, .
$\{W(t), 0\leq t\leq\infty\}\text{ }$ drift $\mu(>0)\text{ }$ Brownian motion &b, $m(>0)$ &A $(>0)$
. , $\lambda=\mu/(2j)$ $T$ $|W(T)|\geq\lambda(m-T)$
symmetric stopping time ,
$P_{\mu} \{W(T)<0\}\leq.\sum_{1=1}^{j}(-1)^{:+1}(1-\delta_{\dot{l}j}/2)\exp\{-2m(2j-i)i\}$ (2.3)
. , $\delta_{1j}$. Kronecker symbol .
, $\mu[\dot{l}]$ $\pi_{\dot{l}}$ . ,






$P(CS) \geq P\{\bigcap_{:=k-s+1}^{k}\bigcap_{\ell\neq i}\{\pi_{i}\gg\pi_{\ell}\}\}$
. $X_{:1},$ $\ldots,$ $X_{iW_{\lambda}+1},$ $i=k-s+1,$ $\ldots,$ $k$





$X_{iW_{\lambda}+1},$ $i=k-s+1,$ $\ldots,$ $k;S^{2}]$
$\geq E[\prod_{i=k-s+1}^{k}\prod_{\ell=1}^{k-s}P\{\pi_{i}\gg\pi_{l}|X_{i1},$
$\ldots,$
$X_{iW_{\lambda}+1},$ $i=k-s+1,$ $\ldots,$ $k;S^{2}\}]$ (2.4)












(2.5) $P_{LFC}\{\pi_{k}\gg\pi_{1}\}$ . stopping time $T$
$-a_{\lambda}+n \lambda\leq\sum_{i=1}^{n}(X_{ki}-X_{1i})\leq a_{\lambda}-n\lambda$ (2.6)





. $S^{2}$ $P_{LFC}\{\pi_{1}\gg\pi_{k}\}$ upper bound
$\sum_{i=1}^{j}(-1)^{i+1}(1-\delta_{ij}/2)(1+(2j-i)i\eta/j)^{-\nu/2}$ (2.7)
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Monte Carlo simulation .
, $P^{\star}=.95,$ $k=2(1)10,$ $s=1(1)k-1,$ $m=10(10)30,$ $j=1(1)4$
(2.2) $\eta$ Table 1 .






20 1 .096 .080 .066 .057 .050 .044 .040 .036 .033
2 .080 .072 .063 .055 .049 .044 .040 .037
3 .066 .063 .056 .051 .046 .042 .039
4 .057 .055 .051 .047 .043 .040
5 .050 .049 .046 .043 .040
6 .044 .044 .042 .040
7 .040 .040 .039
8 .036 .037
9 .033
30 1 .062 .051 .043 .037 .032 .029 .026 .023 .022
2 .051 .046 .040 .036 .032 .029 .026 .024
3 .043 .040 .036 .033 .030 .027 .025
4 .037 .036 .033 .030 .028 .026
5 .032 .032 .030 .028 .026
6 .029 .029 .027 .026




$m$ $s\backslash k$ 2 3 4 5 6 7 8 9 10
10 1 .211 .173 .142 .120 .104 .092 .083 .075 .069
2 .173 .154 .133 .117 .103 .093 .084 .077
3 .142 .133 .120 .107 .097 .089 .081
4 .120 .117 .107 .098 .090 .083
5 .104 .103 .097 .090 .084
6 .092 .093 .089 .083
7 .083 .084 .081
8 .075 .077
9 .069
20 1 .093 .077 .064 .054 .047 .042 .038 .035 .032
2 .077 .069 .060 .053 .047 .042 .039 .035
3 .064 .060 .054 .049 .044 .040 .037
4 .054 .053 .049 .045 .041 .038
5 .047 .047 .044 .041 .038
6 .042 .042 .040 .038
7 .038 .039 .037
8 .035 .035
9 .032
30 1 .059 .049 .041 .035 .031 .027 .025 .022 .021
2 .049 .044 .039 .034 .030 .027 .025 .023
3 .041 .039 .035 .031 .029 .026 .024
4 .035 .034 .031 .029 .027 .025
5 .031 .030 .029 .027 .025
6 .027 .027 .026 .025




2 , $P^{\star}=.95,$ $k=6(2)10,$ $s=2(1)k/2,$ $m=10$
10000 , .
$\sigma=1$ , $\mu_{i},$ $i=1,$ $\ldots,$ $k$ LFC $j=2$
Table 1 . $\delta^{\star}$ , $\sigma$ Elimination
Bechhofer (1954) $(n^{\star})$ $20\cross k$ $50\cross k$
, . Table 2 , 2
Elimination 10000 $(\overline{N})$ , CS
$(\overline{p})$ , (\sim ),
$(\overline{w})$ , , $\overline{N}/n^{\star}$ .






10 2 1.202 136.807 .982 17.560 45.881 .684 200
3 1.160 146.267 .983 18.032 45.033 .731
4 1.141 153.905 .986 18.221 44.691 .770
5 1.136 160.387 .983 18.235 44.516 .802
8 2 1.243 113.159 .980 17.451 47.031 .707 160
3 1.206 121.229 .982 17.811 46.260 .758
4 1.195 127.702 .986 17.910 46.035 .798
6 2 1.310 89.056 .983 17.294 48.975 .742 120






10 2 1.901 307.248 .977 42.245 115.580 .614 500
3 1.835 337.011 .978 43.432 113.228 .674
4 1.805 360.539 .979 43.968 112.231 .721
5 1.796 379.170 .982 43.925 111.938 .758
8 2 1.966 256.311 .973 41.888 118.314 .641 400
3 1.907 282.430 .978 42.980 116.711 .706
4 1.890 302.699 .979 43.374 116.010 .757
6 2 2.070 202.539 .976 40.893 123.579 .675 300
3 2.034 222.423 .979 41.611 122.018 .741
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Elimination , $\sigma$ Bechhofer (1954)
20% 40% . \sim





$j$ , , Paulson (1964) $s=1$
$j=2$ . $s$ , $j$
$j=1(1)4$ Table 1 , Table 2
, Table 3 .
Table 3. Efficiency for the several choice of $j$
$\underline{n^{\star}=200}$
$(k, s)$ $\sigma/\delta^{\star}$ $j$ $\overline{N}$ $\overline{p}$ $\overline{r}_{\max}$ $\overline{N}/n^{\star}$
$(10,2)$ 1.202 1 138.658 .976 17.251 .693
2 136.807 .982 17.560 .684
3 138.140 .986 18.014 .691
4 139.461 .986 18.317 .697
$(10,3)$ 1.160 1 146.844 .977 17.596 .734
2 146.267 .983 18.032 .731
3 147.931 .988 18.498 .740
4 149.586 .988 18.812 .748
$(10,4)$ 1.141 1 153.700 .976 17.763 .769
2 153.905 .986 18.221 .770
3 156.284 .990 18.672 .781
4 158.129 .991 18.995 .791
$(10,5)$ 1.136 1 159.339 .978 17.784 .797
2 160.387 .983 18.235 .802
3 163.445 .990 18.732 .817
4 165.804 .991 19.080 .829
168
$n”\ovalbox{\tt\small REJECT} 160$
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