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PERIODIC NONLINEAR SCHRO¨DINGER EQUATION
IN CRITICAL Hs(Tn) SPACES
YUZHAO WANG
Abstract. In this paper we prove some multi-linear Strichartz
estimates for solutions to the linear Schro¨dinger equations on torus
T
n. Then we apply it to get some local well-posed results for
nonlinear Schro¨dinger equation in critical Hs(Tn) spaces. As by-
products, the energy critical global well-posed results and energy
subcritical global well-posed results with small initial data are also
obtained.
1. Introduction and main result
In this paper we study the initial value problem{
iut −∆u = ±|u|2ku
u(0, x) = φ(x),
(x, t) ∈ R× Tn, (1)
where u is a complex-valued function, k ∈ N and Tn = Rn/(2πZ)n
with n ≥ 1. Equation (1) is called defocusing when the sign is − and
focusing with + sign. The solution of (1) is invariant under the scaling
u(t, x)→ uλ(t, x) = λ
1/ku(λ2t, λx),
with initial data uλ,0 = λ
1/kφ(λx). Let
sn,k =
n
2
−
1
k
(2)
and it is easy to see that Hsn,k is the critical space respect to scaling,
see [2] for more argument on critical spaces. For the equation (1) on
Euclidean spaces, local well-posed theory and small data scattering
theory in critical spaces was established by Cazenave and Weissler [2].
And Colliander-Kell-Staffilani-Takaoka-Tao [3] extended it to any large
data in defocusing case. But there were few well-posed results for
periodic case (1) in critical spaces until recently.
In [1], Bourgain studied the semilinear Schro¨dinger equations by
Strichartz estimates and Xs,b spaces, and got the following results:
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Theorem 1.1 (Bourgain[1]). For the initial value problem (1), we have
• If n = 1 and k ≥ 3, (1) is local well-posed for φ ∈ Hs(T),
provided s > s1,k.
• If n = 2, 3 and k ≥ 2, (1) is local well-posed for φ ∈ Hs(Tn),
provided s > sn,k.
• If n ≥ 4 and k ≥ 1, (1) is local well-posed for φ ∈ Hs(Tn),
provided s > sn,k.
Additionally, if sn,k < 1, then (1) is globally well-posed for sufficiently
small initial data φ ∈ H1(Tn).
Remark 1. Bourgain [1] considered more general setting k ∈ R+, and
here we just list the cases for k ∈ N, since we only consider such cases
in this paper.
Remark 2. This result can be summarized as Hs subcritical local well
posedness and H1 subcritical global well-posedness. The global results
are relay on the Conservation Laws, for solutions u of (1) we have
energy conservation
E(u(t)) =
1
2
∫
Tn
|∇u(t, x)|2dx+
1
6
∫
Tn
|u(t, x)|2k+2dx = E(φ), (3)
and Mass-conservation
M(u(t)) =
1
2
∫
Tn
|u(t, x)|2dx = M(φ). (4)
Recently, Herr, Tataru and Tzvetkov [5] extend Bourgain’s results
to critical regularity when n = 3 and k = 2, which is energy critical
case and they got,
Theorem 1.2 (Herr, Tataru and Tzvetkov [5]). For the initial value
problem {
iut −∆u = ±|u|4u
u(0, x) = φ(x),
(x, t) ∈ T3 × R, (5)
we have local well-posed for φ ∈ Hs(T3), provided s ≥ 1. If in addition
the H1(T3) norm of the initial data φ is sufficient small, the solution
could be extended to any time.
Remark 3. By (2), we see that the critical index of (5) is s3,2 = 1,
which means that (5) is H1 critical case. This result extend Bourgain’s
result to the critical end point space H1.
Remark 4. In Bourgain’s fundamental paper [1], the sharp Strichartz
estimates (for some p ≥ 2(n+2)
n
) was deduced under frequency localiza-
tion, which will cause trouble when we want to sum the frequency pieces
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together, since there is no extra decay. Herr, Tataru and Tzvetkov
[5] overcame this difficulty by applying a trilinear Strichartz estimate,
which will give extra decay when the frequencies separat away from
each other. Their argument also relies on Up, V p based critical func-
tion spaces, which is a effective substitution of Bourgain spaces for
critical problems, see [7, 8, 4, 6].
The main purpose of this paper is to generalize Herr, Tataru and
Tzvetkov’s result, which only consider (1) with n = 3 and k = 2, to
more general setting (1). And the main results are,
Theorem 1.3 (Main Results). For the initial value problem (1), we
have
• If n = 1 and k ≥ 3, (1) is local well-posed for φ ∈ Hs(T),
provided s ≥ s1,k.
• If n = 2, 3, 4 and k ≥ 2, (1) is local well-posed for φ ∈ Hs(Tn),
provided s ≥ sn,k.
• If n ≥ 5 and k ≥ 1, (1) is local well-posed for φ ∈ Hs(Tn),
provided s ≥ sn,k.
Additionally, if sn,k ≤ 1, then the (1) is globally well-posed for suffi-
ciently small initial data φ ∈ H1(Tn).
Remark 5. For initial value problem (1), this theorem extend Bour-
gain’s subcritical results to critical spaces, and also generalize Herr,
Tataru and Tzvetkov’s result which only consider 3-dimension case
with quintic nonlinearity. The condition sn,k ≤ 1 implies that n = 1, 2
for all k, or n = 3 for k = 2.
Remark 6. Our main new tool is a multi-linear Stricartz estimate for
solutions to linear Schro¨dinger equation, which ensure a decay when
the high-low frequencies separate away from each other. We also need
the critical function spaces based on Up and V p to make sure there
is no loss in the inhomogeneous estimate. The multi-linear Stricartz
estimates is the generalization of the trilinear ones used by Herr, Tataru
and Tzvetkov [5], on which our approach heavily relay.
Remark 7. Our results couldn’t cover the case for n = 4 and k = 1,
which is the energy critical cubic Schro¨dinger equation{
iut −∆u = ±|u|2u
u|t=0 = φ(x),
(x, t) ∈ T4 × R. (6)
Since in dimension n = 4 the L4 Strichartz estimate is the endpoint
case, see [1, Proposition 3.6]. But our argument relay on a perturbation
of Lp with the index p around 4, see for example [5, Proposition 3.5],
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where they abandon L6 but adopt Lp and Lq with p < 6 < q. Such
argument is crucial to gain decay between high-low frequencies.
The outline of the paper is as follows: In Section 2 we give some
notations and preliminary lemmas. In Section 3 we prove multi-linear
Strichartz type estimates. In Section 4 we show the main nonlinear
estimates, which will imply our main results.
2. Preliminaries
In this section we will give some notations and preliminary lemmas
that will be used in this paper.
We write A . B to indicate that there is a constant C > 0 such that
A ≤ CB, and we denote A ≈ B when A . B . A. Define the spatial
Fourier coefficients
f̂(ξ) := c1
∫
Tn
e−ix·ξf(x) dx, ξ ∈ Zn,
and the space time Fourier transform
Fu(τ, ξ) := c2
∫
R×Tn
e−i(x·ξ+tτ)u(t, x) dtdx, (τ, ξ) ∈ R× Zn,
where c1, c2 are explicit constant.
Let ψ ∈ C∞0 ((−2, 2)) be a non-negative, even function satisfies ψ(s) =
1 for |s| ≤ 1. Let N ∈ 2N be a dyadic number and define
ψ1(ξ) = ψ(|ξ|); ψN(ξ) = ψ1(N
−1ξ)− ψ1(2N
−1ξ), for N ≥ 4.
For f ∈ L2(Tn), we define Littlewood-Paley projection operator
P̂Nf(ξ) = ψN (ξ)f̂(ξ),
and define P≤N :=
∑
1≤M≤N PM . More generally, for a set S ⊂ Z
n
and χS denoting the characteristic function of S, we define the Fourier
projection operator
P̂Sf(ξ) = χS(ξ)f̂(ξ).
Let s ∈ R, we define the Sobolev space Hs(Tn) by the norm
‖f‖Hs(Tn) :=
(∑
N≥1
N2s‖PNf‖
2
L2(Tn)
) 1
2
.
CRITICAL NLS ON TORUS 5
The function spaces. The Up and V p spaces will be used to construct
our main function spaces, but we only recall some of their properties
and refer the reader to [4, Section 2] for detailed definitions and proofs.
For s ∈ R we let Up∆H
s and V p∆H
s be the spaces with norms
‖u‖Up∆Hs = ‖e
−it∆u‖Up(R,Hs), ‖u‖V p∆Hs = ‖e
−it∆u‖V p(R,Hs). (7)
And the following continuous embedding (see [4, Proposition 2.2]) will
be used in this paper
Up∆H
s →֒ U q∆H
s →֒ L∞(R;Hs), for all 1 ≤ p < q <∞. (8)
Spaces of such type have been successfully used as substitutions for
Xs,b spaces which are still effective at critical scaling, see for instance
[7, 8, 4, 6, 5]. Now we are ready to define the main resolution spaces.
Let Xs be the space defined by the norm
‖u‖Xs :=
(∑
ξ∈Zn
〈ξ〉2s‖eit|ξ|
2
û(t)(ξ)‖2U2t
) 1
2
(9)
and Y s be the space defined by the norm
‖u‖Y s :=
(∑
ξ∈Zn
〈ξ〉2s‖eit|ξ|
2
û(t)(ξ)‖2V 2t
) 1
2
. (10)
Also we can define the spaces X(I) and Y (I) to be the restriction of the
original spaces on the time interval I ⊂ R. The following continuous
embeddings hold (see c.f. [5]):
U2∆H
s →֒ Xs →֒ Y s →֒ V 2∆H
s. (11)
Let Zn = ∪Ck be a partition of Zn, then(∑
k
‖PCku‖
2
V 2∆H
s
) 1
2
. ‖u‖Y s. (12)
We will use a interpolation property of the spaces Up and V p, reader
could find the linear and trilinear version in [4, Proposition 2.20] and [5,
Lemma 2.4], the proof for the following multi-linear version is similar.
Lemma 2.1. Let q1, · · · , qk > 2 and
T : U q1 × · · · × U qk → E
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be a bounded, multi-linear operator satisfy
‖T (u1, · · · , uk)‖L2 ≤C1
k∏
j=1
‖uj‖Uqj
‖T (u1, · · · , u3)‖L2 ≤C2
k∏
j=1
‖uj‖U2,
with 0 < C2 < C1. Then we have
‖T (u1, · · · , u3)‖L2 . C2
(
ln
C1
C2
+ 1
)k k∏
j=1
‖uj‖V 2.
The following two linear estimates could be found in [5, Proposition
2.9 and 2.10].
Lemma 2.2. Let s ≥ 0, 0 < T ≤ ∞ and φ ∈ Hs(Tn). Then
‖eit∆φ‖Xs([0,T )) ≤ ‖φ‖Hs. (13)
Let f ∈ L1loc([0,∞);L
2(Tn)) and define
I(f)(t) :=
∫ t
0
ei(t−s)∆f(s)ds, (14)
for t ≥ 0 and I(f)(t) = 0 otherwise. We have the following linear
estimate for the Duhamel term.
Lemma 2.3. Let s ≥ 0 and T > 0. For f ∈ L1([0, T );Hs(Tn)) we
have I(f) ∈ Xs([0, T )) and
‖I(f)‖Xs([0,T )) ≤ sup
v∈Y −s([0,T )):‖v‖
Y −s=1
∣∣∣∣∫ T
0
∫
T3
f(t, x)v(t, x)dxdt
∣∣∣∣ . (15)
3. Strichartz estimates
In this section, we will use Bourgain’s Lp Stricartz estimates to prove
a multilinear Strichartz estimate, which is the main new tool in this
paper. The key observation is that the period Stichartz estimates only
related to the measure of the frequency supports, see [1, 5] for more
detailed discussion.
Definition 3.1. We say that (n, p) ∈ N× R is admissible pairs if
n =1, p > 6;
n =2, 3, p > 4; (16)
n ≥4, p ≥
2(n + 4)
n
.
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We will only use Strichartz estimates with (n, p) in this range, since in
this range the following Strichartz estimates are sharp.
We first recall Bourgain’s fundamental Strichartz estimates. Let N
be a dyadic number, and CN denote the collection of cubes C ⊂ Zn of
side-length N ≥ 1 with arbitrary center and orientation.
Lemma 3.2 (Bourgain [1]). For all N ≥ 1 and admissible pairs (n, p),
we have
‖PNe
it∆φ‖Lp(T×Tn) . N
n
2
−n+2
p ‖PNφ‖L2(Tn). (17)
More generally, for all C ∈ CN and admissible pairs (n, p) we have
‖PCe
it∆φ‖Lp(T×Tn) . N
n
2
−n+2
p ‖PCφ‖L2(Tn). (18)
Remark 8. Under the admissible condition (16), the Strichartz esti-
mates (17) and (18) are sharp, which means that one could apply those
estimates to get ‘almost’ critical well-posedness (see c.f. Theorem 1.1)
ignoring log divergence. The estimate (18) shows that it only depend
on the measure of the frequency’s support, not the position.
In order to employ more orthogonality between different frequency
pieces of Schro¨dnger evolution, we need further decompose the fre-
quency piece. Let RM (N) be the collection of all sets in Zn which
are given as the intersection of a cube of side length 2N with strips of
width 2M , i.e. the collection of all sets of the form
(ξ0 + [−N,N ]
n) ∩ {ξ ∈ Zn : |a · ξ − A| ≤M}
with some ξ0 ∈ Zn, a ∈ Rn, |a| = 1, A ∈ R. For all 1 ≤ M ≤ N and
R ∈ RM (N), by Bernstein inequality we have
‖PRe
it∆φ‖L∞(T×Tn) .M
1
2N
n−1
2 ‖PRφ‖L2(Tn). (19)
By Ho¨lder’s inequality with the estimates (18) and (19) we get
Lemma 3.3. For all 1 ≤ M ≤ N and R ∈ RM(N) we have
‖PRe
it∆φ‖Lp(T×Tn) . N
n
2
−n+2
p
(
M
N
)δ
‖PRφ‖L2(Tn), (20)
where (n, p) are admissible pairs defined in (16), and for n = 1, 0 <
δ < 1
2
− 3
p
; for n = 2, 3, 0 < δ < 1
2
− 2
p
; for n ≥ 4, 0 < δ < 1
2
− n+3
np
.
We conclude this section with our key multi-linear Strichartz esti-
mates:
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Theorem 3.4 (Multi-linear Strichartz estimate). Assume N1 ≥ N2 ≥
· · · ≥ Nk+1 ≥ 1, uj = eit∆φj and
n = 1, k ≥ 3; n = 2, 3, 4, k ≥ 2; n ≥ 5, k ≥ 1. (21)
Then there exist δ′ > 0, such that∥∥∥ k+1∏
j=1
PNjuj
∥∥∥
L2(T×Tn)
.
(
Nk+1
N1
+
1
N2
)δ′
‖PN1φ1‖L2
k+1∏
j=2
N
sn,k
j ‖PNjφj‖L2.
(22)
Remark 9. Theorem 3.4 is the main new tool in this paper, the proof
base on the idea from [5], where the trilinear Strichartz estimate is
studied. The condition (21) is also the condition for the Theorem 1.3,
which comes from the admissible condition (16).
Proof. By orthogonality, it suffices to prove∥∥∥PCPN1u1 k+1∏
j=2
PNjuj
∥∥∥
L2(T×Tn)
.
(
Nk+1
N1
+
1
N2
)δ′
‖PCPN1φ1‖L2
k+1∏
j=2
N
sn,k
j ‖PNjφj‖L2,
where for all C ∈ CN2 . Now fix one C and let ξ0 be the center of C. We
partition C = ∪Rl into disjoint strips with widthM = max{N22 /N1, 1},
which are all orthogonal to ξ0,
Rl =
{
ξ ∈ C; ξ · ξ0 ∈ [|ξ0|Ml, |ξ0|M(l + 1))
}
, |l| ≈ N1/M.
It is easy to see that Rl ∈ RM (N2), and we decompose
PCPN1u1
k+1∏
j=2
PNjuj =
∑
l
PRlPN1u1
k+1∏
j=2
PNjuj
and we will show that the sum are almost orthogonal in L2(T × Tn).
Indeed, for ξ1 ∈ Rl we have
|ξ1|
2 =
1
|ξ0|2
|ξ1 · ξ0|
2+ |ξ1− ξ0|
2−
1
|ξ0|2
|(ξ1− ξ0) · ξ0|
2 = M2l2+O(M2l),
since N22 .M
2l. The factor
∏k+1
j=2 PNjuj only alter the time frequency
by at most O(N22 ). Hence the expressions PRlPN1u1
∏k+1
j=2 PNjuj are
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localized at time frequency M2l2 + O(M2l) and thus are almost or-
thogonal,∥∥∥PCPN1u1 k+1∏
j=2
PNjuj
∥∥∥2
L2
≈
∑
l
‖PRlPN1u1
k+1∏
j=2
PNjuj‖
2
L2
If k = 1, which implies that n ≥ 5. Let p ∈ [2(n+4)
n
, 4) and q ∈ (4, n+4
2
]
satisfy 1
2
= 1
p
+ 1
q
, then by Ho¨lder inequality we have
‖PRlPN1u1PN2u2‖L2 ≤ ‖PRlPN1u1‖Lp‖PN2u2‖Lq ,
then we apply Lemma 3.2 and Lemma 3.3 to continue with
. N
n
2
−n+2
p
2 N
n
2
−n+2
q
−sn,1
2
(M
N2
)δ
‖PRlPN1φ1‖L2N
sn,1
2 ‖PN2φ2‖L2 .
It is easy to see that N
n
2
−n+2
p
2 N
n
2
−n+2
q
−sn,1
2 = 1 and
M
N2
=
(
N2
N1
+ 1
N2
)
,
thus we finish the proof for this case by summing up the squares with
respect to l.
If k ≥ 2, let pn,k = (n + 2)k, then we have
‖PNe
it∆φ‖Lpn,k (T×Tn) . N
sn,k‖PNφ‖L2(Tn).
Let p satisfies the conditions
6 < p <
12k
k + 2
for n = 1;
4 < p <
4k(n+ 2)
nk + 2
for n = 2, 3, 4;
2(n+ 4)
n
< p <
4k(n + 2)
nk + 2
for n ≥ 5;
(23)
The existence of such p is implied by (21); and the lower bound of p
implies that each (n, p) is admissible, and the higher bound guarantees
that
n−
2(n+ 2)
p
− sn,k < 0, (24)
which will be used latter. By Ho¨lder’s inequality with some q such that
2
p
+
k − 2
pn,k
+
1
q
=
1
2
, (25)
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where (n, q) is also admissible, then we have∥∥∥PRlPN1u1 k∏
j=2
PNjuj
∥∥∥
L2
. ‖PRlPN1u1‖Lp‖PN2u2‖Lp
k∏
j=3
‖PNjuj‖Lpn,k‖PNk+1uk+1‖Lq ,
applying Lemma 3.2 and Lemma 3.3 to continue with
. N
n− 2(n+2)
p
−sn,k
2 N
n
2
−n+2
q
−sn,k
k+1
(M
N2
)δ
‖PRlPN1φ1‖L2
×N
sn,k
2 ‖PN2φ2‖L2N
sn,k
k+1‖PNk+1φk+1‖L2
k∏
j=3
N
sn,k
j ‖PNjφj‖L2,
where sn,k =
n
2
− 1
k
defined by (2). In view of (25), we have
−n+
2(n+ 2)
p
+ sn,k =
n
2
−
n + 2
q
− sn,k,
Then since −n + 2(n+2)
p
+ sn,k > 0 by (24), we finially get∥∥∥PRlPN1u1 k+1∏
j=2
PNjuj
∥∥∥
L2
.
(Nk+1
N2
)−n+ 2(n+2)
p
+sn,k
(
M
N2
)δ
‖PRlPN1φ1‖L2
×
k+1∏
j=2
N
sn,k
j ‖PNjφj‖L2 ,
where 0 < δ ≪ 1 and M
N2
=
(
N2
N1
+ 1
N2
)
. We can select p such that
−n +
2(n+ 2)
p
+ sn,k = δ,
and continue the estimate with
.
(
Nk+1
N2
(
N2
N1
+
1
N2
))δ
‖PRlPN1φ1‖L2
k+1∏
j=2
N
sn,k
j ‖PNjφj‖L2.
Then (22) follows by summing up the squares with respect to l. 
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4. Nonlinear estimates and the main results
Before we proof the main nonlinear estimates, we need a embedding
result, where the Strichartz norm could be bounded by Up type spaces.
Such extension result is well known for Bourgain type spaces.
Corollary 4.1. For all N ≥ 1, C ∈ CN and admissible pairs (n, p) we
have
‖PCu‖Lp(T×Tn) . N
n
2
−n+2
p ‖PCu‖Up∆L2. (26)
Proof. We refer the reader to [4, Proposition 2.19] and [5, Corollary
3.2] for the detailed proof. 
Now we are ready to proof our main L2 multi linear estimates.
Proposition 4.2. Assume n = 1, k ≥ 3; n = 2, 3, 4, k ≥ 2 and n ≥ 5,
k ≥ 1. For any Ni ≥ Ni+1 ≥ 1 for all i ∈ {1, 2, . . . , k − 1} and any
interval I ⊂ [0, 2π]. Then there exists a δ > 0 such that∥∥∥ k+1∏
j=1
PNjuj
∥∥∥
L2(I×Tn)
.
(Nk+1
N1
+
1
N2
)δ
‖PN1u1‖Y 0
k+1∏
j=2
‖PNjuj‖Y sn,k ,
(27)
where sn,k =
n
2
− 1
k
is the critical index.
Proof. It is enough to prove∥∥∥PN1PCu1 k+1∏
j=2
PNjuj
∥∥∥
L2
.‖PN1u1‖Y 0
(Nk+1
N1
+
1
N2
)δ
k∏
j=2
N
sn,k
j ‖PNjuj‖Y 0 , (28)
where I = [0, 2π] and C ∈ CN2 . In view of (11), we could replace Y
0
by V 2∆L
2. Then by Lemma 2.1, (28) follows from the following two
multi-linear estimates:∥∥∥PCPN1u1 k+1∏
j=2
PNjuj
∥∥∥
L2
.
(
Nk+1
N2
)δ′ k+1∏
j=2
N
sn,k
j ‖PNjuj‖Urn∆ L2 (29)
where r1 = 6, r2 = r3 = 4, rn =
2(n+4)
n
for n ≥ 4, and∥∥∥PCPN1u1 k+1∏
j=2
PNjuj
∥∥∥
L2
.
(
Nk+1
N1
+
1
N2
)δ′ k+1∏
j=2
N
sn,k
j ‖PNjuj‖U2∆L2,
(30)
for some δ′ > 0.
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We first consider (29). If k = 1, which implies that n ≥ 5. Let
p ∈ [2(n+4)
n
, 4) and q ∈ (4, n+4
2
] satisfy 1
2
= 1
p
+ 1
q
, then by Ho¨lder
inequality we have
‖PCPN1u1PN2u2‖L2 ≤ ‖PCPN1u1‖Lp‖PN2u2‖Lq ,
then we apply Lemma 3.2 to continue with
. N
n
2
−n+2
p
2 N
n
2
−n+2
q
−sn,1
2 ‖PCPN1φ1‖L2N
sn,1
2 ‖PN2φ2‖L2 .
Since N
n
2
−n+2
p
2 N
n
2
−n+2
q
−sn,1
2 = 1, thus we get (29) with k = 1.
If k ≥ 2, by Ho¨lder’s inequality with pn,k, p and q being the same
ones in the proof of Theorem 3.4 and we get∥∥∥PCPN1u1 k∏
j=2
PNjuj
∥∥∥
L2
≤‖PCPN1u1‖Lp‖PN2u2‖Lp
k∏
j=3
‖PNjuj‖Lpn,k‖PNk+1uk+1‖Lq ,
then by (26), we continue with
. N
n− 2(n+2)
p
−sn,k
2 N
n
2
−n+2
q
−sn,k
k+1 ‖PCPN1u1‖Up∆L2N
sn,k
2 ‖PN2u2‖Up∆L2
×N
sn,k
k+1‖PNk+1uk+1‖Uq∆L2
k∏
j=3
N
sn,k
j ‖PNjuj‖Upn,k∆ L2
,
By (8) we have U rn∆ L
2 →֒ Up∆L
2 →֒ U
pn,k
∆ L
2 →֒ U q∆L
2. In view of the
choice of p, q we have
n−
2(n+ 2)
p
− sn,k <0,
−n +
2(n+ 2)
p
+ sn,k =
n
2
−
n + 2
q
− sn,k
Then we finish the proof by letting δ′ = −n + 2(n+2)
p
+ sn,k.
In view of the atomic structure of the U2 spaces (see e.g. [4, Propo-
sition 2.19]), the second bound (30) reduce to: for uj = e
it∆φj we
have∥∥∥PCPN1u1 k+1∏
j=2
PNjuj
∥∥∥
L2
.
(
Nk+1
N1
+
1
N2
)δ′ k+1∏
j=2
N
sn,k
j ‖PNjuj‖L2 ,
which is just the Multi-linear Strichartz estimate (22). 
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In order to prove Theorems 1.3 we need the following nonlinear esti-
mate, which is implied by Proposition 4.2. The argument is standard,
see c.f. [4] and [5].
Proposition 4.3. Assume (n, k) as in Proposition 4.2 and s ≥ sn,k,
0 < T ≤ 2π, and ul ∈ Xs([0, T )), l = 1, . . . , 2k + 1. Then∥∥∥I(2k+1∏
k=1
u˜l)
∥∥∥
Xs([0,T ))
.
2k+1∑
j=1
‖uj‖Xs([0,T ))
2k+1∏
l=1
l 6=j
‖ul‖Xsn,k ([0,T )), (31)
where u˜l denotes either ul or ul.
Proof. We can assume that u˜l ∈ H∞(Tn) by density argument. Denote
I = [0, T ), and let N ≥ 1. Proposition 2.3 implies∥∥∥I(2k+1∏
l=1
u˜l)
∥∥∥
Xs(I)
≤ sup
v∈Y−s(I):
‖v‖
Y−s
=1
∫ 2pi
0
∫
Tn
2k+1∏
l=1
u˜l vdxdt.
Denote u0 = v. Then it is sufficient to prove∣∣∣∣∣
∫
I×Tn
2k+1∏
l=0
u˜l dxdt
∣∣∣∣∣ . ‖u0‖Y −s(I)
2k+1∑
j=1
‖uj‖Xs(I) 2k+1∏
l=1
l 6=j
‖ul‖Xsn,k (I)

In view of the definition of Xs(I), for the above we only need to prove∣∣∣∣∣
∫
I×Tn
2k+1∏
l=0
u˜l dxdt
∣∣∣∣∣ . ‖u0‖Y −s
2k+1∑
j=1
‖uj‖Xs 2k+1∏
l=1
l 6=j
‖ul‖Xsn,k
 . (32)
We decompose ul into frequency dyadic pieces,
u˜l =
∑
Nl≥1
PNlu˜l.
If N1 ≥ N2 ≥ · · · ≥ N2k+1, and∣∣∣∣∣
∫
I×Tn
2k+1∏
l=0
PNlu˜l dxdt
∣∣∣∣∣ 6= 0,
then we must have that
N1 ≈ max{N0, N2}.
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Then, by the Cauchy-Schwarz inequality and symmetry it suffices to
show that
S =
∑
N
∥∥∥ k∏
l=0
PN2l+1u˜2l+1
∥∥∥
L2
∥∥∥ k∏
l=0
PN2l u˜2l
∥∥∥
L2
. ‖u0‖Y −s
2k+1∑
j=1
‖uj‖Xs
2k+1∏
l=1
l 6=j
‖ul‖Xsn,k ,
(33)
where N is a subset of
{(N0, N1, . . . , N2k+1) ∈ Z
2k+2;Ni are dyadic numbers}
satisfying
N1 ≥ N2 ≥ · · · ≥ N2k+1, max{N0, N2} ≈ N1.
We subdivide the sum into two parts S = S1 + S2:
First assume that N2 ≤ N0 ≈ N1, then Proposition 4.2 implies
S1 .
∑
S1
N
−2sn,k
1
(
N2k+1
N1
+
1
N3
)δ (
N2k
N0
+
1
N2
)δ 2k+1∏
l=0
N
sn,k
l ‖PNlul‖Y 0 .
Sum N2, · · · , N2k+1 together by Cauchy-Schwarz, and obtain
S1 .
∑
N0≈N1
‖PN0u0‖Y 0‖PN1u1‖Y 0
2k+1∏
l=2
‖ul‖Y sn,k .
Then sum N1 by Cauchy-Schwarz we get
S1 . ‖u0‖Y −s‖u1‖Y s
2k+1∏
l=2
‖ul‖Y sn,k ,
as needed.
Now if N0 ≤ N2 ≈ N1, then by Proposition 4.2 we have
S2 .
∑
S2
N
−2sn,k
1
(
N2k+1
N1
+
1
N3
)δ 2k+1∏
l=0
N
sn,k
l ‖PNlul‖Y 0
By Cauchy-Schwarz we sum N3, · · · N2k+1 together and obtain
S2 .
∑
N0≤N1≈N2
N
sn,k
0 ‖PN0u0‖Y 0‖PN1u1‖Y 0‖PN2u2‖Y 0
2k+1∏
l=3
‖ul‖Y sn,k .
Then apply Cauchy-Schwarz with respect to N0 to obtain
S2 .
∑
N1≈N2
N
s+sn,k
1 ‖u0‖Y −s‖PN1u1‖Y 0‖PN2u2‖Y 0
2k+1∏
l=3
‖ul‖Y sn,k .
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Finally, we apply Cauchy-Schwarz with respect to N1 to obtain
S2 . ‖u0‖Y −s‖u1‖Y s
2k+1∏
l=2
‖ul‖Y sn,k .
Thus the proof is complete. 
Proof of Theorem 1.3. The general argument of the proof is well-known,
see e.g. [4, 5]. We only study the critical case s = sn,k for small data
here for an example, and refer the readers to [5] for more details.
Our aim is to solve the equation
u =eit∆φ+ c
∫ t
0
ei(t−s)∆(|u|2ku)(s)ds
=eit∆φ+ cI(|u|2ku). (34)
From (13) we have
‖eit∆φ‖Xsn,k ([0,T )) ≤ ‖φ‖Hsn,k ,
and from (31) we have∥∥∥I(|u|2ku)∥∥∥
X
sn,k ([0,T ))
≤ c‖u‖2k+1
X
sn,k ([0,T ))
,
and ∥∥∥I(|u|2ku− |v|2kv)∥∥∥
X
sn,k ([0,T ))
≤ c(‖u‖2kXsn,k ([0,T )) + ‖v‖
2k
X
sn,k ([0,T )))‖u− v‖Xsn,k ([0,T )),
(35)
for all 0 < T ≤ 2π and u, v ∈ Xsn,k([0, T )).
Now we assume that the initial data ‖φ‖Hsn,k ≤ ε with 0 < ε ≪ 1
to be determined, and consider the compact set
Dδ := {u ∈ X
sn,k([0, 2π)) ∩ C([0, 2π);Hsn,k(Tn)) : ‖u‖Xsn,k ([0,2pi)) ≤ δ}.
where the parameters δ will be chosen latter. We are about to solve
(34) by the contraction mapping principle in Dδ, for φ ∈ Bε. We have
‖eit∆φ+ cI(|u|2ku)‖Xsn,k ([0,2pi)) ≤ ε+ cδ
2k+1 ≤ δ,
by choosing
δ = (4c)−
1
2k and ε = δ/2. (36)
By (35) and (36) we have
‖I(|u|2ku− |v|2kv)‖Xsn,k ([0,2pi)) ≤
1
2
‖u− v‖Xsn,k ([0,2pi)),
which shows that the nonlinear map (34) has a unique fixed point in
Dδ, thus we solve (1) with small initial data. 
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