sequences in East Asian languages). A brief outline of word segmentation approaches is provided. The authors also give a very good summary of the key relevant research works in these areas at the end of the chapter.
In Chapters 3, 4, and 5 the authors discuss data structures for indexes, index construction, and compression. These three chapters will most likely be of least interest to the computational linguistics community. However, two topics that might be of interest are the use of wildcard queries by users and spelling correction of queries, discussed in Chapter 3. In their discussion of wildcard queries, the authors examine only the use of wildcards in queries to represent different morphological variants of a word (e.g., American vs. British), the user's uncertainty in the correct spelling of a word, and stemmed words (e.g., judicia* to represent both judicial and judiciary). It would have been interesting if the authors also discussed the use of wildcards to represent entire words, since some commercial search engines started to provide this functionality, allowing users to search for a phrase with a user-specified number of words in the middle (e.g., the use of fine * me to represent fine by me, fine with me, and fine for me).
Chapters 6 and 7 introduce the fundamentals of ranked document retrieval, term frequency and inverse document frequency, and the vector-space model. The authors briefly touch upon phrase queries, and how they can be handled by the vector-space model. Phrase or proximity-based retrieval is an important problem in IR, but unfortunately, the authors do not discuss in detail different approaches to proximity-based term weighting.
Chapter 8 is devoted to evaluation in IR, and presents major evaluation frameworks, such as the Text Retrieval Conference (TREC) and classical evaluation measures, such as mean average precision, precision at different cutoff points, as well as the more recently developed measure NDCG (normalized discounted cumulative gain) for evaluation with graded (non-binary) relevance judgments. The penultimate section in the chapter discusses various approaches to presenting retrieved documents in the ranked list shown to the user, such as snippets, and query-independent and querybiased document summaries.
Chapter 9 reviews relevance feedback and query expansion. Query expansion (QE) following relevance feedback is one of the most effective techniques in IR. The authors provide an overview of the main types of QE: local, whereby the query is modified on the basis of retrieved documents, and global, which is query independent. Among the local methods, they introduce here the classic Rocchio algorithm. Probabilistic approaches to query expansion following relevance feedback are discussed in detail in Chapter 11 after the authors introduce probabilistic models of IR. Query expansion following relevance feedback can be either automatic (AQE), whereby the system selects terms and adds them to the query, or interactive (IQE), whereby the selected terms are shown to the user for further selection. The authors only discuss AQE in the context of relevance feedback. Among the global QE methods, they mention the use of manual and automatically generated thesauri, as well as approaches to QE on the Web, such as suggestion of related queries.
Chapter 10 discusses XML retrieval, including such topics as a vector-space model for XML retrieval and INEX (Initiative for the Evaluation of XML retrieval), the main evaluation framework for XML retrieval.
Chapters 11 and 12 focus on probabilistic information retrieval and language modeling, respectively. Chapter 11 introduces the theoretical underpinnings of probabilistic IR models, and describes the Robertson and Spärck Jones probabilistic model and the BM25 term weighting function. Chapter 12 starts by describing the basic approach to language modeling in IR and then reviews some of its extensions.
Chapters 13, 14, and 15 discuss approaches to text classification, starting with naive Bayes classification, and then moving on to vector-space classification and support vector machines. All topics are presented in sufficient detail, supplemented with references to the key papers in these areas.
In Chapters 16 and 17 the authors introduce document clustering. Flat clustering methods (K-means and expectation maximization) and clustering evaluation methods are discussed in Chapter 16, and Chapter 17 is devoted to hierarchical clustering. Here, the authors present different agglomerative clustering algorithms, such as single-link, complete-link, group-average, and centroid similarity, as well as top-down (divisive) hierarchical clustering. An important problem in clustering is the labeling of clusters. The authors discuss and compare two approaches to labeling: differential cluster labeling, where label terms are selected on the basis of their distribution in one cluster compared to the others, and cluster-internal labeling, where a label is selected only on the basis of the cluster being labeled.
Chapter 18 introduces latent semantic indexing. This is a rather theoretical chapter, and readers might have benefited from a more extensive discussion of the use and practical applications of LSI.
The remaining three chapters are devoted to Web-based IR. Among the topics discussed are spam, types of user information needs, Web crawling and indexing, linkbased approaches to document ranking such as PageRank, Markov chains, and hubs and authorities.
To sum up, Introduction to Information Retrieval is a comprehensive, authoritative, and well-written overview of the main topics in IR. The book offers a good balance of theory and practice, and is an excellent self-contained introductory text for those new to IR. Although the book does not cover advanced NLP techniques for IR, it is recommended for experts in computational linguistics who wish to learn about IR. Although many computational linguists are familiar with the material covered in the chapters on text classification, they will most certainly find chapters on different IR models and methods very useful.
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