Lyapunov Equation (CALE), when the coefficient matrices are the state matrices of real data models. The bounds are illustrated for two different models describing the dynamic behavior of power systems -a two-area power system and an interconnected power system. Some important conclusions referring to the accuracy of the respective estimates are made, as well.
Introduction
The problem of deriving bounds for the solution of the Continuous Algebraic Lyapunov Equation (CALE) attracts interest for more than half a century. This is due to both theoretical and practical reasons. In some cases, due to its high order, the direct solution of this equation is impossible, and in others it is sufficient to have at disposal only some estimates for it. The main difficulty arises from the fact, that the available upper bounds are valid under some assumed restrictions imposed on the coefficient matrix. Due to this, valid solution bounds are possible only for some special subsets of negative stable (Hurwitz) coefficient matrices.
The main purpose of this research is to investigate the quality of some available lower and upper, matrix and scalar bounds for the solution of the CALE. Two state space models with real data of a relatively high order n of power systems are used as test examples. The first one is a model of a two-area power system with n = 11 states and the second one describes the dynamics of an interconnected power system with four local subsystems and n = 8 states. Lower and upper matrix, eigenvalue and trace estimates are obtained for the solution. They are compared with the exact values and some important conclusions referring to their accuracy are drawn.
The following notations will be used: 0 denote the minimal and maximal eigenvalue of a symmetric matrix A respectively; the identity matrix of respective dimension is I.
Bounds for the solution of the CALE
From Lyapunov's stability theorem it follows that a matrix A is Hurwitz (negative stable) if and only if the CALE (1)
has a unique positive definite solution matrix P for any given positive definite matrix Q. Due to various reasons, having at disposal only bounds on P can be sufficient in some practical control design and analysis problems. It must be emphasized on the fact that the upper bounds are always more difficult to derive, since they are valid only under some restrictions. Till 2004 all available upper bounds for the solution of the CALE (e.g., [1] and [2] ) are valid under the very conservative condition that the symmetric part of the coefficient matrix A is negative definite. By making use of the singular value decomposition of A, i.e.,
This simple fact helped to extend the set of stable coefficient matrices for which there exist valid upper bounds. Various types of based on this result bounds were derived in [3] and [4] .
In this sense, if the symmetric part of A is negative definite, then I and R are LMs for A, in accordance with (2), but R can be a LM even if this condition does not hold.
If there exist positive definite matrices l u , P P , such that
i.e., l u , P P are lower and upper matrix bounds for P, respectively. In other words, the solution estimation problem can always be solved if such matrices can be obtained. On the other hand, their determination in the general case, e.g., by LMI solution, may require computational effort comparable with the one needed for the direct solution of the Lyapunov Equation (LE) and therefore should be avoided. Theorem 1. Let R in (2) be a LM for A. Then the solution P of the LE (1) has the following bounds:
Let the above assumption holds, i.e., the symmetric part of matrix F is negative definite. From the definition in (4) of the scalar and matrix parameters l u l u , , , P P μ μ
, it follows that
Having in mind that T s F A R RA = + , one gets the matrix inequalities in (3) for l u , P P defined as in (4) . This proves the matrix bounds (4). The eigenvalue and trace bounds (5) and (6) follow from the well known facts that if
for arbitrary n×n symmetric matrices X, Y and Z.■
Power systems models
Large-scale power systems consist of a number of interconnected via tie-lines power control areas. Different complicated nonlinear models of such a system are available. However, for control design purposes a simplified linearized model is usually used. A two-area power system is taken as a test system in this study. The generators are assumed to be a coherent group in each area, which includes a governor, a reheator and a steam turbine.
Two-area power system
The set of first order differential equations with constant coefficients governing the overall process in a two-area power system and the description of the respective variables and coefficient parameters is given below [6] : The nominal values of the parameters are given in Appendix 1. Having in mind the above set of differential equations and defining the state and control vectors x(t) and u(t), respectively, as follows 
Interconnected power system
Consider the linearized model of an interconnected power system comprised of N local generators described by the set of differential equations [7] : 
The nominal stable state matrix A is given in Appendix 2.
Numerical experiments
4.1. Two-area power system
It is required to determine lower and upper, matrix and scalar bounds for the solution P of the LE, where the coefficient matrix in (1) is c A . The solution P provides also some valuable information about the quality of the transient process, since with the close loop system an integral performance index can be associated of the form x Px J J J x P x = ≤ ≤ = which helps to estimate apriori the dynamic behavior of the system for any given non-zero initial state vector without solving the CALE.
Since the symmetric part of the coefficient matrix c A is not negative definite (it contains zero diagonal entries), all upper bounds based on this assumption are not valid in this case. But R is found to be a LM for it and the bounds in (4), (5) and (6) The comparison process includes the analysis of the extremal eigenvalues and the traces of the exact solution matrix P and their lower and upper estimates. All eleven eigenvalues (given in a descending order) and traces of the solution P and its lower and upper matrix bounds (4), are given in Table 1 and  Table 2 . If tr(X) is the trace of some n×n positive definite matrix X, then the parameter λ = tr(X)/n is introduced to define the "average" eigenvalue of X. It becomes clear that the lower eigenvalue and trace bounds for P are more precise than the upper ones, which is not surprising. The accuracy of the bounds depends entirely on the parameters l u ,
The smaller is the difference, the tighter are all bounds, since the matrix interval containing the solution P becomes narrower. Now, it will be interesting to get some additional estimates. Define the "average" matrix estimate as The percentage errors in the respective estimates are summarized as it is shown in Table 3 . Table 3 m l R e f e r e n c e s
Appendix 1
The nominal values of the system's parameters are as follows: 
