Abstract. Many urban activity and location decisions can be viewed as the outcomes of sequential search processes. In this paper are addressed the special econometric aspects associated with the analysis of observations on such processes. Four distinct informational situations of particular relevance to search phenomena are identified, each one corresponding to different data-availability conditions. The likelihood functions appropriate for estimating the parameters of search models in each one of those informational situations are derived. Special cases in which these likelihood functions appear to be computationally tractable are also indicated in the appendix.
Introduction
A rich variety of problems in individual decisionmaking can be cast as sequential search processes, in which options are observed one at a time with nonnegligible costs incurred at each step of the search. Of particular interest to urban economists are residential mobility and location decisions as well as job-choice problems, both of which have frequently been represented as the outcome of sequential searches (see DeGroot, 1970; Flowerdew, 1976; Weibull, 1978; Hall, 1980 , among many others). However, search behavior is important in a number of other problem areas within the realm of urban economics such as destination-choice modelling for shopping trips (Hay and Johnston, 1979) , or the search for the lowest price for a given good (Rothschild, 1974 ). An example of the second type of search is the purchase of gasoline, which has been considered by Goldman and Johansson (1978) and under shortfall conditions by Mahmassani and Sheffi (1980) .
In the context of intraurban residential mobility and location choices, a context of particular interest to this study, the direct representation of search behavior in mathematical models of these phenomena has only recently received some attention (Richardson, 1977; Weibull, 1978; Smith et al, 1979; Hall, 1980; Rogerson, 1982) . Explicit consideration of search in this context has the potential of substantially enhancing the behavioral realism as well as the policy sensitivity of residential location models. However, as discussed below, the absence of a coherent theory and associated statistical tools has seriously hampered the empirical operationalization of models of residential search behavior as well as other phenomena which can be cast as sequential search processes.
The existing literature on sequential search processes has provided the analytic derivation of optimal search strategies under specified search conditions as well as many essentially qualitative theories of the possible heuristic decision rules people use during a search. However, in virtually all of these prior studies the search problem is viewed from the perspective of the searcher rather than from that of an analyst who, after observing a sample of actual searches, seeks to infer something about the population of searchers. The distinction between these two views is significant, since in the second case the analyst will almost always have less than perfect information about the searcher and the alternatives he or she examines.
These informational deficiencies give rise to observational errors which, from the perspective of the analyst, are random variables. In such situations, the analyst must employ some form of econometric analysis to make inferences about searchers' behavior.
There are some notable exceptions in which actual search behavior [that is, outside a laboratory setting as in Rapoport and Tversky (1970) ] has been empirically analyzed. Hall (1980) and Kasper (1967) have analyzed the actual searches for housing and employment, respectively. In addition, Lancaster (1979) and Nickell (1979) have explored the problems of inferring the duration of unemployment using search theory.
In this paper, we seek to 'fill' a gap in the literature on search behavior by developing an econometric theory of search. Although our view is general in the sense of applying to a very broad and abstractly defined class of search problems, we have used an individual's search for a place of residence as our motivating case.
As will be expanded on below, the econometrics of search can be developed without restricting the analysis either to optimal (as derived in the statistical decision theory literature) or to more heuristic stopping rules. In this work, we have intentionally not committed ourselves to either of these viewpoints in order to maintain a distinction between the problem of formulating a structural theory of how people search and the problem of drawing econometric inferences. Instead we assume that the analyst has resolved the problem of specifying the search mechanism for the particular type of search under study and is able to specify the search rule up to some set of unknown parameters. The problem of econometric inference is then one of estimating the unknown parameters in the face of different types of observational errors. It is this problem that is the exclusive focus of this paper.
In section 2, we define more precisely the broad class of search problems to which our results pertain. Although quite general, this class by no means exhausts all imaginable sequential search problems. Then, in section 3, we specify the four possible informational situations that the analyst might face. The estimation of the unknown search process parameters in each of these four distinct informational situations is derived in section 4. In section 5 we summarize our relevant results and consider the possible directions future studies of the econometrics of search might take. In addition, special cases which we have found to be computationally tractable in each of the four informational situations are derived in the appendix.
Definition of the sequential search problem
In this paper we will restrict our attention to a subclass of search problems. We begin by defining the general search problem and then proceed to the more restricted case of interest.
In the general search problem we assume that each alternative that an individual n could select is fully characterized by the (real) vector x tn , x tn E X. We assume that the individual initiating search currently has available some alternative ;c 0 which we will treat as an alternative sampled at time t = 0. At any step t in the search process the decisionmaker will have already drawn a sequence of (t 4-1) alternatives including x Q . Denote this ordered sequence by X tn = {x 0n , x ln , ..., x tn ], and the corresponding set of unordered elements of X tn by X^n. F trt (x) will denote the (possibly subjective) probability distribution from which the decisionmaker believes x tn was drawn, conditional on the realized value of X t . 1>n . Each alternative examined involves a known expenditure of a vector of nonrecoverable resources, r tn G R, which are positively valued by the decisionmaker. For convenience, we will assume that the resources in r in are included in the vector of attributes x in (i = 1, ..., t).
At each step of the process a known subset C tn , C tn Q X tn , is available to the decisionmaker, and he/she may select one (and only one) alternative from C tn (assuming C tn is nonnull) thereby terminating the search, or choose to sample another alternative if one exists. If no further alternatives can be sampled, then we assume C tn to be nonnull, and the search is terminated by selection of an element in it. We will denote the ordered set of choice sets {C ln , C 2n , ...} by C n .
Virtually all search problems discussed in the literature fall under the above general definition (one notable exception is the case of recall with uncertain availability, where the decisionmaker does not know if a previously examined alternative is available unless further resources are expended). Denoting the distribution from which the decisionmaker believes alternatives are sampled by F m (x) allows for the possibility of finite populations of alternatives or for possible learning in the search process. Allowing C tn to be any subset of alternatives previously examined allows for total or partial recall of previously rejected alternatives or for the possibility that a previously sampled alternative proves to be unavailable if and when the individual decides to choose it.
Note that the above definition does not specify the individual's decision rule. In the subclass of search processes explored in this paper, we shall restrict ourselves to situations in which individuals are assumed to evaluate the vectors of attributes (including resources r in ) in X tn by some function U tn : X -> R, where R denotes the set of real numbers. Furthermore, we assume that individuals continue to search if U tn < a tn , where a tn is a function defined as a tn : X -> R. If U tn > a tn , then the decisionmaker is assumed to choose some alternative in C tn . In most search problems the function U tn will be a utility function and a tn will be the expected net value of future search.
Note that U tn in this context could be a utility assigned to the entire previously observed sequence X tn rather than just the alternative most recently sampled. In our current formulation, we consider 'search stoppage' models only and do not specify which of the elements of C tn would be chosen if search were discontinued. In later sections we shall further specify a choice rule for selecting among previously examined alternatives.
For example, the most widely studied cases of this class of search models are those where C tn = {x tn }, r tn is some constant scalar cost, and U tn is a continuous (in x) utility function which is additively separable in r tn . Decisionmakers are assumed to make choices so as to maximize the expected value of £/ (1) . If the individual can 'recall' all of the alternatives examined previously (possibly including * 0 ), then C tn = X tni and U tn = max U (*/"), where U(x fn ) is the utility of the /th alternative examined by person n. A large number of variations of this problem appear in the statistical decision-theory literature (De Groot, 1970; Leonardz, 1973) . However, even situations in which individuals do not behave in a completely 'rational' manner but rather adopt heuristic, satisficing, or lexicographic decision-rules can fall into the above class [see Simon (1955) for discussions of such rules]. For example, individuals may be able to recall all sampled alternatives and continue search until they draw an alternative which is better than the one they started with. In this case, C tn = X tn , and a tn = U(x 0n ). Alternatively, <x tn may represent a totally exogenous level of aspirations, where search continues until an alternative attaining this level is found.
Unlike most of the previous work on sequential decisionmaking, we are not concerned with analyzing the behavioral mechanism giving rise to U and a; we W For clarity, subscripts have been dropped where a function or parameter refers to all items rather than to specific ones. assume a and U can be defined by an analyst for the particular application he or she is studying. Our concern is with the problem of actually operationalizing search models by providing an appropriate econometric theory with which observations on a sample of individuals' search processes can be used to infer something about the population as a whole. Thus, we will consistently view the search process from the perspective of an analyst who may observe individuals' searches imperfectly. In the following section we shall describe the structural reasons why observations on searches may be imperfect and consider the various informational situations an analyst may confront when attempting to infer unknown parameters of the search process.
Econometric issues
Given a search process as defined above, we are interested in inferring the functions a and U from data on searches. We assume that both a and U are functions of attributes of alternatives (x), attributes of the decisionmaker conducting the search, (denoted by y n ), and of unknown parameters, j3 M . We denote the functions as a and U, respectively, leaving the dependence on J3", x tn , and y n implicit. We also assume for notational simplicity that the searchers' socioeconomic attributes remain constant over the search. Given functional forms for a and U, our problem reduces to one of estimating their unknown parameters, denoted by fi ln and (3 2 " respectively. For convenience we will define j3" = [/3 lM , j3 2w ].
We divide the problem of estimating j3" into two distinct aspects. First, we need to consider the potential sources of observational error that are likely to enter the analysis. Second, we need to explore the possible information about the search sequence which might be available to an analyst when attempting to estimate j3". The first problem is a well-known and widely analyzed one in the analysis of discrete choices; however, the second gives rise to econometric issues that are quite specific to the sequential search problem. Each is considered in a subsection below.
Sources of observational error
In discussing the causes of observational error in random utility models, Manski (1973) lists four distinct sources as follows: 1 Omitted attributes Some attributes of the alternatives viewed by each individual may not be observed by the analyst. 2 Taste variation The variation of the parameters /}" across individuals may be completely or partially unobserved by the analyst. 3 Measurement errors Some elements of x tn may be incorrectly measured by the analyst. 4 Use of instrumental variables Some of the attributes in x tn may be unmeasured, and instruments or proxies used in their place. These four sources of observational error provide the basis for treating U tn and a tn as random variables. Thus, we will write
where V tn and a tn are deterministic, and v tn and e tn are random. Following the general approach taken in the analysis of discrete choices, (and virtually all other econometric analysis), the analyst seeks to infer some population parameters |3 rather than each individual's parameters (5 n . Any taste variation known a priori to the analyst is assumed to be incorporated into the specification of V and a. by introducing elements of y n into their specification. As a formal matter, |3 need not have the same dimensionality as ]3", so that dummy variables for each individual could (at least in theory) still allow for each person to have a distinct vector of parameters.
For convenience, let z tn be a vector of functions of x tn and y n , and let
^T/i will denote the ordered set of vectors describing the full sequence of alternatives searched by person n. For example, if the analyst believed that individuals' 'weights' on monetary costs vary inversely with their income, then one of the elements in z tn might be cost over income. F(z m ) will denote the distribution of z as perceived by the decisionmaker.
The consequences of the observationally induced randomness in U and a. are that the analyst can no longer hope to predict with certainty what the outcome of the decisionmaker's search sequence will be. At any given stage, t, of the search, the probability that the search will terminate is given by pr(V tn +v tn >a tn +e tn ).
( 2) The functional form of probabilities depends on the assumptions made about the joint distributions of disturbances. Different cases of practical interest are mentioned in section 4 and explored further in the appendix. It suffices to note here that the distributions of v and e may themselves have parameters to be estimated.
Informational situations
In the case of the sequential search problem, there is an enormous range of possible informational situations in which the analyst might seek to estimate j3. In this paper we study the estimation problem under four distinct informational situations of particular practical interest: 1 Complete sequence observed In this case, Z n and C n are observed for each member of a sample of searchers who have terminated their search. 2 Observation of length of search only The analyst may only observe the length of the search (as measured by the number of alternatives examined by the decisionmaker). As will be explored below, this type of data along with certain other exogenous information about the distribution F(z tn ) is sufficient for inferring the parameters of the search process. Note that this informational situation was recently encountered by Clark and Smith (1982) who conducted a retrospective survey of recently relocated households. 3 Failure to observe order of Z n All the elements of Z n may be observed, but not necessarily their order. For example, individuals may report a list of housing units they looked at in their search for a place of residence, but they may not be able reliably to provide the order in which they searched. 4 Failure to observe all alternatives It is possible that only a subset of the vectors included in Z n will be observed by the analyst. For example, it is possible that only x 0n (the alternative the decisionmaker held before initiating the search) and the alternative actually selected when the search was complete are observed.
In the next section we explore the general estimation problem under each of these four information situations (as well as some interesting variants). This general analysis is followed by a discussion of the specific cases where further assumptions about the search process lead to practical analytic results.
General maximum likelihood estimators
In this section we derive some general maximum likelihood estimators for the parameters of the search process under various combinations of informational situations and specifications of the search probabilities. Throughout the analysis, we assume that a sample of TV searchers is drawn at random from an infinite population. The searches of these N decisionmakers are assumed to be mutually independent. Thus, the likelihood of the sample will always be equal to the product of the likelihoods of the N observations. We also assume that the distribution of alternatives faced by each individual is independent of the decisions and alternatives faced by other members of the sample. Moreover, we will restrict ourselves to situations where the set of available alternatives, C tn , is exogenously determined for each individual. Note that this excludes some cases of potential interest. For example, individuals may compete for a small pool of opportunities so that one person's acceptance of an alternative implies that another individual can no longer accept it. A final assumption which is convenient (but not essential to the analysis below) is that the distribution of both U and a is such that the probability that U tn = oi tn is 0 for all t and n.
Our analysis is presented in four subsections corresponding to the different informational situations defined in section 3. In each subsection we summarize some general results; detailed mathematical presentations are provided in an appendix.
Complete observation of sequence
Suppose we observe Z n and C n for all N individuals in our sample. Let us define m n as the number of alternatives examined by decisionmaker n (not including z 0n ). To estimate the parameters of a and V, we derive the likelihood of an observed choice by decisionmaker n. This is as follows:
Expressed in terms of the random and deterministic components of U and a, this likelihood is as follows:
If we let p n denote the vector of differences defined with its first (m n -1) elements equal to (y in -e in ) (i = 1, ..., m n -1) and its last element (e mn " -v mnYl ) and let G denote the cumulative distribution of p, then
Under relatively general assumptions on G, the estimates which maximize the product N of the likelihoods of the observations, that is, n h(Z n ), should be consistent and asymptotically efficient (Manski and McFadden, 1981) .
In general, evaluation of li(Z n ) will require computation of an m n -dimensional integral. However, the obvious simple case in which this likelihood decomposes into a more tractable form is when the elements of p are independent. In this situation
and Thus, the probability of a sequence reduces to the product of binary probabilities. Special cases of practical interest are where G 7 is a cumulative normal distribution (the binary probit model) or logistic (the binary logit model).
Tractable results can also be obtained when the decisionmaker can recall any of the previously examined alternatives. Two particularly interesting cases are: (1) where the random components are independent and identically Gumbel distributed (leading to a multinomial logit model of choice) and (2) where they are normally distributed with a reasonably simple covariance structure (leading to a form of the multinomial probit model). The mathematical details of these special cases can be found in section A1.2 in the appendix.
Observation of sequence length and F(z tn ) only
Another potential situation is where the analyst knows only the distribution from which opportunities are drawn and the number of alternatives examined before search was terminated for a sample of individuals. For example, households may be able to report accurately the length of their search (as measured by the number of housing units they examined); data on F could be drawn from aggregate sources such as the census of housing. In this case, the parameters of the search process may still be estimable.
The likelihood of any observation under these informational conditions can be derived by integrating the likelihood given in section 4.1 over all possible realizations of Z n which produced searches of length m n . This is given as follows:
A major case of practical interest is where the elements of p are independent and F(z m ) is the same across decisionmakers and trials. In this instance,
/=1 Jz,"
Note that we have not assumed here that F(z jn ) is completely known a priori; it may in fact include unknown parameters (for example, it may be assumed normal but with unknown mean and variance). In this case, the likelihood must be maximized over these unknown parameters as well as over |3. As long as the full set of unknown parameters is identified in the sample, consistent estimation should be feasible (Manski and McFadden, 1981) .
The particular special cases that are tractable are where F and G are normally distributed. This leads to relatively direct solution of the integrals in Z 2 , particularly when no recall is allowed.
Order of sequence not observed
In this case, the values in Z n are observed but their order is not. This type of data might be available from the records of real-estate agents, where the units visited by the searching household are recorded as part of data kept about each unit, but the order in which units are searched is not kept. Alternatively, households may be able to provide retrospectively a list of units they looked at, but may be uncertain about the order of their search sequence.
The analyst must consider the likelihood of this type of sample as the sum over all possible orderings of the probability that any ordering is the correct one times the likelihood of that sequence being chosen. Analytically, let us denote Z^ as the observed, unordered values of z tn (7=1, ..., m n ) for individual n. Let T n denote the set of possible orderings of Z^. In this case the value of the likelihood of an observation is
n ' z n er n where (m n !) _1 is the marginal probability of any ordering being the correct one. The special case of independent disturbances results in / 3 = / 1} that is, the order of the sequence does not matter in estimating the unknown parameters.
Another special case is where Z" and z mn " , the alternative that was finally selected, are observed. This is likely to occur in many instances since the outcome of the search is often directly observable as part of any survey (for example, the chosen place of residence is known after the residential search is conducted by a household). Here, we use the additional information on the chosen alternative by reducing the summation over F n to the subset r", T" CT", where T^ contains all Z n in which the last element is the known chosen alternative. This case implies that
This result can obviously be extended if the position of other elements in Z* is known or where certain temporal relationships placing constraints on F n are available (for example, a person examined alternative a before alternative b).
Partial observation of Z n
Our final informational situation arises when only Z~, a portion of the search sequence, is observed. We first assume that for the values in Z n which are observed, the order and position in the sequence are known. We also assume knowledge of F(z tn ) for all t and n.
This informational situation might arise in a number of distinct ways. First, households may be able to provide retrospectively only a portion of their search sequence. Alternatively, households in a sample may not have finished their search, and so only a subsequence of their total search will be available. Finally, if realestate agents' records are used, a household may examine some units on the market without the aid of an agent (or with an agent not surveyed), and these portions of its search would consequently be unobserved.
The analysis of this situation depends on whether the portion of Z n actually observed is determined endogenously to the decisions made in the process or exogenously. For example, a situation in which the value oiZ mn n for the ra"th (that is, the last) step of the search is always observed is qualitatively different from one in which the missing steps are determined on an entirely random basis. Intuitively, one can think of the first situation as sampling disproportionately from those observations in which (y tn -e tn ) is low in value. Below we consider only the case in which the portion of Z n observed is exogenously determined.
This case is actually an extension of the one analyzed in section 4.2 where only the length of the sequence was observed. We need only treat the gaps in the sequence as unobserved subsequences of known length. Note that this approach requires knowledge of m n . Relaxation of this requires a summation over all conceivable search-sequence lengths, which may involve an infinite number of terms. This may be feasible under certain restrictions on a, V, and F, but we have yet to derive any cases of practical interest.
Relaxation of the assumption that the position of each observed opportunity in the sequence is known is also feasible. However, as in section 4.3, this may lead to a combinatorial explosion in the number of integrals to be evaluated when computing the likelihood.
The potentially tractable special cases are where the elements of p are independent and no recall is allowed. This allows us to ignore the portion of the search sequence which is unobserved, since its elements are independent of the observed subsequence.
The general analysis of situations where Z~ is determined endogenously to the decision made by individual n appears to be extremely difficult. One special case which appears tractable is again where the elements of p are independent and no recall is allowed, but we always observe the final element of the search sequence and some others. This situation closely parallels what is termed 'choice-based sampling' in the discrete choice literature, and leads to at least some tractable estimators.
Summary and research directions
In this paper, we have attempted to provide researchers with a statistical theory applicable to the analysis of search problems. The likelihood functions appropriate for estimating the parameters of search models in four distinct informational situations have been derived, and some special cases in which these likelihood functions appear to be computationally tractable have been analyzed. Perhaps the most notable feature of these results is that the statistical analysis of search processes when no recall is allowed appears to be tractable under a range of reasonable assumptions about the ' distribution of unobserved aspects of the search; conversely, search with recall presents some difficult analytic problems which remain to be resolved.
Obviously, substantial further work on the econometric analysis of search needs to be done. We envision four logical areas which subsequent theoretical studies might productively explore.
1 Structural theory building In our analysis we have intentionally avoided making assumptions about the behavioral process generating the functions a and U. Although this has allowed us to deal with the problem of estimating the parameters of these functions in the abstract, it makes an evaluation of the credibility of any particular special case difficult. In any particular application of our results, it may be impossible to choose among alternative specifications without first having a structural theory about the decision rules being used by searchers.
2 Alternative estimators Our analysis has been almost entirely restricted to the derivation of maximum likelihood estimators. (The only exception was our discussion of endogenously sampled subsequences of Z n .) There may well be other estimators which are computationally more attractive or which allow for less-restrictive assumptions about the distribution of the disturbance terms in U and a. [See Manski (1975) or Manski and McFadden (1981) for examples of alternative estimators for the estimation of discrete choice models.]
3 Other search processes Our definition of the sequential search process did not consider the possibility of uncertain recall on the part of the searcher. In addition, we ignored the possibility that the time between alternatives being examined could be random, and that this interval (measured by clock time rather than by simply counting the number of alternatives searched) might affect U or a. Both these situations (as well as other variants of the general sequential search problem) could be examined from the perspective of an analyst seeking to draw inferences about behavior.
4 Other informational situations The four informational situations we have analyzed by no means collectively exhaust the full spectrum of possibilities. The analyst may have information about the alternatives searched, but may know only the joint distribution of the attributes of searchers. Alternatively, the data available to the analyst might be drawn so that only a specified subset of the population of searchers is observed. For example, we may have data about households that used real-estate agents during their search for a residence, but no information about any other households. New informational situations will in general lead to different estimation problems, some of which may prove tractable.
Finally, we note that there is a need for a base of empirical applications of search models. Given the strong theoretical foundations that exist in this area and what we hope will be a large class of emergent statistical methods for operationalizing theories of search, empirical research into search behavior should yield useful insights into a range of problems in the areas of housing and employment of direct policy relevance.
APPENDIX

Tractable special cases
In this appendix we derive the special cases of sequential search models which lead to analytically tractable models. The appendix is divided into four subsections corresponding to the distinct informational situations presented in section 3.
Al Tractable cases with complete sequence Al.l Independent disturbance without recall Perhaps the simplest case in this observational situation is where the disturbances are independent and identically distributed, and there is no recall. Here, the analyst needs only to specify the distribution of any one element of p to derive the likelihood of an entire search sequence. Two reasonable and computationally convenient assumptions are as follows: 1 (Vj n -e Jrl ) is normal, with mean 0, and variance a 2 2 (v jn ~ e jn ) is logistic.
The first case can be derived by assuming that v and e are each normal, and that although v jn and e ]n can be correlated, their difference is uncorrelated with any of the other differences (v/' n -e } ' n ),j =£ /'. The second case arises when v ]n and e ]n are independent and identically distributed with the Gumbel distribution. Although it is difficult to produce a credible behavioral argument leading to the second case, it is numerically a reasonable approximation to the normal case and has many convenient analytic properties that make it worth exploring.
The assumption of normality leads to a binary probit formulation for the probability of stopping or continuing search at each stage t, whereas the second assumption leads to a binary logit model. For the usual case where both V and o7 are linear in their parameters p 1 and j3 2 , respectively, available binary choice model estimation software can be used without any modifications. [See Sheffi (1979) or Hall (1980), respectively, for detailed discussion and actual applications of this procedure. ] In both cases, the likelihood is derived by treating each step of the search as a binary observation of the underlying choice process; since the elements of p are independent, each decision (as opposed to a sequence of decisions) becomes an observation of the choice process.
Since binary logit and probit are numerically virtually identical, the relative computational simplicity of logit probably makes it preferable.
A1.2 Independent disturbances with recall Extending the above result to the case of full recall raises some potentially difficult methodological problems. We will generally want to assume that the utility, U tn , of the sequence Z tn is given as the utility of the best alternative available from that sequence. In this situation, however, U tn will be conditioned by the fact that the previous t alternatives have been rejected. Mathematically,
where U{z jn ) is the utility, at time t, of the y'th alternative sampled in the sequence Z n . Deriving the distribution of U tn will in general present a formidable task. For example, if U(z Qn ) and U(z ln ) are normal, then max (U 0ni U ln ) is not normal even if U 0n and U ln are independent. In the case where the U(Zj n ) are independent and identically Gumbel distributed, the marginal probability max[£/(z 0 "), U(z ln ), ...] is itself Gumbel, but the conditional probability (conditioned on prior choices) is not. Given these complexities, we have found tractable formulations for only two extreme cases.
The first is where we assume that
where %f n i s a disturbance term subscripted by / (the alternative) and superscripted by t (the current step in the individual's search). If we make the very strong assumption that the £/" (and the e jn ) are independent and identically Gumbel distributed, then the probability of a search sequence is given as the product of multinomial logits, that is, [See McFadden (1973) or Domencich and McFadden (1975) for a relevant proof.] As in the binary case, if a and V are linear in parameters existing maximum likelihood estimation programs can be used to estimate /3 X and j3 2 by treating each choice (that is, at each step) in the sequence as an independent observation. Similar results for assumptions of normality of the error terms are directly obtainable but are much less attractive because of the computational complexity of using multinomial probit. Further, a relaxation of the distributional assumption to the case where the disturbances are independent with the same distribution but shifting means and variances is straightforward. Another extension to allow the %} n to be correlated across t (but not across /) is potentially possible making use of McFadden's generalized extreme value (GEV) model (McFadden, 1978) . The other extreme case is where a is fixed over the entire search, and £/" = %j n for all t and t'. Here, once an alternative is rejected it will never be chosen at subsequent steps in the search. (Note that this result does not apply when a. and V contain terms which vary as a function of t.) This reduces the problem to the earlier case of no recall. A 1.3 Correlated disturbances The case of independent disturbances, although yielding computationally straightforward models, makes some very strong assumptions about the process by which decisionmakers form U and a. In particular, it is assumed that the disturbances for an individual are totally unrelated at different steps in the search. Thus, the composite effects of all the sources of observational error listed in section 3.1 are assumed to be independent from decision to decision.
In many realistic situations this assumption may be difficult to defend even as a reasonable approximation. For example, if the individual has tastes (reflected in the value of ]3) which differ from those of the population as a whole, then those relative preferences should be sustained from decision to decision. Similarly, to the extent that a reflects the aspirations of an individual, it is likely that unobserved components of these aspirations will be correlated over decisions.
We will represent the possible correlations in disturbances by assuming that the distribution of p is multivariate normal with mean 0, and (possibly unknown) variance-covariance S". In this case, the evaluation of the likelihood of an observation, l x {Z n ), requires computation of the volume under the multinormal distribution of dimension m n . Note that the unknown elements in £" can be treated as parameters.
The evaluation of such integrals has recently become computationally tractable. Detailed descriptions of various methods are given by Daganzo et al (1977) , Daganzo (1980) , Lerman and Manski (1981 ), Dutt (1976 ), and Hausman and Wise (1978 .
Despite these recent computational advances, the use of multinomial probit when X n is a general matrix can be computationally extremely costly. However, a plausible argument can be made for at least one special case which greatly reduces this computational burden. Suppose we do not permit recall of previously rejected alternatives and we assume that the v tn are independent and identically distributed. (Without loss of generality, we assume their variance is 1.) Now consider the case where a tn is formed at the beginning of the search, and its normal random component, e tn , remains constant throughout the search and is uncorrelated with the elements in v n . Thus, e ln = e 2n = ••• = £m n n-In this case, the elements of p n share a common unobserved component. It can easily be shown that the elements a,y of the matrix var(p) have the following structure:
This special structure makes it possible to rewrite G, the cumulative distribution of p, as follows (Johnson and Kotz, 1972, page 47 )
where 0 and <£ are the unit normal density and cumulative functions, respectively. This result can be easily extended to the case where e jn is correlated with v jn or where the elements of v n have different variance.
A2 Observation of length of sequence and F(z tn )
The practical cases in which observation of F(z tn ) and m n (n = 1, ..., TV) can be used to estimate the parameters of the search process arise when we assume F(z tn ) is multivariate normal and that a and V are linear in the parameters. Let n tn and S 2 denote the mean and variance of z tn , respectively, and let ce / >2 = j3|z />2J and Consider first the case of no recall and where the elements of p are normal and independent and identically distributed. In this case, the probability of continuing search at step t is given by *fo,-*?*),
where we again assume (without loss of generality) that the variance of p is 1. Now consider any single term in I 2 (Z n ) of equation (8) for this case:
McFadden and Reid (1975) show that this reduces to m" r /'= 1 I 5/ n (/3lMm-/3lM f ,
where fi = (ft-fors^fr-fo).
As discussed in section 4.2, if some elements of /x and S 2 are not known, then they can be estimated jointly with 0. For example, in the case of housing search, the means and variances of various attributes (prices, quality measures, etc) might be available from census data, but the covariances might not.
The same approach extends to where the binary choice of continuing or stopping is logit. However, in this case _1 l+exp[8 /ff (jJT/im-/J2Mm)] is given by the cumulative S b distribution evaluated at S />2 (/?}/!/" ""^IM/H) (Westin, 1974) . Given the difficulty of evaluating this distribution, probit is probably to be preferred.
If no recall is allowed, but the elements of p are correlated, then the only practical cases appear to be those in which G is multivariate normal. This result is a straightforward extension of the McFadden and Reid result to multinomial situations (see Bouthelier, 1978) .
When recall is allowed, the problem becomes extremely complex even when the elements of p are independent. For the case of logistically distributed ps, this is because the multivariate extension of the S b distribution is quite complex; for normal ps, the same problems that arose in section Al are further compounded by integration of li(z n ) over F. To this date, no computationally tractable results have been found.
A3 Observation of Z n and C n except for order
The only situation in which / 3 (Z*) is likely to be tractable is when the elements of p are independent and no recall is allowed. In this case, estimation of the model may be feasible as long as m n is not too large. Basically, since T n contains m n ! possible orderings, a data set of N observations where Z" only is observed is equivalent in N computational burden to one with £ m n ! observations where Z n is available.
n -1
Obviously, if m n is large (for example, on the order of 10 or greater) then solving for the maximum likelihood estimators will be virtually impossible.
As in our earlier cases, logit and probit are both likely to be the most useful formulations, with logit preferred because of its computational tractability.
A4 Partial observation of Z n As in section A3, the only cases of immediate practical value appear to be those in which there is no recall and the elements of p are independent. In such instances, the decisions in the sequence Z n which are not observed can essentially be ignored, since they are uncorrelated with the observed choices. This can be seen by noting that in the case of independent elements of p, Further, as long as cc } -n and V jn depend only on the attributes Z jn which are observed in Z~, the elements in the product are 1 when \ jn = 1, and Gf[8j n (oij n -V jn )] when \ jn = 0. Thus,
U(Z-)
so one can simply treat the observed choices as independent realizations of the binary choice of stopping or continuing search, ignoring the fact that various portions of the search were unobserved. As in earlier sections, G 7 can be any binary choice model such as logit or probit. This result does not hold for the case where a and V for an observed portion of Z n depend on an unobserved portion of Z n . For example, if a Jn represents an adaptive level of expectations which is dependent on all prior values of z tn , then we would have unknown elements in a and V in the likelihood function. In such cases, some of the results in section A2 assuming normally distributed z tn are applicable. The result would still reduce the likelihood to a product of binary outcomes; however, these binary processes would have the parameters of F(z tn ) as arguments.
Our final case of interest involves the situation in which the observed Z n is determined endogenously to the decision process in a well-defined way. Since there are a great number of variants of this problem, we restrict our attention to a single example. Suppose we maintain all of the assumptions above and we observe only the alternative actually selected and at least one sampled prior to it. That is, we observe z mnn and some other alternatives for each member of our sample.
In this case, our estimation problem is complicated by the fact that the portion of Z n we observe is 'choice-based', that is, we always observe the alternative for which Ujn ~ a /n i s positive but observe only a portion of those for which it is negative.
Fortunately, Manski and Lerman (1977) , Manski and McFadden (1981), and Cosslett (1978) have analyzed this situation quite extensively in the context of discrete choice analysis. Perhaps the most important result relevant to this discussion is that if we use binary logit for G ; , and allow for a constant term in either V or a, then the maximum likelihood estimates of j3 are consistent and asymptotically efficient except for the constant. Moreover, the appropriate constant can be estimated by a simple transformation of the estimated constant as long as ra, the average length of search, is known. If the constant term is in a, then the transformation is as follows (Manski and Lerman, 1977) :
n where k a is the ratio of the fraction of the population of decisions (rather than decisionmakers) which were to stop search divided by the same fraction in the sample, /3 C is the value of the constant estimated from the sample, /3 C is a consistent estimate of the constant, S n is the number of elements in X n observed for decisionmaker n, m is the mean length of search in the population. Note that m will not generally be available, but it can be consistently estimated from For probit analysis, this result does not hold. However, a variety of estimators for choice-based samples do exist (see Manski and McFadden, 1981) , one of which is straightforward, though not fully efficient. This simply requires maximization of and k u is the fraction of the population of decisions which were to choose to continue searching divided by the corresponding fraction in the observed sample. Manski and Lerman (1977) have derived the properties of this relatively simple estimator.
