Introduction
Movements in profit margins or price cost mark-ups are an important component of changes in prices.
(1) For example, Wales (1989) referring to the mid to late 1980s concludes: 'In recent years profit margins have undoubtedly accounted for a significant part of the increase in pricesperhaps as a much as a third'. Given this, the behaviour of mark-ups over the business cycle is of interest to anyone concerned with the behaviour of prices in the short to medium run. It is also of interest because of the potential implications for the real economy. A number of recent macroeconomic models identify counter-cyclical movements in the mark-up as a simple transmission mechanism by which changes in nominal demand can lead to pro-cyclical movements in employment in the absence of nominal rigidities -for example see Blanchard and Fisher (1991) .
Theory gives an ambiguous prediction as to how mark-ups behave over the cycle. The models of Bils (1989) , Weitzman (1982) and Rotemberg and Saloner (1986) predict that mark-ups are counter-cyclical, whereas the models of Kreps and Scheinkman (1983) and Green and Porter (1984) predict they are pro-cyclical. Thus the issue is an empirical one. Most of the empirical work on mark-ups and the business cycle uses US data, although recent articles by Haskel, Martin and Small (1995) and Machin and Van Reenen (1993) have looked at UK data and found that mark-ups and firm profit margins in the UK are pro-cyclical. However, both articles only look at the manufacturing sector which now accounts for less than 25% of the UK economy. In addition, it is the behaviour of retailers' mark-ups rather than manufacturers' mark-ups which is of immediate relevance to the behaviour of retail prices.
(1) By profit margins I mean the difference between a good's selling price and its average variable cost, expressed as a proportion of its price. The term mark-up refers to a good's selling price expressed as a proportion of its costs. Economists normally regard the mark-up over marginal cost as the right measure for price setting. However as marginal cost is not normally observable, the mark-up of price over average costs, which is related to one minus the inverse of the profit margin, is often used as a proxy. This involves making a number of restrictive assumptions.
The aim of this paper is to extend the above work by seeing whether mark-ups and firm profit margins in non-manufacturing industries, particularly retailing, are pro or counter-cyclical. It does this in two ways. First, the extension to Robert Hall's method of estimating the mark-up proposed by Haskel et al is used to see whether mark-ups in non-manufacturing as well as manufacturing industries are pro or counter-cyclical. Second, Machin and Van Reenen's model of firm profitability is used to see if the pro-cyclicality exhibited by firms' profit margins in retailing and manufacturing reflects changes in the time-varying determinants of profit margins, or whether after controlling for these factors profit margins are still pro-cyclical. An advantage of using these two different approaches and datasets is that it acts as a test on the reliability and robustness of the results.
There are two main results. First, average mark-ups are significantly greater than one in all but a few manufacturing industries, and profit margins are positively associated with both firm market share and industrial concentration, and display a significant degree of persistence. This suggests that significant imperfect competition exists in both UK manufacturing and services. Second, mark-ups are found to be pro-cyclical, and the pro-cyclicality exhibited by firm profit margins is found to only partly reflect movements in the standard determinants of margins. Once the latter are controlled for, profit margins still display a pro-cyclical pattern. This finding suggests that price pressures increase during recovery periods and decrease during recessions. It also raises doubts about macroeconomic models that assume that demand shocks may affect employment via counter-cyclical mark-ups.
The rest of the paper is divided into three sections. The following section looks at the cyclicality of the mark-up. It sets out Hall's approach to estimating the average mark-up and Haskel et al's extension to this, discusses the data and estimation, and presents the results. The second section looks at the cyclicality of firm profit margins. It discusses the data and the behaviour of firm profit margins over the business cycle, sets out Machin and Van Reenen's model of profitability and the estimation technique used, and presents the results. The final section of the paper reviews the main findings and draws some conclusions.
The cyclicality of mark-ups

Estimating the mark-up
Haskel et al examine the cyclicality of the mark-up using an extension of Hall's approach to estimating the average mark-up, which in turn draws on Solow's (1957) seminal article on estimating productivity growth.
(2) Assuming the only inputs are labour, capital and technical progress or total factor productivity (TFP) growth, Hall argues that a good approximation to marginal cost is the ratio of the change in total labour costs plus the change in total capital costs to the change in value-added output adjusted for the increase in output caused by TFP growth:
where W is the wage rate, L is labour input, r is the cost of capital, K is capital input, Y is value-added output, θ is TFP growth, and
The above equation cannot be used to measure marginal cost directly as it contains a number of unobservables; the cost of capital and TFP growth. However, equation (1) can be transformed into an expression which allows the average mark-up to be estimated. Rearranging equation (1) into a relationship between the growth rate of output and the growth rates of the inputs gives the following:
where x is marginal cost.
Assuming that there are constant returns to scale -implying that the ratio of the sum of the input payments to output valued at marginal cost is unity -approximating growth rates by changes in logarithms and (2) Hall develops this approach in a series of articles, Hall (1986) , Hall (1988) and Hall (1990) (3) Hall assumes that the firm's input markets are competitive.
defining the mark-up as the ratio of marginal cost to price allows equation (2) to be rewritten as:
where lower case indicates logarithms and V t L is labour's factor share at time t.
Finally, assuming that the mark-up is constant over time ( µ µ t = ) and modelling the rate of TFP growth -for example by including a constant term and a series of shift dummies, to capture any changes in the rate of TFP growth -gives the following equation:
Equation (4) can be used to estimate the average mark-up of price over marginal cost and test whether it is significantly different from unity. If µ is not significantly different from unity then this implies that price equals marginal cost, and the joint assumption of perfect competition and constant returns to scale cannot be rejected. But, if µ is significantly greater than unity, then given the assumption of constant returns to scale this implies that price exceeds marginal cost and µ can be interpreted as an estimate of the average mark-up.
Haskel et al extended Hall's approach to allow for the possible cyclicality of the mark-up by specifying the mark-up as a function of a cyclical variable (cyc t ). (6) That is:
Using this specification of the mark-up, equation (4) becomes the following:
The coefficient µ 1 tells us whether mark-ups are pro-cyclical or counter-cyclical, and in conjunction with the cyclical variables the extent to which the mark-up moves over the cycle.
(4) Although equation (3) looks like an extension of Solow's approach to estimating TFP growth, it has been derived from a definition of marginal cost so it is not the first difference of a production function.
(5) µ may also exceed unity because there are increasing returns to scale as well as imperfect competition.
(6) They also specify the mark-up as a function of market power in the industry.
Data and estimation
A major difficulty involved in estimating the mark-up for non-manufacturing industries is the limited amount of disaggregated data available for these industries.
(7) Data is only readily available at the one-digit level for non-manufacturing industries, as opposed to the two-digit level for manufacturing industries. Therefore, it is only possible to estimate mark-ups for quite broadly defined non-manufacturing industries. In total, annual data has been collected for six one-digit non-manufacturing industries -Financial Services, Communications, Transport, Hotels and Catering, Distribution and Repair and Construction -and ten two-digit manufacturing industriesMetal Manufacturing, Other Mineral Products, Chemicals, Other Metal Products, Mechanical Engineering, Electrical Engineering, Motor Vehicles, Textiles, Clothing and Footwear and Paper, Publishing and Printing. The main sources of these data are the Blue Book and the Employment Gazette. The former provided data on real and nominal value-added output, the nominal wage bill and the real capital stock, and the latter provided data on employment and hours worked. To see how imperfect competition varies within UK industry, the average mark-up for each of the sixteen industries is estimated using the following version of equation (4):
where i represents industry i.
Although Hall models TFP growth using a constant, it is debatable whether this is satisfactory in the case of UK industries given the evidence of substantial changes in the rate of TFP growth over the period, for example see Layard and Nickell (1989) . Therefore, the approach of Bean and Symons (1989) allow for changes in TFP growth. In the initial regressions, however, many of the shift dummies, particularly those for the 1980s, were found to be insignificant and were dropped from the equations.
To see how the mark-up behaves over the cycle, the following version of equation (6) is estimated:
As it is unclear what the most appropriate cyclical indicator is, five different cyclical variables are used. These are the current and lagged values of the CSO coincident indicator, the current value of the CSO lagged indicator and the current and lagged values of the proportion of firms in the CBI Industrial Trends survey reporting that their level of output is not below capacity and reporting that their output is constrained by capacity. As there are no industry-specific cyclical variables available for non-manufacturing industries, the same aggregate cyclical variables is used for all industries.
(10) The rate of TFP growth and changes in it are modelled as before.
The individual industry equations are estimated as a system. This allows the estimated coefficients to vary across the industries while taking account of the possibility that the residuals of the individual industry equations are correlated, for example due to common macro shocks. As the industry equations are estimated as a system a Wald test is used to see whether the estimated mark-ups are all significantly different from one, and hence whether the null hypothesis of perfect competition and constant returns to scale is accepted or rejected, and to see whether the mark-ups are the same in all industries. The labour factor share weighted growth rate of the labour-capital ratio is potentially endogenous in equations (7) and (8), so the system is estimated using three-stage least squares. The instruments used are the lagged change in the industry's labour-capital ratio, the change in the labour-capital ratio of the whole economy and the growth rates of output in the whole economy and in the OECD.
(9) This suggests that in most industries the pattern of TFP growth during the period was of a slowdown in the mid to late 1970s, followed by a recovery in the 1980s to rates similar to those enjoyed in the late 1960s/early 1970s. (10) An attempt was made to construct industry cyclicality variables by taking the difference between actual output and trend output as estimated by a regression of industry output on a quintic in time, but this produced very imprecise estimates.
Results
The first column of Table A contains the estimates of the average mark-up from equation (7). These estimates show that with just three exceptions all the industries have average mark-ups greater than one. The three exceptions are Textiles, Other Metal Products and Chemicals. The negative mark-ups in Other Metal Products and to a lesser degree Textiles are not unsurprising as these are both industries which have made heavy losses at some point over the period.
(11) The negative mark-up in Chemicals is, however, puzzling.
The rest of the estimates in column (1) suggest that there are significant differences in the level of imperfect competition within UK industry. In particular, Paper, Printing and Publishing, Communications, Construction and Mechanical Engineering all have relatively high average mark-ups, while Other Mineral Products, Metal Manufacturing and Motor Vehicles all have relatively low average mark-ups. Overall the estimates show that the average mark-up tends to be higher in service industries than in manufacturing industries, which could reflect the greater tradeability of manufacturing.
The Wald test rejects the restriction that the average mark-ups are equal to one in all the industries, (χ 2 =39.43, p=0.00), and the restriction that the average mark-ups are the same in all industries, (χ 2 =39.43, p=0.00). In addition, the Wald test rejects the restrictions that the average mark-ups are equal to one, or all the same in those industries where the estimated mark-up is greater than one, (χ 2 =65.21, p=0.00 and χ 2 =29.29, p=0.00, respectively). The restrictions that the average mark-ups are equal to one or all the same in those industries where on the basis of just an individual t-test the estimated mark-ups are not significantly different from one, are also rejected, (χ 2 =32.71, p=0.00 and χ 2 =17.60, p=0.00, respectively).
(11) These negative mark-ups could also reflect decreasing returns to scale. (12) The only industries where the estimated mark-up is significantly different from unity on the basis of just an individual t-test are Mechanical Engineering, Construction and Communications. (1) contains the estimates of the average mark-up from equation (10); Column (2) contains the estimates of the mark-up implied by the coefficients from the restricted versions of equation (11).
For manufacturing industries these results are broadly similar to what Martins, Scarpetta and Pilat (1996) Table B contains estimates of equation (8) using various cyclicality variables and imposing the restriction that the coefficient on the cyclicality variable is the same in all industries; this restriction is accepted in each column. Column (1) uses the lagged CSO coincidence indicator as the cyclicality variable. The estimated coefficient is positive and significant which implies that mark-ups are pro-cyclical. This finding is confirmed by the other cyclicality variables. The estimated coefficients are all positive and significant, although the estimate in column (2) is only significant at the 10% level. The estimates in Table B imply that mark-ups move quite substantially over the business cycle. For example, the estimates using the current value of CSO coincident indicator imply that the mark-up in Construction varied between 1.137 and 2.370. Over the whole period the average mark-ups implied by the estimates of equation (8) are broadly similar to those obtained from equation (7). Column (2) of Table A contains the average mark-up for each industry implied by the estimates in column (2) of Table B . The correlation between the two columns in Table A is 0.864.
The finding that mark-ups in UK manufacturing and non-manufacturing are pro-cyclical is similar to that reported by Haskel et al. Using lagged cyclicality variables they find that mark-ups in manufacturing industries are pro-cyclical. The main difference with Haskel et al's results is that the average mark-ups implied by their estimates are higher than those in column (2) of Table A. The finding is also similar to what Petersen (1986 and 1988) found for US manufacturing using the same type of approach, and Morrison (1994) found for Canadian manufacturing using a different approach. However, it contrasts with the results of Bils (1987) , Rotemberg and Woodford (1991) and Morrison (1990) , who all, using different approaches, find that the mark-up in US manufacturing is counter-cyclical.
The cyclicality of firm profit margins
The previous section used an extension of Hall's approach to examine the cyclicality of the mark-up. The robustness of Hall's approach has, however, been questioned. For example, Roeger (1995) argues that it is overly sensitive to the choice of instrument set: (13) the difference between the estimates in section 2 and Haskel et al's estimates lends some support to this argument. Therefore to check the robustness of the previous section's findings, this section looks at the behaviour of firm profit margins over the cycle to see whether their pro-cyclicality just reflects movements in the standard determinants of margins, or whether, even after controlling for these, margins are still pro-cyclical. (14) 
Firm profit margins
This section uses company accounts data drawn from Datastream. The data consists of 761 quoted firms and covers the period 1972-92. The sample is restricted to those companies operating in either manufacturing or retailing, and for which at least eight consecutive years of data are available. This sample selection criteria generated 12,524 firm-year observations, 78% of the maximum number of observations available for a panel with these dimensions. The firms tend to be large, which means that while the sample is not representative of the population of all firms, it is an appropriate sample for estimating oligopolistic models of profitability.
Chart 1 plots the distribution of firm profit margins, defined as the ratio of trading profits ( Π ) to sales (S), in the sample during the period 1972-92.
(15) It shows that the whole distribution displays a similar pattern during the period. During the mid 1970s profit margins fell slightly and then stabilised before falling sharply during the recession at the beginning of the 1980s. After 1981 profit margins started to recover and continued to rise throughout the rest of the 1980s until the start of the recent recession when they again fell, although not as sharply as in the previous recession. Comparing the pattern of profit margins with the various aggregate cyclical indicators plotted in Chart 2 shows that there appears to be an element of pro-cyclicality in the behaviour of firm profit margins during the period. This is confirmed by pooling the data and regressing firm profit margins ( / ) Π S i on the various cyclicality indicators -see Table C . The estimated coefficients on the cyclicality indicators all suggest that firm profit margins are pro-cyclical. To see if there are substantial differences in the cyclical nature of profit margins between different sectors, the distribution of profit margins in each one-digit manufacturing sector and in retailing are plotted -see Charts 3, 4, 5 and 6. In addition, the data on firm profit margins in each of these sectors is pooled and regressed on the various aggregate cyclicality variables -see Table D . These exercises both show that the pro-cyclicality of firm profit margins is a feature common to all these sectors. They also suggest that there are only relatively minor differences in the behaviour of firm profit margins over the business cycle in the various sectors of manufacturing and in retailing.
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Chart 5 Notes -as for Table C Modelling profitability
The starting point for Machin and Van Reenen's model of profitability is, as with many models of profitability, the model of oligopoly developed by Cowling and Waterson (1976) . This expresses the mark-up of price over marginal cost for a profit-maximising firm, measured here by the profit margin, as a function of the firm's market share (MS i ), a conjectural term ( λ i ) which captures what the firm expects the output responses of other firms to be to a change in its output, and the elasticity of demand in the firm's industry ( ε j ). That is:
To turn this expression into an estimable equation the unobservable conjectural term needs to be modelled. Machin and Van Reenen use the following relatively general formulation which expresses firm conjectures as a function of two terms: λ α α
The first term is that suggested by Clarke and Davies (1982) and incorporates perfect collusion and Cournot behaviour as special cases; if α 1 1 , i = then there is perfect collusion as the firm expects that other firms will react to a change in its output by trying to maintain their market share, while if α 1 0 ,i = then there is Cournot behaviour as the firm believes that other firms will not react. However, as the first term means that the magnitude of λ i declines with market share, which implies that larger firms always have smaller conjectures, Machin and Van Reenen include the second term to allow the firm's conjecture to be determined by own market share.
The coefficients α 1, i and α 2, i capture the extent to which each firm reacts to the actions of its competitors. These coefficients are assumed to be functions of sales concentration in the firm's principal operating industry (SC j,t ), past profitability and an aggregate cyclicality variable (CYC t ).
(16) The cyclicality variable is included to allow for the possibility that even after controlling for the time varying determinants of profit margins, margins still vary over the cycle, for example because the nature of competition varies over the cycle. Thus firm conjectures are modelled by the following expression: Substituting this expression for λ i in equation (9) and rearranging it gives the following general model of profit determination: 
where γ i is a firm-specific fixed effect which controls for any unobservable firm-specific effects that are time invariant, for example management ability.
Equation (12) is estimated using the panel of firm data from the first part of this section. Firm market share is measured by each firm's share of sales in its two-digit industry, while sales concentration is measured by the sales weighted average of three-digit sales concentration in the (16) The assumptions that these coefficients are the same for all firms in an industry and increasing functions of industry sales concentration are standard in studies that use Cowling and Waterson's model. Lagged profitability is included to allow for the possibility that there are lags in adjustment and because current conjectures may depend upon past performance. (17) The coefficient on the interaction between firm market share and the cyclicality variable was always small and insignificant, so this term was dropped from the estimated equation.
firm's two-digit industry. (18) Both industry sales and sales concentration are matched to individual firms on the basis of the firm's principal operating industry in terms of sales. A number of cyclicality variables are used to model the cyclicality term, including the current values of the CSO coincident indicator and the current proportion of firms in the CBI survey reporting that their current level of output is not below capacity and reporting that their output is currently constrained by a lack of skilled labour and a lack of capacity.
With regard to the estimation procedure the firm-specific fixed effects are eliminated from equation (12) by using the standard method of taking first differences. As this means the lagged dependent variable is now endogenous and because all the current firm level explanatory variables can reasonably be regarded as endogenous, the equation is estimated by instrumental variables. This is done by using the Generalised Method of Moments procedure proposed by Bond (1988 and . (19) This procedure uses variables dated (t-2) or earlier as valid instruments and calls upon more instruments as the period of estimation advances. The actual instruments used are all the moment restrictions dated between t-3 and t-4 on the lagged dependent variable, firm market share, the firm's investment-sales ratio and dividend payments. (20) The validity of the instrument set is checked by a Sargan test and a test for second-order serial correlation. 
Results
Table E contains the results from estimating equation (12) with the different cyclicality variables. The estimated coefficients on the noncyclicality variables are very similar in terms of sign and size in all of the columns and with a few exceptions are all significant at the 5% level. (1), (2) and (4).
both firm market share and industry sales concentration have a positive effect on firm profit margins. However the interaction between firm market share and industry sales concentration has a negative effect. Therefore, although increases in a firm's market share or in sales concentration leads to higher profit margins, this effect is offset to an extent if a firm has a large market share and operates in a highly concentrated industry. The latter suggests that there is a degree of competitive behaviour between firms in oligopolistic industries. Past profitability has a substantial effect upon current profit margins suggesting there is a large degree of persistence in firm profitability. This result is in line with the findings of the persistence of profitability literature, for example see Mueller (1990) . Finally looking at the coefficients on the cyclical variables shows that even after controlling for quite a wide range of determinants of profit margins, margins are still pro-cyclical. Notes: The dependent variable is ( / ) , Π S it . Estimation is in first differences. Standard errors in brackets. Those reported are robust one-step estimates. The instrument set consists of all the moment restrictions dated between (t-3) and (t-4) on the lagged dependent variable, firm market share, the firm's investment -sales ratio and firm dividend payments. The serial correlation test is N(0,1) test for second-order serial correlation and the Sargan test is a χ 2 test of the over identifying restrictions.
The drawback with the results in the first four columns of Table E is that each regression fails the Sargan test. Therefore in column (5) the cyclicality variable is dropped and replaced by a full set of time dummies. This is a more general way of modelling the cyclicality effect as the time dummies will capture any unobserved time-specific effects that are common to all firms. This solves the mis-specification problem in the first four columns; the regression in column (5) passes the Sargan test. In addition, the main non-cyclicality findings from the first four columns still hold; the estimated coefficients on the non-cyclicality variables in column (5) are similar to those in columns (1)-(4).
Chart 7 Whole sample
Examination of the estimated coefficients on the time dummies in column (5) shows that the size of the coefficients falls in the late 1970s and early 1980s, then recovers in the mid-1980s before falling again in the late 1980s and early 1990s, see Chart 7. Comparing this pattern with the CSO leading indicator shows that after controlling movements in the standard determinants of profit margins, margins are pro-cyclical. In terms of the effect on profitability the estimates imply that profit margins were 0.8 percentage points higher in 1976 than in 1975 and 1 percentage point lower in 1990. (23) Given the mean profit margin for the whole period is 10% these effects on profitability are not inconsequential. Table F presents estimates for the three sectors of manufacturing and for retailing. Although the estimates for the Metals and Chemicals and the Retailing sectors are poor, this reflects the relatively small number of firms in these two sectors, the estimates for the Engineering and Other Manufacturing sectors broadly support the findings for the whole sample. In particular, comparing the coefficients on the time dummies with the CSO leading indicator shows that profit margins are pro-cyclical in each of the sectors -see Charts 8, 9, 10 and 11.
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The results reported here are rather different to Machin and Van Reenen's findings. In terms of the cyclicality of profit margins, while Machin and Van Reenen conclude that margins are pro-cyclical after controlling for various time-varying determinants of profit margins, the results here suggest that margins actually lead the cycle slightly. This difference may partly reflect the different periods of estimation; Machin and Van Reenen's sample only covers one cycle while the sample used in this work covers two cycles. In terms of the noncyclical determinants of profit margins the main difference is that Machin and Van Reenen find that firm market share only has a small effect upon profit margins, while the results here suggest that it has a more substantial effect.
Conclusion
This paper has looked at price cost mark-ups and firm profit margins in UK manufacturing and services. It has two main findings. The first is that imperfect competition exists in both manufacturing and services. Estimated average mark-ups are significantly greater than unity in all but a few manufacturing industries, while profit margins are positively associated with both firm market share and industrial concentration, and display a large degree of persistence. The second finding is that markups in manufacturing and services are pro-cyclical. The profit margins results support this, showing that the pro-cyclicality exhibited by profit margins only partly reflects movements in the standard determinants of margins, and once these are allowed for, margins still display a pro-cyclical pattern.
The finding that mark-ups and margins are pro-cyclical suggest that price pressures move in line with the cycle, increasing during the recovery period and decreasing during recessions. This could be because the pro-cyclicality of capacity constraints means that firms move between Cournot and Bertrand competition over the cycle. The finding also raises some doubts about macroeconomic models which suggest that counter-cyclical mark-ups are the transmission mechanism via which pro-cyclical changes in demand lead to pro-cyclical changes in employment.
