An improved implementation of generalized Adams methods for underwater wave propagation problems  by Lee, Ding et al.
Camp. & Moths. with Appls. Vol. 10, No. 3, pp. 257-263. 1984 oc97+943/84 $3.00 + .m 
Prmted ,n the U.S.A. Periqmm Press Ltd. 
AN IMPROVED IMPLEMENTATION OF GENERALIZED 
ADAMS METHODS FOR UNDERWATER WAVE 
PROPAGATION PROBLEMS? 
DING LEE 
Naval Underwater Systems Center, New London, CT 06320 U.S.A. 
KENNETH R. JACKSON 
Department of Computer Science, University of Toronto, Toronto, Ontario, Canada MSS lA7 
and 
STANLEY PRBISER 
Department of Mathematics, Polytechnic Institute of New York, Brooklyn, NY 11201, U.S.A. 
Communicated by Ervin Y. Rodin 
(Received September, 1983) 
Abstract-As previously demonstrated, the generalized Adams method (GAM) is effective for 
solving underwater acoustic wave-propagation problems. In this paper, we describe how to 
modify an earlier GAM implementation to substantially improve its efficiency. An approximation 
to the matrix exponential is required to implement a GAM. By using a rational approximation 
implicitily, the sparsity of the matrix can be exploited to produce a significantly more efficient 
implementation for a wide class of problems. A further improvement in efficiency can be gained 
by using a Restricted-Pade approximation to the matrix exponential, rather than the more 
traditional Pade approximation. To demonstrate the effectiveness of this approach, an 
underwater acoustic wave-propagation problem in a wedge-shaped region is solved by both the 
modified and unmodified GAM implementations. 
INTRODUCTION 
As previously demonstrated[l], the generalized Adams method (GAM) is effective for 
solving a class of underwater acoustic wave propagation problems which are in the 
differential equation form: 
u’ = A (r)u + g(r, u). (1) 
In practice, a number of differential equations arise frequently in the form of (1) such as 
the applications to control theory, chemical kinetics, nuclear kinetics, underwater acous- 
tics, . . . etc. These applications are either initial or initial-boundary value problems. These 
problems are often stiff, therefore, stiff methods are sought to solve these problems. A 
number of authors have made contributions to the stiff method, notably Lawson[2,3]. The 
GAM method, we previously applied to solve the underwater acoustic wave propagation 
problem, is a stiff method which possesses the following general expression: 
U n+l = eAhUn+ h i @,,(Ah)g,+i. 
i=O 
(2) 
A low order predictor-corrector formula of the GAM has been applied to solve the 
underwater acoustic wave propagation problem which has the expression: 
P: 24n+1 = eAhu” + h (Ah)-‘(eAh - Z)gn 
C: un+‘= eAhu” + ZZ(AZZ)-~((Z - (I - Ah)eAh)g, + (eAh - (I + Ah))g,+ i. 
(3) 
(4) 
The predictor is first order and the corrector is second order. 
tThis work was supported in part by ONR Grant N00014-83-WR-30315, by NUSC Independent Research 
Grant A65020. and by the Natural Sciences and Engineering Research Council of Canada. 
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Implementation of GAM requires an efficient computation of the matrix exponential 
eAh. Efficient algorithms exist to approximate the matrix exponential; one natural method 
is the stable rational approximation. Using a rational approximation to explicitly compute 
the matrix exponential requires excessive computer memory. This paper applies the same 
rational approximation to compute the matrix exponential, NOT explicitly, but implicitly. 
This procedure not only reduces memory requirements ignificantly but it also requires 
much less work to carry out the process. 
A class of underwater acoustic wave propagation problems can be modeled by the 
parabolic partial differential equation [l] 
u, = iik,(n2(r, z) - 1)~ + $ uzz = a(k,, r, z)u + b(k,,, r, Z)ZL;. 
0 
(5) 
where k. is a reference wave number, and n(r, z) is the index of refraction. The i in equation 
(5) means J- 1, therefore, equation (5) is a parabolic equation with complex coefficients. 
The u(r, z) represents the wave field. The associated initial and boundary conditions for 
equation (5) are: 
~(0, z) = uo(z), an initial field, (6a) 
u(r, 0) = u,(r), a surface boundary condition, and (6b) 
u(r, z~) = t+,(r), a bottom boundary condition. (6~) 
A method of line (MOL) discretization of equation (5) yields a system of first order 
range-dependent ordinary differential equations in the following matrix form: 
u’ = A (k,, r, z)u + g(k,, r, u) (7) 
where the matrix A is tridiagonal with diagonal elements {iikon2(r, z,) - 26/h*}. and 
upper and lower diagonal elements (b/h2). Here, h = dz and b = i/(2ko). Even though A 
is tridiagonal, using an explicit rational function to compute the matrix exponential eAh 
requires an inversion of A ; the inverse of A is dense in general. Since A is sparse, system 
(7) can be solved more economically by a system of equations which avoid the explicit 
calculation of the rational function approximation. It is the main purpose of this paper 
to introduce an improved implementation of generalized Adams methods so that system 
(7) can be solved efficiently. Since this paper is an extension of the previous article[l], we 
begin with a summary of previous implementation of GAM and point out the disadvan- 
tage of using an explicit calculation of rational function approximation. Then, a section 
is devoted to discuss the improved implementation of GAM by using an implicit 
calculation of the rational function approximation. An application of a model problem 
is included so that solutions of the unmodified and the modified implementations of GAM 
can be compared. 
PREVIOUS IMPLEMATION 
The previous implementation was based upon a scaling and squaring technique[3] 
using the 4th order Pade approximation R(B) to the matrix exponential eB, 
R(B) = (I - B/2 + B2/12)-‘(I + B/2 + B2/12) = eB+ O(B’) (8) 
where we use B = Ah. 
For B of large norm, we used the more accurate 4th-order approximation[l], 
R(B;m) = R(B/2m)2” = eE + O(B’) (9) 
which is based on the identify 
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R(B ; m) can be found by m squarings after the initial approximation R(B/2”) has been 
computed. In general, this implementation experiences a drawback that R(B) does not 
retain the sparsity of B even if B is sparse. In particular, this is the case for those problems 
that arise from the MOL discretization of PDE’s. This leads to excessive computer storage 
requirements. In the typical underwater acoustic wave propagation problem, the matrix 
B is a tridiagonal matrix of order usually exceeding 1000. Consequently, R(B) is a dense 
matrix requiring a memory storage usually exceeding l,OOO,OOO locations. Moreover if B 
is singular or near singular, the formula breaks down. Since the matrices that arise in stiff 
problems are frequently ill-conditioned, this is a serious problem in practice. These 
deficiencies motivate us to look for a more efficient implementation of formulas (3) and 
(4). 
IMPROVED IMPLEMENTATION 
The approximation of the matrix exponential by a rational function is a good approach 
because of the stability requirement. However, the calculation of the matrix exponential 
can be made more efficient if the rational function is not explicitly formed and the sparsity 
of the matrix is retained. We attempt to implement the generalized Adams methods by 
requiring only matrix-vector products of the form 
u = R(B)o, (11) 
R(B) is a rational function approximation to eB of the form 
R(B) = Q -‘(B)P(B) (12) 
where P(B) and Q(B) are both polynomials in B. The u in formula (11) can be computed 
by 
Q(B)u = P(B)n (13) 
We now introduce an economical and efficient way to solve (13). To do this, we require 
Q(B) to maintain the sparsity of B. In the application of underwater acoustic wave 
propagation problems, B is a tridiagonal matrix for 2-dimensional problems. An effective 
method was first introduced by Norsett, namely, the restricted-Pade (RP) approximation. 
A table of RP-approximations can be found in reference 141. Norsett shows that if Q(B) 
is a polynomial of degree k with real roots, then R(B) = Q-‘(B)P(B) is at most an order 
k + 1 approximation to eB. Moreover, in this case, he proves that the approximation with 
smallest principal error coefficients has repeated roots: 
Q(B) = (I - cB)~. (14) 
Now, for efficiency, we want 
Q(B) = fi (I - qB). (15) 
For the diagonal and two subdiagonal Pade approximations, the constants ci in (15) are 
complex and distinct, in general. As a result, we can solve (13) recursively by 
u, = P(B)u 
(I-ciB)u,=u,_,,i=1,2 ,..., k (16) 
24 = UI;. 
Therefore, to solve (13) only one matrix, (I - cB), need be factored, although k solves 
in (16) are required. Often, though, the k solves are no more expensive than multiplying 
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a vector by Q(B). In particular, this is the case if B is tridiagonal; this is, indeed, the 
application to our underwater acoustic wave propagation problems. 
Using the first order RP-approximations for the matrix exponential, 
eAh 2 S,“(Ah) = (I - Ah)-] (17) 
and substitute it into formula (3), we obtain after simplification 
P : (I - Ah)u” + l = 24” + hg,. (18) 
Using the second order RP-approximation for the matrix exponential 
eAhzS,‘(Ah)= Z-LA/I ( 2 )-‘(z+&ul) 
and substitute it into formula (4), we obtain after simplification 
c : (z-fAh)u”+~ =(z+~~~)un+~~(p.+g”+,) 
(19) 
Using the predictor-corrector formula (18) and (20) only a pair of tridiagonal systems 
of equations need to be solved at each step in the solution of the underwater acoustic wave 
propagation problem. Moreover, for our application, low order methods work quite 
satisfactorily; there is no need to use high order methods. 
The first and second order RP-approximations demonstrated here coincide with the 
(0, 1) and (1,l) Pade approximations. However, advantages of RP-approximations can be 
realized when high order approximations are applied. 
Applying the new implementations we save on storage because R(B) is not required 
explicitly. We also save on work because the computation of R(B) and the multiplication 
of a vector by R(B) are not required. Note that matrix factorization and solve is much 
less work for many problems. 
AN APPLICATION 
An application of a model problem is presented in this section which deals with a 
shallow-to-deep water sound propagation in a wedge-shaped region with a sloping angle of 
Y, as shown in Fig. 1. 
The actual scenario indicates that the wedge-shaped region is bounded above by a 
pressure release surface and bounded below by a rigid sloping bottom. The source is placed 
at 15.2 m below the surface with a frequency of 80 Hz. An isovelocity sound speed profile 
of 1524 m/s is considered throughout the whole region. The sound wave propagation is 
sought for a receiver located at 27.4 m below the surface. 
The governing equation for the wave propagation of this model problem is described by 
STARTING FIELD 
4 
R 
5” s 15.2m 
15.2m 
_ 
61 m 
Fig. 1. Shallow-to-deep water propagation. 
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a 2-dimensional reduced wave equation in cylindrical coordinates, 
alp 1 ap cvp 
g + ~5 + s + k,,‘n’p = 0. 
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(21) 
The associated initial and boundary conditions are: 
initial condition: p(r,, z) = pa(z) 
surface boundary condition: p(r, 0) = p,y(r) = 0, 
bottom boundary condition: $ zB = 0 
and the wall condition at the maximum range is p(r,,,, z) =p,(z). In general, for a 
nonconstant sound speed profile, the closed form solution to the wave equation (21) is 
difficult to obtain. Our present solution solves equation (21) by a parabolic equation. This 
parabolic equation is obtained through a decomposition of p(r, z) = u(r, z@(r) where the 
solution U(T) can be obtained by a closed form mathematical expression, the zeroth order 
Hankel function of the first kind, Hi’) (k,r). The U(T, z) is the solution of the parabolic wave 
equation, as described by equation (5). Details of the parabolic equation derivation can be 
found in Ref. [l]. 
A MOL discretization is applied to bring the parabolic wave equation (5) into a system 
of first order ordinary differential equations explicitly. This system and the associated initial 
and boundary condition have been described by equations (5) and (6a) through (6~). A 
special handling of the sloping rigid bottom boundary condition is carried out by a solution 
of a second order ordinary differential equation. The rigid bottom boundary condition calls 
for the solution of 
aP Zcose apsin19 -- 
an az f3r (22) 
where the wavefield p(r, z) satisfies the reduced wave equation (21). We made use of the 
decomposition p(r, z) = u(r, z)u(r) and derived the counterpart rigid bottom boundary 
condition for the parabolic wave equation 
cot e aHf’(k()r) 
uzz - b(k,, I, z) *, + ar + a&, rr z) 1 *= 0 (23) 
Hf'(k,r ) 
b(k,, r, z) 
where 8 is the 5” sloping angle, Hf’(k,r) is the 0th order Hankel function of the first kind, 
X-, is a reference wavenumber =2$/c,,, and c, is the reference sound speed chosen to be 
1524 m/s. Details of this bottom boundary treatment can be found in Ref. [l]. 
To process the solution at each range step requires a special handling of the solution 
because of the sloping bottom structure. Since we formulated the wave field to satisfy 
equation (23) at the bottom, we use a finite difference method to determine u(r, z) at the 
bottom, treating equation (23) as an initial value problem. This finite different scheme allows 
the boundary point U, + 1 to be expressed in terms of U, and U, _ ]. This manipulation enables 
the coefficients of U, and u,_ , to be incorporated into the A matrix of equation (7); thus, 
making the vector g(k,, r, z, u) totally independent of u(r, z), therefore: /[8g/& [I = 0 which 
implies that a large step size is allowed by the generalized Adams method. If g(k,, r, z, u) is 
independent of u(r, z), a predictor formula is sufficient since the corrector converges in one 
iteration. 
The system is solved by a marching process. Mathematically speaking, we solve 
u’ = A^(k,r, z)u. (24) 
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The associated conditions with system (24) are: u(r, 0) = 0 on the surface, and u(r, zB) 
satisfies equation (23). 
This marching process requires a variable dimension procedure because this is a 
downward sloping bottom. The dimension of the system is increased by one each time the 
procedure has advanced one range increment. At every solution, the matrix A is adjusted 
to accommodate the bottom boundary information by adding additional diagonal and 
off-diagonal elements. We select the range step size to depend upon the depth step size in 
order to ensure an identical uniform partition at every range. The Ar in this problem is 
selected to be Ar = AZ cot 8. 
The problem is started at approximately 348.3886 m from the source. The starting field 
was generated by the method of images[4]. The initial bottom depth is 61 m. Using a 
AZ = 0.15 m, the system of equations starts with an order of 400. From the initial range 
to the final range, it requires 5340 range steps, hence, the final system of equations to be 
solved is of order 5740. Our previous solution starts at a smaller range 34.83886 m with 
an initial bottom depth of 33.52806m. The same depth partition gives an initial system 
of equations of the order 22. The previous solution was terminated at 588.72m because 
of the severe demand for memory; the improved technique reaches the maximum range 
without any defficulty. 
We use the solution obtained from the method of images[5] as a reference solution. 
Numerical results compare favorably with the known reference solution, as shown in Fig. 
2. At each range step, the solution field is calculated by a ratio of two intensities in decibel 
(dB) unit. The propagation loss (PL) formula is: 
PL = - 20 log,, u * Hankel function - 20 log,, (3.280833) 
CONCLUSION 
The combination of the method of lines, the first order generalized Adams methods, 
and a first order rational function approximation (Pade or restricted Pade) to implement 
the GAM, and an economical solution of the tridiagonal system result in very efficient 
solutions to underwater acoustic wave propagation problems. Not only does this new 
improvement remove the severe demand for computer storage, it also avoids a large 
number of operations; therefore, the computation speed is improved tremendously. In 
addition to saving storage, this improvement also saves work for a large class of problems. 
Although low order methods were used in our example, the technique extends to higher 
order GAMs, and we are working on such implementation. This class of underwater 
acoustic wave propagation problems results in a tridiagonal matrix. This tridiagonal 
property is a particular advantage. In general applications, matrices may not all result in 
a diagonal form, but most of them result in sparse matrices. In the process of calculating 
the matrix exponential, it is economical if the sparsity of the matrix can be retained. The 
rational function approximation together with the idea of solving a sparsed system 
Frequency - 00.0 HZ 
Source Depth - 15.2 meters 
Bottom Slope - 5.0 degrees 
Receiver Depth - 27 4 meters 
L 8 1 1 I ” ‘1 ’ 1 
loo0 1 2 3 4 5 6 7 8 9 10 
RANGE [km) 
Fig. 2. Wedge solution comparison 
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certainly maintains the sparsity. Existing sparse matrix solvers, also fast Poisson solvers 
for 2 or 3-dimensional PDE’s, can be used to replace the tridiagonal solver which can make 
the solution equally efficient. In real applications, most large problems give rise to a 
sparsed matrix. It seems that in solving these problems, the combination of the method 
of lines, GAM methods, a rational function approximation and a sparse matrix solver 
produces a very efficient solution. 
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