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SUMMARY
Recent developments in algebraic coding theory, particularly in 
the area of decoding techniques, has made the block coding approach much 
more attractive for practical systems. Advances have been made in 
decoding algorithms, implementation and software approaches covering such 
areas as burst correction, random error correction and the correction of 
multiple bursts. In this paper a review is given on these recent develop­
ments from the point of view of applications. These developments shall be 
discussed with regard to decoding complexity, computational methods, hard­
ware and software considerations, throughput and cost effectiveness tradeoffs.
INTRODUCTION
The usefulness of coding for data transmission has been demon­
strated in many practical systems. In some instances it is used to increase 
reliability of the transmitted message. In other cases, it is used to 
improve the throughput of the transmission. The choice of particular codes
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2and particular decoding algorithms for a certain application is certainly 
not a simple problem. As the improvement is heavily dependent upon the 
proper combination of the components of the system, a suitable match 
between the channel and the coding scheme becomes vital in many instances. 
As in all engineering systems problems we attempt to achieve a high degree 
of effectiveness while trying to minimize the cost so that the performance 
per unit cost will be optimized. In the case of data transmission and 
application of coding theory, the performance criteria are generally 
considered to be a) throughput, namely, the rate of useful bits transferred 
per unit time, b) reliability, namely, the accuracy of messages that are 
transmitted and certain time constraints for the message to be transmitted 
without undue delay. On the cost side coding often implies additional 
equipment if hardware is used, computational time if the computer is used 
for decoding and some delay in the transmitted message. The tradeoffs 
among these factors have been studied by many people, however, due to the 
fact that there are many different channels which possess different 
statistical characteristics, and just as many possible coding schemes to 
be used, a unified simple-minded choice criterion is not attainable. To 
properly choose a scheme for a particular channel it is necessary to study 
a number of codes and to consider the performance and implementation 
characteristics of these codes before a choice could be made. In this paper 
we make an attempt to outline the latest developments in algebraic decoding 
and discuss some of the important considerations regarding selection of 
codes for proper channels.
3In our discussion we shall assume that the system is arrived in 
an orderly manner, namely, we first consider modeling the channel statistics 
with a digital model and then we consider the coding schemes which are 
applicable to correct and detect errors in these model channels and then 
we consider the decoding problem for these codes and the implementation of 
the codes chosen» Now in actual practice, the situation is by no means so 
clear» For instance, when we make an attempt to describe the channel 
statistics of a certain channel, we have already made some assumptions 
which cannot be easily justified. In fact, we shall show later that the 
relative accuracy of the various models is not a clear cut situation at 
all» Often we would have to go into some depth before a certain model is 
decided upon»
In this paper we shall only consider block codes, that is, codes 
which have partitioned the digits into blocks of n digits each» The parity 
check relationships of a block code are entirely restricted within the 
block. Other types of codes have proven to be useful, namely, recurrent 
codes (or convolutional codes) which allow the parity relationship to be 
aPPli-ed beyond the blocks of the code. In those cases the entire situation 
is different. It is generally true that the redundancy is higher in a 
recurrent code; on the other hand it is possible, in many cases, to obtain 
a simpler decoding algorithm for decoding the errors. It is also argued in 
many instances that the recurrent codes perhaps are more adaptive to changes 
in the channel statistics. The block codes have a simple structure. It 
is generally more useful whenever the channel is reasonably clean where a 
low redundancy code with a relatively simple decoding algorithm could be 
used to satisfy the transmission requirements in reliability and throughput.
4CHANNEL MODELING
The disturbances in a channel are analog in nature. However, 
they corrupt the signal transmitted to cause errors in reception. Errors 
as such can be considered digital: errors as, in most cases, the information 
is digital in nature. To construct error correcting codes, it is necessary 
to consider the relative frequency of occurrence of certain patterns of 
error. Coding theory is basically a theory of structuring the signal so 
that the set of error patterns which occur most frequently in the channel 
can be corrected. As a result, channel modeling is an important process 
as ats accuracy would greatly influence the effectiveness of the coding 
schemes developed. The most well known channel model is the binary 
symmetric channel in which the probability of having error in each bit of 
tn-1 transmission sequence is independent of the occurrence of other errors 
in the sequence. It is further assumed that the probability of error is 
independent of the information transmitted. Therefore, it is independent 
of whether a 1 or a 0 is transmitted at that particular point. The proba­
bility is Q that a bit is correctly received and the probability is P 
(which is equal to 1-Q), that a bit is received erroneously. Another common 
channel is the burst channel in which it is assumed that the disturbances 
will occur within a certain span of digit positions which is called the 
burst length. It is assumed that within this span the probability of 
error is very high and any possible error pattern is allowed. However, it 
is assumed that outside of this span of digit positions the probability 
of error is zero. Of course, this is only approximately true because we 
really cannot say that the probability of error outside the burst is zero, 
but it could be very small comparing with the probability of having error
5within the burst. This is an assumption which is based upon the fact that 
whenever an error occurred the channel is in a state where it is very 
susceptible to other errors within a short span of time. However, when it 
is in a state where there is no error, then it can persist until another 
burst occurs. Gilbert had considered such a channel in which he considered 
the channel to be in either a good state or a bad state and if it is in a 
good state then there is a certain probability that error could occur in 
which case it will automatically go into the bad state. Then when it is in 
a bad state the probability of having error is much higher. Then, of 
course, with a certain probability the channel may go back to the good 
state. The burst channels are fairly simple and many codes are known to 
correct burst errors. This will be discussed in more detail later.
In an attempt to have a more accurate model, one has to consider 
something more sophisticated. It is obviously true that one could model 
the channel with either a binary symmetrical channel behavior or a burst 
Behavior. But, it is learned from experiments that in either case the 
modeling is not accurate enough for most practical purposes. Therefore, 
one is encouraged to look into models which have more structure and hope­
fully Will provide a better description of the statistical behavior of the 
noise process in the channel. By noise process I certainly include all 
the distortions that are present in the channel. I don't mean that all 
the disturbances are actually addative as we have assumed in most models. 
However, I do believe that the addative noise assumption is not a bad one 
because from the coding point of view the difference between the trans­
mitted sequence and the received sequence is assumed to be the error. Now
6whether actually the error is an addative one or not, it doesn't really 
matter as it will be corrected anyway. We could therefore describe the 
errors from purely the digital point of view and in fact, without loss of 
generality we could assume that the noise is addative in so far as its 
effects on the digital transmission is concerned. One model which is a 
step in the right direction is called a compound channel. A compound 
channel consists of two states and in one of the states the channel would 
behave like a binary symmetric channel and in another state it would
behave like a burst channel. This concept is a fairly good description
of the channel behavior as one would expect. There are multiple sources 
of error in the channel and some of them behave like a burst and some of
them behave like errors in a binary symmetric channel. The compound
channel makes an attempt to take into account both of them.
Another way of giving more of a structure to the model is to con­
sider bursts within a burst. That is to say, if the state of the channel 
is susceptible to error, then during that time the errors will occur in short 
bursts and there will be relatively quiet periods in between but there will 
be several bursts, most of them relatively short. When the channel is in 
a good state the probability of having a burst is zero. It sounds fairly 
reasonable to have such a model but we have not seen many developments in 
codes which would provide a very good match to this particular model so 
we still are waiting for the development of coding theory in this particular 
direction. One variation of this is known as the low density burst channel. 
The reason for its name is self-evident. Another way of describing the 
model which is also fairly easy to handle is called the multiple burst 
channel. This model assumes that the errors occur in multiple bursts where
7each burst has a certain maximum duration. The most practical class of 
codes which were developed for the multiple burst channel is the so-called 
Reed-Solomon code, in which case it is assumed that the errors occur in 
characters and the bit strings are partitioned in characters with each 
character having a fixed number of bits. This, as it turned out, is a 
very nice model in that it is actually a generalization of the binary 
symmetric channel into a q-ary symmetric channel in which the symbols are 
characters and they are symmetrical in terms of error characteristics. The 
conventional theory of cyclic codes covers this case and it has proven to 
be one of the more practical models for many channels. More details will 
be given in the section that follows on multiple bursts.
These models that have been discussed are basically developed 
according to the kind of codes which can be constructed. To consider a 
model which is more directly related to the channel characteristics we could 
cite, for instance, the work of Brayer who studied HF channels and of 
Elliot who studied telephone channels. Elliot had considered a renewal 
process in which the a priori probability of an error is fixed. As soon as 
an error occurs the probability of the next error is a function of the gap 
between the first error and the second error which we shall call the gap 
length. The channel model is described by giving the distributions of the 
gap length. The gap length distributions provide a complete picture of the 
statistical behavior of the errors in the channel. It is also possible to 
derive, as Elliot has done, from the statistics the so-called P(m,n) 
functions. P(m,n) denotes the probability of having exactly m errors in a 
block of n bits. They are useful to evaluate codes which correct random
errors.
8I wish to be very clear about the fact that we are considering 
mathematical models for channels. Let us not confuse channel models with 
the channel. The channel is physical. It is influenced by the process of 
modulation. Because when we use different methods of modulation, such as 
phase modulation or pulse modulation and so on, the channel does behave 
differently. However, the modeling process in the digital sense is only 
a way of interpreting the channel behavior. It is by no means to be 
considered anything physical. It is nothing more than a mathematical 
model which provides us with a set of parameters which we could work with 
in terms of coding theory.
As an illustration of this very point, I would like to show the 
following typical error sequence
000000101100110001000000=
The above sequence is a typical output of the error statistics if one 
compares the information transmitted with what is received and the 
discrepancies are considered to be errors. Now, the zeros represent the 
presence of no error and the ones represent the presence of an error. To 
illustrate the fact that every structure we have talked about was a model 
we would consider various interpretations of this sequence, for instance, 
we may consider the channel to be a binary symmetric channel. It is evident 
that we are having six errors and this is simply an occurrence of six 
independent errors with no relationship among each other. We could also 
consider this as a burst of length 12. Whether it is a burst of length 12 
or not, indeed we will never know because that is interpretation rather
9than the fact. On the other hand, we could easily partition the sequence 
info characters of six bits each and we could say, for instance, we are 
having two error characters and the characters being 101100 and 110001. If 
we were in a multiple burst mode and we have bursts of maximum length six 
and they are in phase in the sense that the characters are synchronized in 
terms of its relative phase; then we have indeed two character errors. But 
then again we could interpret this as say a burst of length 4 and another 
burst of length 2 and a random error. This would fit into the compound 
channel model very well. There is a certain probability attached to any one 
of these interpretations. Now whether one interpretation works out better 
than another one, that would depend, of course, on the rest of the error 
sequence. The point is quite clear. Whichever model we choose, it must be 
the model which would be capable of interpreting the error sequence as a 
statistical event and which would produce certain statistical parameters of 
the channel which may in fact be used for design of codes and for the 
correction of these errors. Now the final choice of the model is dependent 
upon many things. We, in fact, should not decide which model is being used 
until we have evaluated the complete situation. If a given model is chosen, 
what codes are available? What implementation is available and how economi­
cal is it? The decision is deferred until the complete solution is given 
and certain cost effectiveness calculations are made and if indeed it turns 
out to be. the best of all models, then we will decide that is the one. Now 
let me repeat that it doesn't really matter whether that is the actual 
situation of not, in fact, there may not be such a thing as an actual 
situation. We are simply trying to describe a statistical event and we are
/10
trying to find a way of describing the statistical event and we could design 
codes to combat the errors within the statistical environment and if we 
achieve our goal with minimum cost comparing with other schemes and modeling 
then that is the one to be used. Modeling is an arbitrary process. What­
ever justifies it could only be the success of the solution in an 
economical environment.
BURST ERROR CORRECTION
Burst error correcting codes have been used extensively in 
practical systems because of its simplicity in instrumentation and its 
general improvement in reliability of transmission. It is therefore used 
in many systems where cost is an important factor for consideration.
Burst error detecting codes have been used very extensively as the cost 
involved in implementation is very, very economical indeed. It is well 
known that to detect a burst error of maximum length b, it is only necessary 
to use a cyclic code generated by a polynomial of degree b such that it is 
not divisible by the factor x. Error correction, however, is slightly more 
complicated. The well known Fire codes are, of course, quite good in its 
performance. Some standard decoding procedures have been developed by 
Meggitt and Peterson among others. They make use of shift register of r 
digits, a buffer of n digits and some very simple decision circuitry. 
Recently, there has been several new developments in this direction. A 
great deal of work has been done in searching for other types of codes 
which might be more efficient for shorter lengths. It is well known that 
Fire codes are optimum for the natural length which is quite long in most
11
cases and as the code is shortened the efficiency of the code decreases. 
Work has been done in searching for codes which have a higher efficiency 
than Fire codes for shorter block lengths. In another direction the 
problem of correcting two erasures has been investigated. It is shown 
chat a burst error correcting code which corrects a maximum burst length 
of b is capable of correcting two erasure bursts of length b. In many 
communication channels it is possible to apply a three level division 
scheme to obtain an erasure channel, then this scheme would be very 
attractive as it is able to correct two bursts rather than one and cover 
more cases of error. The decoding of such a system is reasonably simple.
It entails the computational complexity of applying the Euclidean algorithm 
and some simple calculations in polynomial algebra. In another direction 
ic has been pointed out that Fire codes can be generalized to another 
class of codes which can be decoded with much higher speed. For instance, 
in applications where a computer is in the system, it may be desirable to 
decode the. burst error as quickly as possible to improve the economy of 
the decoding operation. Suppose n is the code length. Fire decoders which 
have been proposed in conventional manner require n cycles to complete the 
calculation of the syndrome and another n cycle to compute the location and 
magnitude of the burst error. The calculation of the parity check can be. 
done while the signal is being received. Therefore, the n cycles which are 
used for parity check calculation are not to be considered as idle time.
On the other hand, the decoding part of the n bits is definitely idle time 
because otherwise the receiver could have used the corrected version without 
delay. It has been discovered that it is possible to improve the decoding
12
cycle of the generalized Fire codes greatly by a new way of calculating the 
errors from the syndromes. It has been proposed that we replace the 
irreducible polynomial of the Fire code generator polynomial by several 
factors which are of a smaller degree. Each of the factors, therefore, can 
be used for calculation independently. The philosophy is essentially the 
following. The factor x +1 is still used to determine the error pattern, 
however, the determination of the error location is speeded up with parallel 
computation using all the factors at the same time. As a result we obtain 
a much higher speed. The principle is relatively simple. Once the error 
pattern is derived from the factor x +1 it only is necessary to determine 
the location of such a burst error. The location of the burst error 
certainly can be computed from the remainders of the factor x°+l and the 
other factor of the Fire code generator polynomial. On the other hand, if 
one had more factors, it is possible to apply the. Chinese Remainder Theorem 
to calculate the actual location based on the residues of all factors. This 
speeds up the. calculation greatly because the period of each of the poly­
nomials is a small number and a couple of arithmetic operations is suffi­
cient for calculating the over-all position number. In Figure 1, we show a 
sample circuit of a very simple example. In this case a degree seven poly­
nomial of the Fire code has been replaced by two polynomials, one of degree 
three and one of degree four. As a result the speed of the decoder is 
improved greatly. On the other hand, we have only lost a very small 
fraction of the bursts which originally are correctable and now it becomes
only detectable. As a further illustration, the code generated by g(x) =
37 19 5 2(x + 1)(x + x ;+ x + 1) with a normal Fire code decoder would take 
1937x(2 - 1) = 19360731 cycles. The code will correct all bursts of length < 19.
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The code generated by
g(x) = (x37 + l)(x10 + x3 + l)(x9 + x4 + 1)
using the high-speed decoder will decode in 1060 cycles and three multipli­
cations. It corrects all bursts of length < 9. For bursts of length between 
9 and 19, more than 99=6 percent are corrected; the rest are detected»
In another direction the use of statistic approach in decoding burst 
errors has been proposed by Frey» Essentially it is based on the fact that 
whenever a burst error is observed in the syndrome of shift register and all 
other positions are free of errors, then it is possible to use. that as a 
correction criteria. There is, however, no guarantee whether this is the 
one with the highest probability in the same coset nor is it possible to 
know whenever it is easy to calculate what fraction of the bursts are 
correctable even though some rough estimates can be made.
RANDOM ERROR CORRECTION
Recently significant progress has been made in the. decoding of 
cyclic codes for correction of random errors. Since the most powerful 
class of codes known for correction of random errors is the so-called BCH 
(Bose-Chaudhuri-Hocquenghem) codes, the work in this area is also known as 
BCH decoding. The classical methods in BCH decoding were based on matrix 
theory. A discussion of this is given in Peterson. Essentially the work 
is divided into four steps. The first step is to compute the number of 
errors occurred. This number can be computed if the number of errors
14
occurred is at most t where t is the designed error correction capability 
of the code. By testing the rank of a certain matrix, it is possible to 
determine the number of errors occurred during transmission. The second 
step is to solve for the coefficients of what is known as ct(x ) the error 
location polynomial. The roots of a(x) are the error locations. To find 
the locations it is necessary to compute the roots from the polynomial given 
its coefficients. From the matrix one is able to compute the coefficients 
of the polynomial a(x) where a root searching technique is generally 
needed to compute the roots of a(x). After the roots of x are found, another 
matrix equation is set up and solved to determine the error magnitude of the 
channel if the code is nonbinary. For the binary code, the last step is not 
necessary. Significant improvements have been made in the algorithms that 
are used for solving a(x) in decoding. The new algorithm due to Berlekamp 
is basically an interative one. It utilizes the idea of the key equation 
( 1 + S ) c t = cu where S is the generative function for the syndrome, a(x) is 
the error location polynomial and (JO is a polynomial which is useful in 
computing error magnitudes for nonbinary cases. The Berlekamp algorithm 
solves iteratively the equation (1 + S) <J = uo mod x11 (0 < n < 2t + 1) where 
t is the designed error correction capability. The solution of the key 
equation offers both cr(x) and U)(x). a(x) is therefore used to compute the 
roots with a search technique originally developed by Chien. The 0)(x) can 
then be used to find magnitudes from a relatively simple explicit formula.
The Berlekamp algorithm for solving the key equation can be either pro­
grammed easily or implemented in hardware with three registers and the 
solution of this equation is also identified by Massey as finding the shift
15
register connections which would generate the prescribed sequence S. In 
Figure 2 the circuit illustrates the feedback shift register version of 
the Berlekamp algorithm. In binary cases, it is possible also to speed up 
the process of error correction through an organization which is shown in 
Figure 3. In this case the ct's are used for the testing whether 1 is a 
root iteratively in such a way as to use the same circuit to search for the 
roots at different locations. The received vector is stored in the buffer 
and the bits are read out one at a time. The circuits containing O' *s are 
synchronized so that every time a bit is read out from the buffer the 
registers are restored with a multiplication constant as indicated through 
the closed loop. The transformation which is executed by the multiplication 
of each box by an appropriate constant gives the new values of o !s to be 
used in the registers such that the. testing of sigma equal to zero were 
again an indication of whether the particular bit which is coming out at 
this time is in error or not. With this circuit it is obvious that the 
number of cycles that is required for error correction is exactly the same 
as the number of cycles that it takes to read out the bits which, of course, 
minimized the delay in decoding circuitry. In a nonbinary case the situ­
ation would be more complicated and it would probably need a more complicated 
testing circuit as well as parallel reading by the. character.
CORRECTION OF MULTIPLE BURSTS
As is mentioned before, even though the, multiple bursts channel 
is a very good channel to model the statistics of the. channel, not too 
many burst error correcting codes are known which are capable of correcting
16
multiple bursts» The codes suggested by Stone are very efficient, however, 
they are difficult to implement. The code suggested by Reed-Solomon turns 
out to be the most practical for multiple burst correction. The Reed- 
Solomon codes are based on characters. A character is c bits in number 
and the Reed-Solomon codes are of length (2C-1) c. It consists of 2C-1 
characters and therefore c times 2C-1 bits. The codes are capable of 
correcting t character errors with 2t characters in redundancy. Reed- 
Solomon codes are very -useful in terms of applying to the practical situa­
tion. Correction of multiple bursts is often preferred than correction of 
either single burst which would necessarily be very long in practical 
cases or correction of random bit errors which would be necessarily high 
in number in most instances. The correction of multiple bursts with Reed- 
Solomon codes appear to be a very nice compromise which will take care of 
some of the dependent-error characteristics of the channel and yet they are 
also flexible enough to take care of independent occurrences of burst 
errors as well as random errors. The decoding of a Reed-Solomon code is 
much like the decoding of a BCH code except i the ground field which 
the transmission symbol is in is the same as the. field in which the error 
location numbers are in. As a result, Reed-Solomon codes are quite simple 
to implement as compared with BCH codes simply because of the fact that 
even though in the case of binary BCH codes, the bits are transmitted in 
binary, the calculations in BCH decoding are carried out in a higher field. 
For instance, if one considers a problem of error correction for strings 
of 300 bits in length weccould, for instance, use a Reed-Solomon code 
which will do double error character correction. In that case the length
17
will be 6 times 63 which is 378 bits long and the number of redundancy
characters is 4 which is 24 bits. On the other hand, if one is interested
in using a BCH code, one would necessarily almost surely go to the code
which is 511 bits long. In that case the field in which there are location
numbers then would be the finite field of 512 elements, i.e., GF(2^). It
is clear that even though the character symbols in Reed-Solomon codes are
in GF(2 ), the computation is also done in GF(2 ) whose structure is con-
qsiderably simpler than that of GF(2 ). So even though it seems that the 
binary codes are preferable, it is not clear at all that implementation- 
wise the calculation would be simpler for the BCH code as compared with 
the Reed-Solomon code. In fact it is quite clear that for codes of 
similar length it is almost always the case where a Reed-Solomon code 
would take a smaller field in terms of the calculation and therefore has 
advantage in implementation. Even though the calculation of magnitudes 
will take some doing it is much simpler in general than the calculation 
of the error locations or the error polynomials. Therefore, under circum­
stances where the error statistics indicate a multiple burst nature, it 
would most likely be economical to consider the Reed-Solomon code rather 
than the BCH code itself.
COMPARISON AND DISCUSSION
When a code is applied either for error detection or error 
correction several factors effect the efficiency of the code in terms of 
what percentage of the bits are useful data bits, what percentage of the 
bits are Redundant bits or retransmitted bits. So, in terms of error
18
correction, the only redundancy that is required is the redundancy that is 
built into the coded message. In terms of error detection-retransmission 
one should also include the bits which were transmitted in retransmitting 
blocks because those bits do not carry new information. It is simply a 
restatement of the retransmission of the block which had been rejected. 
Therefore, the efficiency of a code would depend on both the redundancy in 
the code as well as the probability of retransmission. If one considers 
retransmission with error detection it is then possible to calculate what 
is the optimum block length as the function of the probability of error in 
the channel. When the error probability is low one could transmit rela­
tively long blocks and therefore get a pretty good efficiency in terms of 
the encoding process. However, when the error probability in the channel 
is increased, then to decrease, the number of blocks retransmitted, one will 
have to decrease the size of the block so that the probability of a par­
ticular block being rejected is lowered and the number of retransmissions 
18 cut down‘> Again, there is optimum block length depending on the new 
probability of error. When the probability of error goes up still further 
it may be that the block length is so short that it would make the code 
very inefficient even in terms of error detection. In that case, one should 
consider the possibility of forward error correction because forward error 
correction would be able to lower the rejection rate. For instance, if the 
probability of having an error is 10 then if one transmitted with 10  ^bits 
per block the probability of having error in the block is approximately 60%. 
Now if one transmits blocks of 10^ bits then the probability of error is 
much smaller indeed. So if the probability of error is increased to lo” ,^
19
then one should accordingly shorten the block. But on the other hand, if 
one is able to correct a single error in the 10 bits then without those 
60% which had contained an error, a majority of them would be corrected and 
therefore not rejected. It is the experience of many people that in many 
systems by far the largest portion of errors are single errors. In some 
systems it goes as far as 80% or 85% or maybe even 90%, So it is possible 
to construct a simple code which would correct a small fraction of errors 
and leave the other larger, more complicated error patterns uncorrected 
but detected.
The introduction of forward error correction would improve the 
throughput greatly because the reject ratio would be lowered significantly. 
On the other hand, since the code still protects against many other errors 
even though not corrected, the probability of having a block contain errors 
to be delivered to the destination is also minimized so it might be 
economical to consider systems which would correct a small number of errors 
and yet detect error patterns which are more complicated but with small 
probability of occurrence. The forward error correction technique that 
does not make use of retransmission is useful only if one is not given an 
opportunity of a return channel and therefore there is very little one can 
do to retransmit. A decisxon will have to be made in any case.
While the forward error correction technique would help improve the proba­
bility of the information transferred it might still deliver blocks con­
taining errors because the system which would correct a very large number 
of errors is rather expensive and especially when these errors do not occur 
very often. One interesting technique that might be considered is the use
20
of a computer in error correction of this kind. In that case the programs 
which are used for error correction are stored in bulk memory which is not 
called upon until an error of some magnitude is present. Because of the 
tact that most of the errors are relatively simple or maybe even single bit 
err ors 3 one could use a relatively fast program which is simple but very 
effective to do the correction. On the other hand for those few cases 
which are difficult to correct yet sometime one could evoke the more power­
ful error correction techniques. Such an approach has been used to some 
advantage in a mass storage system which has recently been constructed. In 
general the speed of error correction is a function of what kind of error 
is corrected. Single errors can be corrected fairly easily and fast. 
Multiple error correction will take more time with burst error correction 
sort of in between. The situation is again one of a performance vs. a 
cost. If one uses a simple correction technique one gains some improvement 
and the cost is reasonable. Burst correction is a good example of this 
compromise. If one is interested in better performance, multiple error 
correction is needed. One would have to spend either more time in compu­
tation, or more circuitry in hardware. Use BCH codes or Reed-Solomon codes 
or other alternative schemes. When and where one does cut off will be 
determined depending on the particular system one is considering at hand.
It is generally possible to trade speed with hardware. The high speed 
bur&t correction technique is a good example of this. If one uses more 
hardware, this computational speed can be improved. On the other hand in 
many multiple error correction techniques the tradeoff is not sufficiently 
attractive to consider a complete hardware system of parallel correction
21
because the number of possible error patterns is just too many. Decoding 
techniques which are partially sequential and partially computational 
looks most attractive.
In conclusion I would like to say that in recent years the error 
correction and detection techniques in data transmission and storage have 
developed sufficiently to produce many alternatives. Even though one does 
not have a system which would correct all the errors at low cost, one is 
paying a reasonable amount of dollars for a pretty good performance. The 
techniques are available and one is given alternatives even though in a 
particular system the decision still depends on the detail factors of the 
system. Sufficient understanding is gained to give at least a general 
guideline of what might be considered.
The most economical system seems to be error-detection with 
retransmission. When the probability of error is high, forward error 
correction can be used to improve throughput. Burst error correction 
seems to be the most economical in FEC. For noisy channels a more 
sophisticated code may be required. It is found that Reed-Solomon codes 
might be more effective than binary BCH codes in both reliability improve­
ment and implementation complexity. Furthermore, wherever computers are 
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g(x)= (x11 + l) (x 3+ x + l)(x 4+ x + l)
Fig. 1 - A high speed circuit for burst error correction.
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Fig. 2 - A feed-back shift register interpretation of the key equation.
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Fig. 3 - A high speed decoder for binary BCH codes.
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