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A formalism based on Pontryagin’s maximum principle is applied to determine the time-optimal
protocol that drives a general initial state to a target state by a Hamiltonian with limited control,
i.e., there is a single control field with bounded amplitude. The coupling between the bath and
the qubit is modeled by a Lindblad master equation. Dissipation typically drives the system to
the maximally mixed state, consequently there generally exists an optimal evolution time beyond
which the decoherence prevents the system from getting closer to the target state. For some specific
dissipation channel, however, the optimal control can keep the system from the maximum entropy
state for infinitely long. The conditions under which this specific situation arises are discussed in
detail. The numerical procedure to construct the time-optimal protocol is described. In particular,
the formalism adopted here can efficiently evaluate the time-dependent singular control which turns
out to be crucial in controlling either an isolated or a dissipative qubit.
PACS numbers:
I. INTRODUCTION
Modern quantum technology directly utilizes and manipulates the wave function (including the measurements) to
achieve the performance beyond the scope of classical physics. Main applications include quantum computation [1–8],
quantum sensing [9–14], and quantum communication [15–21]. Reliable and fast quantum state preparation is of
crucial importance in most, if not all, of these applications. Whether it is to prepare an initial state for cold-atom
quantum simulators [22], trapped ion quantum computing [23, 24] or Nitrogen-vacancy-center quantum sensors [25, 26],
they all need some form of coherent control. A universal approach is to use adiabatic state preparation [27–31] by
slowly varying external control fields. Its simplicity makes it attractive, but to guarantee adiabaticity one often needs
a long evolution time, making it susceptible to decoherence.
Two strategies exist to speed up this process: (i) shortcuts-to-adiabaticity [32–36] and (ii) optimal control the-
ory [37]. The first strategy is based on a recently-proven statement [38, 39] that any fast-forward drive can be
obtained as a unitary transformation of a counter-diabatic drive. In this approach, the problem of finding a faster
protocol can be decomposed into two separate problems: finding a counter-diabatic protocol; and finding a unitary
transformation that converts the counter-diabatic Hamiltonian into the original Hamiltonian, with modified time-
dependent couplings. The second strategy adopts methods from optimal control theory to find fast driving protocols.
In most cases the problem is intractable and one has to resort to numerical methods [40–42]. However, for problems
with only a few degrees of freedom, Pontryagin’s maximum principle (PMP) [43–47] can be used to construct the
optimal driving protocols.
Here we restrict our attention to a two-level “qubit” system with Landau-Zener (LZ) type Hamiltonian and inves-
tigate the effect of system-bath coupling to the optimal control solutions. For the closed system, optimal controls
were derived in [42, 48] and at the quantum speed limit they were shown to be of bang-singular-bang type [42, 49].
However, real systems are always open and we thus address the following questions: how robust are these controls to
decoherence? and how does the control landscape change by nature of the system-bath coupling? In this paper we
gain insight into these questions by considering a state preparation problem, where the control protocol is designed to
steer an initial state to a target state in the shortest time. As a generic dissipation eventually drives the system to its
maximum entropy state, for some specific dissipation channel the optimal control finds a path to partially preserve
the coherence even when the evolution time goes to infinity. The conditions under which this specific situation arises
are discussed in detail.
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2The rest of the paper is organized as follows. In Section II we specify the problem and summarize relevant conclusions
from classical control theory. The dynamics for the density matrix are introduced to take the dissipations into account.
In Section III we consider the optimal control for state preparation problems where the initial and the target state are
different. For a special dissipation channel, non-intuitive results are found; the unique aspect of this dissipation will
be pointed out and discussed. A brief conclusion is given in Section VI. In Appendices we show a result of numerical
optimization and provide an interesting example (same initial and target states) to support statements made in the
main text.
II. QUBIT CONTROL AS A LANDAU-ZENER PROBLEM
Throughout this paper, we describe the qubit control in the context of the Landau-Zener problem. In this section
the connection between the qubit control and classical control theory will be provided. We first define the problem by
specifying initial and target qubit states, and the Hamiltonians that can steer the former to the latter. We then cast
the qubit-control problem as a time-optimal control problem and summarize the relevant results from PMP. Finally we
express the dynamics of the wave function and density matrix dynamics in terms of three real dynamical variables so
that the established conclusions from classical control theory can straightforwardly apply. As both quantum mechanics
and PMP use the term “Hamiltonian”, to avoid any potential confusions we shall use “Hamiltonian” (symbol H) in
the quantum-mechanical sense; and use “c-Hamiltonian” (symbol H) to represent the control-Hamiltonian.
A. Problem statement
We consider the following single-qubit control problem [42, 48]:
H(t;u) = σx + u(t)[ξσx + σz]
≡ H0 + u(t)Hd, with |u(t)| ≤ 1.
(1)
In Eq. (1), ξ in [ξσx + σz] is a model parameter whose value will be determined later; the control u(t) is bounded;
and σ’s are Pauli matrices defined as
σx =
[
0 1
1 0
]
, σy =
[
0 −i
i 0
]
, σz =
[
1 0
0 −1
]
.
The initial and target states are chosen respectively as the ground states of σx + 2σz and σx − 2σz, i.e.,
|ψi〉 = 1√
10 + 4
√
5
[
1
−2−√5
]
;
|ψf 〉 = 1√
10− 4√5
[
1
2−√5
]
.
(2)
We use the same initial and final states chosen in Ref. [48]; the motivation is that these two states should be sufficiently
far away from each other to allow for the potentially non-trivial control protocol. Using the Bloch sphere representation
where any general state can be represented by three angles (one of them is the overall phase)
|ψ(θ, φ, φ0)〉 = eiφ0
(
cos(θ/2)
eiφ sin(θ/2)
)
,
we have θi ≈ 0.85pi and θf ≈ 0.15pi [see Fig. 1(b) and (d)]. The ξ introduced in Eq. (1) determines the “singular arc”
which will be formally introduced in Section II C [see the description following Eq. (28) for an explicit example].
For the typical time-optimal control problem, one finds the optimal u∗(t) that steers |ψi〉 to |ψf 〉 (up to an arbitrary
phase) in the shortest time. For later discussions, Hamiltonians of |u| = 1 are defined as
HX = H0 −Hd,
HY = H0 +Hd,
(3)
i.e., HX corresponds to u = −1 whereas HY to u = +1. The dissipation effects will be formulated in Section II E.
3B. Pontryagin’s Maximum Principle and the optimality conditions
The necessary conditions for an optimal solution derived from PMP are discussed in this subsection. To study
the quantum system, we consider the control-affine control system, where the dynamics of its “state variables” x are
described by
x˙ = f(x) + u(t)g(x), x ∈ Rn, u ∈ R. (4)
x will be referred to as “dynamical variables” which can be components of the wave function or the density matrix;
f and g are smooth vector fields which are functions of x. f is usually referred to as the “drift” field as its effect is
always present; g as the “driving” field whose strength is controlled by u(t). The admissible range of u is assumed to
be bounded by |u| ≤ 1. Given Eq. (4), an optimal control u∗(t) minimizes the cost function
J = λ0
∫ tf
0
dt+ C(x(tf ))
= λ0tf + C(x(tf )),
(5)
where tf is the total evolution time, λ0 is a constant, and C(x(tf )) is a terminal cost function depending only on the
values of the dynamical variables at tf . The explicit form of C(x(tf )) is constructed based on the specific task we
would like to accomplish. We only consider the time-invariant problem where f , g, and C do not depend explicitly on
time t. The sign of λ0 deserves some attentions and becomes important when regarding the evolution time tf as an
optimization variable in Eq. (5). If C(x(tf )) decreases as tf increases, λ0 has to be positive to allow for a non-trivial
optimal tf (otherwise the optimal tf is infinity). λ0 > 0 corresponds to the conventional time-optimal control problem
where one is seeking for the minimum time to accomplish a certain task. If C(x(tf )) increases as tf increases, λ0 has
to be negative to allow for a non-trivial optimal tf (otherwise the optimal tf is zero). λ0 < 0 corresponds to finding a
maximum time to achieve a task. The latter case is seldom discussed in classical control theory, but arises naturally
in the damped qubit studied here.
PMP [45] defines a control-Hamiltonian (c-Hamiltonian):
H¯c(t) = λ0 + 〈λ(t), f(x)〉+ u(t)〈λ(t),g(x)〉
≡ λ0 + 〈λ(t), f(x)〉+ u(t)Φ(t)
≡ λ0 +Hc(t).
(6)
λ is referred to as a set of “costate” variables (or the conjugate momentum), which has the same dimension of x. 〈·, ·〉
is the inner product introduced for two real-valued vectors. A switching function Φ(t) is defined as
Φ(t) = 〈λ(t),g(x)〉, (7)
which plays the most important role in determining the structure of optimal control. Given an optimal solution
(x∗,λ∗;u∗) to the time-optimal control problem, it has to satisfy the following necessary conditions:
x˙∗(t) = + (∇λHc) , x∗(0) is given. (8a)
λ˙
∗
(t) = − (∇xHc)T , λ∗(tf ) = ∇xC|x∗(tf ) (8b)
H¯c = λ0 +Hc = const. (8c)
u∗(t) =

+1 if Φ(t) < 0
−1 if Φ(t) > 0
undetermined if Φ(t) = 0
. (8d)
Eq. (8a) is equivalent to the dynamics defined in Eq. (4). Eq. (8b) defines the dynamics of costate variables, whose
boundary condition is fixed at the final time tf . Eq. (8c) holds for the time-invariant problem. If the final time tf
is not fixed (i.e., tf is allowed to vary to minimize C), then H¯c = 0. Depending the sign of λ0 we distinguishes two
scenarios for Hc (instead of H¯c):
Hc =
{
−|λ0| ≡ −1 minimum-time solution,
+|λ0| ≡ +1 maximum-time solution.
(9)
4As a function of tf , the terminal cost function is minimized when Hc = 0. Eq. (8d) implies that the optimal control
takes the extreme values (±1 in this case) when the switching function is nonzero, and is referred to as a bang (B)
control. If Φ(t) = 0 over a finite interval of time, the optimal u∗ is undetermined from Eq. (8d) and may not take its
extreme values; this is referred to as a singular (S) control. The procedure to determine the singular u(t) for systems
having two and three real dynamical variables will be described in Section II C [Eqs. (11) and (13)].
It is worth noting that the switching function [Eq. (7)] corresponds to the gradient of the terminal cost function and
can be used in any gradient-based optimization algorithms [38, 50]. When the exact optimal control is not known,
the optimality conditions listed in Eqs.(8) provide an formalism to quantify the quality of any numerically obtained
protocol. In the Appendix A we give an example to show that the gradient-based method can capture the singular
control despite the optimal control has a vanishing Φ(t) = 0 over a finite interval of time.
C. Evaluation of singular control
The density matrix for a qubit involves three real-valued dynamical variables, and the general formalism to determine
the singular control for two and three dynamical variables is now provided. A singular arc corresponds to a state
trajectory where the switching function vanishes over a finite interval of time, i.e., Φ(t) = Φ˙(t) = Φ¨(t) = ... =
Φ(n)(t) = 0 along the singular arc. The switching function and its first and second time derivatives are given by
Φ(t) = 〈λ,g〉,
Φ˙(t) = 〈λ, [f ,g]〉,
Φ¨(t) = 〈λ, [f , [f ,g]]〉+ u〈λ, [g, [f ,g]]〉.
(10)
Here the commutator between two vector fields generates a new vector field given by hi = ([f ,g])
i ≡ 〈f , (∇gi)〉 −
〈g, (∇f i)〉, with f i being ith component of the vector field f .
To determine the singular control of two dynamical-variable systems, we only need Φ(t) = Φ˙(t) = 0 [49]. Over
the singular arc, Eq. (9) imposes 〈λ, f〉 ≡ +1 or -1 depending on the problems, and the following derivation assumes
〈λ, f〉 = −1. Expanding [f ,g] = αf +βg, we get Φ˙ = 〈λ, [f ,g]〉 = 〈λ, αf +βg〉 = −α. Φ˙(t) = −α = 0 defines a singular
arc and a state trajectory. To stay along α = 0, the control has to satisfy
Lf+ugα = 0 =
1 + u
2
LYα+
1− u
2
LXα
⇒ using = LXα+ LYα
LXα− LYα.
(11)
Here LZα ≡ 〈Z,∇α〉 is the Lie derivative of α with respect to the vector field Z – it is the change of α along the
direction defined by Z [46]. The admissible control |u| ≤ 1 requires that LXα and LYα have opposite signs.
For systems composed of three dynamical variables, we need Φ(t) = Φ˙(t) = Φ¨(t) = 0 to determine values of the
singular control. Using f , g, and [f ,g] as a complete basis, we expand
[f , [f ,g]] = α1f + α2g + α3[f ,g],
[g, [f ,g]] = β1f + β2g + β3[f ,g]
(12)
to get 〈λ, [f , [f ,g]]〉 = −α1 and 〈λ, [g, [f ,g]]〉 = −β1 along the singular arc. Φ¨(t) = 0 determines the value of singular
control
using = − 〈λ, [f , [f ,g]]〉〈λ, [g, [f ,g]]〉 = −
α1
β1
. (13)
Eq. (11) and (13) respectively determine the state-dependent singular control for 2-dimensional and 3-dimensional
cases. The formalism involving commutators (also referred to as the Lie bracket) is termed as “geometric control
technique” [46]. The key usefulness of Eq. (11) and (13) lies in the fact that the value of singular control at a given x
can be computed using only f(x) and g(x) without knowing the entire trajectory. If the obtained singular control is
not admissible one takes the closest bang value. In the numerical simulations, we assume an optimal u(t) composed
of a few bang and singular segments, and use the Nelder-Mead optimization algorithm to determine the switching
times. The obtained solutions are checked against the necessary conditions given in Eqs. (8).
5D. Application to the single-qubit wave function
We briefly recapitulate how to express the switching function and c-Hamiltonian in terms of the wave function,
more details can be found in Ref. [49]. The dynamics of the system is governed by the Schro¨dinger’s equation:
i
d
dt
|Ψ(t)〉 = [H0 + u(t)Hd] |Ψ(t)〉, (14)
The initial and target states are given in Eq. (2). To make the final state as close to |ψf 〉 as possible, the terminal
cost function can be chosen as
C(Ψ(tf )) = −1
2
|〈ψf |Ψ(tf )〉|2. (15)
Using the property that H0 and Hd are real-valued, we can express the c-Hamiltonian and switching function as
Hc = Im〈Π(t)| [H0 + u(t)Hd] |Ψ(t)〉,
Φ(t) = Im〈Π(t)|Hd|Ψ(t)〉,
(16)
where |Π(t)〉 denotes the costate or conjugate momentum to |Ψ(t)〉. Applying Eq. (8b), one can derive that the
dynamics of |Π(t)〉 are governed by the same Schro¨dinger’s equation, with the boundary condition given at tf [41, 47]:
i
d
dt
|Π(t)〉 = [H0 + u(t)Hd] |Π(t)〉,
with |Π(tf )〉 = −|ψf 〉〈ψf |Ψ(tf )〉.
(17)
Note that the costate at time tf is the target state rescaled by its overlap with state at t = tf .
E. Application to the single-qubit density matrix
To apply PMP to control open quantum systems, one needs to generalize the previous discussion from unitary
dynamics on quantum states to dissipative dynamics on density matrices. This can be done on a formal level, but
we will restrict the discussion to the case of a two-level system described by a Markovian master equation. Defining
σ = (σx, σy, σz), 1 the identity matrix, h = (hx, hy, hz), ρ = (ρx, ρy, ρz), a general single qubit Hamiltonian H and
density matrix ρ can be parametrized by
H = h · σ,
ρ =
1
2
+
1
2
ρ · σ.
(18)
The dynamics of the system is taken to be governed by the “Lindblad” master equation [51]:
ρ˙(t) = L[ρ] = −i[H, ρ(t)] +
∑
k=x,y,z
γk
[
Lkρ(t)L
†
k −
1
2
L†kLkρ(t)−
1
2
ρ(t)L†kLk
]
≡ −i[H, ρ(t)] +
∑
k=x,y,z
γkDk(ρ(t)),
(19)
where γk is a positive number specifying the dissipation strength and Lk’s are the associated Lindblad operators.
Using ρ as dynamical variables, direct calculations give
γxDσx(ρ)→ −2γxPx · ρ = −Γx Diag(0, 1, 1) · ρ, (20a)
γxDσy (ρ)→ −2γyPy · ρ = −Γy Diag(1, 0, 1) · ρ, (20b)
γxDσz (ρ)→ −2γzPz · ρ = −Γz Diag(1, 1, 0) · ρ. (20c)
Here Γi = 2γi and Px,y,z is an operator (3 × 3 matrix) that annihilates the x, y, z component. Because all off-
diagonal components of Px,y,z are zero, only the diagonal components are given in Eqs. (20). Each equation in
6Eqs. (20) describes one dissipation channel. For the σx/σy/σz dissipation channel, only ρx/ρy/ρz survives in the
steady-state solution, the remaining two components will decay to zero.
Using Eq. (19), the equation of motion for ρ is
d
dt
ρ = 2h× ρ − ΓiPi · ρ. (21)
Three costate variables are denoted by λ = (λx, λy, λz), and the c-Hamiltonian Hc is
Hc = λ · [2h× ρ − ΓiPi · ρ] . (22)
The equation of motion for λ is
dλ
dt
= −∂Hc
∂ρ
= 2h× λ + ΓiPi · λ. (23)
Note that the term that damps ρ becomes the gain for λ. For h(t) = h0 +h1u(t), the switching function is defined as
Φ(t) = 2λ(t) · [h1 × ρ(t)] . (24)
For the LZ problem defined in Eq. (1), h0 = xˆ and h1 = ξxˆ+ zˆ.
The initial state of |ψi〉 corresponds to an initial density matrix ρ(t = 0) = ρi =
(
−1√
5
, 0, −2√
5
)
. Similarly the target
state of |ψf 〉 corresponds to ρf =
(
−1√
5
, 0, 2√
5
)
. For the target state |ψf 〉 defined in Eq. (2), the terminal cost function
(which we want to minimize) can be chosen as:
C(ρ(tf )) = −〈ρf , ρ(tf )〉, (25)
whose range is between -1 and 1. The boundary condition of the costate variable is
λ(tf ) = ∇ρ(tf )C(tf ) = −ρf = −
(
−1√
5
, 0, 2√
5
)
. (26)
The term 〈ρf , ρ(tf )〉 will be referred to as “target-state overlap” in this paper. Note that for the maximum entropy
state where ρ = 0 (or ρ = 1/2), the terminal cost function (25) is zero.
III. APPLICATION TO THE STATE PREPARATION PROBLEM
A. Overview
In this section we consider the state preparation for dissipative single-qubit systems. Mathematically, the state
preparation problems can be mapped to the conventional time-optimal control problem where one tries to find an
optimal control that guides the initial state to the target state in the minimum time. Without dissipation, the
qubit dynamics can be completely described by two real dynamical variables and the detailed analysis is presented in
Ref. [49]. With dissipation, we naturally expect that there exists an optimal tf beyond which the target-state overlap
〈ρf , ρ(tf )〉 can only decrease. We shall show that this intuition is basically true. For the σx dissipation channel,
however, the optimal tf to maximize 〈ρf , ρ(tf )〉 can become infinite and its origin will be discussed.
B. The structure of time-optimal controls – no dissipation
To provide a reference for subsequent discussions, we determine the structure the optimal control without dissipa-
tion. The detailed formalism, the geometric control technique, is provided in Ref. [49] and here we simply use the
results. We have shown in Ref. [49] that without dissipation, the dynamics of a qubit can be described using two real
variables (θ, φ) and a qubit Hamiltonian corresponds to a two-dimensional vector field defined in the tangent space
of (θ, φ) manifold. Vector fields corresponding to three Pauli matrices are
σz → Vz = 2∂φ, (27a)
σx → Vx = −2 sinφ∂θ − 2 cosφ cot θ ∂φ, (27b)
σy → Vy = 2 cosφ∂θ − 2 sinφ cot θ ∂φ. (27c)
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FIG. 1: The optimal control for the evolution time tf = 0.42pi. (a) and (b) for ξ = 0; (c) and (d) for ξ = 0.2. (e) and (f)
for ξ = 0.8. (a), (c) and (e) show that all necessary conditions are satisfied. Dashed curves: scaled control; solid curves:
c-Hamiltonian; dotted curves: switching function. (b), (d) and (f) show the corresponding singular arc (dashed curves) and
the optimal trajectory (solid curves) on Bloch sphere. Note that the optimal control goes from XSY to YSY upon increasing ξ.
For the LZ problem defined in Eq. (1), we identify f → Vx, g→ ξVx + Vz, the commutator [f ,g] is:
[f ,g] = 2Vy = 4
[
cosφ
− sinφ cot θ
]
≡ α(θ, φ)f + β(θ, φ)g, (28)
where α(θ, φ) is found to be − 2sinφ (cosφ− ξ cot θ). The singular arc is defined by α = 0, i.e., ξ = tan θ cosφ. The
parameter ξ thus determines the singular arc, a curve on the surface of Bloch sphere. When ξ = 0, α = 0 corresponds
8to φ = pi2 and
3pi
2 . To determine the singular control, we compute
LVzα =
4
sin2 φ
(1− x cot θ cosφ) →
α=0
4,
LVxα =
4ξ
sin2 θ
+
4 cosφ cot θ
sin2 φ
(−1 + ξ cot θ cosφ)
→
α=0
4ξ
sin2 θ
− 4 cosφ cot θ = 4ξ,
(29)
from which we can compute LYα = (1 + ξ)LVxα+LVzα and LXα = (1− ξ)LVxα−LVzα. Substituting into Eq. (11)
we get the singular control
using =
LXα+ LYα
LXα− LYα = −
ξ
1 + ξ2
. (30)
The results for tf = 0.42pi, ξ = 0, 0.2 and 0.8 are given in Fig. 1. The trajectories of (θ(t), φ(t)) can be visualized on
a Bloch sphere [Fig. 1(b), (d), and (f)], from which we clearly see that the optimal trajectory and the singular arc
overlap over a finite amount of time. Upon increasing ξ, the singular arc tilts more (i.e., closer to the equator of the
Bloch sphere) and the optimal control changes from XSY [Fig. 1 (a) and (c)] to YSY [Fig. 1 (e)].
It is interesting to consider the case of ξ = 0 with unbounded |u(t)|. As the singular arc is defined by φ = pi/2,
the trajectory under the time-optimal BSB control, that steers a general initial state |ψi〉 ↔ (θ0, φ0) to a general
target state |ψtarget〉 ↔ (θ1, φ1), goes through (θ0, φ0) →
B
(θ0, pi/2) →
S
(θ1, pi/2) →
B
(θ1, φ1). B can be X or Y
depending on the initial and final states. The times of the first and the last bang-control are both infinitesimal; the
singular control takes the time |θ0 − θ1|/2 [52]. Expressing |ψi〉 = i0|0〉+ i1|1〉 = cos(θ0/2)|0〉+ eiφ0 sin(θ0/2)|1〉 and
|ψtarget〉 = t0|0〉+ t1|1〉 = cos(θ1/2)|0〉+ eiφ1 sin(θ1/2)|1〉, the minimum evolution time is given by
Tmin = arccos
(
cos
θ0
2
cos
θ1
2
+ sin
θ0
2
sin
θ1
2
)
= arccos(|i0t0|+ |i1t1|).
(31)
This is “quantum speed limit” obtained in Ref. [48, 53, 54].
The focus of this paper is the dissipative system, and we will use ξ = 0.2 as the primary example. Results of ξ = 0.8
will be shown to demonstrate the generality of some nonintuitive behavior found in systems with the σx dissipation
channel. Without dissipation, the minimum time to reach the target state is about 0.44pi for ξ = 0.2.
C. Optimal protocol for the uniform, σy, σz dissipation channels
We now take the dissipation into account. Let us first consider the “uniform” dissipation (dampings on ρx, ρy, ρz
are identical) where
d
dt
ρ = 2h(ξ)× ρ − Γρ. (32)
We take ξ = 0.2 and Γ = 0.1. Taking the inner product of ρ and Eq. (32) gives
ρ · d
dt
ρ =
1
2
d
dt
(|ρ|2) = −Γ|ρ|2. (33)
The amplitude decays exponentially in time: |ρ(t)|2 = e−2Γt or |ρ(t)| = e−Γt. In this case we expect an optimal
evolution time, as |ρ| eventually decays to zero. Because the dynamics of the amplitude is known, one can use (θ, φ)
as dynamical variables and apply the formalism in Section III B. The results are summarized in Fig. 2(a). Upon
increasing the evolution time, the optimal control goes from XY to XSY, the same as the closed system. The optimal
evolution time is around 0.42pi, slightly shorter than 0.44pi obtained in the closed system. Necessary conditions are
checked in Fig. 2(b1)-(b4). We note that the c-Hamiltonian goes from a negative constant to a positive when tf crosses
its optimal value. Qualitatively similar behaviors are found the for σy and σz dissipation channels [see Fig. 4(b) for
the σz dissipation channel].
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FIG. 2: ξ = 0.2 and Γ = 0.1 the uniform dissipation described in Eq. (32). (a) The target-state overlap as a function of
the evolution time tf . The vertical dashed (black) line are boundaries of different optimal control structures; corresponding
optimal controls are indicated in red. The optimal evolution time is around 0.42pi, indicated by the solid (red) vertical line.
(b1)-(b4) The optimal controls at four representative computational times: (b1) tf = 0.2pi; (b2) tf = 0.35pi; (b3) tf = 0.419pi
(optimal tf ); (b4) tf = 0.43pi. Dashed curves: scaled control; solid curves: c-Hamiltonian; dotted curves: switching function.
As the evolution time increases, the optimal control changes from XY (b1) to XSY (b2)-(b4). For (b1)-(b3), all the necessary
conditions are satisfied. (b3) At the optimal evolution time, the c-Hamiltonian is zero. (b4) Beyond the optimal evolution
time, the c-Hamiltonian becomes positive.
D. Optimal protocol for the σx dissipation channel
The behavior of σx dissipation channel is qualitatively different from those of uniform, σy, and σz dissipation
channels. The most important property turns out to be the existence of a one-dimensional null-space of the drift field
defined by the σx dissipation channel. Specifically, the null-space is given by ρc = (ρx, 0, 0) that satisfies
f(ρc) = 2xˆ× ρc + ΓxPx · ρc = 0. (34)
For other dissipation channels, f(ρ) = 0 implies ρ = 0.
The existence of a one-dimensional null-space has direct consequences for the optimality condition in the presence
of a singular arc in the optimal protocol. It is a priori not clear whether there will be such singular controls, but it
appears to be general at least for single qubit problems [42, 48, 49]. Recall that, at the optimal tf , it is required that
the c-Hamiltonian vanishes [note that the meaning of optimal tf depends on the terminal cost function C(x(tf )), see
the discussion below Eq. (9)], i.e. at the optimal tf ,
Hc(t) = 0 = 〈λ|f(ρ(t))〉+ u∗(t)〈λ|g(ρ(t))〉. (35)
If the optimal control includes a singular arc, where 〈λ|g(ρ)〉 = 0, then Hc(t) = 0 implies
〈λ|f(ρ)〉 = 0 (36)
along the singular arc. Eq. (36) is automatically satisfied at ρ = ρc because f(ρc) = 0. However, if ρ(t) indeed reaches
ρc (i.e., ρ(t) = ρc at some time t), the state has to stay at ρc forever [55]. Therefore, upon increasing tf , we expect
ρ(t) asymptotes to, but never reaches, ρc during the singular control. By doing so, 〈λ|f(ρ)〉 comes closer and closer
to zero but never reaches zero.
For state preparation problems, two scenarios can occur:
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FIG. 3: (a) The target-state overlap 〈ρf , ρ(tf )〉 as a function of evolution time tf . Vertical dashed (black) lines are boundaries
of different optimal control structures; corresponding optimal controls are indicated in red. (b1)-(b4) The optimal controls
at four representative computational times(b1)-(b4) The optimal controls at four representative computational times: (b1)
tf = 0.2pi; (b2) tf = 0.35pi; (b3) tf = 0.42pi; (b4) tf = 0.90pi. Dashed curves: scaled control; solid curves: c-Hamiltonian;
dotted curves: switching function. As the evolution time increases, the optimal control changes from XY (b1) to XSY (b2) to
XSXY (b3) to XYSXY (b4). Numerically no finite optimal tf is found in this case.
• Case (i): ρc is approached when the terminal cost function (negative of target-state overlap) decreases upon
increasing tf .
• Case (ii): ρc is approached when the terminal cost function increases upon increasing tf .
Because ρc can never be reached, the target-state overlap in Case (i) will keep on increasing as tf increases; the
optimal tf to maximize the target-state overlap is therefore infinite in this case. For Case (ii), the optimal tf to
maximize the target-state overlap is finite; upon increasing tf , the target-state overlap decays to a value larger than
0 (the value obtained by ρ = 0). Both cases are found in the numerical simulations. We emphasize that with the σx
dissipation channel, the optimal control always prevents the system from decaying to the maximum-entropy ρ = 0
state at tf →∞.
A representative example of Case (i) is illustrated in Fig. 3(a), where the target-state overlap and the corresponding
optimal control protocols using ξ = 0.2 and Γx = 0.1 are plotted: upon increasing the evolution time tf , the optimal
protocol goes from XY to XSY to XSXY to XYSXY. In Fig. 3 (b1)-(b4) we show that the optimality conditions are
satisfied for the representative tf of each protocol. The most noticeable feature is the absence of a finite optimal tf –
〈ρf , ρ(tf )〉 keeps on increasing but saturates at a value smaller than one (about 0.91) as tf increases. To examine this
example in more detail, Fig. 4 provides optimal trajectories of ρ(t) for different dissipation channels. For the uniform,
σy (not shown), and σz dissipation channels, the trajectories are very similar. In particular, the ρx component first
goes through zero and then approaches the target value [Fig. 4(a) and (b)]. For the σx dissipation channel, the
small-tf behavior is similar to those of other dissipation channels [see tf = 0.38pi in Fig. 4(c)]. When tf increases, the
time spent on the singular control increases correspondingly and the trajectory gets closer to ρc during the singular
control. Consequently the reduction of |ρ| becomes extremely weak [see the solid curve in Fig. 4(d)] because most of
ρ(t) lies in its ρx component. In the example of tf = 2.0pi shown in Fig. 4(d), ρ(t) stays around (ρx, 0, 0) between
t ∼ pi/2 and t ∼ 3pi/2 to minimize the damping effect.
A representative example of Case (ii) is illustrated in Fig. 5(a), where the target-state overlap for 0.5pi < tf < 2.0pi
using ξ = 0.8 and Γx = 0.1 is plotted; the optimal protocol for tf ≥ 0.5pi is YSXY. In this case, the optimal time
that maximizes the target-state overlap is around t = 0.73pi. Unlike other dissipation channels, 〈ρf , ρ(tf )〉 does not
decay to zero but approaches to a value about 0.91, which is the key feature of Case (ii). Fig. 5(b) provides optimal
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FIG. 4: ρ(t) during the optimal control for different dissipation channels. (a) uniform dissipation with tf = 0.4pi; (b) σz
dissipation channel with tf = 0.4pi. The trajectories are very similar for these cases. (c) and (d) σx dissipation channel for
(c) tf = 0.38pi and (d) tf = 2.00pi. At tf = 0.38pi the trajectory is still similar to those in (a) and (b). As tf increases,
ρ(t) approaches the point ρc = (ρx, 0, 0), where u → 0 is an admissible control that leaves ρc unchanged. During the singular
control in σx dissipation channel, the amplitude of |ρ(t)| decays slowly because of the small ρy and ρz components. Vertical
lines indicate the switching times.
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FIG. 5: (a) The target-state overlap 〈ρf , ρ(tf )〉 as a function of evolution time tf using ξ = 0.8. The optimal control structure
for tf ≥ 0.5pi is found to be YSXY. An optimal tf is around 0.73 pi. As tf increases, 〈ρf , ρ(tf )〉 does not decay to zero. (b)
The ρ(t) for tf = 2.0pi. ρ(t) spends a almost 50% of time close to ρc = (ρx, 0, 0), the point where the dissipation has no effect.
Three vertical dotted lines indicate the switching times when the control protocol changes from Y to S, from S to X, and from
X to Y.
trajectory of ρ(t) for tf = 2.0pi. We again observe that ρ(t) stays around (ρx, 0, 0) between t ∼ pi/2 and t ∼ 3pi/2 to
minimize the damping effect. Our simulations indicate that when |ξ| . 0.6 and Γx = 0.1, the tf →∞ behavior is of
Case (i) type; when |ξ| > 0.6 and Γx = 0.1, the tf → ∞ behavior is of Case (ii) type. The transition between these
two behaviors is determined by the relative position between the singular arc and the chosen initial and final states.
In any case the system never decays to the maximum-entropy ρ = 0 state.
In fact, when the evolution time tf is sufficiently long, the system is steered to stay close to ρc to minimize the
decoherence effect. This tf → ∞ behavior appears to be independent of choices of initial and target states as far
as the dimension of ρc is not zero. We have performed several simulations using different states or using different
Hamiltonians/dissipation channel (leading to a different ρc, not shown) to numerically verify this general behavior.
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As an illustration in Appendix B we provide an interesting case where the initial and target states are identical. It
is somehow remarkable that the optimal control finds a path that can partially preserve the coherence even for the
infinite evolution time.
IV. CONCLUSION
We have applied Pontryagin’s maximum principle to determine the time-optimal control that steers a general
initial state to a general target state in a dissipative single qubit. The Hamiltonian is of Landau-Zener type, and
we considered various loss channels described by a Lindblad master equation. Generally, the optimal protocol for
time-optimal control problems is expected to have the bang-bang structure. However, at sufficiently long times we
have found that all optimal control protocols, dissipative or not, include singular arcs. Determination of the time-
dependent singular control is not straightforward. Using the geometric control technique we were able to obtain the
allowed singular control without performing time integration, and obtained optimal protocols can be verified by the
optimality conditions imposed by PMP.
With a generic dissipation, the target state can never be reached and there exists an optimal evolution time beyond
which the dissipation prevents the system from getting closer to the target state. For the σx dissipation channel
with a sufficiently long evolution time, however, the optimal control is found to take the qubit arbitrarily close to
the decoherence free subspace during the evolution. This surprising feature can be traced to the presence of a one-
dimensional null-space of the drift field. As a consequence, the target-state overlap always saturates at a value larger
than zero as tf → ∞. Depending on the relative positions between the singular arc and the chosen initial and final
states, the optimal evolution time to maximize the target-state overlap can become infinite. For other dissipation
channels where the null-space of the drift field has zero dimension, the optimal tf is always finite as the state will
become maximally mixed at long times. If a qubit or two-level system has a dominant dissipation channel, our
calculations indicate that the dissipation effect can be minimized by properly choosing the drift field.
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Appendix A: Optimal control using gradient-based algorithm and switching function
  
0.                0.2               0.4                0.6               0.8        
FIG. 6: The optimal control obtained from the gradient-based numerical optimization (cross symbol, 500 points) and the
numerically exact procedure (solid). A good agreement is seen, especially for the singular part. The parameters are the same
as those used in Fig 3, and the exact optimal control is taken from Fig.3 (b4). The c-Hamiltonian obtained from numerical
optimization is also given. There is a small discontinuity across each switching time because the exact switching times are not
captured.
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The terminal cost function can be directly minimized by discretizing u(t) as u(t1), u(t2), ..., u(tN ); the optimal
control corresponds to {u(ti)} that minimizes the terminal cost function. Using the switching function as the gradient,
the optimal control can be numerically obtained by iterating
u(n+1)(ti) = u
(n)(ti)− λΦ(ti) (A1)
with |u(n+1)(ti)| ≤ 1, until a stopping criterion is satisfied. Here λ > 0 is the updating rate; if |u(n+1)(ti)| > 1,
u(n+1)(ti) is chosen to be the closest extreme value.
An example of σx dissipation channel with Γx = 0.2, ξ = 0.1, and tf = 0.9pi is provided in Fig. 6. This is
the most complicated case in the dissipative qubit. In this simulation, the terminal cost function is chosen to be
C(tf ) =
∑
ij |ρf,ij − ρ(tf )ij |2 with ρf = |ψf 〉〈ψf |. As shown in Fig.3 (b4), the optimal control has an XYSXY
structure. We discretize u(t) into 500 points and use conjugate gradient optimization method to get the optimal
control. The result is very close to the numerical exact solution obtained in Fig.3 (b4) and is not sensitive to the
initial guess. The corresponding c-Hamiltonian is also plotted (dashed curve) in Fig. 6; because of the different
terminal cost function, this value is different from the c-Hamiltonian of Fig.3 (b4). Although close, Hc is not exactly
a constant over the whole evolution time. In particular, there is a small jump across each switching time because the
exact switching times are not captured. When the exact solution is not known (such as problems of higher dimension),
the optimality conditions listed in Eqs.(8) can be served to quantify the quality of any numerically solution.
Appendix B: Optimal protocol for the state retention under the σx dissipation channel
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FIG. 7: The quantum state retention with the σx dissipation channel. (a) The target-state overlap 〈ρf , ρ(tf )〉 as a function
of evolution time tf . The solid-circle curve is obtained using optimal control; the dotted curve is obtained without any control
(u(t) = 0). The target-state overlap obtained using optimal control is larger than that obtained with no control. Vertical
dashed (black) lines are boundaries of different optimal control structures; corresponding optimal controls are indicated in red.
A local maximum occurs at tf ≈ 0.58pi for the optimal control; at tf ≈ pi for zero control. As tf increases, 〈ρf , ρ(tf )〉 does not
decay to zero. (b1)-(b3) The optimal control for three different evolution times: (b1) tf = 0.2pi; (b2) tf = 0.5pi; (b3) tf = 0.7pi.
Dashed curves: scaled control; solid curves: c-Hamiltonian; dotted curves: switching function. As the evolution time increases,
the optimal control changes from Y (b1) to XYX (b2) to XYSYX (b3). (c) ρ(t) for tf = 1.6pi. Around t = 0.8pi, ρ is close to
ρc = (ρx, 0, 0).
As an interesting generalization, we consider the state retention problem where the target state is the initial state
[|ψi〉 = |ψf 〉 = the first equation of Eq. (2)] and determine the optimal protocol for the σx dissipation channel. Fig. 7
summarizes the optimal control for ξ = 0.2, Γx = 0.1. As given in Fig. 7(a), the optimal protocol changes from Y to
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XYX to XYSYX as the evolution time increases. The target-state overlap 〈ρf , ρ(tf )〉 = 〈ρi, ρ(tf )〉 displays a global
maximum at tf = 0, a local maximum around tf = 0.58pi, and asymptotes to about 0.92 as tf → ∞. Because |ψi〉
and |ψf 〉, 〈ρi, ρ(tf = 0)〉 = 〈ρi, ρi〉 = 1 is automatically the global maximum. The second local maximum can be
understood from the unitary dynamics where a state will always go back to itself after a certain amount of time.
The asymptotic behavior corresponds to Case (ii) scenario discussed in Section III D. At any tf , the target-state
overlap using optimal control is larger than that with zero control. The necessary conditions are checked and the
representative control protocols are shown in Fig. 7(b1)-(b3). In Fig. 7(c) the optimal trajectory of ρ(t) for tf = 1.6pi.
We see that the amplitude of ρ almost remains unchanged during the singular control as the quantum state spends
most of time around ρc = (ρx, 0, 0) where the σx dissipation channel has no effect. The analytical analysis provided
in Section III D does not rule out the possibility that the local maximum appears at tf → ∞ (i.e., no finite local
maximum), but we do not find it between ξ = −1 to 1.
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