Purpose: To investigate the dosimetric properties of synthetic single crystal diamond based Schottky diodes under irradiation with therapeutic electron beams from linear accelerators. Methods: A single crystal diamond detector was fabricated and tested under 6, 8, 10, 12, and 15 MeV electron beams. The detector performances were evaluated using three types of commercial detectors as reference dosimeters: an Advanced Markus plane parallel ionization chamber, a Semiflex cylindrical ionization chamber, and a p-type silicon detector. Preirradiation, linearity with dose, dose rate dependence, output factors, lateral field profiles, and percentage depth dose profiles were investigated and discussed. Results: During preirradiation the diamond detector signal shows a weak decrease within 0.7% with respect to the plateau value and a final signal stability of 0.1% (1σ ) is observed after about 5 Gy. A good linear behavior of the detector response as a function of the delivered dose is observed with deviations below ±0.3% in the dose range from 0.02 to 10 Gy. In addition, the detector response is dose rate independent, with deviations below 0.3% in the investigated dose rate range from 0.17 to 5.45 Gy/min. Percentage depth dose curves obtained from the diamond detector are in good agreement with the ones from the reference dosimeters. Lateral beam profile measurements show an overall good agreement among detectors, taking into account their respective geometrical features. The spatial resolution of solid state detectors is confirmed to be better than that of ionization chambers, being the one from the diamond detector comparable to that of the silicon diode. A good agreement within experimental uncertainties was also found in terms of output factor measurements between the diamond detector and reference dosimeters. Conclusions: The observed dosimetric properties indicate that the tested diamond detector is a suitable candidate for clinical electron beam dosimetry.
I. INTRODUCTION
Dosimetry in high energy electron beam radiotherapy treatments requires small volume, radiation hard, energy independent detectors. Conventional detectors recommended by international electron dosimetry protocols are air filled ionization chambers and silicon diodes. [1] [2] [3] [4] Ionization chambers provide accurate and highly reproducible dose measurements. However, beam quality and depth dependent ionization-to-dose conversion factors, such as stopping-power ratios and perturbation factors, as well as polarity effects and ion recombination corrections have to be accounted for when converting the ionization signal to dose measurement. [2] [3] [4] In addition, spatial averaging effects due to the finite size of ionization chambers make them not suitable when high spatial resolution is required. 5 Although being not tissue-equivalent, silicon diodes (p-type) have been well established in clinical electron dosimetry due to their small sensitive volume, high sensitivity, and high spatial resolution. [6] [7] [8] The silicon to water stopping power ratio is fairly constant for electron energies between 5 and 25 MeV and, once calibrated against an ionization chamber, the diode response is assumed to represent the dose with no need of depth-dependent correction factors. [2] [3] [4] However, the silicon to water stopping power ratio decreases with decreasing electron energy for energies lower than 5 MeV with a variation of about 6% from 5 to 0.5 MeV. 9 This may lead to significant dose overestimation in depthdose scans and lateral beam profiles, due to the abundance of low energy scattered electrons. In addition, dose rate dependence, angular dependence, and radiation damage may constitute a limit to the use of silicon diodes for clinical electron dosimetry.
Diamond has long been considered the material of choice for dosimetric applications allowing fabrication of detectors with high sensitivity per unit volume, spatial resolution comparable to that of silicon diode detectors, low leakage current, and high radiation hardness. [11] [12] [13] [14] [15] [16] [17] Moreover, the carbon to water stopping power ratio stays nearly constant over an electron energy range 1-20 MeV; thus, allowing direct measurement of dose distributions in tissue equivalent medium. 1, 5 Furthermore, unlike silicon diodes, the same diamond detector is expected to be suitable for both electron and photon dosimetry. 5 Most studies on diamond application for megavoltage electron and photon radiotherapy beam dosimetry have been performed using PTW natural diamond detectors and are reported as comparative investigations with respect to reference detectors, i.e., ionization chambers and silicon diodes. 5, [16] [17] [18] [19] [20] [21] Although natural diamonds are well assessed in the market, their use is limited by a number of drawbacks, such as high costs, long delivery time due to suitable stones selection, lack of response reproducibility among detectors, and high dose rate dependence, which implies the use of a sampledependent correction factor in dosimetric measurements. On the other hand, spotty results have been reported on synthetic high-pressure high-temperature (HPHT) (Refs. 15 and 22) and polycrystalline chemical vapor deposition (CVD) diamonds. 23 Difficulties in controlling both type and amount of incorporated impurities in HPHT diamonds and the presence of structural defects in polycrystalline CVD diamonds seriously limit the production of detector-grade crystals and strongly affect the response stability and the overall dosimetric properties of detectors. Recently, the feasibility of high performance radiotherapy detectors based on synthetic single crystal diamond grown by means of CVD technique at the laboratories of the University of Rome "Tor Vergata" has been studied. [24] [25] [26] In particular, the suitability of such detectors for the dosimetry of radiation therapy small photon beams has been investigated and very promising results have been pointed out. 26, 27 In this work the dosimetric performances of such detectors are evaluated in megavoltage clinical electron beams with energy in the range 6-15 MeV and field size from 6 × 6 to 20 × 20 cm 2 .
II. MATERIALS AND METHOD

II.A. Linear accelerator
Dosimetric measurements were carried out with 6, 8, 10, 12, and 15 MeV electron beams generated by an Elekta Precise linear accelerator (Elekta Crawley, UK). Conventional beams, 6 × 6, 10 × 10, 14 × 14, and 20 × 20 cm 2 in size, were obtained by means of standard applicators attached to the head of the accelerator. The electron beam calibration, for each energy and applicator, was performed following the IAEA TRS-398 dosimetry protocol 4 and using a PTW 34045 plane parallel ionization chamber (Advanced Markus, PTW Freiburg). The chamber was cross-calibrated in terms of absorbed dose to water against a reference Farmer chamber in the electron beam with the highest available energy (15 MeV) . Beam quality correction factors for reference dosimetry at lower beam energies were calculated according to the IAEA protocol. 4 In particular, the Advanced Markus chamber can be considered a "well-guarded" chamber, since the electrode guard width is 2 times larger than the cavity height. A unity overall electron perturbation factor was, therefore, adopted. 4, 28 Depth ionization curves were converted to depth dose curves using the formula for the water-air stopping power ratios reported in Appendix II of the IAEA TRS-398 protocol. 4 Reference absorbed dose to water measurements were performed, for each energy and applicator, at the reference depth as indicated by the IAEA protocol, and scaled to the depth of the dose maximum, d max , according to the measured depth dose distributions. For each energy, the accelerator output with the 10 × 10 cm 2 reference applicator was of about 1cGy/monitor unit (MU) at d max for a source to surface distance, SSD, of 100 cm.
During measurements relevant to the diamond detector characterization a cylindrical ionization chamber (Semiflex type 31010, PTW Freiburg) was placed in the path of the electron beam, in the periphery of the radiation field, and used as an external beam monitor. In each measurement session, the accelerator output stability was found to be within ±0.5%.
II.B. Diamond detector
A synthetic single crystal diamond detector (SCDD) was fabricated at Rome "Tor Vergata" University laboratories. The diamond plate consisted of a multilayered highly conductive p-type diamond/intrinsic diamond structure fabricated by a two-step microwave plasma enhanced CVD process on a commercial low cost 3.0 × 3.0 × 0.3 mm 3 HPHT Ib single crystal diamond substrate. A thin rectifying circular aluminum contact, 2.2 mm in diameter, was thermally evaporated onto the intrinsic diamond surface, while annealed ohmic silver contacts were formed on the p-type diamond layer, which was used as a backing contact. Due to the formation of a builtin potential at the metal/intrinsic diamond interface, the device works as a Schottky-barrier photodiode. In all of the tests reported in the present paper it was operated in photovoltaicmode, i.e., with no external bias voltage applied. The detector sensitive volume, of about 3.8 × 10 −3 mm 3 , is thus defined by the depletion region extending through the whole thickness of the thin intrinsic diamond layer (1.0 ± 0.1 μm thick), below the circular Al contact. A comprehensive description of the device fabrication process and of its physical properties and detection mechanism was reported in Ref. 29 . The diamond detector was finally embedded at "Tor Vergata" laboratories, under PTW-Freiburg permission, in the very same waterproof PTW proprietary encapsulation kit used for the fabrication of type 60017 unshielded silicon diode detector. 30 Figure 1 shows a picture of the SCDD and a schematic of the type 60017 silicon diode encapsulation design. The SCDD measurement point was assumed to be at the centre of the circular Al contact on the diamond surface, 0.8 mm from the detector tip. The diamond detector was positioned with its main axis parallel to the central beam axis (vertical orientation) to minimize possible stem effects. During lateral beam profile measurements, the device was also positioned with its main axis perpendicular to the electron beam direction (horizontal orientation), in order to investigate the spatial resolution as a function of the device orientation. A sketch of all the SCDD configurations adopted in beam profile measurements, i.e., horizontal and vertical detector orientation for in-plane and cross-plane scans, is illustrated in Fig. 2 . The scanning plane and the central beam axis (CAX), i.e., the electron beam direction, are also shown in the figure.
II.C. Reference detectors and electrometers
Three types of commercial detectors were used as reference dosimeters for the SCDD characterization: a plane parallel ionization chamber (Advanced Markus type 34045, PTW Freiburg), a cylindrical ionization chamber (Semiflex type 31010, PTW Freiburg), and a p-type silicon detector (Dosimetry Diode E type 60017, PTW Freiburg).
The Advanced Markus ionization chamber (AM-IC) is a plane-parallel chamber designed by PTW-Freiburg for relative and absolute high energy electron dosimetry. The chamber has a nominal sensitive volume of 20 mm 3 with an air cavity height of 1 mm and a collecting electrode radius of 2.5 mm. The chamber is equipped with a wide guard electrode (2 mm width), fulfilling the requirements for negligible scat- tering perturbation effects in electron beams. 4 According to dosimetry protocols 2-4 the reference point for plane-parallel chambers is at the centre of the inside surface of the chamber entrance window. The water-equivalent thickness of the chamber wall including the waterproof cap was taken into account in positioning the chamber in water phantom. Therefore, the effective point of measurement in water was taken 1.06 mm below the top surface of the chamber protective cap. The chamber plane was oriented perpendicularly to the electron beam direction and a polarizing voltage of +300 V was applied, according to user manual instructions. In this work the Advanced Markus chamber was used as reference dosimeter for the beam calibration, output factor, and central-axis depth dose measurements. It should be considered that literature data 31 show that for some plane-parallel chambers ion recombination corrections can be overestimated using polarizing voltages exceeding 100 V. For the chamber used in this work an ion recombination correction of 1.003 ± 0.002 was found for all the energies and depths considered. Therefore, the adopted polarizing voltage does not significantly affect the obtained results.
The Semiflex ionization chamber (SF-IC) is a cylindrical ion chamber with an internal radius of 2.75 mm, a length of 6.5 mm, and a 0.125 cm 3 nominal sensitive volume. The chamber was oriented with its long axis perpendicular to the electron beam direction and a voltage bias of +400 V was applied, according to user manual instructions. The effective point of measurement is placed 1.4 mm above the chamber axis and 4.5 mm from the chamber tip. Measurements of lateral beam profiles were carried out with the Semiflex chamber to be compared to those obtained by the SCDD.
The silicon diode (Si-D) has a 1 mm 2 circular, 30 μm thick sensitive volume located on the detector axis, 0.8 mm below the detector front surface. The water-equivalent window thickness is 1.33 mm. Following manufacturer's recommendations, the silicon detector was used in vertical orientation and no bias voltage was applied. The Si-D was used as a commercial solid state detector for comparative purposes in lateral beam profiles, depth dose, and output factor measurements.
A PTW Unidos E Universal Dosimeter was used for measurements of the SCDD signal stability, dose and dose rate dependence, and output factors. A PTW Tandem Dual Channel Electrometer was used for scanning measurements, i.e., lateral beam profiles and depth dose distributions.
II.D. Dosimetric measurements
The SCDD characterization included investigation of preirradiation dose, dose and dose rate dependence, capability of measuring depth dose distributions, transverse profiles, and output factors.
All measurements were performed in an MP3 PTW motorized water phantom at a SSD of 100 cm. The zero depth of each detector point of measurement was set before data collection, as described in the following. At first the top surface of the detector was set precisely at the water surface and centered in the beam. Then a proper shift to the effective point of measurement was applied. Finally, the zero depth value was assigned to the resulting detector position in the computerized automatic scanning system. 32 Measurements of preirradiation dose, dose, and dose rate dependence were performed using a 10 MeV electron beam and a 10 × 10 cm 2 field size. In the preirradiation investigation, an overall dose of 20 Gy was delivered in 40 steps, 0.5 Gy each at a nominal dose rate of 3 Gy/min. Detector response linearity with dose was investigated in the dose range from 0.02 to 10 Gy. The dose rate dependence of the diamond detector response was measured in the range from 0.17 to 5.45 Gy/min, by irradiating the device in five steps, 1 Gy each, at different dose rates obtained varying the accelerator monitor unit rate. The adopted dose rate range corresponds to the whole monitor unit rate range available by the accelerator. The SCDD was placed in water at the depth of the dose maximum (d max = 25 mm) and a Semiflex chamber was used to monitor the beam output. The diamond detector signal (M SCDD ) was then divided by the corresponding signal from the Semiflex chamber (M SF-IC ). The percentage variation of the ratio R = M SCDD / M SF-IC was then calculated with respect to the R value obtained: (i) at plateau in the preirradiation measurements, (ii) at delivered dose of 1 Gy in dose dependence measurements, and (iii) at the maximum dose rate in dose rate dependence investigation.
Depth dose distributions were measured along the central beam axis with the SCDD, the Advanced Markus ionization chamber, and the Si-D. Electron beams of 6, 8, 10, 12 and 15 MeV, with 6 × 6, 10 × 10, and 20 × 20 cm 2 square fields were investigated. All measured depth dose distributions were normalized to the dose at d max and the resulting percentage depth dose curves (PDD) from the SCDD detector were compared with those obtained by the ionization chamber and the silicon diode. No correction was applied to the SCDD and Si-D measured PDD curves, whereas depth ionization curves from the AM-IC were first corrected for ion recombination and polarity effects and then converted to depth dose curves. 4 Ion recombination and polarity corrections at all measurement depths were obtained by interpolating correction factors measured near the phantom surface (depth of 5 mm), at d max , and at the depths of 80% and 50% of the dose maximum. The polarity correction was determined measuring the collected charge with positive and negative polarizing potential. The ion recombination correction was determined using the two voltage method 4 with a voltage ratio of 3. In-plane and cross-plane lateral beam profiles were recorded with diamond detector, silicon diode, and Semiflex ionization chamber in 6 × 6, 10 × 10, and 20 × 20 cm 2 electron fields, at the respective depths of dose maximum, for all the available 6-15 MeV electron energies. The measured profiles were centered on the central axis in order to remove uncertainties in detector positioning in the scan direction and normalized to the dose at central axis. No further data manipulation was carried out. The profiles measured by the SCDD detector were compared with the ones obtained by the ionization chamber and the silicon diode in terms of 80% − 20% penumbra and difference plots between profiles.
Parameters from both lateral beam profiles and percentage depth dose curves were determined by means of MEPHYSTO mc 2 software (PTW-Freiburg) applying the IAEA TRS-398 procedures. Penumbra values were calculated for all the measured lateral beam profiles and reported as the arithmetic mean of the left and right penumbras. The main features derived by the PDD curves were the depths R 100 , R 90 , and R 50 , the practical range R p , the surface dose D s , and the x-ray background.
Output factors (OF) were determined by means of the diamond detector, the Advanced Markus chamber, and the silicon diode with the 10 MeV electron beam, for the field sizes 6 × 6, 10 × 10, 14 × 14, and 20 × 20 cm 2 . The detectors were placed at a depth corresponding to the depth of dose maximum as determined by means of the Advanced Markus chamber for each field size. For a given beam energy, OFs are given by the ratio of the dose at d max in the investigated nonreference field size to the dose at d max in the reference field size (i.e., 10 × 10 cm 2 in this work) for the same number of monitor units. [2] [3] [4] For the diamond detector and the silicon diode the OFs were determined as ratios of detector readings at d max under nonreference and reference conditions. 4 For the AM-IC the variation in water to air stopping-power ratio with depth was taken into account 3, 4 and the OFs were determined as
where M is the chamber reading corrected for the influence quantities, s w,air is the water to air stopping power ratio, d max,f is the depth of dose maximum for the field size f, and d max,fo is the depth of dose maximum for the reference field size f o .
III. RESULTS AND DISCUSSION
III.A. Preirradiation, dose, and dose rate dependence
The preirradiation of the SCDD is shown in Fig. 3 . Maximum variations within 0.7% can be observed with respect to the plateau value, while a signal stability within 0.1% (1σ ) is obtained after about 5 Gy. Such a signal stability is maintained during daily use with no need of further preirradiation procedures. The charge measured from the diamond detector as a function of the delivered dose is shown in Fig. 4(a) . The R 2 parameter of the linear best fit was found to be 1 with a precision of 10 −7 . A sensitivity of 1.134 nC/Gy for the SCDD was derived from the measured data as the slope of the linear fit. In order to highlight deviations from linearity, the normalized percentage ratio, R, of the SCDD signal to the SF-IC signal is shown in Fig. 4 (b) as a function of delivered dose. Deviations no larger than ±0.3% can be observed down to the minimum delivered dose of 0.02 Gy. These deviations are within the experimental uncertainties taking into account that the typical relative standard deviation of the measured R values was 0.2%. The SCDD response as a function of dose rate is shown in Fig. 5 as percentage variation of the ratio between the SCDD and SF-IC signal. A maximum variation of 0.3% was found in the whole available dose rate range. Such a variation is consistent with the experimental uncertainties. No correction for dose rate dependence was applied to the measurements from the diamond detector in the dosimetric characterization discussed in Secs. III.B-III.D. However, it is worth to point out that the investigated dose rate range was spanned by varying the accelerator pulse repetition frequency, thus keeping constant the dose per pulse. As a consequence, the present results do not exclude a possible dose per pulse dependence of the SCDD response.
III.B. Depth dose curves
Central axis PDD curves measured by the SCDD, the AM-IC, and the Si-D are reported in Fig. 6(a) by both SCDD and Si-D. Recent papers [33] [34] [35] [36] showed that perturbation factors in electron beams can be nonunity also for "well-guarded" plane-parallel ionization chambers and their values depend on the measurement depth. Such a dependence should be accounted for when measuring depth dose distributions. Published Monte Carlo calculations and experimental data indicate that an appropriate shift of the chamber effective point of measurement allows to minimize the effect of perturbation factors on the measured PDD curves. 35, 37 Although the most published data refer to the NACP and Roos plane parallel chambers, Wang and Rogers 36 in their Monte Carlo study on replacement correction factor, p repl , included calculations for the Advanced Markus chamber in 6 MeV electron beam. Their results show a depth dependence of p repl factor for the AM-IC similar to that obtained for the Roos chamber. Thus, the systematic differences observed between the AM-IC PDD curves and those obtained by the SCDD and Si-D could be ascribed to a variation with measurement depth of the AM-IC overall perturbation factor. Accordingly, a shift of the AM-IC effective point of measurement 0.4 mm toward the air cavity drastically reduces the differences among PDD curves by the three detectors for all energies and field sizes. Nevertheless, it is worth to point out that the observed differences in the PDD curves do not significantly affect the values of dosimetric parameters like the beam quality specifier, R 50 , and the depth of dose maximum, R 100 , as can be seen in Table I , where the main features of the PDD curves shown in Fig. 6(a) are reported. As an example, the largest difference among the measured R 50 values in Table I is 0.5 mm and such an uncertainty in the value of the beam quality specifier corresponds to a relative uncertainty component of less than 0.1% in the reference absorbed dose to water determination.
III.C. Profiles
The normalized cross-plane profiles measured by the SCDD, the Si-D, and the SF-IC in 6 × 6, 10 × 10, and 20 × 20 cm 2 field size and under 6 MeV electron beam irradiation are shown in Fig. 7 . Difference plots between profiles measured by SCDD and Si-D (indicated as SCDD -Si-D) and by SCDD and SF-IC (SCDD -SF-IC) are also shown for the investigated field sizes. Both the SCDD and the Si-D were placed in vertical orientation, i.e., with the circular 3.8 and 1 mm 2 electrodes defining their active surface area facing the impinging electron beam. As recommended by the manufacturer, the SF-IC was positioned horizontally, i.e., with its stem axis perpendicular to the scan direction; thus, the diameter of the active area along the scan direction is 5.5 mm. Differences between the spatial resolution of the investigated SCDD and that of the reference dosimeters can be easily noticed from the difference plots. The observed symmetric peaks, with respect to the central beam axis, clearly indicate a progressive penumbra sharpening, i.e., an improvement in spatial resolution, passing from the SF-IC to the SCDD and from the SCDD to the Si-D. The silicon diode provides a slightly steeper profile curve in the penumbra region with respect to the diamond detector, thus giving rise to small deviations in the SCDDSi-D difference plots. Similar trend but with opposite sign is observed in the SCDD -SF-IC plots, thus indicating sharper profile measured by the SCDD. Results analogous to those shown in Fig. 7 were obtained for the in-plane profiles and for all the electron beam energies investigated. The 80% − 20% penumbra widths as derived by the SCDD, the Si-D, and the SF-IC cross-plane profiles are reported in Table II for the investigated field sizes and the 6, 10, 12, and 15 MeV nominal electron energies. Similar results were obtained from in-plane profiles. The silicon diode exhibits the narrowest measured penumbras with an average difference of 0.4 mm with respect to those measured by the diamond detector. The ionization chamber shows the lowest spatial resolution, with an average penumbra broadening of 1.8 and 1.4 mm with respect to the Si-D and the SCDD values, respectively. Such differences in spatial resolution among the detectors, either under photon and electron beam irradiation, can be ascribed to variations in the geometry and size of the active volume in the scan direction. 5, 14, 16, 38 The smaller active sizes of the diamond detector and of the silicon diode lead to a better spatial resolution and to smaller measured penumbras than those from the SF-IC, which is well known to be unsuitable for precise penumbra determination.
According to literature, 5, 16, 26, 38 the spatial resolution of the SCDD is improved by measuring lateral beam profiles with the detector placed in horizontal orientation and with its long axis in the scan direction (see Fig. 2 , horizontal crossplane). In this case, the thin active volume of the SCDD lies in a plane perpendicular to the scan direction and the effective detector size along this scan direction corresponds to the thickness (∼1 μm) of the active volume. An improvement in spatial resolution is thus expected in such conditions, with respect to the vertical orientation. In-plane profiles were also recorded, with the SCDD in the very same horizontal orientation (see Fig. 2 , horizontal in-plane). In this configuration, the active volume is coplanar with the scanning direction and the effective detector size corresponds to the diameter of the circular Al electrode (2.2 mm). Therefore, penumbra values similar to those obtained with the SCDD in vertical orientation are expected.
The values of 80% − 20% penumbras for the all measured profiles are reported in Table III . As predicted by the above mentioned geometrical considerations, the SCDD showed the highest spatial resolution in cross-plane profiles and horizontal orientation. In this configuration the SCDD and the Si-D profiles are nearly identical, i.e., no peaks structures are visible in the difference plots between their respective lateral beam profiles, and the penumbra values agree within 0.2 mm (see Table III ). It should be pointed out that a small spatial resolution improvement, with respect to the SCDD in vertical orientation, is also observed for the in-plane profiles. Also in this configuration, the SCDD spatial resolution is very similar to that of the Si-D within 0.1 mm (see Table III ). Such a behavior was also observed in a previous study carried out with a similar SCDD on clinical radiation therapy photon beams. 26 Further work and Monte Carlo simulation have been planned to better clarify this aspect.
III.D. Output factors
Output factors are reported in Fig. 8 for the SCDD, the Si-D, and the AM-IC. A particular energy-dependent jaw setting is automatically set by the accelerator for each electron applicator in order to minimize the collimation scattering. Such changes in collimator settings determine a nonmonotonic variation of OFs with the applicator size, 2 as clearly visible in Fig. 8 for all the detectors. It is worth to point out that the OFs calculated for SCDD and the reference detectors are compatible within the measurement uncertainties, being the typical measurement reproducibility 0.2% (1σ ). 
IV. SUMMARY AND CONCLUSIONS
The suitability of a small volume synthetic single crystal diamond detector for dosimetry in clinical electron beams was investigated. The proposed device, a synthetic diamond based Schottky diode, was encapsulated in the very same housing of a PTW-Freiburg silicon diode E detector and operated at zero bias voltage. Measurements were performed under 6, 8, 10, 12, and 15 MeV electron beams by a linear accelerator and field sizes from 6 × 6 to 20 × 20 cm 2 were used, shaped by standard applicators. Measurement results from the diamond detector were compared to those from PTW reference detectors routinely used for therapeutic electron beam dosimetry (Advanced Markus plane-parallel ionization chamber, Semiflex cylindrical ionization chamber, and Dosimetry Diode E p-type silicon detector). A maximum signal variation of about 0.7% was observed during the preirradiation, with a final stability of 0.1% (1σ ) after about 5 Gy. Dose dependence tests evidenced a very good linearity with dose, with a deviation from linearity less than ±0.3% down to the lowest delivered dose value of 0.02 Gy. A negligible dose rate dependence was observed as well, with variations in the response of less than 0.3% in the dose rate range from 0.17 to 5.45 Gy/min. Depth dose curves showed an overall good agreement among detectors. Diamond detector and silicon diode provided a direct measurement of relative dose, whereas depth-dependent corrections were needed for the Advanced Markus plane parallel ionization chamber. Spatial resolution was evaluated by means of lateral beam profile measurements. The obtained results were found to well agree with the geometrical features of the tested detectors. Due to its small sensitive volume, the SCDD exhibits a better spatial resolution than the cylindrical ionization chamber. On the other hand, the silicon diode showed a slightly better resolution than diamond detector, when both of them are irradiated in vertical orientation (i.e., detector longitudinal axis parallel to the beam axis). However, a good improvement in the diamond detector spatial resolution was observed by performing profile measurements with the device oriented with its longitudinal axis perpendicular to the beam direction and parallel to the scan direction. In this case no differences can be noticed between the spatial resolution of the diamond and the silicon diode detectors. Output factors measured by diamond detector match the ones by a silicon diode and an Advanced Markus plane-parallel chamber within the measurement uncertainties.
From the results discussed above, and in particular due to its high spatial resolution, comparable to that of commercial silicon diode, and to a superior tissue equivalence, the tested diamond detector appears to be a good candidate for relative dosimetry in megavoltage clinical electron beams. Work is in progress to assess the suitability of the proposed diamond detector also for relative dosimetry in small or irregularly shaped electron beams.
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