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ON THE CENTER OF QUIVER-HECKE ALGEBRAS
P. SHAN, M. VARAGNOLO, E. VASSEROT
Abstract. We compute the equivariant cohomology ring of the moduli space of framed in-
stantons over the affine plane. It is a Rees algebra associated with the center of cyclotomic
degenerate affine Hecke algebras of type A. We also give some related results on the center of
quiver Hecke algebras and cohomology of quiver varieties.
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1. Introduction
A few years ago, the cohomology ring of the Hilbert scheme of points on C2 was computed in
[27], [39], motivated by some conjectures of Chen and Ruan on orbifold cohomology rings, which
were later proved in [14]. One of the main motivation of the present work is to compute a larger
class of cohomology ring of quiver varieties. More precisely, for each pair of positive integers
r, n, one can consider the moduli space M(r, n) of framed instantons with second Chern class
n on P2. This is a smooth quasi-projective variety (over C) which can be viewed as a quiver
variety attached to the Jordan quiver. An (r + 2)-dimension torus acts naturally on M(r, n)
and it contains an (r + 1)-dimensional subtorus whose action preserves the symplectic form.
One of our goal is to compute the equivariant cohomology ring of M(r, n) with respect to this
subtorus. Since M(r, n) is equivariantly formal, one can easily recover the usual cohomology
ring from the equivariant one. For r = 1, i.e., the case of the Hilbert scheme, it can be easily
deduced from [39] that the equivariant cohomology ring we are interested in is the Rees algebra
associated with the center of the group algebra of the symmetric group with respect to the
age filtration. Here we obtain a similar description for arbitrary r with the group algebra of
3the symmetric group replaced by a level r cyclotomic quotient of the degenerate affine Hecke
algebra of type A.
This result has been conjectured soon after [39] was written. However, its proof requires two
new ingredients which were introduced only very recently. An important tool used in [39] is
Nakajima’s action of an Heisenberg algebra on the cohomology spaces of the Hilbert scheme. A
similar action on the cohomology of M(r) =
⊔
n>0M(r, n) was introduced by Baranovsky a few
years ago, but it is insufficient to compute the cohomology ring. What we need in fact is the
action of (a degenerate version of) a new algebra W which is much bigger than the Heisenberg
algebra. This action was introduced recently in [38] to give a proof of the AGT conjecture for
pure N = 2 gauge theories for the group U(n). Here, we define a similar action of W on the
center (or the concenter) of cyclotomic quotients of degenerate affine Hecke algebras. Then
we compare it with the representation of W on the cohomology of M(r) to obtain the desired
isomorphism. To do this, we use categorical representation theory.
Categorical representations of Kac-Moody algebras have captured a lot of interest recently
since the work of Khovanov-Lauda [22], [23], [24] and Rouquier [36]. It has been observed
recently by Beliakova-Habiro-Guliyev-Lauda-Zivkovic [5], [6], that a categorical representation
gives rise to some interesting structures on the center (or cocenter) of the underlying categories
and not only on their Grothendieck group. More precisely, Khovanov-Lauda define a 2-Kac-
Moody algebra in [24] which is a 2-category satisfying certain axioms. Their idea is that the
trace of this 2-category has a natural structure of an associative algebra Lg which should be
some kind of loop algebra over the underlying Kac-Moody algebra g. The sl2-case has been
worked out in [5], and the sln-one in [6]. Naturally, the center (or cocenter) of 2-representations
of the 2-Kac-Moody algebra gives rise to representations of Lg.
In this paper we first use a similar idea to investigate the center and cocenter of cyclotomic
quiver-Hecke algebras associated with a Kac-Moody algebra g of arbitrary type. The category
of projective modules over these algebras provide minimal categorical representations of g, in
the sense of Rouquier [36]. We compute the representation of Lg on the center (or cocenter) of
these minimal categorical representations. When g is symmetric of finite type, we identify these
Lg-modules with the local and global Weyl modules, which can be realized in the (equivariant)
Borel-Moore homology spaces of quiver varieties by [34].
Then, in order to compute the cohomology ring of M(r, n), we consider another situation
where g is replaced by an Heisenberg algebra. On the categorical level this corresponds to the
Heisenberg categorifications which have also been studied recently. But once again, instead of
considering a 2-Heisenberg algebra, we focus on the particular categorical representation given
by the module category of degenerate affine Hecke algebras of type A. The analog of Lg in
this case is the algebra W mentioned above. Probably one can generalize both situations (the
Kac-Moody one and the Heisenberg one) using [17], where categorifications of some generalized
(Borcherds-)Kac-Moody algebras are considered. Here, we do not go further in this direction.
Another motivation for this work is to compare the 2-Kac-Moody algebras in [24] and [36].
The definition of Rouquier contains less axioms than the definition of Khovanov-Lauda. By
[18] the module category of cyclotomic quiver-Hecke algebras admits a representation of g in
the sense of Rouquier. By [42] it should also admits a representation of g in Khovanov-Lauda’s
sense, which is stronger. According to Cautis-Lauda [10], to prove this it is enough to check that
the center of the category is positively graded with a one-dimensional degree zero component.
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These two conditions are difficult to check for minimal categorical representations. Using the
representation of Lg we prove that the first condition holds. The second one is more subtle. It
is equivalent to the indecomposability of the weight subcategories of the minimal categorical
representations. In other words, each of these categories should have a single block. This is
well-known in type A and in affine type A by the work of Brundan and Lyle-Mathas in [7],
[29]. We can prove it in some new cases, using the fact that quiver varieties are connected
(proved by Crawley-Boevey). But the general case is still unknown. Note that a third way to
prove that minimal categorical representations are indeed representations of Khovanov-Lauda’s
2-Kac-Moody algebra is by a direct computation, see Remark A.5 in the appendix.
Now, let us describe more precisely the structure and the main results of the paper. Fix a
symmetrizable Kac-Moody algebra g and a dominant integral weight Λ of g.
In Section 2 we give some generalities on the centers and cocenters of linear categories.
In Section 3 we introduce the cyclotomic quiver Hecke algebra of type g and level Λ over a
field k (of any characteristic). It is a symmetric algebra which decomposes as a direct sum
RΛ = ⊕α∈Q+R
Λ(α), where α runs over the positive part of the root lattice of g. To g we can
attach another Lie algebra, Lg, given by generators and relations. It coincides with the loop
algebra of g in finite types ADE. The first result is the following.
Theorem 1. Assume that g is symmetric and that the condition (11) is satisfied. Then,
(a) there is a Z-graded representation of Lg on tr(RΛ),
(b) if g is of finite type then tr(RΛ) is isomorphic, as a Z-graded Lg-module, to the Weyl
module with highest weight Λ.
Note that there are two different notions of Weyl modules for loop Lie algebras used in the
literature (the local and the global ones). Both versions can indeed be recovered, see Theorem
below for more details. Note also that the proof of part (b) involves the geometrical incarnation,
given by Nakajima, of Weyl modules of Lg via the equivariant cohomology of a quiver variety
M(Λ) attached to Λ.
Theorem 2. For any α ∈ Q+ the following hold
(a) the trace and the center of RΛ(α) are positively graded,
(b) if g is symmetric of finite type, the dimension of the degree zero subspace of Z(RΛ(α)) is
one dimensional.
The proof uses a reduction to sl2. Part (b) relies on the geometrical interpretation of Weyl
modules. It also uses the non-degenerate pairing between the trace tr(RΛ(α)) and the center
Z(RΛ(α)) of RΛ(α) given by the symmetrizing form.
Finally, in Section 4 we focus on the Jordan quiver. In this case, instead of the cyclotomic
quiver Hecke algebra, we consider a level r cyclotomic quotient Rr(n) of the degenerate affine
Hecke algebra of Sn defined over k[~]. Let Rr(n)1 be its specialization at ~ = 1. The center of
Rr(n)1 has a natural filtration defined in terms of Jucy-Murphy elements. Let Rees(Z(R
r(n)1))
be the corresponding Rees algebra. Set Rr =
⊕
n∈NR
r(n) and let tr(Rr)′ be a localization
of tr(Rr). Consider the equivariant cohomology H∗G(M(r, n), k) of the quiver variety M(r, n)
relatively to an (r + 1)-dimensional torus G with coefficient in k. Assume that the field k is of
characteristic zero.
Theorem 3. The following hold
5(a) there is a level r representation of W in tr(Rr)′,
(b) there is a Z-graded algebra isomorphism Rees(Z(Rr(n)1)) ≃ H∗G(M(r, n), k).
The proof of this theorem uses the representation of W on a localization H∗G(M(r), k)
′ intro-
duced in [38].
After our paper appeared on the arXiv, A. Lauda informed us that there is some overlap
between our results and his ongoing projects with collaborators.
2. Generalities
Let k be a commutative noetherian ring.
2.1. The center and the trace of a category.
2.1.1. Categories. All categories are assumed to be small. A k-linear category is a category
enriched over the tensor category of k-modules, a k-category is an additive k-linear category.
For any k-linear category C and any k-algebra k′, let C′ := k′ ⊗k C be the k
′-linear category
whose objects are the same as those of C, but whose morphism spaces are given by
HomC′(a, b) = k
′ ⊗k HomC(a, b) ∀a, b ∈ C.
We denote the identity of an object a by 1a or by 1 if no confusion is possible. All the functors
F on C are assumed to be additive and/or k-linear. An additive and k-linear functor is called
a k-functor. Let End(F ) be the endomorphism ring of F . We may denote the identity element
in End(F ) by F, 1F or 1, and the identity functor of C by 1C or 1. The center of C is defined as
Z(C) = End(1C). A composition of functors E and F is written as EF while a composition of
morphisms of functors y and x is written as y ◦ x.
An additive category C will be always equipped with its trivial exact structure, i.e., the
admissible exact sequences are the split short exact sequences. Therefore, a Serre subcategory
I ⊂ C is a full additive subcategory which is stable under taking direct summands, and the
quotient additive category B = C/I is such that
HomB(a, b) = HomC(a, b)
/∑
c∈I
HomC(c, b) ◦ HomC(a, c), ∀a, b ∈ C.
A short exact sequence of additive categories is a sequence of functors which is equivalent to a
sequence 0→ I → C → B → 0 as above.
Fix an integer ℓ. By an (ℓZ)-graded k-category we’ll mean a k-category C equipped with
a strict k-automorphism [ℓ] which we call shift of the grading. Unless specified otherwise, a
functor F of (ℓZ)-graded k-categories is always assumed to be graded, i.e., it is a k-functor
F with an isomorphism F ◦ [ℓ] ≃ [ℓ] ◦ F . For each integer k ∈ N ∩ (ℓZ) we’ll abbreviate
[k] = [ℓ] ◦ [ℓ] ◦ · · · ◦ [ℓ] (|k/ℓ| times) and [−k] = [k]−1.
Let C/ℓZ be the category enriched over the tensor category of (ℓZ)-graded k-modules whose
objects are the same as those of C, but whose morphism spaces are given by
HomC/ℓZ(a, b) =
⊕
k∈ℓZ
HomC(a, b[k]).
Note that the center Z(C/ℓZ) is a graded ring whose degree k-component is equal to Hom(1, [k]).
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Given a Z-graded k-module M let Md = {x ∈ M ; deg(x) = d} for each d ∈ Z. For any
integer ℓ, the ℓ-twist of M is the (ℓZ)-graded k-module M [ℓ] such that (M [ℓ])d = Md/ℓ if ℓ|d
and 0 else. Then, for each Z-graded k-category C there is a canonical (ℓZ)-graded k-category
C[ℓ] called the ℓ-twist of C such that C[ℓ] = C as a k-category and the shift of the grading [ℓ] in
C[ℓ] is the same as the shift of the grading [1] in C. We have
HomC[ℓ]/ℓZ(a, b) = HomC/Z(a, b)
[ℓ], ∀a, b.
Finally, for any category C we denote by Cc the idempotent completion.
2.1.2. Trace and center. Let C be a k-linear category and HH∗(C) be the Hochschild homology
of C, see [20, sec. 3.1]. It is a Z-graded k-module. We set tr(C) = HH0(C) and CF(C) =
Homk(tr(C), k). We call tr(C) the cocenter or the trace of C and CF(C) the set of central forms
on C. Recall that
tr(C) =
( ⊕
a∈Ob(C)
EndC(a)
)/∑
f,g
k [f, g] for any f : a→ b, g : b→ a.
For any morphism f in C, let tr(f) denote its image in tr(C).
Now, let A be any k-algebra. Unless specified otherwise, all algebras are assumed to be
unital. Let Z(A) be the center of A and HH∗(A) be its Hochschild homology. Define tr(A)
and CF(A) as above, i.e., tr(A) = A/[A,A] where [A,A] ⊂ A is the k-submodule spanned by
the commutators of elements of A. For any element a ∈ A let tr(a) denote its image a+ [A,A]
in tr(A). Let A-mod and A-proj be the categories of finitely generated modules and finitely
generated projective modules. For any commutative k-algebra R and any k-module M we
abbreviate RM = R⊗k M . The following is well-known.
Proposition 2.1. Let A,B be k-algebras and B, C be k-linear categories.
(a) If B ⊂ C is full and any object of C is isomorphic to a direct summand of a direct sum of
objects of B, then the embedding B ⊂ C yields an isomorphism tr(B)→ tr(C).
(b) If C = A -mod or A -proj then Z(A) = Z(C). If C = A -proj then tr(A) = tr(C).
(c) For any commutative k-algebra R we have tr(RA) = R tr(A).
(d) We have tr(A⊗k B) = tr(A)⊗k tr(B) and Z(A⊗k B) = Z(A)⊗k Z(B).
(e) Z(C) acts on tr(C) via the map Z(C)→ Endk(tr(C)), a 7→ (tr(a
′) 7→ tr(aa′)).
(f) A short exact sequence of k-categories 0→ I → C → B → 0 yields an exact sequence of
k-linear maps tr(I)→ tr(C)→ tr(B)→ 0.

For a future use, let us give some details on part (f). Assume that C = Cc. For any
object X let add(X) ⊂ C be the smallest k-subcategory containing X which is closed under
taking direct summands. Then, the functor HomC(X, •) yields an equivalence add(X) →
EndC(X)
op -proj . In particular, if C has a finite number of indecomposable objectsX1, X2, . . .Xn
(up to isomorphisms) and X =
⊕d
i=0Xi, then we have an equivalence C ≃ EndC(X)
op -proj.
Now, assume that C = A -proj, where A is a finitely generated k-algebra. Given a Serre
k-subcategory I ⊂ C, there is an idempotent e ∈ A such that I = eAe -proj and the functor
I → C is given by M 7→ Ae ⊗eAe M . Set B = C/I. Then, we have B
c = B -proj where
B = A/AeA and the composed functor C → B → Bc is given by M 7→ B ⊗A M. We must
7prove that taking the trace we get an exact sequence of k-modules tr(I)→ tr(C)→ tr(B)→ 0.
Equivalently, we must check that the following complex is exact
eAe/[eAe, eAe]
i // A/[A,A]
j // B/[B,B] // 0.
Note that ker j = (AeA + [A,A])/[A,A] and im i = (eAe + [A,A])/[A,A]. Since aeb = ebae +
[ae, eb] for all a, b ∈ A, we deduce that ker j = im i, proving the claim.
2.1.3. Operators on the trace.
Definition 2.2. Given a functor F : C → C′ between two k-categories and a morphism of
functors x ∈ End(F ), the trace of F on x is the linear map
trF (x) : tr(C)→ tr(C
′), tr(f) 7→ tr(x(a) ◦ F (f))
where f ∈ End(a) and x(a) ◦ F (f) ∈ End(F (a)).
Note that x(a) ◦F (f) = F (f) ◦ x(a) by functoriality. Below are some basic properties of the
trace map, whose proofs are standard and are left to the reader.
Lemma 2.3. (a) For each F1, F2 : C → C
′, x ∈ End(F1⊕F2), we have trF1⊕F2(x) = trF1(x11)+
trF2(x22) where x11 ∈ End(F1), x22 ∈ End(F2) are the diagonal coordinates of x.
(b) For two morphisms ρ : F1 → F2, ψ : F2 → F1, we have trF1(ψ ◦ ρ) = trF2(ρ ◦ ψ). In
particular, if ρ : F1 → F2 is an isomorphism of functors, then for any x ∈ End(F1) we have
trF2(ρ ◦ x ◦ ρ
−1) = trF1(x).
(c) For each F : C → C′, G : C′ → C′′, x ∈ End(F ) and y ∈ End(G), we have trGF (yx) =
trG(y) ◦ trF (x). 
2.1.4. Adjunction. Given two k-categories C1, C2, a pair of adjoint functors (E, F ) from C1 to
C2 is the datum (E, F, ηE, εE) of functors E : C1 → C2, F : C2 → C1 and morphisms of functors
ηE : 1C1 → FE and εE : EF → 1C2 , called unit and counit, such that (εEE) ◦ (EηE) = E and
(FεE) ◦ (ηEF ) = F .
A pair of biadjoint functors C1 → C2 is the datum (E, F, ηE, εE, ηF , εF ) of functors E : C1 →
C2, F : C2 → C1, morphisms of functors ηE : 1C1 → FE, εE : EF → 1C2 such that (E, F, ηE, εE)
and (F,E, ηF , εF ) are adjoint pairs.
Example 2.4. Given two pairs of adjoint functors (E, F ), (E ′, F ′) from C1 to C2, the direct sum
(E ⊕ E ′, F ⊕ F ′) is an adjoint pair such that
ηE⊕E′ = (ηE , 0, 0, ηE′) : 1C1 → FE ⊕ FE
′ ⊕ F ′E ⊕ F ′E ′,
εE⊕E′ = εE + εE′ : EF ⊕ EF
′ ⊕ E ′F ⊕E ′F ′ → 1C2 .
If E : C1 → C2 and E
′ : C2 → C3, then (E
′E, FF ′) is an adjoint pair such that ηE′E =
(FηE′E) ◦ ηE and εE′E = εE′ ◦ (E
′εEF
′).
Suppose (E, F ), (E ′, F ′) are two pairs of adjoint functors from C1 to C2. For any morphism
x : E → E ′, the left transpose ∨x : F ′ → F is the composition of the chain of morphisms
F ′
ηEF
′
// FEF ′
FxF ′ // FE ′F ′
FεE′ // F.
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For any morphism y : F ′ → F , the right transpose y∨ : E → E ′ is the composition
E
EηE′ // EF ′E ′
EyE′ // EFE ′
εEE
′
// E ′.
2.1.5. Operators on the center. Let C1, C2 be two k-categories, and (E, F, ηE, εE, ηF , εF ) a
pair of biadjoint functors C1 → C2. The isomorphisms 1C2E = E = E1C1 yield a canonical
(Z(C1),Z(C2))-bimodule structure on End(E). Let Z(C2) → End(E), z 7→ zE and Z(C1) →
End(E), z 7→ Ez denote the corresponding k-algebra homomorphisms.
Definition 2.5 ([3]). For each x ∈ End(E) we define a map
ZE(x) : Z(C2)→ Z(C1)
by sending an element z ∈ Z(C2) to the composed morphism
1C1
ηE // F1C2E
Fzx // F1C2E
εF // 1C1 .
We define ZF (x) : Z(C1)→ Z(C2) for each x ∈ End(F ) in the same manner with the role of E
and F exchanged.
The proof of the following proposition is standard and is left to the reader.
Proposition 2.6. Let (E, F, ηE, εE, ηF , εF ), (E
′, F ′, ηE′, εE′, ηF ′, εF ′) be two pairs of biadjoint
functors. Let x ∈ End(E), x′ ∈ End(E ′). Then, we have
(a) ZE(x) : Z(C2)→ Z(C1) is k-linear,
(b) ZE′E(x ◦ φ) = ZE′(x
′) ◦ ZE(x) and ZE⊕E′(x⊕ x) = ZE(x) + ZE′(x
′),
(c) the map ZE : End(E)→ Homk(Z(C2),Z(C1)) is (Z(C1),Z(C2))-bilinear,
(d) let ρ : E → E ′ be an isomorphism with ρ∨ = ∨ρ, then ZE′(ρ ◦ x ◦ ρ
−1) = ZE(x).

2.2. Symmetric algebras. Let A,B,C be k-algebras.
2.2.1. Kernels. There is an equivalence of categories between the category of (A,B)-bimodules
and the categories of functors from B -Mod to A -Mod. It associates an (A,B)-bimodule K
with the functor ΦK : B -Mod→ A -Mod given by N 7→ K ⊗B N . We say that K is the kernel
of ΦK . Since ΦK(B) = K, the kernel is uniquely determined by the functor ΦK . For two
(A,B)-bimodule K, K ′ we have HomA,B(K,K
′) ≃ Hom(ΦK ,ΦK ′) given by f 7→ f ⊗B id .
2.2.2. Induction and restriction. We’ll call B-algebra a k-algebra A with a k-algebra homomor-
phism i : B → A. We consider the restriction and induction functors
ResAB : A -Mod→ B -Mod, Ind
A
B = A⊗B − : B -Mod→ A -Mod .
The pair (IndAB,Res
A
B) is adjoint with the co-unit ε : Ind
A
B Res
A
B → 1 represented by the (A,A)-
bimodule homomorphism µ : A ⊗B A → A given by the multiplication, and the unit η : 1 →
ResAB Ind
A
B represented by the morphism i, which is (B,B)-bilinear. Let A
B be the centralizer
of B in A. For any f ∈ AB we set
(1) µf : A⊗B A→ A, a⊗ a
′ = afa′.
92.2.3. Frobenius and symmetrizing forms. We refer to [36] for more details on this section.
Let A be a B-algebra that is projective and finite as B-module. A morphism of (B,B)-
bimodules t : A → B is called a Frobenius form if the morphism of (A,B)-bimodules tˆ : A →
HomB(A,B), a 7→ (a
′ 7→ t(a′a)) is an isomorphism. If such a form exist, we say that A is a
Frobenius B-algebra. If we have t(aa′) = t(a′a) for each a ∈ A, a′ ∈ AB then t is called a
symmetrizing form and A a symmetric B-algebra.
Given t : A → B a Frobenius form, the composition of the isomorphism A ⊗B A
∼
→
HomB(A,B)⊗A given by a⊗a
′ 7→ tˆ(a)⊗a′ and the canonical isomorphism HomB(A,B)⊗BA
∼
→
EndB(A) yields an isomorphism A⊗B A
∼
→ EndB(A). The preimage of the identity under this
map is the Casimir element π ∈ (A⊗B A)
A. We have (t⊗ 1)(π) = (1⊗ t)(π) = 1.
There is a bijection between the set of Frobenius forms and the set of adjunctions (ResAB, Ind
A
B)
given as follows. Given a Frobenius form t : A → B, the counit εˆ : ResAB Ind
A
B → 1B is
represented by the (B,B)-linear map t : A→ B and the unit ηˆ : 1A → Ind
A
B Res
A
B is represented
by the unique (A,A)-linear map ηˆ : A→ A⊗BA such that ηˆ(1A) = π. This yields an adjunction
for (ResAB, Ind
A
B). Conversely, if εˆ and ηˆ are counit and unit for (Res
A
B, Ind
A
B), then the (B,B)-
linear map t : A→ B which represents εˆ is a Frobenius form.
Recall that tr(A) is a Z(A)-module. We equip CF(A) with the dual Z(A)-action. Let us
recall a few basic facts.
Proposition 2.7. Let A,B,C be k-algebras which are projective and finite as k-modules.
(a) If t : A → B and t′ : B → C are symmetrizing forms then t′ ◦ t : A → C is again a
symmetrizing form.
(b) A symmetrizing form t : A → k induces a nondegenerate Z(A)-bilinear form t : Z(A) ×
tr(A)→ k such that t(a, a′) = t(aa′).
(c) If t : A → k is a symmetrizing form then tr(A) is a faithful Z(A)-module and CF(A) is
a free Z(A)-module of rank 1 generated by the obvious map t : tr(A)→ k.
Proof. Part (a) is proved in [36, lem. 2.10]. Part (b) is obvious. For (c), assume that t : A→ k
is a symmetrizing form. If a, b ∈ Z(A) have the same image in Endk(tr(A)), then for each
a′ ∈ tr(A) we have t(aa′ − ba′) = 0, from which we deduce that a = b by part (b). For the
second claim see, e.g., [9, lem.2.5]. 
3. The center of quiver-Hecke algebras
3.1. Quiver Hecke algebras. Assume that k =
⊕
n∈N k
n is noetherian and N-graded and
that k0 is a field. We may abbreviate k = k0 and we’ll identify k with the quotient k/k>0
without mentionning it explicitly.
3.1.1. Cartan datum. A Cartan datum consists of a finite-rank free abelian group P called
the weight lattice whose dual lattice, called the co-weight lattice, is denoted P ∨, of a finite
set of vectors Φ = {α1, . . . , αn} ⊂ P called simple roots and of a finite set of vectors Φ
∨ =
{α∨1 , . . . , α
∨
n} ⊂ P
∨ called simple coroots. Let Q+ = NΦ ⊂ P be the semigroup generated by
the simple roots and P+ ⊂ P be the subset of dominant weights, i.e., the set of weights Λ such
that Λi = 〈α
∨
i ,Λ〉 > 0 for all i ∈ I. We’ll call Bruhat order the partial order on P such that
λ 6 µ whenever µ− λ ∈ Q+
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Set I = {1, . . . , n} and let 〈•, •〉 be the canonical pairing on P ∨ × P . The I × I matrix
A with entries aij = 〈α
∨
i , αj〉 is assumed to be a generalized Cartan matrix. We’ll assume
that the Cartan datum is non-degenerate, i.e., the simple roots are linearly independent, and
symmetrizable, i.e., there exist non-zero integers di such that di aij = dj aji for all i, j. The
integers di are unique up to an overall common factor. They can be assumed positive and
mutually prime.
Let (•|•) be the symmetric bilinear form on h∗ = Q⊗Z P given by (αi|αj) = diaij . Let g be
the symmetrizable Kac-Moody algebra over k associated with the generalized Cartan matrix
A and the lattice of integral weights P . Let h, n+ ⊂ g be the Cartan subalgebra and the
maximal nilpotent subalgebra spanned by the positive root vectors of g. For any dominant
weight Λ ∈ P+, let V (Λ) be the corresponding integrable simple g-module. For each λ ∈ P let
V (Λ)λ ⊆ V (Λ) be the weight subspace of weight λ.
3.1.2. Quiver Hecke algebras. Fix an element ci,j,p,q ∈ k for each i, j ∈ I, p, q ∈ N such that
deg(ci,j,p,q) = −2di(aij + p)− 2djq and ci,j,−aij,0 is invertible. Fix a matrix Q = (Qij)i,j∈I with
entries in k[u, v] such that
Qij(u, v) = Qji(v, u), Qii(u, v) = 0, Qij(u, v) =
∑
p,q>0
ci,j,p,q u
pvq if i 6= j.
Definition 3.1. The quiver Hecke algebra (or QHA) of rank n > 0 associated with A and Q
is the k-algebra R(n;Q,k) generated by e(ν), xk, τl with ν ∈ I
n, k, l ∈ [1, n], l 6= n, satisfying
the following defining relations
(a) e(ν) e(ν ′) = δν,ν′ e(ν),
∑
ν
e(ν) = 1,
(b) xk xl = xl xk, xk e(ν) = e(ν) xk,
(c) τl e(ν) = e(sl(ν)) τl, τk τl = τl τk if |k − l| > 1,
(d) τ 2l e(ν) = Qνl,νl+1(xl, xl+1) e(ν),
(e) (τkxl − xsk(l)τk) e(ν) = δνk,νk+1 (δl,k+1 − δl,k) e(ν),
(f) (τk+1 τk τk+1 − τk τk+1 τk) e(ν) = δνk,νk+2 ∂k,k+2Qνk,νk+1(xk, xk+1) e(ν),
where ∂k,l is the Demazure operator on k[x1, x2, . . . , xn] which is defined by
∂k,l(f) = (f − (k, l)(f)/(xk − xl).
The algebra R(n;Q,k) is free as a k-module. It admits a Z-grading given by
deg(e(ν)) = 0, deg(xke(ν)) = 2dνk , deg(τke(ν)) = −dνk aνk,νk+1.
For α ∈ Q+ such that ht(α) = n, we set
Iα = {ν = (ν1, . . . , νn) ∈ I
n ; αν1 + · · ·+ ανn = α}.
The idempotent e(α) =
∑
ν∈Iα e(ν) is central in R(n;Q,k). Given ν ∈ I
n, ν ′ ∈ Im we write
νν ′ ∈ In+m for their concatenation. Set e(α, ν ′) =
∑
ν∈Iα e(νν
′) and e(n, ν ′) =
∑
ν∈In e(νν
′).
The quiver Hecke algebra of rank α is the algebra
R(α;Q,k) = e(α)R(n;Q,k) e(α).
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3.1.3. Cyclotomic quiver Hecke algebras. Given a dominant weight Λ ∈ P+ we set
IΛ = {(i, p) ; i ∈ I, p = 1, . . . ,Λi}.
For a future use, let
(2) IΛ → I, t 7→ it
denote the canonical map such that (i, p) 7→ i. Fix a family of commuting formal variable
{ct ; t ∈ IΛ}. Let k
Λ be the N-graded ring given by
kΛ = k[ct ; t ∈ IΛ], deg(cip) = 2pdi.
We’ll abbreviate k = kΛ and we’ll write ci0 = 1.
Now, fix a N-graded k-algebra k. Let ct denote both the element in k above and its image
in k by the canonical map k→ k (which is homogeneous of degree 0). Then, set
(3) aΛi (u) =
Λi∑
p=0
cip u
Λi−p ∈ k[u].
The monic polynomial aΛi (u) is called the i-th cyclotomic polynomial associated with k.
For each α ∈ Q+ and 1 6 k 6 ht(α), we set
(4) aΛα(xk) =
∑
ν∈Iα
aΛνk(xk)e(ν).
Note that aΛα(xk)e(ν) is a homogeneous element of R(α;Q,k) with degree 2dνkΛνk .
Definition 3.2. The cyclotomic quiver Hecke algebra (or CQHA) of rank α and level Λ is the
quotient RΛ(α;Q,k) of R(α;Q,k) by the two-sided ideal generated by aΛα(x1).
To simplify notation, we write R(α) = R(α;k) = R(α;Q,k) and RΛ(α) = RΛ(α;k) =
RΛ(α;Q,k). We may also write R =
⊕
αR(α), R(k) =
⊕
αR(α;k), R
Λ =
⊕
αR
Λ(α), etc.
The following is proved in [16, cor. 4.4, thm. 4.5].
Proposition 3.3. The k-algebra RΛ(α;k) is free of finite type as a k-module. 
Remark 3.4. A morphism of N-graded k-algebras k → h yields canonical graded h-algebra
isomorphisms h⊗k R(α;k)→ R(α;h) and h⊗k R
Λ(α;k)→ RΛ(α;h).
Example 3.5. (a) Set RΛ(α) = RΛ(α;k). We call RΛ(α) the global (or universal) CQHA.
(b) If k = k then aΛi (u) = u
Λi for each i. We call RΛ(α; k) the local (or restricted) CQHA.
(c) For each i ∈ I we fix an element ci ∈ k of degree 2di. Let k
′ denote the new k-algebra
structure on k such that the corresponding cyclotomic polynomial is aΛi (u−ci). Set Q
′
ij(u, v) =
Qij(u−ci, v−cj). Then, the assignment e(ν), xke(ν), τle(ν) 7→ e(ν), (xk+cνk)e(ν), τle(ν) extends
uniquely to a k-algebra isomorphism RΛ(α;Q,k)
∼
→ RΛ(α;Q′,k′). In particular, fix i ∈ I and
assume that Λ = ωi is the i-th fundamental weight. Assume also that condition (11) below is
satisfied. Set aΛi (u) = u+ ci. Then, we have a k-algebra isomorphism
(5) Rωi(α;Q,k) ≃ k⊗k R
ωi(α;Q, k).
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Definition 3.6. For each k ∈ [1, n−1] the k-th intertwiner operator is the element ϕk ∈ R
Λ(n)
defined by ϕke(ν) = τke(ν) if νk 6= νk+1 and by the following formulas if νk = νk+1
ϕke(ν) = (xkτk − τkxk)e(ν) = (τkxk+1 − xk+1τk)e(ν)
= ((xk − xk+1)τk + 1)e(ν) = (τk(xk+1 − xk)− 1)e(ν).
We have, see [18, sec. 5.1] for details,
• xsk(ℓ) ϕk e(ν) = ϕk xℓ e(ν),
• {ϕk} satisfies the braid relations,
• if w ∈ Sn satisfies w(k + 1) = w(k) + 1 then ϕw τk = τw(k) ϕw,
• ϕ2k e(ν) = e(ν) if νk = νk+1 and ϕ
2
k e(ν) = Qνk,νk+1(xk, xk+1) e(ν) if νk 6= νk+1.
3.1.4. Induction and restriction. Let i ∈ I and α ∈ Q+ of height n. Set λ = Λ − α and
λi = 〈α
∨
i , λ〉.
We have a Z-graded k-algebra embedding ιi : R(α) →֒ R(α + αi) given by e(ν), xk, τl 7→
e(ν, i), xk, τl for each ν ∈ I
α with 1 6 k 6 n and 1 6 l 6 n−1. It induces a Z-graded k-algebra
homomorphism ιi : R
Λ(α)→ RΛ(α + αi).
The restriction and induction functors form an adjoint pair (F ′i , E
′
i) with
E ′i : R
Λ(α+ αi) -grmod→ R
Λ(α) -grmod, N 7→ e(α, i)N,
F ′i : R
Λ(α) -grmod→ RΛ(α+ αi) -grmod, M 7→ R
Λ(α+ αi)e(α, i)⊗RΛ(α) M.
The counit ε′i,λ : F
′
iE
′
i1λ → 1λ and the unit η
′
i,λ : 1λ → E
′
iF
′
i1λ are represented respectively by
the multiplication map µ and the map ιi
ε′i,λ : R
Λ(α)e(α− αi, i)⊗RΛ(α−αi) e(α− αi, i)R
Λ(α)→ RΛ(α),
η′i,λ : R
Λ(α)→ e(α, i)RΛ(α+ αi)e(α, i).
Finally, let σ′ij,λ : F
′
iE
′
j1λ → E
′
jF
′
i1λ be the morphism represented by the linear map
RΛ(α− αj + αi)e(α− αj, i)⊗RΛ(α−αj) e(α− αj, j)R
Λ(α)→ e(α− αj + αi, j)R
Λ(α + αi)e(α, i),
x⊗ y 7→ xτny.
For j = i, the element τn ∈ R
Λ(α+αi) centralizes the subalgebra e(α−αi, i
2)RΛ(α+αi)e(α−
αi, i
2), so we have σ′ii,λ = µτn , see (1).
Theorem 3.7 ([16]). For each α ∈ Q+ of height n, we have
(a) if λi > 0, then the following morphism of endofunctors on R
Λ(α) -Mod is an isomorphism
ρ′i,λ = σ
′
ii,λ +
λi−1∑
k=0
(E ′ix
k) ◦ η′i,λ : F
′
iE
′
i1λ ⊕
λi−1⊕
k=0
kxk ⊗ 1λ → E
′
iF
′
i1λ,
(b) if λi 6 0, then the following morphism of endofunctors on R
Λ(α) -Mod is an isomorphism
ρ′i,λ =
(
σ′ii,λ, ε
′
i,λ ◦ (F
′
ix
0), . . . , ε′i,λ ◦ (F
′
ix
−λi−1)
)
: F ′iE
′
i1λ → E
′
iF
′
i1λ ⊕
−λi−1⊕
k=0
k(x−1)k ⊗ 1λ.
The theorem can be rephrased as follows
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• assume λi > 0: for any z ∈ e(α, i)R
Λ(α + αi)e(α, i) there are unique elements π(z) ∈
RΛ(α)e(α− αi, i)⊗RΛ(α−αi) e(α− αi, i)R
Λ(α) and pk(z) ∈ R
Λ(α) such that
(6) z = µτn(π(z)) +
λi−1∑
k=0
pk(z) x
k
n+1.
• assume λi 6 0: for any z ∈ e(α, i)R
Λ(α + αi)e(α, i) and any z0, . . . , z−λi−1 ∈ R
Λ(α),
there is a unique element y ∈ RΛ(α)e(α− αi, i)⊗RΛ(α−αi) e(α− αi, i)R
Λ(α) such that
(7) µτn(y) = z, µxkn(y) = zk, ∀k ∈ [0,−λi − 1].
For a future use, let us introduce the following notation. Assume that λi 6 0 and that
z ∈ e(α, i)RΛ(α+ αi)e(α, i). For each ℓ ∈ [0,−λi − 1] let
(8) z˜, π˜ℓ ∈ R
Λ(α)e(α− αi, i)⊗RΛ(α−αi) e(α− αi, i)R
Λ(α)
be the unique elements such that
µτn(z˜) = z, µxkn(z˜) = 0, µτn(π˜ℓ) = 0, µxkn(π˜ℓ) = δk,ℓ.
Theorem 3.8 ([18]). The pair (E ′i, F
′
i ) is adjoint with the counit εˆ
′
i,λ : E
′
iF
′
i1λ → 1λ and the
unit ηˆ′i,λ : 1λ → F
′
iE
′
i1λ represented by the morphisms
εˆ′i,λ : e(α, i)R
Λ(α + αi)e(α, i)→ R
Λ(α)
ηˆ′i,λ : R
Λ(α)→ RΛ(α)e(α− αi, i)⊗RΛ(α−αi) e(α− αi, i)R
Λ(α)
such that
• εˆ′i,λ(z) = pλi−1(z) if λi > 0 and µx−λin (z˜) if λi 6 0,
• ηˆ′i,λ(1) = −π(x
λi
n+1) if λi > 0 and π˜−λi−1 if λi < 0.

We abbreviate ε′i = ε
′
i,λ, η
′
i = η
′
i,λ, εˆ
′
i = εˆ
′
i,λ, ηˆ
′
i = ηˆ
′
i,λ, etc, when λ is clear from the context.
Corollary 3.9. The linear maps ε′i, η
′
i are homogeneous of degree zero. The linear maps
εˆ′i, ηˆ
′
i are homogeneous of degree 2di(1 − λi), 2di(1 + λi) respectively. The linear map σ
′
ij is
homogeneous of degree −diaij. 
3.1.5. The symmetrizing form. For each α ∈ Q+ we set
dΛ,α = (Λ|Λ)− (Λ− α|Λ− α).
We’ll need the following result from [42, rem. 3.19].
Proposition 3.10. The k-algebra RΛ(α) is symmetric and admits a symmetrizing form tΛ,α
which is homogeneous of degree −dΛ,α. 
The definition of tΛ,α is given in Definition A.6. We’ll abbreviate tα = tΛ,α and tΛ =
∑
α tα.
Since we have not found any proof of the proposition in the literature, we have given one in
Appendix A.
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3.2. Categorical representations. Let k be an N-graded commutative ring as in Section 3.1.
Write gk = k⊗k g. Fix an integer ℓ.
3.2.1. Definition. For each λ ∈ P , let Cλ be an (ℓZ)-graded k-category. Set C =
⊕
λ Cλ and
denote by 1λ the obvious functor 1λ : C → Cλ. For each i, j ∈ I, λ ∈ P we fix
• a Z-graded k-algebra homomorphism k[ℓ] → Z(C/ℓZ),
• a functor 1λ−αiFi = Fi1λ with a right adjoint 1λEi[ℓdi(1− λi)] = Ei1λ−αi [ℓdi(1− λi)],
• morphisms of functors xi1λ : Fi1λ → Fi1λ[2ℓdi] and τij1λ : FiFj1λ → FjFi1λ[−ℓdiaij ].
Thus C/ℓZ is a k-category and the functors Fi1λ, Ei1λ are k-linear. Let
εi1λ : FiEi1λ → 1λ[ℓdi(1 + λi)], ηi1λ : 1λ → EiFi1λ[ℓdi(1− λi)]
be the counit and the unit of the adjoint pair (1λFi, Ei1λ[−ℓdi(1 + λi)]). We’ll abbreviate
Ei =
⊕
λ
Ei1λ, Fi =
⊕
λ
Fi1λ, Fα =
⊕
ν∈Iα
Fν , etc,
where Fν = Fν1Fν2 . . . Fνn for ν = (ν1, ν2, . . . , νn). Next, we define the following morphisms
• σij = (EjFiεj) ◦ (EjτjiEi) ◦ (ηjFiEj) : FiEj → EjFi,
• ρi1λ = σii1λ +
∑−λi−1
l=0 (εi1λ) ◦ (x
l
iEi1λ) : FiEi1λ → EiFi1λ ⊕
⊕−λi−1
l=0 1λ[ℓdi(1 + 2l + λi)]
if λi 6 0,
• ρi1λ = σii1λ +
∑λi−1
l=0 (Eix
l
i1λ) ◦ (ηi1λ) : FiEi1λ ⊕
⊕λi−1
l=0 1λ[ℓdi(1 + 2l − λi)]→ EiFi1λ if
λi > 0.
Definition 3.11. A categorical representation of gk of degree ℓ in C is a tuple Cλ, Ei, Fi, εi,
ηi, xi, τij as above such that the following hold
• the assignment e(ν) 7→ 1Fν , xke(ν) 7→ xνk1Fν , τle(ν) 7→ τνl,νl+11Fν for each ν ∈ I
α defines
a Z-graded k[ℓ]-algebra homomorphism R(α;k)[ℓ] → EndC/ℓZ(Fα),
• the morphisms ρi1λ, σij , i 6= j, are isomorphisms.
Morphisms of categorical representations are defined in the obvious way.
We’ll call the map R(α;k)[ℓ] → EndC/ℓZ(Fα) the canonical homomorphism associated with
the categorical representation of gk in C.
Unless specified otherwise, a categorical representation will be of degree 1. Note that, given
a categorical representation of gk in C, there is a canonical categorical representation of gk of
degree ℓ in C[ℓ] called its ℓ-twist such that the Z-graded k[ℓ]-algebra homomorphism
R(α;k)[ℓ] → EndC[ℓ]/ℓZ(Fα) = EndC/Z(Fα)
[ℓ]
is equal to the homomorphism R(α;k)→ EndC/Z(Fα) associated with the gk-action on C.
We’ll also use the following definitions
• C is integrable if Ei, Fi are locally nilpotent for all i,
• C is bounded above if the set of weights of C is contained in a finite union of cones of
type µ−Q+ with µ ∈ P,
• the highest weight subcategory Chw ⊂ C is the full subcategory given by
Chw = {M ∈ C ; Ei(M) = 0, ∀i ∈ I}.
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Remark 3.12. (a) Taking the left transpose of the morphisms of functors
xi1λ : Fi1λ → Fi1λ[2ℓdi], τij1λ : FiFj1λ → FjFi1λ[−ℓdiaij ]
we get the morphisms of functors
1λ
∨xi : 1λEi → 1λEi[2ℓdi], 1λ
∨τij1λ : 1λEiEj → 1λEjEi[−ℓdiaij ].
We’ll abbreviate xi =
∨xi and τij =
∨τij .
(b) Forgetting the grading at each place we define as above a categorical representation of gk
in a (not graded) k-category C.
(c) For each short exact sequence of Z-graded k-categories 0 → I → C → B → 0 such
that I → C is a morphism of categorical representations of gk, there is a unique categorical
representation of gk on B such that C → B is morphism of categorical representations.
(d) Given a categorical representation of gk on C, there is a unique categorical representation
of gk on C
c such that the canonical fully faithful functor C → Cc is a morphism of categorical rep-
resentations. Recall that the objects of the idempotent completion Cc are the pairs (M, e) where
M is an object of C and e is an idempotent of EndC(M), and that HomCc
(
(M, e), (N, f)
)
=
f HomC(M,N) e. Then, we have Fi(M, e) = (Fi(M), Fi(e)), Ei(M, e) = (Ei(M), Ei(e)) and
xi1λ, τij1λ are defined in a similar way.
3.2.2. The minimal categorical representation. Fix a dominant weight Λ ∈ P+ and an N-graded
k-algebra k. Given α ∈ Q+ we write λ = Λ− α. Recall that we abbreviate R
Λ(α) = RΛ(α;k).
Let kAΛλ = R
Λ(α) -grmod be the Z-graded abelian k-category consisting of the finitely generated
Z-graded RΛ(α)-modules and let kVΛλ = R
Λ(α) -grproj be the full subcategory formed by the
projective Z-graded modules. When there is no confusion we’ll abbreviate AΛλ = kA
Λ
λ and
VΛλ = kA
Λ
λ . Let A
Λ, VΛ be the categories
AΛ =
⊕
λ
AΛλ , V
Λ =
⊕
λ
VΛλ .
Fix an integer ℓ. Let VΛ,[ℓ] = (VΛ)[ℓ] be the ℓ-twist of VΛ and RΛ(α)[ℓ] be the ℓ-twist of RΛ(α).
Thus, RΛ(α)[ℓ] is a (ℓZ)-graded k[ℓ]-algebra and VΛ,[ℓ]λ is the category of finitely generated
projective (ℓZ)-graded modules, i.e.,
V
Λ,[ℓ]
λ = R
Λ(α)[ℓ] -grproj .
Definition 3.13. The minimal categorical representation of gk of highest weight Λ and degree
ℓ is the representation on VΛ,[ℓ] given by
• Ei1λ = E
′
i[−ℓdi(1 + λi)],
• Fi1λ = F
′
i ,
• εi1λ = ε
′
i,λ and ηi1λ = η
′
i,λ,
• xi1λ ∈ Hom(Fi1λ, Fi1λ[2ℓdi]) is represented by the right multiplication by xn+1 on
RΛ(α + αi)e(α, i),
• τij1λ ∈ Hom(FiFj1λ, FjFi1λ[−ℓdiaij ]) is represented by the right multiplication by τn+1
on RΛ(α + αi + αj)e(α, ji).
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The category A
Λ,[ℓ]
λ is Krull-Schmidt with a finite number of indecomposable projective ob-
jects. The category VΛ,[ℓ]/(ℓZ) is the category of (ℓZ)-graded finitely generated projective
RΛ,[ℓ]-modules with morphisms which are not necessarily homogeneous. We’ll call it the cate-
gory of all (ℓZ)-gradable projective modules.
Example 3.14. We’ll abbreviate e = sl2. Assume that g = e, Λ = kω1 and α = nα1 with k, n > 0.
In this case we write Vk = VΛ and Vkk−2n = V
Λ
λ . Consider the polynomial ring Z
k = k[c1, . . . , ck]
with deg(cp) = 2p for all p. Let H
k
n be the global cyclotomic affine nil Hecke algebra of rank n
and level k, i.e., the Z-graded Zk-algebra denoted by Hn,k in [37, sec. 4.3.2]. Note that H
k
0 = Z
k
and k = Zk. Given an N-graded Zk-algebra k, the cyclotomic quiver Hecke algebra RΛ(α;k)
is isomorphic to k ⊗Zk H
k
n as a Z-graded k-algebra by [37, lem. 4.27]. In particular, we have
RΛ(α) = Hkn. For each integer ℓ, we abbreviate Z
k,[ℓ] = (Zk)[ℓ] and Hk,[ℓ]n = (H
k
n)
[ℓ]. We have
(9) Vk,[ℓ] =
⊕
n>0
(
k[ℓ] ⊗Zk,[ℓ] H
k,[ℓ]
n
)
-grproj .
We’ll also identify RΛ(α; k) with the local cyclotomic affine nil Hecke algebra of rank n and
level k, which is the quotient Hkn = k⊗Zk H
k
n of H
k
n by the ideal (c1, . . . , ck).
3.2.3. Factorization. Fix a dominant weight Λ ∈ P+. Recall the map IΛ → I introduced in
(2). For any t ∈ IΛ we abbreviate ωt = ωit and dt = dit. Set h = k[yt ; t ∈ IΛ] where yt is a
formal variable of degree deg(yt) = 2dt. The graded ring h has a natural structure of N-graded
k-algebra such that the element cip ∈ h is given by cip = ep(yi1, . . . , yiΛi). The corresponding
cyclotomic polynomials are
(10) aΛi (u) =
Λi∏
p=1
(u+ yip), ∀i ∈ I.
Let h′ be the fraction field of h. We’ll consider the condition
(11) Qij(u, v) = rij (u− v)
−aij for some rij such that rij = (−1)
aij rji for all i 6= j.
Theorem 3.15. If the condition (11) is satisfied, then the following hold
(a) for each integer n > 0, there is an h′-algebra isomorphism
RΛ(n,h′)→
⊕
(nt)
MatSn/
∏
tSnt
(⊗
t∈IΛ
Rωt(nt,h
′)
)
,
where (nt) runs over the set of IΛ-tuples of non-negative integers with sum n,
(b) there is an isomorphism h′ ⊗k V
Λ → h′ ⊗h
⊗
t∈IΛ
Vωt of (not graded) categorical gh′-
representations taking the functor Fα to
⊕
(αt)
⊗
t Fαt, the sum being over all IΛ-tuples (αt) with
sum α. The canonical homomorphism
⊗
t∈IΛ
R(αt;h
′) → End
(⊗
t∈IΛ
Fαt
)
is the composition
of the inclusion
⊗
t∈IΛ
R(αt;h
′) ⊂ R(α;h′) underlying (a) and of the canonical homomorphism
R(α;h′)→ End(Fα).
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Proof. Let n = ht(α). Fix M ∈ RΛ(α;h′) -mod and g(u) ∈ h′[u]. From [16, p. 715-716] we get
g(xa)e(ν)M = 0 ⇒ Qνa,νa+1(xa, xa+1)g(xa+1)e(sa(ν))M = 0, ∀a ∈ [1, n), ∀ν ∈ I
n.
Set Q(u, v) =
∏
i 6=j Qij(u, v). We deduce that
(12) g(xa)e(ν)M = 0 ⇒ Q(xa, xa+1)g(xa+1)e(sa(ν))M = 0, ∀a ∈ [1, n).
Now, assume that the polynomial Q(u, v) ∈ h′[u, v] has the following form
(13) Q(u, v) = r
∏
λ∈S
(u− v − λ)
for some finite family S of elements of h′ and some element r ∈ h′. Let spe(ν)M (xa) ⊂ h
′ be the
set of λ ∈ h′ such that the operator xa − λ id ∈ Endh′(e(ν)M) is not invertible. Since xa, xa+1
commute with each other, from (12), (13) we deduce that
spe(ν)M (xa+1) ⊆ spe(sa(ν))M (xa)− S ∪ {0}.
Next, recall that g(x1)(e(ν)M) = 0 if g(u) = a
Λ
ν1
(u). We deduce that
spe(ν)M (xa) ⊆ {−yνa,p ; p = 1, . . . ,Λa} − NS, ∀a ∈ [1, n].
Assume further that the condition (11) holds. Then we have S = {0}, hence
(14) spe(ν)M (xa) ⊆ {−yνa,p ; p = 1, . . . ,Λa}, ∀a ∈ [1, n].
In the rest of the proof we write I˜ = IΛ to simplify the notation. For each n-tuple ν˜ ∈ I˜
n set
Mν˜ = {m ∈M ; (xk + yν˜k)
Dm = 0, ∀k ∈ [1, n], ∀D ≫ 0}.
Considering the decomposition of the regular module, we deduce that there is a complete
collection of orthogonal idempotents {e(ν˜) ; ν˜ ∈ I˜n} in RΛ(α,h′) such that e(ν˜)M = Mν˜ . The
map I˜ → I in (2) yields, in the obvious way, a map
(15) I˜n → In, ν˜ 7→ ν.
The following properties are immediate
• e(ν˜) e(ν ′) = e(ν ′) e(ν˜) = δν,ν′ e(ν˜) for each ν
′ ∈ In,
• xl e(ν˜) = e(ν˜) xl,
• ϕk e(ν˜) = e(sk(ν˜))ϕk,
• τk e(ν˜) = e(ν˜) τk if ν˜k = ν˜k+1,
where k, l, µ, ν run over the sets [1, n), [1, n], I˜n and In respectively. In particular, the
idempotents e(ν˜) with ν˜ ∈ I˜n refine the idempotents e(ν) with ν ∈ In.
Lemma 3.16. For each M ∈ RΛ(α;h′) -mod, the map ϕk e(ν˜) : e(ν˜)M → e(sk(ν˜))M is
invertible whenever ν˜k 6= ν˜k+1.
Proof. The lemma is an immediate consequence of the following relations, for each ν ∈ In,
ϕ2r e(ν) = 1 if νk = νk+1, ϕ
2
k e(ν) = Qνk,νk+1(xk, xk+1) e(ν) if νk 6= νk+1.

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Set Q˜+ = NI˜. Fix an element α˜ =
∑
t∈IΛ
at · t in Q˜+. Set ht(α˜) =
∑
t at, and assume that
ht(α˜) = n. The map I˜ → I in (2) yields a map Q˜+ → Q+. We’ll also assume that α˜ maps to
α, i.e., that
∑
t∈IΛ
at · it = α.
Now, consider the set I˜ α˜ = {ν˜ ∈ I˜n ;
∑
k ν˜k = α˜}. We’ll say that two n-tuples ν˜, ν˜
′ ∈ I˜n are
equivalent, and we write ν˜ ∼ ν˜ ′, if we have ν˜, ν˜ ′ ∈ I˜ α˜ for some α˜ ∈ Q˜+. Then, we define the
idempotent e(α˜) ∈ RΛ(α,h′) by e(α˜) =
∑
ν˜∈I˜α˜ e(ν˜).
Next, fix a total order on I˜ and set I˜n+ = {µ ∈ I˜
n ; i < j ⇒ µi 6 µj}. For any tuple ν˜ ∈ I˜
n
there is a unique element ν˜+ ∈ I˜n+ such that ν˜ ∼ ν˜
+. Let α˜+ be the unique element in I˜n+ ∩ I˜
α˜.
The part (a) of the theorem is a consequence of the following lemma.
Lemma 3.17. The following hold
(a) e(ν˜)RΛ(α,h′) e(ν˜ ′) = 0 unless ν˜ ∼ ν˜ ′,
(b) e(α˜)RΛ(α,h′) e(α˜) ≃ MatI˜α˜
(
e(α˜+)RΛ(α,h′) e(α˜+)
)
as h′-algebras,
(c) e(α˜+)RΛ(α,h′) e(α˜+) ≃
⊗
t∈I˜ R
ωt(at,h
′) as h′-algebras.
Proof. Let I˜α ⊂ I˜n be the inverse image of Iα by the map (15). It is not difficult to prove that
• the h′-algebra RΛ(α,h′) is generated by the set of elements
(16) {τh e(ν˜), ϕk e(ν˜), xl e(ν˜) ; h, k ∈ [1, n), l ∈ [1, n] , ν˜ ∈ I˜
α, ν˜h = ν˜h+1, ν˜k 6= ν˜k+1},
• the h′-algebra e(α˜+)RΛ(α,h′) e(α˜+) is generated by the subset
(17) {τh e(α˜
+), xl e(α˜
+) ; h ∈ [1, n), l ∈ [1, n], α˜+h = α˜
+
h+1}.
Part (a) is immediate using the generators in (16). Let us concentrate on part (b). For each
tuple ν˜ ∈ I˜ α˜, we fix a sequence of simple reflections sl1 , sl2 , . . . , slj in Sn such that
• ν˜ = sl1sl2 · · · slj (α˜
+),
• the lh-th and (lh + 1)-th entries of slh+1slh+2 · · · slj (α˜
+) are different for each h ∈ [1, j].
In particular w = sl1sl2 · · · slj is a reduced decomposition and w is minimal in his left coset in
Sn relatively to the stabilizer of α˜
+. Hence, we have
(18) ϕl1ϕl2 · · ·ϕlj = ϕw = τl1τl2 · · · τlj
and the element
πν˜ = e(ν˜)ϕw e(α˜
+) ∈ e(ν˜)RΛ(α,h′)e(α˜+)(19)
depends only on ν˜ and not on the choice of l1, l2, . . . , lj. Further, it is invertible by Lemma
3.16. We deduce that there is an h′-algebra isomorphism
MatI˜α˜
(
e(α˜+)RΛ(α,h′) e(α˜+)
)
→ e(α˜)RΛ(α,h′) e(α˜),
Eν˜, ν˜′(m) 7→ πν˜ mπ
−1
ν˜′
(20)
Here Eν˜, ν˜′(m) is the elementary matrix with a m at the spot (ν˜, ν˜
′) and 0’s elsewhere. Part (b)
is proved.
To prove (c) we must check that the map⊗
t∈I˜
R(at,h
′)→ e(α˜+)R(α,h′) e(α˜+), a1 ⊗ a2 ⊗ · · · 7→ e(α˜
+) a1a2 · · · e(α˜
+)
19
factors to an h′-algebra isomorphism
(21)
⊗
t∈I˜
Rωt(at,h
′)
∼
→ e(α˜+)RΛ(α,h′) e(α˜+).
To do that, in order to simplify the notation, we’ll assume that
♯I˜ = 3, Λ = 2ωi + ωj, i 6= j ∈ I.
The proof of the general case is very similar. Write I˜ = {a, b, c} with a < b < c such that the
map (2) takes a, b, c to i, i, j respectively. We have α˜+ = (anabnbcnc) with na + nb + nc = n. To
simplify we’ll also assume that na, nb, nc > 0. We have
aΛi (u) = (u+ ya)(u+ yb), a
Λ
j (u) = u+ yc, a
Λ
k (u) = 1, ∀k 6= i, j.
First, we must prove that the following relations hold in e(α˜+)RΛ(n,h′) e(α˜+)
• (x1 + ya)e(α˜
+) = 0 if α+1 = i, and e(α˜
+) = 0 else,
• (x1+na + yb)e(α˜
+) = 0 if α+1+na = i, and e(α˜
+) = 0 else,
• (x1+na+nb + yc)e(α˜
+) = 0 if α+1+na = j, and e(α˜
+) = 0 else.
The first one is obvious, because
(x1 + ya)(x1 + yb)e(α
+) = 0 if α+1 = i, (x1 + yc)e(α
+) = 0 if α+1 = j, e(α
+) = 0 else
and (x1+ yb)e(α˜
+), (x1+ yc)e(α˜
+) are invertible in e(α˜+)RΛ(α,h′) e(α˜+). To prove the second
relation, note that
ϕ1ϕ2 · · ·ϕna(x1+na + yb)e(α˜
+) = (x1 + yb)e(µ˜)ϕ1ϕ2 · · ·ϕna .
where µ˜ = s1s2 · · · sna(α˜
+). Since µ1 = α
+
1+na , we deduce that
ϕ1ϕ2 · · ·ϕna(x1+na + yb)e(α˜
+) = 0 if α+1+na = i, and ϕ1ϕ2 · · ·ϕnae(α˜
+) = 0 else.
Further, by Lemma 3.16 the operator
ϕ1ϕ2 · · ·ϕnae(α˜
+) : e(α˜+)RΛ(α,h′) e(α˜+)→ e(µ˜)RΛ(α,h′) e(α˜+)
is invertible. Thus, we have
(x1+na + yb)e(α˜
+) = 0 if α+1+na = i, and e(α˜
+) = 0 else,
proving the second relation. The third one is proved in a similar way, using the product of
intertwiners ϕ1ϕ2 · · ·ϕna+nb instead of ϕ1ϕ2 · · ·ϕna .
The relations above imply that the homomorphism (21) is well-defined. We must check that it
is invertible. The surjectivity is immediate using the set of generators of e(α˜+)RΛ(α,h′) e(α˜+)
in (17). Let us concentrate on the injectivity. It is enough to construct a left inverse to (21).
To do that, recall that (a), (b) yields an isomorphism
(22)
⊕
α˜
MatI˜α˜
(
e(α˜+)RΛ(α,h′) e(α˜+)
) ∼
→ RΛ(α,h′)
where the sum is over the set of all α˜ ∈ Q˜+ which map to α by (2).
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Claim 3.18. (a) Fix ν˜ ∈ I˜ α˜ and w ∈ Sn as in (19). For each h, k ∈ [1, n), l ∈ [1, n] such that
ν˜h = ν˜h+1 and ν˜k 6= ν˜k+1, the map (22) satisfies the following relations
Eν˜,ν˜(xw−1(l) e(α˜
+)) 7→ xl e(ν˜), Esk(ν˜),ν˜(e(α˜
+)) 7→ ϕk e(ν˜), Eν˜,ν˜(τw−1(h) e(α˜
+)) 7→ τh e(ν˜).
(b) The assignment
xl e(ν˜) 7→ Eν˜,ν˜(xw−1(l)), ϕk e(ν˜) 7→ Esk(ν˜),ν˜(1), τh e(ν˜) 7→ Eν˜,ν˜(τw−1(h)),
where h, k, l, ν˜ are as above, yields an h′-algebra homomorphism
(23) RΛ(α,h′)→
⊕
α˜
MatI˜α˜
(⊗
t∈I˜
Rωt(at,h
′)
)
.
Proof. Part (a) follows from (20) and from the following computations
xl e(ν˜) = xl πν˜ e(α˜
+) π−1ν˜
= πν˜ xw−1(l) e(α˜
+) π−1ν˜
ϕk e(ν˜) = ϕk πν˜ e(α˜
+) π−1ν˜
= ϕk e(ν˜)ϕw e(α˜
+) π−1ν˜
= e(sk(ν˜))ϕk ϕw e(α˜
+) π−1ν˜
= πsk(ν˜) e(α˜
+) π−1ν˜
τh e(ν˜) = τh πν˜ e(α˜
+) π−1ν˜
= τh e(ν˜)ϕw e(α˜
+) π−1ν˜
= e(ν˜) τh ϕw e(α˜
+) π−1ν˜
= e(ν˜)ϕw τw−1(h) e(α˜
+) π−1ν˜
= πν˜ τw−1(h) e(α˜
+) π−1ν˜ .
Here, we have used the equality w−1(h+ 1) = w−1(h) + 1, which follows from the definition of
w in (18), and the equalities sh(ν˜) = ν˜ and sw−1(h)(α˜
+) = α˜+, which follow from the identities
ν˜h = ν˜h+1 and ν˜ = w(α˜
+).
Now, let us concentrate on (b). Since the elements xl e(ν˜), ϕk e(ν˜), τh e(ν˜) above gener-
ate RΛ(α,h′) by (16), it is enough to check that the defining relations of RΛ(α,h′) given in
Section 3.1.3 are satisfied. This is obvious. Note that the element τw−1(h) belongs indeed to⊗
t∈I˜ R
ωt(at,h
′) because sw−1(h)(α˜
+) = α˜+.

Composing (22) and (23), we get an h′-algebra homomorphism⊕
α˜
MatI˜α˜
(
e(α˜+)RΛ(α,h′) e(α˜+)
)
→
⊕
α˜
MatI˜α˜
(⊗
t∈I˜
Rωt(at,h
′)
)
.
For each α˜ it restricts to an h′-algebra homomorphism
e(α˜+)RΛ(α,h′) e(α˜+)→
⊗
t∈I˜
Rωt(at,h
′)
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which is a left inverse to (21).

Finally, the part (b) of the theorem follows easily from the isomorphism in (a).

3.2.4. The isotypic filtration. Recall that e = sl2. A (P × Z)-graded k-category C is a direct
sum of categories of the form C =
⊕
λ∈P Cλ where each Cλ is a Z-graded k-category. We’ll call
λ the P-degree of Cλ.
Given i ∈ I there is an sl2-triple ei ⊂ g. In this section, we study the restriction of a
categorical gk-representation to such an sl2-triple. To simplify the notation, in this section we
fix an element i ∈ I and identify e = ei.
By a (P ×Z)-graded categorical ek-representation on C we’ll mean a representation such that
for each λ ∈ P the k-subcategory Cλ has the weight λi relatively to the e-action. In particular,
if C is an integrable categorical representation of gk, restricting the g-action on C to ei yields
an integrable P × Z-graded categorical e-representation on C of degree di.
Now, fix an integer k ∈ N. Given a (P × Z)-graded k-category M such that Mµ = 0
whenever µi 6= k and a Z-graded k-algebra homomorphism Z
k,[di] → Z(M/Z), we equip the
tensor product Vk,[di] ⊗Zk,[di] M with the (P × Z)-graded categorical e-representation of degree
di such that
• e acts on the left factor,
• the summand V
k,[di]
n ⊗Zk,[di] Mµ has the P -degree µ− nαi for each n ∈ N.
Proposition 3.19. Fix an integrable categorical representation of gk on C of degree 1 which
is bounded above. For each i ∈ I there is a decreasing filtration · · · ⊆ C>1 ⊆ C>0 = C of C by
full (P × Z)-graded integrable categorical e-representations of degree di which are closed under
taking direct summands and such that
• for each k > 0 there is a P ×Z-graded k-category Mk with a Z-graded k-algebra homo-
morphism k⊗kZ
k,[di] → Z(Mk/Z) and a k-linear equivalence of P×Z-graded categorical
eZk-representations (C>k/C>k)
c ≃ (Vk,[di] ⊗Zk,[di] Mk)
c of degree di,
• for each λ ∈ P we have C>k ∩ Cλ = 0 for k large enough.
Proof. Since C is bounded above, by a standard argument we may assume that the set of
weights of C is contained in a cone µ−Q+ for some µ ∈ P, see e.g., [30, lem. 2.1.10]. Next, for
each coset π ∈ P/Zαi, the g-action on C yields a P × Z-graded categorical e-representation on
Cπ =
⊕
λ∈π Cλ of degree di. Since C decomposes as the direct sum of k-categories C =
⊕
π Cπ,
it is enough to define a filtration of Cπ satisfying the properties above for each π. Note that
π∩ (µ−Q+) is a cone of the form ν−Nαi for some weight ν ∈ µ−Q+. Thus the claim follows
from [37, thm. 4.22], applied to the e-representation on Cπ.

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We call (C>k) the i-th isotypic filtration of C. For each k ∈ N, λ ∈ P let C>k, λ ⊂ C>k be the
weight λ subcategory given by C>k, λ = C>k ∩ Cλ. We also define
(24) Ck = (V
k,[di] ⊗Zk,[di] Mk)
c, Ck, λ =
⊕
n,µ
(V
k,[di]
k−2n ⊗Zk,[di] Mk,µ)
c,
where the sum runs over all µ ∈ P and n ∈ N such that λ = µ − nαi. Recall that we have
assumed that Mk,µ = 0 whenever µi 6= k. Note also that C
hw
k = M
c
k, and that C
hw
k is the full
subcategory of (C/C>k)
c consisting of the objects M such that Ei(M) = 0.
3.2.5. The loop operators. Consider a categorical representation of gk of degree ℓ on a Z-graded
k-category C. For each i ∈ I and r ∈ N, we define k-linear operators x±ir on the Z-graded k-
module tr(C/Z) such that the maps
x+ir : tr(Cλ/Z)→ tr(Cλ−αi/Z), x
−
ir : tr(Cλ/Z)→ tr(Cλ+αi/Z),
are given by
x+ir = trEi(x
r
i ), x
−
ir = trFi(x
r
i ),
see Definition 2.2 for the notation. The map x±ir is homogeneous of degree 2rℓdi. Let us quote
the following fact for future use.
Proposition 3.20. The maps x±ir are functorial, i.e., a morphism C → C
′ of categorical repre-
sentations of gk yields a k-linear map tr(C/Z) → tr(C′/Z) which intertwines the operators x
±
ir
on tr(C/Z) and on tr(C′/Z).

3.2.6. The loop operators on the trace of the minimal categorical representation. Fix a dominant
weight Λ ∈ P+. For α ∈ Q+ we write λ = Λ − α. Recall the base ring k from Section 3.1.3.
Let k be an N-graded k-algebra. In this section we consider the particular case of the minimal
categorical representation VΛ.
Definition 3.21. Let Lg be the N-graded Lie k-algebra generated by elements x±ir, hir with
i ∈ I, r ∈ N satisfying the following relations
(a) [hir, hjs] = 0,
(b) [x+ir, x
−
js] = δij hi,r+s,
(c) [hir, x
±
js] = ±aij x
±
j,r+s,
(d)
∑m
p=0(−1)
p(mp )[x
±
i,r+p, x
±
j,s+m−p] = 0 with i 6= j and m = −aij ,
(e) [x±i,r, x
±
i,s] = 0,
(f) [x±i,r1, [x
±
i,r2
, . . . [x±i,rm, x
±
j,r0
] . . . ]] = 0 with i 6= j, rp ∈ N and m = 1− aij.
The grading is given by deg(x±ir) = deg(hir) = 2r.
There is a unique Lie k-algebra anti-involution ̟ of Lg such that
̟(hir) = hir, ̟(x
±
ir) = x
∓
ir.
We define the ℓ-twist of Lg to be the Lie k-subalgebra Lg[ℓ] ⊂ Lg generated by the set of
elements {x±i,rℓ, hi,rℓ ; i ∈ I , r ∈ N}. We write Lg
[ℓ]
k
= k[ℓ] ⊗k Lg
[ℓ].
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Theorem 3.22. If g is symmetric and (11) is satisfied, then the operators x±i,ℓrwith i ∈ I,
r ∈ N define a Z-graded representation of Lg[ℓ]
k
on tr(VΛ,[ℓ]/Z).
Proof. It is enough to set ℓ = 1. The proof is similar to a proof in [5], [6]. However, our
setting differs from loc. cit. and cannot be reduced to it, because, in our case, g may have
any symmetric type and because we do not require that all axioms of a strong categorical
representation to be satisfied by VΛ. We have written an independent proof in Appendix A.

Remark 3.23. (a) If g is not symmetric or (11) is not satisfied, then a more general version of
the theorem is given in Proposition B.5 below.
(b) Assume that g is symmetric. If g is simply laced, then the relations (d) and (e) are
equivalent to the following : the bracket [x±i,r, x
±
j,s] depends only on the sum r + s and not on
the integers r or s. If g is of finite type then Lg is the current algebra g[t] with deg(t) = 2. In
general Lg is bigger than g[t]. For instance if g is not of type A
(1)
1 it contains the center of the
universal central extension of g[t], which is infinite dimensional. See [31, sec. 3], [40, sec. 13]
and [13, sec. 1.3] for more details.
3.2.7. The loop operators on the center. Since the functors Ei, Fi on V
Λ are biadjoint, we also
have operators
Z+ir : Z(V
Λ
λ /Z)→ Z(V
Λ
λ+αi
/Z), Z−ir : Z(V
Λ
λ /Z)→ Z(V
Λ
λ−αi
/Z)
defined by
Z+ir = ZFi(x
r
i ), Z
−
ir = ZEi(x
r
i ),
see Definition 2.5 for the notation.
The proposition below gives some more explicite description of the operators x±ir and Z
±
ir in
terms of the algebras RΛ(α). Fix vk, v
∨
k such that
ηˆ′i,λ(1) =
∑
k
v∨k ⊗ vk, v
∨
k ∈ R
Λ(α)e(α− αi, i), vk ∈ e(α− αi, i)R
Λ(α).
Proposition 3.24. For each α ∈ Q+ of height n and each f ∈ R
Λ(α), g ∈ Z(RΛ(α)), we have
(a) tr(VΛ/Z) = tr(RΛ), Z(VΛ/Z) = Z(RΛ) as a Z-graded k-module and k-algebra respectively,
(b) x−ir(tr(f)) = tr(e(α, i) x
r
n+1 f) ∈ tr(R
Λ(α + αi)),
(c) x+ir(tr(f)) =
∑
k εˆ
′
i,λ+αi
(xrnvkfv
∨
k ) ∈ tr(R
Λ(α− αi)),
(d) Z+ir(g) = εˆ
′
i,λ+αi
(xrn g e(α− αi, i)) ∈ Z(R
Λ(α− αi)),
(e) Z−ir(g) = µ((1⊗ x
r
n+1 g) ηˆ
′
i,λ−αi
(1)) ∈ Z(RΛ(α + αi)).
The proof is standard and left to the reader. We only make a few comments.
First, the element f in (b) is viewed as an element of RΛ(α + αi) via the map ιi : R
Λ(α)→
RΛ(α + αi). Hence e(α, i)x
r
n+1f belongs to R
Λ(α + αi) and x
−
ir(f) to tr(R
Λ(α+ αi)).
Next, the equality (c) should be interpreted in the following way: f is identified with the
RΛ(α)-module endomorphism of RΛ(α) given by m 7→ mf, and Ei is represented by the bi-
module e(α − αi, i)R
Λ(α) which is a projective RΛ(α − αi)-module by [16, thm. 4.5]. Then
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x+ir(tr(f)) is the class in tr(R
Λ(α− αi) -proj) ≃ tr(R
Λ(α− αi)) of the endomorphism
ϕ : e(α− αi, i)R
Λ(α)→ e(α− αi, i)R
Λ(α), m 7→ xrnmf.
Explicitly, since (εˆ′iEi) ◦ (Eiηˆ
′
i) = Ei, we have m =
∑
k εˆ
′
i(mv
∨
k )vk. Hence there is a surjective
RΛ(α− αi)-module morphism
p :
⊕
k
RΛ(α− αi)→ e(α− αi, i)R
Λ(α), (mk)k 7→
∑
k
mkvk,
with a splitting i given by
i : e(α− αi, i)R
Λ(α)→
⊕
k
RΛ(α− αi), m 7→ (εˆ
′
i(mv
∨
k ))k,
i.e., we have p ◦ i = 1. Consider the endomorphism ϕ˜ given by
ϕ˜ = i ◦ ϕ ◦ p :
⊕
k
RΛ(α− αi)→
⊕
k
RΛ(α− αi), (mk)k 7→
(
εˆ′i(x
r
n
∑
l
mlvlfv
∨
k )
)
k
.
Since ml ∈ R
Λ(α − αi), it commutes with x
r
n. Since εˆ
′
i is R
Λ(α − αi)-linear, we deduce
that εˆ′i(x
r
n
∑
lmlvlfv
∨
k ) =
∑
lmlεˆ
′
i(x
r
nvlfv
∨
k ). So ϕ˜ is the right multiplication by the matrix
(εˆ′i(x
r
nvlfv
∨
k ))l,k. Therefore we have
tr(ϕ) = tr(ϕ ◦ p ◦ i) = tr(ϕ˜) =
∑
k
εˆ′i(x
r
nvkfv
∨
k ).
We obtain x+ir(tr(f)) =
∑
k εˆ
′
i(x
r
nvkfv
∨
k ).
Finally, in parts (d), (e) we have Z+ir(g) = ZFi(x
r
ng) and Z
−
ir(g) = ZFi(x
r
n+1g). Note that
e(α− αi, i) = η
′
i,λ+αi
(1) and µ = ε′i,λ−αi .

Let r(α, i) be as in (62). The following proposition relates the operator x±ir on tr(V
Λ/Z) with
the transpose of the operator Z∓ir on Z(V
Λ/Z) under the pairing given by the symmetrizing
form tΛ in Proposition 3.10
(25) Z(VΛ/Z)× tr(VΛ/Z)→ k, (a, b) 7→ tΛ(ab).
Proposition 3.25. Let f ∈ tr(RΛ(α)), g ∈ Z(RΛ(α + αi)) and h ∈ Z(R
Λ(α− αi)). We have
(a) tα+αi(g x
−
ir(f)) = r(α, i) tα(Z
+
ir(g) f),
(b) tα−αi(h x
+
ir(f)) = r(α− αi, i)
−1tα(Z
−
ir(h) f).
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Proof. Write f = tr(f ′) with f ′ ∈ RΛ(α). Write ηˆ′i(1) =
∑
k v
∨
k ⊗ vk as above. By (63) we have
tα+αi(g x
−
ir(f)) = tα+αi(g e(α, i) x
r
n+1 f
′)
= r(α, i) tα εˆ
′
i,λ(e(α, i) x
r
n+1 g f
′)
= r(α, i) tα(Z
+
ir(g) f)
tα−αi(h x
+
ir(f)) = tα−αi(
∑
k
hεˆ′i(x
r
nvkf
′v∨k ))
= tα−αi(
∑
k
εˆ′i(hx
r
nvkf
′v∨k ))
= r(α− αi, i)
−1tα(
∑
k
hxrnvkf
′v∨k )
= r(α− αi, i)
−1tα(
∑
k
v∨k hx
r
nvkf
′)
= r(α− αi, i)
−1tα(µ((1⊗ x
r
n h) ηˆ
′
i,λ(1))f
′)
= r(α− αi, i)
−1tα(Z
−
ir(h) f).

3.2.8. The loop operators and the isotypic filtration. In this section we consider an integrable
categorical representation of gk of degree 1 on a Z-graded k-category C which is bounded above.
As a preparation for Section 3.3, we study the behavior of the loop operators on tr(C/Z) with
respect to the isotypic filtration.
Given i ∈ I and k > 0, the i-th isotypic filtration of C yields P × Z-graded integrable
eZk-categorical representations C>k, Ck of degree di such that Ck = (C>k/C>k)
c. By Proposition
2.1(f), Theorem 3.22 and Proposition 3.20 it also yields an exact sequence of Z-graded k ⊗k
Le
[di]
Zk
-modules
(26) tr(C>k/Z)→ tr(C>k/Z)→ tr(Ck/Z)→ 0.
Let hk : C>k → C be the canonical inclusion. Consider the Z-graded k ⊗k Le
[di]
Zk
-submodule
tr(C/Z)>k of tr(C/Z) given by tr(C/Z)>k = tr(hk)(tr(C>k/Z)). Since tr(C/Z)>k ⊆ tr(C/Z)>k,
we have an exact sequence
(27) 0→ tr(C/Z)>k → tr(C/Z)>k → tr(C/Z)k → 0
and the map tr(hk) factors to a surjective Z-graded k⊗k Le
[di]
Zk
-module homomorphism
(28) tr(Ck/Z) = tr(V
k,[di] ⊗Zk,[di] Mk/Z)→ tr(C/Z)k.
Now, assume that Mck,µ = Bk,µ -grproj for some Z-graded k ⊗k Z
k,[di]-algebra Bk,µ and set
Bk =
⊕
µBk,µ. From (9), (24) we deduce that
(29) Ck =
⊕
n∈N
(Hk,[di]n ⊗Zk,[di]Bk) -grproj .
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This yields a Z-graded k-vector space isomorphism
(30) tr(Ck/Z) ≃
⊕
n∈N
tr(Hk,[di]n )⊗Zk,[di] tr(Bk)
and the Le
[di]
Zk
-action on tr(Ck/Z) is given by explicit formulas as in Section 3.2.9 below.
Finally, for a future use we’ll write
tr(Cλ)>k = tr(Cλ) ∩ tr(C)>k
and we define tr(Cλ)k in the obvious way.
Remark 3.26. We conjecture that the left arrow in sequence (26) is injective if C = VΛ. Given
an idempotent e of a finite dimensional algebra A such that AeA is a stratifying ideal of A in
the sense of Cline, Parshall and Scott, we have a long exact sequence by [21, thm. 3.1]
· · · → HH1(B)→ HH0(eAe)→ HH0(A)→ HH0(B)→ 0
where B = A/AeA. Now, set g = sl3 and let Λ = θ = α1 + α2 be the highest positive root.
Then A = RΛ(θ) has a primitive idempotent e such that C>0 = eAe -proj, C = A -proj and
C0 = B -proj. In this case, the left arrow in (26) is indeed injective, although the ideal AeA is
not a stratifying ideal of A.
3.2.9. The sl2-case. We’ll use the same notation as in Example 3.14. Thus, we have Λ = kω1,
α = nα1 and dk,n = 2n(k − n). Let k be a Z
k,[ℓ]-algebra. Recall (9) yields
Vk,[ℓ] =
⊕
n>0
(k⊗Zk,[ℓ] H
k,[ℓ]
n ) -grproj .
For a future use, let us quote the following.
Proposition 3.27. (a) The k⊗k Le
[ℓ]
Zk
-module tr(Vk,[ℓ]) is generated by tr(Vk,[ℓ]k ).
(b) We have tr(Hk,[ℓ]n ) = V ⊗k Z
k,[ℓ] as a Z-graded Zk,[ℓ]-module, with V d = 0 if d /∈ [0, ℓ dk,n]
and V ℓ dk,n = k.
Proof. It is enough to set ℓ = 1 and k = Zk. Then, we have
Vk =
k⊕
n=0
Vkk−2n, V
k
k−2n = H
k
n -grproj .
Fix formal variables y1, . . . , yk of degree 2 such that cp = ep(y1, . . . , yk) for p = 1, 2, . . . , k and
Zk = k[y1, y2, . . . , yk]
Sk .
We have Zk-linear isomorphisms, see e.g., [36],
Z(Hkn) ≃
{
k[y1, y2, . . . , yk]
Sn×Sk−n if n ∈ [0, k],
0 else.
Since the Zk-algebra Hkn is symmetric, we have tr(H
k
n) ≃ Z(H
k
n)
∗ where (•)∗ is the dual as a
Zk-module. This proves part (b).
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By Proposition 3.25, under the isomorphism tr(Hkn) ≃ Z(H
k
n)
∗ the operators x+ir, x
−
ir on⊕
n tr(H
k
n) are identified with the transpose of the operators Z
−
ir , Z
+
ir on
⊕
n Z(H
k
n). For each
p = 1, . . . , k−1, let ∂sp be the Demazure operator on k[y1, y2, . . . , yk] associated with the simple
reflection sp = (p, p+1), which is defined by ∂sp(f) = (f − sp(f))/(yp+1− yp). The formulas in
[36], [37] for the symmetrizing form of Hkn imply that the Bernstein operators are given by the
following explicit formulas for all f ∈ Z(Hkn)
Z−ir(f) = ∂s1 ◦ · · · ◦ ∂sn
(
yrn+1 f
k∏
p=n+2
(yn+1 − yp)
)
∈ Z(Hkn+1),
Z+ir(f) = ∂sk−1 ◦ · · · ◦ ∂sn
(
yrn f
n−1∏
p=1
(yp − yn)
)
∈ Z(Hkn−1).
Now, the Zk-algebra Z(Hkn) is equipped with the symmetrizing form ∂wn : Z(H
k
n)→ Z
k, where
wn ∈ Sk is the unique element of minimal length in the longest coset in Sk/Sn×Sk−n. It yields
a non-degenerate bilinear form
τkn : Z(H
k
n)× Z(H
k
n)→ Z
k, (a, b) 7→ ∂wn(ab).
The bilinear form τkn identifies Z(H
k
n)
∗ with Z(Hkn) as a Z
k-module.
Finally, taking the transpose of Z−ir , Z
+
ir with respect to τ
k
n , we get the following formulas for
the operators x+ir, x
−
ir, which are viewed as Z
k-linear operators on
⊕
n Z(H
k
n) :
x+ir(f) =
k∑
p=n
(p, n)(yrnf) ∈ Z(H
k
n−1),
x−ir(f) =
n+1∑
p=1
(p, n+ 1)(yrn+1f) ∈ Z(H
k
n+1).
We can now prove part (a) of the proposition. For each n > 0, let
Λ+(n) = {λ ∈ Nn ; λ = (λ1 > λ2 > · · · > λn)}
be the set of dominant weights. We abbreviate x−iλ = x
−
iλ1
x−iλ2 · · ·x
−
iλn
. We must check that
(31)
∑
λ∈Λ+(n)
x−iλ(Z
k) = Z(Hkn).
This follows from the equality Z(Hkn) =
∑
λ∈Λ+(n) Z
k ·hλ(y1, y2, . . . , yn) and the formula
x−iλ(f) = f · hλ(y1, y2, . . . , yn), ∀f ∈ Z
k .

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3.3. The center and the cocenter of the minimal categorical representation. Let g be
the symmetrizable Kac-Moody algebra over k associated with the Cartan datum (P, P ∨,Φ,Φ∨).
Fix a dominant weight Λ ∈ P+. Let k be an N-graded k-algebra as in Section 3.1. We equip
tr(RΛ), Z(RΛ) with the Z-gradings such that for each d ∈ Z we have
tr(RΛ)d = {tr(x) ; x ∈ RΛ,d},
Z(RΛ)d = RΛ,d ∩ Z(RΛ).
3.3.1. The grading of the cocenter. In this section we set k = k. For α ∈ Q+ we write λ = Λ−α
and RΛ(α) = RΛ(α; k).
Theorem 3.28. Assume that k = k. Then, for each α ∈ Q+ we have
(a) if tr(RΛ(α))d 6= 0, then d ∈ [0, dΛ,α],
(b) if tr(RΛ(α))dΛ,α = 0, then V (Λ)λ = 0,
(c) dim tr(RΛ(α))0 = dim V (Λ)λ.
Proof. For each i ∈ I and k > 0 the i-th isotypic filtration of VΛ yields P×Z-graded categorical
e-representations VΛ>k, V
Λ
k of degree di such that V
Λ
>0 = V
Λ, VΛλ,>k = 0 if k is large enough
(depending on λ) and VΛk = (V
Λ
>k/V
Λ
>k)
c. Further, taking the trace we get Z-graded Le[di]
Zk
-
submodules tr(RΛ)>k ⊂ tr(R
Λ) such that tr(RΛ)>0 = tr(R
Λ) and tr(RΛ(α))>k = 0 if k is large
enough.
Now, fix an indecomposable object P ∈ VΛλ and an element vP ∈ tr(EndVΛ/Z(P )) which is
homogeneous of degree d. Let v be the image of vP in tr(R
Λ(α)). We must prove that either
d ∈ [0, dΛ,α] or v = 0. Since R
Λ(0) ≃ k, we may assume that α 6= 0. The Grothendieck group
of VΛλ /Z is isomorphic to a Z-lattice in V (Λ)λ by [16]. Since α 6= 0, this weight subspace does
not contain any highest weight vector for the g-action on V (Λ).
Let ǫi be the Kashiwara function on the set of simple objects in A
Λ/Z, which is defined as
in [22, sec. 3.2]. For each indecomposable objects P,Q ∈ VΛ we have ǫi(top(P )) > ǫi(top(Q))
if and only if there is an integer k such that P ∈ VΛ>k and Q /∈ V
Λ
>k.
Now, we may choose i ∈ I such that the integer m = ǫi(top(P )) is positive. Let k0 be
maximal such that P ∈ VΛ>k0 and set m = ǫi(top(P )). Note that ǫi(top(Q)) is bounded above
as Q runs over the set of all indecomposable objects in VΛλ and that ǫi(top(Q)) > m if and only
if Q ∈ VΛ>k0.
The proof is an induction on α and a descending induction on m. We’ll assume that
• deg(tr(RΛ(β)) ⊂ [0, dΛ,β] for each β ∈ Q+ such that β < α,
• deg(tr(RΛ(α))k) ⊂ [0, dΛ,α] for each k > k0,
and we must check that deg(tr(RΛ(α)k0) ⊂ [0, dΛ,α].
By (28), (30) there is a finitely generated P×Z-graded Zk0,[di]-algebra Bk0 such that Bk0,µ = 0
if µi 6= k0 and a surjective Z-graded Le
[di]
Zk0
-module homomorphism
tr(VΛk0/Z) ≃
⊕
n∈N
tr(Hk0,[di]n )⊗Zk0,[di] tr(Bk0)→ tr(R
Λ)k0.
29
Let Mk0,µ be the image of tr(H
k0,[di]
0 ) ⊗Zk0,[di] tr(Bk0,µ). Set Mk0 =
⊕
µMk0,µ. Recall that
tr(H
k0,[di]
0 ) = Z
k0,[di] and that
∑
µ∈Λ+(n) x
−
iµ(tr(H
k0,[di]
0 )) = tr(H
k0,[di]
n ) by (31). Thus, there is a
(unique) surjective Z-graded k-vector space homomorphism
(32)
⊕
n∈N
tr(Hk0,[di]n )⊗Zk0,[di] Mk0 → tr(R
Λ)k0
such that x−iµ(f)⊗ u 7→ f x
−
iµ(u) for each f ∈ k, µ ∈ Λ
+(n), u ∈ Mk0 . Further, by definition of
k0 we have k0 = λi + 2m and (32) yields a surjective map
tr(Hk0,[di]n )⊗Zk0,[di] Mk0,λ+mαi → tr(R
Λ(α + (n−m)αi))k0.
Now, a short computation yields
di dk0,m + dΛ,α−mαi = dΛ,α.
Thus by Proposition 3.27, to prove part (a) of the theorem we must check that
deg(Mk0,λ+mαi) ⊂ [0, dΛ,α−mαi ].
Since Bk0,λ+mαi is the endomorphism ring of an object of V
Λ
k0,λ+mαi
and tr(Bk0,λ+mαi) maps onto
Mk0,λ+mαi , we have
deg(Mk0,λ+mαi) ⊂ deg(tr(R
Λ(α−mαi)).
Since m > 0, we have deg(tr(RΛ(α −mαi))) ⊂ [0, dΛ,α−mαi ] by the inductive hypothesis. This
finishes the proof of (a).
To prove part (b), note that by Proposition 3.10 the symmetrizing form on RΛ(α) yields a
non-degenerate bilinear form Z(RΛ(α))0 × tr(RΛ(α))dΛ,α → k. We deduce that
V (Λ)λ 6= 0⇒ R
Λ(α) 6= 0⇒ Z(RΛ(α))0 6= 0⇒ tr(RΛ(α))dΛ,α 6= 0.
Finally, let us prove (c). We identify g with its image in Lg. The operators x±i0 with i ∈ I
define a representation of g on tr(RΛ)d for each d. Since tr(Hkn)
0 = k for each n ∈ [0, k], the
map (32) yields a surjective e-module homomorphism V (k) ⊗k (Mk0)
0 → tr(RΛ)0k0. Here V (k)
is the k+1-dimensional representation of e. See the proof of Proposition 3.27 for more details.
Thus, the proof of (a) above implies that the representation of g on tr(RΛ)0 is cyclic. Hence
tr(RΛ)0 ≃ V (Λ) as a g-module.

3.3.2. The grading of the center. We use the same notation as in Section 3.3.1. The pairing
(25) gives a non-degenerate bilinear form
Z(RΛ(α))d × tr(RΛ(α))dΛ,α−d → k.
From Theorem 3.28 we deduce that
Corollary 3.29. If k = k then we have Z(RΛ(α))d = 0 for any d /∈ [0, dΛ,α].

We have Z(RΛ(α))0 6= {0} whenever V (Λ)λ 6= 0.
Conjecture 3.30. If k = k then we have Z(RΛ(α))0 ≃ tr(RΛ(α))dΛ,α ≃ k whenever V (Λ)λ 6= 0.
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If g is symmetric of finite type then the conjecture holds, see Remark 3.38 below.
3.3.3. The cocenter is a cyclic module. Consider a categorical representation of gk on a Z-
graded k-category C. Then, the k-linear operator x±ir on tr(C/Z) is well-defined for each i ∈ I,
r ∈ N. Let h : tr(Chw/Z) → tr(C/Z) be the trace of the canonical embedding Chw/Z ⊂ C/Z.
Let tr(C/Z)cyc ⊂ tr(C/Z) be the k-submodule generated by the image of h under the action of
all operators x±ir.
Proposition 3.31. If C = VΛ then we have tr(C/Z) = tr(C/Z)cyc.
The i-th isotypic filtration of C yields a categorical eZk-representation Ck for each k > 0. Let
us quote the following consequence of (30) and Proposition 3.27.
Lemma 3.32. For all i ∈ I, k > 0 we have tr(Ck/Z) = tr(Ck/Z)cyc.
Now, we can prove Proposition 3.31.
Proof. Fix α ∈ Q+ and set λ = Λ − α. Fix an indecomposable object P ∈ C
Λ
λ and an
element vP ∈ tr(EndVΛ/Z(P )). Let v be the image of vP in tr(R
Λ(α)). We must prove that
v ∈ tr(Cλ/Z)cyc. Since C = VΛ, we have tr(Cλ/Z) = tr(RΛ(α)). Since tr(RΛ(0)) ⊆ tr(RΛ)cyc,
we may assume that α 6= 0. Let i, m, k0 be as in the proof of Theorem 3.28. The proof is an
induction on α and a descending induction on m.
We have v ∈ tr(RΛ(α))>k0. We’ll assume that
• deg(tr(RΛ(β)) ⊂ tr(RΛ)cyc for each β ∈ Q+ such that β < α,
• tr(RΛ(α))>k0 ⊂ tr(R
Λ)cyc.
We must check that tr(RΛ(α)>k0 ⊂ tr(R
Λ)cyc.
Fix β as above and fix an element x ∈ U(Lek) of weight α − β. Consider the following
commutative diagram whose rows are exact sequences of Lek-modules
(33) 0 // tr(RΛ(α))>k0
f // tr(RΛ(α))>k0
g // tr(RΛ(α))k0 // 0
tr(RΛ(β))>k0
g //
x
OO
tr(RΛ(β))k0 //
x
OO
0.
Now, set v¯ = g(v) ∈ tr(RΛ(α))k0. By definition of tr(R
Λ)k0, there is a surjective U(Lek)-
module homomorphism tr(VΛk0/Z)→ tr(R
Λ)k0 . Hence, by Lemma 3.32, we can choose β, x such
that there is an element u¯ ∈ tr(RΛ(β))k0 with v¯ = x · u¯. Then, fix u ∈ tr(R
Λ(β))>k0 such that
g(u) = u¯. Then, we have v − x · u = f(v′) for some v′ ∈ tr(RΛ(α))>k0.
Finally, we can apply both recursive hypotheses. We deduce that u ∈ tr(RΛ(β)) ⊂ tr(RΛ)cyc
and v′ ∈ tr(RΛ(α))>k0 ⊂ tr(R
Λ)cyc. Hence, we have v = v−x·u+x·u = f(v′)+x·u ∈ tr(RΛ)cyc.

3.4. The symmetric case. Let k be a commutative N-graded ring as in Section 3.1. Let g be
the symmetrizable Kac-Moody algebra over k associated with the Cartan datum (P, P ∨,Φ,Φ∨).
31
3.4.1. Weyl modules. Assume that g is of finite type. Fix a dominant weight Λ. The local Weyl
module W(Λ) (over k) is the Z-graded Lg-module generated by a nonzero element |Λ〉 of degree
0 with the following defining relations
• n+[t] · |Λ〉 = 0,
• (fi)
Λi+1 · |Λ〉 = 0,
• h · |Λ〉 = 〈h,Λ〉 |Λ〉 for all h ∈ h,
• th[t] · |Λ〉 = 0.
The global Weyl module W(Λ) is the Z-graded Lg-module generated by a nonzero element
|Λ〉 satisfying the first three relations above. Consider the formal series Ψi(z) =
∑
r>0Ψir z
r,
i ∈ I, given by Ψi(z) = exp
(
−
∑
r>1 hir z
r/r
)
. Then, there is a unique k-module structure on
W(Λ) such that the representation of Lg is k-linear and we have Ψip · |Λ〉 = cip |Λ〉 for each
(i, p) ∈ I × N. For any k-algebra homomorphism k→ k we set W(Λ,k) = k⊗k W(Λ).
The Weyl modules are universal in the following sense. Let M be a Z-graded integrable
Lgk-module containing an element m of weight Λ which is annihilated by n
+[t]. Then there is a
unique k-algebra structure on k and a unique Z-graded Lgk-module homomorphism W(Λ,k)→
M such that |Λ〉 7→ m.
Let Λmin be the unique minimal element in the poset {λ ∈ P+ ; λ 6 Λ}. Let h
′ be as in
Section 3.2.3. The following is well-known, see [32], [26, thm. 1.1].
Proposition 3.33. (a) dimk(W(Λ)) <∞.
(b) W(Λ) is a free k-module of finite rank.
(c) top(W(Λ)) = W(Λ)0 ≃ V (Λ) as a Z-graded g-module.
(d) if g is symmetric, then
soc(W(Λ)) = W(Λ)dΛ,Λmin ≃ V (Λmin)[−dΛ,Λmin]
as a Z-graded g-module.
(e) W(Λ, k)
∼
→W(Λ) as a Z-graded Lg-module.
(f) Λ = ωi ⇒W(Λ) ≃ k⊗k W(Λ) a Z-graded Lgk-module.
(g) W(Λ,h′) ≃ h′ ⊗h
⊗
iW(ωi)
⊗Λi as Lgh′-modules such that |Λ〉 7→ 1⊗
⊗
i(wωi)
⊗Λi.

Now, assume that g is symmetric and (11) is satisfied. We consider the Z-graded represen-
tation of Lgk on tr(R
Λ) in Theorem 3.22.
Theorem 3.34. If g is symmetric of finite type and (11) is satisfied, then there is a unique
Z-graded Lgk-module isomorphism W(Λ,k)
∼
→ tr(RΛ) such that |Λ〉 7→ |Λ〉.
Proof. From Proposition 3.31, we deduce that the element |Λ〉 = tr(1) of tr(RΛ(0)) is a generator
of the Lgk-module tr(R
Λ). Thus, it is enough to prove that there is a Z-graded Lgk-module
isomorphism W(Λ)
∼
→ tr(RΛ) such that |Λ〉 7→ |Λ〉. To do this, note that, since W(Λ) is
universal, there is a unique Z-graded Lgk-module homomorphism
(34) φΛ : W(Λ)→ tr(RΛ), |Λ〉 7→ |Λ〉.
By Proposition 3.31, we deduce that φΛ is onto.
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First, we consider the map φΛ : W(Λ) → tr(RΛ(k)) given by φΛ = 1 ⊗ φΛ. Since φΛ is
surjective, the map φΛ is also surjective. To prove that it is injective, we must check that
φΛ(soc(W(Λ))) 6= 0. Since φΛ is surjective and soc(W(Λ)) ≃ V (Λmin)[−dΛ,Λmin] as a Z-graded
Lg-module, it is enough to prove that tr(RΛ(k))dΛ,Λmin 6= 0. The weight subspace V (Λ)Λmin is
non-zero. Thus the injectivity of φΛ follows from Theorem 3.28(b).
Now, we prove that φΛ is injective. To do so, since W(Λ) is a free k-module and since φΛ
is invertible, it is enough to check that tr(RΛ) is free as a k-module. To do so, note that by
Theorem 3.15 and Example 3.5(c), the h′-algebras RΛ(h′) and h′ ⊗k
⊗
iR
ωi(k)⊗Λi are Morita
equivalent. We deduce that there is an h′-linear isomorphism
(35) tr(RΛ(h′))→ h′ ⊗k
⊗
i
tr(Rωi(k))⊗Λi, |Λ〉 7→ 1⊗
⊗
i
|ωi〉
⊗Λi.
Further, by Theorem 3.15 the map (35) is Lgh′-linear. Next, by Proposition 3.33(g) we have
an Lgh′-module isomorphism
(36) W(Λ,h′)→ h′ ⊗k
⊗
i
W(ωi)
⊗Λi, |Λ〉 7→ 1⊗
⊗
i
|ωi〉
⊗Λi.
Since the maps (35), (36) are Lgh′-linear, from the unicity of the morphism φ
Λ in (34) we
deduce that the following square is commutative
W(Λ,h′)
(36)
//
1⊗φΛ

h′ ⊗k
⊗
iW(ωi)
⊗Λi
1⊗
⊗
i(φ
ωi )⊗Λi

tr(RΛ(h′))
(35)
// h′ ⊗k
⊗
i tr(R
ωi(k))⊗Λi.
Since φωi is an isomorphism for each i, this implies that the map 1⊗φΛ is also an isomorphism.
Finally, we must check that φΛ is an isomorphism. To do so, note that by construction the
map φΛ preserves the weight decomposition of W(Λ), tr(RΛ). Therefore, the claim follows from
the following lemma
Lemma 3.35. Let ψ : M → N be a Z-graded k-module homomorphism such that M,N are both
finitely generated. Assume that the maps 1⊗ψ : k⊗kM → k⊗kN and 1⊗ψ : h
′⊗kM → h
′⊗kN
are invertible. Then ψ is also invertible.


3.4.2. Equivariant homology. For any complex algebraic variety X and any commutative ring k
let H∗(X, k) be the Borel-Moore homology with coefficients in k. Given an action of a complex
linear algebraic group G on X , let HG∗ (X, k) be the G-equivariant Borel-Moore homology.
We’ll assume that X admits a locally closed G-equivariant embedding into a smooth projective
G-variety. We define it as in [28, sec. 2.8], but we assign the degree as in [12], so that the
fundamental class [X ] of X has degree 2 dimX if X is pure dimensional.
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Alternatively, let DG(X, k) be the equivariant derived category of constructible complexes on
X with coefficients in k, see [4]. Let kX and k
D
X be the constant, and the dualizing sheaf on X .
These are objects of DG(X, k). If M is in DG(X, k) the i-th equivariant cohomology of Y with
coefficients in M is by definition H iG(X,M) = Ext
i(kX ,M). In particular, the G-equivariant
cohomology and Borel-Moore homology of X are defined by
H iG(X, k) = H
i
G(X, kX), H
G
i (X, k) = H
−i
G (X, k
D
Y ).
Note that with our conventions, one can have HGi (X, k) 6= 0 for i < 0. We’ll abbreviate
H i(X, k) = H i{1}(X, k), Hi(X, k) = H
{1}
i (X, k).
The action of the cohomology on the Borel-Moore homology yields a map
∩ : H iG(X, k)⊗k H
G
j (X, k)→ H
G
j−i(X, k).
If X is smooth and pure dimensional, the cap product with [X ] yields an isomorphism
H iG(X, k)→ H
G
2 dimX−i(X, k).
3.4.3. Quiver varieties. Assume that g is symmetric. Following Nakajima, to each Λ ∈ P+
and α ∈ Q+ we associate a quiver variety M(Λ, α). It is a complex quasi-projective variety
equipped with an action of the complex algebraic group GΛ =
∏
i∈I GL(Λi). Recall that
• M(Λ, α) is nonsingular, symplectic, possibly empty and is equipped with aGΛ-equivariant
projective morphism to an affine variety p : M(Λ, α)→M0(Λ, α),
• the variety M0(Λ, α) has a distinguished point denoted by 0 such that the closed sub-
variety L(Λ, α) = p−1(0) of M(Λ, α) is Lagrangian,
• if M(Λ, α) 6= ∅ then its dimension is dΛ,α.
We put M(Λ) =
⊔
αM(Λ, α) and L(Λ) =
⊔
α L(Λ, α). We have a canonical k-algebra iso-
morphism H∗GΛ(•, k) = k. Under this isomorphism the equivariant Euler class of the p-th
fundamental representation of GL(Λi) maps to cip for any p > 0. We define
H∗GΛ(M(Λ), k) =
⊕
d>0
HdGΛ(M(Λ), k),
HGΛ[∗] (L(Λ), k) =
⊕
d>0
HGΛ[d] (L(Λ), k) =
⊕
d>0
⊕
α
HGΛdΛ,α−d(L(Λ, α), k).
Assume also that g is of finite type. The following is well-known.
Proposition 3.36. We have
(a) H[d](L(Λ), k) = 0 if d /∈ (2Z) ∩ [0, dΛ,α],
(b) HGΛ[∗] (L(Λ), k) is free over k and H[∗](L(Λ), k) = k⊗k H
GΛ
[∗] (L(Λ), k),
(c) there is a perfect k-bilinear pairing HdGΛ(M(Λ), k)×H
GΛ
[dΛ,α−d]
(L(Λ), k)→ k,
(d) there is a Z-graded Lgk-representation on H
GΛ
[∗] (L(Λ), k) which is isomorphic to W(Λ).
Under this isomorphism HGΛ[∗] (L(Λ, α), k) maps to W(Λ)Λ−α.
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Proof. Parts (b), (c) are proved in [33, thm. 7.3.5] for equivariant K-theory, but the same proof
applies also to equivariant Borel-Moore homology. Part (d) follows from [34].

From Theorem 3.34 we deduce that
Theorem 3.37. If g is symmetric of finite type and (11) is satisfied, then there are Z-graded
Lgk-module isomorphisms tr(R
Λ) ≃ k⊗k H
GΛ
[∗] (L(Λ), k).

Remark 3.38. (a) Since L(Λ, α) is connected, we deduce from Theorem 3.37 that tr(RΛ(α))dΛ,α ≃
k whenever V (Λ)λ 6= 0 if g is symmetric and of finite type.
(b) We equip Z(RΛ) with the Lgk-representation dual to tr(R
Λ) relatively to the pairing (25)
and the anti-involution ̟ of Lgk. The action of x
±
ir on Z(R
Λ) is described in Proposition 3.25.
Next, we equip H∗GΛ(M(Λ), k) with the Lgk-representation dual to H
GΛ
[∗] (L(Λ), k) relatively to
the pairing in (c) above and the anti-involution ̟. Then, from Theorem 3.37 we deduce that
there is Z-graded Lgk-module isomorphism
(37) k⊗k H
∗
GΛ
(M(Λ), k)
∼
→ Z(RΛ).
3.4.4. The multiplicative structure H∗GΛ(M(Λ), k). In this section we explain how to construct
a k-algebra isomorphism Z(RΛ) ≃ k ⊗k H
∗
GΛ
(M(Λ), k) from the Lgk-linear isomorphism (37).
To simplify, we’ll assume that the condition (11) holds.
We first introduce a k-linear map
a : Z(R)→ k⊗k H
∗
GΛ
(M(Λ), k),
which is usually called the Kirwan map. Recall that, for each α ∈ Q+, i ∈ I, the GΛ-variety
M(Λ, α) is equipped with GΛ-equivariant bundles Vi, Wi of rank ai, Λi respectively defined as
in [33, sec. 2.9], where ai is the coordinate of α along the simple root αi. On the other hand,
if ht(α) = n then the center of R(α) is given by
Z(R(α)) =
(⊕
ν∈Iα
k[x1, . . . , xn]e(ν)
)Sn
,
where the symmetric group acts on k[x1, . . . , xn] and e(ν) in the obvious way. Then, the Kirwan
map is the unique k-algebra homomorphism such that
a(cip) = (−1)
pcp(Wi), ∀(i, p) ∈ IΛ,
a
(∑
ν∈Iα
n∏
k=1
(1− zxk)
−ai,νk e(ν)
)
=
∏
j∈I
cz(Vj)
−ai,j
where cp and cz =
∑
p(−z)
pcp are the p-th GΛ-equivariant Chern class and the GΛ-equivariant
Chern polynomial.
Next, let b : Z(R)→ Z(RΛ) be the canonical map, induced by the quotient map R→ RΛ.
Finally, let ψ be the unique isomorphism as in (37) which takes the unit of the ring k ⊗k
H∗GΛ(M(Λ, 0), k) to the unit of Z(R
Λ(0)).
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Proposition 3.39. Assume that the Kirwan map a is onto.
(a) The element ψ(1) ∈ Z(RΛ(α)) is invertible, and the map φ : k ⊗k H
∗
GΛ
(M(Λ, α), k) →
Z(RΛ(α)) given by φ = ψ(1)−1 · ψ is a k-algebra isomorphism.
(b) The map b is surjective.
Proof. Consider formal series Ψi(z) = exp
(
−
∑
r>1 hir z
r/r
)
introduced in Section 3.4.1. Set
λ = Λ− α. Since the condition (11) holds, the formal power series B−i,λ(z) ∈ Z(R
Λ(α))[[z]] in
Section B.2 is given by the following formula, see Proposition B.3,
B−i,λ(z) = b
(∑
ν∈Iα
Λ∏
p=1
(1 + zyip)
n∏
k=1
(1− zxk)
−ai,νk e(ν)
)
.
Here, the yip are formal variables as in Section 3.2.3. Further, by Lemma B.4, under the
representation of Lgk on Z(R
Λ), the formal series Ψi(z) acts on Z(R
Λ(α)) by multiplication by
B−i,λ(z). Next, by [33, sec. 9.2], under the representation of Lgk on k ⊗k H
∗
GΛ
(M(Λ), k) the
formal series Ψi(z) acts by multiplication by
cz(Wi) ∪
∏
j
cz(Vj)
−ai,j .
Since, by definition, the map ψ is Lgk-linear, we deduce that
b
(∑
ν∈Iα
Λ∏
p=1
(1 + zyip)
n∏
k=1
(1− zxk)
−ai,νk e(ν)
)
· ψ(•) = ψ
(
cz(Wi) ∪
∏
j
cz(Vj)
−ai,j ∪ •
)
=
= ψ
(
a
(∑
ν∈Iα
Λ∏
p=1
(1 + zyip)
n∏
k=1
(1− zxk)
−ai,νk e(ν)
)
∪ •
)
.
We deduce that, for each z ∈ Z(R), we have b(z) · ψ(•) = ψ(a(z) ∪ •). Thus, we have b(z) ·
ψ(1) = ψ(a(z)). Since ψ and a are onto, there is an element z such that b(z) · ψ(1) = 1,
from which we deduce that ψ(1) is invertible. Furthermore, for each z, z′ ∈ Z(R), we have
b(z) · b(z′) · ψ(1) = ψ(a(z) ∪ a(z′)). Hence, the map φ is an algebra isomorphism and the
diagram below is commutative
Z(R(α))
b
&&▼▼
▼▼
▼▼
▼▼
▼▼
a
vv❧❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧
k⊗k H
∗
GΛ
(M(Λ, α), k)
φ // Z(RΛ(α)).
The lemma is proved.

4. The Jordan quiver
Hopefully, the results above can be generalized to quivers with loops using the generalized
quiver-Hecke algebras introduced in [17]. In this section we consider the particular case of the
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Jordan quiver. In this particular case the quiver-Hecke algebra in [17] is the degenerate affine
Hecke algebra of the symmetric group.
From now on, let k be a commutative domain, k = k[~, y1, . . . , yr] and k′ be the fraction field
of k. WriteM ′ = k′⊗kM for any k-moduleM . The ring k is Z-graded with deg(yp) = deg(~) =
2. IfM is free Z-graded of finite rank, let grdim(M) be its graded rank. It is the unique element
in N[t, t−1] such that grdim(k[d]) = t−d and grdim(M ⊕N) = grdim(M) + grdim(N).
4.1. The quiver-Hecke algebra. For any integer n > 0 the QHA of rank n associated with
the Jordan quiver is the degenerate affine Hecke k-algebra R(n), which is generated by elements
τ1, . . . , τn−1, x1, . . . , xn with the defining relations
(a) xkxl = xlxk,
(b) τk τl = τl τk if |k − l| > 1,
(c) τ 2l = 1,
(d) τkxl − xsk(l)τk = ~ (δl,k+1 − δl,k),
(e) τk+1 τk τk+1 = τk τk+1 τk.
We write R(0) = k. For any integer r > 0, the CQHA of rank n and level r is the quotient
Rr(n) of R(n) by the two-sided ideal generated by the element
∏r
p=1(x1 − yp). The k-algebras
R(n), Rr(n) are Z-graded, with deg(τk) = 0 and deg(xk) = 2.
The canonical map R(n) → Rr(n) yields a Z-graded k-algebra homomorphism Z(R(n)) →
Z(Rr(n)). Let Z(Rr(n))JM be its image.
We equip Z(Rr(n)), Z(Rr(n))JM with the grading such that
Z(Rr(n))d = Rr(n)d ∩ Z(Rr(n)), (Z(Rr(n))JM)d = Rr(n)d ∩ Z(Rr(n))JM.
The canonical inclusion R(n)→ R(n+1) factors to a (Rr(n), Rr(n))-bilinear map ι : Rr(n)→
Rr(n+ 1). We have the following.
Proposition 4.1. (a) Rr(n) =
⊕
ri,w
k xr11 · · ·x
rn
n w where r1 + · · ·+ rn < r and w ∈ Sn,
(b) Rr(n+ 1) =
⊕r−1
k=0
⊕n+1
j=1 R
r(n) (j, n+ 1) xkj ,
(c) for each z ∈ Rr(n + 1) there are unique elements π(z) ∈ Rr(n) ⊗Rr(n−1) R
r(n) and
pk(z) ∈ R(n) such that z = µτn(π(z)) +
∑r−1
k=0 pk(z) x
k
n+1, yielding a (R
r(n), Rr(n))-bimodule
isomorphism
Rr(n+ 1) = Rr(n) τnR
r(n)⊕
r−1⊕
k=0
Rr(n) xkn+1,
(d) the canonical map Z(R(n))′ → Z(Rr(n))′ is surjective and we have∑
n>0
dim(ZRr(n)′) q2n =
∏
j>1
(1− q2j)−r,
(e) Z(Rr(n))JM is a free k-module of finite rank such that∑
n>0
grdim
(
ZRr(n)JM
)
q2n =
r∏
p=1
∞∏
i=1
(
1− q2it2(ri+p−1−r)
)−1
.
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Proof. Parts (a), (b) are well-known. The proof of part (c) is similar to [25, lem. 5.6.1], where
the case ~ = 1 is done. Indeed, by part (b) it is enough to show that
r−1⊕
k=0
n⊕
j=1
Rr(n) (j, n + 1) xkj = R
r(n)τnR
r(n).
By (b) we have Rr(n) =
⊕r−1
k=0
⊕n
j=1R
r(n− 1) (j, n) xkj . Since τn commutes with R
r(n− 1) and
τn(j, n) = (j, n)(j, n + 1) we deduce R
r(n)τnR
r(n) =
⊕r−1
k=0
⊕n
j=1R
r(n) (j, n + 1) xkj . Part (d)
is proved in [7].
Let us concentrate on (e). First, we prove that Z(Rr(n))JM is free of finite rank as a k-module.
To do that, set k1 = k[y1, . . . , yr] and consider the k1-algebras
R(n)1 = R(n)/(~− 1), R
r(n)1 = R
r(n)/(~− 1).
Then, the assignment τk 7→ τk, xk 7→ xk ⊗ ~, yp 7→ yp ⊗ ~ yields a k-algebra homomorphism
Rr(n)→ Rr(n)1 ⊗k1 k = R
r(n)1[~].
It restricts to an inclusion
(38) Z(Rr(n))JM ⊂ Z(Rr(n)) ⊂ Z(Rr(n)1)[~].
Now, for any n-tuple µ = (µ1, . . . , µn) of non-negative integers, let
pµ(x1, . . . , xn) =
∑
ν
xν11 · · ·x
νn
n ∈ Z(R
r(n)1)
where ν runs over the set of all n-tuples which are obtained from µ by permuting its entries.
Let Pn(r) be the set of all partitions µ such that ℓ(µ) +
∑
i⌊µi/r⌋ 6 n. By [7, thm. 3.2], the
canonical map R(n)1 → R
r(n)1 yields a surjection Z(R(n)1) → Z(R
r(n)1). Further, the ele-
ments pµ(x1, . . . , xn) where µ runs over the set Pn(r), form a k1-basis of Z(R
r(n)1). Therefore,
under the inclusion (38), the elements pµ(x1, . . . , xn)⊗ ~|µ| where µ ∈ Pn(r) yield a k-basis of
Z(Rr(n))JM. We deduce that Z(Rr(n))JM is free of finite rank as a k-module and that∑
n>0
grdim(ZRr(n))JM q2n =
∑
n>0
∑
µ∈Pn(r)
t2|µ|q2n.
To compute the right hand side, note that [7, p. 243] yields a bijection
ϕ : Λ+r (n)→ Pn(r)
where Λ+r (n) is the set of r-partitions λ = (λ
(1), . . . , λ(r)) of n. Further, if ϕ(λ) = µ then
|µ| = r|λ| − (r + 1)ℓ(λ) +
r∑
p=1
p ℓ(λ(p)).
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We deduce that∑
n>0
grdim(ZRr(n))JM q2n =
∑
n>0
∑
λ∈Λ+r (n)
t2r|λ|−2(r+1)ℓ(λ)+2
∑r
p=1 p ℓ(λ
(p))q2n,
=
r∏
p=1
∑
λ∈Λ+1 (n)
t2r|λ|+2(p−r−1)ℓ(λ)q2|λ|,
=
r∏
p=1
∞∏
i=1
(
1− q2it2(ri+p−1−r)
)−1
.

4.2. The Lie algebra W . Let W be the Lie k′-algebra generated by elements Ck, D−1,k,
D0,k+1, D1,k with k > 0, modulo the following definition relations
(a) [D0,l+1, D0,k+1] = 0,
(b) [D0,l+1, D1,k] = ~D1,l+k and [D0,l+1, D−1,k] = −~D−1,l+k,
(c) 3[D12, D11]− [D13, D10] + ~2[D11, D10] = 0,
(d) 3[D−1,2, D−1,1]− [D−1,3, D−1,0] + ~2[D−1,1, D−1,0] = 0,
(e) [D10, [D10, D11]] = [D−1,0, [D−1,0, D−1,1]] = 0,
(f) [D−1,k, D1,l] = Ek+l,
(g) Ck is central,
where the series E(z) =
∑
k>0Ek z
k is given by the following formula
E(z) = C0 +
∑
k>1
(
γ~(D0,k+1) + γ−~(D0,k+1) + Ck
)
zk,
γt(D0,k+1) =
k∑
p=1
( kp )D0,k−p+1 t
p−1.
(39)
Let W<0,W>0,W0 ⊂ W be the Lie subalgebras generated by {D1,k ; k > 0}, {D−1,k ; k > 0},
and {D0,k+1, Ck ; k > 0} respectively.
There is a unique Lie k′-algebra anti-involution ̟ of W such that
(40) ̟(Ck) = Ck, ̟(Dl,k) = D−l,k.
The Lie k′-algebra W is Z-graded with deg(Dl,k) = 2l and deg(Ck) = 0. A representation V
is diagonalizable if the operator D0,1/~ is diagonalizable with integral eigenvalues. Then V is
Z-graded and its degree 2n component Vn is the eigenspace associated with the eigenvalue n.
We’ll say that a diagonalizable representation is quasifinite if the degree 2n component is finite
dimensional for each n. Finally, we define the character of a quasifinite representation V to be
the formal series in N[[q, q−1]] given by
ch(V )(q) =
∑
n∈Z
q2n dim(Vn).
Given a linear form Λ : W0 → k
′ and a module V , an element v ∈ V is primitive of weight
Λ if W0 acts on v by Λ and ̟(W<0) by zero. We call Λ(C0) the level of Λ.
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Let M(Λ) be the Verma module with the lowest weight Λ. It is the diagonalizable module
induced from the one-dimensional W>0-module spanned by a primitive vector |Λ〉. Let V (Λ) be
the top of M(Λ). It is an irreducible diagonalizable module. We call Λ the lowest weight and
Λ(C0) the level of M(Λ), V (Λ). We call |Λ〉 the highest weight vectors of M(Λ), V (Λ).
4.3. The loop operators on the center and the cocenter. For each r, n ∈ N with r 6= 0
we set Crn = R
r(n) -grproj. Write Cr =
⊕
n C
r
n. The restriction and induction functors form an
adjoint pair (F,E) with
E : Rr(n+ 1) -grmod→ Rr(n) -grmod, N 7→ N,
F : Rr(n) -grmod→ Rr(n + 1) -grmod, M 7→ Rr(n+ 1)⊗Rr(n) M.
Let ε : FE → 1 and η : 1→ EF be the counit and unit of the adjoint pair (F,E). They are
represented respectively by the multiplication map µ and the canonical map ι
ε : Rr(n)⊗Rr(n−1) R
r(n)→ Rr(n),
η : Rr(n)→ Rr(n+ 1).
Proposition 4.2. (a) The pair (E, F ) is adjoint with the counit εˆ : EF → 1 and the unit ηˆ :
1→ FE represented by the morphisms εˆ : Rr(n+1)→ Rr(n), ηˆ : Rr(n)→ Rr(n)⊗Rr(n−1)R
r(n)
such that εˆ(z) = pr−1(z) and ~ ηˆ(1) = π(xrn+1).
(b) The k-algebra Rr(n) is a symmetric algebra. The symmetrizing form tr,n : R
r(n) → k
is the unique k-linear map sending the element xr11 . . . x
rn
n w to 1 if r1 = · · · = rn = r − 1 and
w = 1 and to 0 otherwise. We have tr,n = εˆ ◦ · · · ◦ εˆ (n times).
Proof. See [25, lem. 5.7.2] for (a) and [8, thm. A.2] for (b).
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We have tr(Cr/Z) =
⊕
n tr(R
r(n)). We equip tr(Cr/Z) with the Z2-grading such that
tr(Rr(n)) has the weight 2n and the order given by the degree of elements of Rr(n). For
each k ∈ N, we define k-linear operators x±k on tr(C
r/Z) =
⊕
n tr(R
r(n)) of weights ±2 and
order 2k such that the maps
x+k : tr(R
r(n))→ tr(Rr(n− 1)), x−k : tr(R
r(n))→ tr(Rr(n + 1)),
are given, for each f ∈ EndCr(a) and a ∈ C
r, by
x+k (tr(f)) = tr(x
k(a) ◦ (E(f))), x−k (tr(f)) = tr(x
k(a) ◦ (F (f))).
Here x ∈ End(F ) is represented by the right multiplication by xn+1 on R
r(n + 1), and x ∈
End(E) is the left transposed endomorphism.
Theorem 4.3. The assignment Ck 7→ pk(y1, . . . , yr), D∓1,k 7→ x
±
k defines a representation of
level r of W on tr(Cr/Z)′.
Proof. First, we check that the operators x−0 , x
−
1 , x
−
2 , x
−
3 satisfy the relations (c), (e) ofD10, D11,
D12, D13 in the definition of W . For each k ∈ N and f ∈ Rr(n) we have x
−
k (tr(f)) = tr(fx
k
n+1),
where the element f in the right hand side is identified with its image by the map
ι : Rr(n)→ Rr(n+ 1).
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Thus, using the relations τn+1xn+2τn+1 = xn+1 + ~τn+1 and τ 2n+1 = 1 we get
[x−1 , x
−
0 ](tr(f)) = tr(fxn+2 − fxn+1)
= tr(fxn+2τ
2
n+1 − fxn+1)
= tr(fτn+1xn+2τn+1 − fxn+1)
= ~ tr(fτn+1)
Similarly, using the relations
τn+1xn+1x
2
n+2τn+1 = x
2
n+1xn+2 + ~xn+1xn+2τn+1,
τn+1x
3
n+2τn+1 = x
3
n+1 + ~(x
2
n+2 + xn+1xn+2 + x
2
n+1)τn+1
we deduce that
[x−2 , x
−
1 ](tr(f)) = ~ tr(fxn+1xn+2τn+1),
[x−3 , x
−
0 ](tr(f)) = ~ tr(f(x
2
n+2 + xn+1xn+2 + x
2
n+1)τn+1).
The relation (e) follows from
[x−0 , [x
−
0 , x
−
1 ]](tr(f)) = ~ tr(f(τn+2 − τn+1)),
= ~ tr(f(τn+2τ
2
n+1 − τn+1τ
2
n+2)),
= ~ tr(f(τn+1τn+2τn+1 − τn+2τn+1τn+2)),
= 0.
To prove (c) we introduce the element ϕl = (xl − xl+1)τl + ~. We have
ϕ2l = ~
2 − (xl − xl+1)
2, ϕlxk = xsl(k)ϕl, ϕlτl = −τlϕl.
We deduce that
(3[x−2 , x
−
1 ]− [x
−
3 , x
−
0 ] + ~
2[x−1 , x
−
0 ])(tr(f)) =
= ~ tr(f(3xn+1xn+2 − x
2
n+2 − xn+1xn+2 − x
2
n+1 − ~
2)τn+1)
= ~ tr(f((xn+1 − xn+2)
2 − ~2)τn+1)
= −~ tr(fϕ2n+1τn+1)
= −~ tr(fϕn+1τn+1ϕn+1)
= ~ tr(fϕ2n+1τn+1)
= 0.
We prove that the operators x+0 , x
+
1 , x
+
2 , x
+
3 satisfy the relations (d), (e) of D−1,0, D−1,1, D−1,2,
D−1,3 in a similar way.
Next, we prove the relations (a), (b) and (f). To do so, for each l > 0, consider the element
pl(x1, . . . , xn) ∈ Z(R
r(n)) given by pl(x1, . . . , xn) =
∑n
i=1 x
l
i if n > 0 and 0 if n = 0. Let x
0
l+1 be
the k-linear operator on tr(Cr/Z) given by
(41) x0l+1(tr(f)) = ~ tr(fpl(x1, . . . , xn)), ∀f ∈ R
r(n).
41
Then, under the assignment D0,k+1 7→ x
0
k+1, the defining relation (a) of W is obviously satisfied.
Let us concentrate on (b). We have
[x0l+1, x
−
k ](tr(f)) = ~ tr(f(x
k
n+1pl(x1, . . . , xn+1)− x
k
n+1pl(x1, . . . , xn)))
= ~ x−l+k(tr(f)).
The relation [x0l+1, x
+
k ] = ~ x
+
l+k is proved in a similar way.
Finally, let us prove the relation (f) in the definition of the Lie algebra W . Let
εˆ : Rr(n + 1)→ Rr(n), ηˆ : Rr(n)→ Rr(n)⊗Rr(n−1) R
r(n)
be as above. For each k ∈ N we consider the following elements in Z(Rr(n))
Bk+,n = εˆ(x
r−1+k
n+1 ),
Bk−,n =

−~2µx−r−1+kn (ηˆ(1)) if k > r + 1,
−pr−k(x
r
n+1) if 1 6 k 6 r,
1 if k = 0.
We may abbreviate Bk± = B
k
±,n. Consider the formal series B±(z) =
∑
k∈NB
k
± z
k. For each
k, l ∈ N we define the operator Ek,l = [x
+
k , x
−
l ] on tr(C
r/Z)′.
Lemma 4.4. The following hold
(a) εˆ(τn a τn) = εˆ(a) for each a ∈ R
r(n),
(b) B+(z)B−(z) = 1,
(c) Ek+l := Ek,l depends only on k + l and we have El =
∑l
k=0(r − k)B
l−k
+ B
k
−,
(d) E(z) = r − z d/dz logB−(z),
(e) B−(z) =
∏n
k=1(1− ~
2 z2/(1− zxk)
2)
∏r
p=1(1− zyp).
Proof. For part (a), note that a = µτn−1(π(a)) +
∑r−1
k=0 pk(a) x
k
n. Thus, a direct computation
yields
τnaτn = µτnτn−1τn(π(a))−
r−1∑
k=0
pk(a)~
∑
s+t=k−1
xsnτnx
t
n +
r−1∑
k=0
pk(a)x
k
n+1−
− ~2
r−1∑
k=0
pk(a)
k−1∑
t=0
t−1∑
a=0
xk−1−t+an x
t−1−a
n+1 .
We deduce that pr−1(τn a τn) = pr−1(a).
Next, a similar computation as in the proof of Lemma B.1 (a), (c) yields
π(xkn+1) =
k−r∑
s=0
(
εˆ(xk−sn+1)⊗ x
s
n ⊗ 1⊗ 1
)
π(xrn+1),(42)
pa(x
k
n+1) =
r−a−1∑
s=0
Bk−a−s+,n B
s
−,n,(43)
and the equality in part (b).
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The proof of part (c) is similar to Proposition B.5(b), we briefly indicate the key steps. First,
the isomorphism in Proposition 4.1(c) represents an isomorphism of functors ρ : EF1n → G
with G = FE1n ⊕ 1
⊕r
n . By Lemma 2.3 we have
x+k x
−
l = trEF (x
k
i x
l
i) = trG(ρ
−1(xkxl)ρ
and it is equal to the sum of the trace of ρ−1(xkxl)ρ restricted to each direct factor of G. The
restriction of ρ−1(xkxl)ρ to FE1n is represented by
Rr(n)⊗Rr(n−1) R
r(n)→ Rr(n)⊗Rr(n−1) R
r(n), z 7→ π(xkn+1µτn(z)x
l
n+1).
We have
π(xkn+1µτn(z)x
l
n+1) = µxlnτnxkn(z) + ~
k+l−1∑
a=0
µxan(z)π(x
k+l−1−a
n+1 )
Hence the restriction of ρ−1(xkxl)ρ to FE1n is the endomorphism
xlxk + ~
k+l−1∑
a=0
π(xk+l−1−an+1 )ε(1⊗ x
a
n),
and by (42) its trace is equal to
x−l x
+
k +
k+l∑
s=r+1
(r − s)Bl+k−s+,n B
s
−,n.
The restriction of ρ−1(xkxl)ρ to the a-th copy of 1n is represented by the map R
r(n)→ Rr(n),
z 7→ zpa(x
k+l+a
n+1 ). By (43) it is equal to
∑r−1−a
s=0 B
k+l−s
+,n B
s
−,n. We conclude that
x+k x
−
l = x
−
l x
+
k +
k+l∑
s=r+1
(r − s)Bl+k−s+,n B
s
−,n +
r−1∑
a=0
r−1−a∑
s=0
Bk+l−s+,n B
s
−,n
= x−l x
+
k +
k+l∑
s=0
(r − s)Bl+k−s+,n B
s
−,n.
To prove (d), note that, using (b), we get
−z d/dz logB−(z) = −
(∑
k>0
kBk−z
k
)(∑
k>0
Bk+z
k
)
=
∑
l>0
l∑
k=0
(
− kBk−B
l−k
+
)
zl = −r + E(z).
Finally we concentrate on (e). We have
τnx
k
nτn = x
k
n+1 − ~
∑
p+q=k−1
xpnτnx
q
n − ~
2
k−2∑
a=0
(a+ 1)xanx
k−2−a
n+1 .
Using (a), we deduce that
εˆ(xkn) = εˆ(τnx
k
nτn) = εˆ(x
k
n+1)− ~
2
k−2∑
a=0
(a + 1)xanεˆ(x
k−2−a
n+1 ).
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Thus, we have
Bk−r+1+,n−1 = B
k−r+1
+,n − ~
2
k−2∑
a=0
(a+ 1)xanB
k−2−a−r+1
+,n .
This yields
B+,n−1(z) = (1− ~
2z2(1− zxn)
−2)B+,n(z).
Hence by (b) we get
B−,n(z) = (1− ~
2z2(1− zxn)
−2)B−,n−1(z).
for n > 1. By induction it remains to compute B−,0(z). Since
xr1 = −
r∑
a=1
(−1)aea(y1, ..., yr)x
r−a
1 ,
we have
π(xr1) = 0, B
a
−,0 = (−1)
aea(y1, ..., yr) ∀a ∈ [1, r], B
a
−,0 = 0 ∀a > r.
Therefore, we have B−,0(z) =
∏r
a=1(1− zya).

We can now finish the proof of the relation (f) of W . According to Lemma 4.4, the formal
series E(z) =
∑
l>0El z
l is given by
E(z) = r − z d/dz log
( r∏
p=1
(1− zyp)
n∏
k=1
(
1− z(xk − ~)
)(
1− z(xk + ~)
)(
1− zxk
)−2)
.
Comparing this with formula (41) and the identity
(44)
∑
k>1
(za)k = −z(d/dz) log(1− za),
we deduce that
E(z) = r −
∑
k>1
n∑
p=1
(
2xkp − (xp − ~)
k − (xp + ~)
k
)
zk +
∑
k>1
r∑
p=1
ykp z
k.
This implies that
E(z) = r +
∑
k>1
(
γ~(D0,k+1) + γ−~(D0,k+1) + pk(y1, . . . , yr)
)
zk,
γt(D0,k+1) =
k∑
p=1
( kp )D0,k−p+1 t
p−1.
(45)
This finishes the proof of the theorem.

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Set Z(Cr/Z) =
⊕
n Z(R
r(n)). The symmetrizing form tr =
⊕
n tr,n on
⊕
nR
r(n)′ yields a
non-degenerate k′-bilinear form
Z(Cr/Z)′ × tr(Cr/Z)′ → k′, (a, b) 7→ tr(ab).
Taking the transpose with respect to this bilinear form and twisting the action by the anti-
involution ̟ in (40), we get a representation of W on Z(Cr/Z)′ of level r. Let |r〉 ∈ Z(Cr/Z)′
denote the unit of Z(Rr(0))′ = k′. We define a weight Λr of level r of W by the formula
Λr(Ck) = pk(y1, . . . , yr), Λr(D0,k+1) = 0, ∀k > 0.(46)
Proposition 4.5. The following hold
(a) |r〉 is a primitive vector of Z(Cr/Z)′ of weight Λr,
(b) Z(Cr/Z)′ is quasifinite of character
∏
j>1(1− q
2j)−r.
Proof. Part (a) follows from the formula (41), which implies that x0l+1(|r〉) = 0 for all l > 0.
Part (b) follows from Proposition 4.1(d).

4.4. The cohomology ring of the moduli space of framed instantons. Let M(r, n) be
the moduli space of framed rank r torsion free sheaves on P2 with fixed second Chern class n.
Set M(r) =
⊔
nM(r, n). First, let us review a few basic facts on M(r). See [35, sec. 3] for more
details.
The group GL(r) × GL(2) acts on M(r) in the obvious way : GL(r) acts by changing
the framing and GL(2) via the tautological action on P2 which preserves the line at infinity.
Let T ⊂ GL(r), A ⊂ GL(2) be the maximal tori, and let C× ⊂ A be the hyperbolic torus
{diag(t, t−1) ; t ∈ C×}. Set G = T × C× and GA = T ×A.
We identify the Z-graded k-algebra H∗G(•, k) with k in the obvious way. Let h = H
∗
GA
(•, k)
and write h′ for the fraction field of h. From now on, let k be a field of characteristic zero.
The GA-variety M(r, n) is equivariantly formal and smooth of dimension dr,n = 2rn. Thus
H∗G(M(r), k) is a free Z-graded k-module isomorphic to H
∗(M(r), k)⊗k. The GA-action yields
an α-partition of M(r) into affine spaces in the sense of DeConcini-Lusztig-Procesi. We deduce
that ∑
d,n>0
dimHd(M(r, n), k) q2ntd =
∑
n>0
grdimH∗G(M(r, n), k) q
2n
=
r∏
p=1
∞∏
i=1
(
1− q2it2(ri+p−1−r)
)−1
.
(47)
In particular, note that the odd cohomology ofM(r) vanishes, hence the k-algebra H∗G(M(r), k)
is commutative. Let |r〉 be the unit of H∗G(M(r, 0), k) ≃ k. First, we prove the following.
Proposition 4.6. (a) There is a representation of the Lie k′-algebra W on H∗G(M(r), k)
′ which
is isomorphic to V (Λr). This representation is quasifinite of character
∏
j>1(1− q
2j)−r.
(b) There is a unique isomorphism ψ : Z(Cr/Z)′ → H∗G(M(r), k)
′ of representations of W ′
which takes the element |r〉 to |r〉.
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(c) For each n ∈ N, the element ψ(1) ∈ H∗G(M(r, n), k)
′ is invertible and the map φ′ :
Z(Rr(n))′ → H∗G(M(r, n), k)
′ given by φ′(•) = ψ(1)−1 ∪ ψ(•) is a k′-algebra isomorphism.
Proof. For each n, k ∈ N, we consider the locus
B(r, n+ k, n) ⊂M(r, n+ k)× C2 ×M(r, n)
of triples (E , x,F) such that E ⊂ F and F/E is a length k sheaf supported at x. For each
γ ∈ H∗G(B(r, n+ k, n), k) the correspondence B(r, n + k, n) defines two maps
Θ+(γ) : H
∗
G(M(r, n), k)→ H
∗
G(M(r, n+ k), k),
Θ−(γ) : H
∗
G(M(r, n+ k), k)→ H
∗
G(M(r, n), k)
′.
The map Θ− uses localized equivariant cohomology, because the projection B(r, n + k, n) →
M(r, n) is not proper.
Let τn+k,n, τn be the tautological bundles on M(r, n+ k)×M(r, n), M(r, n). Write ci for the
i-th equivariant Chern class. The obvious map
H∗G(M(r, n+ k)×M(r, n), k)×H
∗
G(C
2, k)→ H∗G(B(r, n+ k, n), k)
is denoted by (a, b) 7→ a⊗ b.
Now, we define the action of Ck, D1,k, D−1,k, D0,k+1 on an element of H
∗
G(M(r, n), k)
′ by
(48)
D0,1 = ~n,
Ck = pk(y1, . . . , yr),
D1,k = −~
2Θ+(c1(τn+1,n)
k ⊗ 1),
D−1,k = (−1)
r−1Θ−(c1(τn+1,n)
k ⊗ 1),∑
k>0
D0,k+2 z
k = −~ (d/dz) log
(
1 +
∑
k>1
ck(τn) (−z)
k
)
∪ •.
The operatorsD−1,k,D1,k,D0,k+1 in above are equal to the operators ~kD−1,k, ~kD1,k, ~k+1D0,k+1
in [38, (3.17)] respectively. The reason for this normalization by powers of ~ is to give the term
~ in the relations (b), (c), (d) of W in Section 4.2, which does not appear in the corresponding
relations in [2].
By [38, cor. 3.3] and [2], the formulas (48) yield a representation of h′ ⊗k′ W on
H∗GA(M(r), k)
′ = h′ ⊗h H
∗
GA
(M(r), k).
Note that [38] uses equivariant homology rather than equivariant cohomology, but since M(r)
is smooth its equivariant homology and cohomology are isomorphic by Poincare´ duality. We
must check that the formulas (48) give indeed a representation of W on H∗G(M(r), k)
′.
The representation of h′ ⊗k′ W in [38] depends on parameters y1, . . . , yr, x, y which are gen-
erators of the field extension h′ of k. Note that yp is denoted by the symbol ep in [38]. The
representation of W we consider here is a specialization along the hyperplane x = −y = ~ of
some integral form of the representation in [38]. We must check that the representation in [38]
specializes effectively.
To prove this, note that the main results of [38] are obtained by explicit computations in
the h′-basis of H∗GA(M(r), k)
′ formed by the fundamental classes of the fixed points of M(r)
under the action of the torus GA. For these computations it is essential that the fixed points are
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isolated. Now, it is well-known, and easy to prove, that the fixed points setsM(r)G andM(r)GA
are the same. Indeed, one can easily check that the explicit formulas for the representation
of h′ ⊗k′ W in [38, cor. 3.3] in the basis of H
∗
GA
(M(r), k)′ have no poles along the hyperplane
x = y. This follows from the formulas [38, (3.17), (D.1)-(D.3)].
Note however that the series E(z) in (39) differs from the corresponding one in [38, (1.70)].
We must check that these formulas are compatible. To do that, let us review quickly the proof
in [38, p. 326-327]. Our setting differs from [38] because in loc. cit. we assumed that both
parameters x, y are generic, while here we have x = ~ = −y with ~ generic.
Let {ai ; i ∈ I} and {bj ; j ∈ J} be as in [38, p. 327]. Then, the computation there implies
that the element [D−1,k, D1,l] = Ek+l depends only on k + l and yields the following identity
E(z) =
∑
k>0
(∑
i∈I
ai −
∑
j∈J
bj
)
zk.
Fix some formal variables x1, x2, . . . , xn such that ci(τn) = ei(x1, x2, . . . , xn) for each i ∈ [1, n].
Then, the same argument as in [38, p. 327] using [38, lem. D.1] implies that
E(z) = r −
∑
k>1
n∑
p=1
(
2xkp − (xp − ~)
k − (xp + ~)
k
)
zk +
∑
k>1
r∑
p=1
ykp z
k.
We deduce that, see (45),
E(z) = r +
∑
k>1
(
γ~(D0,k+1) + γ−~(D0,k+1) + pk(y1, . . . , yr)
)
zk,
γt(D0,k+1) =
k∑
p=1
( kp )D0,k−p+1 t
p−1.
(49)
We have proved that the formulas in (48) define a representation of W on H∗G(M(r), k)
′.
Now, we must check that this representation is irreducible and is isomorphic to V (Λr).
The irreducibility follows from the main result of [38]. More precisely, it is proved in [38,
thm. 8.33] that the representation of W on H∗GA(M(r), k)
′ gives rise to a representation of the
W -algebra of the affine Kac-Moody algebra ĝlr on H
∗
GA
(M(r), k)′. See, e.g., [1] and [15] for
some background on W (ĝlr). It is also proved there that the W (ĝlr)-module H
∗
GA
(M(r), k)′ is
isomorphic to the Verma module with highest weight and level given respectively by
(50) a/x− ρ (1 + y/x) and − y/x− r.
Here we have set a = (y1, y2, . . . , yr) and ρ = (0,−1, . . . , 1 − r). Then, the irreducibility of
H∗GA(M(r), k)
′ as a W (ĝlr)-module is well-known, because a Verma module with a generic
highest weight is irreducible. The same argument proves that H∗G(M(r), k)
′ is irreducible as a
W (ĝlr)-module. To prove that it is also irreducible as a W -module use [38, thm. 8.22] as in
[38, cor. 8.29].
Next, we must identify the representation of W on H∗G(M(r), k)
′ with V (Λr). To do that, it
is enough to prove that the element |r〉 of H∗G(M(r), k)
′ is primitive of weight Λr. The equality
[38, (3.9)] yields
ck(τn) ∪ |r〉 = 0, ∀k > 1.
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Thus, from (48) we deduce that D0,k+1(|r〉) = 0 for each k > 0.
Finally, we must check the character formula in (a). It is well-known, and follows easily by
counting the (isolated) fixed points in M(r, n). This finishes the proof of (a).
Now, let us concentrate on (b). Since the element |r〉 of Z(Cr/Z)′ is primitive of weight Λr
and since M(Λr) has a simple top isomorphic to V (Λr), there is a unique surjective W -module
homomorphism from the submodule M ⊆ Z(Cr/Z)′ generated by |r〉 to H∗G(M(r), k)
′ such that
|r〉 7→ |r〉. Since H∗G(M(r), k)
′ and Z(Cr/Z)′ have the same character, we deduce that
Z(Cr/Z)′ =M = H∗G(M(r), k)
′.
Let ψ be the unique W ′-module isomorphism
ψ : Z(Cr/Z)′ → H∗G(M(r), k)
′, |r〉 7→ |r〉.
Finally, let us prove part (c). By restriction, the map ψ yields a k′-linear isomorphism
ψ : Z(Rr(n))′ → H∗G(M(r, n), k)
′
for each n ∈ N. We must prove that ψ(1) is invertible in H∗G(M(r, n), k)
′ and the map
φ′ : Z(Rr(n))′ → H∗G(M(r, n), k)
′, φ′(•) = ψ(1)−1 ∪ ψ(•)
is a k′-algebra isomorphism. To do so, we consider the diagram
Z(R(n))′
b′
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆
a′
vv♥♥♥
♥♥
♥♥
♥♥
♥♥
♥
H∗G(M(r, n), k)
′ Z(Rr(n))′.
The map b′ is the k′-algebra homomorphism induced by the canonical map R(n) → Rr(n). It
is surjective by Proposition 4.1. The map a′ is the k′-algebra homomorphism given by
a′(ei(x1, . . . , xn)) = ci(τn), ∀i ∈ [1, n].
Note that by definition of the representation of W on H∗G(M(r, n), k)
′, the formula (48) yields
(51) ~−1D0,k+1 = a
′(pk(x1, . . . , xn)) ∪ • on H
∗
G(M(r, n), k)
′.
Next, by definition of the representation of W on Z(Cr/Z)′, the formula (41) in the proof of
Theorem 4.3 yields
(52) ~−1D0,k+1 = b
′(pk(x1, . . . , xn)) · • on Z(R
r(n))′.
From (51), (52), since ψ is W -linear, we deduce that
(53) ψ(b′(pk(x1, . . . , xn)) · •) = a
′(pk(x1, . . . , xn)) ∪ ψ(•).
Now, an easy induction using (53) yields
(54) ψ b′(z) = a′(z) ∪ ψ(1), ∀z ∈ Z(R(n))′.
We also deduce that
(55) ψ(zz′) ∪ ψ(1) = ψ(z) ∪ ψ(z′), ∀z, z′ ∈ Z(Rr(n))′.
Now, since b′ and ψ are surjective, the equality (54) implies that the element ψ(1) is invertible
in the (commutative) k′-algebra H∗G(M(r, n), k)
′. Thus, the map φ′ above is well-defined and
it is a k′-algebra homomorphism by (55). It is clearly bijective because it is injective and both
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sides are finite dimensional of the same dimension over k′. Further, we have a commutative
diagram
Z(R(n))′
b′
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆
a′
vv♥♥♥
♥♥
♥♥
♥♥
♥♥
♥
H∗G(M(r, n), k)
′ Z(Rr(n))′.
φ′oo
(56)
Part (c) of the proposition is proved.

We can now prove the following, which is one of the main results of this paper.
Theorem 4.7. The canonical map Z(R(n))→ H∗G(M(r, n), k) is a surjective k-algebra homo-
morphism. It factors to a k-algebra isomorphism Z(Rr(n))JM → H∗G(M(r, n), k).
Proof. We define the maps a : Z(R(n)) → H∗G(M(r, n), k) and b : Z(R(n)) → Z(R
r(n)) as in
the triangle (56) above. Thus, we have a′ = k′ ⊗ a and b′ = k′ ⊗ b. We claim that there is a
k-linear map φ making the following triangle to commute
Z(R(n))
b
''◆◆
◆◆
◆◆
◆◆
◆◆
◆
a
ww♥♥♥
♥♥
♥♥
♥♥
♥♥
♥
H∗G(M(r, n), k) Z(R
r(n))JM.
φoo
(57)
To prove this, it is enough to check that Ker(b) ⊂ Ker(a). Since the triangle (56) commutes,
we have Ker(b′) ⊂ Ker(a′). Thus, since Z(R(n)) is free as a k-module, the map x 7→ 1⊗x yields
an inclusion
Ker(b) ⊂ (1⊗ Z(R(n))) ∩Ker(a′).
Finally, since Z(R(n)) is free as a k-module, the map x 7→ 1⊗ x yields an isomorphism
Ker(a) ≃ 1⊗Ker(a)
≃ (1⊗ Z(R(n))) ∩Ker(a′).
The claim is proved. Note that, since the map b′ is surjective and the triangles (56), (57)
commute, we have φ′ = k′ ⊗ φ. Thus, since φ′ is injective, we deduce that φ is also injective.
Now, recall that Proposition 4.1 and (47) yield∑
n>0
grdim(ZRr(n))JM q2n =
∑
n>0
grdimH∗G(M(r, n), k) q
2n.
We deduce that the map φ is an isomorphism Z(Rr)JM → H∗G(M(r), k).

The theorem above can be reformulated in the following way. Set k1 = k[y1, . . . , yr] and
consider the k1-algebras
R(n)1 = R(n)/(~− 1), R
r(n)1 = R
r(n)/(~− 1).
Recall the inclusion Z(Rr(n))JM ⊂ Z(Rr(n)1)[~] in (38). By [7] the canonical map R(n)1 →
Rr(n)1 yields a surjection Z(R(n)1) → Z(R
r(n)1). Since Z(R(n)1) is N-graded, this yields an
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increasing separated and exhaustive N-filtration F• of Z(Rr(n)1). Let Rees(Z(Rr(n)1)) be the
corresponding Rees algebra, i.e.,
Rees(Z(Rr(n)1)) =
∑
d>0
F2d(Z(R
r(n)1))⊗ ~
d ⊂ Z(Rr(n)1)[~].
By construction, the map (38) identifies the k-algebras Z(Rr(n))JM and Rees(Z(Rr(n)1)). We
deduce the following
Corollary 4.8. There is a k-algebra isomorphism Rees(Z(Rr(n)1)) ≃ H
∗
G(M(r, n), k).

Remark 4.9. In the particular case r = 1 the corollary was already known and follows from
[39].
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Appendix A. The symmetrizing form
Fix a dominant weight Λ ∈ P+. Let α ∈ Q+ and i, j ∈ I. Set λ = Λ− α and λi = 〈α
∨
i , λ〉.
A.1. Bubbles. Assume that α has the height n.
Definition A.1. For each k ∈ N the bubble Bk±i,λ is the element of R
Λ(α) given by
• if λi > 0 we set
Bk+i,λ =
{
εˆ′i,λ(x
λi−1+k
n+1 e(α, i)) if k > −λi + 1,
1 if k = λi = 0,
Bk−i,λ =

µ
x
−λi−1+k
n
(ηˆ′i,λ(1)) if k > λi + 1,
−pλi−k(x
λi
n+1 e(α, i)) if 1 6 k 6 λi,
1 if k = 0,
• if λi 6 0 we set
Bk+i,λ =

εˆ′i,λ(x
λi−1+k
n+1 e(α, i)) if k > −λi + 1,
−µ
x
−λi
n
(π˜−λi−k) if 1 6 k 6 −λi,
1 if k = 0,
Bk−i,λ =
{
µ
x
−λi−1+k
n
(ηˆ′i,λ(1)) if k > λi + 1,
1 if k = λi = 0.
Note that B0±i,λ = 1 in all cases. We set by convention B
k
±,λ = 0 if k < 0.
Lemma A.2. The elements Bk±i,λ are homogenous central element in R
Λ(α) of degree 2k.
Proof. The central and homogenous property follows from the fact that ε′i, pk, η
′
i are homogenous
RΛ(α)-bilinear morphisms and that the element xn+1 centralizes R
Λ(α) in RΛ(α + αi). The
degree is given by an explicit computation.

Remark A.3. In Khovanov-Lauda’s diagrammatic categorification, the element Bk+i,λ corre-
sponds to a clockwise bubble with a dot of multiplicity λi − 1 + k and B
k
−i,λ corresponds to a
clockwise bubble with a dot of multiplicity −λi − 1 + k.
A.2. A useful lemma. Assume that α has the height n − 1. Let λ′ = λ − αj and λ
′
i =
〈α∨i , λ
′〉 = λi − aij . Consider the morphisms
Xi,j,λ : E ′iF
′
i1λ
E′iη
′
jF
′
i // E ′iE
′
jF
′
jF
′
i1λ
ττ // E ′jE
′
iF
′
iF
′
j1λ
E′j εˆ
′
i,λ′
F ′j
// E ′jF
′
j1λ,
Ii,j,λ : E ′iF
′
i1λ
εˆ′
i,λ // 1λ
η′j // E ′jF
′
j1λ.
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The morphism Xi,j,λ is represented by the composition
e(α, i)RΛ(α + αi)e(α, i)
ιj // e(α, ij)RΛ(α + αi + αj)e(α, ij)
τn(•)τn

e(α, ji)RΛ(α + αi + αj)e(α, ji)
εˆ′
i,λ′ // e(α, j)RΛ(α + αj)e(α, j),
and Ii,j,λ is represented by
e(α, i)RΛ(α + αi)e(α, i)
εˆ′
i,λ // RΛ(α)
ιj // e(α, i)RΛ(α + αi)e(α, i).
In other words, given a ∈ e(α, i)RΛ(α + αi)e(α, i) we have
Xi,j,λ(a) = εˆ
′
i,λ′(τnιj(a)τn), Ii,j,λ(a) = ιj εˆ
′
i,λ(a).
Note that, since ιj : R
Λ(β) → RΛ(β + αj) is the canonical embedding for any β ∈ Q+,
we write ιj(b) = b e(β, j) or simply ιj(b) = b for any b ∈ R
Λ(β). Note also that,since Bk±i,λ ∈
Z(RΛ(α)), it can be viewed as an element in End(1λ). Thus x
rBs±i,λx
t defines an endomorphism
of E ′i1λF
′
i = E
′
iF
′
i for each r, s, t ∈ N.
Lemma A.4. The following hold
(a) if i 6= j then Xi,j,λ = ci,j,−aij ,0 Ii,j,λ,
(b) Xi,i,λ = −Ii,i,λ +
∑
g1+g2+g3=−λ′i−1
xg1Bg2+i,λ′x
g3.
Note that if λ′i > 0 the sum over g1, g2, g3 is empty, hence Xi,i,λ = −Ii,i,λ.
Proof. Let us prove part (a). First, assume λi > 0. Then
a = µτn−1(π(a)) +
λi−1∑
k=0
pk(a)x
k
n
with π(a) ∈ RΛ(α)e(α− αi, i)⊗RΛ(α−αi) e(α− αi, i)R
Λ(α) and pk(a) ∈ R
Λ(α). We have
τnιj(a)τn = µτnτn−1τne(α−αi,iji)(π(a)) +
λi−1∑
k=0
pk(a)τnx
k
ne(α, ij)τn.
The relations (d), (e), (f) in the definition of QHA yields
µτnτn−1τne(α−αi,iji)(π(a)) = µ
(
τn−1τnτn−1+
Qi,j(xn−1,xn)−Qi,j (xn+1,xn)
xn−1−xn+1
)
e(α−αi,iji)
(π(a)) ,
τnx
k
ne(α, ij)τn = x
k
n+1τ
2
ne(α, ji) = x
k
n+1Qj,i(xn, xn+1)e(α, ji).
Since λ′i = λi − aij > λi > 0, we have Xi,j,λ(a) = pλ′i−1(τnιj(a)τn), the coefficient of x
λi−aij−1
n+1 .
Since the degree of xn+1 in
Qi,j(xn−1,xn)−Qi,j(xn+1,xn)
xn−1−xn+1
is at most −aij−1, which is less than λ
′
i−1 =
λi−aij−1, and since pλ′i−1(µτn−1τnτn−1(π(a))) = 0, we deduce pλ′i−1 kills µτnτn−1τne(α−αi,iji)(π(a)).
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Next, the degree of xn+1 in x
k
n+1Qj,i(xn, xn+1) = x
k
n+1Qi,j(xn+1, xn) is less or equal to k− aij
with the coefficient of x
k−aij
n+1 given by ci,j,−aij,0, therefore
pλ′i−1
( λi−1∑
k=0
pk(a)τnx
k
ne(α, ij)τn
)
= ιj(pλi−1(a))ci,j,−aij ,0 = ci,j,−aij ,0(ιj ◦ εˆi(a)).
It follows that Xi,j,λ = ci,j,−aij,0Ii,j,λ.
Now, we consider the case λi 6 0. Let a˜ ∈ R
Λ(α)e(α−αi, i)⊗RΛ(α−αi) e(α−αi, i)R
Λ(α) such
that µτn−1(a˜) = a, µxkn−1(a˜) = 0 for k ∈ [0,−λi − 1]. We have
τnιj(a)τn = µτnτn−1τne(α−αi,iji)(a˜)
= µ(
τn−1τnτn−1+
Qi,j(xn−1,xn)−Qi,j (xn+1,xn)
xn−1−xn+1
)
e(α−αi,iji)
(a˜).
Assume that λi, λ
′
i 6 0. Then Xi,j,λ(a) = µ
x
−λ′
i
n
( ˜τnιj(a)τn). We claim that
(58) ˜τnιj(a)τn = (1⊗ τn−1 ⊗ τn−1 ⊗ 1)(ιj ⊗ ιj)a˜.
Denote the right hand side by b. Concretely write a˜ =
∑
r a˜
′
r ⊗ a˜
′′
r with a˜
′
r ∈ R
Λ(α)e(α− αi, i),
a˜′′r ∈ (α− αi, i)R
Λ(α), then b =
∑
r a˜
′
re(α− αi, ij)τn−1 ⊗ τn−1e(α− αi, ij)a˜
′′
r .
To prove (58), note that the degree of xn−1 in
Qi,j(xn−1,xn)−Qi,j(xn+1,xn)
xn−1−xn+1
is less than or equal to
−aij − 1 6 −λi − 1, hence
µQi,j(xn−1,xn)−Qi,j (xn+1,xn)
xn−1−xn+1
e(α−αi,iji)
(a˜) = 0.
We deduce
µτn(b) = µτn−1τnτn−1e(α−αi,iji)(a˜) = τnιj(a)τn,
µxkn(b) = µτn−1xknτn−1e(α−αi,ij)(a˜) = µxkn−1Qij(xn−1,xn)e(α−αi,ij)(a˜).
Next, using the fact µxkn−1(a˜) = 0 for k ∈ [0,−λi − 1], εˆ
′
i,λ(a) = µx−λin−1
(a˜) and the degree
of xn−1 in Qij(xn−1, xn) is at most −aij with the coefficient of x
−aij
n−1 equals ci,j,−aij,0, we get
µxkn−1Qij(xn−1,xn)e(α−αi,ij)(a˜) = 0 if k ∈ [0,−λi − 1 + aij ] and
µ
x
−λ′
i
n−1Qij(xn−1,xn)e(α−αi,ij)
(a˜) = ci,j,−aij ,0 ιj(µx−λin−1
(a˜)) = ci,j,−aij ,0 ιj ◦ εˆ
′
i,λ(a).
Formula (58) follows and we have Xi,j,λ(a) = µ
x
−λ′
i
n
(b) = ci,j,−aij ,0Ii,j,λ(a).
Now, assume that λi 6 0 and λ
′
i > 0. Then Xi,j,λ(a) = pλ′i−1(τnιj(a)τn). We have
pλ′i−1(µτn−1τnτn−1(a˜)) = 0. Recall Qi,j(u, v) =
∑
p,q>0 ci,j,p,qu
pvq, with p 6 −aij ,
Qi,j(xn−1, xn)−Qi,j(xn+1, xn)
xn−1 − xn+1
=
∑
p,q>0
ci,j,p,q
xpn−1 − x
p
n+1
xn−1 − xn+1
xqn
=
∑
p,q>0
ci,j,p,q
( ∑
r1+r2=p−1
xr1n−1x
r2
n+1
)
xqn.
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The height of α is n− 1, hence xn, xn+1 centralize R
Λ(α). We deduce
µQi,j(xn−1,xn)−Qi,j (xn+1,xn)
xn−1−xn+1
e(α−αi,iji)
(a˜) =
∑
p,q>0
ci,j,p,q
( ∑
r1+r2=p−1
µxr1n−1(a˜)x
r2
n+1
)
xqne(α, ji).
Now µxr1n−1(a˜) 6= 0 only if r1 > −λi,and pλ
′
i
−1(µxr1n−1(a˜)x
r2
n+1x
q
n) 6= 0 only if r2 > λ
′
i − 1 =
λi − aij − 1. Hence r1 + r2 = p− 1 6 −aij − 1 implies that
pλ′i−1
(
µQi,j (xn−1,xn)−Qi,j(xn+1,xn)
xn−1−xn+1
e(α−αi,iji)
(a˜)
)
= ci,j,−aij ,0 µx−λin−1
(a˜)e(α, j)
= ci,j,−aij ,0 ιj ◦ εˆ
′
i,λ(a).
We get Xi,j,λ(a) = ci,j,−aij ,0Ii,j,λ.
Now, we concentrate on part (b) in the case λ′i > 0. Since λ
′
i = λi− 2, we have λi > 2. Thus
(59) a = µτn−1(π(a)) +
λi−1∑
k=0
pk(a)x
k
n
with π(a) ∈ RΛ(α)e(α− αi, i)⊗RΛ(α−αi) e(α− αi, i)R
Λ(α) and pk(a) ∈ R
Λ(α). We have
τnιi(a)τn = µτnτn−1τne(α−αi,i3)(π(a)) +
λi−1∑
k=0
pk(a)τnx
k
nτne(α, i
2) ,
Xi,i,λ(a) = pλ′i−1(τnιi(a)τn).
Since Qii = 0, the relation (f) in the definition of QHA yields
µτnτn−1τne(α−αi,i3)(π(a)) = µτn−1τnτn−1e(α−αi,i3)(π(a)),
Hence it is killed by pλ′i−1 when λ
′
i > 0. The relation (d), (e) for QHA implies
τnx
k
nτne(α, i
2) = xkn+1τ
2
ne(α, i
2)−
xkn − x
k
n+1
xn − xn+1
τne(α, i
2)
= −
∑
r1+r2=k−1
xr1n x
r2
n+1τne(α, i
2)
= −
∑
r1+r2=k−1
xr1n (τnx
r2
n +
∑
g1+g2=r2−1
xg1n x
g2
n+1)
= −
∑
r1+r2=k−1
xr1n τnx
r2
n −
∑
g1+g2=k−2
(g1 + 1)x
g1
n x
g2
n+1.
(60)
If λ′i > 0, we deduce that
pλ′i−1
(
τnx
k
nτne(α, i
2)
)
= −pλi−3
( ∑
g1+g2=k−2
(g1 + 1)x
g1
n x
g2
n+1
)
=
{
0 if k < λi − 1,
−1 if k = λi − 1.
By consequence Xi,i,λ(a) = −pλi−1(a)e(α, i) = −ιi ◦ εˆ
′
i,λ(a) = −Ii,i,λ(a).
If λ′i = 0, we deduce that
τnιi(a)τn = µτn−1τnτn−1e(α−αi,i3)(π(a))− p1(a)τne(α, i
2)
= µτn
(
(1⊗ τn−1 ⊗ τn−1 ⊗ 1)(ιi ⊗ ιi)π(a)− ιi(p1(a))⊗ e(α, i
2)
)
.
54 P. SHAN, M. VARAGNOLO, E. VASSEROT
Hence
εˆ′i,λ′(τnιi(a)τn) = µ1
(
(1⊗ τn−1 ⊗ τn−1 ⊗ 1)(ιi ⊗ ιi)π(a)− ιi(p1(a))⊗ e(α, i
2)
)
= −ιi(p1(a)).
Here in the second equality we have used the fact τ 2n−1e(α− αi, i
3) = 0. Since λi = 2, we have
εˆ′i,λ(a) = p1(a). So we get again Xi,i,λ(a) = −Ii,i,λ(a).
Finally, we prove on part (b) for λ′i < 0. By assumption we have λ
′
i = λi − 2 < 0. First, if
λi = 1, then a = µτn−1(π(a)) + p0(a) and εˆ
′
i,λ(a) = p0(a) as in (59). The same computation as
in the previous lemma yields
τnιi(a)τn = µτn−1τnτn−1e(α−αi,i3)(π(a)).
Let b = (1 ⊗ τn−1 ⊗ τn−1 ⊗ 1)(ιi ⊗ ιi)π(a). Then τnιi(a)τn = µτn(b) and µx0n(b) = 0. Since
λ′i = −1, we deduce b =
˜τnιi(a)τn and
εˆ′i,λ′(τnιi(a)τn) = µxn(b)
= µτn−1xnτn−1e(α−αi,i2)(π(a))
= µτn−1e(α−αi,i2)(π(a))
= a− ιi(p0(a)).
We conclude Xi,i,λ(a) = −Ii,i,λ(a) + a = −Ii,i,λ(a) +B0+i,λ′a.
It remains to consider the case λi 6 0. Let a˜ ∈ R
Λ(α)e(α−αi, i)⊗RΛ(α−αi) e(α−αi, i)R
Λ(α)
such that µτn−1(a˜) = a, µxkn−1(a˜) = 0 for k ∈ [0,−λi − 1]. We have
τnιi(a)τn = µτnτn−1τne(α−αi,i3)(a˜) = µτn−1τnτn−1e(α−αi,i3)(a˜).
Let b = (1 ⊗ τn−1 ⊗ τn−1 ⊗ 1)(ιi ⊗ ιi)(a˜) ∈ R
Λ(α + αi)e(α, i) ⊗RΛ(α) e(α, i)R
Λ(α + αi). Then
µτn(b) = τnιi(a)τn, and µxkn(b) = µτn−1xknτn−1e(α−αi,i2)(a˜). A computation similar to (60) yields
τn−1x
k
nτn−1e(α− αi, i
2) =
( ∑
g1+g2=k−1
xg1n τn−1x
g2
n −
∑
g1+g2=k−2
(g2 + 1)x
g1
n−1x
g2
n
)
e(α− αi, i
2).
Therefore for 0 6 k 6 −λ′i, we have
µxkn(b) =
∑
g1+g2=k−1
xg1n µτn−1(a˜)x
g2
n −
∑
g1+g2=k−2
(g2 + 1)µxg1n−1(a˜)x
g2
n
=
∑
g1+g2=k−1
xg1n ax
g2
n − δk=−λ′iµx−λin−1
(a˜).
Here we have used the fact µτn−1(a˜) = a and µxkn−1(a˜) = 0 for 0 6 k 6 −λi − 1 in the
second equality. Finally, recall from (7) that there are elements π˜ℓ ∈ R
Λ(α + αi)e(α, i)⊗RΛ(α)
e(α, i)RΛ(α + αi) for 0 6 ℓ 6 −λ
′
i − 1 such that µτn(π˜ℓ) = 0 and µxkn(π˜ℓ) = δk,l. Set
c = b−
−λ′i−1∑
k=0
( ∑
g1+g2=k−1
xg1n π˜kx
g2
n
)
.
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Then µτn(c) = µτn(b) = τnιi(a)τn and µxkn(c) = 0 for 0 6 k 6 −λ
′
i − 1. Hence c =
˜τnιi(a)τn,
and Xi,i,λ(a) is equal to
µ
x
−λ′
i
n
(c) = µ
x
−λ′
i
n
(b)−
−λ′i−1∑
k=0
( ∑
g1+g2=k−1
xg1n aµ
x
−λ′
i
n
(π˜k)x
g2
n
)
= −µ
x
−λi
n−1
(a˜)e(α, i) +
∑
g1+g2=−λ′i−1
xg1n ax
g2
n −
−λ′i∑
g3=1
∑
g1+g2=−λ′i−1−g3
xg1n aµ
x
−λ′
i
n
(π˜−λ′i−g3)x
g2
n
= −Ii,i,λ(a) +
∑
g1+g2+g3=−λ′i−1
xg1n B
g3
+i,λ′x
g2
n (a).
In the second equality, we have substituted g3 = −λ
′
i − k. In the third equality, we have used
the definition of Bg3+i,λ′ for 0 6 g3 6 −λ
′
i in Definition A.1. 
Remark A.5. Assume that the Q-cyclicity condition in [10, (2.4),(2.5)] holds for VΛ, i.e., the
endomorphisms xi ∈ End(E
′
i), τij ∈ End(E
′
iE
′
j) are such that
x∨i =
∨xi, τ
∨
ij =
∨τij .
See the notation in Section 2.1.4. Then, under the adjunction isomorphism Hom(E ′iF
′
i , E
′
jF
′
j) =
Hom(FjEi, FjEi), part (a) of the previous lemma gives the second equality in the mixed relation
[10, (2.16)]. For i = j, under the same adjunction, part (b) gives the second equalities in [10,
(2.22), (2.24), (2.26)]. The other relations in [10, sec. 2.6.3] can be checked similarly. Since
the computations are quite lengthy and will not be needed, we omit the details here. Finally,
the fake bubbles relations [10, (2.20)] is proved in Lemma B.2(a) below. Therefore, assuming
the Q-cyclicity condition, we have proved that VΛ carries a representation of the Khovanov-
Lauda’s 2-Kac-Moody algebra. The Q-cyclicity condition can probably be proved by similar
computations as in [18]. We have not checked this.
A.3. Proof of Proposition 3.10. Assume that ht(α) = n. For ν = (ν1, . . . , νn) ∈ I
α and
k ∈ [1, n] we set ν(k) = (ν1, · · · , νk). Consider the map
εˆν = εˆν1 ◦ · · · ◦ εˆνn : e(ν)R
Λ(α) e(ν)→ k.
Recall that εˆνk is a map
εˆνk : e(ν
(k))RΛ(α−
n∑
j=k+1
ανj)e(ν
(k))→ e(ν(k−1))RΛ(α−
n∑
j=k
ανj)e(ν
(k−1)).
Next, we define an invertible element rν ∈ k
×
0 by
(61) rν =
∏
k<l
rνk,νl where rij =
{
ci,j,−aij,0 if j 6= i,
1 if j = i.
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Definition A.6. We define a k-linear map tΛ,α : R
Λ(α)→ k by setting for all ν, ν ′ ∈ Iα
tΛ,α
(
e(ν) • e(ν ′)
)
=
{
0 if ν 6= ν ′,
rν εˆν
(
e(ν) • e(ν ′)
)
if ν = ν ′.
For ν ∈ Iα we’ll abbreviate
(62) r(α, νn) =
n−1∏
k=1
rνk,νn.
By Corollary 3.9 the map tα is homogenous of degree −dΛ,α. Note that rν = r(α, νn) rν(n−1) .
Therefore we have
(63) tα(a) = r(α− ανn , νn) tα−ανn
(
εˆνn(a)
)
, ∀a ∈ e(ν)RΛ(α)e(ν).
We will prove that tα is a symmetric form. By Theorem 3.8, the form tα is nondegenerate.
We must prove that for each w, z ∈ RΛ(α) we have
(64) tα(zw) = tα(wz).
Without loss of generality, we may assume
(65) z ∈ e(ν)RΛ(α)e(µ), w ∈ e(µ)RΛ(α)e(ν),
the other cases being trivial. We will prove (64) by induction on the height of α. Assuming it
holds for all α of height n − 1, let us prove it for α of height n. We will write νn = i, µn = j,
β = α− αi − αj and λ = Λ− (α− αi).
First, consider the case when z belongs to the image of the map
σij = µτn−1 : R
Λ(α− αi)e(β, j)⊗RΛ(β) e(β, i)R
Λ(α− αj)→ e(α− αi, i)R
Λ(α)e(α− αj, j)
for β = α−αi−αj and w belongs to the image of σji. Note that this is always the case if i 6= j
or if i = j and λi 6 0. In this situation, up to taking a linear combination, we may write
(66) z = ιi(z
′)τn−1ιj(z
′′), w = ιj(w
′)τn−1ιi(w
′′),
where ιs is the canonical embedding R
Λ(α − αs) → e(α − αs, s)R
Λ(α)e(α − αs, s) for s = i, j
and
z′ ∈ e(ν(n−1))RΛ(α− αi)e(ξ, j), z
′′ ∈ e(ξ, i)RΛ(α− αj)e(µ
(n−1))
w′ ∈ e(µ(n−1))RΛ(α− αj)e(η, i), w
′′ ∈ e(η, j)RΛ(α− αi)e(ν
(n−1))
for some ξ, η ∈ Iβ. By (63) and RΛ(α− αi)-bilinearity of εˆi we have
tα(zw) = rν εˆν(ιi(z
′)τn−1ιj(z
′′w′)τn−1ιi(w
′′))
= r(α− αi, i) tα−αi
(
z′εˆi(τn−1ιj(z
′′w′)τn−1)w
′′
)
.
Next, Lemma A.4 yields
εˆi(τn−1ιj(z
′′w′)τn−1) = rijιj εˆi(z
′′w′) + δij
∑
g1+g2+g3=−λi−1
xg1n−1B
g2
+i,λz
′′w′xg3n−1.
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Therefore tα(zw) = A(z, w) +B(z, w), where
A(z, w) = r(α− αi, i)rijtα−αi
(
z′ιj ◦ εˆi(z
′′w′)w′′
)
B(z, w) = δijr(α− αi, i)tα−αi
( ∑
g1+g2+g3=−λi−1
z′xg1n−1B
g2
+i,λz
′′w′xg3n−1w
′′
)
.
Thus, the formula (64) follows from the identities
(67) A(z, w) = A(w, z), B(z, w) = B(w, z).
Let us first prove (67) for A(z, w). We have
tα−αi
(
z′ιj ◦ εˆi(z
′′w′)w′′
)
= tα−αi(ιj ◦ εˆi(z
′′w′)w′′z′)
= (
n−2∏
p=1
rξp,j)tβ
(
εˆj(ιj ◦ εˆi(z
′′w′)w′′z′)
)
= (
n−2∏
p=1
rξp,j)tβ
(
εˆi(z
′′w′)εˆj(w
′′z′)
)
.
Here, the first equality is because tα−αi symmetric by induction, the second one is given by (63)
since εˆi(z
′′w′)w′′z′ ∈ e(ξ, j)RΛ(α−αi)e(ξ, j), the third one is the R
Λ(β)-bilinearity of εˆj. Now,
observe that rij(
∏n−2
p=1 rξp,j) =
∏n−1
p=1 rν′p,j. We deduce
A(z, w) = r(α− αi, i)r(α− αj , j)tβ
(
εˆi(z
′′w′)εˆj(w
′′z′)
)
Exchanging z and w means also exchanging i and j, ν and µ. So the right hand side is symmetric
with respect to z and w. We deduce A(z, w) = A(w, z).
Next, since tα−αi is symmetric by the inductive hypothesis and sinceB
g2
+i,λ belongs to the
center of RΛ(α− αi), we have
B(z, w) = δijr(α− αi, i)tα−αi
( ∑
g1+g2+g3=−λi−1
Bg2+i,λx
g1
n−1z
′′w′xg3n−1w
′′z′
)
.
Exchanging z and w means also exchanging i and j, ν and µ. But here B(z, w) 6= 0 only when
i = j. In this situation r(α−αi, i) = r(α−αj , j). We conclude that B(z, w) = B(w, z). Hence,
we have proven (64) when z, w are both of the form (66).
If z and w are not of the form (66), then we must have i = j and λi > 0 as discussed in
the paragraph before (66). In this situation z ∈ e(α − αi, i)R
Λ(α)e(α − αi, i) can be uniquely
written as z = µτn−1(π(z)) +
∑λi−1
k=0 pk(z)x
k
n, see Theorem 3.7. Similar for w. By linearity of tα
the remaining cases to be considered are
(1) z = zkx
k
n, w = w
′τn−1w
′′,
(2) z = zkx
k
n, w = wlx
l
n,
for zk, wl ∈ R
Λ(α − αi), k, l ∈ [0, λi − 1], and w
′ ∈ RΛ(α − αi)e(β, i), w
′′ ∈ e(β, i)RΛ(α − αi).
Note that in both cases we have
tα(zw − wz) = rν εˆν(zw)− rµεˆµ(wz)
= r(α, i)tα−αi(εˆi(zw − wz)).
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Here, in the last equality, we used (63) and the fact that i = j. By induction, to prove tα
symmetric, it is enough to prove εˆi(zw−wz) belongs to the commutator of R
Λ(α−αi). xx We
do this case by case
• We have zw = zkw
′(xknτn−1)e(β, i
2)w′′. Now
xknτn−1e(β, i
2) =
(
τn−1xn−1 +
∑
p+q=k−1
xpn−1x
q
n
)
e(β, i2).
Hence εˆi(zw) = pλi−1(zw) = 0. Similarly εˆi(wz) = 0.
• We have zw−wz = (zkwl−wlzk)x
k+l
n . Hence εˆi(zw−wz) = [zk, wl]εˆi(x
k+l
n ). Note that
εˆi(x
k+l
n ) belongs to the center of R
Λ(α−αi). So εˆi(zw−wz) belongs to the commutator
of RΛ(α− αi).
The proof of Proposition 3.10 is now complete.

Appendix B. Relations
In this section we prove Theorem 3.22.
B.1. A useful lemma. Let z ∈ e(α, i)RΛ(α + αi)e(α, i). Recall that
• if λi > 0, then z can be uniquely written as
z = µτn(π(z)) +
λi−1∑
k=0
pk(z)x
k
n+1,
• if λi 6 0, there are z˜, π˜k ∈ R
Λ(α)e(α − αi, i) ⊗RΛ(α−αi) e(α − αi, i)R
Λ(α) such that
µτn(z˜) = z, µxpn(z˜) = µτn(π˜k) = 0 and µxpn(π˜k) = δk,p for k, p ∈ [0,−λi − 1].
To prove Theorem 3.22 we’ll need the following technical result.
Lemma B.1. For each r ∈ N, we have
(a) if λi > 0 then
π
(
xrn+1e(α, i)
)
=
r−λi∑
a=0
(Br−λi−a+i,λ ⊗ x
a
n ⊗ 1⊗ 1)(−ηˆ
′
i(1)),
pk(x
r
n+1e(α, i)) =
λi−k−1∑
a=0
Br−k−a+i,λ B
a
−i,λ, ∀k ∈ [0, λi − 1],
(b) if λi 6 0 then
µxrn(z˜) =
r+λi∑
p=0
εˆ′i,λ(zx
p
n+1)B
r+λi−p
−i,λ , ∀z ∈ e(α, i)R
Λ(α + αi)e(α, i),
µxrn(π˜k) =
−λi−1∑
a=k
Ba−k+i,λB
r−a
−i,λ, ∀k ∈ [0,−λi − 1],
(c)
∑r
a=0B
r−a
+i,λB
a
−i,λ = δr,0.
59
Proof. First, assume λi > 0. To simplify notation, we write x
r
n+1 = x
r
n+1e(α, i). We have
xr+1n+1 = xn+1(µτn
(
π(xrn+1)) +
λi−1∑
k=0
pk(x
r
n+1)x
k
n+1
)
= µxn+1τn(π(x
r
n+1)) +
λi−1∑
k=0
pk(x
r
n+1)x
k+1
n+1
= µτnxn(π(x
r
n+1)) + ε
′
i(π(x
r
n+1)) +
λi−1∑
k=0
pk(x
r
n+1)x
k+1
n+1.
Here in the last equality we have used (xn+1τ − τnxn − 1)e(α − αi, i
2) = 0 and µ1 = ε
′
i. It
follows that
π(xr+1n+1) = (1⊗ xn ⊗ 1⊗ 1)π(x
r
n+1) + pλi−1(x
r
n+1)π(x
λi
n+1),(68)
p0(x
r+1
n+1) = ε
′
i(π(x
r
n+1)) + pλi−1(x
r
n+1)p0(x
λi
n+1),(69)
pk(x
r+1
n+1) = pk−1(x
r
n+1) + pλi−1(x
r
n+1)pk(x
λi
n+1), ∀ k ∈ [1, λi − 1].(70)
Now, recall that pλi−1(x
r+λi−1
n+1 ) = εˆ
′
i,λ(x
r+λi−1
n+1 ) = B
r
+i,λ, pk(x
λi
n+1) = B
λi−k
−i,λ and ηˆ
′
i,λ = −π(x
λi
n+1).
If r < λi the first equality in part (a) is trivial with both sides being zero. If r > λi, it follows
recursively from (68).
Next, by applying recursively (70) we obtain
pk(x
r+λi
n+1 ) = p0(x
r+λi−k
n+1 )−
k−1∑
a=0
Br−a+i,λB
λi−k+a
−i,λ .
Substitute p0(x
r+λi−k
n+1 ) using (69) gives
pk(x
r+λi
n+1 ) = ε
′
i(π(x
r+λi−k−1
n+1 ))−
k∑
a=0
Br−a+i,λB
λi−k+a
−i,λ .
Apply this to the special case k = λi − 1 we get
ε′i(π(x
r
n+1)) =
λi∑
a=0
Br+1−a+i,λ B
a
−i,λ.(71)
Therefore we deduce
pk(x
r+λi
n+1 ) =
λi∑
a=0
Br+λi−k−a+i,λ B
a
−i,λ −
λi∑
a=λi−k
Br+λi−k−a+i,λ B
a
−i,λ
=
λi−1−k∑
a=0
Br+λi−k−a+i,λ B
a
−i,λ.
This proves the second equality in part (a) for r > λi.
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On the other hand, we have
ε′i(π(x
r
n+1)) =
r−λi∑
a=0
Br−λi−a+i,λ µxan(−ηˆ
′
i(1)) = −
r+1∑
a=λi+1
Br+1−a+i,λ B
a
−i,λ.
by the first equality in part (a). Combined with (71) it gives part (c) for r > 0. The case r = 0
is obvious.
Finally, for r 6 λi − 1 we have pk(x
r
n+1e(α, i)) = δk,r and
λi−k−1∑
a=0
Br−k−a+i,λ B
a
−i,λ =
r−k∑
a=0
Br−k−a+i,λ B
a
−i,λ = δr,k
by part (c). We deduce the second equality in part (a) for r 6 λi − 1.
The case λi 6 0 is proved by a computation of similar style. We only indicate some key
steps. First, one checks by a direct computation that
z˜xn+1 = (1⊗ xn ⊗ 1⊗ 1)z˜ − εˆ
′
i,λ(z)ηˆ
′
i(1).
Applying it recursively we get
z˜xrn+1 = (1⊗ x
r
n ⊗ 1⊗ 1)z˜ −
r−1∑
p=0
εˆ′i,λ(zx
p
n+1)(1⊗ x
r−1−p
n ⊗ 1⊗ 1)ηˆ
′
i(1).
The first equality in (b) is obtained by applying µ
x
−λi
n
to both sides of the above equality with
r replaced by r + λi. To prove the second equality, observe that for k, p ∈ [0,−λi − 2], write
A = (1⊗xn⊗ 1⊗ 1)π˜k+1 we have µτn(A) = 0, µxpn(A) = δk,p, and µx−λi−1n (A) = −B
−λi−k−1
−i,λ . We
deduce that
π˜k =
−λi−1−k∑
p=0
B−λi−k−1−p−i,λ (1⊗ x
p
n ⊗ 1⊗ 1)ηˆ
′
i,λ(1).
Now, apply µxrn to both sides we get the second equality in (b). Finally, to get (c), observe that
the first equality applied to z = 1 yields
µxrn(1˜) =
r+1∑
p=−λi+1
Bp+i,λB
r+1−p
−i,λ .
On the other hand, it is easy to check that −1˜ = (1⊗ xn ⊗ 1⊗ 1)π˜0 +B
−λi
+i,ληˆ
′
i,λ(1). Hence
−µxrn(1˜) = µxr+1n (π˜0) +B
−λi
+i,λB
r+1+λi
−i,λ =
−λi∑
p=0
Bp+i,λB
r+1−p
−i,λ
by the second equality in (b). Combining the two equalities gives (c). 
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B.2. The Cartan loop operators. Consider the following formal power series
B±i,λ(z) =
∑
k>0
Bk±i,λ z
k ∈ Z(RΛ(α))[[z]].
The aim of this section is to express the coefficients of the formal series B±i,λ(z) as elements in
the image of the canonical map Z(R(α)) → Z(RΛ(α)), see Proposition B.3 for details. To do
that, fix formal variables yi,1, . . . , yi,Λi of degree 2 such that
(72) aΛi (u) =
Λi∏
p=1
(u+ yip) with cip = ep(yi,1, . . . , yi,Λi).
Consider the following formal series in k[[u, v]]
(73) qij(u, v) =
{
u−aij Qij(u
−1, v)/ci,j,−aij,0 if i 6= j,
(1− uv)−2 else.
Lemma B.2. For each α ∈ Q+ of height n, we have
(a) B+i,λ(z)B−i,λ(z) = 1,
(b)
(
B±i,λ(z)− qij(z, xn)
∓1B±i,λ+αj(z)
)
e(α− αj, j) = 0 for each i, j.
Proof. Part (a) will be proved in Lemma B.1(c) below. Now, we concentrate on (b). By (a) it
is enough to prove it for B+i,λ(z). Write β = α− αj and λ
′ = Λ− β = λ+ αj.
First, assume that i = j. Recall that
ϕne(β, i
2) = (xnτn − τnxn)e(β, i
2) ∈ RΛ(α+ αi).
We have
xkn+1e(β, i
2) = ϕnx
k
nϕne(β, i
2)
= (xnτn − τnxn)x
k
n(xnτn − τnxn)e(β, i
2)
=
(
xn(τnx
k+1
n τn)− τnx
k+2
n τn − xn(τnx
k
nτn)xn + (τnx
k+1
n τn)xn
)
e(β, i2).
By Lemma A.4(b), for all ℓ ∈ N we have
εˆ′i,λ(τnx
ℓ
nτn e(β, i
2)) = Xi,i,λ′(x
ℓ
n e(β, i))
=
(
− Ii,i,λ′ +
∑
g1+g2+g3=−λi−1
xg1Bg2+i,λx
g3
)
(xℓn e(β, i))
= −εˆ′i,λ′(x
ℓ
n e(β, i)) +
∑
g1+g2+g3=−λi−1
xℓ+g1n B
g2
+i,λx
g3
n .
If k > −λi + 1 then k − 2 > −λ
′
i + 1, we have
Bk+i,λ = εˆ
′
i,λ(x
λi−1+k
n+1 e(α, i)), B
l
+i,λ′ = εˆ
′
i,λ′(x
λi−3+l
n e(β, i)), ∀ l > k − 2.
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In this situation
Bk+i,λe(β, i) = εˆ
′
i,λ(x
λi−1+k
n+1 e(α, i)) e(β, i)
= εˆ′i,λ(x
λi−1+k
n+1 e(β, i
2))
= −2xnεˆ
′
i,λ′(x
λi+k
n e(β, i)) + εˆ
′
i,λ′(x
λi+k+1
n e(β, i))+
+ x2nεˆ
′
i,λ′(x
λi+k−1
n e(β, i))
=
(
Bk+i,λ′ − 2xnB
k−1
+i,λ′ + x
2
nB
k−2
+i,λ′
)
e(β, i).(74)
In particular, this yields
B+i,λ(z) e(β, i) = (1− xnz)
2B+i,λ′(z) e(β, i) if λi > 0.
If λi < 0 we must also check (74) for k 6 −λi. Consider the element
Ak = (1⊗ τn−1 ⊗ τn−1 ⊗ 1)(ιi ⊗ ιi)
(
π˜−λ′i−k − 2xnπ˜−λ′i−(k−1) + x
2
nπ˜−λ′i−(k−2)
)
in RΛ(α)e(β, i)⊗RΛ(β)e(β, i)R
Λ(α). Here π˜−λ′i−l ∈ R
Λ(β)e(β−αi, i)⊗RΛ(β−αi)e(β−αi, i)R
Λ(β) is
the element defined in (8) for l ∈ [1,−λ′i], and we have set π˜−1 = −e˜(β, i) and π˜−2 = −
˜xne(β, i),
where e(β, i) and xne(β, i) are viewed as elements in e(β, i)R(α)e(β, i). One can check by direct
computation that µτn(Ak) = 0, µxan(Ak) = δa,−λi−ke(β, i) for a ∈ [0,−λi − 1], and that
µ
x
−λi
n
(Ak) =
(
Bk+i,λ′ − 2xnB
k−1
+i,λ′ + x
2
nB
k−2
+i,λ′
)
e(β, i).
It follows that Ak = π˜−λi−ke(β, i) and
Bk+i,λe(β, i) = µx−λin
(Ak) =
(
Bk+i,λ′ − 2xnB
k−1
+i,λ′ + x
2
nB
k−2
+i,λ′
)
e(β, i).
The proof for part (b) in the case i = j is complete.
Finally, assume that i 6= j. By relation (d) in QHA, we have
τnx
k
nτne(β, ji) = x
k
n+1τ
2
ne(β, ji) =
∑
p,q
ci,j;p,qx
p+k
n+1x
q
ne(β, ji).
Applying εˆ′i,λ to both sides of the equality, we get
ci,j,−aij,0 εˆ
′
i,λ′(x
k
n)e(β, j) =
∑
p,q
ci,j,p,qεˆ
′
i,λ(x
p+k
n+1e(α, i))x
q
ne(β, j)
by Lemma A.4(a). Hence if k > −λi + 1 we get
ci,j,−aij ,0 B
k−aij
+i,λ′ e(β, j) =
∑
p,q
ci,j,p,qB
k+p
+i,λx
q
ne(β, j).
Now, assume k 6 −λi. Then k − aij 6 −λ
′
i. In this case B
k−aij
+i,λ′ = −µx−λ
′
i
n−1
(π˜−λi−k) with
π˜−λi−k ∈ R
Λ(β)e(β − αi, i)⊗RΛ(β−αi) e(β − αi, i)R
Λ(β). Set
Ak = (1⊗ τn−1 ⊗ τn−1 ⊗ 1)(ιj ⊗ ιj)(π˜−λi−k).
63
Then we have the following equalities in e(α, i)RΛ(α + αi)e(α, i),
µτn(Ak) = µτn−1τnτn−1e(β−αi,iji)(π˜−λi−k)
= µ(τnτn−1τn−
∑
p,q ci,j,p,q(
∑p−1
a=0 x
a
n−1x
p−1−a
n+1 )x
q
n)e(β−αi,iji)
(π˜−λi−k)
= −
∑
p,q
ci,j,p,q
( p−1∑
a=0
µxan−1(π˜−λi−k)x
p−1−a
n+1
)
xqne(β, ji),
because µτnτn−1τn(π˜−λi−k) = τnµτn−1(π˜−λi−k)τn = 0. Since µxan−1(π˜−λi−k) = δa,−λi−k for a ∈
[0,−λ′i − 1], for any p ∈ [0,−aij] we have
p−1∑
a=0
µxan−1(π˜−λi−k)x
p−1−a
n+1 =
{
−
∑
q ci,j,p,qx
q
nx
p−1+λi+k
n+1 e(β, ji), if p > −λi − k + 1
0, otherwise.
Next, for any positive integer l we have
µxln(Ak) = µτn−1xlnτn−1e(β−αi,ij)(π˜−λi−k)
= µ(xln−1
∑
p,q ci,j,p,qx
p
n−1x
q
n)e(β−αi,ij)
(π˜−λi−k)
=
∑
p,q
ci,j,p,q µxl+pn−1
(π˜−λi−k)x
q
ne(β, j).
In particular, since µxan−1(π˜−λi−k) = δa,−λi−k for a ∈ [0,−λ
′
i − 1], we get
(75) µ
x
−λi
n
(Ak) = ci,j,−aij ,0 µ
x
−λ′
i
n−1
(π˜−λi−k)e(β, j) = −ci,j,−aij ,0 B
k−aij
+i,λ′ e(β, j)
and for l ∈ [0,−λi − 1] we have
µxln(Ak) =
{∑
q ci,j,(−λi−k−l),qx
q
ne(β, j), if l ∈ [min{0,−λi − k + aij},−λi − k],
0, otherwise.
It follows that
Ak = −
−aij∑
p=−λi−k+1
∑
q
ci,j,p,qx
q
n(
˜xp−1+λi+kn+1 )e(β, ji) +
−λi−k∑
p=0
∑
q
ci,j,p,qx
q
ne(β, j)π˜−λi−p−k
in RΛ(α)e(α−αi, i)⊗RΛ(α−αi) e(α−αi, i)R
Λ(α). Apply µ
x
−λi
n
to both sides of the equation, by
(75) and Definition A.1 we get
ci,j,−aij ,0 B
k−aij
+i,λ′ e(β, j) =
∑
p,q
ci,j,p,qB
k+p
+i,λx
q
ne(β, j).
The proof for part (b) is now complete. 
We can now prove the main result of this section.
Proposition B.3. For each α ∈ Q+ of height n we have
B±i,λ(z) = z
∓ΛiaΛi (z
−1)∓1
∑
ν∈Iα
n∏
k=1
qiνk(z, xk)
∓1 e(ν).
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Proof. The relation aΛi (x1) = 0 yields x
Λi
1 = −
∑Λi−1
k=0 ek(yi,1, . . . , yi,Λi)x
Λi−k
1 . Therefore, for
k ∈ [1,Λi] we have B
k
−i,Λ = −pΛi−k(x
Λi
1 ) = ek(yi,1, . . . , yi,Λi), and for k > Λi, since η
′
i,Λ =
−π(xΛi1 ) = 0, we deduce B
k
−i,Λ = 0. So we have
B−i,Λ(z) =
Λi∑
p=0
Bp−i,Λz
p =
Λi∑
p=0
ep(yi,1, . . . , yi,Λi)z
p =
Λi∏
p=1
(1 + yip z).
We deduce that B±i,Λ(z) =
∏Λi
p=1(1 + yip z)
∓1. Now, by Lemma B.2, we have
B±i,λ(z) = B±i,λ′(z)
∑
j
qij(z, xn)
∓1 e(α− αj, j),
= B±i,Λ(z)
∑
ν∈Iα
n∏
k=1
qiνk(z, xk)
∓1 e(ν).

B.3. Proof of Theorem 3.22. Consider the operator hir ∈ Endk(tr(C/Z)) which acts on
tr(RΛ(α)) by multiplication by the central element
hir,λ =
r∑
k=0
(λi − k)B
r−k
+i,λB
k
−i,λ
in RΛ(α). Then, define the following formal series
(76) Ψi(z) =
∑
r>0
ψir z
r = exp
(
−
∑
r>1
hir z
r/r
)
, Hi(z) =
∑
r>0
hir z
r.
The following holds.
Lemma B.4. The operator ψir acts on tr(R
Λ(α)) by multiplication by Br−i,λ.
Proof. By definition, the operator hir acts by multiplication by the element
hir,λ =
r∑
k=0
(λi − k)B
r−k
+i,λB
k
−i,λ.
Since B±i,λ(z) =
∑
k>0B
k
±i,λ z
k and since B+i,λ(z)B−i,λ(z) = 1 by Lemma B.2, we deduce that
Hi,λ(z) = λi − z d/dz logB−i,λ(z).
Now, from (76) we get
Hi(z) = hi0 − z d/dz logΨi(z).
Hence, the formal series Ψi(z) acts on tr(R
Λ(α)) by multiplication by B−i,λ(z).

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Finally, let ai,j,p,q ∈ k be such that
qij(u, v) =
∑
p,q>0
ai,j,p,q u
pvq.
We can now prove the following.
Proposition B.5. For each i, j ∈ I, r, s ∈ N, we have
(a) [hir, hjs] = 0,
(b) [x+ir, x
−
js] = δij hi,r+s,
(c) ψir x
−
js =
∑
p,q>0 ai,j,p,q x
−
j,s+q ψi,r−p and x
+
js ψir =
∑
p,q>0 ai,j,p,q ψi,r−p x
+
j,s+q,
(d)
∑
p,q>0 ci,j,p,q [x
±
i,r+p, x
±
j,s+q] = 0 if i 6= j,
(e) [x±i,r, x
±
i,s] = 0,
(f) [x±i,r1, [x
±
i,r2
, . . . [x±i,rm, x
±
j,s] . . . ]] = 0 with i 6= j, rp ∈ N, m = 1− aij.
Proof. The first relation is obvious. Let us concentrate on part (b). If i 6= j we have an
isomorphism σji,λ : FjEi1λ ≃ EiFj1λ such that σji,λ(x
s
jx
r
i )σ
−1
ji,λ = x
r
ix
s
j . Hence by Lemma 2.3
we have trFjEi1λ(x
s
jx
r
i ) = trEiFj1λ(x
r
ix
s
j), which is [x
+
ir, x
−
js] = 0.
Now consider the case i = j. First, assume λi > 0. Let G = FiEi1λ ⊕ 1
⊕λi
λ . Recall the
isomorphism of functors ρi,λ : G→ EiFi1λ. By Lemma 2.3 we have
x+irx
−
is = trEiFi(x
r
ix
s
i ) = trG(ρ
−1
i,λ(x
r
ix
s
i )ρi,λ)
and it is equal to the sum of the trace of ρ−1i,λ(x
r
ix
s
i )ρi,λ restricted to each direct factor of G.
The restriction of ρ−1i,λ(x
r
ix
s
i )ρi,λ to FiEi1λ is represented by
RΛ(α)e(α− αi, i)⊗RΛ(α−αi) e(α− αi, i)R
Λ(α)→ RΛ(α)e(α− αi, i)⊗RΛ(α−αi) e(α− αi, i)R
Λ(α)
z 7→ π(xrn+1µτn(z)x
s
n+1).
Now, we have
π(xrn+1µτn(z)x
s
n+1) = π(µxrn+1τnxsn+1(z))
= π
(
µxsnτnxrn(z) +
r+s−1∑
p=0
µxr+s−1n (z)x
p
n+1
)
= (1⊗ xsn ⊗ x
r
n ⊗ 1)(z) +
r+s−1∑
p=λi
µxr+s−1−pn (z)π(x
p
n+1)
= (1⊗ xsn ⊗ x
r
n ⊗ 1)(z)−
r+s−1∑
p=λi
p−λi∑
a=0
µxr+s−1−pn (z)(B
p−λi−a
+i,λ ⊗ x
a
n ⊗ 1⊗ 1)ηˆ
′
i(1).
Here we used the relation (e) of QHA to get the second equality, and Lemma B.1 for the last
equality. It yields that the restriction of ρ−1i,λ(x
r
ix
s
i )ρi,λ to FiEi1λ is the endomorphism
xsix
r
i −
r+s−1∑
p=λi
p−λi∑
a=0
(Bp−λi−a+i,λ Fix
a
i ) ◦ ηˆ
′
i ◦ ε
′
i ◦ (Fix
r+s−1−p
i ),
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and its trace is equal to
trFiEi1λ(x
s
ix
r
i )− tr1λ
( r+s−1∑
p=λi
p−λi∑
a=0
Bp−λi−a+i,λ ε
′
i ◦ (Fix
r+s−1−p+a
i ) ◦ ηˆ
′
i
)
=
=x−isx
+
ir −
r+s−1∑
p=λi
p−λi∑
a=0
Bp−λi−a+i,λ B
r+s−p+a+λi
−i,λ
=x−isx
+
ir +
r+s∑
a=λi+1
(λi − a)B
r+s−a
+i,λ B
a
−i,λ.(77)
The restriction of ρ−1i,λ(x
r
ix
s
i )ρi,λ to the k-th copy of 1λ is represented by the mapR
Λ(α)→ RΛ(α),
z 7→ pk(x
r
n+1zx
s+k
n+1) = zpk(x
r+s+k
n+1 ). By the second equality in Lemma B.1(a) it is equal to∑λi−k−1
a=0 B
r+s−a
+i,λ B
a
−i,λ. Combined with (77) we obtain
x+irx
−
is = trG(ρ
−1
i,λ(x
r
ix
s
i )ρi,λ)
= x−isx
+
ir +
r+s∑
a=λi+1
(λi − a)B
r+s−a
+i,λ B
a
−i,λ +
λi−1∑
k=0
λi−k−1∑
a=0
Br+s−a+i,λ B
a
−i,λ
= x−isx
+
ir +
r+s∑
a=λi+1
(λi − a)B
r+s−a
+i,λ B
a
−i,λ +
λi−1∑
a=0
(λi − a)B
r+s−a
+i,λ B
a
−i,λ
= x−isx
+
ir + hi,r+s.
Now, assume λi < 0. Let G = EiFi1λ⊕1
⊕(−λi)
λ and consider the isomorphism ρi,λ : FiEi1λ →
G. By Lemma 2.3 we have
x−isx
+
ir = trFiEi(x
s
ix
r
i ) = trG(ρi,λ(x
s
ix
r
i )ρ
−1
i,λ)
and it is equal to the sum of the trace of ρi,λ(x
s
ix
r
i )ρ
−1
i,λ restricted to each direct factor of G.
The restriction of ρi,λ(x
s
ix
r
i )ρ
−1
i,λ to EiFi1λ is represented by
e(α, i)RΛ(α + αi)e(α, i)→ e(α, i)R
Λ(α + αi)e(α, i)
z 7→ µxsnτnxrn(z˜).
By the relation (e) of QHA and the definition of z˜ we have
µxsnτnxrne(α−αi,i2)(z˜) = x
r
n+1zx
s
n+1 −
r+s−1∑
p=−λi
µxpn(z˜)x
r+s−1−p
n+1 .
The restriction of ρi,λ(x
s
ix
r
i )ρ
−1
i,λ to the k-th copy of 1λ is represented by
RΛ(α)→ RΛ(α), a 7→ aµxr+k+sn (π˜k).
Now, relation (b) follows from Lemma B.1(b) and the fact that
trEiFi1λ
(
(Eix
a
i ) ◦ η
′
i,λ ◦ εˆ
′
i,λ ◦ (Eix
b
i)
)
= tr1λ
(
εˆ′i,λ(Eix
a+b
i ) ◦ η
′
i,λ
)
using similar computation as in the previous case. We leave the details to the reader.
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Next, we prove (c). Consider the formal series X−j (w) =
∑
s>0 x
−
jsw
s. From Proposition B.3
and Lemma B.4 we deduce that for each f ∈ RΛ(α) we have
X−j (w)(tr(f)) = tr
(∑
s>0
xsn+1w
sf e(α, j)
)
,
Ψi(z)X
−
j (w)Ψi(z)
−1(tr(f)) = tr
(
qij(z, xn+1)
∑
s>0
xsn+1w
sf e(α, j)
)
.
This yields the first equation of (c). The second one is obtained in a similar way.
Let us now prove the relation (d). Consider the endomorphism xrix
s
jτjiτij on EiEj. We have
xrix
s
jτjiτij = τjix
s
jx
r
i τij . Therefore
trEiEj(x
r
ix
s
jτjiτij) = trEiEj(τjix
s
jx
r
i τij) = trEjEi(x
s
jx
r
i τijτji).
Next, by relation (d) in QHA we have
τjiτij = Qij(xi, xj) =
∑
p,q
ci,j,p,qx
p
ix
q
j = Qji(xj , xi) = τijτji.
Put this back into the equation above we get∑
p,q
ci,j,p,q
(
trEiEj(x
r+p
i x
s+q
j )− trEjEi(x
s+q
j x
r+s
i )
)
= 0,
which is the relation (d) .
Next, let us prove (e). The functor E2i acting on R
Λ(α) is represented by the bimodule
e(α − 2αi, i
2)RΛ(α). A morphism xrix
s
i on E
2
i is represented by the left multiplication by
xrn−1x
s
n if α has height n. It is enough to consider the case n = 2. The intertwiner ϕ1 =
(x1 − x2)τ1 + 1 is such that ϕ1(x
r
1x
s
2)e(i
2) = (xr2x
s
1)ϕ1e(i
2) and ϕ21e(i
2) = e(i2). It follows that
trE2i (x
r
ix
s
i ) = trE2i (x
s
ix
r
i ). Hence x
+
irx
+
is = x
+
isx
+
ir. The proof for x
− is similar.
Finally let us prove the relation (f). By (e), it is equivalent to prove the following relation∑
w∈Sm
[x±i,rw(1) , [x
±
i,rw(2)
, . . . [x±i,rw(m) , x
±
j,r0
] . . . ]] = 0 with i 6= j, rp ∈ N and m = 1− aij .
We will prove it for x+, the proof for x− is similar. First, recall that the functor E
(a)
i is the
image of the divided power operator
ei,a = x
a−1
1 · · ·xa−1τw0 ∈ R(aαi)
by the canonical morphism R(aαi) → End(E
a
i ). The element ei,a is an idempotent, and we
have Eai ≃ (E
(a)
i )
⊕a!. See, e.g., [23] for details.
Given i, j ∈ I with i 6= j, we write m = 1− aij. In [23, prop. 6] an isomorphism of functors
α′ :
[m
2
]⊕
a=0
E
(2a)
i EjE
(m−2a)
i
∼
→
[m−1
2
]⊕
a=0
E
(2a+1)
i EjE
(m−2a−1)
i
and a quasi-inverse α′′ are constructed.
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If aij = 0, we have α
′ = τji : EjEi → EiEj and α
′′ = c−1ij,0,0τij . Since i 6= j, we have
α′(xsjx
r
i ) = (x
r
ix
s
j)α
′. Hence
x+j,sx
+
i,r = trEjEi(x
s
jx
s
i ) = trEiEj (α
′′(xrix
s
j)α
′) = trEiEj (x
r
ix
s
j) = x
+
i,rx
+
j,s,
yielding relation (f) in this case.
Assume now aij < 0. Then the maps α
′, α′′ are given by
α′ =
[m−1
2
]∑
a=0
α+(2a,m−2a) +
[m
2
]∑
a=0
α−(2a,m−2a),
α′′ =
[m
2
]∑
a=0
α−(2a+1,m−1−2a) −
[m−1
2
]∑
a=0
α−(2a+1,m−1−2a),
where for a ∈ [0, m] and b = m− a, we have
α+a,b = (ei,a+1Ejei,b−1) ◦ τa+1 ◦ τa+2 · · · ◦ τa+b ◦ ιa : E
(a)
i EjE
(b)
i → E
(a+1)
i EjE
(b−1)
i ,
α−a,b = (ei,a−1Ejei,b+1) ◦ τa ◦ τa−1 · · · ◦ τ1 ◦ ιa : E
(a)
i EjE
(b)
i → E
(a−1)
i EjE
(b+1)
i .
Here ιa : E
(a)
i EjE
(b)
i → E
a
i EjE
b
i is the canonical embedding, and τk acts by τ on the k-th and
k + 1-th copy of E in the sequence Eai EjE
b
i .
Given any integers r1, . . . , rm, s ∈ N, we define for each a ∈ [0, m] a morphism
(78) Ξa =
∑
w∈Sm
x
rw(1)
i · · ·x
rw(a)
i x
s
jx
rw(a+1)
i · · ·x
rw(m)
i ∈ End(E
a
i EjE
b
i )
Note that Ξa is symmetric in the first a-tuple of xi’s and also in the last b-tuple of xi’s,
hence it commutes with the divided power operator ei,aEjei,b. By consequence Ξa restricts
to a well defined endomorphism of E
(a)
i EjE
(b)
i , which we denote again by Ξa. Further, since
Eai EjE
b
i ≃ (E
(a)
i EjE
(b)
i )
⊕a!b!, we have trEai EjEbi (Ξa) = (a!b!) trE(a)i EjE
(b)
i
(Ξa).
Claim B.6. We have
(a)
∑
w∈Sm
[x+i,rw(1) , [. . . , [x
+
i,rw(m)
, x+j,s] . . . ]] = m!
∑
a+b=m(−1)
b tr
E
(a)
i EjE
(b)
i
(Ξa),
(b) α+a,bΞa = Ξa+1α
+
a,b, α
−
a,bΞa = Ξa−1α
−
a,b.
Let us show how to deduce the relation (f) from this claim. Part (b) implies that the following
diagram commute ⊕[m
2
]
a=0 E
(2a)
i EjE
(m−2a)
i
α′
∼
//
⊕
a Ξ2a

⊕[m−1
2
]
a=0 E
(2a+1)
i EjE
(m−2a−1)
i
⊕
a Ξ2a+1⊕[m
2
]
a=0 E
(2a)
i EjE
(m−2a)
i
α′
∼
//
⊕[m−1
2
]
a=0 E
(2a+1)
i EjE
(m−2a−1)
i .
Therefore
[m
2
]∑
a=0
tr
E
(2a)
i EjE
(m−2a)
i
(Ξ2a) =
[m−1
2
]∑
a=0
tr
E
(2a+1)
i EjE
(m−2a−1)
i
(Ξ2a+1).
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Hence by part (a) of the claim we get
∑
w∈Sm
[x+i,rw(1) , [. . . , [x
+
i,rw(m)
, x+j,s] . . . ]] = 0 as desired.
It remains to prove the claim. Let us introduce some more notation. For a ∈ [0, m] let
Γa = {k = (k1, . . . , ka) ∈ Na | 1 6 k1 < k2 < · · · < ka 6 m}, and for k ∈ Γa we set
k◦ = (l1, . . . , lb) ∈ Γ
b such that {k1, . . . , ka} ∪ {l1, . . . , lb} = {r1, . . . , rm}. Let S
(a,b) be the set
of minimal representatives of the left cosets Sm/Sa ×Sb. Then the map w 7→ w(1, 2, . . . , m)
yields a bijection S(a,b) ≃ Γa. Let wb be the longest element in Sb. Given any sequence
r1, . . . , rm and s ∈ N we have
[x+i,r1 , [x
+
i,r2
, . . . , [x+i,rm , x
+
j,s] . . . ]] =
m∑
a=0
(−1)b
∑
k∈Γa, l=k◦
x+i,rk1
. . . x+i,rkax
+
j,sx
+
i,rlb
. . . x+i,rl1
=
m∑
a=0
(−1)b
∑
y∈S(a,b)wb
x+i,ry(1) · · ·x
+
i,ry(a)
x+j,sx
+
i,ry(a+1)
· · ·x+i,ry(m).
It follows that ∑
w∈Sm
[x+i,rw(1) , [x
+
i,rw(2)
, . . . , [x+i,rw(m) , x
+
j,s] . . . ]] =
=
m∑
a=0
(−1)b
∑
y∈S(a,b)wb
∑
w∈Sm
x+i,rwy(1) · · ·x
+
i,rwy(a)
x+j,sx
+
i,rwy(a+1)
· · ·x+i,rwy(m)
=
m∑
a=0
(−1)b
m!
a!b!
∑
w∈Sm
x+i,rw(1) · · ·x
+
i,rw(a)
x+j,sx
+
i,rw(a+1)
· · ·x+i,rw(m)
=
m∑
a=0
(−1)b
m!
a!b!
trEai EjEbi (Ξa)
=m!
m∑
a=0
(−1)b tr
E
(a)
i EjE
(b)
i
(Ξa).
This proves part (a) of the claim.
Part (b) is a direct computation. On each RΛ(α) the functor E
(a)
i EjE
(b)
i is represented by
the (RΛ(α−mαi − αj), R
Λ(α))-bimodule
i(a)ji(m−a)P = (1⊗ ei,a ⊗ 1⊗ ei,m−a)e(α−mαi − αj , i
a, j, im−a)RΛ(α).
To check the relation in (b), without loss of generality we may assume α = mαi + αj. Then Ξa
is represented by the left multiplication on i(a)ji(b)P by∑
w∈Sm
x
rw(1)
1 · · ·x
rw(a)
a x
s
a+1x
rw(a+1)
a+2 · · ·x
rw(m)
m+1 ,
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and α+a,b represented by (1⊗ei,a+1⊗1⊗ei,b−1)e(i
a+1jib−1)τa+1τa+2 · · · τm. Since Ξa is symmetric
in {xa+2, . . . , xm+1}, we have e(i
ajib)τkΞa = e(i
ajib)Ξaτk for any k ∈ [a+ 2, m]. Next,
e(ia+1jib−1)τa+1Ξa = τa+1e(i
ajib)Ξa
=
∑
w∈Sm
x
rw(1)
1 · · ·x
rw(a)
a τa+1(x
s
a+1x
rw(a+1)
a+2 ) · · ·x
rw(m)
m+1 e(i
ajib)
=
∑
w∈Sm
x
rw(1)
1 · · ·x
rw(a)
a (x
s
a+2x
rw(a+1)
a+1 )τa+1 · · ·x
rw(m)
m+1 e(i
ajib)
= Ξa+1τa+1e(i
ajib)
= Ξa+1e(i
a+1jib−1)τa+1.
Finally, since Ξa+1 is symmetric in {x1, . . . , xa+1} and in {xa+3, . . . , xa+b+1}, the divided power
operator 1⊗ ei,a+1 ⊗ 1⊗ ei,b−1 commute with Ξa+1. To summarize, we have
α+a,bΞa = (1⊗ ei,a+1 ⊗ 1⊗ ei,b−1)e(i
a+1jib−1)τa+1τa+2 · · · τa+bΞa
= (1⊗ ei,a+1 ⊗ 1⊗ ei,b−1)e(i
a+1jib−1)τa+1Ξaτa+2 · · · τa+b
= (1⊗ ei,a+1 ⊗ 1⊗ ei,b−1)Ξa+1e(i
a+1jib−1)τa+1τa+2 · · · τa+b
= Ξa+1α
+
a,b,
which is the first equality in part (b), the proof for the second one is similar.

Finally, we can deduce Theorem 3.22 for ℓ = 1 as a special case of Proposition B.5. Indeed,
assume g is symmetric and (11) holds. Then, we have
qij(u, v) = (1− uv)
−aij , ∀i, j.
We must check that the relations (c), (d) in Proposition B.5 can be re-written as
(c) [hir, x
±
js] = ±aij x
±
j,r+s,
(d)
∑m
p=0(−1)
p(mp )[x
±
i,r+p, x
±
j,s+m−p] = 0 with i 6= j and m = −aij .
The relation (d) is obvious, because by (11) we have ci,j,p,q = δq,−aij−prij(−1)
p( −aijp ) for all p, q
and rij is invertible. Let us prove (c). Given α of height n and λ = Λ− α, by Proposition B.3
we have
B−i,λ(z) =
∑
ν∈Iα
Λi∏
p=1
(1 + yip z)
n∏
k=1
(1− zxk)
−aiνk e(ν).
By Lemma B.4 we have
exp
(
−
∑
r>1
hir,λz
r/r
)
= B−i,λ(z).
Since the e(ν)’s are orthogonal idempotents in RΛ(α), we have
exp
(
−
∑
r>1
hir,λz
r/r
)
=
∑
ν∈Iα
exp
(
−
∑
r>1
hir,λe(ν)z
r/r
)
e(ν).
71
Therefore, we have∑
r>1
hir,λ e(ν) z
r = z(d/dz) log
( Λi∏
p=1
(1 + yip z)
n∏
k=1
(1− zxk)
−aiνk
)
e(ν)
hir,λ =
( Λi∑
p=1
(−yip)
r −
n∑
k=1
ai,νkx
r
k
)
e(ν), ∀r > 1.
In particular, we deduce that
hir,λ−αje(α, j) = (hir,λ − aijx
r
n+1)e(α, j).
Hence for any f ∈ RΛ(α) we have
hirx
−
js tr(f) = tr(hir,λ−αjx
s
n+1fe(α, j))
= tr(hir,λx
s
n+1fe(α, j))− aij tr(x
r+s
n+1fe(α, j)
= x−jshir − aijx
−
j,r+s.
The proof is complete.

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