Specification Design for an XML Mining Configurable Application by Galindo Duran, Cristal Karina et al.
Specification Design for an XML Mining
Configurable Application
Cristal Karina Galindo Dura´n, Mihaela Juganaru-Mathieu and He´ctor Javier Va´zquez
Abstract—This work presents a methodology for XML min-
ing centered on the process of extracting document features
related to structure and content. This information is used to
obtain similarity measures and to cluster XML documents. A
conceptual framework is proposed to design an application
with the primary goal of implementing a modular and easily
configurable tool for mining large XML document collections.
Index Terms—conceptual framework, clustering, modularity,
XML mining, UML.
I. INTRODUCTION
CUrrently XML [1], [2] plays a very important role in thedevelopment of applications in which textual informa-
tion is abundant, because it allows for storage of structured
and/or semi-structured information [3] independently of any
final presentation. For situations in which textual information
is more abundant than numbers, traditional techniques of in-
formation storage and retrieval, such as relational databases,
are poorly adapted. XML also offers compatibility between
different systems and platforms and in different applications;
it provides the ability to share information in a reliable and
easy manner; it is the basis for the development of online
applications and e-commerce; and it can be used for creating
collections of documents.
However, direct use of an XML collection is difficult
because it requires an understanding of technologies such
as XSLT (eXtensible Stylesheet Language Transformations)
and CSS (Cascading Style Sheets). To manage information
stored in XML and to extract information not explicit in the
collections of data, research has been undertaken on a process
known as “XML mining”
The aim of the present work is to propose a framework
for the design of a modular and configurable application
for XML mining, in particular for document clustering in
large collections such as INEX1 (INitiative for the Evaluation
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of XML Retreival), composed of semi-structured textual
data. This framework is intended to lead to development
of a modular and configurable application–modular in the
sense that it will be easy to change modules, functions or
algorithms and configurable in that it will allow the user to:
• mine various large collections;
• choose different attributes about structure, content or
both;
• count frequencies or count only the presence/absence of
structural or content features; and
• choose different mining algorithms.
In this last case it will enable, depending of the counting
method, the use of different metrics of similarity, generate
different similarity matrices, and permit change of the clus-
tering algorithms. The first part of this paper presents a brief
description of XML and an overview of XML mining. Then a
conceptual design is proposed. The second part of this paper
uses the conceptual diagram as a basis for implementation of
the application, highlighting the use of case diagrams, classes
structure, and modules of the application.
II. XML DESCRIPTION, COLLECTIONS AND MINING
XML is a standard meta-language that uses extensible tags
and was developed by the World Wide Web Consortium.
It is a simplification and adaptation of SGML (Standard
Generalized Markup Language) and defines the specific
language grammar (just as HTML is itself a language defined
by SGML). Therefore, XML is not a programming language
but is a language of description of the information and also
a way to define other languages (XHTML, SVG, MathML)
for different needs. Some advantages of using XML are:
• It is easily processable (data management) by both
people and by applications.
• Content and presentation are independent.
• It is designed to be used in any language or with any
alphabet.
• Parsing is easy because of the strict rules governing
composition of a document.
• It uses a hierarchical structure.
• The number of names of tags is unlimited.
• There are powerful tools for linking (XLink) to other
XML or other type of documents.
Considering these advantages, XML is an ideal storage
format for collections of text and data containing links to
other documents (within the same collection or in another
collection) and references to images and other multimedia
files. For example, INEX provides a large collection of
articles from Wikipedia in 2007, which focuses primarily on
XML documents. It currently consists of two collections: a
large one that has about 2.7 million documents and a smaller
one that contains approximately 60,000 documents. This
collection includes also bags of words that are commonly
found in documents and frequencies of various structures in
the form of XML tags, trees, links and names of entities.
The focus of XML mining is to develop and use techniques
to extract information from XML documents. XML mining
has been influenced by other fields, such as data mining,
information retrieval, pattern recognition, and artificial in-
telligence. XML mining [4] can be defined as the process
that enables discovery of new knowledge not explicit in the
documents analyzed, but that is revealed once relationships
are established among the contents of several structured
documents.
The extraction of information is achieved by taking into
account information about the structure of documents them-
selves, and/or their content, either textual or numerical. This
does not mean that traditional techniques used for data
mining in general [5] will not be useful, but it does mean that
XML’s multidimensional structure allows the management
of information in different ways [6]. XML research has led
to the development of various techniques and tools [7], [8]
dealing with data frequency patterns as well as frequency
patterns within parse trees.
III. CONCEPTUAL DESIGN FOR XML MINING
The following is an overview of the process of extracting
information from XML:
1) Selection set of XML documents.
2) Pre-processing of XML documents (discovery of the
structure, identification of similar items, and/or re-
moval of common characteristics).
3) Selecting and applying the XML mining technique,
such as clustering.
4) Information extraction.
5) Interpreting, evaluating and, eventually, reconfiguring
procedures.
Pre-processing of XML documents is necessary to identify
their structure and content. For example, structure is revealed
throught document parsing. This operation generates a parse
tree of the XML document. Once the structure is known, con-
tent is identified by locating similar items and/or removing
items with similar characteristics. During this process, all or
a subset of attributes can be selected and counted (frequency
and presence and/or absence). These counts can be integrated
in a single table or organized in different count or frequency
matrices [7]; for example, one frequency count matrix to
register all documents and information about their structure
(tags, markers, token path, depth or any another feature
related to structure) and another matrix to register counts of
tokens about documents content (composed mainly of text).
Depending on the nature of the counts, there are different
kinds of similarity measures, whether they are frequencies
or binary data. For example, in the case of frequency counts,
it is common to use the Euclidean, Mahalanobis, Minkowski
and χ2 distances [9]. In the case of the presence or absence
of particular features, it is possible to assign more or less
importance to presences than to absences: the Jaccard and
Dice-Sorensen indexes are most often used for this purpose.
However, if both presences and absences are considered to
Fig. 1. Conceptual Model
have the same importance then, the Sokal and Michener,
Sokal and Sneath, Hamming, or Roux [9] indexes may be
used. Once the metric is chosen, similarity matrices are
obtained and then different cluster procedures can be applied
such as expectation maximum (EM) based or Hierarchical
algorithms.
The proposed application will be oriented to clustering
and not to classification [10]. Clustering is the process of
partitioning data into a set of groups, clusters, or subclasses.
This process is performed without any information about
possible groups and without examples or learning sets. Once
the process finished, all data in the cluster share common
traits [11], [12]. Given that the user is not directly involved
until the end of the process, clustering is considered to be
unsupervised classification. Conversely, in supervised classi-
fication, which is used to predict group membership for data
instances, the user intervenes and monitors the process.
Once the clusters have been obtained, they can be parsed
to find data structures and explore their characteristics,which
can be interpreted and evaluated, and the mining process
eventually can be repeated. The Figure 1 depicts this process
with the goal of using it as a specification to develop a mining
application.
IV. SOFTWARE DESIGN
From the description of the conceptual model, it might
seem that XML mining is a linear procedure, however; the
process must be guided by the user during selection of
attributes, similarity measure alternatives, cluster algorithms
and other settings. Therefore, a valuable, user-oriented appli-
cation would be one that gives the user the ability to choose
among different types of tokens, different types of similarity
distances, and even different types of clustering algorithms.
All these options can be applied first on a large collection
or on a test collection. At the end of the process and during
user interpretation of results, the application would “feed”
user’s knowledge into the XML mining process. The Unified
Modeling Language (UML2) is used to present different
elements of the proposed design. In the following sections,
use case, class diagrams and implementation of an entity
relational model to store information are presented.
A. Use Case Diagrams
As shown in the conceptual model, a use case for each
step (eight) and a class diagram are proposed. The use case
diagrams illustrate specific aspects of interactions of the user
with the application. As an example, the four user case
diagrams related to the most critical functionalities are:
• Use case to import XML documents: This case presents
the activities to obtain the XML collection. The user
connects to the INEX site, saves the list of zip files,
then extracts and stores XML documents.
• Use case for pre-processing documents: Documents
should be cleaned (like removing undesired features)
under expert or user predefined rules. After the structure
is revealed (for example, with a parse tree) and content
is studied, the next step is to obtain tokens and count
them.
• Use case for pairwise matrix generation: Frequency or
presence/absence counts are established for tokens about
content and structure. From this information, a mixed
frequency matrix is obtained, pairwise distances are
calculated, and the pairwise matrix is built.
• Use case for clustering: This includes all the actions to
obtain clusters. Different cluster algorithms can be used,
without the necessity of changing the other modules.
The remaining use case diagrams present interactions with
results evaluation and their management.
B. Class Diagram
In the class diagram, classes are first defined for the XML
collection and its documents. These two classes are directly
associated with a multiplicity [1,*], given that one collection
has several documents. An important class is the “Distribu-
tion frequency” which is associated with several documents
and several tokens. Tokens are the objects identified in the
document and may have several categories (for example,
structural or grammatical). The remaining classes are related
to the mining process, which applies cluster algorithms,
based on a given metric to the frequency matrix (revealed
by classes: Token and Distribution frequency).
The classes proposed are: Collection C, Document C,
Distribution Frequency C, Token C, Criteria C,
Choice C, Metrics C, Apply C, Cluster C, and
Algorithm C.
Figure 2 shows a static view of the class diagram, with
the ten classes and their associations, proposed for this
application.
The design process was separated into two packages, as
follows:
• package one to obtain documents, to tokenize them and
store them, and to obtain the frequency matrix
2http://www.omg.org/uml
Fig. 2. Class Diagram
Fig. 3. Relational Model
• package two to deal with the mining process itself.
For the first package it is proposed to use a database
management system (DBMS).
C. Relational Model
The eight tables of the relational model are presented in
Figure 3, as follows:
1) The COLLECTION table with a tuple for each XML
document collection.
2) The DOCUMENT table references PATH table and
contains a tuple for each XML document.
3) The DOC COLLECTION table indicates the compo-
sition of collections. It references the COLLECTION
table and the DOCUMENT table.
4) The PATH table indicates the computer path where the
XML files are physically stored.
5) The TOKEN table stores a unique tuple for each pos-
sible token and references the tables TYPE GRAM
and CATEGORY.
6) The CATEGORY table contains a tuple for each
category of a token: word, tag, link or other.
7) The TYPE GRAM table indicates the possible gram-
matical type for a token word.
8) The T FREQUENCY table indicates frequency of
tokens in documents and has two references: one to the
DOCUMENT table and a second one to the TOKEN
table.
D. Implementation
Our major decision about the first part of this application
was to store, on a DBMS, all the information about docu-
ments, tokens and frequencies in a data base. The purpose
is to avoid calculating all feature frequencies (structure
and content) each time the user analyzes different sets of
attributes. Frequency matrices and presence/absence matrices
will be directly extracted with aggregated SQL queries from
the tables of the database. PostgreSQL is used for the
database implementation of the DBMS.
Another decision was to use a grammatical invariable
generator such as Tree Tagger3, a part of speech tagger
that obtains the grammatical category and invariable form
of every word [13].
The least, but not the less important, decision was to use an
object oriented language (in our case Java) to implement the
whole application. This allowed us to introduce and consider
new distance measures or mining algorithms. Java also offers
the possibility of working with various APIs for DBMS
or XML, to interface with Tree Tagger or to call mining
procedures or libraries written in GNU applications such as
R4 or other languages.
The first steps are to obtain the XML collection, assign a
number and identify the computer path where each document
is stored. This information is stored in the DOCUMENT and
PATH tables.
To track and access information stored in XML doc-
uments, there are several mechanisms. Basic mechanisms
are implemented in parsers such as SAX (Simple API for
XML5) and DOM (Document Object Model6). SAX tracks
the document sequentially in depth while DOM randomly
accesses the document and builds, in memory, a tree of
the XML document, permitting the document to be parsed,
in depth or in breadth, or its elements to be modified.
Because DOM is less complex, it is used to obtain tags,
hyperlinks and paths tags. After parsing, Tree Tagger is used
to obtain content tokens. From this, a token frequency matrix
is created, which forms the basis of the content and struc-
ture frequency matrices. Token frequency matrix generation
requires extra storage, but, as explained previously, it was
decided to implement it, given that it is simple to obtain
whole tokens counts, and because it later gives the user a
choice of generating the frequency or the presence/absence
matrix. From another perspective, this option actually saves
space, because it is not necessary to save features in text
form nor separate frequency matrices (structure and content)
each time the user analyzes different sets of attributes.
V. CONCLUSION
In this paper, we presented a UML-based software model
design for implementing a modular and configurable appli-
cation for XML mining and clustering in a large collection
of documents. The conceptual model is a framework for
understanding and following user actions to obtain the infor-






frequency matrix, this choice saves space and it allows, if
required, to obtain one or two separate frequency matrices,
one for structure and other for content, given that each token
category can be easily identified in a single table.
Althought this work is not new, it highlights the impor-
tance of developing a configurable and modular application;
the research works have excluded the possibility of modi-
fying parts of the pre-processing and mining application or
changing its configuration.
The first stage (package one) of development of the soft-
ware application has been completed and uses Java and Post-
greSQL for implementing the database management system.
This implementation has been tested with 60,000 documents,
and we have been able to obtain the token frequencies. These
frequencies will be the basis for generation of frequency
matrices, which in turn are the basis for the second package,
which focuses on the mining process.
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