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LOCAL WELL-POSEDNESS FOR DISPERSION GENERALIZED
BENJAMIN-ONO EQUATIONS IN SOBOLEV SPACES
ZIHUA GUO
Abstract. We prove that the Cauchy problem for the dispersion generalized
Benjamin-Ono equation
∂tu+ |∂x|
1+α∂xu+ uux = 0, u(x, 0) = u0(x),
is locally well-posed in the Sobolev spaces Hs for s > 1 − α if 0 ≤ α ≤ 1. The
new ingredient is that we develop the methods of Ionescu, Kenig and Tataru [13]
to approach the problem in a less perturbative way, in spite of the ill-posedness
results of Molinet, Saut and Tzvetkovin [21]. Moreover, as a bi-product we prove
that if 0 < α ≤ 1 the corresponding modified equation (with the nonlinearity
±uuux) is locally well-posed in H
s for s ≥ 1/2− α/4.
1. Introduction
In this paper, we consider the Cauchy problem for the dispersion generalized
Benjamin-Ono equation{
∂tu+ |∂x|
1+α∂xu+ uux = 0, (x, t) ∈ R
2,
u(x, 0) = u0(x),
(1.1)
where 0 ≤ α ≤ 1, u : R2→R is a real-valued function and |∂x| is the Fourier multiplier
operator with symbol |ξ|. These equations arise as mathematical models for the
weakly nonlinear propagation of long waves in shallow channels. Note that the case
α = 0 corresponds to the Benjamin-Ono equation and the case α = 1 corresponds to
the Korteweg-de Vries equation. During the past decades, both of the two equations
were extensively studied in a large number of literatures [23, 12, 2, 14, 15, 3]. For
example, see [25] for a thorough review.
In proving the well-posedness of the Cauchy problem (1.1) by direct contraction
principle, the biggest enemy is the loss of derivative from the nonlinearity. It was
proved by Molinet, Saut and Tzvetkov [21] that if 0 ≤ α < 1 then Hs assumption
alone on the initial data is insufficient for a proof of local well-posedness of (1.1)
via Picard iteration by showing the solution mapping fails to be C2 smooth from
Hs to C([0, T ];Hs) at the origin for any s. It is due to that the dispersive effect
of the dispersive group of Eq. (1.1) when 0 ≤ α < 1 is too weak to spread the
derivative in the nonlinearity and hence the high × low interactions break down
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the C2 smoothness. When α = 0 a stronger ill-posedness was proved by Koch
and Tzvetkov [22] that the solution mapping actually fails to be locally uniformly
continuous in Hs for any s. For the positive side, some weaker well-posedness
results (only require the solution mapping to be continuous) were obtained. For the
Benjamin-Ono equation (α = 0), Tao [23] obtained the global wellposedness in Hs
for s ≥ 1 by performing a gauge transformation as for the derivative Schro¨dinger
equation. This result was improved to s ≥ 0 by Ionescu and Kenig [12]. For the
KdV equation (α = 1), the first well-posedness by contraction principle was due to
Kenig, Ponce and Vega [15] who obtained LWP in Hs for s > 3/4. Bourgain [2]
extended this result to GWP in L2 by developing Xs,b space. Then Kenig, Ponce and
Vega [14] obtained local well-posedness in Hs for s > −3/4 and Colliander, Keel,
Staffilani, Takaoka and Tao [3] extended it to a global result where I −method was
introduced. Local well-posedness in H−3/4 was obtained by Christ, Colliander, and
Tao [4] using miura transform and the H1/4 local well-posedness for the modified
KdV equation. Recently, the author [7] obtained global well-posedness in H−3/4 by
using directly the contraction principle to prove local well-posedness.
This paper is mainly concerned with Eq. (1.1) for 0 ≤ α < 1. If 0 < α < 1,
Kenig, Ponce and Vega [16] have shown that (1.1) is locally well-posed for data in
Hs provided s ≥ 3
4
(2 − α) using the energy method enhanced with the smoothing
effect. In [5] Colliander, Kenig and Staffilani obtained LWP for the data lying in
some weighted Sobolev spaces by applying Picard iteration. S. Herr [10, 11] obtained
LWP in Hs ∩ H˙
1
2
− 1
1+α for s > −3
4
α and global well-posedness for s ≥ 0 by requiring
the initial data has additional properties in low frequency to make the contraction
principle work. Compared to the Benjamin-Ono equation, the dispersive group of
(1.1) has stronger dispersive effect but it seems difficult to apply a gauge transform
to (1.1) which can weaken the high-low interaction1. Moreover, when 0 < α < 1,
Eq. (1.1) is not completely integrable, but there are still at least the following three
conservation laws: if u is a smooth solution to (1.1) then
d
dt
∫
R
u(x, t)dx = 0, (1.2)
d
dt
∫
R
u(x, t)2dx = 0, (1.3)
d
dt
∫
R
||∂x|
1+α
2 u|2 +
1
6
u(x, t)3dx = 0. (1.4)
These conservation laws provide a-priori bounds on the solution. For example, we
can easily get from (1.3) and (1.4) that for any smooth solution u of (1.1) on [−T, T ]
1Personal communication. Recently, the author learned that Ionescu, Herr, Kenig and Koch
proved L2 well-posedness by using a paradifferential gauge.
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then we have
‖u(t)‖
H
1+α
2
≤ C(‖u0‖
H
1+α
2
), ∀t ∈ [−T, T ]. (1.5)
We will also need another symmetry. It is easy to see that Eq. (1.1) is invariant
under the following scaling transform for any λ > 0
u(x, t)→ uλ(x, t) = λ
1+αu(λx, λ2+αt), u0,λ = λ
1+αu0(λx). (1.6)
Then we see H˙−
1
2
−α is the critical space in the sense of the scaling (1.6)
‖u0,λ‖H˙−
1
2−α
= ‖u0‖H˙−
1
2−α
.
Now we state our main results:
Theorem 1.1. (a) Let 0 ≤ α ≤ 1. Assume s > 1 − α and u0 ∈ H
∞. Then
there exists T = T (‖u0‖Hs) > 0 such that there is a unique solution u = S
∞
T (u0) ∈
C([−T, T ] : H∞) of the Cauchy problem (1.1). In addition, for any σ ≥ s
sup
|t|≤T
‖S∞T (u0)(t)‖Hσ ≤ C(T, σ, ‖u0‖Hσ). (1.7)
(b) Moreover, the mapping S∞T : H
∞ → C([−T, T ] : H∞) extends uniquely to a
continuous mapping
SsT : H
s → C([−T, T ] : Hs).
If 1/3 < α ≤ 1, then 1 − α < 1+α
2
. Thus from the a-priori bound (1.5), and
iterating Theorem 1.1, we obtain the following corollary.
Corollary 1.2. The Cauchy problem (1.1) is globally wellposed in Hs for s ≥ 1+α
2
if 1/3 < α ≤ 1.
It is easy to see 1−α < 3
4
(2−α) for 0 ≤ α ≤ 1, thus our results improve the results
in [16]. We discuss now some of the ingredients in the proof of Theorem 1.1. We
will adapt the ideas of Ionescu, Kenig and Tataru [13] to approach the problem in a
less perturbative way. It can be viewed as a combination of the energy methods and
the perturbative methods. More precisely, we will define F s(T ), N s(T ) and energy
space Es(T ) and show that if u is a smooth solution of (1.1) on R× [−T, T ] then
‖u‖F s(T ).‖u‖Es(T ) + ‖∂x(u
2)‖Ns(T );
‖∂x(u
2)‖Ns(T ).‖u‖
2
F s(T );
‖u‖2Es(T ).‖φ‖
2
Hs + ‖u‖
3
F s(T ).
(1.8)
The inequalities (1.8) and a continuity argument still suffice to control ‖u‖F s(T ),
provided that ‖φ‖Hs ≪ 1 (which can by arranged by rescaling if s ≥ 0). The first
inequality in (1.8) is the analogue of the linear estimate. The second inequality
in (1.8) is the analogue of the bilinear estimate. The last inequality in (1.8) is an
energy-type estimate. To prove Theorem 1.1 (b), we need to study the difference
equation of Eq. (1.1). This difference equation has less symmetries, but some special
symmetries for real-valued solutions in L2. We then follow the methods in [13] to
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prove the continuity of the solution mapping in Hs by adapting the Bona-Smith
method [1].
We will develop the ideas in [13] to define the main normed and semi-normed
spaces. As was explained before, standard using of Xs,b spaces in fixed-point ar-
gument does not work for (1.1). But we use Xs,b-type structures only on small,
frequency dependant time intervals. The high-low interaction can be controlled for
short time. The length of the time interval will be important. Generally, one need
to control the interaction in as large time interval as possible and leave the rest to be
controlled in the energy estimates. We will choose the length which will just suffice
to control the high-low interaction. Since we only control the interaction in short
time then we need to define ‖u‖Es(T ) sufficiently large to be able to still prove the
linear estimate in (1.8). Finally, we use frequence-localized energy estimates and
the symmetries of the equation (1.1) to prove the energy estimates.
As a bi-product, we use our estimates for the multiplier to study the following
modified equation
∂tu+ |∂x|
1+α∂xu∓ u
2ux = 0, u(x, 0) = u0(x). (1.9)
When α = 0 and α = 1, it corresponds to the modified Benjamin-Ono equation and
modified Korteweg-de Vries equation. Both equations were also extensively studied
[19, 20, 17, 6]. The high-low interactions in the trilinear estimates are much weaker
than that in the bilinear estimates. Indeed, it is known that for α = 1 the high-low
interactions are under control [14] and for α = 0 the high-low interactions only cause
logarithmic divergence which is removable [6]. So it is natural to conjecture that
for α > 0 the high-low interactions are also under control and a direct using of Xs,b
space would suffice for a well-posedness as in [14]. We proved the following
Theorem 1.3. Let 0 < α ≤ 1 and φ ∈ Hs for s ≥ 1/2 − α/4. Then there exist
T = T (‖φ‖H1/2−α/4) > 0 and a unique solution u ∈ X
s,1/2+
T to (1.9) on (−T, T ).
Moreover, the solution mapping φ → u is locally Lipschitz continuous from Hs to
C([−T, T ] : Hs).
On the other hand, the equation (1.9) has also several conservation laws: if u is
a smooth solution to (1.9) then
d
dt
∫
R
u(x, t)dx = 0, (1.10)
d
dt
∫
R
u(x, t)2dx = 0, (1.11)
d
dt
∫
R
||∂x|
1+α
2 u|2 ±
1
12
u(x, t)4dx = 0. (1.12)
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It is easy to see that Eq. (1.9) is invariant under the following scaling transform:
for any λ > 0
u(x, t)→ uλ(x, t) = λ
1+α
2 u(λx, λ2+αt), u0,λ = λ
1+α
2 u0(λx). (1.13)
Then we see L2 is subcritical space in the sense of the scaling and easily obtain the
a-priori bound: if u is a smooth solution to (1.9) (both foucusing and defocusing)
then for any t ∈ R
‖u‖
H
1+α
2
≤ C(‖φ‖
H
1+α
2
). (1.14)
From 1/2−α/4 ≤ 1+α
2
and the a-priori bound (1.14), and iterating Theorem 1.1,
we obtain the following corollary.
Corollary 1.4. The Cauchy problem (1.9) is globally wellposed in Hs for s ≥ 1+α
2
if 0 < α ≤ 1.
The rest of the paper is organized as follows: In section 2 we present some nota-
tions and Banach function spaces. The estimates for the characterization multiplier
will be given in section 3. In section 4 we prove Theorem 1.3. In section 5 we prove
some short-time bilinear estimates. We prove Theorem 1.1 in section 6 using the
energy estimates obtained in section 7.
2. Notation and Definitions
Throughout this paper, we fix 0 ≤ α < 1. For x, y ∈ R+, x.y means that there
exists C > 0 such that x ≤ Cy. By x ∼ y we mean x.y and y.x. For f ∈ S ′ we
denote by f̂ or F(f) the Fourier transform of f for both spatial and time variables,
f̂(ξ, τ) =
∫
R2
e−ixξe−itτf(x, t)dxdt.
Moreover, we use Fx and Ft to denote the Fourier transform with respect to space
and time variable respectively. Let Z+ = Z ∩ [0,∞). Let I≤0 = {ξ : |ξ| < 3/2},
I˜≤0 = {ξ : |ξ| ≤ 2}. For k ∈ Z let
Ik = {ξ : |ξ| ∈ [(3/4) · 2
k, (3/2) · 2k) } and I˜k = {ξ : |ξ| ∈ [2
k−1, 2k+1] }.
Let η0 : R→ [0, 1] denote an even smooth function supported in [−8/5, 8/5] and
equal to 1 in [−5/4, 5/4]. For k ∈ Z let χk(ξ) = η0(ξ/2
k)−η0(ξ/2
k−1), χk supported
in {ξ : |ξ| ∈ [(5/8) · 2k, (8/5) · 2k]}, and
χ[k1,k2] =
k2∑
k=k1
χk for any k1 ≤ k2 ∈ Z.
For simplicity, let ηk = χk if k ≥ 1 and ηk ≡ 0 if k ≤ −1. Also, for k1 ≤ k2 ∈ Z let
η[k1,k2] =
k2∑
k=k1
ηk and η≤k2 =
k2∑
k=−∞
ηk.
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Roughly speaking, {χk}k∈Z is the homogeneous decomposition function sequence
and {ηk}k∈Z+ is the non-homogeneous decomposition function sequence to the fre-
quency space. For k ∈ Z let Pk denote the operators on L
2(R) defined by P̂ku(ξ) =
1Ik(ξ)û(ξ). By a slight abuse of notation we also define the operators Pk on L
2(R×R)
by formulas F(Pku)(ξ, τ) = 1Ik(ξ)F(u)(ξ, τ). For l ∈ Z let
P≤l =
∑
k≤l
Pk, P≥l =
∑
k≥l
Pk.
For x ∈ R, let [x] be the largest integer that is less or equal to x. Let a1, a2, a3 ∈ R.
It will be convenient to define the quantities amax ≥ amed ≥ amin to be the maximum,
median, and minimum of a1, a2, a3 respectively. Usually we use k1, k2, k3 and j1, j2, j3
to denote integers, Ni = 2
ki and Li = 2
ji for i = 1, 2, 3 to denote dyadic numbers.
For ξ ∈ R let
ω(ξ) = −ξ|ξ|1+α (2.1)
which is the dispersion relation associated to Eq. (1.1). For φ ∈ L2(R) let W (t)φ ∈
C(R : L2) denote the solution of the free evolution given by
Fx[W (t)φ](ξ, t) = e
itω(ξ)φ̂(ξ). (2.2)
We introduce the Xs,b norm associated to the equation (1.1) which is given by
‖u‖Xs,b = ‖〈τ − ω(ξ)〉
b〈ξ〉sû(ξ, τ)‖L2(R2),
where 〈·〉 = (1 + | · |2)1/2. The spaces Xs,b turn out to be very useful in the study
of low-regularity theory for the dispersive equations. These spaces were first used
to systematically study nonlinear dispersive wave problems by Bourgain [2] and
developed by Kenig, Ponce and Vega [14] and Tao [24]. Klainerman and Machedon
[18] used similar ideas in their study of the nonlinear wave equation. We denote by
Xs,bT the space that X
s,b localized to the interval [−T, T ].
For k, j ∈ Z+ let
Dk,j = {(ξ, τ) ∈ R× R : ξ ∈ I˜k, τ − ω(ξ) ∈ I˜j}, Dk,≤j = ∪l≤jDk,l.
For k ∈ Z+ we define the dyadic X
s,b-type normed spaces Xk(R
2):
Xk = {f ∈ L
2(R2) : f(ξ, τ) is supported in I˜k × R (I˜≤0 × R if k = 0)
and ‖f‖Xk :=
∞∑
j=0
2j/2‖ηj(τ − w(ξ)) · f(ξ, τ)‖L2ξ,τ <∞}. (2.3)
These l1-type Xs,b structures were first introduced in [27] and used in [12, 13, 26, 9].
The definition shows easily that if k ∈ Z+ and fk ∈ Xk then∥∥∥∥∫
R
|fk(ξ, τ
′)|dτ ′
∥∥∥∥
L2ξ
.‖fk‖Xk . (2.4)
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Moreover, it is easy to see (see [6]) that if k ∈ Z+, l ∈ Z+, and fk ∈ Xk then
∞∑
j=l+1
2j/2
∥∥∥∥ηj(τ − ω(ξ)) · ∫
R
|fk(ξ, τ
′)| · 2−l(1 + 2−l|τ − τ ′|)−4dτ ′
∥∥∥∥
L2
+2l/2
∥∥∥∥η≤l(τ − ω(ξ)) ∫
R
|fk(ξ, τ
′)|2−l(1 + 2−l|τ − τ ′|)−4dτ ′
∥∥∥∥
L2
.‖fk‖Xk .(2.5)
In particular, if k ∈ Z+, l ∈ Z+, t0 ∈ R, fk ∈ Xk, and γ ∈ S(R), then
‖F [γ(2l(t− t0)) · F
−1(fk)]‖Xk.‖fk‖Xk . (2.6)
As in [13] at frequency 2k we will use the Xs,b structure given by the Xk norm,
uniformly on the 2−[(1−α)k] time scale. We will explain briefly why we use this scale
in the next section. For k ∈ Z+ we define the normed spaces
Fk =
{
f ∈ L2(R2) : f̂(ξ, τ) is supported in I˜k × R (I˜≤0 × R if k = 0)
and ‖f‖Fk = sup
tk∈R
‖F [f · η0(2
[(1−α)k](t− tk))]‖Xk <∞
}
,
Nk =
{
f ∈ L2(R2) : suppf̂(ξ, τ) ⊂ I˜k × R (I˜≤0 × R if k = 0) and ‖f‖Nk =
sup
tk∈R
‖(τ − ω(ξ) + i2[(1−α)k])−1F [f · η0(2
[(1−α)k](t− tk))]‖Xk <∞
}
.
We see from the definitions that we still use Xs,b structure on the whole interval for
the low frequency. Since the spaces Fk and Nk are defined on the whole line, we
define then local versions of the spaces in standard ways. For T ∈ (0, 1] we define
the normed spaces
Fk(T ) = {f ∈ C([−T, T ] : L
2) : ‖f‖Fk(T ) = inf
ef=f in R×[−T,T ]
‖f˜‖Fk};
Nk(T ) = {f ∈ C([−T, T ] : L
2) : ‖f‖Nk(T ) = inf
ef=f in R×[−T,T ]
‖f˜‖Nk}.
We assemble these dyadic spaces in a Littlewood-Paley manner. For s ≥ 0 and
T ∈ (0, 1], we define the normed spaces
F s(T ) =
{
u : ‖u‖2F s(T ) =
∞∑
k=1
22sk‖Pk(u)‖
2
Fk(T )
+ ‖P≤0(u)‖
2
F0(T )
<∞
}
,
N s(T ) =
{
u : ‖u‖2Ns(T ) =
∞∑
k=1
22sk‖Pk(u)‖
2
Nk(T )
+ ‖P≤0(u)‖
2
N0(T ) <∞
}
.
We define the dyadic energy space. For s ≥ 0 and u ∈ C([−T, T ] : H∞) we define
‖u‖2Es(T ) = ‖P≤0(u(0))‖
2
L2 +
∑
k≥1
sup
tk∈[−T,T ]
22sk‖Pk(u(tk))‖
2
L2 .
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As in [13], for any k ∈ Z+ we define the set Sk of k−acceptable time multiplication
factors
Sk = {mk : R→ R : ‖mk‖Sk =
10∑
j=0
2−j[(1−α)k]‖∂jmk‖L∞ <∞}. (2.7)
For instance, η(2[(1−α)k]t) ∈ Sk for any η satisfies ‖∂
j
xη‖L∞ ≤ C for j = 0, 1, 2, . . . , 10.
Direct estimates using the definitions and (2.5) show that for any s ≥ 0 and T ∈ (0, 1]
‖
∑
k∈Z+
mk(t) · Pk(u)‖F s(T ).(supk∈Z+ ‖mk‖Sk) · ‖u‖F s(T );
‖
∑
k∈Z+
mk(t) · Pk(u)‖Ns(T ).(supk∈Z+ ‖mk‖Sk) · ‖u‖Ns(T );
‖
∑
k∈Z+
mk(t) · Pk(u)‖Es(T ).(supk∈Z+ ‖mk‖Sk) · ‖u‖Es(T ).
(2.8)
3. A Symmetric Estimate
In this section we prove symmetric estimates which will be used to prove bilinear
estimates. For ξ1, ξ2 ∈ R and ω : R→ R as in (2.1) let
Ω(ξ1, ξ2) = ω(ξ1) + ω(ξ2)− ω(ξ1 + ξ2). (3.1)
This is the resonance function that plays a crucial role in the bilinear estimate of
the Xs,b-type space. See [24] for a perspective discussion. For compactly supported
nonnegative functions f, g, h ∈ L2(R× R) let
J(f, g, h) =
∫
R4
f(ξ1, µ1)g(ξ2, µ2)h(ξ1 + ξ2, µ1 + µ2 + Ω(ξ1, ξ2))dξ1dξ2dµ1dµ2.
Lemma 3.1. Assume ki ∈ Z, ji ∈ Z+, Ni = 2
ki, Li = 2
ji, i = 1, 2, 3. Let fki,ji ∈
L2(R × R) are nonnegative functions supported in [2ki−1, 2ki+1] × I˜ji, i = 1, 2, 3.
Then
(a) For any k1, k2, k3 ∈ Z and j1, j2, j3 ∈ Z+,
J(fk1,j1, fk2,j2, fk3,j3) ≤ C2
jmin/22kmin/2
3∏
i=1
‖fki,ji‖L2 . (3.2)
(b) If Nmin ≪ Nmed ∼ Nmax and (ki, ji) 6= (kmin, jmax) for all i = 1, 2, 3,
J(fk1,j1, fk2,j2, fk3,j3) ≤ C2
(jmin+jmed)/22−(1+α)kmax/2
3∏
i=1
‖fki,ji‖L2; (3.3)
If Nmin ≪ Nmed ∼ Nmax and (ki, ji) = (kmin, jmax) for some i ∈ {1, 2, 3},
J(fk1,j1, fk2,j2, fk3,j3) ≤ C2
(jmin+jmed)/22−αkmax/22−kmin/2
3∏
i=1
‖fki,ji‖L2 . (3.4)
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(c) For any k1, k2, k3 ∈ Z with Nmin ∼ Nmed ∼ Nmax ≫ 1 and j1, j2, j3 ∈ Z+
J(fk1,j1, fk2,j2, fk3,j3) ≤ C2
jmin/22jmed/42−αkmax/4
2∏
i=1
‖fki,ji‖L2 . (3.5)
Proof. Simple changes of variables in the integration and the observation that the
function ω is odd show that
|J(f, g, h)| = |J(g, f, h)| = |J(f, h, g)| = |J(f˜ , g, h)|,
where f˜(ξ, µ) = f(−ξ,−µ). Let Aki(ξ) = [
∫
R
|fki,ji(ξ, µ)|
2dµ]1/2, i = 1, 2, 3. Using
the Cauchy-Schwartz inequality and the support properties of the functions fki,ji,
we obtain
J(fk1,j1, fk2,j2, fk3,j3) . 2
jmin/2
∫
R2
Ak1(ξ1)Ak2(ξ2)Ak3(ξ1 + ξ2)dξ1dξ2
. 2kmin/22jmin/2
3∏
i=1
‖fki,ji‖L2 ,
which is part (a), as desired.
For part (b), in view of the support properties of the functions, it is easy to see
that J(fk1,j1, fk2,j2, fk3,j3) ≡ 0 unless
Nmax ∼ Nmed. (3.6)
From symmetry we may assume k1 ≤ k2 ≤ k3 and we have three cases. If j3 = jmax
then we will prove that if gi : R → R+ are L
2 functions supported in I˜ki, i = 1, 2,
and g : R2 → R+ is an L
2 function supported in I˜k3 × I˜j4, then∫
R3
g1(ξ1)g2(ξ2)g(ξ1 + ξ2,Ω(ξ1, ξ2))dξ1dξ2.2
−(1+α)kmax/2‖g1‖L2‖g2‖L2‖g‖L2. (3.7)
This suffices for (3.3) by Cauchy-Schwarz inequality.
To prove (3.7), we observe that since N1 ≪ N2 then |ξ1+ ξ2| ∼ |ξ2|. By change of
variable ξ′1 = ξ1, ξ
′
2 = ξ1 + ξ2, we get that the left-hand side of (3.7) is bounded by∫
|ξ1|∼N1,|ξ2|∼N2
g1(ξ1)g2(ξ2 − ξ1)g(ξ2,Ω(ξ1, ξ2 − ξ1))dξ1dξ2. (3.8)
Note that in the integration area we have∣∣ ∂
∂ξ1
[Ω(ξ1, ξ2 − ξ1)]
∣∣ = |ω′(ξ1)− ω′(ξ2 − ξ1)| ∼ N1+α2 ,
where we use the fact |ω′(ξ)| = (2 + α)|ξ|1+α and N1 ≪ N2. By change of variable
µ2 = Ω(ξ1, ξ2 − ξ1) we get that (3.8) is bounded by
2−(1+α)kmax/2‖g1‖L2‖g2‖L2‖g‖L2. (3.9)
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If j2 = jmax then this case is identical to the case j3 = jmax in view of (3.6). If
j1 = jmax it suffices to prove that if gi : R → R+ are L
2 functions supported in Iki ,
i = 2, 3, and g : R2 → R+ is an L
2 function supported in I˜k1 × I˜j1, then∫
R2
g2(ξ2)g3(ξ3)g(ξ2 + ξ3,Ω(ξ2, ξ3))dξ2dξ3.2
−(αkmax−kmin)/2‖g2‖L2‖g3‖L2‖g‖L2.(3.10)
Indeed, by change of variables ξ′2 = ξ2, ξ
′
3 = ξ2+ξ3 and noting that in the integration
area |ξ′2| ∼ 2
k2, |ξ′3| ∼ 2
k1,∣∣ ∂
∂ξ′2
[Ω(ξ′2, ξ
′
3 − ξ
′
2)]
∣∣ = |ω′(ξ′2)− ω′(ξ′3 − ξ′2)| ∼ Nα2 N1,
we get from Cauchy-Schwarz inequality that∫
R2
g2(ξ2)g3(ξ3)g(ξ2 + ξ3,Ω(ξ2, ξ3))dξ2dξ3
.
∫
|ξ′2|∼2
k2 ,|ξ′3|∼2
k1
g2(ξ
′
2)g3(ξ
′
3 − ξ
′
2)g(ξ
′
3,Ω(ξ
′
2, ξ
′
3 − ξ
′
2))dξ
′
2dξ
′
3
.2−αkmax/22−kmin/2‖g2‖L2‖g3‖L2‖g‖L2, (3.11)
which is (3.10) as desired.
We prove now part (c). For simplicity of notations we write fi = fki,ji, i = 1, 2, 3.
From symmetries we may assume j3 = jmax and |ξ1| ≤ |ξ2|. Then writing dσ =
dξ1dξ2dµ1dµ2 we have∫
R4
f1(ξ1, µ1)f2(ξ2, µ2)f3(ξ1 + ξ2, µ1 + µ2 + Ω(ξ1, ξ2))dξ1dξ2dµ1dµ2
=
( ∫
ξ1·ξ2<0
+
∫
ξ1·ξ2>0
)
f1(ξ1, µ1)f2(ξ2, µ2)f3(ξ1 + ξ2, µ1 + µ2 + Ω(ξ1, ξ2))dσ
:= I + II. (3.12)
For the contributions of I, noting that if ξ1 · ξ2 < 0 and |ξ1| ≤ |ξ2| then∣∣ ∂
∂ξ1
[Ω(ξ1, ξ2 − ξ1)]
∣∣ = |ω′(ξ1)− ω′(ξ2 − ξ1)| ∼ N1+α2 ,
thus by change of variable ξ′2 = ξ2 − ξ1 and we get as for the first inequality in part
(b) that
I.2(jmin+jmed)/22−(1+α)kmax/2
3∏
i=1
‖fki,ji‖L2 . (3.13)
Interpolating with part (a), we immediately get the bound (??) for this term.
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For the contribution of II, we break it into two parts
II =
( ∫
|ξ1−ξ2|≤R
+
∫
|ξ1−ξ2|≥R
)
f1(ξ1, µ1)f2(ξ2, µ2) (3.14)
·f3(ξ1 + ξ2, µ1 + µ2 + Ω(ξ1, ξ2))dσ
:= II1 + II2, (3.15)
where R will be determined later. For II1, we may assume j1 = jmin and as in part
(a) we get
II1 =
∫
|ξ1|≤R
f1(ξ1 + ξ2, µ1)f2(ξ2, µ2)f3(ξ1 + 2ξ2, µ1 + µ2 + Ω(ξ1 + ξ2, ξ2))dσ
. 2jmin/2R1/2
3∏
i=1
‖fi‖L2. (3.16)
For II2 we will use the bilinear Strichartz estimate (see Lemma 3.4, [10]): for any
u1, u2 ∈ S then
∥∥∥∥∫
ξ=ξ1+ξ2
∣∣|ξ1|1+α − |ξ2|1+α∣∣1/21 eitω(ξ1)û1(ξ1)eitω(ξ2)û1(ξ2)∥∥∥∥
L2ξ,t
.‖u1‖L2‖u2‖L2 , (3.17)
where |x|1 = |x| · 1≥1(|x|). In the integral area of II2, we have
||ξ1|
1+α − |ξ2|
1+α|1/2&N
α/2
2 |ξ1 − ξ2|
1/2&N
α/2
2 R
1/2.
We will choose R such that N
α/2
2 R
1/2&1. Thus we get
II2 . N
−α/2
2 R
−1/2
∫
R4
∣∣|ξ1|1+α − |ξ2|1+α∣∣1/21 f1(ξ1, µ1)f2(ξ2, µ2)
·f3(ξ1 + ξ2, µ1 + µ2 + Ω(ξ1, ξ2))dσ
. N
−α/2
2 R
−1/2
∫
R4
∣∣|ξ1|1+α − |ξ2|1+α∣∣1/21 f1(ξ1, µ1 − ω(ξ1))
·f2(ξ2, µ2 − ω(ξ2))f3(ξ1 + ξ2, µ1 + µ2 − ω(ξ1 + ξ2))dσ.
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Using Cauchy-Schwartz inequality and Plancherel’s equality we get that II2 is dom-
inated by
N
−α/2
2 R
−1/2‖f3‖L2
·
∥∥∥∥∫
ξ=ξ1+ξ2,µ=µ1+µ2
∣∣|ξ1|1+α − |ξ2|1+α∣∣1/21 f1(ξ1, µ1 − ω(ξ1))f2(ξ2, µ2 − ω(ξ2))∥∥∥∥
L2ξ,µ
. N
−α/2
2 R
−1/2‖f3‖L2
‖
∫
ηj1(µ1)ηj2(µ2)e
it(µ1+µ2) ·
∫
ξ=ξ1+ξ2
∣∣|ξ1|1+α − |ξ2|1+α∣∣1/21
·eitω(ξ1)f1(ξ1, µ1)e
itω(ξ2)f2(ξ2, µ2)dµ1dµ2‖L2ξ,t
.N
−α/2
2 R
−1/22jmin/22jmed/2
3∏
i=1
‖fi‖L2 ,
where we used (3.17) in the last inequality. Therefore, taking R = 2−αkmax/22jmed/2
we complete the proof of part (c). 
We restate now Lemma 3.1 in a form that is suitable for the trilinear estimates
in the next sections.
Corollary 3.2. Assume k1, k2, k3 ∈ Z, j1, j2, j3 ∈ Z+, and fki,ji ∈ L
2(R × R) are
functions supported in {(ξ, τ) : ξ ∈ [2ki−1, 2ki+1], τ − ω(ξ) ∈ I˜j}, i = 1, 2.
(a) For any k1, k2, k3 ∈ Z and j1, j2, j3 ∈ Z+,
‖1Dk3,j3 (ξ, τ)(fk1,j1 ∗ fk2,j2)‖L2.2
kmin/22jmin/2
2∏
i=1
‖fki,ji‖L2. (3.18)
(b) For any k1, k2, k3 ∈ Z with Nmin ≪ Nmed ∼ Nmax, and j1, j2, j3 ∈ Z+, if for
some i ∈ {1, 2, 3} such that (ki, ji) = (kmin, jmax) then
‖1Dk3,j3 (ξ, τ)(fk1,j1 ∗ fk2,j2)‖L2.2
(jmin+jmed)/22−αkmax/22−kmin/2
2∏
i=1
‖fki,ji‖L2 . (3.19)
else we have
‖1Dk3,j3 (ξ, τ)(fk1,j1 ∗ fk2,j2)‖L2.2
(jmin+jmed)/22−(1+α)kmax/2
2∏
i=1
‖fki,ji‖L2 . (3.20)
(c) For any k1, k2, k3 ∈ Z with Nmin ∼ Nmed ∼ Nmax ≫ 1 and j1, j2, j3 ∈ Z+
‖1Dk3,j3 (ξ, τ)(fk1,j1 ∗ fk2,j2)‖L2.2
jmin/22jmed/42−αkmax/4
2∏
i=1
‖fki,ji‖L2. (3.21)
DISPERSION GENERALIZED BENJAMIN-ONO EQUATION 13
Proof. Clearly, we have
‖1Dk3,j3 (ξ, τ)(fk1,j1 ∗ fk2,j2)(ξ, τ)‖L2 = sup
‖f‖L2=1
∣∣∣∣∣
∫
Dk3,j3
f · fk1,j1 ∗ fk2,j2dξdτ
∣∣∣∣∣ . (3.22)
Let fk3,j3 = 1Dk3,j3 · f and f
♯
ki,ji
(ξ, µ) = fki,ji(ξ, µ + ω(ξ)), i = 1, 2, 3. Then the
functions f ♯ki,ji are supported in I˜ki × I˜ji and ‖f
♯
ki,ji
‖L2 = ‖fki,ji‖L2 . Using simple
changes of variables, we get that∫
Dk3,j3
f · fk1,j1 ∗ fk2,j2dξdτ = J(f
♯
k1,j1
, f ♯k2,j2, f
♯
k3,j3
).
Then Corollary 3.2 follows from Lemma 3.1. 
Remark 3.3. It is easy to see from the proof that Part (a) and the first inequality
in Part (b) of Lemma 3.1 (Corollary 3.2) also hold if we assume instead fki,ji is
supported in I˜ki × I˜≤j (Dki,≤j) for k1, k2, k3 ∈ Z+.
4. Trilinear estimates
In this section we prove Theorem 1.3. The ingredients are the estimates for the
characterization multiplier obtained in the last section and TT ∗ arguments as in [24].
The main issues reduce to prove the trilinear estimates and we refer the readers to
[14] for the other standard details.
Proposition 4.1. For all u1, u2, u3 on R× R and 0 < ǫ≪ 1, we have
‖(u1u2u3)x‖X1/2−α/4,−1/2+ǫ.
3∏
j=1
‖uj‖X1/2−α/4,1/2+ǫ (4.1)
with the implicit constant depending on ǫ.
This type of estimate was systematically studied in [24], see also [14] for an ele-
mentary method. We will follow the idea in [24] to prove Proposition 4.1. Let Z be
any abelian additive group with an invariant measure dξ. In particular, Z = R2 in
this paper. For any k ≥ 2, Let Γk(Z) denote the hyperplane in R
k
Γk(Z) := {(ξ1, . . . , ξk) ∈ Z
k : ξ1 + . . .+ ξk = 0}
endowed with the induced measure∫
Γk(Z)
f :=
∫
Zk−1
f(ξ1, . . . , ξk−1,−ξ1 − . . .− ξk−1)dξ1 . . . dξk−1.
Note that this measure is symmetric with respect to permutation of the co-ordinates.
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A function m : Γk(Z) → C is said to to be a [k;Z] − multiplier, and we define
the norm ‖m‖[k;Z] to be the best constant such that the inequality∣∣∣∣∣
∫
Γk(Z)
m(ξ)
k∏
j=1
fi(ξi)
∣∣∣∣∣ ≤ ‖m‖[k;Z]
k∏
j=1
‖fi‖L2 (4.2)
holds for all test functions fi on Z.
Proof of Proposition 4.1. By duality, Plancherel’s equality and the definition, it is
easy to see that for (4.1), it suffices to prove∥∥∥∥∥ (ξ1 + ξ2 + ξ3)〈ξ4〉
1
2
−α
4
〈τ4 − ω(ξ4)〉1/2−ε
∏3
j=1〈ξj〉
1
2
−α
4 〈τj − ω(ξj)〉1/2+ε
∥∥∥∥∥
[4;R×R]
. 1. (4.3)
As in the proof of Corollary 6.3 [24], we estimate |ξ1 + ξ2 + ξ3| by 〈ξ4〉. From the
inequality
〈ξ4〉
3
2
−α
4 . 〈ξ4〉
1/2
3∑
j=1
〈ξj〉
1−α
4
and symmetry it reduces to show∥∥∥∥∥ 〈ξ4〉1/2〈ξ2〉1/2〈ξ1〉 12−α4 〈ξ3〉 12−α4 〈τ4 − ω(ξ4)〉1/2−ε∏3j=1〈τj − ω(ξj)〉1/2+ε
∥∥∥∥∥
[4;R×R]
. 1.
We may minorize 〈τ2−ω(ξ2)〉
1/2+ε by 〈τ2−ω(ξ2)〉
1/2−ε. But then the estimate follows
from TT ∗ identity (Lemma 3.7, [24]) and the following proposition. 
Proposition 4.2. For all u, v on R× R and 0 < ε≪ 1, we have
‖uv‖L2 . ‖u‖X−1/2,1/2−ε‖v‖X1/2−α/4,1/2+ε
Before proving this proposition, we restate Corollary 3.2 in the following lemma.
Lemma 4.3. Let H,N1, N2, N3, L1, L2, L3 > 0 obey (4.11) and (4.12). Then
(i) If Nmax ∼ Nmin and Lmax ∼ N
1+α
maxNmin, then we have
(4.10).L
1/2
minN
−α/4
max L
1/4
med. (4.4)
(ii) If N2 ∼ N3 ≫ N1 and N
2
maxNmin ∼ L1&L2, L3, then
(4.10).L
1/2
minN
−(1+α)/2
max min(N
1+α
maxNmin,
Nmax
Nmin
Lmed)
1/2. (4.5)
Similarly for permutations.
(iii) In all other cases, we have
(4.10).L
1/2
minN
−(1+α)/2
max min(N
1+α
maxNmin, Lmed)
1/2. (4.6)
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Proof of Proposition 4.2. By Plancherel’s equality it suffices to show that∥∥∥∥∥ 〈ξ2〉1/2〈ξ1〉 12−α4 〈τ2 − ω(ξ2)〉1/2−ε〈τ1 − ω(ξ1)〉1/2+ε
∥∥∥∥∥
[3;R×R]
. 1. (4.7)
By comparision principle (see [24]), it suffices to prove that∑
N1,N2,N3
∑
L1,L2,L3
∑
H
〈N2〉
1/2
〈N1〉
1
2
−α
4L
1/2+ε
1 L
1/2−ε
2
‖χN1,N2,N3;H;L1,L2,L3‖[3;R2].1, (4.8)
where Ni, Li, H are dyadic numbers, h(ξ1, ξ2, ξ3) = ω(ξ1) + ω(ξ2) + ω(ξ3) and
χN1,N2,N3;H;L1,L2,L3 = χ|ξ1|∼N1,|ξ2|∼N2,|ξ3|∼N3
·χ|h|∼Hχ|τ1−ω(ξ1)|∼L1,|τ2−ω(ξ2)|∼L2,|τ3−ω(ξ3)|∼L3 . (4.9)
The issues reduce to the estimates of
‖χN1,N2,N3;H;L1,L2,L3‖[3;R2] (4.10)
and dyadic summations.
From the identity
ξ1 + ξ2 + ξ3 = 0
and
τ1 − ω(ξ1) + τ2 − ω(ξ2) + τ3 − ω(ξ3) + h(ξ) = 0,
then we must have for the multiplier in (4.10) to be nonvanishing
Nmax ∼ Nmed,
Lmax ∼ max(Lmed, H), (4.11)
where we define Nmax ≥ Nmed ≥ Nmin to be the maximum, median, and minimum
of N1, N2, N3 respectively. Similarly define Lmax ≥ Lmed ≥ Lmin. It’s known (see
Section 4, [24]) and from Lemma 5.1 that we may assume
Nmax&1, L1, L2, L3&1, H ∼ N
1+α
maxNmin. (4.12)
Therefore, from Schur’s test (Lemma 3.11, [24]) it suffices to prove that∑
Nmax∼Nmed∼N
∑
L1,L2,L3≥1
〈N2〉
1/2
〈N1〉
1
2
−α
4L
1/2+ε
1 L
1/2−ε
2
×‖χN1,N2,N3;Lmax;L1,L2,L3‖[3;R2] (4.13)
and ∑
Nmax∼Nmed∼N
∑
Lmax∼Lmed
∑
H≤Lmax
〈N2〉
1/2
〈N1〉
1
2
−α
4L
1/2+ε
1 L
1/2−ε
2
×‖χN1,N2,N3;H;L1,L2,L3‖[3;R2] (4.14)
16 ZIHUA GUO
are both uniformly bounded for all N&1.
Fix N . We first prove (4.14). By (4.6) we reduce to∑
Nmax∼Nmed∼N
∑
Lmax∼Lmed&N
1+α
maxNmin
〈N2〉
1/2
〈N1〉
1
2
−α
4L
1/2+ε
1 L
1/2−ε
2
L
1/2
minN
− 1+α
2
max L
1/2
med . 1.
Using the estimate
〈N2〉
1/2
〈N1〉
1
2
−α
4
.
N1/2
〈Nmin〉
1
2
−α
4
; L
1/2+ε
1 L
1/2−ε
2 & L
1/2+ε
min L
1/2−ε
med
and then performing the L summations, we reduce to∑
Nmax∼Nmed∼N
N−
α
2 (N1+αmaxNmin)
ε
〈Nmin〉
1
2
−α
4
. 1.
which is certainly true since 0 < α ≤ 1.
Now we show (4.13). We may assume Lmax ∼ N
1+α
maxNmin.
We assume first Nmax ∼ Nmin ∼ N . In this case applying (4.4) we reduce to∑
Lmax∼N3
N1/2
N
1
2
−α
4L
1/2+ε
min L
1/2−ε
med
L
1/2
minN
−α
4
maxL
1/4
med . 1
which is easily verified. Now we assume Nmax ∼ Nmed ≫ Nmin where (4.5) applies.
We have three cases
N ∼ N1 ∼ N2 ≫ N3;H ∼ L3 & L1, L2
N ∼ N2 ∼ N3 ≫ N1;H ∼ L1 & L2, L3
N ∼ N1 ∼ N3 ≫ N2;H ∼ L2 & L1, L3
In the first case we reduce to∑
N3≪N
∑
1.L1,L2.N1+αN3
N1/2
N
1
2
−α
4L
1/2+ε
1 L
1/2−ε
2
L
1/2
minN
−(1+α)/2
max min(N
1+α
maxNmin,
Nmax
Nmin
Lmed)
1/2.
Performing the N3 summation we reduce to∑
1.L1,L2.N3
N1/2
N
1
2
−α
4L
1/2+ε
1 L
1/2−ε
2
L
1/2
minN
−α
4L
1/4
med . 1
which is easily verified.
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To unify the second and third cases we replace L
1/2+ε
1 by L
1/2−ε
1 . It suffices now
to show the second case. We simplify using (4.5) to∑
N1≪N
∑
1.L2,L3≪N2N1
N1/2
〈N1〉
1
2
−α
4 (N1+αN1)1/2−εL
1/2−ε
2
L
1/2
minN
1/2
1 . 1.
We may assume N1 & N
−(1+α) since the inner sum vanishes otherwise. Performing
the L summation we reduce to∑
N−(1+α).N1≪N
N1/2
〈N1〉
1
2
−α
4 (N1+αN1)1/2−2ε
N
1/2
1 . 1
which is easily verified (with about N−
α
2 to spare).
To finish the proof of (4.13) it remains to deal with the cases where (4.6) holds.
This reduces to∑
Nmax∼Nmed∼N
∑
Lmax∼N
1+α
maxNmin
〈N2〉
1/2
〈N1〉
1
2
−α
4L
1/2+ε
1 L
1/2−ε
2
L
1/2
minN
− 1+α
2
max L
1/2
med . 1.
Performing the L summations, we reduce to∑
Nmax∼Nmed∼N
〈N2〉
1/2(N1+αmaxNmin)
ε
〈N1〉
1
2
−α
4
N
− 1+α
2
max . 1
which is easily verified. 
We see from the proof that α > 0 plays crucial roles. The implicit constant in
(4.1) depends on both α and ǫ.
5. Short-time bilinear estimates
We prove now some dyadic bilinear estimates. We will need an estimate on the
resonance. For its proof we refer the reader to Lemma 3.8 in [11].
Lemma 5.1. Let 0 ≤ α ≤ 1. Then
|Ω(ξ1, ξ2)| ∼ |ξ|
1+α
max|ξ|min,
where
|ξ|max = max(|ξ1|, |ξ2|, |ξ1 + ξ2|), |ξ|min = min(|ξ1|, |ξ2|, |ξ1 + ξ2|).
Proposition 5.2 (high-low). If k3 ≥ 20, |k2 − k3| ≤ 5, 0 ≤ k1 ≤ k2 − 10, then
‖Pk3∂x(uk1vk2)‖Nk3.‖uk1‖Fk1‖vk2‖Fk2 . (5.1)
18 ZIHUA GUO
Proof. Using the definitions and (2.6), we obtain that the left-hand side of (5.1) is
dominated by
C sup
tk∈R
‖(τ − ω(ξ) + i2[(1−α)k3])−1 · 2k31Ik3 (ξ)
·F [uk1η0(2
[(1−α)k3]−2(t− tk))] ∗ F [vk2η0(2
[(1−α)k3]−2(t− tk))]‖Xk . (5.2)
To prove Proposition 5.2, it suffices to prove that if ji ≥ [(1−α)k3] and fki,ji : R
2 →
R+ are supported in D˜ki,ji for i = 1, 2, then
2k3
∑
j3≥[(1−α)k3]
2−j3/2‖1 eDk3,j3
· (fk1,j1 ∗ fk2,j2)‖L2
.2(sα−1/4)k12(j1+j2)/2‖fk1,j1‖L2‖fk2,j2‖L2 . (5.3)
Indeed, let fk1 = F [uk1η0(2
(1−α)k3−2(t−tk))] and fk2 = F [vk2η0(2
(1−α)k3−2(t−tk))].
Then from the definition of Xk we get that (5.2) is dominated by
sup
tk∈R
2k3
∞∑
j3=0
2j3/2
∑
j1,j2≥[(1−α)k3]
‖(2j3 + i2(1−α)k3)−11Dk3,j3 · fk1,j1 ∗ fk2,j2‖L2 , (5.4)
where we set fki,ji = fki(ξ, τ)ηji(τ − ω(ξ)) for ji > [(1 − α)k3] and the remaining
part fki,[(1−α)k3] = fki(ξ, τ)η≤[(1−α)k3](τ − ω(ξ)), i = 1, 2. For the summation on the
terms j3 < [(1− α)k3] in (5.4), we get from the fact 1Dk3,j3 ≤ 1 eDk3,j3
that
sup
tk∈R
2k3
∑
j3<[(1−α)k3]
2j3/2
∑
j1,j2≥[(1−α)k3]
‖(2j3 + i2(1−α)k3)−11Dk3,j3 · fk1,j1 ∗ fk2,j2‖L2
. sup
tk∈R
2k3
∑
j1,j2≥[(1−α)k3]
2−[(1−α)k3]/2‖1 eDk3,[(1−α)k3]
· fk1,j1 ∗ fk2,j2‖L2. (5.5)
From the fact that fki,ji is supported in D˜ki,ji for i = 1, 2 and using (5.3), then we
get that
sup
tk∈R
2k3
∑
j1,j2≥[(1−α)k3]
2−[(1−α)k3]/2‖1 eDk3,[(1−α)k3]
· fk1,j1 ∗ fk2,j2‖L2
.2(sα−1/4)k1 sup
tk∈R
∑
j1,j2≥[(1−α)k3]
2j1/2‖fk1,j1‖L22
j2/2‖fk2,j2‖L2.
Thus from the definition and using (2.5) and (2.6) we obtain (5.1), as desired. To
prove (5.3), we apply Corollary 3.2 (b) and Remark 3.3 that
2k3
∑
j3≥[(1−α)k3]
2−j3/2‖1 eDk3,j3
· (fk1,j1 ∗ fk2,j2)‖L2
.2k3
∑
j3≥[(1−α)k3]
2(j1+j2−j3)/22−(1+α)k3/2
2∏
i=1
‖fki,ji‖L2.2
(j1+j2)/2
2∏
i=1
‖fki,ji‖L2.
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Therefore, we complete the proof of the proposition. 
We see from the proof that if we only consider the interactions in short time,
then the modulation has a bound below, thus we are able to control the high low
interactions in time interval of length 2−[(1−α)k].
Proposition 5.3. Assume k3 ≥ 20. If |k3− k2| ≤ 5 and |k1− k2| ≤ 5 then we have
‖Pk3∂x(uk1vk2)‖Nk3.‖uk1‖Fk1‖vk2‖Fk2 . (5.6)
Proof. As in the proof of Proposition 5.2, it suffices to prove that if j1, j2 ≥ [(1−α)k3]
and fki,ji : R
2 → R+ are supported in D˜ki,ji, i = 1, 2, then
2k3
∑
j3≥[(1−α)k3]
2−j3/2‖1 eDk3,j3
(fk1,j1 ∗ fk2,j2)‖L2.2
j1/2‖fk1,j1‖L2 · 2
j2/2‖fk2,j2‖L2 . (5.7)
Since by Lemma 5.1 we get in the area {|ξi| ∈ I˜ki, i = 1, 2} ∩ {|ξ1 + ξ2| ∈ I˜k3}
|Ω(ξ1, ξ2)| ∼ 2
(2+α)k3 ,
then by checking the support properties, we get 1 eDk3,j3
· (fk1,j1 ∗ fk2,j2) ≡ 0 unless
jmax ≥ (2+α)k3−30. Then it follows from Corollary 3.2 (a) that the left-hand side
of (5.7) is bounded by
2k3
∑
j3≥[(1−α)k3]
2−j3/22jmin/22kmin/2
2∏
i=1
‖fki,ji‖L2. (5.8)
Then we get the bound (5.7) by considering either j3 = jmax or j3 6= jmax. 
Proposition 5.4. If k2 ≥ 20, |k1 − k2| ≤ 5 and 0 ≤ k3 ≤ k1 − 10, then we have
‖Pk3∂x(uk1vk2)‖Nk3.k
2
22
−(1−α)k32(
1
2
−2α)k2‖uk1‖Fk1‖vk2‖Fk2 . (5.9)
Proof. Let β : R→ [0, 1] be a smooth function supported in [−1, 1] with the property
that ∑
n∈Z
β2(x− n) ≡ 1, x ∈ R.
Using the definitions, the left-hand side of (5.9) is dominated by
C sup
tk∈R
∑
k′3≤k3
∥∥(τ − ω(ξ) + i2(1−α)k′3+)−12k′3χk′3(ξ) ∑
|m|≤C2
(1−α)(k2−k
′
3+
)
F [uk1η0(2
(1−α)k′3+(t− tk))β(2
(1−α)k2(t− tk)−m)] ∗
F [uk2η0(2
(1−α)k′3+(t− tk))β(2
(1−α)k2(t− tk)−m)]
∥∥
Xk
.
We assume first k3 = 0. In view of the definitions, (2.5) and (2.6), it suffices to
prove that if j1, j2 ≥ [(1−α)k2], and fki,ji : R
3→R+ are supported in D˜ki,ji, i = 1, 2,
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then ∑
k′3≤0
2k
′
32(1−α)k2
∑
j3≥0
2−j3/2‖χk′3(ξ)η≤j3(τ − ω(ξ))(fk1,j1 ∗ fk2,j2)‖L2
.k222
( 1
2
−2α)k22j1/2‖fk1,j1‖L2 · 2
j2/2‖fk2,j2‖L2 (5.10)
To prove (5.10), we may assume k′3 ≥ −10k2, since otherwise we use Corollary
3.2 (a). From Lemma 5.1 and the supports properties as in Proposition 5.3, we get
jmax ≥ (1+α)k2+k
′
3−30. Then it follows from Corollary 3.2 (b) that the left-hand
side of (5.10) is bounded by
Ck2
∑
k′3≤0
2k
′
32(1−α)k22−(1+α)k2/22−k
′
3/22j1/22j2/22−αk2/22−k
′
3/2‖fk1,j1‖L2‖fk2,j2‖L2
.k222
( 1
2
−2α)k22j1/22j2/2‖fk1,j1‖L2‖fk2,j2‖L2
We assume now k3 ≥ 1. It suffices to prove that if j1, j2 ≥ [(1 − α)k2], and
fki,ji : R
3→R+ are supported in D˜ki,ji, i = 1, 2, then
2k32(1−α)(k2−k3)
∑
j3≥(1−α)k3
2−j3/2‖χk3(ξ)η≤j3(τ − ω(ξ))(fk1,j1 ∗ fk2,j2)‖L2
.k222
−(1−α)k32(
1
2
−2α)k22j1/2‖fk1,j1‖L2 · 2
j2/2‖fk2,j2‖L2 (5.11)
which can be proved similarly as (5.10). 
Proposition 5.5. If 0 ≤ k1, k2, k3 ≤ 200, then
‖Pk3∂x(uk1vk2)‖Nk3.‖uk1‖Fk1‖vk2‖Fk2 . (5.12)
Proof. This follows immediately from the definitions, Corollary 3.2 (a), Remark 3.3
and (2.5) and (2.6). 
As a conclusion to this section we prove the bilinear estimates, using the dyadic
bilinear estimates obtained above.
Lemma 5.6. (a) If s ≥ 1− α, T ∈ (0, 1], and u, v ∈ F s(T ) then
‖∂x(uv)‖Ns(T ) . ‖u‖F s(T )‖v‖F 1−α(T ) + ‖u‖F 1−α(T )‖v‖F s(T ). (5.13)
(b)If T ∈ (0, 1], u ∈ F 0(T ) and v ∈ F sα(T ) then
‖∂x(uv)‖N0(T ) . ‖u‖F 0(T )‖v‖F 1−α(T ). (5.14)
Proof. Since PkPj = 0 if k 6= j and k, j ∈ Z+, then we can fix extensions u˜, v˜ of
u, v such that ‖Pk(u˜)‖Fk ≤ 2‖Pk(u)‖Fk(T ) and ‖Pk(v˜)‖Fk ≤ 2‖Pk(v)‖Fk(T ) for any
k ∈ Z+. In view of definition, we get
‖∂x(uv)‖
2
Ns(T ).
∞∑
k3=0
22sk3‖Pk3(∂x(u˜v˜))‖
2
Nk3
.
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For k ∈ Z+ let u˜k = Pk(u˜) and v˜k = Pk(v˜), then we get
‖Pk3(∂x(u˜v˜))‖Nk3.
∑
k1,k2∈Z+
‖Pk3(∂x(u˜k1 v˜k2))‖Nk3 . (5.15)
From symmetry we may assume k1 ≤ k2. Dividing the summation on the right-hand
side of (5.15) into several parts, we get∑
k1,k2∈Z+
‖Pk3(∂x(u˜k1 v˜k2))‖Nk3 .
4∑
i=1
∑
Ai
‖Pk3(∂x(u˜k1v˜k2))‖Nk3 (5.16)
where we denote
A1 = {k1 ≤ k2 : |k2 − k3| ≤ 5, k1 ≤ k2 − 10, and k2 ≥ 20};
A2 = {k1 ≤ k2 : |k2 − k3| ≤ 5, |k1 − k2| ≤ 10, and k2 ≥ 20};
A3 = {k1 ≤ k2 : k3 ≤ k2 − 10, |k1 − k2| ≤ 5, and k1 ≥ 20}.
A4 = {k1 ≤ k2 : k1, k2, k3 ≤ 200}.
For part (a), it suffices to prove that for i = 1, 2, 3, 4 then∥∥∥∥∥2sk3∑
Ai
‖Pk3(∂x(u˜k1 v˜k2))‖Nk3
∥∥∥∥∥
l2k3
.‖u˜‖F s‖v˜‖F sα + ‖u˜‖F sα‖v˜‖F s, (5.17)
which follows from Proposition 5.2-5.5. For part (b), it suffices to prove∥∥∥∥∥∥
∑
k1,k2∈Z+
‖Pk3(∂x(u˜k1v˜k2))‖Nk3
∥∥∥∥∥∥
l2k3
.‖v˜‖F 0‖u˜‖F sα . (5.18)
Similarly we divide the summation on the left-hand side of (5.18) into many pieces,
but now we do not have symmetries. We denote for i = 1, 2, 3, 4
A¯i = {(k1, k2) : (k2, k1) ∈ Ai}.
For the summation in A¯1 ∪ A1 we can get easily control it using Proposition 5.2.
The contributions of the summation in A¯2 ∪ A2 and A¯4 ∪ A4 are acceptable due to
Proposition 5.3 and 5.5. For the summation in A¯3∪A3 we use Proposition 5.4 since
for 0 ≤ α ≤ 1 we have 1− α > 1/2− 2α. 
6. Proof of Theorem 1.1
In this section we devote to prove Theorem 1.1. The main ingredients are en-
ergy estimates which is proved in the next section and short-time bilinear estimates
obtained in the last section. The idea is due to Ionescu, Kenig and Tataru [13].
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Proposition 6.1. Let s ≥ 0, T ∈ (0, 1], and u ∈ F s(T ), then
sup
t∈[−T,T ]
‖u(t)‖Hs. ‖u‖F s(T ). (6.1)
Proof. In view of the definitions, it suffices to prove that if k ∈ Z+, tk ∈ [−1, 1], and
u˜k ∈ Fk then
‖F [u˜k(tk)]‖L2ξ.‖F [u˜k · η0(2
[(1−α)k](t− tk))]‖Xk . (6.2)
Let fk = F [u˜k · η0(2
[(1−α)k](t− tk))], so
F [u˜k(tk)](ξ) = c
∫
R
fk(ξ, τ)e
itkτdτ.
From the definition of Xk, we get that
‖F [u˜k(tk)]‖L2ξ.
∥∥∥∥∫
R
|fk(ξ, τ)|dτ
∥∥∥∥
L2ξ
.‖fk‖Xk ,
which completes the proof of the proposition. 
Proposition 6.2. Assume T ∈ (0, 1], u, v ∈ C([−T, T ] : H∞) and
ut + |∂x|
1+α∂xu = v on R× (−T, T ). (6.3)
Then for any s ≥ 0,
‖u‖F s(T ). ‖u‖Es(T ) + ‖v‖Ns(T ). (6.4)
Proof. In view of the definitions, we see that the square of the right-hand side of
(6.4) is equivalent to
‖P≤0(u(0))‖
2
L2 + ‖P≤0(v)‖
2
Nk(T )
+
∑
k≥1
(
sup
tk∈[−T,T ]
22sk‖Pk(u(tk))‖
2
L2 + 2
2sk‖Pk(v)‖
2
Nk(T )
)
.
Thus, from definitions, it suffices to prove that if k ∈ Z+ and u, v ∈ C([−T, T ] : H
∞)
solve (6.3), then{
‖P≤0(u)‖F0(T ).‖P≤0(u(0))‖L2 + ‖P≤0(v)‖N0(T );
‖Pk(u)‖Fk(T ). suptk∈[−T,T ] ‖Pk(u(tk))‖L2 + ‖Pk(v)‖Nk(T ) if k ≥ 1.
(6.5)
We only prove the second inequality in (6.5), since the first one can be treated
in the same ways. Fix k ≥ 1 and let v˜ denote an extension of Pk(v) such that
‖v˜‖Nk ≤ C‖v‖Nk(T ). In view of (2.8), we may assume that v˜ is supported in R ×
[−T − 2−[(1−α)k]−10, T + 2−[(1−α)k]−10]. Indeed, let θ(t) be a smooth function such
that
θ(t) = 1, if t ≥ 1; θ(t) = 0, if t ≤ 0.
Thus θ(2[(1−α)k]+10(t + T + 2−[(1−α)k]−10)), θ(−2[(1−α)k]+10(t − T − 2−[(1−α)k]−10)) ∈
Sk. Then we see that θ(2
[(1−α)k]+10(t + T + 2−[(1−α)k]−10))θ(−2[(1−α)k]+10(t − T −
2−[(1−α)k]−10)) is supported in [−T −2−[(1−α)k]−10, T +2−[(1−α)k]−10] and equal to 1 in
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[−T, T ]. From (2.8) we consider v˜θ(2k+10(t+ T +2−k−10))θ(−2k+10(t− T − 2−k−10))
instead. For t ≥ T we define
u˜(t) = η0(2
[(1−α)k]+5(t− T ))
[
W (t− T )Pk(u(T )) +
∫ t
T
W (t− s)(Pk(v˜(s)))ds
]
.
For t ≤ −T we define
u˜(t) = η0(2
[(1−α)k]+5(t + T ))
[
W (t+ T )Pk(u(−T )) +
∫ t
−T
W (t− s)(Pk(v˜(s)))ds
]
.
For t ∈ [−T, T ] we define u˜(t) = u(t). It is clear that u˜ is an extension of u and we
get from (2.8) that
‖u‖Fk(T ). sup
tk∈[−T,T ]
‖F [u˜ · η0(2
[(1−α)k](t− tk))]‖Xk . (6.6)
Indeed, to prove (6.6), it suffices to prove that
sup
tk∈R
‖F [u˜ · η0(2
[(1−α)k](t− tk))]‖Xk. sup
tk∈[−T,T ]
‖F [u˜ · η0(2
[(1−α)k](t− tk))]‖Xk . (6.7)
For tk > T , since u˜ is supported in [−T − 2
−[(1−α)k]−5, T + 2−[(1−α)k]−5], it is easy to
see that
u˜η0(2
[(1−α)k](t− tk)) = u˜η0(2
[(1−α)k](t− T ))η0(2
[(1−α)k](t− tk)).
Therefore, we get from (2.6) that
sup
tk>T
‖F [u˜ · η0(2
k(t− tk))]‖Xk. sup
tk∈[−T,T ]
‖F [u˜ · η0(2
k(t− tk))]‖Xk .
Using the same method for tk < −T , we obtain (6.6) as desired.
Now we prove the second inequality in (6.5). In view of the definitions, (6.6) and
(2.6), it suffices to prove that if φk ∈ L
2 with φ̂k supported in Ik, and vk ∈ Nk then
‖F [uk · η0(2
[(1−α)k]t)]‖Xk.‖φk‖L2 + ‖(τ − ω(ξ) + i2
[(1−α)k])−1 · F(vk)‖Xk , (6.8)
where
uk(t) = W (t)(φk) +
∫ t
0
W (t− s)(vk(s))ds. (6.9)
Straightforward computations show that
F [uk · η0(2
[(1−α)k]t)](ξ, τ) = φ̂k(ξ) · 2
−[(1−α)k]η̂0(2
−[(1−α)k](τ − ω(ξ)))
+C
∫
R
F(vk)(ξ, τ
′) ·
η̂0(2
−[(1−α)k](τ − τ ′))− η̂0(2
−[(1−α)k](τ − ω(ξ)))
2[(1−α)k](τ ′ − ω(ξ))
dτ ′.
We observe now that∣∣∣∣ η̂0(2−[(1−α)k](τ − τ ′))− η̂0(2−[(1−α)k](τ − ω(ξ)))2[(1−α)k](τ ′ − ω(ξ)) · (τ ′ − ω(ξ) + i2[(1−α)k])
∣∣∣∣
. 2−[(1−α)k](1 + 2−[(1−α)k]|τ − τ ′|)−4 + 2−[(1−α)k](1 + 2−[(1−α)k]|τ − ω(ξ)|)−4.
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Using (2.4) and (2.5), we complete the proof of the proposition. 
Now we turn to prove Theorem 1.1. To prove Theorem 1.1 (a), by the scaling
(1.6) we may assume that
‖u0‖Hs ≤ ǫ≪ 1. (6.10)
The uniqueness follows from the classical energy methods. We only need to construct
the solution on the time interval [−1, 1]. In view of the classical results, it suffices
to prove that if T ∈ (0, 1] and u ∈ C([−T, T ] : H∞) is a solution of (1.1) with
‖u0‖Hs ≤ ǫ≪ 1 then
sup
t∈[−T,T ]
‖u(t)‖H2.‖u0‖H2 . (6.11)
It follows from Proposition 6.2, Proposition 5.6 and the energy estimate Proposi-
tion 7.2 that for any T ′ ∈ [0, T ] we have
‖u‖F s(T ′).‖u‖Es(T ′) + ‖∂x(u
2)‖Ns(T ′);
‖∂x(u
2)‖Ns(T ′).‖u‖
2
F s(T ′);
‖u‖2Es(T ′).‖φ‖
2
Hs + ‖u‖
3
F s(T ′).
(6.12)
We denote X(T ′) = ‖u‖Es(T ′) + ‖∂x(u
2)‖Ns(T ′). Then by a similar argument as in
the proof of Lemma 4.2 in [13], we know X(T ′) is continuous and satisfies
lim
T ′→0
X(T ′).‖u0‖Hs.
On the other hand, we get from (6.12) that
X(T ′)2.‖u0‖
2
Hs +X(T
′)3 +X(T ′)4.
If ǫ0 is sufficiently small, then we can get from (6.10), the continuity and the standard
bootstrap that X(T ′).‖u0‖Hs and therefore we obtain
‖u‖F s(T ).‖u0‖Hs. (6.13)
For σ ≥ s we obtain from Proposition 6.2, Proposition 5.6 (a) and the energy
estimate Proposition 7.2 that for any T ′ ∈ [0, T ] we have
‖u‖Fσ(T ′).‖u‖Eσ(T ′) + ‖∂x(u
2)‖Nσ(T ′);
‖∂x(u
2)‖Nσ(T ′).‖u‖Fσ(T ′)‖u‖F s(T ′);
‖u‖2Eσ(T ′).‖φ‖
2
Hσ + ‖u‖F s(T ′)‖u‖
2
Fσ(T ′).
(6.14)
Then from (6.13) we get ‖u‖F s(T ) ≪ 1 and hence
‖u‖Fσ(T ).‖u0‖Hσ , (6.15)
which in particularly implies (6.11) as desired. We complete the proof of part (a).
We prove now Theorem 1.1 (b), following the ideas in [13]. Fixing u0 ∈ H
s, then
we choose {φn} ⊂ H
∞ such that limn→∞ φn = u0 in H
s. It suffices to prove the
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sequence S∞T (φn) is a Cauchy sequence in C([−T, T ] : H
s). From the definition it
suffices to prove that for any δ > 0 there is Mδ such that
sup
t∈[−T,T ]
‖S∞T (φm)− S
∞
T (φn)‖Hs ≤ δ, ∀m,n ≥Mδ.
For K ∈ Z+ let φ
K
n = P≤Kφn. Since φ
K
n → u
K
0 in H
2, then we see for any fixed K
there is Mδ,K such that
sup
t∈[−T,T ]
‖S∞T (φ
K
m)− S
∞
T (φ
K
n )‖Hs ≤ δ/2, ∀m,n ≥Mδ,K .
On the other hand, we get from Proposition 7.3 and Lemma 6.1 that
sup
t∈[−T,T ]
‖S∞T (φn)− S
∞
T (φ
K
n )‖Hs . ‖S
∞
T (φn)− S
∞
T (u
K
n )‖F s(T )
. ‖φn − φ
K
n ‖Hs + ‖φ
K
n ‖H2s‖φn − φ
K
n ‖L2
. ‖φ− φn‖Hs + ‖φ− φ
K‖Hs.
Thus we obtain that for any δ > 0 there are K and Mδ such that
sup
t∈[−T,T ]
‖S∞T (φn)− S
∞
T (φ
K
n )‖Hs ≤ δ/2, ∀n ≥Mδ.
Therefore, we complete the proof of part (b) of Theorem 1.1.
7. Energy Estimates
In this section we prove the energy estimates, following the ideas in [13]. We
introduce a new Littlewood-Paley decomposition with smooth symbols. With
χk(ξ) = η0(ξ/2
k)− η0(ξ/2
k−1), k ∈ Z,
Let P˜k denote the operator on L
2(R) defined by the Fourier multiplier χk(ξ). Assume
that u, v ∈ C([−T, T ];L2) and{
ut + |∂x|
1+α∂xu = v, (x, t) ∈ R× (−T, T );
u(x, 0) = φ(x).
(7.1)
Then we multiply by u and integrate to conclude that
sup
|tk|≤T
‖u(tk)‖
2
L2 ≤ ‖φ‖
2
L2 + sup
|tk|≤T
∣∣∣∣∫
R×[0,tk]
u · vdxdt
∣∣∣∣ . (7.2)
Lemma 7.1. (a) Assume T ∈ (0, 1], k1, k2, k3 ∈ Z+ with max(k1, k2, k3) ≥ 1, and
ui ∈ Fki(T ), i = 1, 2, 3. Then if kmin ≤ kmax − 5, we have∣∣∣∣∫
R×[0,T ]
u1u2u3dxdt
∣∣∣∣.2−αkmax 3∏
i=1
‖ui‖Fki(T ). (7.3)
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(b) Assume T ∈ (0, 1], k ∈ Z+, 0 ≤ k1 ≤ k − 10, u ∈ Fk(T ), and v ∈ Fk1(T ).
Then∣∣∣∣∫
R×[0,T ]
P˜k(u)P˜k(∂xu · P˜k1(v))dxdt
∣∣∣∣.2k1−αkmax‖v‖Fk1(T ) ∑
|k′−k|≤10
‖P˜k′(u)‖
2
Fk′(T )
.(7.4)
Proof. For part (a), from symmetry we may assume k1 ≤ k2 ≤ k3. In order for the
integral to be nontrivial we must also have |k2 − k3| ≤ 4. We fix extension u˜i ∈ Fki
such that ‖u˜i‖Fki ≤ 2‖ui‖Fki(T ), i = 1, 2, 3. Let γ : R → [0, 1] denote a smooth
function supported in [−1, 1] with the property that∑
n∈Z
γ3(x− n) ≡ 1, x ∈ R.
The left-hand side of (7.3) is dominated by
C
∑
|n|≤C2[(1−α)k3]
∣∣∣∣ ∫
R×R
(
γ(2[(1−α)k3]t− n)1[0,T ](t)u˜1
)
×
(
γ(2[(1−α)k3]t− n)u˜2
)
·
(
γ(2[(1−α)k3]t− n)u˜3
)
dxdt
∣∣∣∣ (7.5)
We observe first that
|A| = |{n : γ(2[(1−α)k3]t− n)1[0,T ](t) nonzero and 6= γ(2
[(1−α)k3]t− n)}| ≤ 4.
We assume first that k1 ≤ k3 − 5. For the summation of n ∈ A
c on the left-hand
side of (7.5), as was explained in the proof of Proposition 5.2, for (7.3) it suffices to
prove that if fki,ji are L
2 functions supported in Dki,≤ji for i = 1, 2, 3 then
2(1−α)k3
∑
j1,j2,j3≥[(1−α)k3]
|J(fk1,j1, fk2,j2, fk3,j3)|.2
−αkmax
∑
ji≥0
3∏
i=1
2ji/2‖fki,ji‖2. (7.6)
Clearly we may assume max(k1, k2, k3) ≥ 10, otherwise we can get (7.6) by using
Lemma 3.1 (a). We get from Lemma 3.1 (b) that the left-hand side of (7.6) is
bounded by
2(1−α)k3/2
∑
j1,j2,j3≥[(1−α)k3]
2(j1+j2+j3)/22−(1+α)k3/2
3∏
i=1
‖fki,ji‖2
.2−αkmax
∑
ji≥0
3∏
i=1
2ji/2‖fki,ji‖2, (7.7)
which is (7.6) as desired.
DISPERSION GENERALIZED BENJAMIN-ONO EQUATION 27
For the summation of n ∈ A, we observe that if I ⊂ R is an interval, k ∈ Z+,
fk ∈ Xk, and f
I
k = F(1I(t) · F
−1(fk)) then
sup
j∈Z+
2j/2‖ηj(τ − ω(ξ)) · f
I
k‖L2.‖fk‖Xk . (7.8)
Indeed, to prove (7.8) it suffices to prove for any j1 ≥ 0 and fk,j1 = fk(ξ, τ)ηj1(τ −
ω(ξ)) then
sup
j∈Z+
2j/2‖ηj(τ − ω(ξ)) · f
I
k,j1‖L2.2
j1/2‖fk,j1‖L2 . (7.9)
If j ≤ j1+20, then (7.9) follows from Plancherel’s equality. If j ≥ j1+20 then from
2j/2ηj(τ − ω(ξ))|f
I
k,j1
(ξ, τ)|.2j/2ηj(τ − ω(ξ))
∫
|fk,j1(ξ, τ)||τ − τ
′|−1dτ ′
we get (7.9) from (2.5) since |τ − τ ′| ∼ 2j. For the summation of n ∈ A on the
left-hand side of (7.5), clearly we may assume j1 ≤ 10k3. Then as before we can get
(7.3) due to α < 1.
For part(b), we denote the commutator of T1, T2 by [T1, T2] = T1T2 − T2T1. Then
the left-hand side of (7.4) is dominated by∣∣∣∣∫
R×[0,T ]
P˜k(u)P˜k(∂xu)P˜k1(v)dxdt
∣∣∣∣+ ∣∣∣∣∫
R×[0,T ]
P˜k(u)[P˜k, P˜k1(v)](∂xu)dxdt
∣∣∣∣ . (7.10)
For the first term in (7.10) we integrate by part and then use (7.3). For the second
term it follows from (7.3) and the similar argument in the proof of Lemma 6.1 in
[13]. We omit the details. 
Proposition 7.2. Assume that T ∈ (0, 1] and u ∈ C([−T, T ] : H∞) is a solution to
Eq. (1.1) on R× (−T, T ). Then for s ≥ 1− α we have
‖u‖2Es(T ).‖u0‖
2
Hs + ‖u‖F 1−α(T )‖u‖
2
F s(T ). (7.11)
Proof. From definition we have
‖u‖2Es(T ) − ‖P≤0(u0)‖
2
L2.
∑
k≥1
sup
tk∈[−T,T ]
22sk‖P˜k(u(tk))‖
2
L2. (7.12)
Then we can get from (7.2) that
22sk‖P˜k(u(tk))‖
2
L2 − 2
2sk‖P˜k(u0)‖
2
L2.2
2sk
∣∣∣∣∫
R×[0,tk]
P˜k(u)P˜k(u · ∂xu)dxdt
∣∣∣∣ . (7.13)
It is easy to see that the right-hand side of (7.13) is dominated by
C22sk
∑
k1≤k−10
∣∣∣∣∫
R×[0,tk]
P˜k(u)P˜k(P˜k1u · ∂xu)dxdt
∣∣∣∣
+C22sk
∑
k1≥k−9,k2∈Z+
∣∣∣∣∫
R×[0,tk]
P˜ 2k (u)P˜k1(u) · ∂xP˜k2(u)dxdt
∣∣∣∣ . (7.14)
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For the first term in (7.14), using (7.4) then we get that it is bounded by
C22sk
∑
k1≤k−10
2k1−αk‖u‖Fk1(T )
∑
|k′−k|≤10
‖P˜k′(u)‖
2
Fk′(T )
.‖u‖F 1−α(T )2
2sk
∑
|k′−k|≤10
‖u‖2Fk′(T )
which implies that the summation of the first term is bounded by ‖u‖F 1−α(T )‖u‖
2
F s(T )
as desired.
For the second term in (7.14), using (7.3) we get that it is bounded by
C22sk
∑
|k1−k|≤10,k2≤k+10
2k2−αk‖P˜k(u)‖Fk(T )‖P˜k1(u)‖Fk1(T )‖P˜k2(u)‖Fk2(T )
+C22sk
∑
|k1−k2|≤10,k1≥k+10
2k2−αk2‖P˜k(u)‖Fk(T )‖P˜k1(u)‖Fk1(T )‖P˜k2(u)‖Fk2(T )
.22sk‖u‖F 1−α(T )
∑
|k′−k|≤10
‖u‖2Fk′(T ).
Therefore, we complete the proof of the proposition. 
Proposition 7.3. Let 0 ≤ α < 1. Assume σ > 1 − α. Let u1, u2 ∈ F
σ(1) be
solutions to (1.1) with initial data φ1, φ2 ∈ H
∞ satisfying
‖φ1‖Hσ + ‖φ2‖Hσ ≤ ǫ0 ≪ 1.
Then we have
‖u1 − u2‖F 0(1).‖φ1 − φ2‖L2 , (7.15)
and
‖u1 − u2‖Fσ(1).‖φ1 − φ2‖Hσ + ‖φ1‖H2σ‖φ1 − φ2‖L2 . (7.16)
Proof. We prove first (7.15). Since ‖φ1‖Hσ + ‖φ2‖Hσ ≤ ǫ0 ≪ 1, then from the proof
of Theorem 1.1 (a) in the last section we know
‖u1‖Fσ(1) ≪ 1, ‖u2‖Fσ(1) ≪ 1. (7.17)
Let v = u2 − u1, then v solves the equation{
∂tv + |∂x|
1+α∂xv = −∂x[v(u1 + u2)/2];
v(0) = φ = φ2 − φ1.
(7.18)
Then from Proposition 6.2 and Proposition 5.6 (b) we obtain{
‖v‖F 0(1).‖v‖E0(1) + ‖∂x[v(u1 + u2)/2]‖N0(1);
‖∂x[v(u1 + u2)/2]‖N0(1).‖v‖F 0(1)(‖u1‖F 1−α(1) + ‖u2‖F 1−α(1)).
(7.19)
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We now devote to derive an estimate on ‖v‖E0(1). As in the proof of Proposition
7.2, we get from (7.2) that
‖v‖2E0(1) − ‖φ‖
2
L2 .
∑
k≥1
∣∣∣∣∫
R×[0,tk]
P˜k(v)P˜k(∂xv · (u1 + u2))dxdt
∣∣∣∣
+
∑
k≥1
∣∣∣∣∫
R×[0,tk]
P˜k(v)P˜k(v · ∂x(u1 + u2))dxdt
∣∣∣∣ . (7.20)
For the first term on right-hand side of (7.20), using Lemma 7.1 we can bound it by
C
∑
k≥1
∑
k1≤k−10
∣∣∣∣∫
R×[0,tk]
P˜k(v)P˜k(∂xv · P˜k1(u1 + u2))dxdt
∣∣∣∣
+C
∑
k≥1
∑
k1≥k−9,k2∈Z+
∣∣∣∣∫
R×[0,tk]
P˜ 2k (v)∂xP˜k2(v) · P˜k1(u1 + u2)dxdt
∣∣∣∣
.‖v‖2F 0(1)(‖u1‖Fσ(1) + ‖u2‖Fσ(1)),
The second term on right-hand side of (7.20) is dominated by∑
k≥1
∑
k1,k2∈Z+
∣∣∣∣∫
R×[0,tk]
P˜ 2k (v)P˜k1(v) · ∂xP˜k2(u1 + u2)dxdt
∣∣∣∣
.‖v‖2F 0(1)(‖u1‖Fσ(1) + ‖u2‖Fσ(1)).
Therefore, we obtain the following estimate
‖v‖2E0(1).‖φ‖
2
L2 + ‖v‖
2
F 0(1)(‖u1‖Fσ(1) + ‖u2‖Fσ(1)), (7.21)
which combined with (7.19) implies (7.15) in view of (7.17).
We prove now (7.16). From Proposition 6.2 and 5.6 we obtain{
‖v‖Fσ(1).‖v‖Eσ(1) + ‖∂x[v(u1 + u2)/2]‖Nσ(1);
‖∂x[v(u1 + u2)/2]‖Nσ(1).‖v‖Fσ(1)(‖u1‖Fσ(1) + ‖u2‖Fσ(1)).
(7.22)
Since ‖P≤0(v)‖Eσ(1) = ‖P≤0(φ)‖L2, it follows from (7.17) that
‖v‖Fσ(1).‖P≥1(v)‖Eσ(1) + ‖φ‖Hσ . (7.23)
To bound ‖P≥1(v)‖Eσ(1), we observe that
‖P≥1(v)‖Eσ(1) = ‖P≥1(Λ
σv)‖E0(1),
where Λσ is the Fourier multiplier operator with the symbol |ξ|σ. Thus we apply
the operator Λσ on both side of the equation (7.18) and get
∂tΛ
σv + |∂x|
1+α∂xΛ
σv = −Λσ∂x[v(u1 + u2)/2].
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We rewrite the nonlinearity in the following way
Λσ∂x[v(u1 + u2)/2] = Λ
σ[∂xv(u1 + u2)/2 + v∂x(u1 + u2)/2]
=
1
2
[Λσ, (u1 + u2)]∂xv +
1
2
[Λσ, v]∂x(u1 + u2)
+
1
2
(u1 + u2)Λ
σ∂xv +
1
2
vΛσ∂x(u1 + u2). (7.24)
The right-hand side of (7.24) can be rewritten as
1
2
[Λσ, (u1 + u2)]∂xv +
1
2
[Λσ, v]∂x(u1 + u2) + u2Λ
σ∂xv + vΛ
σ∂xu1.
We write the equation for U = P≥−10(Λ
σv) in the form{
∂tU + |∂x|
1+α∂xU = P≥−10(−u2 · ∂xU) + P≥−10(G);
U(0) = P≥−10(Λ
σφ),
(7.25)
where
G = −P≥−10(u2) · Λ
σ∂xP≤−11(v)− P≤−11(u2) · Λ
σ∂xP≤−11(v)
−
1
2
[Λσ, (u1 + u2)]∂xv −
1
2
[Λσ, v]∂x(u1 + u2)− v · Λ
σ∂xu1.
It follows from (7.2) and (7.25) that
‖U‖2E0(1) − ‖φ‖
2
Hσ .
∑
k≥1
∣∣∣∣∫
R×[0,tk]
P˜k(U)P˜k(u2 · ∂xU)dxdt
∣∣∣∣
+
∑
k≥1
∣∣∣∣∫
R×[0,tk]
P˜ 2k (U)P≥−10(u2) · Λ
σ∂xP≤−11(v)dxdt
∣∣∣∣
+
∑
k≥1
∣∣∣∣∫
R×[0,tk]
P˜k(U)[Λ
σ, (u1 + u2)]∂xvdxdt
∣∣∣∣
+
∑
k≥1
∣∣∣∣∫
R×[0,tk]
P˜k(U)[Λ
σ, v]∂x(u1 + u2)dxdt
∣∣∣∣
+
∑
k≥1
∣∣∣∣∫
R×[0,tk]
P˜k(U)v · Λ
σ∂xu1dxdt
∣∣∣∣
:= I + II + III + IV + V.
For the contribution of I we can bound it as in (7.20) and then get that
I.‖U‖2F 0(1)‖u2‖Fσ(1).
For the contribution of II, since the derivatives fall on the low frequency, then we
can easily get
II.‖U‖2F 0(1)‖u2‖Fσ(1).
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We consider now the contribution of V .
V .
∑
k≥1
∑
k1,k2∈Z+
∣∣∣∣∫
R×[0,tk]
P˜k(U) · P˜k1(v) · Λ
σ∂xP˜k2(u1)dxdt
∣∣∣∣
.
∑
k≥1
∑
|k−k2|≤5,k1≤k−10
2k(σ+1−α)‖P˜k(U)‖Fk(1)‖P˜k1(v)‖Fk1(1)‖P˜k2(u1)‖Fk2(1)
+
∑
k≥1
∑
k1≥k−10
2k2(σ+1)2−αmax(k1,k2)‖P˜k(U)‖Fk(1)‖P˜k1(v)‖Fk1(1)‖P˜k2(u1)‖Fk2(1)
. ‖U‖F 0(1)‖v‖F 0(1)‖u1‖F 2σ(1) + ‖U‖
2
F 0(1)‖u1‖Fσ(1).
For the contribution of III, we obtain
III .
∑
k≥1
∑
k1≤k2−10
∣∣∣∣∫
R×[0,tk]
P˜k(U)[Λ
σ, P˜k1(u1 + u2)]∂xP˜k2(v)dxdt
∣∣∣∣
+
∑
k≥1
∑
k1≥k2−9
∣∣∣∣∫
R×[0,tk]
P˜k(U)[Λ
σ, P˜k1(u1 + u2)]∂xP˜k2(v)dxdt
∣∣∣∣
:= III1 + III2.
We note that in the term III2, the component (u1 + u2) can spare derivative, and
thus we get
III2 .
∑
k≥1
∑
k1≥k2−9
∣∣∣∣∫
R×[0,tk]
ΛσP˜k(U)P˜k1(u1 + u2)∂xP˜k2(v)dxdt
∣∣∣∣
+
∑
k≥1
∑
k1≥k2−9
∣∣∣∣∫
R×[0,tk]
P˜k(U)P˜k1(u1 + u2)Λ
σ∂xP˜k2(v)dxdt
∣∣∣∣
.
∑
k≥1
∑
k1≥k2−9
2−αk12kσ2k2‖P˜k(U)‖Fk(1)‖P˜k1(u1 + u2)‖Fk1(1)‖P˜k2(v)‖Fk2(1)
+
∑
k≥1
∑
k1≥k2−9
2−αk12k2(σ+1)‖P˜k(U)‖Fk(1)‖P˜k1(u1 + u2)‖Fk1 (1)‖P˜k2(v)‖Fk2(1)
. ‖U‖2F 0(1)(‖u1‖Fσ(1) + ‖u2‖Fσ(1))
For the contribution of III1 we need to exploit the cancelation of the commutator.
By taking γ and extending U, u1, u2, v as in the proof of Lemma 7.1, then we get
III1 .
∑
k≥1
∑
k1≤k2−10
∑
|n|≤C2[(1−α)k3]
∫
R×R
(
γ(2[(1−α)k3]t− n)1[0,tk](t)P˜k(U)
)
·[Λσ, γ(2[(1−α)k3]t− n)P˜k1(u1 + u2)]∂xP˜k2(γ(2
[(1−α)k3]t− n)v)dxdt
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Let fk = γ(2
[(1−α)k3]t − n)P˜k(U), gk1 = γ(2
[(1−α)k3]t − n)P˜k1(u1 + u2) and hk2 =
P˜k2(γ(2
[(1−α)k3]t− n)v). It is easy to see from |k2 − k| ≤ 3 that
|F([Λσ, gk1]∂xhk2)(ξ, τ)|.
∫
R×R
|ĝk1(ξ − ξ
′, τ − τ ′)|2k12σk2 |ĥk2(ξ
′, τ ′)|dξ′dτ ′.
Then using a similar argument in the proof of Lemma 7.1 we can get that
III1 .
∑
k≥1
∑
k1≤k2−10
2k12σk22−αk2‖P˜k(U)‖Fk(1)‖P˜k1(u1 + u2)‖Fk1 (1)‖P˜k2(v)‖Fk2(1)
. ‖U‖2F 0(1)(‖u1‖Fσ(1) + ‖u2‖Fσ(1)).
The contribution of IV is identical to the one of III from symmetry. Therefore, we
have proved that
‖U‖2E0(1) . ‖φ‖
2
Hσ + ‖U‖
2
F 0(1)(‖u1‖Fσ(1) + ‖u2‖Fσ(1))
+‖U‖F 0(1)‖v‖F 0(1)‖u1‖F 2σ(1).
By (7.17), Theorem 1.1 (a), (7.15) and (7.23) we get
‖U‖E0(1).‖φ1 − φ2‖Hσ + ‖φ1 − φ2‖L2‖φ1‖H2σ ,
which combined with (7.23) completes the proof of the proposition. 
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