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ON SPATIAL HYPERBOLICITY FOR HENCKY PLASTICITY: THE
SCALAR-VALUED CASE
JEAN-FRANC¸OIS BABADJIAN AND GILLES A. FRANCFORT
Abstract. We investigate a scalar two-dimensional version of the simplest model for plasticity,
namely Hencky plasticity. Under the assumption that the stress reaches its threshold on an
open set, we analyze the hyperbolicity properties of the equations that govern the plastic strain
and give a precise description of the possible geometries of the characteristics, as well as of the
possible associated solution fields on that set.
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1. Introduction
1.1. The context. When departing from a completely reversible behavior, fluid mechanics es-
sentially follows a unique path, that of viscosity. In its simplest manifestation, Euler equations
cede the ground to Navier-Stokes equations which become the template for classical fluid behavior.
Even non-Newtonian fluids usually exhibit viscosity, although one that may depend on a variety of
kinematic or internal variables. When it comes to solids, while elasticity is the universally adopted
reversible behavior, the irreversibility palette is much richer. This is so because solid mechanics
encodes geometry and not only flow. As for fluids, viscosity is one expression of dissipation, leading
to various kinds of viscoelastic models which, by the way, are mathematically much easier to han-
dle in the case of solids. But many other kinds of dissipative behaviors may occur, together with,
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or separate from viscosity. Their essential distinguishing feature is rate-independence: Material
response is, up to rescaling, impervious to the loading rate. In that class, the best-established
behavior is plasticity, and, within plasticity, Von Mises plasticity. While other rate-independent
behaviors are still a modeling challenge, Von Mises plasticity can be thought of as the solid equiva-
lent to Navier-Stokes, that is an admittedly simplistic model that however contains key ingredients
for explaining much of the underlying physics at the macroscopic level.
Of course, because of geometry, this assertion should be nuanced: Von Mises plasticity is a
perfectly sound model as long as deformations are small, that is as long as the kinematics of the
deformation does not result in large changes of shape. Models for large deformations are not
completely settled at present, even in the absence of irreversibility. In spite of major advances in
the past 40 years spearheaded by the work of J.M. Ball [9], finite elasticity is far from a complete
theory, while finite plasticity is a minefield.
Von Mises plasticity, also called Prandtl-Reuss elasto-plasticity with a Von Mises yield criterion,
consists in the system of equations below. There, we denote by Ω the three-dimensional domain
under consideration and, for simplicity, place ourselves in a quasi-static setting, that is in the
absence of inertia; we also assume homogeneity, that is that all material parameters are spatially
constant.
• Kinematic decomposition: The displacement field u(t) : Ω → R3 is constrained (for simplicity)
by a time-dependent Dirichlet boundary condition u(t) = w(t) on ∂Ωd, a relatively open subset
of ∂Ω, which constitutes the Dirichlet part of the boundary. The associated linearized strain
Eu(t) := 12 (∇u(t)+∇u(t)T ) is additively decomposed into the elastic strain e(t) (a 3×3 symmetric
matrix) and the plastic strain p(t) (a trace free 3× 3 symmetric matrix), i.e.,
Eu(t) = e(t) + p(t), with tr(p(t)) = 0.
• Constitutive law: The Cauchy stress σ(t) is linearly related to e(t) through Hooke’s law
σ(t) = Ae(t),
where A is a fourth order tensor with the usual symmetry and coercivity properties of elasticity,
that is, for some α, β > 0,
Aijkl = Aklij = Ajikl for all 1 ≤ i, j, k, l ≤ 3
α|ξ|2 ≤ Aξ · ξ ≤ β|ξ|2 for all 3× 3 symmetric matrices ξ.
• Equilibrium: We assume, for simplicity once again, that the only driving mechanism is the imposed
displacement w(t), so that there are no body or surface loads. The stress σ(t) is in quasi-static
equilibrium, i.e.,
div σ(t) = 0 in Ω, σ(t)ν = 0 on ∂Ωn := ∂Ω \ ∂Ωd (ν is the outer normal to ∂Ωn),
while its deviatoric part σD(t) := σ(t)− 13 tr (σ(t))Id satisfies the Von Mises yield criterion,
|σD(t, x)| ≤
√
2
3
σc at every point x ∈ Ω
where the threshhold σc > 0, the yield stress, is a datum.
• Flow rule: The deviatoric stress σD(t) and the plastic strain rate p˙(t) are related, at every point
x ∈ Ω, through
p˙(t, x) = λ(t, x)σD(t, x), with λ(t, x) ≥ 0 and λ(t, x) = 0 if |σD(t, x)| <
√
2
3
σc. (1.1)
In other words, whenever the (deviatoric part of the) stress reaches the boundary of its admissible
set, the plastic strain should flow in the direction normal to that set.
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The modern mathematical treatment of Von Mises plasticity finds its roots in the work of P.-M.
Suquet [37], later completed by various works (see e.g. [38, 31, 4, 5, 6]). That work was revisited
some 20 years later by G. Dal Maso, A. De Simone and M. G. Mora [15] within the framework of
the variational theory of rate independent evolutions popularized by A. Mielke (see e.g. [33]). The
basic tenet there is that the evolution can be viewed as a time-parameterized set of minimization
problems for the sum of the elastic energy and of the add-dissipation. The minimizers should also
be such that an energy conservation statement, amounting to a kind of Clausius-Duhem inequality,
is satisfied throughout the evolution. In any case, for a prescribed boundary displacement field
w ∈ AC([0, T ];H1/2(∂Ωd;R3)) (and a Lipschitz bounded domain Ω), the resulting evolutions
t 7→ (u(t), e(t), p(t)) are found to live in AC([0, T ];BD(Ω) × L2(Ω;R6) ×M(Ω ∪ ∂Ωd;R6)) where
BD(Ω) stands for the space of functions of bounded deformation, i.e., integrable vector fields
v : Ω → Rn whose distributional gradient Ev = 12 (Dv + DvT ) is a bounded measure in Ω and
M(Ω∪∂Ωd;R6) stands for the space of bounded Radon measures on Ω∪∂Ωd (see [23] under those
conditions). Further, uniqueness of e(t), hence of σ(t) is guaranteed. Such however is not the
case for p(t), hence for u(t). The first example of non-uniqueness was presented in [37, Section
2.1] while [18, Section 10] introduces the first examples of uniqueness. In those references the
setting is essentially 1D. To our knowledge, the only examples of determination of uniqueness or
non-uniqueness in 3D can be found in [25, 26]. There, the discussion around uniqueness is centered
around the equation that the Lagrange multiplier λ in (1.1) must satisfy.
We next formally manipulate the equations at a given fixed time t. Indeed, since p˙ = Eu˙ − e˙,
or still λσ = Eu˙−A−1σ˙, we can use the compatibility equations for symmetrized gradient, that is
curl curl Eu˙ = 0,
or, componentwise, for all 1 ≤ i, j, k, l ≤ 3,
∂2(Eu˙)ij
∂xk∂xl
+
∂2(Eu˙)kl
∂xi∂xj
− ∂
2(Eu˙)ik
∂xj∂xl
− ∂
2(Eu˙)il
∂xj∂xk
= 0.
We obtain
curl curl (λσ) = −curl curl (A−1σ˙). (1.2)
This also reads, for i, j, k, l ∈ {1, 2, 3}, as a system of 6 equations, namely,
σij
∂2λ
∂xk∂xl
+ σkl
∂2λ
∂xi∂xj
− σik ∂
2λ
∂xj∂xl
− σil ∂
2λ
∂xj∂xk
(+ terms of lower order in λ) = −(curl curl (A−1σ˙))ijkl .
In the example investigated in [25], the stress field σ is spatially homogeneous, so that the lower
order terms disappear as well as the right-hand side, and the formal manipulations can be justified.
We then have to deal with a bona fide system of second order linear partial differential equations
for the measure λ of the form
D(t)∇2λ(t) = 0,
with D(t) a spatially constant 6× 6 matrix. Whenever the determinant of D(t) is not 0, we obtain
that ∇2λ(t) ≡ 0; then, because of the specific setting in that example, λ(t) is x-independent, from
which it follows that p(t) is an x-independent plastic strain p(t). With that result at hand, p(t) is
easily shown to be unique. (The example in [26], while more intricate, follows a similar path.) Oth-
erwise, the system reduces to a spatial hyperbolic equation for λ(t) and then uniqueness depends on
whether the associated characteristics coming out of ∂Ωd fill the whole domain. Roughly speaking,
if they do, then uniqueness is obtained. If they don’t, then non-uniqueness can be drastic because
plastic strains that are as badly behaved as one desires (for example plastic strains supported on
Cantor sets) can appear at any time t in the region not reached by those characteristics. So one
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could then impose a homogeneous boundary condition and the stress field would consequently be
identically null. Yet, non-zero plastic strains could appear at arbitrary times. This is reminiscent
of what was recently observed by C. De Lellis and L. Sze´kelyhidi when dealing with non-uniqueness
in Euler equations (see [17] and subsequent works), with the important caveat that plastic strains,
once turned on, cannot be turned off because of dissipation.
This kind of analysis of uniqueness depends on our ability to deal with a system such as (1.2).
In the examples already alluded to, the key observation is the spatial homogeneity of the stress
field σ(t), a feast that cannot be easily reproduced in a generic problem. Barring this, our toolbox
is rather empty. As a matter of fact, it is impossible to even define possible characteristics in a
meaningful manner because of the lack of regularity of the stress field σ(t). At best, it is a locally
H1 function while λ(t) is a measure.
This is why, in an attempt to simplify the problem, we address in the present paper a scalar-
valued version of Von Mises plasticity in the simplest setting where geometry will play its part,
that is in 2D (see [7, Section 3.1] for a formal derivation). Furthermore, since time evolution seems
to be a complicating feature but not one that uniqueness hinges on, we propose to investigate a
time independent (static) version of Von Mises plasticity, that of Hencky plasticity which actually
predates evolutionary plasticity a` la Von Mises. Assuming for simplicity that all relevant material
constants are set to 1, the system of time-independent equations becomes, in its formal version
(see (3.2) for a more precise formulation)

divσ = 0 in Ω,
|σ| ≤ 1 in Ω,
Du = σ + p in Ω,
u = w on ∂Ω,
p = λσ in Ω with λ ≥ 0 and λ(x) ≡ 0 if |σ(x)| < 1.
Once again existence of (u, σ, p) (for a slightly relaxed problem) is guaranteed, this time through
a straightforward minimization process (see Section 3). The triplet (u, σ, p) belongs to BV (Ω) ×
L2(Ω;R2)×M(Ω;R2) and σ is unique and actually belongs to H1loc(Ω;R2) (see below).
In the spirit our prior discussion, one should investigate the compatibility equation curl Du = 0.
This yields
curl (λσ) + curl σ = 0.
Formally once more, this reads as
− σ⊥ ·Dµ+ µ curl σ = 0 (1.3)
with µ := L2 + λ.
Any attempt to rigorously handle an equation such as (1.3) must start with a good definition
of the characteristics, that is of the solutions to the ordinary differential equation

dX
ds
= σ⊥(X(s))
X(0) = X0
(1.4)
and it is tempting to resort to the theory of Lagrangian flows initiated by R. DiPerna and P.L.
Lions [20] and pursued in e.g. [1, 14]. Unfortunately, the method falters, essentially because the
lack of integrability of div σ⊥ = − curl σ, which is a priori no better than a L2loc(Ω)-function,
prevents any control of the so called compressibility constant.
We thus have to further specialize the setting by assuming that there is an open set Ωp on which
|σ| ≡ 1. This is the case in the examples that were investigated in [25, 26] in a vectorial setting.
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This assumption is also related to the so-called slip line theory, widely used in mechanics to get
exact solutions to plane-stress rigid-plasticity problems. There, the spatial hyperbolic structure
of the stress equations is used in combination with the method of characteristics to construct non
trivial solutions to the stress problem and to determine the associated velocities [32, Section 5.1].
Doing so allows us to appeal to various works devoted to divergence free unit vector fields, and in
particular to [30].
Our results are briefly described in the next subsection.
1.2. The results. Section 4 focuses mainly on theH1loc(Ω;R
2)-regularity of the stress field σ. That
regularity was first demonstrated in [36], then in [10], in both instances in the vectorial setting.
This is the object of Theorem 4.1 which offers a short derivation in the current scalar setting
using a Perzyna type approximation of the problem as in [8] (see (4.1)), in lieu of the so-called
Norton-Hoff approximation used in [10], or of the Kelvin-Voigt visco-elastic approximation used
in [36]. It is our belief that the proof of that result is rather convoluted in those prior works; we
strive to give a hopefully more transparent and self-contained proof.
In Subsection 5.1, we quickly revisit the main result in [30] adapted to our context, that is the
locally Lipschitz regularity of the stress in Ωp, provided that this set is convex (see Theorem 5.5).
In particular, those results imply that σ remains constant along straight lines in Ωp with direction
σ⊥ which are precisely the characteristics inside Ωp (see Proposition 5.3). This is done by adapting
the results of [30] (see also [11, 29]) which use the notion of entropies introduced in [19]. Again, the
results of this Subsection are not new. However, the proofs in prior works do not take into account
the specificities of the case at hand, that is the a priori knowledge of the Sobolev regularity of the
stress. In Subsection 5.2, we prove that any displacement field u must remain constant along the
characteristic lines in Ωp (see Theorem 5.7).
In Section 6 we first consider boundary fans that are solutions that correspond to vortices
for σ (see Subsection 6.1). This happens when two distinct characteristic lines intersect on the
boundary. Note that such an intersection is impossible inside Ωp because it would contradict
the continuity of σ at that point. Those can be anywhere in Ωp. We take their union F and
consider the complementary set C within Ωp. We show that each connected component of C
intersects the boundary ∂Ωp. If its interior is empty, it is a characteristic line. Otherwise, its
intersection with ∂Ωp has one or two connected components. Furthermore, if it has two connected
components, then all points in those are traversed by a characteristic line, whereas if it has only one
component, then it might be so that a single line segment within that component is not traversed
by any characteristic. This is the object of Theorem 6.12 which is our main rigidity result. As
far as the stress is concerned, we show continuity of the stress at all points of the boundary
that are traversed by a characteristic (see Theorem 6.23). Finally, we demonstrate that, besides
boundary fans, exterior fans (that are fans with an apex outside Ωp), and areas of constant σ
(which correspond to parallel characteristic lines), one can also have areas where the characteristic
lines look like a “continuous” one parameter family of lines, e.g. of the form y = x/t− t, for t > 0
(see Paragraph 6.3.3). We conjecture that those four situations are the only possible ones for σ in
the region on which |σ| = 1.
The behavior of any solution field (σ, u) along the characteristic lines in Ωp (see Proposition
5.3 and Theorem 5.7) seems beyond reach for now, even in the scalar-valued setting, absent an
additional assumption like the existence of a set with non empty interior where |σ| = 1. But even
in our restrictive setting this result falls short of adjudicating uniqueness of the plastic strain p.
This is so because the set P := {x ∈ Ω : |σ| = 1} is a closed set in Ω while we have to assume
that Ωp is a convex open set in the interior of P . In particular, we have no systematic way of
relating the values of u on the boundary of ∂Ω to those on ∂Ωp, except for very particular settings
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(see Propositions 6.3 and 6.24). If Ω was a convex domain and P = Ω, then uniqueness could be
obtained. For more details see Remark 6.25.
For the reader’s convenience, we concatenate the main results in a unique Theorem which, in
its concision, somewhat hides the hyperbolic nature of the questions that are central to this paper
(see Figure 1 for an illustration of the geometric structure of the solutions).
•
z¯1
F1
•
z¯2
F2
•
z¯3
F3
C1
•
•
S1
L
C2
C3
•S3
Ωp
Figure 1. An example of geometry with three boundary fans F1, F2, F3 with apexes, respectively,
z¯1, z¯2, z¯3, three connected components C1, C2 and C3, and a characteristic line L which is the
intersecting characteristic line segment between the (open) fans F1 and F2. The connected components
C1 and C3 have one characteristic line segment on their boundaries, the characteristic boundary set S1
is a closed line segment, while S3 is a single point. The connected componentC2 has two characteristic
line segments on its boundary.
Theorem 1.1 (Main results). Assume that Ω is a Lipschitz bounded domain of R2 and that
w ∈ H1(Ω). The minimization problem
inf
{1
2
ˆ
Ω
|σ|2 dx+ |p|(Ω) : (u, σ, p) ∈ Aw
}
with
Aw := {(u, σ, p) ∈ BV (Ω)× L2(Ω;R2)×M(Ω;R2) : Du = σ + p in Ω, p = (w − u)νH1 on ∂Ω}
has at least one minimizer (u, σ, p). Furthermore, σ is unique and belongs to H1loc(Ω;R
2).
Assume moreover that there exists a non empty convex open set Ωp ⊂ Ω such that |σ| = 1 a.e.
on Ωp. Then σ is locally Lipschitz on Ωp and remains constant along each open line segment
Lx := (x + Rσ
⊥(x)) ∩ Ωp, with x ∈ Ωp,
called a characteristic line segment. Moreover, u remains constant along Lx ∩ Ωp for all x ∈
Ωp \
(⋃
z∈Z Lz
)
for some H1-negligible set Z ⊂ Ωp with L2
(⋃
z∈Z Lz ∩ Ωp
)
= 0.
Geometrically, Ωp can be decomposed as the following disjoint union
Ωp =
⋃
i∈I
Fi ∪
⋃
λ∈Λ
(Lxλ ∩ Ωp) ∪
⋃
j∈J
Cj ,
for some countable sets I and J , and some (possibly) uncountable set Λ. For all i ∈ I, Fi is a
boundary fan, i.e., the intersection of Ωp with an open cone with apex z¯i ∈ ∂Ωp and two charac-
teristic line segments as generatrices; for all λ ∈ Λ, Lxλ is a characteristic line segment passing
through xλ ∈ Ωp and we set Pλ := Lxλ ∩ ∂Ωp (a set made of two points); and for all j ∈ J , Cj is
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a convex set, closed in the relative topology of Ωp and with non empty interior, endowed with one
of the following two properties:
• Either ∂Cj = Lj∪Γj with Lj ⊂ Ωp an open characteristic line segment and Γj a connected
closed set in ∂Ωp. In that case, Γj = Γ
1
j ∪ Γ2j ∪ Sj where Γ1j and Γ2j are connected and
Sj is a closed line segment (possibly reduced to single point) that separates Γ
1
j and Γ
2
j .
Further each point of Γ1j (resp. Γ
2
j) is traversed by a characteristic line segment which will
re-intersect ∂Ωp on Γ
2
j (resp. Γ
1
j);
• Or ∂Cj = Lj ∪ L′j ∪ Γj ∪ Γ′j where Lj and L′j ⊂ Ωp are open characteristic line segments,
while Γj and Γ
′
j are two disjoint connected closed sets in ∂Ωp. Further each point of Γj
(resp. Γ′j) is traversed by a characteristic line segment which will re-intersect ∂Ωp on Γ
′
j
(resp. Γj). In that case we set Sj = ∅.
Finally, σ is continuous on Ωp \
(⋃
λ∈Λ Pλ ∪
⋃
j∈J Sj ∪
⋃
i∈I{z¯i}
)
.
2. Notation and preliminaries
The Lebesgue measure in Rn is denoted by Ln and the s-dimensional Hausdorff measure by
Hs.
From here onward the space dimension is set to 2. If a and b ∈ R2, we write a · b for the
Euclidean scalar product, and we denote the norm by |a| = √a · a. The open (resp. closed) ball
of center x and radius ρ is denoted by Bρ(x) (resp. Bρ(x)). If K ⊂ R2 is a closed and convex set,
we denote by NK(x) = {ξ ∈ R2 : ξ · (y − x) ≤ 0 for all y ∈ K} the normal cone to K at x ∈ ∂K,
and by TK(x) = {ζ ∈ R2 : ξ · ζ ≤ 0 for all ξ ∈ NK(x)} the tangential cone to K at x ∈ ∂K.
If z = (z1, z2) ∈ R2, we denote by z⊥ = (−z2, z1) the rotation of z of an angle π/2. Given two
vectors u and v ∈ R2, we denote by C(u, v) := {αu+ βv : α > 0, β > 0} the open cone generated
by u and v with apex at the origin. Also, if f : R→ R is a proper, convex function, we denote by
∂f(x) (or ∂f(·)(x)) the subdifferential of f at the point x ∈ R2 which is not empty at all points
in the interior of its domain.
In all that follows, Ω ⊂ R2 is a bounded and Lipschitz open set. We use standard notation for
Lebesgue and Sobolev spaces. We write M(Ω;R2) (resp. M(Ω)) for the space bounded Radon
measures in Ω with values in R2 (resp. R), endowed with the norm |µ|(Ω), where |µ| ∈ M(Ω) is
the total variation of the measure µ. The space BV (Ω) of functions of bounded variation in Ω
is made of all functions u ∈ L1(Ω) such that its distributional gradient Du ∈ M(Ω;R2). Then
BV (Ω) ⊂ L2(Ω).
Given a map σ : R2 → R2, we set div σ := ∂σ1∂x1 + ∂σ2∂x2 and denote by curlσ the scalar quantity
∂σ2
∂x1
− ∂σ1∂x2 . We denote by H(div,Ω) the Hilbert space of all σ ∈ L2(Ω;R2) such that div σ ∈ L2(Ω).
We recall that if Ω is bounded with Lipschitz boundary and σ ∈ H(div,Ω), its normal trace,
denoted by σ ·ν, is well defined as an element of H−1/2(∂Ω). If further σ ∈ H(div,Ω)∩L∞(Ω;R2),
then σ · ν ∈ L∞(∂Ω) with ‖σ · ν‖L∞(∂Ω) ≤ ‖σ‖∞ (see e.g. [3, Theorem 1.2]). Moreover, according
to [13, Theorem 2.2 (iii)], if Ω is of class C2, then for all ϕ ∈ L1(∂Ω),
lim
ε→0
ˆ 1
0
ˆ
∂Ω
(
σ(y − εsν(y)) · ν(y)− (σ · ν)(y))ϕ(y) dH1(y) ds = 0, (2.1)
where ν denotes the outer unit normal to ∂Ω.
According to [3, Definition 1.4], we define a generalized notion of stress/strain duality pairing
between stresses and plastic strains as follows (see also [23, Section 6]).
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Definition 2.1. Let σ ∈ H(div,Ω) ∩ L∞(Ω;R2), (u, e, p) ∈ BV (Ω) × L2(Ω;R2) ×M(Ω;R2) and
w ∈ H1(Ω) be such that Du = e+ p in Ω and p = (w − u)νH1 on ∂Ω. We define the distribution
[σ · p] ∈ D′(R2) by
〈[σ · p] , ϕ〉 =
ˆ
Ω
ϕσ · (∇w − e) dx +
ˆ
Ω
(w − u)σ · ∇ϕ dx
+
ˆ
Ω
(w − u)(div σ)ϕdx for all ϕ ∈ C∞c (R2). (2.2)
If Ω has Lipschitz boundary, approximating σ by smooth functions, and using the integration
by parts formula in BV , one can show that [σ · p] is actually a bounded Radon measure supported
in Ω satisfying
|[σ · p]| ≤ ‖σ‖∞|p| in M(Ω) (2.3)
and with total mass that obtained by taking ϕ ≡ 1 in (2.2). Moreover, if σ ∈ C(Ω;R2) we can
show that
〈[σ · p] , ϕ〉 =
ˆ
Ω
ϕσ · dp =
ˆ
Ω
ϕσ · dp
d|p| d|p| for all ϕ ∈ Cc(Ω),
where dpd|p| stands for the Radon-Nikody´m derivative of p with respect to its total variation |p|. For
all of the above, see [23, Section 6] in the vectorial case.
3. Hencky plasticity
We recall in a few lines the basic tenet of Hencky plasticity, which is the ancestor of modern
(small strain) plasticity. In Hencky plasticity (see e.g. [38]), time is absent, so that the plasticity
problem reduces to a problen of statics which can be tackled as a minimization problem. In this
paper, we even go further and only address what is usually called the anti-plane shear strain case
for which the displacement field (generally a vector-valued field in 3d) is along the x3-direction
and only depends on the planar variables (x1, x2).
Let Ω be a bounded open set in R2 with Lipschitz boundary and w ∈ H1(Ω) be a boundary
data. We consider the following minimization problem
inf
{1
2
ˆ
Ω
|σ|2 dx+ |p|(Ω) : (u, σ, p) ∈ Aw
}
(3.1)
with
Aw := {(u, σ, p) ∈ BV (Ω)× L2(Ω;R2)×M(Ω;R2) : Du = σ + p in Ω, p = (w − u)νH1 on ∂Ω}.
The direct method in the calculus of variations ensures the existence of minimizers (u, σ, p) ∈
BV (Ω) × L2(Ω;R2) ×M(Ω;R2). In addition, the stress σ is unique and all minimizers (u, σ, p)
satisfy the following first order conditions

divσ = 0 in H−1(Ω),
|σ| ≤ 1 a.e. in Ω,
Du = σ + p in M(Ω;R2),
p = (w − u)νH1 in M(∂Ω;R2),
|p| = [σ · p] in M(Ω).
(3.2)
The uniqueness of σ is a immediate consequence of the strict convexity of σ 7→ ´
Ω
|σ|2 dx. We
quickly check (3.2). Performing variations of the form (u, σ, p) + t(v, τ, q) where t ∈ (0, 1) and
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(v, τ, q) ∈ A0 and letting t→ 0+ leads to
|p|(Ω) ≤
ˆ
Ω
σ · τ dx+ |p+ q|(Ω). (3.3)
Choosing first (v, τ, q) = ±(ϕ,∇ϕ, 0), with ϕ ∈ C∞c (Ω) arbitrary, as test function in (3.3) givesˆ
Ω
σ · ∇ϕdx = 0
hence divσ = 0 in H−1(Ω). Next, denoting by pa = dpdL2 the Radon-Nikody´m derivative of p
with respect to L2 and considering (v, τ, q) = (0, pa − η, η − pa) as test function in (3.3), where
η ∈ L1(Ω;R2) is arbitrary, leads toˆ
Ω
|η| dx ≥
ˆ
Ω
|pa| dx+
ˆ
Ω
σ · (η − pa) dx.
Localizing this inequality yields σ(x) ∈ ∂| · |(pa(x)) ⊂ ∂| · |(0) for a.e. in x ∈ Ω, hence
|σ| ≤ 1 a.e. in Ω. (3.4)
It remains to prove the “flow rule”. From (2.3) and (3.4) the first inequality |p| ≥ [σ · p] in M(Ω)
holds. To prove the reverse inequality take (v, τ, q) = (w−u,∇w−σ,−p) as test function in (3.3),
and use the definition (2.2) of duality. This gives
|p|(Ω) ≤
ˆ
Ω
σ · (∇w − σ) dx = 〈[σ · p], 1〉.
Hence, the nonnegative measure |p| − [σ · p] has zero total mass which leads to the flow rule
|p| = [σ · p] in M(Ω).
Remark 3.1. Exactly as in [23, Lemma 3.8], if ω is an open subset of Ω with Lipschitz boundary
Γ = ∂ω and such that ω ⊂ Ω, then σ · ν ∈ L∞(Γ) and
[σ · p] Γ = (σ · ν)(u+ − u−)H1 Γ,
where u+ and u− are the outer and inner traces of u on Γ and σ · ν is the normal trace of σ on Γ.
Thus, the flow rule localized on Γ reads
(σ · ν)(u+ − u−) = |u+ − u−| H1-a.e. on Γ.
Since by definition u+ 6= u− on Ju, we infer that σ · ν = ±1 H1-a.e. on Γ ∩ Ju. This applies also
if H1(∂ω ∩ ∂Ω) > 0, replacing u+ by w on that part of ∂ω. ¶
4. Sobolev regularity of the stress
This section revolves around the Seregin/Bensoussan-Frehse’s Sobolev regularity property of
the (unique) stress field σ in the minimization problem (3.1) (or equivalently in the system (3.2)).
Theorem 4.1 (Seregin/Bensoussan-Frehse regularity). The unique stress σ such that the triplet
(u, σ, p) ∈ BV (Ω)× L2(Ω;R2)×M(Ω;R2) is a minimizer of (3.1) belongs to H1loc(Ω;R2).
Proof. Step 1. In a first step we perform a so-called Perzyna approximation of the minimization
problem (3.1). We thus consider, for ε > 0,
inf
{ˆ
Ω
(1
2
|σ|2 + |p|+ ε
2
|p|2
)
dx : (u, σ, p) ∈ H1(Ω)× L2(Ω;R2)× L2(Ω;R2) such that
∇u = σ + p a.e. in Ω and u = w H1-a.e. on ∂Ω
}
. (4.1)
By strict convexity, there exists a unique minimizing triplet (uε, σε, pε).
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Further, for a subsequence (still labeled by ε), it is straightforward to show that

uε ⇀ u weak-* in BV (Ω),
σε ⇀ σ weak in L
2(Ω;R2),
(
√
εpε)ε>0 is bounded in L
2(Ω;R2),
pε ⇀ p weakly* in M(Ω;R2),
(4.2)
where (u, σ, p) ∈ BV (Ω) × L2(Ω;R2) ×M(Ω;R2) is a minimizer of (3.1) as can be seen through
direct application of an approximation result found in [34, Theorem 3.5]; see also [8, Proposition
3.3].
Now, testing minimality with triplets (uε + tv, σε + tτ, pε + tq) with t ∈ (0, 1) and (v, τ, q) ∈
H10 (Ω) × L2(Ω;R2) × L2(Ω;R2) where ∇v = τ + q, it is easily seen – choosing either q ≡ 0 and
τ = ∇v with v ∈ H10 (Ω) arbitrary, or v ≡ 0 and τ = −q1E where E ⊂ Ω is measurable and q ∈ R2
arbitrary – that the minimizing triplet (uε, σε, pε) satisfies the following Euler-Lagrange equations:

div σε = 0 in H
−1(Ω),
∇uε = σε + pε a.e. in Ω,
uε = w H1-a.e. on ∂Ω,
σε − εpε ∈ ∂H(pε) a.e. in Ω,
(4.3)
where H(q) := |q| for all q ∈ R2.
Remark 4.2. Observe that the fourth relation in (4.3) reads, by convex duality, as
pε ∈ ∂I(σε − εpε) a.e. in Ω,
where I is the indicator function of the closed unit ball, i.e.,
I(q) :=
{
0 if |q| ≤ 1,
+∞ if |q| > 1.
Thus ∇uε − εpε = pε + (σε − εpε) ∈ ∂Ψ(σε − εpε) where Ψ : R2 → R is defined by
Ψ(q) :=
1
2
|q|2 + I(q) for all q ∈ R2,
or still
σε − εpε = DΨ∗(∇uε − εpε) (4.4)
where Ψ∗ : R2 → R, the convex conjugate of Ψ, is given by
Ψ∗(q) =
{
1
2 |q|2 if |q| ≤ 1,
|q| − 12 if q| > 1.
Remark that Ψ∗ ∈ C1(R2) with
DΨ∗(q) =
{
q if |q| ≤ 1,
q/|q| if |q| > 1,
and that DΨ∗ ∈ Lip(R2) ∩ C1(R2 \ S1) with
D2Ψ∗(q) =


Id if |q| < 1,
1
|q| Id−
1
|q|3 q ⊗ q if |q| > 1.
SPATIAL HYPERBOLICITY AND HENCKY PLASTICITY 11
Finally, the expression for D2Ψ∗ implies that, for |q| > 1 and for all r ∈ R2,
D2Ψ∗(q)[r] =
1
|q|Pq⊥(r)
where Pq⊥ is the orthogonal projection in the direction q
⊥.
Those projection properties, which are specific to the Von-Mises criterion, will be instrumental
in the proof of the Sobolev regularity of the stress. ¶
For ε fixed, a usual translation argument yields the classical local elliptic regularity of the fields
(see e.g. [8, Proposition 3.4] in the vectorial evolution case), that is
uε ∈ H2loc(Ω), σε, pε ∈ H1loc(Ω;R2) (4.5)
with corresponding ε-dependent bounds.
Step 2. Let k ∈ {1, 2} and ϕ ∈ C∞c (Ω). Taking ϕ2∂kuε (which belongs to H10 (Ω) thanks to (4.5))
as test function for the equation
div(∂kσε) = 0 in H
−1(Ω),
we obtain
0 =
ˆ
Ω
ϕ2∂kσε · ∂k∇uε dx +
ˆ
Ω
∂kσε · ∇ϕ2∂kuε dx =: I1 + I2.
In the sequel, Cϕ will stand for a positive constant which may vary from line to line; it may depend
on ϕ and on the bounds coming from (4.2), but it is independent of ε.
We now rewrite I1 and I2 as follows.
I1 =
ˆ
Ω
ϕ2|∂kσε|2 dx+
ˆ
Ω
ϕ2 (∂kσε − ε∂kpε) · ∂kpε dx + ε
ˆ
Ω
ϕ2|∂kpε|2 dx, (4.6)
while
|I2| ≤ 2
ˆ
Ω
|∂kσε · ∇ϕ| |(σε)kϕ| dx+
ˆ
Ω
|∂kσε||∇ϕ2||(pε)k| dx
≤ Cϕ‖σε‖L2(Ω)‖ϕ∂kσε‖L2(Ω) +
ˆ
Ω
|∂kσε||∇ϕ2||pε| dx. (4.7)
Using Young’s inequality and reassembling (4.6), (4.7) we thus get, in view of the bound coming
from the second convergence in (4.2),
1
2
ˆ
Ω
ϕ2|∂kσε|2 dx + ε
ˆ
Ω
ϕ2|∂kpε|2 dx+
ˆ
Ω
ϕ2 (∂kσε − ε∂kpε) · ∂kpε dx
≤ Cϕ +
ˆ
Ω
|∂kσε||∇ϕ2||pε| dx, (4.8)
or still, adding and subtracting ∂kσε − ε∂kpε to ∂kpε in the third integral on the left hand-side of
(4.8) above and recalling that ∇uε = σε + pε,
1
2
ˆ
Ω
ϕ2|∂kσε|2 dx + ε
ˆ
Ω
ϕ2|∂kpε|2 dx+
ˆ
Ω
ϕ2(∂kσε − ε∂kpε) · (∂k∇uε − ε∂kpε) dx
≤ Cϕ +
ˆ
Ω
ϕ2|∂kσε − ε∂kpε|2 dx+
ˆ
Ω
|∂kσε||∇ϕ2||pε| dx. (4.9)
We now rewrite (4.9) using Remark 4.2. Since, in view of (4.5), ∇uε − εpε ∈ H1loc(Ω;R2), we
can apply the generalized chain rule formula from [35, Theorem 2.1] to (4.4). We obtain
∂kσε − ε∂kpε = D2Ψ∗(∇uε − εpε) [∂k∇uε − ε∂kpε] . (4.10)
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Remark 4.3. Relation (4.10) has to be understood as follows (see [35]):
∂kσε − ε∂kpε =


∂k∇uε − ε∂kpε if |∇uε − εpε| ≤ 1,
1
|∇uε − εpε|P(∇uε−εpε)⊥(∂k∇uε − ε∂kpε) if |∇uε − εpε| > 1.
(4.11)
Note that (∂k∇uε − ε∂kpε) · (∇uε − εpε) = 0 a.e. on {|∇uε − εpε| = 1}; see [35, Proposition 2.2]
applied to the C1-Lipschitz functions
q 7→
{
|q|2 if |q| ≤ 1
2|q| − 1 if |q| > 1.
Consequently,
∂k∇uε − ε∂kpε = 1|∇uε − εpε|P(∇uε−εpε)⊥(∂k∇uε − ε∂kpε) a.e. on {|∇uε − εpε| = 1},
which implies that (4.11) can be changed into
∂kσε − ε∂kpε =


∂k∇uε − ε∂kpε if |∇uε − εpε| < 1,
1
|∇uε − εpε|P(∇uε−εpε)⊥(∂k∇uε − ε∂kpε) if |∇uε − εpε| ≥ 1.
¶
In view of (4.10), (4.9) reads as
1
2
ˆ
Ω
ϕ2|∂kσε|2 dx+ε
ˆ
Ω
ϕ2|∂kpε|2 dx+
ˆ
Ω
ϕ2D2Ψ∗(∇uε−εpε)[∂k∇uε−ε∂kpε]·(∂k∇uε−ε∂kpε) dx
≤ Cϕ +
ˆ
Ω
ϕ2|D2Ψ∗(∇uε − εpε)[∂k∇uε − ε∂kpε]|2 dx+
ˆ
Ω
|∂kσε||∇ϕ2||pε| dx. (4.12)
Step 3. We next exploit inequality (4.12) obtained at the end of Step 2 by splitting Ω into three
ε-dependent subsets as follows,
Ω−ε := {x ∈ Ω : |∇uε(x) − εpε(x)| ≤ 1},
Ω+ε> := {x ∈ Ω : |∇uε(x) − εpε(x)| > 2},
Ω+ε< := {x ∈ Ω : 1 < |∇uε(x)− εpε(x)| ≤ 2},
Ω+ε := Ω
+
ε< ∪ Ω+ε>.
First note that, on Ω−ε , (4.11) in Remark 4.3 implies that
∂kσε − ε∂kpε = D2Ψ∗(∇uε − εpε) [∂k∇uε − ε∂kpε] = ∂k∇uε − ε∂kpε.
Consequently, the contributions of the integrals involving the term D2Ψ∗(∇uε − εpε) cancel out
on that set in (4.12). Further, writing pε = (∇uε − εpε) − σε + εpε and by virtue of the bounds
coming from the second and third convergences in (4.2), we have that,
‖pε‖L2(Ω−ε ∪Ω+ε<) ≤ C
with C > 0 a constant independent of ε (and actually also independent of ϕ). Using once again
Young’s inequality we can thus absorb the contribution of the term
´
Ω−ε ∪Ω
+
ε<
|∂kσε| |∇ϕ2||pε| dx in
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the term 12
´
Ω
ϕ2|∂kσε|2 dx in (4.12) at the possible expense of changing Cϕ. In lieu of (4.12), we
are thus left with
1
4
ˆ
Ω
ϕ2|∂kσε|2 dx + ε
ˆ
Ω
ϕ2|∂kpε|2 dx
+
ˆ
Ω+ε
ϕ2D2Ψ∗(∇uε − εpε)[∂k∇uε − ε∂kpε] · (∂k∇uε − ε∂kpε) dx
≤ Cϕ +
ˆ
Ω+ε
ϕ2|D2Ψ∗(∇uε − εpε)[∂k∇uε − ε∂kpε]|2 dx+
ˆ
Ω+ε>
|∂kσε||∇ϕ2||pε| dx,
or still, in view of (4.10), with
1
4
ˆ
Ω
ϕ2|∂kσε|2 dx + ε
ˆ
Ω
ϕ2|∂kpε|2 dx
+
ˆ
Ω+ε
ϕ2D2Ψ∗(∇uε − εpε)[∂k∇uε − ε∂kpε] · (∂k∇uε − ε∂kpε) dx
≤ Cϕ +
ˆ
Ω+ε
ϕ2|D2Ψ∗(∇uε − εpε)[∂k∇uε − ε∂kpε]|2 dx
+
ˆ
Ω+ε>
|D2Ψ∗(∇uε − εpε)[∂k∇uε − ε∂kpε]||∇ϕ2||pε| dx+ ε
ˆ
Ω+ε>
|∂kpε||∇ϕ2||pε| dx.
Because of the third relation in (4.2) and of Young’s inequality, the third integral in the right
hand-side of the last inequality above can be controled by the term ε
´
Ω ϕ
2|∂kpε|2 dx in the left
hand-side at the expense of changing Cϕ, i.e. ,
1
4
ˆ
Ω
ϕ2|∂kσε|2 dx + ε
2
ˆ
Ω
ϕ2|∂kpε|2 dx
+
ˆ
Ω+ε
ϕ2D2Ψ∗(∇uε − εpε)[∂k∇uε − ε∂kpε] · (∂k∇uε − ε∂kpε) dx
≤ Cϕ +
ˆ
Ω+ε
ϕ2|D2Ψ∗(∇uε − εpε)[∂k∇uε − ε∂kpε]|2 dx
+
ˆ
Ω+ε>
|D2Ψ∗(∇uε − εpε)[∂k∇uε − ε∂kpε]||∇ϕ2|
{|∇uε − εpε|+ |σε + εpε|} dx, (4.13)
where we used |pε| ≤ |∇uε − εpε|+ |σε + εpε| in the last term of the right hand side.
Recalling Remark 4.2 and noting that Pq⊥(ξ) · ξ = |Pp⊥(ξ)|2, (4.13) now reads as
1
4
ˆ
Ω
ϕ2|∂kσε|2 dx + ε
2
ˆ
Ω
ϕ2|∂kpε|2 dx+
ˆ
Ω+ε
ϕ2
|∇uε − εpε| |P(∇uε−εpε)⊥ [∂k∇uε − ε∂kpε]|
2 dx
≤ Cϕ +
ˆ
Ω+ε
ϕ2
|∇uε − εpε|2 |P(∇uε−εpε)⊥ [∂k∇uε − ε∂kpε]|
2 dx
+
ˆ
Ω+ε>
|P(∇uε−εpε)⊥ [∂k∇uε − ε∂kpε]||∇ϕ2| dx
+
ˆ
Ω+ε>
|∇ϕ2|
|∇uε − εpε| |P(∇uε−εpε)⊥ [∂k∇uε − ε∂kpε]||σε + εpε| dx.
In view of the bounds coming from the second and third relations in (4.2), application of the
Cauchy-Schwarz and Young inequalities to the last term in the inequality above yield, at the
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possible expense of changing Cϕ,
1
4
ˆ
Ω
ϕ2|∂kσε|2 dx + ε
2
ˆ
Ω
ϕ2|∂kpε|2 dx+
ˆ
Ω+ε
ϕ2
|∇uε − εpε| |P(∇uε−εpε)⊥ [∂k∇uε − ε∂kpε]|
2 dx
≤ Cϕ +
ˆ
Ω+ε<
ϕ2
|∇uε − εpε|2 |P(∇uε−εpε)⊥ [∂k∇uε − ε∂kpε]|
2 dx
+
ˆ
Ω+ε>
|P(∇uε−εpε)⊥ [∂k∇uε − ε∂kpε]||∇ϕ2| dx
+
3
2
ˆ
Ω+ε>
ϕ2
|∇uε − εpε|2 |P(∇uε−εpε)⊥ [∂k∇uε − ε∂kpε]|
2 dx. (4.14)
The second integral in the right hand-side of inequality (4.14) can in turn be estimated as follows
with the help, once more, of the Cauchy-Schwarz inequality,
ˆ
Ω+ε>
|P(∇uε−εpε)⊥ [∂k∇uε − ε∂kpε]||∇ϕ2| dx
≤ ‖∇uε − εpε‖L1(Ω)
{ˆ
Ω+ε>
|∇ϕ2|2
|∇uε − εpε| |P(∇uε−εpε)⊥ [∂k∇uε − ε∂kpε]|
2 dx
}1/2
≤ C′ϕ
{ˆ
Ω+ε>
ϕ2
|∇uε − εpε| |P(∇uε−εpε)⊥ [∂k∇uε − ε∂kpε]|
2 dx
}1/2
,
where the last inequality holds because ‖∇uε − εpε‖L1(Ω) ≤ C in view of the bounds coming from
(4.2), and C′ϕ > 0 is another ϕ-dependent constant.
Thus inequality (4.14) becomes
1
4
ˆ
Ω
ϕ2|∂kσε|2 dx + ε
2
ˆ
Ω
ϕ2|∂kpε|2 dx+
ˆ
Ω+ε>
ϕ2
|∇uε − εpε| |P(∇uε−εpε)⊥ [∂k∇uε − ε∂kpε]|
2 dx
+
ˆ
Ω+ε<
ϕ2
|∇uε − εpε| |P(∇uε−εpε)⊥ [∂k∇uε − ε∂kpε]|
2 dx
≤ Cϕ + 3
2
ˆ
Ω+ε>
ϕ2
|∇uε − εpε|2 |P(∇uε−εpε)⊥ [∂k∇uε − ε∂kpε]|
2 dx
+
ˆ
Ω+ε<
ϕ2
|∇uε − εpε|2 |P(∇uε−εpε)⊥ [∂k∇uε − ε∂kpε]|
2 dx
+ C′ϕ
{ˆ
Ω+ε>
ϕ2
|∇uε − εpε| |P(∇uε−εpε)⊥ [∂k∇uε − ε∂kpε]|
2 dx
}1/2
. (4.15)
But |∇uε − εpε| > 2 on Ω+ε>, while |∇uε − εpε|2 ≥ |∇uε − εpε| on Ω+ε<, so that, finally, (4.15)
implies that
1
4
ˆ
Ω
ϕ2|∂kσε|2 dx + ε
2
ˆ
Ω
ϕ2|∂kpε|2 dx+ 1
4
ˆ
Ω+ε>
ϕ2
|∇uε − εpε| |P(∇uε−εpε)⊥ [∂k∇uε − ε∂kpε]|
2 dx
≤ Cϕ + C′ϕ
{ˆ
Ω+ε>
ϕ2
|∇uε − εpε| |P(∇uε−εpε)⊥ [∂k∇uε − ε∂kpε]|
2 dx
} 1
2
. (4.16)
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From a last application of Young’s inequality, it is immediately deduced from (4.16) that the se-
quence (∂kσε)ε>0 is bounded in H
1
loc(Ω;R
2) independently of ε, which implies the desired regularity
for ∂kσ. The proof of Theorem 4.1 is complete. 
Remark 4.4. Since σ ∈ H1loc(Ω;R2), then it admits a precise representative defined Capp-quasi
everywhere for any p < 2 hence Hs-almost everywhere in Ω for any s > 0 (see e.g. [21, Sections
4.7, 4.8]). In particular, H1-almost every point in Ω is a Lebesgue point for σ, i.e.,
lim
ρ→0
1
ρ2
ˆ
Bρ(x0)
|σ(y)− σ(x)|2 dy = 0 for H1-a.e. x ∈ Ω.
In the sequel we will identify σ to be its precise representative which is thus defined H1-almost
everywhere in Ω (it is actually defined outside a set of zero Hausdorff dimension). ¶
Remark 4.5. Arguing as in [4, 15, 24, 8], it is possible to express the flow rule by means of
the quasi-continuous representative of the stress, still denoted by σ, which is |p|-measurable, in a
pointwise sense:
σ(x) · dp
d|p| (x) = 1 for |p|-a.e. x ∈ Ω
or still
p = σ|p| in M(Ωp).
In particular, the measure |p| is concentrated in the plastic part of the domain, i.e., |p|({x ∈ Ω :
|σ(x)| < 1}) = 0. ¶
Remark 4.6. Let S be a segment such that S ⊂ Ω, then σ ∈ H1/2(S;R2). In addition, if x0 ∈ S
is a Lebesgue point of σ, then
lim
ρ→0
1
ρ
ˆ
Bρ(x)∩S
|σ(y)− σ(x0)|2 dH1(y) = 0.
In other words, x0 is also a Lebesgue point for the trace of σ on S.
Indeed, the trace theorem in Sobolev spaces states that σ has a trace on S, denoted by σ|S ,
which belongs to H1/2(S;R2). For simplicity, we will assume that S = (−1, 1)× {0}. Arguing by
approximation, we first observe that, for all x ∈ S,
1
4ρ2
ˆ
x+(−ρ,ρ)2
|σ(y)− σ|S (y1, 0)|2 dy ≤ C
ˆ
x+(−ρ,ρ)2
|∇σ(y)|2 dy → 0 (4.17)
as ρ→ 0, since ∇σ ∈ L2loc(Ω;M2×2).
Let us consider x ∈ S which is a Lebesgue point of σ (as an element of L2L2(Ω;R2)), i.e.,
lim
ρ→0
1
ρ2
ˆ
x+(−ρ,ρ)2
|σ(y)− σ(x)|2 dy = 0 (4.18)
as well as a Lebesgue point of σ|S (as an element of L
2
H1(S;R
2)), i.e.,
lim
ρ→0
1
ρ
ˆ
Bρ(x)∩S
|σ|S (y)− σ|S (x)|2 dH1(y) = 0. (4.19)
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Observe that H1-almost every point x in S satisfy these properties. As a consequence of (4.17)
and (4.18), we have
1
ρ
ˆ
Bρ(x)∩S
|σ|S (y)− σ(x)|2 dH1(y) =
1
ρ
ˆ ρ
−ρ
|σ|S (y1, 0)− σ(x)|2 dy1
≤ 1
ρ2
ˆ
x+(−ρ,ρ)2
|σ(y)− σ|S (y1, 0)|2 dy +
1
ρ2
ˆ
x+(−ρ,ρ)2
|σ(y)− σ(x)|2 dy → 0.
Using next (4.19), we infer that σ(x) = σ|S (x) which shows that σ = σ|S H1-a.e. on S, and that
σ ∈ H1/2(S;R2).
If now x0 ∈ S is only a Lebesgue of σ, then by (4.17) (which holds for all x0 ∈ S) and (4.18),
we have similarly
1
ρ
ˆ
Bρ(x0)∩S
|σ(y)− σ(x0)|2 dH1(y) = 1
ρ
ˆ ρ
−ρ
|σ(y1, 0)− σ(x0)|2 dy1
≤ 1
ρ2
ˆ
x0+(−ρ,ρ)2
|σ(y)− σ(y1, 0)|2 dy + 1
ρ2
ˆ
x0+(−ρ,ρ)2
|σ(y)− σ(x0)|2 dy → 0,
which completes the proof of the result. ¶
5. Rigidity properties of the solutions
The goal of this section is to take advantage of the hyperbolic equations satisfied by σ and |p|
in the plastic zone {x ∈ Ω : |σ(x)| = 1} in order to derive rigidity properties of the solutions σ
and u in that zone. The equations are
divσ = 0, |σ| = 1, (5.1)
and
curl (σ(1 + |p|)) = curl Du = 0. (5.2)
We will need the the following
Hypothesis (H). The set {x ∈ Ω : |σ(x)| = 1} has a nonempty interior.
As already discussed in the Introduction, hypothesis (H) is fulfilled in several vectorial examples.
It could also be the case in particular in simple scalar settings, for example when Ω itself is a
(countable union of) boundary fans (see Subsection 6.1).
In the sequel, we consider a convex open subset Ωp of the interior of {x ∈ Ω : |σ(x)| = 1}.
Note, for future use, that, in such a setting ∂Ωp has Lipschitz boundary (see e.g. Propositions
2.4.4 and Proposition 2.4.7 in [28]).
5.1. Lipschitz regularity and rigidity of the stress. In this subsection we improve the Sobolev
regularity of the stress field in the plastic region. We show that under assumption (H), the stress
is actually locally Lipschitz continuous in Ωp, and that it is constant along all the characteristic
lines Lx = x+ Rσ
⊥(x) associated with the hyperbolic conservation law (5.1) solved by σ in Ωp.
Per hypothesis (H), the system{
σ ∈ H1loc(Ω;R2),
divσ = 0, |σ| = 1 a.e. in Ωp
possesses a solution.
Definition 5.1. A function Φ ∈ C∞c (R2;R2) is called an entropy if, for all z ∈ R2,
z · [DΦ(z)z⊥] = 0, Φ(0) = 0, DΦ(0) = 0.
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According to [19, Lemma 2.3], for all entropies Φ, we have div[Φ(σ)] = 0 a.e. in Ωp, or still,ˆ
Ωp
Φ(σ) · ∇ϕdx = 0 (5.3)
for all test functions ϕ ∈ C∞c (Ωp). Following [19], we introduce the following family of parameter-
ized generalized entropies:
Φ(ξ)(z) :=
{
|z|2ξ if z · ξ > 0,
0 if z · ξ ≤ 0,
where ξ ∈ S1. According to [19, Lemma 2.5], there exists a sequence (Φn)n∈N of entropies in
C∞c (R2;R2) which is locally uniformly bounded, and such that Φn → Φ(ξ) pointwise in R2. Spe-
cializing (5.3) to Φn and passing to the limit as n → +∞ with the help of Lebesgue’s dominated
convergence theorem, ˆ
Ωp
Φ(ξ)(σ) · ∇ϕdx = 0
for all ξ ∈ S1 and all ϕ ∈ C∞c (Ωp). Now following [30], we introduce, for a.e. x ∈ Ωp and for any
ξ ∈ S1,
χ(x, ξ) =
{
1 if σ(x) · ξ > 0,
0 if σ(x) · ξ ≤ 0.
The considerations above establish that
div[ξχ(·, ξ)] = 0 in D′(Ωp)
for all ξ ∈ S1. This can be rewritten as a so-called kinetic formulation as follows:
Dξχ(·, ξ) = 0 in D′(Ωp).
The previous kinetic formulation entails the ordering property below whose proof is a direct
adaptation of [30, Proposition 3.1] (see also [11, Corollary 4.7]).
Proposition 5.2. Assume that hypothesis (H) holds. Let x0 and y0 ∈ Ωp be two Lebesgue points
of σ. Then
σ(x0) · (y0 − x0) > 0 =⇒ σ(y0) · (y0 − x0) ≥ 0,
and
σ(x0) · (y0 − x0) < 0 =⇒ σ(y0) · (y0 − x0) ≤ 0.
Proof. We only prove the first implication. Let us set ξ = y0−x0|y0−x0| . Then
lim sup
ρ→0
L2({σ · ξ ≤ 0} ∩Bρ(x0))
πρ2
σ(x0) · ξ ≤ lim sup
ρ→0
1
πρ2
ˆ
{σ·ξ≤0}∩Bρ(x0)
[σ(x0)− σ(z)] · ξ dz
≤ lim sup
ρ→0
1
πρ2
ˆ
Bρ(x0)
|σ(x0)− σ(z)| dz = 0.
Thus, since σ(x0) · ξ > 0,
lim
ρ→0
L2({σ · ξ ≤ 0} ∩Bρ(x0))
πρ2
= 0,
hence
lim
ρ→0
L2({σ · ξ > 0} ∩Bρ(x0))
πρ2
= 1.
It shows that x0 is a Lebesgue point of χ(·, ξ) with χ(x0, ξ) = 1. Note that the same argument
shows that if σ(x0) · ξ < 0 then x0 is also a Lebesgue point of χ(·, ξ) with χ(x0, ξ) = 0.
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Consider the segment S = [x0, y0] and U = {z ∈ Ωp : dist(z, S) < ε} be a (connected) ε-
neighborhood of S, where ε > 0 is small enough so that S ⊂ U ⊂⊂ Ωp (which is always possible
thanks to (H)). Let {ηε}ε>0 be a standard family of mollifiers and set χε := ηε ∗ χ(·, ξ). Because
of the kinetic formulation Dξχ(·, ξ) = 0 in D′(Ωp), then Dξχε = 0 in U . Thus χε(z) = χε(z + ξ)
for all z ∈ U with z + ξ ∈ U . Now, x0 is a Lebesgue point of χ(·, ξ), so that χε(x0) → χ(x0, ξ).
But y0 = x0 + ξ, so χε(y0) = χε(x0 + ξ) = χε(x0)→ χ(x0, ξ) = 1 which implies that σ(y0) · ξ ≥ 0.
Indeed, if we had σ(y0) · ξ < 0, then the above argument would show that y0 is a Lebesgue point
of χ(·, ξ) with χ(y0, ξ) = 0, and thus χε(y0)→ χ(y0, ξ) = 0 which is a contradiction. 
Thanks to the previous ordering property, we will show that σ is constant on every line
Lx := x+ Rσ
⊥(x) (5.4)
for all Lebesgue points x of σ. Those will be called the characteristic lines. We adopt henceforth
the following
Notation. Lx is the characteristic line that passes through x defined as (5.4), this for all x ∈ Ωp.
The following result is an adaptation and an improvement of [30, Proposition 3.2] (see also [11,
Proposition 4.8]).
Proposition 5.3. Assume that hypothesis (H) holds. Let x0 ∈ Ωp be a Lebesgue point of σ and
Lx0 = x0 + Rσ
⊥(x0), then σ(x) = σ(x0) for H1-a.e. x ∈ Lx0 ∩ Ωp.
Proof. Up to a change of coordinate system and to a scaling argument, we can assume without loss
of generality that x0 = (0, 0), Lx0 = Re2, Lx0 ∩Ωp ⊃ {0} × [−1, 1] := L, that σ(x0) = e1 := (1, 0).
Let us consider the triangle
Tε =
{
y = (y1, y2) ∈ R2 : 0 < y2 < 1 and 0 < y1 < ε
1− εy2
}
.
For all Lebesgue points y ∈ Tε of σ, we have
σ(0) · y = y1 > 0
which implies, according to Proposition 5.2, that σ(y) · y ≥ 0. Thus
σ2(y) ≥ −σ1(y)y1
y2
≥ − ε
1− ε (5.5)
since |σ1(y)| ≤ 1 and 0 < y1/y2 ≤ ε/(1− ε).
Fix η ∈ (0, 1/4) and define Sη := {0} × [η, 1 − η]. Let (0, x2) ∈ Sη be a Lebesgue point of σ,
and consider the half-ball centered at (0, x2) and radius εx2 with ε ∈ (0, η), that is
B+ε (x2) = {y = (y1, y2) ∈ R2 : y1 > 0 and |y − (0, x2)| < εx2}.
It is immediately checked that B+ε (x2) ⊂ Tε so that, in view of (5.5),
σ2(y) ≥ − ε
1− ε for a.e. y ∈ B
+
ε (x2).
Then,
− ε
1− ε − σ2(0, x2) ≤
2
πε2x22
ˆ
B+ε (x2)
|σ2(y)− σ2(0, x2)| dy
so that, because (0, x2) is a Lebesgue point of σ we can pass to the ε ց 0 limit and we conclude
that σ2(0, x2) ≥ 0. A similar argument would show that σ2(0, x2) ≤ 0, hence that σ2(0, x2) = 0.
Recalling Remark 4.4, we have established that σ2(0, x2) = 0 for H1-a.e. (0, x2) ∈ Sη. Since η > 0
is arbitrary, we infer that
σ2 = 0 for H1-a.e. in {0} × (0, 1).
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The same type of argument would show that
σ2 = 0 for H1-a.e. in {0} × (−1, 0).
As a consequence, since |σ| = 1 H1-a.e. in L, we deduce that
σ = e11A − e11L\A
for some H1-measurable set A ⊂ L. According to Lemma A.1, the Sobolev space H1/2(L;R2) is
continuously embedded into VMO(L;R2). Then, we deduce from Lemma A.2 that either H1(A) =
0 or H1(L \A) = 0. If H1(A) = 0, then σ = −e1 H1-a.e. in L so that
−e1 = 1
2ρ
ˆ
L∩Bρ(x0)
σ(y) dH1(y).
But according to Remark 4.6,
1
2ρ
ˆ
L∩Bρ(x0)
σ(y) dH1(y)→ σ(x0) = e1
which is impossible. As a consequence H1(L \ A) = 0 which implies that σ = e1 H1-a.e. in L as
required. 
We next show that two distinct characteristic lines cannot intersect inside Ωp.
Proposition 5.4. Assume that hypothesis (H) holds. Let x0 and y0 ∈ Ωp be two Lebesgue points
of σ. Then either Lx0 and Ly0 are colinear, or Lx0 ∩ Ly0 = {z0} where z0 6∈ Ωp.
Proof. If Lx0 and Ly0 are not colinear, we have in particular that σ(x0) 6= σ(y0), σ(x0) 6= −σ(y0)
and there exists a unique z0 ∈ Lx0 ∩ Ly0 . Assume that z0 ∈ Ωp, and let z1 ∈ Lx0 ∩ Ωp and
z2 ∈ Ly0 ∩ Ωp be such that the triangle T with vertices z0, z1 and z2 satisfies T ⊂ Ωp. Since
σ ∈ H1(T ;R2), its trace σ|∂T ∈ H1/2(∂T ;R2). Let us denote by Sx0 := ∂T ∩Lx0 , Sy0 := ∂T ∩Ly0
and Γ = Sx0 ∪ Sy0 so that
σ|∂T ∈ H1/2(Γ;R2).
On the other hand, Proposition 5.3 implies that σ|∂T = σ|Sx0
= σ(x0) H1-a.e. on Sx0 and σ|∂T =
σ|Sy0
= σ(y0) H1-a.e. on Sy0 , which is impossible in view of Lemma A.3. We thus deduce that
z0 6∈ Ωp. 
A concatenation of the previous results implies the announced local Lipschitz regularity for σ
(see [11, Theorem 1.5]).
Theorem 5.5 (Jabin-Otto-Perthame regularity). Assume that hypothesis (H) holds. Let ω be a
bounded and convex open set such that ω ⊂ Ωp and let d := dist(ω, ∂Ωp) > 0. Then, for every
Lebesgue points x0 and y0 ∈ ω of σ,
|σ(x0)− σ(y0)| ≤ 1
d
|x0 − y0|.
In particular, σ admits a representative which is locally Lipschitz in Ωp.
Proof. Case I: If σ(x0) = σ(y0) then the result follows.
Case II: We now prove that the case σ(x0) = −σ(y0) cannot happen. If σ(x0) · (y0 − x0) > 0,
according to Proposition 5.2, we have σ(y0) · (y0 − x0) ≥ 0 hence σ(x0) · (y0 − x0) ≤ 0 which
is impossible. A similar argument shows that σ(x0) · (y0 − x0) < 0 is impossible. It remains to
consider the case where σ(x0) · (y0 − x0) = 0 which means that y0 − x0 ∈ Lx0 =: x0 +Rσ⊥(x0) or
still that Ly0 = Lx0 . Since x0 and y0 are Lebesgue points of σ, we obtain a contradiction with the
result of Proposition 5.3.
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Case III: Assume now that σ(x0) and σ(y0) are not colinear. Then both lines Lx0 = x0 +
Rσ⊥(x0) and Ly0 = y0 + Rσ
⊥(y0) intersect at a single point z0 6∈ Ωp by Proposition 5.4. Note
that Lx0 (resp. Ly0) is colinear with x0 − z0 (resp. y0 − z0) so that there is no loss of generality
in assuming that e.g.
σ⊥(x0) =
x0 − z0
|x0 − z0| , σ
⊥(y0) = ± y0 − z0|y0 − z0| .
We claim that actually
σ⊥(y0) =
y0 − z0
|y0 − z0| . (5.6)
Since y0 6∈ Lx0 ,
σ(x0) · y0 − x0|y0 − x0| 6= 0
so that Proposition 5.2 ensures that
sign
(
σ(x0) · y0 − x0|y0 − x0|
)
= sign
(
σ(y0) · y0 − x0|y0 − x0|
)
. (5.7)
Since y0−z0|y0−z0| belongs to the convex cone C(
x0−z0
|x0−z0|
, y0−x0|y0−x0| ), there exist α > 0 and β > 0 such that
y0 − z0
|y0 − z0| = α
x0 − z0
|x0 − z0| + β
y0 − x0
|y0 − x0| ,
hence
y0 − z0
|y0 − z0| ·
(y0 − x0)⊥
|y0 − x0| = α
x0 − z0
|x0 − z0| ·
(y0 − x0)⊥
|y0 − x0| .
As a consequence
±σ⊥(y0) · (y0 − x0)
⊥
|y0 − x0| = ασ
⊥(x0) · (y0 − x0)
⊥
|y0 − x0|
or still
± σ(y0) · y0 − x0|y0 − x0| = ασ(x0) ·
y0 − x0
|y0 − x0| (5.8)
Gathering (5.7) and (5.8) yields (5.6).
Since dist(z0, ω) ≥ d, then it follows that |z0 − x0| ≥ d and |z0 − y0| ≥ d. Therefore the
projections of x0 − z0 and y0 − z0 onto the closed ball Bd(z0) are given, respectively, by d(x0 −
z0)/|x0 − z0| and d(y0 − z0)/|y0 − z0|. Since the projection is 1-Lipschitz, we deduce that
|σ⊥(x0)− σ⊥(y0)| =
∣∣∣∣ x0 − z0|x0 − z0| −
y0 − z0
|y0 − z0|
∣∣∣∣ ≤ 1d |x0 − y0|,
and the conclusion follows. 
Remark 5.6. In the sequel, we will identify σ with its locally Lipschitz representative. In partic-
ular, the conclusion of Proposition 5.2 now holds for all x0 and y0 ∈ Ωp, while that of Proposition
5.3 states that for all x0 ∈ Ωp, then σ(x) = σ(x0) for all x ∈ Lx0 ∩ Ωp. ¶
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5.2. Rigidity of the displacement. We now demonstrate that the displacement field(s), like
the stress field, is (are) severely constrained by assumption (H) and conform(s) to what formal
manipulations of the hyperbolic equation (5.2) would entail, that is that the displacement must
remain constant on (almost) every characteristic line in Ωp. Formally, the argument goes as follows.
Compute the derivative of u along the characteristics. The chain rule gives
d
ds
u(x+ sσ⊥(x)) = Du(x+ sσ⊥(x)) · σ(x).
Using that σ is constant along the characteristics, we get
d
ds
u(x+ sσ⊥(x)) = Du(x+ sσ⊥(x)) · σ(x+ sσ⊥(x)) = 0,
since, thanks to the flow rule, Du = σ(1 + |p|) is colinear with σ. Unfortunately, this argument
cannot be made rigorous for want of a general chain rule formula for the composition of a BV
function with a (locally) Lipschitz function.
We will first show that such a property actually holds locally, i.e., for small values of s. Using
a well-suited covering we then establish the global result in Ωp, resulting in the
Theorem 5.7. Assume that hypothesis (H) holds. There exists an H1-negligible set Z ⊂ Ωp with
L2 ((⋃z∈Z Lz) ∩ Ωp) = 0 such that u is constant on Lx ∩ Ωp for all x ∈ Ωp \ (⋃z∈Z Lz).
The rest of the section is devoted to the proof of Theorem 5.7. Let ω be a convex open set
such that ω ⊂ Ωp. Let x0 ∈ ω and R > 0 small enough so that B2R(x0) ⊂ Ωp. Let us define the
mapping Φx0 : [−R,R]× R→ R2 by
Φx0(t, s) := x0 + tσ(x0) + sσ
⊥(x0 + tσ(x0)) for all (t, s) ∈ [−R,R]× R.
Clearly, Φx0 is locally Lipschitz in [−R,R]× R as composition of locally Lipschitz mappings.
Proposition 5.8. There exists 0 < r < R and an open neighborhood Ux0 of x0 such that the
function Φx0 is bi-Lipschitz from Qr := (−r, r)2 onto Ux0 .
Proof. Since σ is locally Lipschitz in Ωp and B2R(x0) ⊂ Ωp, it follows that t ∈ [−R,R] 7→
σ⊥(x0 + tσ(x0)) is Lipschitz. As a consequence of Rademacher’s Theorem, it is differentiable
almost everywhere and there exists M > 0 such that∣∣∣∣ ddtσ⊥(x0 + tσ(x0))
∣∣∣∣ ≤M for a.e. t ∈ [−R,R]. (5.9)
Hence, Φx0 is Lipschitz in QR as composition of Lipschitz functions.
Further, Φx0 is injective on QR. Indeed, if (t, s) 6= (t′, s′) ∈ QR are such that Φx0(t, s) =
Φx0(t
′, s′), then
z := x0 + tσ(x0) + sσ
⊥(x0 + tσ(x0)) = x0 + t
′σ(x0) + s
′σ⊥(x0 + t
′σ(x0)).
Clearly t 6= t′ and thus x0+tσ(x0) 6= x0+t′σ(x0). The point z would then belong to both Lx0+tσ(x0)
and Lx0+t′σ(x0) so that, by Proposition 5.4, we would have Lx0+tσ(x0) = Lx0+t′σ(x0) = x0+Rσ(x0),
hence, by Proposition 5.3, σ(x0 + tσ(x0)) = σ(x0 + t
′σ(x0)). But then σ(x0) and σ
⊥(x0 + tσ(x0))
are colinear, and, because they are both unit vectors,
σ⊥(x0 + tσ(x0)) = ±σ(x0). (5.10)
Consequently, we would have x0 = x0 + tσ(x0) ∓ tσ⊥(x0 + tσ(x0)), and the characteristic line
Lx0+tσ(x0) would intersect Lx0 at the point x0 which is impossible, owing again to Proposition 5.4,
unless σ(x0) = ±σ(x0 + tσ(x0)). But this last relation contradicts (5.10). The injectivity of Φx0
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in QR is established, and, as a consequence of Brouwer’s Invariance Domain Theorem (see [22,
Theorem 3.30]), Φx0 is a homeomorphism from the open square QR onto its range which is open.
We now compute the Jacobian determinant of Φx0 . For a.e. (t, s) ∈ QR, we have
det∇Φx0(t, s) = σ(x0) · σ(x0 + tσ(x0))− sσ⊥(x0 + tσ(x0)) ·
d
dt
σ(x0 + tσ(x0))
:= a(t) + sb(t), (5.11)
where, for a.e. t ∈ (−R,R), we set
a(t) := σ(x0) · σ(x0 + tσ(x0)), b(t) = −σ⊥(x0 + tσ(x0)) · d
dt
σ(x0 + tσ(x0)).
Since σ is Lipschitz in B2R(x0), there exists K > 0 such that
|σ(x0 + tσ(x0))− σ(x0)| ≤ K|t| for all t ∈ [−R,R]. (5.12)
Thus, by (5.9) and (5.12), for a.e. t ∈ (−R,R),
a(t) ≥ 1−K|t|, |b(t)| ≤M, (5.13)
and we can bound from below the right hand-side of (5.11) by
det∇Φx0(t, s) ≥ 1−K|t| −M |s|.
Let r > 0 be small enough so that 1− (K +M)r > 12 , then we get that
det∇Φx0(t, s) > 1/2 for a.e. (t, s) ∈ Qr. (5.14)
Denoting by Ux0 := Φx0(Qr), we have so far established that Φx0 : Qr → Ux0 is a Lipschitz
homeomorphism. With the help of (5.14), we now show that Φ−1x0 is Lipschitz in Ux0 . To that end,
we prove in a manner similar to that in [22, Theorem 6.1] that Φ−1x0 ∈ W 1,∞(Ux0 ;R2). Since we
already know that Φ−1x0 is continuous in Ux0 , it enough to prove that Φ
−1
x0 has a weak gradient in
L∞(Ux0 ;M
2×2).
Let ϕ ∈ C∞c (Ux0 ;R2) be an arbitrary test function. Using the area formula with the one-to-one
Lipschitz function Φx0 , together with the chain rule formula ∇(ϕ ◦ Φx0) = (∇Φx0)T∇ϕ ◦ Φx0 , we
get that for i = 1, 2,
ˆ
Ux0
Φ−1x0 (x) ∂iϕ(x) dx =
ˆ
Qr
Φ−1x0 (Φx0(t, s)) ∂iϕ(Φx0(t, s)) det∇Φx0(t, s) dt ds
=
ˆ
Qr
[
cof(∇Φx0(t, s))∇(ϕ ◦ Φx0)(t, s)
]
i
(
t
s
)
dt ds.
Let (Φn)n∈N be an approximating sequence in C∞(Qr;R2) such that Φn → Φx0 uniformly in Qr
and also in W 1,p(Qr;R
2) for all p <∞, then
ˆ
Ux0
Φ−1x0 (x) ∂iϕ(x) dx = limn→+∞
ˆ
Qr
[
cof(∇Φn(t, s))∇(ϕ ◦ Φn)(t, s)
]
i
(
t
s
)
dt ds.
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Integrating by parts, using that div
(
cof(∇Φn)
)
= 0, as well as the area formula with the function
Φx0 once more, we getˆ
Ux0
Φ−1x0 (x) ∂iϕ(x) dx = − limn→+∞
ˆ
Qr
(
cof(∇Φn)
)(i)
(ϕ ◦ Φn) dt ds
= −
ˆ
Qr
(
cof(∇Φx0)
)(i)
(ϕ ◦ Φx0) dt ds
= −
ˆ
Ux0
(
cof(∇Φx0(Φ−1x0 ))
)(i)
det∇Φx0(Φ−1x0 )
ϕdx,
where A(i) stands for the i-th row of the matrix A ∈ M2×2. By definition of the weak gradient,
(5.14) and since Φx0 is Lipschitz in Qr, we infer that
∇Φ−1x0 =
(
cof(∇Φx0(Φ−1x0 ))
)T
det∇Φx0(Φ−1x0 )
∈ L∞(Ux0 ;M2×2),
which completes the proof of the Proposition. 
The mapping Φx0 provides a convenient change of variables thanks to which we now deduce
that the displacement is locally constant along characteristics.
Proposition 5.9. The function (t, s) ∈ Qr 7→ u ◦ Φx0(t, s) ∈ BV (Qr) only depends on t.
Proof. Let (un)n∈N be a sequence in C∞(Ω)∩W 1,1(Ω) be such that un → u in L1(Ω) and Dun ⇀
Du weakly* in M(Ω;R2). Let us define the functions
v = u ◦ Φx0 , vn = un ◦ Φx0 .
Note that vn ∈ W 1,∞(Qr). Because, up to a subsequence, un → u a.e. in Ω and because Φ−1x0 ,
being Lipschitz, maps sets of zero Lebesgue measure into sets of zero Lebesgue measure, vn → v
a.e. in Qr. The area formula (applied to the function Φx0) together with (5.14) implies that,ˆ
Qr
|vn − v| dt ds =
ˆ
Ux0
|un − u|
det∇Φx0(Φ−1x0 )
dx ≤ 2
ˆ
Ux0
|un − u| dx→ 0.
Hence vn → v in L1(Qr). Since Φx0 ∈ W 1,∞(Qr;R2) and ∇vn = (∇Φx0)T∇un ◦ Φx0 , the same
change of variable argument yields in turn
ˆ
Qr
|∇vn| dt ds ≤ ‖∇Φx0‖L∞(Qr)
ˆ
Qr
|∇un(Φx0)| dt ds ≤ 2‖∇Φx0‖L∞(Qr)
ˆ
Ux0
|∇un| dx ≤ C
for some constant C > 0 independent of n. Hence ∇vnL2 ⇀ Dv weakly* in M(Qr;R2) and
v ∈ BV (Qr).
Because Φx0 is Lipschitz in Qr, the function (t, s) ∈ Qr 7→ g(t, s) := det∇Φx0(t, s) = a(t)+sb(t)
defined in (5.11) is in L∞(Qr) and it is affine with respect to s for a.e. t ∈ (−r, r). It follows from
an integration by parts that for all ϕ ∈ C∞c (Qr)ˆ
Qr
(∂svn)ϕg dt ds = −
ˆ
Qr
((∂sϕ) vn g + ϕvn ∂sg)dt ds. (5.15)
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On the other hand, using that σ is constant on each characteristic line, i.e., that σ(x0 + tσ(x0)) =
σ(Φx0(t, s)) for all (t, s) ∈ Qr, we get thatˆ
Qr
(∂svn)ϕg dt ds =
ˆ
Qr
∇un(Φx0(t, s)) · σ⊥(x0 + tσ(x0))ϕ(t, s) g(t, s) dt ds
=
ˆ
Qr
∇un(Φx0(t, s)) · σ⊥(Φx0(t, s))ϕ ◦Φ−1x0 (Φx0(t, s)) g(t, s) dt ds
=
ˆ
Ux0
∇un · σ⊥ϕ ◦ Φ−1x0 dx, (5.16)
where we used once more the area formula with the function Φx0 in the last equality. Since Φ
−1
x0 is
continuous, σ is locally Lipschitz and ϕ ∈ Cc(Qr), it follows that the function σ⊥ϕ ◦ Φ−1x0 belongs
to Cc(Ux0). Gathering (5.15), (5.16), and passing to the limit leads to
−
ˆ
Qr
((∂sϕ) v g + ϕv ∂sg)dt ds =
ˆ
Ux0
ϕ ◦ Φ−1x0 σ⊥ · dDu.
Recalling Remark 4.5 together with the additive decomposition, we infer thatDu = σ+p = σ+σ|p|.
Thus, the right hand side of the previous equality vanishes andˆ
Qr
((∂sϕ) v g + ϕv ∂sg)dt ds = 0 for all ϕ ∈ C∞c (Qr). (5.17)
Since v ∈ BV (Qr), it follows from slicing properties of BV -functions (see [2, Theorem 3.107]) that
s 7→ vt(s) = v(t, s) belongs to BV ((−r, r)) for L1-a.e. t ∈ (−r, r), and, using disintegration, that
Dsv = L1t ⊗Dvt in M(Qr), i.e.,ˆ
Qr
ϕdDsv =
ˆ r
−r
(ˆ r
−r
ϕ(t, s) dDvt(s)
)
ds for all ϕ ∈ Cc(Qr).
Since s 7→ g(t, s) is affine, we can thus localize (5.17). For L1-a.e. t ∈ (−r, r),ˆ r
−r
g(t, s)φ(s) dDvt(s) = 0 for all φ ∈ Cc((−r, r)),
which means that
(a(t) + sb(t))Dvt = 0 in M((−r, r)) for L1-a.e. t ∈ (−r, r).
Note that by our choice of r and (5.13) a(t) ≥ 12 for all t ∈ (−r, r). If b(t) = 0, we have
|a(t) + sb(t)| = |a(t)| ≥ 12 for all s ∈ (−r, r). On the other hand, if b(t) 6= 0, we get with (5.13)
that ∣∣∣∣a(t)b(t)
∣∣∣∣ ≥ 12M .
Since our choice of r ensures that r < 1/2M , we conclude that |a(t) + sb(t)| > 0 for s ∈ (−r, r).
We conclude that Dvt = 0 in M((−r, r)) for L1-a.e. t ∈ (−r, r), which proves that Dsv = 0 in
M(Qr). 
We now proceed to the proof of Theorem 5.7.
Proof of Theorem 5.7. Since {Ux}x∈ω is an open covering of the compact set ω, we can extract a
finite sub-covering. We can thus find finitely many points x1, . . . , xN ∈ ω such that
ω ⊂
N⋃
i=1
Uxi .
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Let Qi = (−ri, ri)2 = Φ−1xi (Uxi) be the corresponding open sets with vi := u ◦ Φxi ∈ BV (Qi). By
Proposition 5.9, Dsvi = 0 in M(Qi), which means that the function
(t, s) ∈ Qi 7→ u
(
xi + tσ(xi) + sσ
⊥(xi + tσ(xi))
)
is an s-independent BV (Qi)-function. Using slicing properties of BV functions (see [2, Theorem
3.107]), there exists an L1-negligible set Ni ⊂ (−ri, ri) such that for all t ∈ (−ri, ri) \Ni,
s ∈ (−ri, ri) 7→ u
(
xi + tσ(xi) + sσ
⊥(xi + tσ(xi))
)
(5.18)
is constant. Set Zi := Φxi(Ni × {0}). Since L1(Ni) = 0 and Φxi is Lipschitz in Qr, H1(Zi) = 0.
Further, since Ωp is bounded, there exists T > 0 large enough so that
⋃
z∈Zi
Lz ∩ Ωp ⊂ Φxi(Ni ×
(−T, T )). Using again that L1(Ni) = 0, then L2(Ni× (−T, T )) = 0 and because Φxi is a Lipschitz
function on [−R,R]× [−T, T ], so L2 ((⋃z∈Zi Lz) ∩ Ωp) = 0.
From (5.18), it follows that, for all x ∈ Uxi \
(⋃
z∈Zi
Lz
)
, the function
s ∈ (−ri, ri) 7→ u(x+ sσ⊥(x))
is constant, that is u remains constant along Lx ∩ Uxi . In turn, {Uxi}1≤i≤N is a finite covering
of ω, so that u is constant on Lx ∩ ω for every x ∈ ω \ (
⋃
z∈Zω
Lz) with Zω :=
⋃N
i=1 Zi satisfying
H1(Zω) = 0 and L2
((⋃
z∈Zω
Lz
) ∩ Ωp) = 0. Finally, consider an exhaustion {ωk}k∈N of open sets
with ωk = {y ∈ Ωp : dist(x, ∂Ωp) > 1k} for all k ≥ 1. Set Z :=
⋃
k∈N Zωk which satisfies H1(Z) = 0
and L2 ((⋃z∈Z Lz) ∩ Ωp) = 0. In conclusion, for all x ∈ Ωp\(⋃z∈Z Lz), the function u is constant
on Lx ∩ Ωp. 
6. Geometry of the solutions
In this section, we show that assumption (H) constrains the geometric structure of the plastic
zone Ωp, and of the solutions (σ, u) in that set. In particular, subsets Fz¯ of Ωp which are bounded
by characteristics intersecting at z¯ ∈ ∂Ωp lead to boundary fans where the stress behaves like
a vortex centered at the apex z¯ of the fan, and the displacement is a monotone function of the
angle (see Theorem 6.2). The complementary of those fans is made of either isolated characteristic
lines (see Proposition 6.5), or convex sets C with one or two characteristics on the boundary
(see Theorem 6.12). In any case, if the non characteristic boundary of either Fz¯, or C intersects
the boundary of the domain Ω on a set of positive H1 measure, then the propagation of the
prescribed Dirichlet boundary datum w through the characteristics inside Fz¯ or C provides a
partial uniqueness property of the displacement (see Propositions 6.3 and 6.24). In the case of a
connected component which is not a boundary fan, possible geometries are offered in Subsection
6.3. They consist of exterior fans (Proposition 6.26), constant zones (Proposition 6.28), or smooth
one-parameter families of lines (see Paragraph 6.3.3). We conjecture that those are the only
possibilities.
6.1. Boundary fans. We set
F :=
{
z¯ ∈ ∂Ωp : ∃x, y ∈ Ωp with y 6= x such that Lx ∩ Ly = {z¯}
}
.
It is the set of all points on ∂Ωp belonging to (at least) two distinct characteristic lines. The next
result shows that any such point is the apex of a cone which is the unique intersection point of all
other characteristic lines inside the cone.
Lemma 6.1. Let z¯ ∈ F and x, y ∈ Ωp with y 6= x be such that Lx ∩ Ly = {z¯}. Then for all
z ∈ (z¯ + C(x− z¯, y − z¯)) ∩ Ωp,
Lz ∩ Lx = Lz ∩ Ly = Lx ∩ Ly = {z¯}.
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Proof. Since from hypothesis (H) the set Ωp is assumed to be convex, there exist unique points
x′ ∈ ∂Ωp ∩ Lx and y′ ∈ ∂Ωp ∩ Ly with x′ 6= z¯ and y′ 6= z¯ with the open segments ]z¯, x′[ and ]z¯, y′[
contained in Ωp. Let us consider the (closed) triangle T := (x
′, y′, z¯) ⊂ Ωp.
If z ∈ T˚ , the line Lz passing through z must intersect at least one of the segments [z¯, x′[ or
[z¯, y′[. Without loss of generality, we suppose that [z¯, x′[∩Lz 6= ∅ and let zˆ ∈ [z¯, x′[∩Lz. Let us
assume that zˆ 6= z¯. Since Lz∩Lx = {zˆ}, we get from Proposition 5.4 that zˆ 6∈ Ωp which contradicts
the fact that zˆ ∈ ]z¯, x′[ ⊂ Ωp. Thus zˆ = z¯ and Lz passes through z¯.
If z 6∈ T˚ , take any point w on ]z¯, z[ ∩ T˚ . Then, according to the previous argument Lw
passes through the point z¯, thus [z¯, w] ⊂ Lw and z ∈ Lw. Therefore, Proposition 5.3 ensures that
Lw = Lz, hence Lz passes through z¯ as well. 
For all z¯ ∈ F , we consider the set of all points z in Ωp such that the associated characteristic
line Lz passes through the point z¯, i.e.,
Fz¯ := int{z ∈ Ωp : z¯ ∈ Lz}.
In view of Lemma 6.1, it is a non empty open set of the form Fz¯ := (z¯ + C(x − z¯, y − z¯)) ∩ Ωp,
for some x, y ∈ Ωp, and we call that open subset of Ωp a boundary fan (see Figure 2). Note that
it might be the case that [z¯, x] ⊂ ∂Ωp or [z¯, y] ⊂ ∂Ωp. In addition, if Fz¯ and Fz¯′ are two distinct
boundary fans, for some z¯ and z¯′ ∈ F with z¯ 6= z¯′, then Proposition 5.4 ensures that Fz¯ ∩Fz¯′ = ∅
so that there are at most countably many boundary fans. We define the following open subset of
Ωp
F :=
⋃
z¯∈F
Fz¯.
•x •y
Fz¯
Ωp
z¯
Lx Ly
Figure 2. A boundary fan with apex z¯
We now show a rigidity property of the Cauchy stress σ in F : it is a vortex inside each boundary
fan Fz¯ . The corresponding displacement is constant along all characteristic lines. Note that the
conclusion of Theorem 6.2 below is stronger than that of Theorem 5.7. Here we get a monotone
function of the angle (which parameterizes the characteristics in the case of a fan).
Theorem 6.2. Let z¯ ∈ F . Then there exists α ∈ {−1, 1} such that
σ(x) = α
(x− z¯)⊥
|x− z¯| for all x ∈ Fz¯ ∩Ωp \ {z¯}
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and
u(x) = αh
(
(x− z¯)2
(x− z¯)1
)
for all x ∈ Fz¯,
for some nondecreasing function h : R→ R.
Proof. Assume for simplicity that z¯ = (0, 0). We use the change of variables in polar coordinates
Ψ : (0,+∞) × (−π, π) → R2 \ ((−∞, 0] × {0}) given by Ψ(r, θ) = (r cos θ, r sin θ). We set er =
(cos θ, sin θ), eθ = (− sin θ, cos θ) and σr = (σ ◦Ψ) · er, σθ = (σ ◦Ψ) · eθ so that σ ◦Ψ = σrer+σθeθ.
Since Ωp is convex, so is Fz¯, thus
Fz¯ = {(r cos θ, r sin θ) ∈ R2 : r > 0 and θ0 < θ < θ1} ∩ Ωp,
for some −pi2 ≤ θ0 < θ1 < pi2 . We define F˜ := Ψ−1(Fz¯) = {(r, θ) ∈ R2 : (r cos θ, r sin θ) ∈ Fz¯}.
According to Proposition 5.3, for all z ∈ Fz¯, the vector field σ is constant along all characteristic
lines L (which all pass through the origin), and, further, it is orthogonal to the direction of L.
Therefore, for all (r, θ) ∈ F˜ ,
σ(r cos θ, r sin θ) = f(θ)eθ, σθ = f, σr = 0
where f : (θ0, θ1) → R is locally Lipschitz continuous. Using that |σ| = 1 together with the
expression of the divergence in polar coordinates, we infer that (div σ)◦Ψ = 1rDr(rσr)+ 1rDθσθ = 0
in F˜ , and thus
|f | = 1 in (θ0, θ1) and f ′ = 0 a.e. in (θ0, θ1),
i.e., f ≡ 1 or f ≡ −1. Therefore, σ ◦ Ψ = αeθ, with α = 1 or −1. Coming back to cartesian
coordinates leads to the desired expression for σ in Fz¯, hence to Fz¯ ∩ Ωp \ {z¯} by continuity.
Thanks to the additive decomposition Du = σ + p in (3.2), and according to Remark 4.5,
Du = σ + p = σ(1 + |p|) in M(Ωp). (6.1)
To simplify notation, we set µ := L2 + |p|. Applying the curl to the previous equality and the fact
that σ ∈ C∞(Fz¯;M2×2sym) yields, in our notation,
0 = curl(σµ) = −σ⊥ ·Dµ+ µ curlσ in D′(Ωp). (6.2)
Since, for all x ∈ Fz¯ \ {z¯}, σ(x) = α x⊥|x| , σ⊥(x) = −α x|x| and curlσ(x) = α|x| , then
x
|x| ·Dµ+
1
|x|µ = 0 in D
′(Fz¯). (6.3)
Let µ˜ = Ψ−1#µ ∈M(F˜ ) be the push-forward of µ by Ψ−1. Then (6.3) is easily seen to imply that
Drµ˜ = 0 in D′(F˜ ) upon testing Drµ˜ by smooth functions of the form ϕ ◦ Ψ =: ϕ˜ ∈ C∞c (F˜ ). This
implies the existence of an orthoradial nonnegative measure η ∈ M((θ1, θ2)) such that µ˜ = L1r ⊗ η,
i.e., for all ϕ ∈ C∞c (Fz¯), ˆ
Fz¯
ϕdµ =
ˆ
F˜
ϕ˜ dµ˜ =
ˆ
F˜
ϕ˜(r, θ) dr dη(θ),
where, once again, ϕ ◦Ψ = ϕ˜. As a consequence, since Du = σµ = α x⊥|x| µ, we deduce thatˆ
Fz¯
ϕdDu = α
ˆ
F˜
ϕ˜(r, θ)eθ dr dη(θ). (6.4)
28 J.-F. BABADJIAN AND G. A. FRANCFORT
But, ˆ
Fz¯
ϕdDu = −
ˆ
Fz¯
u∇ϕdx
= −
ˆ
F˜
u(r cos θ, r sin θ)∇ϕ(r cos θ, r sin θ) r dr dθ
= −
ˆ
F˜
u˜
[
Drϕ˜ er +
1
r
Dθϕ˜ eθ
]
r dr dθ, (6.5)
where we set u˜ := u◦Ψ. Since F˜ does not contain the exceptional line (−∞, 0]×{0}, it follows that
Ψ defines a C∞-diffeomorphism between F˜ and Fz¯ so that u˜ ∈ BV (F˜ ). Thus, since ∂θeθ = −er,
(6.5) reads asˆ
Fz¯
ϕdDu = 〈(Dr(ru˜)− u˜)er + (Dθu˜)eθ, ϕ˜〉 = 〈(Dru˜)er + (Dθu˜)eθ, ϕ˜〉, (6.6)
and gathering (6.4) and (6.6) yields
Dru˜ = 0, Dθu˜ = αL1r ⊗ η in D′(F˜ ).
By the first equation, there exists an orthoradial function h˜ ∈ BV ((θ0, θ1)) such that u˜(r, θ) =
αh˜(θ) for a.e. (r, θ) ∈ F˜ . The second equation leads to Dh˜ = η ≥ 0 which implies that h˜ is
nondecreasing. Using that θ = arctan
(
(x−z¯)2
(x−z¯)1
)
and setting h = h˜ ◦ arctan, the result then follows
coming back to cartesian coordinates. 
In the following result, we prove a partial uniqueness result for a fan for which a portion of its
“top” boundary coincides with that of Ω, which of course may not happen.
Proposition 6.3. Extend u by w outside Ω. Let Fz¯ be a fan centered at z¯ ∈ F , and Cz¯ :=
z¯ + C(x − z¯, y − z¯), for some x, y ∈ Ωp, be the maximal open cone with vertex z¯ such that
Fz¯ = Cz¯ ∩ Ωp. Then, u+ = u− H1-a.e. on ∂Fz¯ ∩ Cz¯ and, in particular, u = w H1-a.e. on
∂Fz¯ ∩ Cz¯ ∩ ∂Ω.
Proof. Since ∂Fz¯ ∩ Cz¯ = ∂Ωp ∩ Cz¯ , the set ∂Fz¯ ∩ Cz¯ is open in the relative topology of ∂Fz¯ and
Lipschitz. According to Remark 3.1, σ · ν = ±1 H1-a.e. on ∂Fz¯ ∩ Cz¯ ∩ Ju. Using the explicit
expression of σ on Fz¯ \ {z¯} given by Theorem 6.2, we deduce that σ · ν coincides H1-a.e. with the
usual scalar product of σ and ν on ∂Fz¯ ∩Cz¯ . Therefore, ν = ±σ H1-a.e. on ∂Fz¯ ∩ Cz¯ ∩ Ju.
Assume thatH1(∂Fz¯∩Cz¯∩Ju) > 0, sinceH1 almost every point of ∂Fz¯∩Cz¯ is a differentiability
point of the boundary, we can find some x0 ∈ ∂Fz¯ ∩ Cz¯ ∩ Ju such that, up to a change of sign,
ν(x0) = σ(x0). Let us consider the characteristic line Lx0 = x0 + σ
⊥(x0)R ⊂ Cz¯ which passes
through the point z¯ (because x0 ∈ Fz¯), and let H be the closed half plane such that ∂H = Lx0
which does not contain σ(x0) (so that σ(x0) is the outer unit normal to H). Since σ(x0) is also
the unit outer normal to Ωp at x0, it results from the convexity of Ωp that Ωp ⊂ H . Note that
since x0 ∈ Cz¯ which is open, then the point x0 does not belong to the boundary of the cone Cz¯.
Hence C′z¯ := H ∩ Cz¯ is a cone with vertex z¯ strictly contained in Cz¯ which satisfies
Fz¯ = C
′
z¯ ∩Ωp,
which implies that either x or y does not belong to Ωp, a contradiction. This argument proves that
H1(∂Fz¯ ∩ Cz¯ ∩ Ju) = 0 and thus, that u+ = u− H1-a.e. on ∂Fz¯ ∩ Cz¯.
Finally, using the boundary condition, we get that u = w H1-a.e. on ∂Fz¯ ∩ Cz¯ ∩ ∂Ω. 
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6.2. Outside the fans. The complementary set to the boundary fans, i.e.,
C := Ωp \F
is a closed set in the relative topology of Ωp.
6.2.1. Topological structure of the complementary of the fans. We first establish topological prop-
erties of the connected components of C , which are closed in the relative topology of Ωp.
Lemma 6.4. Let C be a connected component of C . Then C is convex and for all x ∈ C,
Lx ∩ Ωp ⊂ C.
Proof. The proof is divided into three steps.
Step 1. We show that, for all x ∈ C , Lx ∩ Ωp ⊂ C .
Let x ∈ C , and consider the characteristic line Lx passing through x. Assume by contradiction
that there exists y ∈ Lx ∩Ωp such that y 6∈ C . Then Lx = Ly according to Remark 5.6 and, since
y /∈ C , there exists z¯ ∈ F such that y ∈ Fz¯. Thus x ∈ Lx∩Ωp = Ly∩Ωp ⊂ Fz¯ which is impossible.
Step 2. We show that, for all x ∈ C, Lx ∩ Ωp ⊂ C.
Consider the characteristic line Lx passing through x. We already know from the previous step
that Lx ∩ Ωp ⊂ C . We assume by contradiction that there exists y ∈ Lx ∩ Ωp such that y 6∈ C.
Let Cy be the connected component of C which contains y. We distinguish two cases:
• If the segment [x, y] ⊂ C , then the closed set C′ = C ∪ [x, y] ∪ Cy is connected (because
[x, y] ∩C 6= ∅ and [x, y] ∩ Cy 6= ∅), C′ ⊂ C and x, y ∈ C′. Then C′ is a connected subset
of C which strictly contains C, a contradiction.
• If there is z ∈ [x, y] such that z 6∈ C , then we can find z¯ ∈ F such that z ∈ Fz¯ , which
implies, by definition of a fan, that the line Lx = Lz must pass through the vertex z¯ of
the fan Fz¯ and Lx ∩ Ωp ⊂ Fz¯. In particular the point x belongs to Fz¯ which is again
impossible since x ∈ C .
Step 3. We show that C is convex.
Let x and y ∈ C, and let us consider a point z ∈ [x, y]. Note that since Ωp is convex, then
z ∈ Ωp and it makes sense to consider its associated characteristic line Lz. If, for all z′ ∈ Lz ∩Ωp,
z′ 6∈ C, it would then imply that C ⊂ H+∪H−, where H± are both open half planes separated by
the line Lz. Since both x and y belong to C, the segment [x, y] is not contained in Lz. Then, up
to a permutation, x ∈ H− and y ∈ H+, so that C ∩H− 6= ∅ and C ∩H+ 6= ∅. This last property
contradicts the connectedness of C. Therefore, there exists z′ ∈ Lz ∩ Ωp such that z′ ∈ C, and,
by Step 2, we have Lz ∩ Ωp = Lz′ ∩ Ωp ⊂ C which implies that z ∈ C. The proof of the lemma is
complete. 
The following result shows that connected components of C with empty interior are actually
characteristic lines.
Proposition 6.5. Let C be a connected component of C be such that C˚ = ∅, then C = Lx ∩ Ωp
for some x ∈ C.
Proof. Since C 6= ∅ there exists x ∈ C and, by Lemma 6.4, Lx ∩ Ωp ⊂ C. By convexity of Ωp,
the line Lx must intersects ∂Ωp at two distinct points denoted by x
′ and x′′, and thus, ]x′, x′′[ =
Lx ∩Ωp ⊂ C. Assume by contradiction that there is y ∈ C \ (Lx ∩Ωp). The same argument shows
that Ly ∩ Ωp = ]y′, y′′[⊂ C. Since C is closed in Ωp and convex, and since x′, x′′, y′ and y′′ ∈ C
then C contains the closed and convex hull of {x′, x′′, y′, y′′} denoted by conv{x′, x′′, y′, y′′}. Thus
C˚ ⊃ int conv{x′, x′′, y′, y′′} 6= ∅ which is against the hypothesis, and finally C = Lx ∩ Ωp. 
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Remark 6.6. Note that there might be uncountably many such characteristic lines corresponding
to connected components of C with empty interior. ¶
We next focus on the (countably many) connected components C of C with non empty interior.
Since σ is constant on each characteristic line inside C, we can naturally extend σ to the part of
boundary of C which is reached by a characteristic coming from the interior of C, i.e., ∂C ∩⋃
z∈C Lz. Specifically, we set
σ(x) = σ(z), Lx := Lz if x ∈ ∂C ∩ Lz,
in such a way that σ is constant on each Lz ∩C. The value of σ at x is unambiguous because there
cannot be more than one characteristic line Lz coming from the interior of C and passing through
x, lest x be the apex of a boundary fan contained in C.
6.2.2. Characteristic boundary points. We introduce the set of characteristic boundary points which
are the points in ∂C not crossed by a characteristic line coming from the interior of C.
Definition 6.7. Let C be a connected component of C be such that C˚ 6= ∅. We say that x ∈
∂C ∩ ∂Ωp is a characteristic boundary point of C if x 6∈ Lz for all z ∈ C. We denote by ∂cC the
set of all characteristic boundary points.
The following result formalizes the idea that the set ∂cC of all characteristic boundary points
of C is made of points where the stress is normal to ∂C, or, equivalently, where the characteristics
are tangential to ∂C. Note that σ ∈ H1loc(Ω;R2)∩L∞(Ω;R2) so that σ is well defined on Ω∩ ∂Ωp
as an element of L∞(Ω∩∂Ωp;R2) (see Remark 4.4). On the other hand, strictly speaking, σ might
not be defined on ∂Ω ∩ ∂Ωp. However, since σ ∈ H(div,Ω) ∩ L∞(Ω;R2), the normal trace σ · ν is
well defined as an element of H−1/2(∂Ω;R2) ∩ L∞(∂Ω;R2).
Proposition 6.8. Let C be a connected component of C be such that C˚ 6= ∅ and x ∈ ∂C ∩ ∂Ωp.
(i) If x ∈ ∂cC is an accumulation point of (∂C ∩ ∂Ωp) \ ∂cC, denoting by Σ(x) the set of all
limits of sequences (σ(xn))n∈N where (xn)n∈N ⊂ ∂C∩∂Ωp \∂cC is such that xn → x, then
Σ(x) ⊂ NC(x) ∪ (−NC(x)).
(ii) Assume that the relative interior (∂C ∩ ∂Ωp)◦ of ∂C ∩ ∂Ωp is not empty and take x in
that set. If x is not an accumulation point of (∂C ∩ ∂Ωp) \ ∂cC, then x ∈ ∂cC and there
exists a maximal open set Ux containing x such that Sx := (∂C ∩ ∂Ωp) ∩ Ux is an open
line segment with Sx ⊂ ∂cC. In addition σ · ν = 1 or σ · ν = −1 H1-a.e. on Sx.
Proof. Step 1. We first assume that x ∈ ∂cC is an accumulation point of (∂C ∩ ∂Ωp) \ ∂cC and
consider ξ ∈ Σ(x). It means that there exists a sequence (xn)n∈N in (∂C ∩ ∂Ωp) \ ∂cC such that
xn → x and σ(xn) → ξ. By convexity of C, for each n ∈ N, there exists another point yn 6= xn
in ∂C ∩ Lxn . Up to a subsequence, we can assume that yn → y ∈ ∂C. Let us distinguish two
possibilities:
Case I. Assume first that x 6= y and that there exists δ > 0 such that for each n ∈ N,
max
z∈[xn,yn]
dist(z, ∂C ∩ ∂Ωp) ≥ δ > 0.
Therefore, there is zn ∈ [xn, yn] such that dist(zn, ∂C ∩ ∂Ωp) ≥ δ and, by compactness, up to a
further subsequence, we can assume that zn → z for some z ∈ C with dist(z, ∂C∩∂Ωp) ≥ δ. Since
σ is constant along Lxn , we can write
xn = zn + θnσ
⊥(zn) (6.7)
for some θn ∈ R. Using that |σ(zn)| = 1, up to a further subsequence, we can also assume
that θn → θ so that, passing to the limit in (6.7) and using the continuity of σ in Ωp yields
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x = z + θσ⊥(z) ∈ Lz, which is against that x ∈ ∂cC. It shows that this first possibility never
occurs.
Case II. We next suppose that x 6= y and that, for a subsequence
max
z∈[xn,yn]
dist(z, ∂C ∩ ∂Ωp)→ 0.
Since xn → x and yn → y, then [xn, yn] → [x, y] in the sense of Hausdorff. Therefore, for all
z ∈ [x, y], there is zn ∈ [xn, yn] such that zn → z. In particular, dist(zn, ∂C ∩ ∂Ωp) → 0 which
leads to z ∈ ∂C ∩ ∂Ωp. This implies that [x, y] ⊂ ∂C ∩ ∂Ωp. Since σ(xn) is orthogonal to [xn, yn]
for each n ∈ N, we deduce that ξ is orthogonal to [x, y], hence ξ belongs to NC(x) ∪ (−NC(x)).
Case III. We finally assume that x = y. Because of the convexity of C, its boundary ∂C is
Lipschitz continuous and thus, there exist r > 0 and a L-Lipschitz function f : R → R such that,
in a suitable coordinate system,{
C ∩Br(x) = {(s1, s2) ∈ Br(x) : s2 < f(s1)},
∂C ∩Br(x) = {(s1, s2) ∈ Br(x) : s2 = f(s1)}.
Since limn xn = limn yn = x, we can assume that n is large enough so that xn and yn ∈ Br(x),
hence xn = (sn, f(sn)) and yn = (tn, f(tn)). Let Hn be a half plane such that ∂Hn = Lxn and Hn
does not contain the portion of ∂C in between xn and yn. Let us denote by ξn be the unit exterior
normal to Hn and let us fix y ∈ C (see Figure 3). Clearly, if y ∈ C ∩Hn, then ξn · (y − xn) ≤ 0.
•
x
•
xn
•
yn
Lxn
Hn
•
y′n
•
y
C
Br(x)
ξn
Figure 3. The case where x ∈ ∂C∩∂Ωp is an accumulation point of (∂C∩∂Ωp)\∂
c
C,
and x = limn xn = limn yn where xn 6∈ ∂
c
C and xn 6= yn ∈ Lxn ∩ ∂C
On the other hand, if y ∈ C \Hn we consider the point y′n ∈ ∂C ∩ (xn + R∗+(y − xn)) which can
be written as y′n = (t
′
n, f(t
′
n)). Then, using the convexity of C, we get that
ξn · (y − xn) ≤ ξn · (y′n − xn) ≤ |y′n − xn| = |(t′n, f(t′n))− (sn, f(sn))|
≤
√
1 + L2|t′n − sn| ≤
√
1 + L2|xn − yn| → 0.
Thus, for all y ∈ C, we have ξn · (y − xn) ≤
√
1 + L2|xn − yn|. Denoting by ξ˜ any accumulation
point of the sequence (ξn)n∈N, we infer that
ξ˜ · (y − x) ≤ 0 for all y ∈ C,
which means that ξ˜ ∈ NC(x). Since σ(xn) = ±ξn, the previous argument shows that ξ = ±ξ˜ and
thus that Σ(x) ⊂ NC(x) ∪ (−NC(x)).
Step 2. If x is not an accumulation point of (∂C ∩ ∂Ωp) \ ∂cC, for R > 0 small enough,
BR(x)∩(∂C∩∂Ωp)\{x} ⊂ ∂cC. By convexity ofC and Ωp and since x ∈ (∂C∩∂Ωp)◦, R can also be
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chosen such that there exist two distinct points x′ and x′′ such that (∂C∩∂Ωp)∩∂BR(x) = {x′, x′′}.
Let CR be the convex set delimited by the segment [x
′, x′′] and BR(x) ∩ (∂C ∩ ∂Ωp) (see Figure
4). If BR(x) ∩ (∂C ∩ ∂Ωp) 6= [x′, x′′], then CR has nonempty interior and, for every y ∈ C˚R, the
characteristic line Ly passing through y must intersect BR(x) ∩ (∂C ∩ ∂Ωp). Since, except for the
point x, this set is contained in ∂cC, the only possible intersection point is x. But then x would
be the apex of a boundary fan contained in C, which is impossible.
As a consequence, we must have that BR(x) ∩ (∂C ∩ ∂Ωp) = [x′, x′′] is a closed line segment.
Note that x ∈ [x′, x′′] must belong to ∂cC. Indeed, if not let Lz be a characteristic line such that
x ∈ Lz for some z ∈ C. Let us consider a triangle T with apexes x, a ∈ Lz and b ∈]x, x′[ in such
a way that T ⊂ C˚ (see Figure 5). Then for any y ∈ T˚ , the associated characteristic line Ly must
pass through the point x (because ]x, a[⊂ Lz and ]x, b[⊂]x, x′[⊂ ∂cC). Then x would be the apex
of a boundary fan contained in C which is impossible (see Figure 5). We have thus established
that the full segment [x′, x′′] is contained in ∂cC. The maximal open set Ux is obtained by taking
the union of all open balls BR(x) such that BR(x) ∩ (∂cC ∩ ∂Ωp) is a segment.
•
x
•
x′
•
x′′
C
CR
BR(x)
Figure 4. The case where C˚R 6=∅
leading to a contradiction
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•
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•
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•
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T
Figure 5. The case where C˚R =
∅, hence [x′, x′′] ⊂ ∂C ∩ ∂Ωp
In order to show that σ ·ν = 1 or σ ·ν = −1 H1-a.e. on Sx, we assume without loss of generality
that Sx = {0} × (−1, 1) and that ν = e1 in such a way that C ⊂ R− × R. Since Sx ⊂ ∂cC,
then no characteristic line from a point in C intersects Sx. Thus, if δ ∈ (0, 1/2), t ∈ (0, 1) and
y ∈ (−1 + δ, 1− δ), then (−tε, y) ∈ C for ε > 0 small enough, and the characteristic line L(−tε,y)
passing through the point (−tε, y) intersects the vertical line {0}×R at a point (0, yε0) with |yε0| ≥ 1,
or else σ⊥(−tε, y) = ±e2. Since (−tε, y) and (0, yε0) ∈ L(−tε,y) = (−tε, y) + Rσ⊥(−tε, y), then
σ⊥(−tε, y) = ±1√
t2ε2 + (yε0 − y)2
(
tε
yε0 − y
)
or ± e2 → ±e2
as ε→ 0.
Assume that there exist y 6= z ∈ (−1+δ, 1−δ) such that σ⊥(−tε, y)→ e2 and σ⊥(−tε, z)→ −e2
as ε→ 0. Then, denoting by (0, y0) (resp. (0, z0)) the intersection point of L(−tε,y) (resp. L(−tε,z))
with the vertical line {0} × R, it means that y0 ≥ 1 and z0 ≤ −1. We thus get that both
characteristic lines L(−tε,y) and L(−tε,z) intersect at a point x = (x1, x2) with −1+ δ ≤ x2 ≤ 1− δ
and − tεδ ≤ x1 ≤ 0 (see Figure 6).
Thus, for ε > 0 small enough we infer that x ∈ C which is impossible according to Proposition
5.4. As a consequence,
σ((0, y)− εte1) · e1 → 1 or σ((0, y)− εte1) · e1 → −1 (6.8)
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for all (t, y) ∈ (0, 1)× (−1 + δ, 1 − δ). So there are only three possibilities: σ(−tε, y) = e1 for all
(t, y) ∈ (0, 1) × (−1 + δ, 1 − δ); σ(−tε, y) = −e1 for all (t, y) ∈ (0, 1) × (−1 + δ, 1 − δ); or (6.8).
Thus in any case, according to the dominated convergence theorem,
lim
ε→0
ˆ 1
0
ˆ 1−δ
−1+δ
|σ((0, y)− εte1) · e1 − 1| dy dt = 0
or lim
ε→0
ˆ 1
0
ˆ 1−δ
−1+δ
|σ((0, y)− εte1) · e1 + 1| dy dt = 0. (6.9)
On the other hand, using (2.1), we have for all ϕ ∈ C∞c ((−1, 1)),ˆ 1
0
ˆ 1
−1
[σ((0, y)− εte1) · e1 − (σ · ν)(0, y)]ϕ(y) dy → 0. (6.10)
Gathering (6.9) and (6.10) yields σ · ν = 1 or σ · ν = −1 H1-a.e. in Sx. 
Remark 6.9. Assume that the relative interior (∂C ∩ ∂Ωp)◦ is not empty and take x in the
relative boundary ∂ [(∂C ∩ ∂Ωp)o] of that set. Then, in the setting of Step 2 in the above proof the
segment Sx can be replaced by a segment with x as end point (and not one centered at x) under
the only condition that x not be a “one sided accumulation point” of (∂C ∩ ∂Ωp) \ ∂cC, that is
that 6 ∃xn ∈ (∂C ∩ ∂Ωp) \ ∂cC such that xn → x. To see that, it is enough to introduce a small
ball BR such that ∂BR ∩ (∂C ∩ ∂Ωp) = {x, x′} with x′ ∈ ∂cC and to take CR in that step to be
the convex set enclosed by [x, x′] and BR ∩ (∂C ∩ ∂Ωp). The rest of the proof is identical. ¶
6.2.3. Topological structure of the boundary of the connected components. We now establish a result
concerning the topological structure of ∂C which can be split as the disjoint union of characteristic
lines and continuous curves.
Proposition 6.10. Let C be a connected component of C be such that C˚ 6= ∅ and C 6= Ωp. Then,
∂C ∩ Ωp 6= ∅ and there exist an (at most) countable set J ⊂ N and, for all j ∈ J , distinct points
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xˆj ∈ Ωp such that
∂C ∩Ωp =
⋃
j∈J
(Lxˆj ∩ Ωp).
Moreover ∂C ∩ ∂Ωp 6= ∅ and there exist a (possibly uncountable) set I and, pairwise disjoint
continuous curves {Γi}i∈I such that
∂C ∩ ∂Ωp =
⋃
i∈I
Γi,
for some Lipschitz continuous mappings γi : [0, 1]→ R2 with Γi = γi([0, 1]).
Proof. Note that ∂C ∩ Ωp 6= ∅ otherwise Ωp = C. If x ∈ ∂C ∩ Ωp, then there exists r > 0 such
that Br(x) ⊂ Ωp. Moreover, since C is closed in Ωp, then x ∈ C, hence Lx ∩ Ωp ⊂ C by Lemma
6.4. If Lx ∩ C˚ 6= ∅ then, by convexity of C, Lx is not contained in the tangential cone to ∂C at
x and thus Lx ∩ Br(x) \ C 6= ∅, which is impossible according to Lemma 6.4. Thus Lx ∩ C˚ = ∅
and Lx ∩ Ωp ⊂ ∂C. Since C is bounded and convex, its boundary is Lipschitz continuous (see
Propositions 2.4.4 and 2.4.7 in [28]) and H1(∂C) < +∞. Using that Lx ∩ Ωp is a nonempty open
segment, H1(Lx ∩ Ωp) > 0 and thus, there are at most countably many such characteristic lines.
Therefore,
∂C ∩Ωp =
⋃
j∈J
(Lxˆj ∩ Ωp),
for some nonempty (at most) countable set J ⊂ N and some distinct points xˆj ∈ Ωp, for all j ∈ J .
Note that by convexity, for all j ∈ J , the set C is contained in one of the half planes delimited by
Lxˆj for each j ∈ J .
Remark that ∂C∩∂Ωp 6= ∅ because, since there exists x ∈ C 6= ∅, Lx∩Ωp ⊂ C and Lx intersects
∂Ωp at points which belong to ∂C. Consider the connected components {Γi}i∈I of ∂C ∩ ∂Ωp.
Note that for all i ∈ I, Γi is a closed, connected set with finite H1 measure, therefore, according
to [16, Proposition C-30.1], we infer that Γi is arcwise connected and that there exists a Lipschitz
continuous mapping γi : [0, 1]→ R2 such that Γi = γi([0, 1]) (with possibly γi(0) = γi(1)). 
The previous result motivates the following definition.
Definition 6.11. Let C be a connected component of C be such that C˚ 6= ∅ and C 6= Ωp. The
set ∂C ∩ ∂Ωp is called the exterior boundary of C and the set ∂C ∩ ∂Ωp \ ∂cC is called the non-
characteristic exterior boundary of C.
The next result shows that the topological structure of C is severely constrained. In fact, its
boundary ∂C contains at most two characteristic lines and ∂C ∩ ∂Ωp has at most two connected
components (see Figures 7 and 8 for illustration).
Theorem 6.12. Let C be a connected component of C be such that C˚ 6= ∅ and C 6= Ωp. Then
∂C ∩ ∂Ωp has at most two connected components and
i) if ∂C ∩ ∂Ωp has exactly two connected components, then ∂cC = ∅ and all characteristic
lines that intersect ∂C must intersect both connected components.
ii) if ∂C ∩ ∂Ωp is connected, then ∂cC is either a point or a closed line segment contained in
∂C∩∂Ωp, ∂C∩∂Ωp \ ∂cC has two connected components, and all characteristic lines that
intersect ∂C must intersect both connected components.
Remark 6.13. If C = Ωp, arguments similar to those used in the proof of Theorem 6.12 would
show that:
– ∂cΩp has two connected components which are both either a point or a closed line segment;
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Figure 7. The case #(I) = 2
C Ωp
•∂cC ∋ x
Figure 8. The case #(I) = 1
– ∂Ωp \ ∂cΩp has two connected components, and all characteristic lines that intersect ∂Ωp
must intersect both connected components. ¶
The proof of Theorem 6.12 relies on several technical results. We first show that there can be
at most two boundary characteristic line segments.
Lemma 6.14. #(J) = 1 or 2 in the notation of Proposition 6.10.
Proof. Since ∂C ∩ Ωp 6= ∅, it follows that #(J) ≥ 1.
Assume now that #(J) ≥ 3 and let L1, L2, L3 be three distinct interior boundary characteristic
lines, that is such that Li∩Ωp ⊂ ∂C. Note that Li∩∂Ωp = {xi, x′i}, where both points xi and x′i lie
in ∂Ωp ∩∂C, so that Li∩Ωp = ]xi, x′i[. Furthermore, because there can be no boundary or interior
fans inside C, the points x1, x
′
1, x2, x
′
2, x3 and x
′
3 are pairwise distinct and Li ∩ Lj ∩ C = ∅ for
i 6= j. By Lemma 6.4, the middle points yi := (xi + x′i)/2 belong to Li ∩Ωp ∩C and consequently,
Lyi = Li. Moreover, for i 6= j, the closed segments [yi, yj ] ⊂ Ωp cannot be contained in a
characteristic line Lx, for some x ∈ Ωp, otherwise Lx and Li (resp. Lj) would intersect at yi (resp.
yj), which is impossible in view of Proposition 5.4.
Now ∂C \ ]x1, x′1[ is a closed, connected set with finite H1 measure, therefore, according to
[16, Proposition C-30.1], it is arcwise connected and there exists a Lipschitz continuous mapping
γ : [0, 1] → R2 such that ∂C \ ]x1, x′1[ = γ([0, 1]) with γ(0) = x1 and γ(1) = x′1. Since ∂C =
γ([0, 1])∪ ]x1, x′1[ with ]x1, x′1[⊂ L1, it follows from Proposition 5.4 that L2 and L3 intersect ∂C
in γ((0, 1)). Let us renumber the Li and exchange xi with x
′
i if necessary so that
x2 = γ(s2), x3 = γ(s3), x
′
3 = γ(s
′
3) with 0 < s2 < s3 < s
′
3 < 1,
and consider x′2 = γ(s
′
2) for some 0 < s
′
2 < 1.
If s′2 ∈ (s′3, 1), then the segment ]y1, y3[ intersects L2 at a point y2 ∈ C˚ (see Figure 9), which
contradicts the fact that L2 ⊂ ∂C.
Now s′2 /∈ (s3, s′3) because L2 and L3 cannot intersect in C, so the other possibility is that
s′2 ∈ (s2, s3) (see Figure 10). For any t ∈ (0, 1), define y(t) := ty3 + (1 − t)y1 ∈ ]y1, y3[. The
intersection points of Ly(t) with ∂Ωp, respectively denoted by γ(st) and γ(s
′
t), satisfy
s′t ∈ (s′3, 1), st ∈ (0, s2) ∪ (s′2, s3).
Define
t := sup{t ∈ [0, 1] : Ly(t) ∩ γ([0, s2]) 6= ∅}, t¯ := inf{t ∈ [0, 1] : Ly(t) ∩ γ([s′2, s3]) 6= ∅}.
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Figure 10. The second case: s′2∈(s2, s3)
If, for all y ∈ ]y1, y3[, the characteristic line Ly intersects γ([s′2, s3]), then, by continuity of σ on
[y1, y3], we would have that Ly1 ∩ γ([s′2, s3]) 6= ∅ which is impossible since Ly1 = L1 is disjoint
from γ([s′2, s3]). Therefore the set {t ∈ [0, 1] : Ly(t) ∩ γ([0, s2]) 6= ∅} is not empty and t > 0. A
similar argument also shows that t < 1. Let (tn)n∈N be a maximizing sequence in [0, 1] such that
Ly(tn) ∩ γ([0, s2]) 6= ∅ for all n ∈ N and tn → t. Since γ(stn) ∈ Ly(tn) = y(tn) + Rσ⊥(y(tn)), there
exists θn ∈ R such that
γ(stn) = y(tn) + θnσ
⊥(y(tn)),
where (γ(stn))n∈N is a sequence in γ([0, s2]) (hence bounded) and (θn)n∈N is a bounded sequence
since |σ⊥(y(tn))| = 1 for all n ∈ N. Therefore, up to a further subsequence γ(stn)→ x ∈ γ([0, s2])
and θn → θ. Thus, using that σ is continuous in [y1, y3] (because [y1, y3] ⊂ Ωp), it follows that
x = y(t) + θσ⊥(y(t)),
hence x ∈ Ly(t) ∩ γ([0, s2]). Note that since t ∈ (0, 1), then y := y(t) ∈ ]y1, y3[. Moreover,
x 6= γ(0) = x1 and x 6= γ(s2) = x2 otherwise, x would be the apex of a boundary fan contained in
C, hence x ∈ Ly(t) ∩ γ((0, s2)). A similar argument shows that t¯ ∈ (0, 1), y¯ := y(t¯) ∈ ]y1, y3[ and
Ly¯ ∩ γ((s′2, s3)) 6= ∅.
Since s2 < s
′
2, then t < t¯, otherwise Ly and Ly¯ would intersect inside C˚ since Ly intersects
γ((s1, s2)) and Ly¯ intersects γ((s
′
2, s3)). But this is impossible by Proposition 5.4.
Denote by H and H the open half-planes with boundary Ly and Ly¯ that do not contain the
points y1 and y3 respectively. The region C
′ := C ∩H ∩H contains the characteristic lines Ly(t)
for all t ∈ (t, t¯). Such a line cannot intersect Ly and Ly¯ by Proposition 5.4, and it cannot intersect
the connected boundaries γ([s1, s2]) ∪ γ([s′2, s3]) by construction. The line Ly(t) must therefore
intersect γ((s2, s
′
2)) = ]x2, x
′
2[ ⊂ L2 (see Figure 10), which is impossible according, once again, to
Proposition 5.4. 
Remark 6.15. Lemma 6.14 actually establishes, ifD is any closed, convex subset of C with D˚ 6= ∅
and D 6= Ωp such that ∂D ∩ Ωp is a countable union of disjoint characteristic line segments, that
is such that
∂D ∩ Ωp =
⋃
k∈K
(Lxˆk ∩ Ωp),
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for some countable set K and distinct points xˆk ∈ Ωp, then #(K) = 1 or 2. ¶
Then, we show that ∂C∩∂Ωp has at most two connected components as well, that those cannot
reduce to a single point, and that the extreme points lie on a characteristic line.
Lemma 6.16. #(I) = #(J) ∈ {1, 2} in the notation of Proposition 6.10. Moreover, for all i ∈ I,
γi(0) 6= γi(1). If #(J) = 1 then γ1(0) and γ1(1) belong to L1 while if #(J) = 2 then γ1(0) and
γ2(1) belong to one of the boundary characteristic lines, while γ1(1) and γ2(0) belong to the other
one.
Proof. Assume first that #(J) = 1. Then the characteristic line L1 := Lxˆ1 intersects ∂Ωp at two
points, and thus determine a unique connected component Γ= ∂C \ L1 = ∂C ∩ ∂Ωp.
If #(J) = 2, then the two characteristic lines L1 := Lxˆ1 and L2 := Lxˆ2 are distinct. They
cannot intersect at a ∈ ∂Ωp otherwise a would be the apex of a boundary fan contained in C,
which is not possible. They cannot intersect in C˚ by virtue of Proposition 5.4. Thus they determine
two disjoint connected components Γ1 and Γ2 for ∂C \ (L1 ∪ L2) = ∂C ∩ ∂Ωp.
The rest of the Lemma is a direct consequence of that geometry. 
We next show that, when #(J) = 2, no characteristic line can intersect twice the same connected
component of ∂C ∩ ∂Ωp.
Lemma 6.17. If #(J) = 2, then all characteristic lines Lx with x ∈ C intersect both Γ1 and Γ2.
Proof. Assume by contradiction that there is a connected component of ∂C ∩ ∂Ωp, say Γ1, and a
characteristic line L that intersects Γ1 at two distinct points, say a¯ = γ1(s¯) and b¯ = γ1(t¯) with
s < t. First, s¯ > 0 and t¯ < 1, otherwise γ1(0) and/or γ1(1) would be the apex of a boundary
fan contained in C. Consider the closed hyperplane H bounded by L and containing both γ(0)
and γ(1). Then C∩H is a convex set in C which has three boundary characteristic line segments
L1 ∩ Ωp, L2 ∩ Ωp and L ∩ Ωp, in contradiction with Remark 6.15. 
Provided that ∂C∩∂Ωp possesses two connected components, there are no characteristic bound-
ary points.
Lemma 6.18. Assume that #(J) = 2, then ∂cC = ∅.
Proof. Assume by contradiction that there is x ∈ ∂cC. Then, without loss of generality, x ∈ Γ1
and, from Lemma 6.16, x cannot be an extreme point of Γ1 so there exists s ∈ (0, 1) such that
x = γ1(s). Let us distinguish two cases:
Case I: If there is a sequence (xn)n∈N in Γ1 \ ∂cC such that xn → x, then, according to Lemma
6.17, the characteristic line Lxn intersects ∂C at another point yn in Γ2. There is δ > 0 and a
sequence of points zn ∈ C with dist(zn, ∂C ∩ ∂Ωp) ≥ δ such that xn = zn + θnσ⊥(zn) for some
θn ∈ R. Then, up to a subsequence, zn → z ∈ C, θn → θ so that x = z + θσ⊥(z) ∈ Lz, a
contradiction.
Case II: If there exists R > 0 such that BR(x) ∩ Γ1 ⊂ ∂cC, according to Proposition 6.8 (ii),
there exists a maximal open set Ux containing x such that Γ1 ∩ Ux =]a, b[ is a segment contained
in ∂cC. Consider e.g. the point a and note that a 6= γ1(0) and b 6= γ1(1) otherwise, a (resp. b)
would be the apex of a boundary fan according to Lemma 6.16. Indeed, one could consider a small
open triangle T with vertices a = γ1(0) (resp. b = γ1(1)), a point in ]a, b[ and a point on Lγ1(0)
(resp Lγ1(1)) so that T ⊂ C˚. But then, any point y ∈ T˚ would be such that Ly contains γ1(0)
(resp. γ1(1)) which would therefore be a boundary fan contained in C. Thus, a = γ1(s) for some
s ∈ (0, 1).
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We claim that there exists a sequence (sn)n∈N in (0, s) such that xn = γ1(sn) ∈ Γ1 \ ∂cC for
each n ∈ N and xn → a. Otherwise, according to Remark 6.9, the point a would be the right
endpoint of a maximal open segment ]a′, a[ contained in Γ1 ∩ ∂cC for some a′ = γ1(s′) ∈ Γ1 with
0 < s′ < s. Then two possibilities occur:
• Either both segments ]a′, a[ and ]a, b[ are aligned so that, by Proposition 6.8 (ii) we get that
the largest segment ]a′, b[ is contained in ∂cC, which is a contradiction with the maximality
of ]a, b[;
• Or the segments ]a′, a[ and ]a, b[ are not aligned so that considering a triangle T with apexes
a, (a + a′)/2 and (a + b)/2, we would get that T˚ ⊂ Ωp (because [a′, a] ∪ [a, b] ⊂ ∂C and
Ωp is convex) and any point z ∈ T˚ would have an associated characteristic line Lz passing
through a. This last case would lead to a boundary fan contained in C and centered at a,
which is impossible.
According to the previous claim and Lemma 6.17, the characteristic line Lxn intersects ∂C at
another point yn ∈ Γ2. Since dist (Γ2,Γ1) > 0, there exist δ > 0 and a sequence of points (zn)n∈N
in C with dist(zn, ∂C ∩ ∂Ωp) ≥ δ and such that xn = zn + θnσ⊥(zn) for some θn ∈ R. Then, up
to a subsequence, yn → y, zn → z ∈ C and θn → θ so that, using the continuity of σ in Ωp,
a = z + θσ⊥(z) ∈ Lz,
hence a 6∈ ∂cC. Considering a small open triangle T with apexes a, (a + b)/2 and a point living
on Lz in such a way that T ⊂ C˚, then any point w ∈ T has a characteristic line Lw which
must pass through the point a, leading to a boundary fan contained in C and centered at a, a
contradiction. 
Remark 6.19. As was the case for Remark 6.15 and with the same notation, Lemma 6.18 actually
establishes that if #(K) = 2, then ∂cD = ∅. ¶
We next focus on the case where ∂C ∩ ∂Ωp is connected, and show that ∂cC is connected set
which separates ∂C ∩ ∂Ωp into two connected components.
Lemma 6.20. If #(J) = 1, then the set ∂cC is either a single point or a closed line segment and
∂C ∩ ∂Ωp \ ∂cC has two connected components Γ′1 and Γ′2. Further, all characteristic lines that
intersect ∂C \ ∂cC must intersect both connected components Γ′1 and Γ′2.
Proof. Since #(I) = 1, there exists a unique characteristic line L = L1 such that C = Ωp ∩ H ,
where H is an closed hyperplane such that ∂H = L. Moreover,
Γ := ∂C ∩ ∂Ωp = γ([0, 1])
for some Lipschitz continuous mapping γ : [0, 1]→ R2.
Step 1. Let us first prove that ∂cC 6= ∅. To this aim, assume by contradiction that ∂cC = ∅.
We first consider the characteristic line passing through γ(0) and γ(1) and set (s0, t0) = (0, 1).
Assume that (sn, tn) are known so that Lγ(sn) ∩Ωp = [γ(sn), γ(tn)]. Let Vn : [sn, tn]→ R+ be the
continuous function defined by
Vn(t) = H1(γ([sn, t])) =
ˆ t
sn
|γ˙(s)| ds for all t ∈ [sn, tn]
which satisfies Vn(sn) = 0 and Vn(tn) = H1(γ([sn, tn])). According to the intermediate valued
Theorem, there exists sn+1/2 ∈ (sn, tn) such that
Vn(sn+1/2) =
Vn(tn)
2
=
H1(γ([sn, tn])
2
,
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thus the curve γ([sn, tn]) is separated into two curves γ([sn, sn+1/2]) and γ([sn+1/2, tn]) of equal
length with
H1(γ([sn, sn+1/2])) = H1(γ([sn+1/2, tn])) = 1
2
H1(γ([sn, tn])).
Since Ωp is convex, the resulting triangle Tn with vertices γ(sn), γ(tn) and γ(sn+1/2) satisfies
T˚n ⊂ Ωp. Moreover, [γ(sn), γ(sn+1/2)] ∪ [γ(tn), γ(sn+1/2)] 6⊂ ∂C, otherwise it would also be lying
in ∂C ∩ ∂Ωp because that latter set has only one connected component by assumption. Then
the characteristic line passing through γ(sn+1/2) would necessarily intersect the open segment
]γ(sn), γ(tn)[⊂ Lγ(sn) ∩ Ωp, which is impossible by Proposition 5.4. We then define tn+1/2 such
that γ(tn+1/2) is the other intersection point of Lγ(sn+1/2) with ∂Ωp. Note that tn+1/2 ∈ (sn, tn)
otherwise γ(sn) (resp. γ(tn)) would form a boundary fan contained in C. Then if sn+1/2 < tn+1/2,
we define (sn, tn) = (sn+1/2, tn+1/2), while if sn+1/2 > tn+1/2, we define (sn, tn) = (tn+1/2, sn+1/2)
(see Figure 11). The sequence (sn)n∈N is increasing while (tn)n∈N is decreasing with 0 < sn <
sn+1 < tn+1 < tn < 1 for all n ∈ N. Therefore, sn → s¯ and tn → t¯ for some 0 < s¯ ≤ t¯ < 1, and the
line segment [sn, tn] converges in the sense of Hausdorff to [s¯, t¯]. Since
|γ(tn+1)− γ(sn+1)| ≤ H1(γ([sn+1, tn+1])) ≤ H1([γ(sn+1/2, tn]) = H1(γ([sn, sn+1/2]))
=
H1(γ([sn, tn])
2
≤ H
1(γ([0, 1])
2n+1
→ 0,
we deduce that γ(s¯) = γ(t¯) =: x. Since x 6∈ ∂cC (because ∂cC is empty), it lies on a characteristic
line Lx which must intersect [γ(sn), γ(tn)], a contradiction with Proposition 5.4.
Lγ(sn)
•
γ(tn)
•
γ(sn)
• γ(sn+1/2) = γ(sn+1)
Lγ(sn+1)
•γ(tn+1)
Γ
L
C
•
γ(1)
•γ(0)
Figure 11. Construction of the sequences (sn)n∈N and (tn)n∈N
Step 2. Assume now that ∂cC is not connected and consider two distinct connected components
S and S′ with
t0 := inf{t ∈ [0, 1] : γ(t) ∈ S′} > sup{s ∈ [0, 1] : γ(s) ∈ S} =: s0.
Then there exists s¯ ∈ [s0, t0] such that x := γ(s¯) /∈ ∂cC. Consider the characteristic line Lx passing
through x. It must intersect Γ at some other point x′ which cannot coincide with γ(0) or γ(1),
otherwise it would form with L a boundary fan contained in C with apex at one of these points.
Let H be the closed half-plane with Lx as boundary containing both γ(0) and γ(1). Then the
region C′ = C∩H would be a convex relatively closed subset of Ωp such that, on the one hand, its
boundary contains either S or S′, and, on the other hand, ∂C′ ∩ ∂Ωp has at least two connected
components. Hence ∂cC′ 6= ∅ (since S and S′ are contained in ∂cC, and thus in ∂cC′ as well),
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which is in contradiction with Remark 6.19. So ∂cC is connected and ∂C ∩ ∂Ωp \ ∂cC has two
connected components Γ′1 and Γ
′
2.
Step 3. If ∂cC is not reduced to a point, it must contain γ((s′, t′)) for some 0 < s′ < t′ < 1 so
that its relative interior in ∂C, denoted by int(∂cC), is not empty. Then, any point x ∈ int(∂cC)
is not an accumulation point of (∂C ∩ ∂Ωp) \ ∂cC so that Proposition 6.8-(ii) ensures that x ∈
]ax, bx[⊂ ∂cC for some maximal open segment ]ax, bx[ containing x. If ]ax, bx[ 6= int(∂cC), then
ax is not an accumulation of (∂C ∩ ∂Ωp) \ ∂cC, and a new application of Proposition 6.8-(ii)
shows that ax is contained in another open segment S ⊂ ∂cC. Then, either ]ax, bx[ and S are not
aligned, which is impossible because ax would be the apex of a boundary fan contained in C using
an argument identical to that in Case II of the proof of Lemma 6.18; or ]ax, bx[ and S are aligned
so that ]ax, bx[∪S ⊂ ∂cC is an open line segment containing x which is strictly larger that ]ax, bx[,
a contradiction to the maximality of ]ax, bx[. Therefore we must have that ]ax, bx[ = int(∂
cC),
which shows that ∂cC is a segment. If ax 6∈ ∂cC, then there exists z ∈ C such that ax ∈ Lz and
ax would be the apex of a boundary fan contained in C by an argument identical to that used
in Case II of the proof of Lemma 6.18. Therefore ax ∈ ∂cC and the same argument shows that
bx ∈ ∂cC. This proves that ∂cC is a closed line segment.
Step 4. Assume that there is z ∈ C such that the characteristic line Lz intersects say Γ′1 at two
distinct points γ(s) and γ(t) ∈ Γ′1. But then the same construction as in Step 1 would establish
the existence of some sˇ ∈ [s, t] such that γ(sˇ) ∈ ∂cC∩Γ′1, which is impossible since Γ′1 ⊂ ∂C\∂cC.
Thus all characteristic lines that intersect Γ′1 must intersect Γ
′
2 as well. 
Remark 6.21. Remark that in Lemma 6.20, for any x ∈ Γ′1, y ∈ Γ′2, the line segment [x, y] 6⊂
∂C∩∂Ωp. In other words, the boundary ∂C∩∂Ωp cannot be flat around ∂cC. Assuming otherwise,
consider the Lipschitz parameterization γ of ∂C and assume, for example, that x = γ(s), y = γ(t)
with s < t. Take Lx (resp. Ly) be the associated characteristic lines. Then, Lx must intersect Γ
′
2
at γ(t′) with t′ > t while Ly must intersect Γ
′
1 at γ(s
′) with s′ < s. But then, Lx and Ly must
intersect in C, which is impossible by Proposition 5.4. ¶
Remark 6.22. Theorem 6.12 can be rephrased as follows: the non-characteristic exterior boundary
∂C ∩ ∂Ωp \ ∂cC has always exactly two connected components, denoted hereafter by Γ1 and Γ2
and all characteristic lines that intersect ∂C must intersect both Γ1 and Γ2. ¶
The particular geometrical structure of the connected components of C allows one to improve
the continuity of the Cauchy stress σ up to the (non characteristic) boundary.
Theorem 6.23. Let C be a connected component of C with nonempty interior. Then σ is con-
tinuous in C \ ∂cC.
Proof. We already know that σ is locally Lipschitz continuous on C. It thus remains to prove that
σ is continuous on ∂C ∩ ∂Ωp \ ∂cC. According to Theorem 6.12 and Remark 6.22, we know that
∂C ∩ ∂Ωp \ ∂cC has two connected components Γ1 and Γ2.
Let x ∈ ∂C∩∂Ωp \∂cC and (xn)n∈N be a sequence in C\∂cC such that xn → x. Without loss
of generality, we can assume that x ∈ Γ1. Since by Theorem 6.12 Lxn must intersect both Γ1 and
Γ2, there exists an ∈ Lxn ∩ Γ1 and bn ∈ Lxn ∩ Γ2 which, up to a subsequence, satisfy an → a ∈ Γ1
and bn → b ∈ Γ2. As a consequence, the closed segment Sn := Lxn ∩ Ωp converges in the sense of
Hausdorff to the segment S = [a, b].
Case I: Assume first that there exists δ > 0 such that for all n ∈ N,
max
z∈Sn
dist(z, ∂C ∩ ∂Ωp) ≥ δ,
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then there exists zn ∈ Sn such that dist(zn, ∂C ∩ ∂Ωp) ≥ δ and, up to a subsequence, zn → z for
some z ∈ S with dist(z, ∂C ∩ ∂Ωp) ≥ δ. Since xn ∈ Lzn , there exists θn ∈ R such that
xn = zn + θnσ
⊥(zn).
Note that, up to a further subsequence, θn → θ ∈ R and thus, by continuity of σ in Ωp, we have
x = z + θσ⊥(z) which ensures that x ∈ Lz. Thus, using that σ is constant along characteristics
and, once again, the continuity of σ in Ωp, we get that
σ(xn) = σ(zn)→ σ(z) = σ(x).
Case II: Assume next that, up to a subsequence
max
z∈Sn
dist(z, ∂C ∩ ∂Ωp)→ 0.
By Hausdorff convergence, for all z ∈ S, there exists a sequence (zn)n∈N with zn ∈ Sn and zn → z.
Thus, dist(zn, ∂C ∩ ∂Ωp) → 0 which ensures that S ⊂ ∂C. Then S = [a, b] is a line segment
contained ∂C ∩ ∂Ωp with a ∈ Γ1 and b ∈ Γ2, a contradiction with Remark 6.21. This second case
is therefore impossible. 
The following result is analogous to Proposition 6.3. It gives a uniqueness result for the dis-
placement in some portion of C whose boundary intersects the boundary of the domain Ω.
Proposition 6.24. Let C be a connected component of C with nonempty interior. Extend u by
w outside Ω. Then, u+ = u− H1-a.e. on ∂C ∩ ∂Ωp \ ∂cC and, in particular, u = w H1-a.e. on
∂C ∩ ∂Ωp ∩ ∂Ω \ ∂cC.
Proof. In the current setting, ∂C∩∂Ωp\∂cC has two connected components Γ1 and Γ2 which are C1
curves. According to Remark 3.1, σ ·ν = ±1 H1-a.e. on ∂C∩∂Ωp∩Ju\∂cC. Theorem 6.23 ensures
that σ is continuous in C \ ∂cC. We thus deduce that σ · ν coincides H1-a.e. with the usual scalar
product of σ and ν on ∂C∩∂Ωp \∂cC. Therefore, ν = ±σ H1-a.e. on ∂C∩∂Ωp ∩Ju \∂cC and by
continuity of σ and ν on ∂C∩∂Ωp\∂cC, it follows that ν = ±σ everywhere on ∂C∩∂Ωp∩Ju\∂cC.
Assume that H1(∂C∩ ∂Ωp ∩Ju \ ∂cC) > 0, we can find a point x0 ∈ ∂C∩ ∂Ωp ∩Ju \ ∂cC such
that, up to a change of sign, ν(x0) = σ(x0). It thus follows that Lx0 is tangent to C at x0 which is
in contradiction with the fact that x0 6∈ ∂cC. Therefore, H1(∂C ∩ ∂Ωp ∩ Ju \ ∂cC) = 0 and thus,
u+ = u− H1-a.e. on ∂C ∩ ∂Ωp \ ∂cC.
Using the Dirichlet boundary condition, we get that u = w H1-a.e. on ∂C∩∂Ωp∩∂Ω\∂cC. 
Remark 6.25. If Ω was a convex domain and if σ was such that |σ| ≡ 1 in Ω, then, Ω = Ωp
would be the disjoint union of characteristic lines Lxλ (see Proposition 6.5), of countably many
boundary fans Fz¯i , and of countably many connected components Cj (with non empty interior)
such that every point in ∂Cj ∩ ∂Ω \ ∂cCj is traversed by a characteristic line (see Theorem 6.12).
Since all characteristic lines cut ∂Ω into two distinct points by convexity of Ω, then u is entirely
determined by w in each fan Fz¯j according Proposition 6.3. Similarly, by virtue of Proposition
6.24, u(x) = w(x) for H1-a.e. x ∈ ∂Cj ∩ ∂Ω \ ∂cCj .
Since it is generically not so that the values of w at both points of Lx ∩ ∂Ω := {ax, bx} should
match, u should experience a jump at some point x¯ ∈ Lx ∩ Ω with σ(x¯) as normal direction (see
Remark 3.1) which is not possible since σ(x¯) is normal to Lx. Therefore, in the scalar case, a
convex body cannot be entirely plastified unless it is made only of boundary fans.
This is to be opposed to the vectorial case for which there is always a non empty open subset
of Ω where |σ| < 1, thanks to [27, Theorem 2.1.2 and Page 51]. ¶
6.3. Miscellanea.
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6.3.1. Exterior fans. In contrast with the case of boundary fans, it might happen that two charac-
teristic lines which intersect outside Ωp will not generate an exterior fan. In particular, there is no
analogue to Lemma 6.1. We thus need to force this property by introducing the (possibly empty)
set
Fext :=
{
z¯ ∈ R2 \ Ωp : ∃x, y ∈ Ωp with y 6= x such that Lx ∩ Ly = {z¯}
and z¯ ∈ Lz for all z ∈ (z¯ + C(x − z¯, y − z¯)) ∩ Ωp
}
.
C
Ωp
z¯
Figure 12. An exterior fan with
apex z¯ in the case #(I) = 2
•∂cC ∋ x
C
Ωp
z¯
Figure 13. An exterior fan with
apex z¯ in the case #(I) = 1
For all z¯ ∈ Fext, there exists a maximal open set (z¯ + C(x− z¯, y − z¯)) ∩ Ωp, for some x and
y ∈ Ωp, which is denoted by Fz¯ , and which is called an exterior fan. Arguing exactly as in the
proof of Theorem 6.2, we obtain the following rigidity result inside exterior fans.
Proposition 6.26. If C is a connected component of C with nonempty interior such that C =
Fz¯ ∩ Ωp, for some z¯ ∈ Fext, then there exists α ∈ {−1, 1} such that
σ(x) = α
(x − z¯)⊥
|x− z¯| for all x ∈ Fz¯∩Ωp
and
u(x) = αh
(
(x− z¯)2
(x− z¯)1
)
for all x ∈ Fz¯,
for some nondecreasing function h : R→ R.
Remark 6.27. The analogue of Proposition 6.3 also holds true for exterior fans and there can be
no jumps on ∂Fz¯ ∩ Cz¯, where Cz¯ is the maximal open cone such that Fz¯ = Cz¯ ∩ Ωp. Also, u = w
H1-a.e. on ∂Fz¯ ∩ Cz¯ ∩ ∂Ω. ¶
6.3.2. Constant zones. Constant zones have a special structure.
Proposition 6.28. If C is a connected component of C with nonempty interior on which σ = σ¯
is constant, then u(x) = σ¯ · x + v(σ¯ · x) for all x ∈ C˚ for some non decreasing function v, and, if
∂C∩∂Ωp has two connected components, then both characteristic lines L1 and L2 lying on ∂C∩Ωp
are parallel to Rσ¯⊥.
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Proof. Assume for simplicity that σ¯ = e1 = (1, 0). Addressing the last part of the Proposition, if
one of both characteristic lines, say L1, lying on ∂C ∩ Ωp is not parallel to e2 = (0, 1), then there
exists x ∈ C˚ such that Lx intersects L1 inside Ωp which is absurd in view of Proposition 5.4.
Further, with the help of (6.2),
D2|p| = σ¯⊥ ·D|p| = 0 in D′(C˚),
which means that |p| is independent of x2. As a consequence, |p| = µx1⊗L1x2 for some nonnegative
measure µ = µx1 ∈M(R), i.e.,ˆ
C˚
ϕd|p| =
ˆ
C˚
ϕ(x1, x2) dµ(x1) dx2 for all ϕ ∈ Cc(C˚).
This implies, in view of (6.1), that Du = e1(1+µx1 ⊗L1x2) on C˚. Hence u(x) = x1+ v(x1) for a.e.
x ∈ C˚ for some v ∈ BV (R) with Dv = µ ≥ 0. 
C
Ωp
Figure 14. A constant zone in
the case #(I) = 2
C
Ωp
•∂cC ∋ x
Figure 15. A constant zone in
the case #(I) = 1
6.3.3. An example of a non-fan, non-constant structure. Assume that a connected component C
of Ωp is such that
C ⊂ (0, R)2,
for some R > 0, and that the characteristic lines are given by the one-parameter family
Lt =
{
(x, y) ∈ R2 : y = x
t
− t
}
, t > 0.
Note that this family of lines does not intersect at a single point so that it does not define an
exterior fan (see Figure 16). However, we are going to construct an example of smooth solutions
(u, σ, p) of {
div σ = 0, |σ| = 1 in C,
∇u = σ + p, p = σ|p| in C,
such that u and σ are constant along Lt ∩ C for all t > 0. Doing so, we will have satisfied all
equations (3.2) on C, ignoring the boundary condition on ∂Ω and recalling Remark 4.5.
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y
x
C
Ωp
Figure 16. An example of a non-fan, non-constant structure
Let us start by constructing a (unique) stress σ : C → R2. Indeed, since σ(x, y) must be an
unimodular vector orthogonal to Lt at (x, y =
x
t − t), then
σ(x, y) =
1√
1 + t2
(−1
t
)
with t =
−y +
√
y2 + 4x
2
,
hence
σ(x, y) :=
2√
4 +
(√
y2 + 4x− y
)2
( −1√
y2+4x−y
2
)
.
Then σ ∈ C∞(C;R2) and, by construction, |σ| = 1 in C. Further a lengthy computation would
show that div σ = 0 in C.
We now construct the displacement u : C→ R as
u(x, y) := f(
√
y2 + 4x− y) for all (x, y) ∈ C,
for some smooth decreasing function f : R+ → R such that
f ′(t) ≤ − R+ t√
4 + t2
for all t > 0. (6.11)
Note that, by construction, u is constant along all lines Lt for all t > 0. We can immediately
compute ∇u on C. We get
∇u(x, y) = − 2√
y2 + 4x
( −1√
y2+4x−y
2
)
f ′(
√
y2 + 4x− y)
= −

4 +
(√
y2 + 4x− y
)2
y2 + 4x


1/2
σ(x, y) f ′(
√
y2 + 4x− y).
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We then define the plastic strain p : C→ R2 by
p(x, y) := ∇u(x, y)− σ(x, y) = −


√
4 +
(√
y2 + 4x− y
)2
√
y2 + 4x
f ′(
√
y2 + 4x− y) + 1

σ(x, y).
Note that, in view of (6.11),
−f ′(
√
y2 + 4x− y)
√
4 +
(√
y2 + 4x− y
)2
√
y2 + 4x
− 1 ≥ 0 for all (x, y) ∈ C,
so that
|p(x, y)| = −


√
4 +
(√
y2 + 4x− y
)2
√
y2 + 4x
f ′(
√
y2 + 4x− y) + 1

 for all (x, y) ∈ C,
and thus p = σ|p|. We have thus constructed smooth functions u and p satisfying ∇u = σ+ p and
p = σ|p| in C. Note that there are many choices of functions f satisfying (6.11), even considering
only non-increasing BV -functions.
Appendix
Let I ⊂ R be a bounded open interval. If x0 ∈ I and ρ > 0, we denote by Ix0,ρ = (x0−ρ, x0+ρ).
We recall that a function f ∈ L1(I) has vanishing mean oscillation in I, and we write f ∈ VMO(I),
if
1
L1(I ∩ Ix0,ρ)
ˆ
I∩Ix0,ρ
|f(x)− fx0,ρ| dx→ 0, as ρ→ 0
uniformly with respect to x0 ∈ I, where fx0,ρ := 1L1(I∩Ix0,ρ)
´
Ix0,ρ
f(y) dy is the average of f on
I ∩ Ix0,ρ.
We first show a (well known) result: the fractional Sobolev space H1/2(I) is continuously
embedded into VMO(I) (see [12, Example 2]).
Lemma A.1. If f ∈ H1/2(I), then f ∈ VMO(I).
Proof. Since f ∈ H1/2(I), then by definition¨
I×I
|f(x)− f(y)|2
|x− y|2 dx dy < +∞.
Therefore, by absolute continuity of the integral, for each ε > 0 there exists δ > 0 such that for
every Lebesgue measurable set A ⊂ I × I with L2(A) ≤ δ, then¨
A
|f(x)− f(y)|2
|x− y|2 dx dy ≤ ε
2.
Let x0 ∈ I and ρ ≤
√
δ/2 so that L2(Ix0,ρ × Ix0,ρ) = 4ρ2 ≤ δ. According to the triangle and
Cauchy-Schwarz inequalities, we have
1
L1(I ∩ Ix0,ρ)
ˆ
I∩Ix0,ρ
|f(x)− fx0,ρ| dx ≤
1
L1(I ∩ Ix0,ρ)2
¨
(I∩Ix0,ρ)
2
|f(x)− f(y)| dx dy
≤
(
1
L1(I ∩ Ix0,ρ)2
¨
(I∩Ix0,ρ)
2
|f(x) − f(y)|2 dx dy
)1/2
.
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If x and y ∈ I ∩ Ix0,ρ, then |x− y| ≤ L1(I ∩ Ix0,ρ), hence
1
L1(I ∩ Ix0,ρ)
ˆ
Ix0,ρ
|f − fx0,ρ| dx ≤
(¨
(I∩Ix0,ρ)
2
|f(x)− f(y)|2
|x− y|2 dx dy
)1/2
≤ ε,
which proves that f ∈ VMO(I). 
We now show that a characteristic function which belongs to H1/2(I) must be constant.
Lemma A.2. Let χ = 1A for some Lebesgue measurable set A ⊂ I. If χ ∈ H1/2(I) then either
L1(A) = 0 or L1(I \A) = 0.
Proof. For L1-a.e. y ∈ I ∩ Ix,ρ we have that dist(χx,ρ, {0, 1}) ≤ |χx,ρ − χ(y)|. Lemma A.1 implies
that χ ∈ VMO(I). Therefore, integrating over I ∩ Ix,ρ, we get
dist(χx,ρ, {0, 1}) ≤ 1L1(I ∩ Ix,ρ)
ˆ
I∩Ix,ρ
|χ− χx,ρ| dy → 0
as ρ → 0, uniformly with respect to x ∈ I. In particular, there exists ρ0 > 0 such that
dist(χx,ρ, {0, 1}) < 1/3 for all 0 < ρ < ρ0 and all x ∈ I. Let ρ < ρ0. Since the function
x ∈ I 7→ χx,ρ is continuous, then, either χx,ρ = 0 for all x ∈ I, or χx,ρ = 1 for all x ∈ I. But, since
χx,ρ → χ(x) as ρ → 0 for every Lebesgue point x ∈ I of χ, then, either χ = 0 a.e. in I, or χ = 1
a.e. in I. 
We next prove that a piecewise constant function on a Lipschitz graph cannot belong to H1/2.
Lemma A.3. Let Γ = Γ− ∪Γ+ where Γ± are segments in R2 such that Γ+ ∩ Γ− is a single point.
Let f : Γ→ R be such that f = α on Γ− and f = β on Γ+ where α 6= β. Then f 6∈ H1/2(Γ).
Proof. Without loss of generality, we suppose that Γ ⊃ {(x1, x2) ∈ R2 : −L < x1 < L, x2 = a|x1|}
where L > 0, a > 0, Γ− = {(x1, x2) ∈ R2 : −L < x1 < 0, x2 = −ax1} and Γ+ = {(x1, x2) ∈ R2 :
0 < x1 < L, x2 = ax1}. Let us show that¨
Γ×Γ
|f(x)− f(y)|2
|x− y|2 dH
1(x) dH1(y) = +∞.
Indeed, using the definition of a curvilinear integral and a change of variables¨
Γ×Γ
|f(x)− f(y)|2
|x− y|2 dH
1(x) dH1(y)
= 2|α− β|2
¨
Γ−×Γ+
dH1(x) dH1(y)
|x− y|2
= 2(1 + a2)|α− β|2
¨
(−L,0)×(0,L)
dx1 dy1
(x1 − y1)2 + a2(x1 + y1)2
= 2(1 + a2)|α− β|2
¨
(0,L)2
ds dt
(s+ t)2 + a2(s− t)2 .
Since (s+ t)2 + a2(s− t)2 ≤ 2(1 + a2)(s2 + t2), we deduce that¨
Γ×Γ
|f(x)− f(y)|2
|x− y|2 dH
1(x) dH1(y) ≥ |α− β|2
¨
(0,L)2
ds dt
s2 + t2
≥ |α− β|2
¨
DL
ds dt
s2 + t2
,
where DL := (0, L)
2 ∩ BL(0) is the right upper quarter of disk. Using a change of variables in
polar coordinates, we get that ¨
DL
ds dt
s2 + t2
=
π
2
ˆ L
0
dr
r
= +∞,
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which completes the proof of the result. 
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