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We consider the Diffusive Epidemic Process (DEP), a two-species reaction-diffusion process origi-
nally proposed to model disease spread within a population. This model exhibits a phase transition
from an active epidemic to an absorbing state without sick individuals. Field-theoretic analyses
suggest that this transition belongs to the universality class of Directed Percolation with a Con-
served quantity (DP-C, not to be confused with conserved-directed percolation C-DP, appearing in
the study of stochastic sandpiles). However, some exact predictions derived from the symmetries of
DP-C seem to be in contradiction with lattice simulations. Here we revisit the field theory of both
DP-C and DEP. We discuss in detail the symmetries present in the various formulations of both
models. We then investigate the DP-C model using the derivative expansion of the non-perturbative
renormalization group formalism. We recover previous results for DP-C near its upper critical di-
mension dc = 4, but show how the corresponding fixed point seems to no longer exist below d . 3.
Consequences for the DEP universality class are considered.
I. INTRODUCTION
A large variety of systems in physics, chemistry, bi-
ology, population genetics, or traffic flows can be mod-
eled by reaction-diffusion processes. These processes are
stochastic out-of-equilibrium models describing particles
of one or several species which randomly diffuse on a lat-
tice and can undergo some reactions at given rates when
they meet [1–5]. These models are of fundamental im-
portance both from a phenomenological and from a the-
oretical point of view. They generically feature pattern
formation and non-equilibrium phase transitions, such
as the ubiquitous transition to an absorbing state which
traps the system. Reaction-diffusion processes hence pro-
vide simple models to study non-equilibrium scaling and
phase transitions. Whereas the one-species processes are
relatively well understood [4, 5], the multi-particle pro-
cesses are far less explored.
In this work, we consider the Diffusive Epidemic Pro-
cess (DEP) [6], which is the two-species (A and B)
reaction-diffusion system with reactions:
A+B
k−→ B +B, B 1/τ−−→ A . (1)
The species A and B diffuse independently with diffu-
sion constants DA and DB . They can be interpreted as
healthy and sick individuals respectively, undergoing in-
fection on contact at rate k and spontaneous recovery at
rate 1/τ . A salient feature of this process is that the total
number of particles is conserved.
This model was theoretically studied using field theory
and Renormalization Group (RG) in [6]. An action for
DEP was derived using the Doi-Peliti formalism [7, 8]
and analyzed perturbatively. For equal diffusion rates,
the authors found that at a critical population density, a
continuous absorbing phase transition occurs with upper
critical dimension dc = 4, which does not belong to the
ubiquitous Directed Percolation (DP) universality class
but to a new class (KSS) introduced in [9] to model the
effect of pollution on a population. The KSS universality
class is endowed with the critical exponents ν = 2/d,
z = 2 and η = −/8 (that is β/ν = (d + η)/2 = 2 −
9/16) to first-order in  = 4 − d. For DA < DB , the
authors of [6] predicted a continuous transition of yet
a new (WOH) universality class (distinct from DP and
KSS) with exponents ν = 2/d, z = 2 and η = 0 (β/ν =
d/2) to all orders in . For DA > DB , a fluctuation-
induced first order transition was conjectured and was
seemingly confirmed in [10] by analytical arguments and
numerical simulations in d = 2. However, some of the RG
predictions seem to be invalidated by further numerical
simulations. The three issues concern i) the nature of the
phase transition in the case DA > DB , ii) the value of ν
in the cases DA < DB and DA = DB , iii) the value of β
for DA 6= DB .
Regarding i), all simulations performed after [10], both
in d = 1 [11, 12] and d = 2 [13], strongly indicate that the
phase transition is continuous also in the case DA > DB ,
checking in particular the absence of hysteresis [13]. Re-
garding ii), early simulations in d = 1 for DA = DB [14]
found ν = 2.21(5) in disagreement with the RG predic-
tion ν = 2/d = 2 [6, 9]. Subsequent simulations reported
in [11] partially reconcile both results suggesting that the
discrepancy could be imputed to corrections to scaling.
However, the debate exposed in [15, 17] is still unresolved.
The initial result ν = 2.21(5) of [14] was criticized by
Janssen [15] using the following line of argument. By
truncating the action deduced in [6] to the terms rele-
vant in a perturbative analysis around the upper critical
dimension, he obtained an action which was given the
name of DP-C [16]. The DP-C action exhibits particu-
lar symmetries which enforce the exact value ν = 2/d at
the corresponding fixed point. On the other hand, the
authors of [17] replied by observing that the full DEP
action includes (irrelevant) terms that violate these sym-
metries. Although these terms are naively irrelevant near
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2the upper critical dimension dc = 4, they could become
relevant away from it and in particular in d = 1. If the
transition is not driven by the DP-C fixed point, but
instead by another one having less symmetries, the ar-
gument of [15] does not hold and the value of ν is not
fixed. It could depart from 2/d and possibly be com-
patible with values from simulations. Numerical simula-
tions in d = 2 for equal diffusion constants DA = DB
convincingly ruled out the DP exponents, but could not
settle on whether ν = 1 (with possible logarithmic cor-
rection) in accordance with the field-theoretic result, or
ν < 1 [18]. Finally, regarding iii), Table I shows that for
DA < DB in d = 1, either ν 6= 2 or β 6= 1, and like-
wise for DA > DB . Yet, if the transition is controlled by
the DP-C fixed point, the symmetries constraints imply
ν = 2/d = 2 and β = 1.
In this work we present our take on these issues along
two complementary lines. First, we review the different
actions proposed both for DEP and DP-C, and perform a
detailed analysis of the symmetries of these actions. We
show that the action of DP-C has more symmetries than
that of DEP. These additional symmetries are likely to be
realized in the neighbourhood of the upper critical dimen-
sion dc. The question, already raised in [6, 15], is whether
they can effectively emerge in the infrared near the crit-
ical regime far from dc. Accordingly, in a second step,
we study the DP-C action to search for an infrared fixed
point in low dimension, using the non-perturbative renor-
malization group (NPRG) formalism [19, 20] at leading
order in the Derivative Expansion approximation scheme.
This approximation scheme has proven to be generically
very effective to tackle difficult problems beyond pertur-
bation theory (for general reviews, see [21–23]; for a ped-
agogical introduction, see [24]). The application of the
NPRG method to reaction-diffusion processes was ini-
tiated in [25] and has a fruitful history for one-species
processes (see, for example, [26–30]; for a recent techni-
cal improvement, see [31]). It is here implemented for the
first time to study a multi-species reaction-diffusion sys-
tem. Using this method, we observe that the fixed point
found in perturbation theory acquires an additional rel-
evant direction at a dimension around 3. This suggests
that the DP-C fixed point does not control the critical
physics of the DEP universality class in dimensions d = 1
and d = 2. We leave for future work the analysis of a
more general approximation scheme accounting for the
terms which are allowed by the symmetries of the DEP
action but forbidden by the more restrictive DP-C one.
We finally present our conclusions and some perspectives.
II. FIELD THEORY AND DOI-PELITI
PROCEDURE
A process such as (1) defines a master equation. Fol-
lowing the Doi-Peliti procedure [7, 8], the latter can be
cast into a field theory upon introducing creation and
annihilation operators and formulating a coherent-state
d µ β/ν β ν z Ref.
0.197(2) 0.435(14) 2.21(5) – [17]
0 0.226(20) 0.452(40) – – [11]
0.192(4) 0.384(46) 2.0(2) 2.02(4) [12]
– – 2.037 1.980 [32]
0.3125 2 2 [6, 15]
0.113(8) 0.20(2) 1.77(3) 1.6(2) [12]
1 >0 0.165(22) 0.330(44) – – [11]
– – 2.0 1.992 [32]
first order [6]
0.404(10) 0.929(144) 2.3(3) 2.01(4) [12]
<0 0.336(15) 0.672(30) – – [11]
– – 2.0 1.992 [32]
1/2 1 2 2 [6, 15]
0 0.856(4) 0.797(8) 0.932(5) – [18]
2 0.875 1 2 [6, 15]
>0 0.88(5) 0.93(9) 1.06(4) 1.89(8) [13]
first order [6]
TABLE I. Critical exponents of DEP from Monte Carlo sim-
ulations and field theoretical analyses. The values in gray
(red online) are deduced assuming ν = 2/d and the values in
italic are theoretical predictions. The parameter µ is defined
as µ = (DA −DB)/DA.
path integral representation for the mean value of any
function O of the density of the different species in the
model. For example, for processes with two species A
and B, O is a function of the densities of A and B (re-
spectively nA and nB):
〈O(nA, nB)〉 = N−1
∫
D[a, a∗, b, b∗]O(a, b)e−S[a,a∗,b,b∗] .
(2)
In particular, for the DEP process (1) one obtains
SDEP[a, a
∗, b, b∗] =
∫
x,t
{
a∗(∂t −DA∆)a+ b∗(∂t −DB∆)b
+kab(a∗ − b∗)b∗ − 1
τ
b(a∗ − b∗)
}
,
(3)
with a∗ (resp. b∗) complex-conjugate of a (resp. b), and
nA = a
∗a, nB = b∗b. Since we are interested only in
stationary-state expectation values, the dependence with
respect to initial conditions is dropped in the previous
expressions, and in the following.
One can define, as usual, the generating functional for
correlation functions:
Z[J ] ≡
∫
D[φ] e−S[φ]+Jαφα , (4)
where greek indices stand for coordinate and internal in-
dices. Here, φ denote the various fields present in the
model and J the associated sources. The cumulant gen-
erating functional and its Legendre transform (the gen-
erating functional of one-particle-irreducible vertex func-
3tions, or effective action Γ[Φ]) are defined as:
W [J ] ≡ log Z[J ] (5)
W [J ] + Γ[Φ] ≡ JαΦα , (6)
where Φα ≡ 〈φα〉 = δW/δJα.
Working with the effective action has the advantage
that the symmetries of the original action are expressed
as simple Ward identities for the effective action. More
precisely, let us consider infinitesimal symmetries that
are affine in the fields:
φα → φα + δφα, δφα = (Aβαφβ +Bα) . (7)
The related Ward identity imposes that Γ[Φ] possesses
the same symmetry, that is, Γ[Φ] verifies
δΓ[Φ] =
δΓ
δΦα
δΦα = 0 . (8)
This result generalizes to the case where the action S[φ]
is not strictly invariant under the transformations (7),
but has a variation linear in the fields. In this case, the
Ward identity simply becomes
δΓ[Φ] =
δΓ
δΦα
δΦα = 〈δS〉 = δS[Φ] , (9)
that is, the variation of the effective action has the same
form as the variation of the bare action. We now analyze
the various actions proposed for the study of the transi-
tion in the DEP model and the associated symmetries.
III. DEP FIELD THEORY
In order to study the action (3) and following [6], we
apply the Doi-shift and use the change of variables
ϕ = ρ−
1
2 (a+ b− ρ), ψ = ρ− 12 b,
ϕ¯ = ρ
1
2 a˜, ψ¯ = ρ
1
2 (b˜− a˜) , (10)
where ρ is the initial total density, to obtain the action
of DEP [6]
SWOHDEP =
∫
x,t
{
ϕ¯(∂t −∆)ϕ+ ψ¯(∂t − λ∆− σ)ψ
+µ ϕ¯∆ψ + ψψ¯
[
g(ψ − ψ¯ − ϕ− ϕ¯)
+v(ψψ¯ + ψϕ¯− ψ¯ϕ− ϕϕ¯)
]}
, (11)
with parameters
g =
k
√
ρ
DA
, v =
k
DA
, σ = k(ρ− ρc)/DA, ρc = (kτ)−1
λ = DB/DA, µ = (DA −DB)/DA . (12)
In the expression (11), the time has been rescaled by
DA. As a consequence, we cannot study directly the
case DA = 0, known as C-DP in the literature, which
is a whole field in itself [33–37]. Notably, a mapping
has been established between C-DP and the quenched
Edward-Wilkinson model in [38, 39]. It would be inter-
esting to investigate whether the limit DA → 0 can be
recovered from the DEP action as a short time transi-
tional regime, since this limit corresponds to t → 0 in
the rescaled action. This would imply to consider break-
ing of time-translation invariance, which is beyond the
scope of the present work.
Further approximations of the DEP action are delicate
because the fields in (11) do not represent the physical
densities. In particular, we show below that the trunca-
tion of SWOHDEP performed in [6] leads to an action which
does not conserve the total number of particles if in-
terpreted as a coherent-state path integral. To clarify
this point, let us expound an alternative way to obtain a
coarse-grained action [39] which relies on the Grassberger
transformation [40]
a∗ = en˜A , b∗ = en˜b , a = nAe−n˜A , b = nBe−n˜B .
(13)
It was shown in [41] that this transformation results in a
path integral for the physical density fields of particles.
Applied to the original action (3), it yields
SGDEP =
∫
x,t
{
n˜A(∂t −DA∆)nA −DAnA
(∇n˜A)2
+ n˜B(∂t −DB∆)nB −DBnB
(∇n˜B)2
+ knAnB
(
1− exp(n˜B − n˜A)
)
− 1
τ
nB
(
exp(n˜A − n˜B)− 1
)}
. (14)
In this formulation, the conservation of the total number
of particles is conveniently expressed through the follow-
ing field transformation [39]:
n˜A → n˜A + Λ(t), n˜B → n˜B + Λ(t) , (15)
where Λ(t) is a function of time with suitable boundary
conditions. Even if this transformation is not a symmetry
of the action SGDEP given by (14), the variation of the
latter is linear in the fields. As explained in the previous
section, one can then deduce simple Ward identities.
Let us come back to the coherent-state action of DEP,
Eq. (11). Although the conservation of particles is not as
simple as in the Grassberger formulation (transformation
(15)), the corresponding symmetry exists for the action
(11) and reads
ϕ¯→ Λϕ¯+ (Λ− 1)g
v
ϕ→ Λ−1ϕ+ (Λ−1 − 1)g
v
ψ¯ → Λψ¯, ψ → Λ−1ψ , (16)
where Λ is an arbitrary constant. Let us remark that the
field transformation (16) is a true symmetry of the ac-
tion (11), contrarily to its Grassberger version, where the
4transformation (15) with a constant Λ is not a symmetry
of SGDEP. On the contrary, the Ward identity associated
with the time-gauged transformation (16) turns out to
be difficult to control in the WOH formulation (because
in this case the variation of the action is not linear in the
fields). On the other hand, the action SWOHDEP is a polyno-
mial in the fields which significantly simplifies most calcu-
lations. Let us emphasize that, in both cases, truncations
of the corresponding actions – which are necessary in a
perturbative approach – must be done carefully, in order
not to break the symmetries (15) or (16), associated with
the conservation of the total number of particles. In the
next section, we analyze the action for the DP-C model
and discuss its relations and differences with the DEP
action.
IV. DP-C FIELD THEORY
Despite of the transparent symmetry (15), the Grass-
berger action (14) has the drawback of being no longer a
polynomial in the fields. Nonetheless, by further heuristic
truncations, one can propose the action of the Directed
Percolation coupled to a Conserved field or DP-C. From
(14), changing to variables nA → ρ+c−n, nB → n, n˜A →
c˜, n˜B → n˜ + c˜, keeping only relevant terms around the
upper critical dimension dc and rescaling, one gets
SGDP-C =
∫
x,t
{
c˜(∂t −∆)c+ n˜(∂t − λ∆− σ)n
+r c˜∆c˜+ µ c˜∆n+ γ nn˜(n− n˜− c)
}
, (17)
using the same notations as before and with
γ =
k
DA
√
ρ+ ρc
2
, r =
2ρ
ρ+ ρc
. (18)
In this action, n represents the density of B, equivalent
to ψ, and c the fluctuation of the total density, equivalent
to φ. It is an extension for arbitrary µ of the KSS action
obtained in [9] from a coarse-grained Langevin equation.
The DP-C action can also be obtained from the
coherent-state action (11), upon dropping the quartic
terms which are perturbatively irrelevant in d = 4 − .
This was done in [6] and led for µ < 0 to the WOH
universality class. However, the resulting action inter-
preted as a coherent-state path integral does not corre-
spond to a process where the total number of particles is
conserved. This can be checked by inverting the changes
of variables to re-express the action in terms of a, a∗, b, b∗,
and then applying the Grassberger transformation. This
issue notwithstanding, the truncated action is formally
equivalent to DP-C. Indeed using the change of variable
c = ϕ+ ϕ¯, c˜ = ϕ¯, one recovers (17) with γ = g and r = 1.
(Note that in (17), r can be absorbed by a rescaling of
the fields c and c˜). Thus, at the formal level of the field
theory, forgetting about the nature of the fields at stake,
the density field action and the coherent-state one are
equivalent when they are truncated to the terms relevant
around the upper critical dimension. In the remainder
of the article, we choose to work with the latter, which
reads:
SWOHDP-C =
∫
x,t
{
ϕ¯(∂t −∆)ϕ+ ψ¯(∂t − λ∆− σ)ψ
+µ ϕ¯∆ψ + g ψψ¯(ψ − ψ¯ − ϕ− ϕ¯)
}
. (19)
The shift transformation (15) in terms of these fields
reads
ϕ→ ϕ+ Λ(t), ϕ¯→ ϕ¯− Λ(t) , (20)
with Λ(t) a function of t with appropriate boundary con-
ditions as before. As for the Grassberger action (14), the
variation of the DP-C action (19) under the transforma-
tion (20) is linear in the fields, generating simple Ward
identities. Even more, for the truncated action (19), one
can consider the generalization of (20) gauged not only
in time but also in space:
ϕ→ ϕ+ Λ(x, t), ϕ¯→ ϕ¯− Λ(x, t) . (21)
The variation of the DP-C action under this enhanced
transformation is linear in the fields, which implies the
Ward identity:
δΓ = δ
{
Φ¯(∂t −∆)Φ + µ Φ¯∆Ψ
}
, (22)
where δX denotes the variation of X under the infinites-
imal transformation (21). This prompts to write
Γ =
∫
x,t
Φ¯(∂t −∆)Φ + µ Φ¯∆Ψ + Γ˜[Φ + Φ¯,Ψ, Ψ¯] , (23)
i.e. apart from the first two terms which are not renor-
malized, Γ is invariant under (21). This result implies
that dΦ = dΦ¯ = d/2 (which prompts to define η and η¯ as
the anomalous dimension of Ψ and Ψ¯ respectively) and
z = 2. Moreover if µ 6= 0, then Ψ and Φ must have the
same dimension, which leads to dΨ = d/2, i.e. η = 0.
Besides this gauged shift transformation, the DP-C ac-
tion has the following duality property [15],
ϕ→ ϕ+ , σ → σ − g , (24)
where  is a constant real parameter. It was shown in
[9, 15] that this duality implies ν = 2/d exactly. This
result, in conjunction with η = 0 (which holds for µ 6=
0), then yields β = 1 exactly through the hyperscaling
relation β/ν = (d + η)/2. In the particular case where
µ = 0, the action (19) possesses the extra generalized
“rapidity” symmetry [15]:
ψ(x, t)→ −ψ¯(x,−t), ψ¯(x, t)→ −ψ(x,−t),
ϕ(x, t)→ ϕ¯(x,−t), ϕ¯(x, t)→ ϕ(x,−t) . (25)
As a consequence, the effective action Γ inherits this sym-
metry and, moreover, η = η¯. All the exact results for the
5µ = 0 µ 6= 0
ν 2/d 2/d
z 2 2
η η¯ 0
β 1
TABLE II. Exact critical exponents of the DP-C universality
class.
exponents of the DP-C universality class (equivalent to
the KSS class for µ = 0 and to the WOH class for µ < 0)
are summarized in Table II.
Let us make a point clear about issue iii) in the intro-
duction, regarding the value of the exponent β. One of
the outcomes of the previous analysis is that for DP-C,
the identities ν = 2/d and η = 0 imply β = 1 exactly
for µ 6= 0. Hence the DP-C action cannot account for
a non-trivial value of β, as seems to be observed in this
case in lattice simulations [11, 12].
V. DISCUSSION OF THE RELATION
BETWEEN DEP AND DP-C
The symmetry (16) provides a possible scenario for the
transition from DEP to DP-C. Indeed, the corresponding
Ward identity, derived in (A 2), reads for arbitrary vertex
functions:{√
ρ
( ∂
∂φ0
− ∂
∂φ¯0
)
+ φ0
∂
∂φ0
− φ¯0 ∂
∂φ¯0
+ ψ0
∂
∂ψ0
− ψ¯0 ∂
∂ψ¯0
+(a− b+ c− d)
}
Γ(a,b,c,d)
({qi, ωi};φ0, φ¯0, ψ0, ψ¯0) = 0 ,
(26)
where the subscript 0 denotes constant and uniform back-
ground fields. The functional Γ is defined at a renor-
malization scale k which goes to zero in the thermo-
dynamic limit (see next section). Let us introduce the
renormalised adimensioned fields φˆ = kdφφ, ˆ¯φ = kdφ¯ φ¯,
ψˆ = kdψψ, ˆ¯ψ = kdψ¯ ψ¯. In the corresponding adimen-
sioned identity, the first two terms are enhanced with an
explicit k−dφ and k−dφ¯ factor. Hence, they dominate in
the limit k → 0, as long as the scaling dimensions of the
fields φ and φ¯ are positive. One is then left in the infrared
with the following Ward identity( ∂
∂φ0
− ∂
∂φ¯0
)
Γ(a,b,c,d)
({qi, ωi};φ0, φ¯0, ψ0, ψ¯0) = 0 ,
(27)
which is identical to the Ward identity for the pure shift
(20). In fact, we present below results from the integra-
tion of the NPRG flow which confirm to some extent this
scenario.
However, let us note that this property is not suffi-
cient to ensure that the DEP transition belongs to the
universality class of DP-C. Indeed, the exponents of DP-
C follow from the conjunction of both the space-time
gauged shift (20) and the duality relation (24). However,
the first of these symmetries is not valid for DEP, since a
renormalization of the φφ¯ propagator is allowed. Conse-
quently ν can still depart from 2/d even though the shift
symmetry is restored in the infrared at the DEP fixed
point.
Of course, these symmetries can always appear as ac-
cidental symmetries of the fixed point. Indeed, the field
theoretical results [6, 15] suggest that this is the case for
spacial dimensions close to the upper critical dimension,
where the only relevant terms are the cubic ones, and the
cubic action satisfies these gauged symmetries. However,
it is unclear whether the gauged identities remain attrac-
tive at the relevant infrared fixed point in arbitrary di-
mensions. This connects with the original question raised
in [6, 15]: The DP-C fixed point has a priori more sym-
metries than the DEP one. Whether the DP-C fixed
point continues to control the DEP transition in low di-
mensions (as it does near the upper critical dimension),
is a dynamical question to be investigated. Our task in
the remainder of the article is to study both DP-C and
DEP through their respective symmetries with the help
of NPRG techniques.
VI. NON-PERTURBATIVE
RENORMALIZATION GROUP
The NPRG procedure for equilibrium systems [19,
20] can be straightforwardly generalized to out-of-
equilibrium phenomena [25, 42]. The starting point is
to modify the generating functional (4) by adding a scale
dependent quadratic regulator. Generically,
Zk[J ] ≡
∫
D[φ] e−S− 12Rαβk φαφβ+Jαφα , (28)
where, as before, greek indices stand for coordinate and
internal indices. The role of the regulator Rk is to
smoothly replace momenta q < k in the propagator with
k (denoting q = |q|). Here, both the ϕ¯ϕ and ψ¯ψ propa-
gators are regulated; more precisely
1
2
Rαβk φαφβ =
∫
q,ω
Rϕk (q)ϕ¯(−q, ω)ϕ(q, ω)
+Rψk (q)ψ¯(−q, ω)ψ(q, ω) , (29)
with Rϕk (q) = q
2r( q
2
k2 ) and R
ψ
k (q) = λkZkq
2r( q
2
k2 ), where
λk and Zk are running coefficients defined in Eq. (36). In
this work, we choose to use the cutoff function r proposed
by Litim [43]
r(y) =
(1
y
− 1)Θ(1− y) , (30)
which allows for analytical integration on momenta. The
regulated cumulant generating functional and its (modi-
6fied) Legendre transform are then defined as
Wk ≡ log Zk (31)
Wk + Γk ≡ JαΦα − 1
2
Rαβk ΦαΦβ , (32)
where Φα = 〈φα〉 = δWk/δJα, generalizing previous def-
initions in presence of the infrared regulator. The evolu-
tion of Γk with the RG scale k is given by the exact flow
equation [19]:
∂kΓk =
1
2
∂kR
αβ
k (Γ
(2)
k +Rk)
−1
βα , (33)
which smoothly interpolates between the mean-field ef-
fective action ΓΛ ∼ S and the exact effective action
Γ0 = Γ, when k is lowered from a microscopic UV cutoff
Λ to 0. At this point, in order to integrate (33), some
approximations have to be made based on the properties
of Rk and on identities coming from the symmetries of
Γk.
A. Exact exponents from symmetries of DP-C
In order to propose appropriate ansätze for Γk, its gen-
eral form must be constrained by the symmetries of the
action. This is achieved as previously through the use of
Ward identities, generalized to account for the presence
of the infrared regulator Rk (see Appendix A). In par-
ticular, the Ward identity (22) remains true for Γk, and
yields that Γk endows the same general form as (23)
Γk =
∫
x,t
Φ¯(∂t−∆)Φ +µ Φ¯∆Ψ + Γ˜k[Φ + Φ¯,Ψ, Ψ¯] , (34)
with the explicit kinetic terms unrenormalized and Γ˜k
invariant under (20). This implies that the NPRG flow
maintains the property dΦ = dΦ¯ = d/2 and z = 2. More-
over, if µ 6= 0, then the flow also preserves dΨ = d/2, i.e.
η = 0.
Furthermore, using the duality transformation (24),
one obtains the constraint (see Appendix A 1)
g ∂σUk = ∂ΦUk , (35)
where Uk is the effective potential, which corresponds
to Γk evaluated for homogeneous static fields (di-
vided by the space-time volume). Within an adequate
parametrization of Uk, one can deduce from (35) that
ν = 2/d exactly, and at the same time identify the rele-
vant direction of the flow, see Appendix A. Hence, within
the NPRG framework, the modified Ward identities also
fix the exact values for the critical exponents of DP-C,
gathered in Table II. Let us notice that for DEP, a rela-
tion similar to (35) also exists (see Appendix A2), fixing
ν = 1/dφ exactly. However, the field ϕ may acquire in
this case a non-trivial dimension so that ν can be differ-
ent from 2/d.
B. Γk ansatz for DP-C and results from NPRG
Using the above contraints, we propose an ansatz for
Γk. In this work, we restrict to the Local Potential
Approximation, or LPA, modified minimally to account
for the renormalization of the fields [20], a modification
which is usually referred to as LPA’. It means that the
only momentum dependence of Γk is contained in the
bare propagator (up to the scaling factor for the field),
while the potential part Uk is renormalized:
Γk =
∫
x,t
{
Φ¯
(
∂t −∆
)
Φ + µΦ¯∆Ψ
+ ZkΨ¯
(
∂t − λk∆
)
Ψ + Uk(Φ + Φ¯,Ψ, Ψ¯)
}
. (36)
Furthermore, while some of the results presented below
are valid for an arbitrary potential, the integration of
the flow and the search for a fixed point are performed
by Taylor expanding Uk (around a minimum for Φ + Φ¯,
see appendix A 1) to a finite order (from third up to sixth
order) and truncating the corresponding flow equations
at the same order. The derivation of the flow equations
is explained in Appendix B. The LPA (or LPA’) approxi-
mations are simple to implement, and straightforward to
relate to known perturbative renormalization results. It
gives a fairly accurate view of the physics in most prob-
lems. However, it also has limitations, as emphasized in
the following.
For the third order (which corresponds to a renormal-
ization of the coupling constants of the vertices of the
DP-C bare action), we find a critical fixed point for any
dimensions below d = 4 and for any value of µ. It corre-
sponds to the fixed point precedently described pertur-
batively in [6]. For µ > 0, we also find that a fixed point
exists, but the flow cannot reach it since this would re-
quire for the vertex ΨΨ¯(Φ + Φ¯) to change sign, which
is prevented in our scheme by the expansion around the
minimum. This is manifest in Eq. (B16), the correspond-
ing coupling u˜111 cannot vanish.
From the fourth to sixth order, we find a fixed point
with one unstable direction for all values of µ, but only
for d & 3. Let us first discuss the case µ = 0. The values
of η at the corresponding fixed point are displayed as a
function of the dimension in Fig. 1. A striking difference
is manifest between the lowest and higher orders. For
d = 3, we obtain the value η = −0.3 at fourth order. For
higher orders, the values of η at different dimensions are
similar to those of the fourth order, but the fixed point
solution is lost at a dimension slightly higher than d = 3.
If extrapolated to d = 1, these values seem to be in accor-
dance with the simulations in d = 1, but the fixed point
solution disappears in dimension d ' 3. Unfortunately,
it is computationally too costly to implement the seventh
and higher orders. The way to progress would be to deal
with richer ansätze, for example using the full effective
potential without truncation. At this point, as discussed
below, it is not clear whether the disappearance of the
fixed point is an artifact due to the finite-order trunca-
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FIG. 1. Values of η as a function of the dimension d for µ = 0
calculated from the LPA’ truncations compared to the one-
loop result (dashed line) and to the simulation [12] (isolated
point at d = 1). Thick saltires mark the disappearance of the
fixed point. (Colors online)
tion of the LPA’, or if it is related to the intrinsic nature
of the DP-C fixed point and its relation to DEP.
In the µ < 0 case, this problem seems even sharper
(see Fig. 2), since the domain of existence of the fixed
point with one unstable direction describing the transi-
tion around d = 4 is not under control as the truncation
order increases. Finally, when µ > 0, the same fixed
point as for µ < 0 is present, but it cannot be reached
from the bare action. Besides this fixed point, from the
order four in the field expansion, we find a new fixed point
in the physical region of parameters. In contrast with the
perturbative calculations but in agreement with the nu-
merical simulations, this finding supports the existence
of a second order phase transition for µ > 0. However,
we are not able to convincingly assess the convergence of
this result with the order of the truncation in the field ex-
pansion, since the domain of existence of this fixed point
also varies significantly as the order is increased.
Let us note that for µ 6= 0, as η = 0, the only non-
trivial exponent for the DP-C class is η¯ (see Table II).
This exponent is related to θ′ = −η¯/(2z), the critical
initial slip exponent [6]. Hence, it would be interesting
to compare the value of η¯ obtained for µ 6= 0 in d = 3
to simulations in order to test the relevance of the cor-
responding fixed point. Unfortunately no such determi-
nation exists in the literature for µ 6= 0. In both cases,
the disappearance of the DP-C fixed point gives rise to
the same question as in the µ = 0 case. Either it is an
artifact to be imputed to the finite-order truncation, or
it signals that the transition cannot be described by the
DP-C class in low dimensions.
C. RG flow for the DEP action
Although the LPA’ for DP-C shows promising results,
the confirmation of the existence of a fixed point with
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FIG. 2. Values of η¯ as a function of the dimension for (a)
µ = −1 and (b) µ = 0.5 calculated from the LPA’ truncations
compared to the one-loop result (dashed line). Thick saltires
mark the disappearance of the fixed point. (Colors online).
one unstable direction driving the absorbing transition
in d = 1 does not seem to be reachable within the kind
of approximation implemented in this paper. Moreover,
given that the DP-C fixed point seems to be character-
ized by a larger symmetry group than the DEP one, it
is unclear if one should expect the infrared DEP fixed
point to be the same as the DP-C one for dimensions far
from dc. On top of this, as already mentioned, some DP-
C predictions for critical exponents (such as β = 1 for
µ 6= 0) seem to be inconsistent with the results of lattice
simulations. Independently of this last point, it is unsat-
isfactory from a NPRG point of view not to pinpoint how
the DP-C symmetries can emerge along the flow from a
microscopic action lacking these symmetries.
As an attempt to clarify this issue, we studied the
flow of a potential Uk(Φ, Φ¯,Ψ, Ψ¯) symmetric under the
transformation (16) related to the DEP action, Taylor
expanded both in Φ and Φ¯ around a minimum value. We
find that, in dimensions d & 3 where the DP-C fixed
point exists, the effective action preserves the rescaling
symmetry (16) along the flow, which progressively be-
haves as the shift symmetry (20), eventually recovered
at long distance, for any value of µ, confirming the sce-
nario proposed in Sec. V. However, this scenario only
holds for values of d where the DP-C fixed point exists
and has the appropriate number of relevant directions in
8order to control the critical behaviour (which depend on
µ and on the order of the truncation). Below this value,
the flow leads to another fixed point which is unphysical
or diverges. This new fixed point is presumably spurious
but its existence may be the reason why the DP-C fixed
point ceases to exist below a certain dimension. We con-
jecture that if a more elaborate approximation describing
a broader theory space than DP-C was used, the same
mechanism would occur in small dimensions but the flow
would lead to a genuine fixed point, which is absent in
our truncation.
Let us explain why the LPA’ does not suffice to resolve
this issue. First, let us note that the analysis of the di-
agrams involved in the perturbative renormalization of
the theory shows that the conjunction of the ΨΨ¯ term as
a multiplicative factor of the potential and the Ito¯’s pre-
scription [42] (which forbids tadpoles in the perturbative
formalism and also within the LPA’ approximation) im-
plies that in practice the ΦΦ¯ propagator cannot be renor-
malized and hence no fixed point other than the DP-C
one can be reached starting from the DEP action. The
same conclusion holds within the LPA’ approximation,
regardless whether the effective potential is expanded or
not. In order to study the possible differences between
DEP and DP-C, a more elaborate approximation, allow-
ing in particular for a renormalization of the ΦΦ¯ propa-
gator has to be implemented. In this respect, the Grass-
berger formulation seems to be a better starting point
because, as already mentioned, its variation under the
time-gauged shift (15) is linear. This may constitute the
subject of a future work.
VII. CONCLUSION
We analyzed the action of DP-C and DEP, and pro-
vided a detailed analysis of their respective symmetries.
We then studied the DP-C action in the framework of
non-perturbative renormalization, using a modified local
potential approximation LPA’. We recovered the results
of previous field theoretical studies at one-loop in the -
expansion [6], that is the existence of a DP-C fixed point
for µ = 0 and µ < 0.
However, it turns out that this result cannot be simply
extended to d = 1 and 2. Indeed, we observed (within
the LPA’) that this fixed point no longer exists below a
certain dimension d ' 3. At this stage, two possible ex-
planations can be contemplated. The disappearance of
the DP-C fixed point can be an artifact of the LPA’ ap-
proximation implemented in this work, which means that
finding the DP-C fixed point is low dimensions requires
a higher-order approximation. The alternative interpre-
tation is that the DP-C fixed point ceases to control the
absorbing transition in low dimensions, and thus that the
transition in the DEP model is driven by another fixed
point, which has less symmetries than the DP-C one.
Investigating this scenario also requires a more elaborate
approximation, able to distinguish between the DEP and
DP-C renormalizations. This interpretation means that
the transitions observed in lattice simulations in d = 1 or
2 do not correspond to the DP-C universality class, but to
a genuine DEP class, where the exponent values are not
fixed by the exact DP-C identities. This scenario could
explain the mismatch between the exact predictions com-
ing from the symmetries of the DP-C fixed point, and
results obtained in lattice simulations. In conclusion, the
study of DEP and of its possible coarse-grained counter-
part, DP-C, is far from being a settled subject. We hope
to be able to answer the questions raised in this article
in future studies.
Appendix A: Ward identities
Within the NPRG framework, in the presence of the
infrared regulator Rk, Ward identities can be derived by
considering an infinitesimal change of variable in Zk [44]:
φα → φα + δφα, δφα = (Aβαφβ +Bα) . (A1)
If the jacobian of the change of variables is one, and using
Jα = δΓk/δΦα +R
αβ
k Φβ , one obtains
δΓk = 〈δS〉+ Rαβk AγαGγβ , (A2)
where δΓk = (δΓk/δΦα)δΦα and Gαβ =
δ2Wk/(δΦαδΦβ). It means that the variation of
Γk is equal to the mean of the variation of S (up to a
possible regulator term).
The right-hand side can be made explicit if δS is linear
in the field and the regulator term is invariant. This is
a standard result for a global symmetry of the action.
Another interesting case is when a global shift (A = 0)
symmetry of the action is gauged. Under the condition
that the momentum dependence of S is only contained
in its quadratic part, one can derive a local constraint
on Γk. This is the case for the symmetry (20) of DP-C,
detailed below.
1. Ward identities for DP-C and ν = 2/d
The variation of Γk under the space-time gauged ver-
sion of (20) reads
δΓk = δ
{
Φ¯(∂t −∆)Φ + µ Φ¯∆Ψ
}
. (A3)
This identity means that these two terms are not renor-
malized, and the remaining part of Γk must be invariant
under the transformation (20). That is, it can only de-
pend on Φ + Φ¯, hence the parametrization (36).
The exact value for the exponent ν is then fixed by the
duality (24). Indeed, performing the infinitesimal change
of variable ϕ→ ϕ+ in Zk, one obtains the Ward identity∫
x,t
δΓk
δΦ
= g
∂Γk
∂σ
. (A4)
9Evaluating this identity for a uniform and static field
configuration then yields
g ∂σUk = ∂ΦUk , (A5)
where Uk is the effective potential. Since Uk is analytic,
let us consider the expansion of Uk around a minimum
χk for Φ + Φ¯
Uk(Φ+Φ¯,Ψ, Ψ¯) = ΨΨ¯
∑
n
un,k(Ψ, Ψ¯)(Φ+Φ¯−χk)n (A6)
such that ∂ΨΨ¯Uk(χk, 0, 0) = u0,k(0, 0) = 0 (notice that
the property Uk ∝ ΨΨ¯ can be shown to be conserved
by the flow, which is why the minimum is defined after
derivation with respect to Ψ and Ψ¯). Let us also note
that the identity (A5) is true for any higher order vertex
functions evaluated in non-zero background field. Plug-
ging in (A5) the expansion (A6) then yields
∀n ∈ N, ∂σun,k = (n+ 1)un+1,k
(1
g
+ ∂σχk
)
. (A7)
By evaluating this equation at Ψ, Ψ¯ = 0, using
u0,k(0, 0) = 0 and u1,k(0, 0) 6= 0 as well as the analyt-
icity of the potential, one obtains
∂σχk = −1
g
= cst. (A8)
∀n ∈ N, ∂σun,k = 0 . (A9)
(A9) means that χk is the only relevant coupling, so
that the flow can be projected on the critical surface
by considering all couplings except χk. As usual, the
fixed point is fully attractive within the critical sur-
face. Now, if one considers the action detuned from
criticality by the infinitesimal quantity σ − σc, one has
χk ∼ ξ−dΦ ∼ (σ−σc)ν d2 , where ξ is the correlation length.
Combining this consideration with (A8), one gets
ν =
2
d
. (A10)
2. Ward identities for DEP
Let us consider the symmetry (16). The DEP action
(11) is invariant uder this transformation, so one is led
to the Ward identity∫
x,t
{(√
ρ+Φ
)δΓκ
δΦ
−(√ρ+Φ¯)δΓκ
δΦ¯
+Ψ
δΓκ
δΨ
−Ψ¯δΓκ
δΨ¯
}
= 0 ,
(A11)
which translates into the following relation for vertex
functions:{√
ρ
( ∂
∂φ0
− ∂
∂φ¯0
)
+ φ0
∂
∂φ0
− φ¯0 ∂
∂φ¯0
+ ψ0
∂
∂ψ0
− ψ¯0 ∂
∂ψ¯0
+(a− b+ c− d)
}
Γ(a,b,c,d)κ
({qi, ωi};φ0, φ¯0, ψ0, ψ¯0) = 0 ,
(A12)
where a, b, c, d are the respective numbers of functional
derivatives with respect to the fields Φ, Φ¯,Ψ, Ψ¯ and the 0
indice denotes homogeneous background field value. The
counterpart of the duality relation (24) also applies for
DEP. By shifting ϕ and ϕ¯ by the same infinitesimal con-
stant in (11), one obtains∫
x,t
{δΓκ
δΦ
+
δΓκ
δΦ¯
}
=
√
ρ
∂Γκ
∂ρ
. (A13)
This identity is similar to (A4), and the same derivation
to establish the exact identity for ν can be used for DEP,
leading to
ν =
1
dϕ
. (A14)
As emphasized previously, at variance with the DP-C
case, the fields ϕ and ϕ¯ in the DEP action may be renor-
malized and acquire an anomalous dimension, such that
ν may differ from 2/d at the DEP fixed point.
Appendix B: Implementation of the NPRG for
DP-C
Within the Derivative Expansion, one focuses on the
small momentum and frequency regime of vertex func-
tions. In this regime and in the LPA’ approxima-
tion, which corresponds to the ansatz (36), the scale-
dependence of the effective action is restricted to the po-
tential Uk and to the scaling factors Zk and λk, i.e. to
low order derivatives of propagators at zero momenta and
frequencies, evaluated at a fixed configuration of constant
fields. In the general case, for two species, one has to cal-
culate a 4× 4 matrix of 2-point correlation functions for
Ψ, Φ and their response fields. However, for DP-C, the
only propagator which can undergo renormalization in
the LPA’ approximation is ΨΨ¯. As a consequence, only
two scale-dependent numbers are needed (on top of po-
tential couplings): Zk, which encode the renormalization
of the fields, and λk, which gives the scaling between time
and space, as encoded in (36). As the ΦΦ¯ propagator is
not renormalized, λk does not have a scaling dimension
but it can still have a sub-dominant dependence on k.
Another approximation is implemented for the potential
Uk. Instead of treating its full field dependence, it is ex-
panded in a polynomial of the fields around the minimum
χk of Φ+Φ¯ defined in Eq. (A6), and truncated at a given
order.
Let us first define the ΨΨ¯ inverse propagator:
Γ
(ΨΨ¯)
k (p, ν) ≡ FT
( δ2Γk
δΨδΨ¯
∣∣∣
Min
)
, (B1)
where Min denotes the static and uniform configura-
tion of the fields Ψ, Ψ¯ → 0, Φ + Φ¯ → χk and “FT”
the Fourier-transformation, performed after differentia-
tion and evaluation at the minimum configuration. Fur-
thermore translational invariance is used so that the left-
hand side only depends on one momentum and frequency.
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The scaling factors can then be defined as
Zk ≡ −i∂νΓ(ΨΨ¯)k (p, ν)
∣∣∣
p,ν=0
λkZk ≡ ∂p2Γ(ΨΨ¯)k (p, ν)
∣∣∣
p,ν=0
, (B2)
and the anomalous dimensions are obtained as
η + η¯ = −k∂k logZk . (B3)
The respective values of each anomalous dimension is
provided by the symmetries: η = 0 for µ 6= 0 and η = η¯
for µ = 0. The NPRG flow equation for the inverse prop-
agator reads:
∂kΓ
(ΨΨ¯)
k (p, ν) = Tr
∫
q,ω
∂kRk(q) ·Gk,(q, ω) · ∂U
(2)
k
∂Ψ
·Gk,(p + q, ω + ν) · ∂U
(2)
k
∂Ψ¯
·Gk,(q, ω) , (B4)
where U (2)k is the 4×4 matrix of second derivatives of the
potential with respect to the fields Φ, Φ¯,Ψ and Ψ¯ and Gk
is the matrix of connected correlation functions, obtained
by inverting the 4×4 matrix Γ(2)k + Rk. The  subscript
account for the Ito¯’s choice of discetization and indicates
that the time at which the response field is evaluated is
shifted by 
〈ϕ¯(x, t)ϕ(x′, t′)〉C → 〈ϕ¯(x, t+ )ϕ(x′, t′)〉C . (B5)
In Fourier space, this leads for example to
Gϕϕ¯k,(q, ω) = e
iωGϕϕ¯k (q, ω) , (B6)
see [42] for the justification of this procedure. From
Eq. (B4), one then deduces the flow equations for Zk
and λk following the definitions (B2). Note that addi-
tional tadpole diagrams (proportional to fourth deriva-
tives of the potential), which vanish within the LPA’ in
Ito¯’s convention, are not included in Eq. (B4).
The flow equation for the potential reads
∂kUk =
∫
q,ω
{
∂kq
2r(
q2
k2
)Gϕϕ¯k,(q, ω)
+ ∂k(λkZkq
2r(
q2
k2
))Gψψ¯k, (q, ω)
}
. (B7)
With Ito¯’s shift convention (B6), the integration on ω
amounts to a sum on the residues of G in the upper-
half plane, operation which is denoted by Res+ in the
following. Using the ansatz (36) for DP-C one obtains
∂kUk =
∫
q
iRes+
{
q2∂kr
(
iω + q2(1 + r) + U
(2,0,0)
k
)
PΨ + µq
2
(
U
(1,0,1)
k
(− Zkiω + h)− U (0,0,2)k U (1,1,0)k )+Q
∆
+q2∂k(λkZkr)
(
iωZk + h
)
PΦ + µq
2U
(1,0,1)
k
(− iω + q2(1 + r))− 2q2(1 + r)U (1,0,1)k U (1,1,0)k
∆
}
, (B8)
where r = r(q2/k2) is the adimensionned regulator de-
fined in (30),
U
(i,j,l)
k =
∂i+j+lUk
∂(Φ + Φ¯)i∂Ψj∂Ψ¯l
, (B9)
and with the following shorthand notations:
h =λkZkq
2(1 + r) + U
(1,1,0)
k
Q =U
(0,2,0)
k
(
U
(1,0,1)
k
)2
+ U
(0,0,2)
k
(
U
(1,1,0)
k
)2
− 2hU (1,1,0)k U (1,0,1)k
PΦ =ω
2 + q2(1 + r)
(
q2(1 + r) + 2U
(2,0,0)
k
)
PΨ =
(
Zkω
)2
+ h2 − U (0,0,2)k U (0,2,0)k
∆ =PΨPΦ − 2ZkU (1,0,1)k µq2ω2 + 2q2Q(1 + r)
+ 2µq4(1 + r)
(
hU
(1,0,1)
k − U (0,0,2)k U (1,1,0)k
)
+ µ2q4
(
(U
(1,0,1)
k )
2 − U (0,0,2)k U (2,0,0)k
)
. (B10)
By differentiating Uk and evaluating the result at the
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minimum configuration defined in (B1), one is left with
only two possible poles: iq2(1+r) and iλkq2(1+r). More
precisely, the integrand is now a rational function of
γ = iω + q2(1 + r)
γλ = iω + λkq
2(1 + r) , (B11)
and their respective complex conjugate. The non-zero
contributions to the integral arise from one or more γ(λ)
factors in the denominator. With the notation
uijl ≡ 1
i!j!l!
∂i+j+lUk
∂(Φ + Φ¯)i∂Ψj∂Ψ¯l
∣∣∣
Ψ,Ψ¯→0,Φ+Φ¯→χk
, (B12)
one obtains for example for u011
∂ku011 =
∫
q
iRes+
{
q2∂kr
[q2u2111(µ− 2λ(r + 1)Z)− 2Zγ∗λ(u211Zγ∗λ + µq2u112)
Z2
(
γ∗λ
)
2
(
γ∗
)2
+
2u111
(
µq2u012γ
∗
λ + 2λ
2q4(r + 1)2u111Z
)
γλZ2
(
γ∗λ
)2(
γ∗
)2 ]+ q2∂k(λkZr)[2q2u111
(
2µu012γ
∗
λ +
(
λ2 − 1)q2(r + 1)2u111Z)
γ(λ− 1)Z3(γ∗λ)3γ∗
+
4u012
(
(λ− 1)u021γ∗ − µq2u111
)
(λ− 1)γλZ3
(
γ∗λ
)2
γ∗
− 2Zγ
∗
λ
(
u121γ
∗ + µq2u112
)
+ q2u2111
(
(r + 1)Z − µ)
Z3
(
γ∗λ
)3
γ∗
]}
=
∫
q
{
q2∂k(λZr)
λ2(r + 1)u2111Z + u012
(
(λ+ 1)2(r + 1)u021 + (2λ+ 1)µu111
)
λ2(λ+ 1)2q4(r + 1)3Z3
+ q2∂kr
u111
(
λ(r + 1)u111Z + µu012
)
λ(λ+ 1)2q4(r + 1)3Z2
}
,
(B13)
where the dependence in k has been omitted for nota-
tional simplicity. At this point, the procedure is the same
as for NPRG applied to equilibrium systems. With our
choice of regulator, the momentum integral can be per-
formed analytically and, following the previous example,
one is left with
k∂ku011 = 8k
d−2vd
{µu012u111[λ(8 + 2d− η¯ + 2k∂kλ− η)+ 2λ2(4 + d− η¯ − η)+ k∂kλ]
(d+ 2)(d+ 4)λ2(λ+ 1)2Z2
+
u012u021
[
λ
(
2 + d− η¯ − η)+ k∂kλ]
d(d+ 2)λ2Z2
+
u2111
[
λ
(
2 + d− η¯ − η)+ d+ k∂kλ+ 2]
d(d+ 2)(λ+ 1)2Z
}
, (B14)
where d is the spatial dimension and vd =
1/(2d+1pi
d
2 Γ(d2 )). The last step is to introduce rescaled
variables
uijl =
{
Z
j+l
2 k2+d−(i+j+l)
d
2 u˜ijl, if µ = 0
Zlk2+d−(i+j+l)
d
2 u˜ijl, otherwise
χ = k
d
2 χ˜
s = ln
Λ
k
. (B15)
The flow equation of the rescaled minimum is deduced
from the implicit equation ∂ψψ¯Uk
∣∣
Min
= 0 in terms of the
rescaled variables. For µ = 0, one obtains
∂sχ˜ =
d
2
χ˜+ 8vd
{ u˜111(2 + d+ λ(2 + d− 2η)− ∂sλ)
d(d+ 2)(λ+ 1)2
− u˜
2
021(λ(2 + d− 2η)− ∂sλ)
d(d+ 2)λ2u˜111
}
. (B16)
In the case µ 6= 0, one obtains
∂sχ˜ =
d
2
χ˜+ 8vd
{ u˜111(2 + d+ λ(2 + d− η¯)− ∂sλ)
d(d+ 2)(λ+ 1)2
+
µu˜012
(
2(d+ 4)λ(λ+ 1)− (2λ+ 1)(∂sλ+ λη¯)
)
(d+ 2)(d+ 4)λ2(λ+ 1)2
+
u˜021u˜012
(
λ
(
2 + d− η¯)− ∂sλ)
d(d+ 2)λ2u˜111
}
. (B17)
To get the full set of coupled ordinary differential equa-
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tion for χ˜, λ and the coefficients u˜ijl up to the truncation
order, the above procedure is systematically implemented
using Mathematica. We verified that χ˜ decouples from
the other couplings, which implies that it is an unstable
direction of the flow with eigenvalue d/2 and that, once
its flow is excluded, the flow of the other couplings is
fully attractive (if a critical fixed point exists). In con-
sequence, the integration of the flow can be simply done
numerically, without the need to perform any fine-tuning.
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