Abstract. We consider the operator
Introduction
Consider the operator (1.1)
, the space of bounded C 2 functions on the nonnegative orthant with bounded first and second order partial derivatives. We prove uniqueness of the martingale problem for L under suitable nonnegativity and regularity conditions on the γ ij and b i . A precise statement is given below, but in essence we require that for each x, the matrix γ ij (x) is positive definite, the off-diagonal terms are small for x in the boundary of R Let ν be a probability on R In view of (c), this shows that it is immaterial which formulation of the martingale problem we use.
If q and γ are constant, M P (L, ν) is the martingale problem characterizing a superprocess with branching rate γ i in state i and underlying spatial motion governed by a continuous-time Markov chain with Q-matrix (q ij ). For q and γ as above, M P (L, ν) arises as the weak limit points of the large population, small mass and high branching rate limit of a branching particle system in which both the migration process and branching rate are now dependent on the empirical measure of the entire population. In other words the particles now interact with each other both through their Q-matrices (q ij (x)) and branching rates γ i (x) (see the discussion in Section 1 of [ABBP01] for more details). A direct application of Corollary 1.3 with b i (x) = d j=1 x j q ji (x) and γ ij (x) = 1 (i=j) γ i (x) shows that there is exactly one solution to M P (L Q , ν) for any probability ν on R d + . It therefore follows that the above interactive branching particle systems actually converge to the unique solution of M P (L, ν).
It is now interesting to compare Theorem 1.2 to the following result, which is essentially Theorem 1.1 from [ABBP01] . + . The change of measure argument used in the localization argument in the proof of Theorem 1.2 in Section 6 (see especially the argument in Case 2) can be easily modified to yield this improvement. Theorem 1.2 imposes an additional Hölder continuity assumption on b i and γ i but allows (small) off-diagonal terms in the diffusion matrix and, more importantly, weakens the strict positivity condition on b i on {x i = 0} to nonnegativity. This is precisely where the diffusion term degenerates and so it is perhaps not surprising that this improvement is rather delicate. This improvement turns out to be highly desirable from the perspective of applications such as Example 1.4. Example 1 in [ABBP01] gives the analogous uniqueness result to Example 1.4 above but instead assumes that q ij and γ i are only continuous and (1.6) q ij (x) > 0 for all i = j whenever x j = 0 and x = 0.
The latter condition is needed there because of the strict positivity requirement on the boundary and rules out some of the most natural migration mechanisms such as nearest neighbor random walk. For ordinary super-Markov chains with γ i = 1 and q ij (x) independent of x, it is known that just before extinction, X t will hit a single axis (i.e., X i t = 0 for all but one value of i) infinitely often (see [T92] for much stronger results). This means that when (1.6) fails (as is allowed in Theorem 1.2), the effective drift b i (X t ) may indeed be 0 and the diffusion must know what to do when it hits corners, even if it starts in the interior of R d + . Similarly, Example 2 of [ABBP01] deals with a family of mutually catalytic branching mechanisms in which there are K types occupying d sites, the branching rate of each type at site i depends on the amount of mass of the other K − 1 types at this site, and the migration of each type depends on the configuration of the population of this type. Again in Example 2 of [ABBP01], one must assume that (1.6) holds for the migration mechanism of each type, again ruling out the most natural local migration mechanisms. The present theorem allows us to obtain the uniqueness result given there without this condition (i.e., without assumption (1.13) in [ABBP01] ) but assuming now that the branching rates and Q-matrices are all locally Hölder continuous. The same comment applies to the stepping stone models treated in Example 3 in Section 1 of [ABBP01] .
We feel that the Hölder continuity condition is a small price to pay for the inclusion of the most natural migration mechanisms. It is, however, natural to ask if Corollary 1.3 is valid if we only assume continuity in (H1) and (H2) rather than Hölder continuity. In fact, the example given in Section 8 of [ABBP01] shows that even for d = 1, this is not the case. The same example showed that the strict positivity condition on
is also needed. We state it here for completeness. 
has a solution X ≥ 0 that is not identically 0. Since 0 is also a solution, uniqueness in law fails for solutions of (1.7) and hence also for solutions of M P (L, δ 0 ) where
The reader is referred to Proposition 8.1 of [ABBP01] for a proof, but this counterexample can also be viewed as an exercise in boundary classification for onedimensional diffusions on R + .
Unlike the method of [ABBP01] , which was a perturbation method in the space L 2 , in this paper we use a perturbation method in a certain weighted Hölder space. Another advantage of this approach over that in [ABBP01] is that it appears to extend to infinite dimensions. One would like to obtain uniqueness in (1.1) when the underlying state space is countably infinite or even uncountably infinite, in which case one must deal with measure-valued martingale problems. This would allow one to establish analogues of Example 1.4 in infinite dimensions. The L 2 methods of [ABBP01] seem unlikely to succeed here, and even if they did, the infinitedimensional version of the required condition (1.6) is particularly unnatural. So far we have been able to extend the approach in this work to some infinite-dimensional settings, and we will pursue this further in a future work. Classical Hölder spaces have already been used in (different) infinite-dimensional settings in [CD96] .
We close with a brief outline of the paper. In Section 2 we introduce weighted Hölder spaces, which we denote by C α w (R d + ). After some inequalities based on Gamma and Poisson distributions in Section 3, we begin developing our estimates in Section 4. We start by considering the one-dimensional process with generator
where γ is a positive constant and b is a nonnegative constant. Explicit formulas are known for the transition densities, and working with these and the inequalities of Section 3, we obtain estimates on the L ∞ and C α w (R + ) norms of (P t f ) and x(P t f ) in terms of the C α w (R + ) norm of f ; here P t is the corresponding semigroup. In Section 5 we begin analyzing the operator
where the γ 0 i and b 0 i are constants. Since the semigroup corresponding to this case is given by a product of one-dimensional semigroups, we can derive estimates for the
i from the corresponding results in Section 4. We then integrate these to obtain estimates for the resolvent R λ for the constant coefficient case.
The perturbation argument is carried out in Section 6, and Theorem 1.2 is proved there. Let S λ be the resolvent for the operator in (1.1). Under some additional assumptions on the coefficients, we can write We use the letter c with subscripts to indicate finite positive constants whose exact value does not matter and whose value may change from line to line.
Preliminaries
Let e i be the unit vector in the i-th direction in
, α ∈ (0, 1] (eventually we will take α to be as in (H1) and (H2), but this is not important for now), and 1
If f ∞ is the sup norm of f , set
and 
Proof.
For general d, simply change one coordinate at a time to see that
We extend the definitions of |f | α,i and |f 
As is well known, the law of X γ,b is uniquely determined. We will need to work with the wellknown series expansions for the transition densities of X γ,b ; see, e.g., Gradinaru, Roynette, Vallois, and Yor [GRVY99] .
If 
which is bounded by a constant not depending on k. Performing a similar calculation with a = − 1 2 and combining, we conclude
The conclusion is now immediate.
Lemma 3.2. (a) For each p > 0, there exists a constant c p such that if r > 0, then
Proof. (a) Let X r be a gamma random variable with parameters r and 1, let k = [r], and let S k be a gamma random variable with parameters k and 1 as in Lemma 3.1. Let v = r − k and Y v be a gamma random variable with parameters v and 1 (with Y 0 = 0) and independent of S k . Then X r is equal in law to
A simple application of Jensen's inequality allows us to reduce the result to the case where p is a positive integer. The right-hand side of the above equation is bounded by
In the first inequality we used Lemma 3.1, and in the last inequality we used
(b) This is immediate from (a) by replacing r with r − s.
Proof. Let N be a Poisson random variable with parameter w. The statement of the lemma is then equivalent to
If N ≥ 1, then N −r ≤ 1; so clearly the left-hand side of (3.4) is bounded by 1. To get the bound of c r w −r , by Jensen's inequality it suffices to prove this bound with r a nonnegative integer. But
To prove (3.5), on the one hand we have from (3.4),
and on the other hand,
One-dimensional semigroups
In this section we take d = 1. Assume first f ∈ C b (R + ). We consider first b = 0 and write
, it is understood that we are always taking right-hand derivatives.
The series converges uniformly in x on compacts in [0, ∞) for all t > 0.
(b) We have
The series converges uniformly in x on compacts in [0, ∞) for all t > 0. In particular, (P t f ) and (P t f ) exist for all x ≥ 0 and are continuous.
and so it follows that the left-hand sides in (a) and (b) are the same for f and f . From (3.1) we see that the right-hand sides are also the same for f and f . Hence we may assume, without loss of generality, that f (0) = 0. By Fubini and the substitution z = y/(γt),
It is easy to differentiate through the summation (e.g., the resulting series is uniformly and absolutely convergent on compacts as f is bounded) and so this gives (a). A second differentiation gives (b).
We use the following notation.
and set
Proof. (a) Using Proposition 2.1,
and (a) follows immediately.
Since f ∈ C α w (R + ), this is less than or equal to
Stirling's formula shows that
2 . This and Lemma 3.2 give (b).
Lemma 4.3. (a) There exists
(ii)
Proof. (a)(i) From Lemma 4.1 and (3.1),
By Lemma 4.2,
Using Lemma 3.3(a) and the elementary inequality e −w ≤ (1 ∧ w
(ii) We may assume, without loss of generality, that f (0) = 0. Then from Lemma 4.1(b), setting w = x/γt, we have
Summing by parts, we see that (4.6)
By (3.1) and the fact that f (0) = 0, this in turn is equal to
To prove (ii) we bound |J k (t)| and |J 0 (t)| by using Lemma 4.2 and then use Lemma 3.3(b) and the elementary bound we
Using Lemma 3.2, this is bounded by
and (i) follows from an application of Lemma 3.3(a) and the fact that e
(ii) We may assume, without loss of generality, that f (0) = 0 (or else consider f − f (0)). By (4.6) and Lemma 3.2, if w = x/γt,
We now apply Lemma 3.3(b).
Lemma 4.4. (a)
There exists c α > 0 such that for all f ∈ C α w (R + ) and for all x, ∆ ≥ 0, we have
Proof. (a) From Lemma 4.1(a) (recall the definition of H k in (4.2)) and (3.1),
for y ≥ 0 and so
Use this and the elementary inequality e −x/γt ≤ c(γt/(x + γt)) 1 2 to derive (a). (b) Lemma 4.1(b) and (3.1) imply
Therefore,
where
Note that H 1 (w) = e −w (1 − w); so by (2.1) we have (4.8)
We also have for k ≥ 1,
Lemma 3.2 and a short calculation give
Use (4.8), (4.9), and
where we also use Lemma 3.3(b) in the last line as well as the fact that
.
We now turn to the case where b > 0. We write
t ). The proof of the following lemma is nearly identical to that of Lemma 4.1 and is therefore omitted.
and the above series converges uniformly in x on compacts in
and the above series converges uniformly in x on compacts in [0, ∞) for all t > 0.
Note that this implies that (P b t f ) exists and is continuous for x ≥ 0, with the understanding that we take right-hand derivatives at x = 0.
All constants are independent of γ and b unless noted otherwise.
Lemma 4.6. (a) There exists
By making minor changes in the proof of Lemma 4.2(b), we have for k ≥ 1,
For the case k = 0, by (2.1),
For b/γ large, we use Lemma 3.2(a) to bound the integral in the above by
For b/γ small, we bound the integral by
Lemma 4.5(a) implies
Use (4.12) and (4.13) to bound |(P b t f ) (x)| by the right side of (4.5) and the result follows as in the proof of Lemma 4.3(a).
(ii) Using Lemma 4.5(b) and summing by parts as in the proof of Lemma 4.3(a)(ii), with w = x/γt, we derive
Here (4.12) and (4.13) have been used in the last line. (a)(ii) now follows from an application of Lemma 3.3(b). 
It suffices to prove the analogue of (4.9) for b > 0, that is,
The result then would follow just as in the proof of Lemma 4.5(b). For k ≥ 2, (4.17) is easily proved by making the obvious modifications in the proof of (4.9) in Lemma 4.4(b). We give a derivation of the k = 1 case of (4.17) because some additional care is needed to ensure that the constant c α remains bounded as b approaches 0 (recall our constants do not depend on b and γ). Use (3.1) and Proposition 2.1 to see that 
Proof. From Lemma 4.6(a) if b > 0 and Lemma 4.3(a)(i) if b = 0, and the fundamental theorem of calculus, 
Lemma 4.5(a) implies (4.18)
Use (4.12) and (4.13) to see that
for all k ≥ 0. Therefore,
Lemma 3.3 shows that the sum over k is at most cw p−1 . Now use the elementary inequality (x + ∆) p − x p ≤ (x + ∆) p−1 ∆, which holds for 0 < p ≤ 1, to see that the left-hand side of (4.20) is less than or equal to
Next set b = 0. By replacing f with f − f (0), which does not affect (P t f ) or |f | α , we may assume f (0) = 0. Let
Lemma 4.1(a) shows
By (4.3) and Lemma 4.2, for k ≥ 1,
Therefore by (4.21),
This is precisely the expression that appears in (4.20); so the proof now proceeds as in the case b > 0.
Multi-dimensional semigroups and resolvents
Hence X t = (X , which was studied in Section 4. We write P t for the semigroup of X t and 
We frequently write g i for ∂g/∂x i and similarly for second partials.
Proof. We have
Note that if ∆ > 0,
It follows from Lemmas 4.1 and 4.5 that
t, x i )) (x i ) both exist. The assertions of the proposition now follow from Lemmas 4.3 and 4.6, and (5.6). 
(a) Use (5.6), (5.7), Lemma 4.7(a), and Lemma 4.4(a) to see that if F is as in (5.1), then Next consider (a) and (b) in the slightly more involved case when i = j. Recall the definition of G from (5.2). Then
As for (5.6), we have
and so Lemmas 4.3 and 4.6(a) imply
These bounds allow us to differentiate through the y j integral in (5.9) and conclude that if
and (5.14)
If ∆ > 0, Lemma 4.3(b)(i) or Lemma 4.6(b)(i) and (2.1) and (5.10) imply that
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A similar argument using Lemma 4.
By (5.13), (5.15) and Lemma 4.8,
Similarly by (5.14), Lemma 4.8 and (5.16),
This completes the derivation of (a) and (b) for all i, j.
The continuity of (P t f ) i and x i (P t f ) ii are immediate from (a) and (b), and their boundedness is given by Proposition 5.1. It remains to show that
Boundedness is implied by (5.4). (5.17) shows that 
and there exists c α such that
Proof. The bound in Proposition 5.1(a) allows us to differentiate through the integral and conclude (5.20). It follows from Proposition 5.2, Proposition 5.1(a), and dominated convergence that (R λ f ) i is continuous on R d + . If x i > 0, then the bound on x i (P t f ) ii ∞ in Proposition 5.1(a) allows us to differentiate again through the integral on the right-hand side of (5.20) and obtain (5.21). Again the continuity of (P t f ) ii from Proposition 5.2, the bound on x i (P t f ) ii ∞ from Proposition 5.1, and dominated convergence show that
Use Proposition 5.2(b) for t ≥ t and Proposition 5.1(a) for t < t in (5.21) to obtain for x i > 0,
Lemma 2.2 now shows that x i (R λ f ) ii has a Hölder α/2 continuous extension to R 
This estimate then also follows for x i = 0 by continuity, and (a) is proved. Finally, (b), (c), and this bound imply
i . This shows that the continuous extension of
Remark 5.5. If ordinary Hölder α norms (i.e., the usual space C α ) had been used instead of weighted Hölder norms, one would have obtained for a bound on the left-hand side of (5.22) an expression like
which is not bounded as x j → 0 for i = j. Thus we were forced to use weighted Hölder norms.
We now turn to the mixed partial terms. For the next lemma, fix i = j and recall that G(y i , y j ; t,
Lemma 5.6.
and there exists c α > 0 such that
and for k = i, j,
for l = i, j. Lemma 4.1(a) or Lemma 4.5(a) shows that
exists and Lemma 4.3(a)(i) or Lemma 4.6(a)(i) and (5.28) give the bound
This bound allows us to differentiate through the integral and conclude
by (2.1) and (5.28), then Lemma 4.3(b)(i) or Lemma 4.6(b)(i) tells us
This and (5.30) imply 
(this also gives (5.24)) and satisfies
To check continuity in x j (at this point we do not yet know if (P t f ) ij = (P t f ) ji and so cannot appeal to symmetry), first use Lemma 4.4(a) or Lemma 4.8(a) and (5.28) to see that
and then Lemma 4.3(b)(i) or Lemma 4.6(b)(i) to see that
If k = i, j, then similarly, using Lemma 4.3(b)(i) or 4.6(b)(i) twice, we get
where x ijk is defined immediately preceding (5.1). By Lemma 4.8,
Put this into (5.38) to obtain We first use (5.24) with i and j interchanged on the right-hand side, and use Lemmas 4.3(b)(i) or 4.6(b)(i) to handle the first (x j ) differentiation to see that
In the next to last inequality, we used Lemma 4.9 with p = 1 2 , and in the last inequality, we used (5.28) with l = i.
which we denote by the same expression), and this function is in
Proof. If x i , x j > 0, (5.25) and dominated convergence allow us to differentiate through the integral to conclude
The continuity of (P t f ) ji from Lemma 5.6, (5.25), and dominated convergence imply the continuity of
To examine the uniform continuity of
Use (5.40) to write
as an integral over t ≥ 0. Then split this integral at t, use (5.25) for t < t, and (5.26) or (5.27) for t ≥ t to prove (b). Lemma 2.2 shows that √ x i x j (R λ f ) ji has a Hölder continuous extension to R 
Remark 5.8. By being a little more careful, we can show that the continuous extension of √ x i x j (R λ f ) ij is 0 if x i = 0 or x j = 0, as the notation suggests. To see this first note that by symmetry and (5.25), if c 5.9 = c α min((γ
Assume x i , x j > 0 and, without loss of generality, that z j ≥ z i . Decompose the integral in (5.40) according to t ≤ z i , z i < t < z j or t ≥ z j and use the above bound to conclude that
We have used z
in the last line, and the result clearly follows.
Uniqueness
We now consider the operator Lf (x) defined in (1.1). Let α ∈ (0, 1], and suppose that Hypotheses (H1) and (H2) are in force throughout this section.
Let γ 
denote the generator studied in the previous section. We continue to let P t denote its semigroup and R λ the corresponding resolvent. Let B = L−L 0 . By Propositions 5.3 and 5.7, we see that BR λ f is continuous on R Let δ x be a point mass at x. Assume for now that the γ ij and b i are uniformly bounded. Assume also that we have a family of probability measures P x such that for each x, the probability P x is a solution to M P (L, δ x ) and that the family (X t , P x ) is a strong Markov process. We will remove these assumptions later on. Let
be the resolvent of X.
and let P x be a solution to M P (L, δ x ). Since γ and b are bounded, standard estimates for solutions to (1.3) using Gronwall's lemma on and not just a local martingale. Therefore,
Fix λ > λ b . If we multiply this equation by λe −λt , integrate over t from 0 to ∞, and use Fubini, we obtain
Here we have used the bound 
−λt x i (P t f ) ii (x)dt converges boundedly and pointwise to x i (R λ f ) ii . Similarly, by (5.25), (5.40), dominated convergence, and Remark 5.8,
converges boundedly and pointwise to Since L 0 is the infinitesimal generator of P t , a straightforward calculation, using the fact that the law of X
and that the local martingales in this martingale problem are in fact martingales, shows that
which converges boundedly and pointwise to λR λ f − f .
Replacing g in (6.1) by g δ , letting δ ↓ 0, and using the above results, we obtain
and the result follows.
For any bounded linear operator S :
and
Remark. Note we are assuming A 0 < ∞ in this result. This will be the case, for example, if γ and b are α-Hölder continuous and are constant outside of a bounded set.
Propositions 5.3 and 5.7 and (6.2) and (6.3) imply that 
k , where in the last line we used the elementary inequality We therefore focus on uniqueness. A standard conditioning argument (e.g., [B97] , p. 136) allows us to assume ν = δ x . By using Krylov's Markov selection theorem M P 0 ( L, δ z ) assumed in [SV79] follows from the uniqueness of the solution to this martingale problem just as in Exercise 6.7.4 of [SV79] ; here it is more convenient to work with M P 0 ( L, δ z ) instead of M P ( L, δ z ) .
If For the sake of clarity, we first consider a special case. 
