A problem of finding optimal hierarchy parameters for a given number of alternatives is considered. Hierarchical structures are widely used in the Analytic Hierarchy Process, Conjoint Analysis, and various other methods of Multiple Criteria Decision Making. The suggested approach is based on minimizing the objective of total pair comparisons across all the hierarchy structure. For an optimal hierarchy, the minimum effort is needed for eliciting data and synthesizing the local preferences across the hierarchy to get the global priorities or utilities. The obtained analytical and numerical results show how to choose the optimal structuring of the alternatives into groups by sub-criteria, criteria, and hyper-criteria by many-level hierarchy. The obtained results are beneficial for practical managerial decision making in the complex problems with numerous alternatives.
Introduction
Designing a hierarchy usually presents the first task in the AHP or other approaches to multiattribute decision making. A hierarchy configuration can be outlined by scrutiny of the connections among the alternatives for combining them into groups of different criteria. Then all pair comparisons data can be elicited from an expert for each level of the hierarchy, thus, among the items by each criterion, and among the criteria themselves. Statistical design for reducing the number of pair comparisons is applied in the case of many respondents, especially, in the conjoint analysis. The paper considers a problem of assembling a hierarchy structure in the optimizing approach of finding the minimum number of needed pair comparisons among the alternatives, subcriteria, and criteria. In many situations a researcher does not have prior information on a possible hierarchical design, so using the results of the optimization technique can help to facilitate the data eliciting process for local and global priorities. More specifically, for a given number n of all the alternatives, it is possible to estimate how many of them should be combined into each group of the lower level, and how many these groups of the criteria are needed at the upper levels so that the total number of all the required pair comparisons across the hierarchy structure reaches its minimum. This approach can serve to various practical aims of managerial decision makers. Researchers working with AHP methodology and applications should be familiar with Saaty's classical monographs (1980, 1996) , and others. But what is less known, T. Saaty is the author of the monograph (1970) on the optimization in integers, for instance, developed and widely applied in linear and goal programming and various other operation research algorithms. The current work is motivated by the ideas in Saaty (1970), although uses not the complex techniques of integer optimization but only a general setup and approximate solutions of finding integer solutions by the rounded continuous optimal values of the hierarchical structures. Applications of these results have been used in solving practical complex problems in marketing research (Lipovetsky, 2006 (Lipovetsky, , 2009 .
Literature Review

Hypotheses/Objectives
The main aim of this study consists in an advance evaluating of a set of appropriate parameters of a hierarchy sizes which then can be used in the time-money-efforts-saving AHP data eliciting process because it would need finding the minimum number of all the pair comparisons across all the hierarchy.
Research Design/Methodology
Let us consider a simple case of two-level hierarchy, with q criteria compared at the upper level, and (1) The total of all paired combinations among the criteria and alternatives by the criteria equals:
Adding the restriction (1) yields the conditional objective:
where λ is a Lagrange term. The quadratic items in (3) describe the convex functions, so the minimum by mj can be defined by the condition of each partial derivative equals zero:
Summing equations (5) by j and dividing by q yields:
where m denotes a mean value of the sizes of all groups of alternatives (1). Substituting (5) into equations (4) shows that
so the minimum number of the pairs (2) can be reached with equal division of all n alternatives by m of them into each of q criteria groups. Using (6) in (2) yields the total as follows: where the first item in sum corresponds to the number of combinations at the upper level of q criteria, and the second item is the number of combinations in q groups of m alternatives in each at the lower level of the hierarchy. The formula (7) expresses the total number of pair comparisons via a given constant n of all alternatives and the unknown number q of criteria. Minimizing the objective (7) yields:
So the first order derivative corresponds to minimum and can be reduced to the equation:
(9) This cubic equation has only one real root which can be simplified to the expression:
(10) Then for the optimum number (10) of criteria, the number of alternatives within each criterion can be estimated by (6) as:
(11) Then the minimum number of total pair comparisons (7) can be reduced to the formula:
so the rate 3 / 4 n of the pairs' number increase as n grows is slightly higher than a linear one. The total number of all pairs without reducing the number of needed comparisons can be estimated as number of combinations (1) from n alternatives, 2 / ) 1 (
, which is the quadratic function of n. The quotient of the minimum (12) to this maximum of the needed number of pairs can be presented as: 
With n increasing this ratio is quickly diminishing, so the structuring of the alternatives into two hierarchy levels significantly reduces the needed work of data eliciting and processing.
Data/Model Analysis
For a given number of the alternatives n from 5 to 100, the results of the hierarchy parameters' evaluation by the formulae (10)- (13) are presented in the table given in Appendix. Of course, we have to pick the values q and m as integers in a vicinity of the values shown in that table. For instance, with n=53 alternatives, the probable best value for the number of criteria should be about q=11, by m=5 items compared within each criterion. Then the total number of all pair comparisons can be reduced from the maximum value Tmax=1378 to Tmin=156, so almost by 9 times. More complicated hierarchies with three and more levels of criteria can be studied in a similar approach.
Limitations
In the described approach we can only obtain very rough estimates of the optimum hierarchy structures. More exact values can be found by the methods of integer quadratic programming and other techniques of integer optimization (Saaty, 1970) . A problem of finding an optimal structure of the hierarchy for a given number of alternatives is considered. The suggested technique is based on minimizing the objective of total pair comparisons across all the hierarchy levels. The obtained analytical and numerical results show how to choose the optimal structuring of the alternatives into groups by criteria. Such an approach can be extended to a many level hierarchy as well. This approach can significantly reduce the efforts in eliciting data and synthesizing the local preferences into global priorities, and be beneficial for practical managerial decision making in complex problems with numerous alternatives. Future developments should be based on more exact methods of optimization in integers (see Saaty, 1970) . 
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