Abstract. We compute the dimensions of all the secant varieties to the tangential varieties of all Segre-Veronese surfaces. We exploit the typical approach of computing the Hilbert function of special 0-dimensional schemes on projective plane by using a new degeneration technique.
Introduction
The study of secant varieties and tangential varieties is very classical in Algebraic Geometry and goes back to the school of the XIX century. In the last decades, these topics received renewed attention because of their connections with more applied sciences which uses additive decompositions of tensors. For us, tensors are multidimensional arrays of complex numbers and classical geometric objects as Veronese, Segre, Segre-Veronese varieties, and their tangential varieties, are parametrised by tensors with particular symmetries and structure. Their s-secant variety is the closure of the locus of linear combinations of s many of those particular tensors. We refer to [Lan12] for an exhaustive description of the fruitful use of classical algebraic geometry in problems regarding tensors decomposition.
A very important invariant of these varieties is their dimension.
A rich literature has been devoted to studying dimensions of secant varieties of special projective varieties. In particular, we mention:
1. Veronese varieties, completely solved by J. Alexander and A. Hirschowitz [AH95] ; 2. Segre varieties, solved in few specific cases, e.g., see [AOP09, CGG02, CGG11] ; 3. Segre-Veronese varieties, solved in even fewer specific cases, e.g., see [AB13, CGG05, Abr08] ; 4. tangential varieties of Veronese varieties, completely solved by H. Abo and N. Vannieuwenhoven, see [AV18, BCGI09] . In this paper, we consider the following question.
Question A. What is the dimension of secant varieties of tangential varieties of Segre-Veronese surfaces?
Let a, b be positive integers. We define the Segre-Veronese embedding of P 1 × P 1 in bi-degree (a, b) as the embedding of P 1 × P 1 with the linear system O P 1 ×P 1 (a, b) of curves of bi-degree (a, b), namely ν a,b : ]. The image of ν a,b is the Segre-Veronese surface of bi-degree (a, b), denoted by SV a,b , which is parametrized by decomposable partially symmetric tensors.
Let V 1 and V 2 be two 2-dimensional C-vector spaces. Let Sym(V i ) = d≥0 Sym d (V i ) be the symmetric algebra over V i , for i = 1, 2. If we fix basis (x 0 , x 1 ) and (y 0 , y 1 ) for V 1 and V 2 , respectively, then we have the identifications of the respective symmetric algebras with the polynomial rings In this way, the Segre-Veronese embedding of P 1 × P 1 in bi-degree (a, b) can be rewritten as ν a,b : P(V 1 ) × P(V 2 ) → P(Sym a (V 1 ) ⊗ Sym b (V 2 )),
Throughout all the paper, by (1.1), we identify the tensor v 2 and we view the Segre-Veronese variety of bi-degree (a, b) as the projective variety parametrized by these particular bi-homogeneous polynomials.
Given any projective variety X ⊂ P N , we define the tangential variety of X as the Zariski closure of the union of the tangent spaces at smooth points of X, i.e., if U ⊂ X denotes the open subset of smooth points of X, then it is
where T P (X) denotes the tangent space of X at the point P .
Given any projective variety X ⊂ P N , we define the s-secant variety of X as the Zariski closure of the union of all linear spans of s-tuples of points on X, i.e., (1.2) σ s (X) := P 1 ,...,Ps∈X P 1 , . . . , P s ⊂ P N ,
where − denotes the linear span of the points.
As we said before, we are interested in the dimension of these varieties. By parameter count, we have an expected dimension of σ s (X) which is exp. dim σ s (X) = min{N, s dim(X) + (s − 1)}.
However, we have varieties whose s-secant variety has dimension smaller than the expected one and we call them defective varieties. In this article we prove that the tangential varieties of all the Segre-Veronese surfaces are never defective.
Theorem 4.6. Let a, b be positive integers with ab > 1. Then, the tangential variety of any Segre-Veronese surface SV a,b is non defective, i.e., all secant varieties have the expected dimension; namely, dim σ s (T (SV a,b )) = min{(a + 1)(b + 1), 5s} − 1.
In order to prove our result, we use an approach already used in the literature which involves the study of Hilbert functions of 0-dimensional schemes in the multiprojective space P 1 × P 1 . In particular, first we use a method introduced by the first author, with A. V. Geramita and A. Gimigliano [CGG05] , to reduce our computations to the standard projective plane; and second, we study the dimension of particular linear systems of curves with non-reduced base points by using degeneration techniques which go back to G. Castelnuovo, but have been refined by the enlightening work of J. Alexander and A. Hirschowitz [AH92a, AH92b, AH95, AH00]. However, as far as we know, the particular type of degeneration that we are using has not been exploited before in the literature and we believe that it might be useful to approach other similar problems.
Structure of the paper. In Section 2, we show how the dimension of secant varieties can be computed by studying the Hilbert function of 0-dimensional schemes and we introduce the main tools that we use in our proofs, such as the multiprojective-affine-projective method and la méthode d'Horace différentielle. In Section 3, we consider the cases of small bi-degrees, i.e., when b ≤ 2. These will be the base steps for our inductive proof of the general case that we present in Section 4. Acknowledgements. The first author was supported by the Università degli Studi di Genova through the "FRA (Fondi per la Ricerca di Ateneo) 2015. The second author acknowledges nancial support from the Spanish Ministry of Economy and Competitiveness, through the Mara de Maeztu Programme for Units of Excellence in R&D (MDM-2014-0445).
Secant varieties and 0-dimensional schemes
In this section we recall some basic constructions and we explain how they are used to reduce the problem of computing dimensions of secant varieties to the problem of computing Hilbert functions of special 0-dimensional schemes.
2.1. Terracini's Lemma. A standard way to compute the dimension of an algebraic variety is to look at its tangent space at a general point. In the case of secant varieties, the structure of tangent spaces is very nicely described by a classical result of A. Terracini [Ter11] .
Lemma 2.1 (Terracini's Lemma [Ter11] ). Let X be a projective variety. Let P 1 , . . . , P s be general points on X and let P be a general point on their linear span. Then,
Therefore, in order to understand the dimension of the general tangent space of the secant variety σ s (X), we need to compute the dimension of the linear span of the tangent spaces to X at s general points. We do it in details for the tangential varieties of Segre-Veronese surfaces.
Let 1 ∈ S 1,0 and 2 ∈ S 0,1 . Then, we consider the bi-homogeneous polynomial a 1 b 2 ∈ S a,b which represents a point on the Segre-Veronese variety SV a,b . Now, if we consider two general linear forms m 1 ∈ S 1,0 and m 2 ∈ S 0,1 , then
therefore, we obtain that
Hence, the tangential variety T (SV a,b ) is the image of the embedding
The variety SV 1,1 is the Segre surface of P 3 whose tangential variety clearly fills the entire ambient space. For this reason, we will always consider pairs of positive integers (a, b) where at least one is strictly bigger than 1. Hence, from now on, we assume ab > 1. Now, fix 1 , m 1 ∈ S 1,0 and 2 , m 2 ∈ S 0,1 . For any h 1 , k 1 ∈ S 1,0 and h 2 , k 2 ∈ S 0,1 , we have
Note that, if b = 1 (or a = 1, resp.), the summand where 2 is appearing with exponent (b − 2) (or where 1 is appearing with exponent (a − 2), resp.) vanishes since it appears multiplied by the coefficient (b − 1) (or (a − 1), resp.).
Therefore, we have that
From this description of the general tangent space to the tangential variety, we can conclude that the tangential variety T (SV a,b ) has the expected dimension.
Lemma 2.3. Let (a, b) be a pair of positive integers with ab > 1. Then, T (SV a,b ) is 4-dimensional.
Proof. Let P be a general point of T (SV a,b ). Now, up to change of coordinates, we may assume
By direct computations, we have that the affine cone over T P (T (SV a,b )) is As mentioned above, if either a = 1 (or b = 1, resp.), the summand where x 0 is appearing with exponent (a − 2) (or y 0 is appearing with exponent (b − 2), resp.) vanishes because it is multiplied by (a − 1) (or (b − 1), resp.). Since ab > 1, this linear space clearly has dimension 5. Thus, the claim follows.
Therefore, by (1.2), we have that
2.2. Apolarity Theory and Fat points. For higher secant varieties, similar computations as Lemma 2.3 are not feasible. In order to overcome this difficulty, a classical strategy is to use Apolarity Theory. Here we recall the basic constructions, but, for exhaustive references on this topic, we refer to [IK99, Ger96] . 1 ; hence, for any polynomial f ∈ S a,b , we write f = α,β∈N 2 , |α|=a, |β|=b f α,β x α y β . For any bi-degree (a, b) ∈ N 2 , we consider the non-degenerate apolar pairing
Now, given a subspace W ⊂ S a,b , we denote by W ⊥ the perpendicular space with respect to the apolar pairing, i.e, W ⊥ = {f ∈ S a,b | f • g = 0, ∀g ∈ W }. From this definition, it is easy to prove that, given W 1 , . . . , W s ⊂ S a,b , we have
) be a general point and let W be the affine cone over the tangent space, i.e., P(W ) = T P (T (SV a,b ) ). Then, we may observe that therefore, since the apolarity pairing is non-degenerate, we obtain that
Definition 2.5. Let P ∈ P 1 ×P 1 be a point defined by the ideal ℘. We call fat point of multiplicity m, or m-fat point, and support in P , the 0-dimensional scheme mP defined by the ideal ℘ m .
Therefore, from Remark 2.4, we have that the general tangent space to the tangential variety of the Segre-Veronese surface SV a,b is the projectivisation of a 5-dimensional vector space whose perpendicular is the bi-homogeneous part in bi-degree (a, b) of an ideal describing a 0-dimensional scheme of length 5 which is contained in between a 2-fat point and a 3-fat point. In the next lemma, we describe better the structure of the latter 0-dimensional scheme.
) be a general point and let W be the affine cone over the tangent space, i.e.,
, where ℘ is the ideal of the point P and I is the principal ideal I = ( 1 m 2 + 2 m 1 ).
Proof. Up to change of coordinates, we may assume
Let ℘ = (x 1 , y 1 ) and I = (x 1 y 0 + x 0 y 1 ). Now, from (2.3), it follows that
The latter inequality is strict; therefore,
and, since dim W = 5, equality follows. Hence, since the apolarity pairing is non-degenerate,
From these results, we obtain that the general tangent space to the tangential variety to the Segre-Veronese surface SV a,b can be described in terms of a connected 0-dimensional scheme of length 5 contained in between a 2-fat and a 3-fat point. Moreover, such a 0-dimensional scheme is independent from the choice of a, b. Therefore, we introduce the following definition.
Definition 2.7. Let ℘ be the prime ideal defining a point P in P 1 × P 1 and let ( ) the principal ideal generated by a (1, 1)-form passing through P . The 0-dimensional scheme defined by ℘ 3 + ( ) 2 is called (3, 2)-fat point with support at P . We call P the support and the direction of the scheme. Now, by using Terracini's Lemma, we get that, from Lemma 2.6 and (2.2),
where X is the union of s many (3, 2)-fat points with generic support.
Let us recall the definition of Hilbert function. Since we will use it both in the standard graded and in the multi-graded case, we present this definition in a general setting.
Definition 2.8. Let S = h∈H S h be a polynomial ring graded over a semigroup H. Let I = h∈H ⊂ S be a H-homogeneous ideal, i.e., an ideal generated by homogeneous elements. For any h ∈ H, we call Hilbert function of S/I in degree h, the dimension, as vector space, of the homogeneous part of degree h of the quotient ring S/I, i.e.,
Given a 0-dimensional scheme X defined by the ideal I(X) ⊂ S, we say Hilbert function of X when we refer to the Hilbert function of S/I(X).
In the standard graded case we have H = N, while in the bi-graded cases we have H = N 2 . Therefore, by (2.4), we reduced the problem of computing the dimension of secant varieties to the problem of computing the Hilbert function of a special 0-dimensional scheme.
Question B. Let X be a union of (3, 2)-fat points with generic support and generic direction.
For
Also for this question we have an expected answer. Since X is a 0-dimensional scheme in P 1 × P 1 , if we represent the multi-graded Hilbert function of X as an infinite matrix (HF X (a, b)) a,b≥0 , then it is well-known that, in each row and column, it is strictly increasing until it reaches the degree of X and then it remains constant. Hence, if we let the support of X to be generic, we expect the Hilbert function of X to be the largest possible. Since a (3, 2)-fat point has degree 5, if X is a union of (3, 2)-fat points with generic support, then exp.HF X (a, b) = min {(a + 1)(b + 1), 5s} .
As we already explained in (2.4), this corresponds to the expected dimension (2.1) of the s-th secant variety of the tangential varieties to the Segre-Veronese surfaces SV a,b .
2.3. Multiprojective-affine-projective method. In [CGG05] , the authors defined a very powerful method to study Hilbert functions of 0-dimensional schemes in multiprojective spaces. The method reduces those computations to the study of the Hilbert function of schemes in standard projective spaces, which might have higher dimensional connected components, depending on the dimensions of the projective spaces defining the multiprojective space. However, in the case of products of P 1 's, we still have 0-dimensional schemes in standard projective space, as we explain in the following.
We consider the birational function φ :
Lemma 2.9. [CGG05, Theorem 1.5] Let X be a 0-dimensional scheme in P 1 ×P 1 with generic support, i.e., assume that the function φ is well-defined over X.
where
Therefore, in order to rephrase Question B as a question about the Hilbert function of 0-dimensional schemes in standard projective spaces, we need to understand what is the image of a (3, 2)-fat point of P 1 × P 1 by the map φ. Let z 0 , z 1 , z 2 be the coordinates of P 2 . Then, the map φ corresponds to the function of rings Φ :
. By genericity, we may assume that the (3, 2)-fat point J has support at P = ([1 : 0], [1 : 0]) and it is defined by I(J) = (x 1 , y 1 ) 3 + (x 0 y 1 + x 1 y 0 ) 2 . By construction, we have that I(φ(J)) = Φ(I(J)) and it is easy to check that
Therefore, φ(J) is a 0-dimensional scheme obtained by the scheme theoretic intersection of a triple point and a double line passing though it. In the literature also these 0-dimensional schemes are called (3, 2)-points; e.g., see [BCGI09] . We call direction the line defining the scheme. This motivates our Definition 2.7 which is also a slight abuse of the name, but we believe that it will not rise any confusion in the reader since the ambient space will always be clear in the exposition. We consider a generalization of this definition in the following section. By using these constructions, Question B is rephrased as follows.
Question C. Let Y be a union of s many (3, 2)-points with generic support and generic direction in P 2 . For any a, b, let Q 1 and Q 2 be generic points and consider
What is the Hilbert function of X in degree a + b?
Notation. Given a 0-dimensional scheme X in P 2 , we denote by L d (X) the linear system of plane curves of degree d having X in the base locus, i.e., the linear system of plane curves whose defining degree d equation is in the ideal of X. Similarly, if X is a 0-dimensional scheme in P 1 × P 1 , we denote by L a,b (X ) the linear system of curves of bi-degree (a, b) on P 1 × P 1 having X in the base locus. Therefore, Question B and Question C are equivalent of asking the dimension of these types of linear systems of curves. We define the virtual dimension as
Therefore, the expected dimension is the maximum between 0 and the virtual dimension. We say that a 0-dimensional scheme X in P 2 (X in
, respectively) is equal to the virtual dimension.
Méthode d'Horace différentielle.
From now on, we focus on Question C. We use a degeneration method, known as differential Horace method, which has been introduced by J. Alexander and A. Hirschowitz, by extending a classical idea which was already present in the work of G. Castelnuovo. They introduced this method in order to completely solve the problem of computing the Hilbert function of a union of 2-fat points with generic support in P n [AH92a, AH92b, AH95].
Definition 2.10. In the algebra of formal functions C z 1 , z 2 , we say that an ideal is vertically graded with respect to z 2 if it is of the form
), where I i 's are ideals in C z 1 .
If X is a connected 0-dimensional scheme in P 2 and C is a curve through the support P of X, we say that X is vertically graded with base C if there exist a regular system of parameters (z 1 , z 2 ) at P such that z 2 = 0 is the local equation of C and the ideal of X in O P 2 ,P C z 1 , z 2 is vertically graded.
Let X be a vertically graded 0-dimensional scheme in P 2 with base C and let j ≥ 1 be a fixed integer; then, we define: Roughly speaking, we have that, in the j-th residue, we remove the j-th slice of the scheme X; while, in the j-th trace, we consider only the j-th slice as a subscheme of the curve C.
In the following example, we can see how we see as vertically graded schemes the (3, 2)-fat points we have introduced before.
Example 2.11. Up to a linear change of coordinates, we may assume that the scheme J constructed in 2.5 is defined by the ideal I(J) = (z 1 , z 2 ) 3 + (z 1 ) 2 = (z 2 1 , z 1 z 2 2 , z 3 2 ). Therefore, we have that, in the local system of parameters (z 1 , z 2 ), the scheme J is vertically graded with respect to the z 2 -axis defined by {z 1 = 0}; indeed, we have the two vertical layers given by
2 , where I 0 = (z 3 2 ) and I 1 = (z 2 2 ); at the same time, we have that it is also vertically graded with respect to the z 1 -axis defined by {z 2 = 0}; indeed, we have the three horizontal layers given by
3 , where I 0 = I 1 = (z 2 1 ) and I 2 = (z 1 ). We can visualize J as in Figure 1 , where the black dots correspond to the generators of the 5-dimensional vector space C z 1 , z 2 /I(J) = 1, z 1 , z 2 , z 2 1 , z 1 z 2 . Therefore, if we consider J as vertically graded scheme with base the z 2 -axis, we compute the j-th residue and trace, for j = 1, 2, as follows: .
Similarly, if we consider it as vertically graded with respect to the z 1 -axis, we compute the j-th residue and trace, for j = 1, 2, 3, as follows:
Notation. Let X = X 1 + . . . + X s be a union of vertically graded schemes with respect to the same base C. Then, for any vector j = (j 1 , . . . , j s ) ∈ N s ≥1 , we denote Res
and Tr
. We are now ready to describe the Horace differential method. (a) Tr
The latter result contains all our strategy. Given a 0-dimensional scheme as in Question C with generic support, we specialize some of the (3, 2)-points to have support on a line in such a way the arithmetic allows us to use the conditions of Proposition 2.12. Such a specialization will be done in one of the different ways explained in Example 2.11. Recall that, if a specialized scheme has the expected dimension, then, by semicontinuity of the Hilbert function, also the original general scheme has the expected dimension.
In particular, the residues of (3, 2)-points have very particular structures. For this reason, we introduce the following definitions.
Definition 2.13. We call m-jet with support at P in the direction L the 0-dimensional scheme defined by the ideal ( , m 1 ) where is a linear form defining the line L and ( , 1 ) defines the point P .
We call (m 1 , m 2 )-jet with support at P in the directions L 1 , L 2 the 0-dimensional scheme defined by the ideal (
2 ) where i is a linear form defining the line L i , for i = 1, 2, and Figure 2 . The representation of a (2, 2)-jet and a 3-jet as vertically graded schemes.
Since (2, 2)-points will be crucial in our computations, we analyse further their structure with the following two lemmas that are represented also in Figure 3 .
Lemma 2.14. For λ > 0, let L 1 (λ) and L 2 (λ) two families of lines, defined by 1 (λ) and 2 (λ), respectively, passing through a unique point. Assume also that m = lim λ→0 i (λ), for i = 1, 2, i.e., the families L i (λ) degenerate to the line M = {m = 0} when λ runs to 0. Fix a generic line N = {n = 0} and consider
Then, the limit for λ → 0 of the scheme X(λ) = J 1 (λ) + J 2 (λ) is the (2, 2)-jet defined by (m 2 , n 2 ).
Proof. We may assume that
Hence, M is the line {z 1 = 0}. Then, the limit for λ → 0 of the scheme X(λ) is given by
Lemma 2.15. Let J be a (2, 2)-jet, defined by the ideal ( 2 1 , 2 2 ), with support at the point P . Let L i = { i = 0}, for i = 1, 2. Then:
(1) the residue of J with respect to L 1 (L 2 , respectively) is a 2-jet with support at P and direction L 1 (L 2 , respectively); (2) the residue of J with respect to a line L = {α 1 + β 2 = 0} passing through P different from L 1 and L 2 is a 2-jet with support at P and direction the line {α 1 − β 2 = 0}.
Proof.
(1) If we consider the residue with respect to { 1 = 0}, we get
Analogously, for the line { 2 = 0}. (2) If we consider the residue with respect to the line {α 1 + β 2 = 0}, we get
The construction of (2, 2)-jets as degeneration of 2-jets, as far as we know, is a type of degeneration that has not been used before in the literature. Similarly as regard the fact that the structure of the residues of (2, 2)-jets depend on the direction of the lines. These two facts will be crucial for our computation and we believe that these constructions might be used to attack also other similar problems on linear systems. 3. Lemmata 3.1. Subabundance and superabundance. The following result is well-known for the experts in the area and can be found in several papers in the literature. We explicitly recall it for convenience of the reader.
Lemma 3.1. Let X ⊂ X ⊂ X ⊂ P 2 be 0-dimensional schemes. Then:
In Question C, we consider, for any positive integers a, b and s, the scheme
where the Y i 's are general (3, 2)-points with support at general points {P 1 , . . . , P s } and general directions. The previous lemma suggests that, fixed a, b, there are two critical values to be considered firstly, i.e., namely, s 1 is the largest number of (3, 2)-points for which we expect to have subabundance, i.e., where we expect to have positive virtual dimension, and s 2 is the smallest number of (3, 2)-points where we expect to have superabundance, i.e., where we expect that the virtual dimension is negative. If we prove that the dimension of linear system L a+b (X a,b;s ) is as expected for s = s 1 and s = s 2 , then, by Lemma 3.1, we have that it holds for any s.
3.2.
Low bi-degrees. Now, we answer to Question C for b = 1, 2. These will be the base cases of our inductive approach to solve the problem in general. Recall that a, b are positive integers such that ab > 1; see Remark 2.2.
Lemma 3.2. Let a > b = 1 be a positive integer. Then, dim L a+1 (X a,1;s ) = max{0, 2(a + 1) − 5s}.
Proof. First of all, note that a ≥ s 2 . Indeed, a ≥ 2(a + 1) 5 ⇐⇒ 3a ≥ 2. Now, if s ≤ s 2 , we note that every line Q 1 P i is contained in the base locus of L a+1 (X a,1;s ). Hence,
Now, we prove the case b = 2 which is the crucial base step for our inductive procedure. In order to make our construction to work smoothly, we need to consider separately the following easy case.
Lemma 3.3. Let a = b = 2. Then, dim L 4 (X 2,2;s ) = max{0, 9 − 5s}.
Proof. For s = s 1 = 1, then it follows easily because the scheme 2Q 1 + 2Q 2 + 3P 1 ⊃ X 2,2;1 imposes independent conditions on quartics. For s = s 2 = 2, we specialize the directions of the (3, 2)-points supported at the P i 's to be along the lines Q 1 P i , respectively. Now, the lines Q 1 P i are fixed components and we can remove them. We remain with the linear system L 2 (2Q 2 + J 1 + J 2 ), where the J i 's are 2-jets contained in the lines Q 1 P i , respectively. Since both lines Q 2 P 1 and Q 2 P 2 are fixed components for this linear system, we conclude that the linear system has to be empty. Proof. We split the proof in different steps. Moreover, in order to help the reader in following the constructions, we include figures showing the procedure in the case of a = 15.
Step 1. Note that since a > 2, then a ≥
We specialize the (3, 2)-points with support at the P i 's to have direction along the lines Q 1 P i , respectively. In this way, for any s ≤ s 2 , every line Q 1 P i is a fixed component of the linear system L a+2 (X a,2;s ) and can be removed, i.e.,
where X = a Q 1 + 2Q 2 + J 1 + . . . + J s , where a = a − s and J i is a 2-jet contained in Q 1 P i , for i = 1, . . . , s. Now, as suggested by Lemma 3.1, we consider two cases: s = s 1 and s = s 2 . See Figure  4 . = 9. Here, we represent: (A) the first specialization and (B) the reduction explained in Step 1.
We fix a = 5k + c, with 0 ≤ c ≤ 4.
Step 2: case s = s 1 . Consider
for c = 0; 3k + 1 for c = 1, 2; 3k + 2 for c = 3; 3k + 3 for c = 4.
Note that the expected dimension is
Let A be a reduced set of points of cardinality equal to the expected dimension. Then, it is enough to show that dim L a +2 (X + A) = 0. where
for c = 0, 1; 2k + 1 for c = 2, 3, 4. Let
Note that s 1 ≥ 2t 1 . Now, by using Lemma 2.14, we specialize 2t 1 lines in such a way that, for i = 1, . . . , t 1 , we have:
• the lines Q 1 P 2i−1 and Q 1 P 2i both degenerate to a general line R i passing through Q 1 ;
• the point P 2i−1 and the point P 2i both degenerate to a general point P i on R i . In this way, from the degeneration of J 2i−1 and J 2i , we obtain the (2, 2)-jet W i defined by the scheme-theoretic intersection 2R i ∩2P 2i−1 P 2i , for any i = 1, . . . , t 1 . Note that the directions P 2i−1 P 2i are generic, for any i; see Figure 5 . Note that, these (2, 2)-jets have general directions. 6Q 1 2Q 2 in degree 8 Figure 5 . Since a = 15, we have a = 5 · 3 + 0 and t 1 = 3. Hence, we specialize three pairs of lines to be coincident and we construct three (2, 2)-jets.
• every scheme W i , with support on R i , for i = 1, . . . , t 1 , in such a way that all P i 's are collinear and lie on a line L; • if c = 0, 1, 2, 3, we specialize A (the reduced part) to lie on L;
• if c = 4, we specialize the double point 2Q 2 to have support on L.
Note that this can be done because
for c = 0, 3; k − 1 for c = 1; k + 1 for c = 2, 4;
and, for c = 1, we may assume k ≥ 1, since a ≥ 2. By abuse of notation, we call again X the scheme obtained after such a specialization. In this way, we have that deg(X ∩ L) = 2k + 3 for c = 0, 1; 2k + 4 for c = 2, 3, 4. = a + 3.
Therefore, the line L becomes a fixed component of the linear system and can be removed, see Figure 7 , i.e., dim
• by Lemma 2.15, J i is a 2-jet with support on P i ∈ L with general direction, for all i = 1, . . . , t 1 ;
• J i is a 2-jet contained in the line Q 1 P i , for i = 2t 1 + 1, . . . , s 1 . Now, since we are looking at curves of degree a + 1, the lines Q 1 P i , for i = 2t 1 + 1, . . . , s 1 , become fixed components and can be removed, see Figure 8 , i.e.,
in degree 7 Figure 7 . We remove the line L.
with
; where
Figure 8. We remove all the lines passing through Q 1 and containing the directions of the three (2, 2)-jets. Now, if c = 0, 1, 2, 3, since we are looking at curves of degree a + 1, we have that the line Q 1 Q 2 is a fixed component and can be removed. After that, specialize the point Q 2 to a general point lying on L; see Figure 9 .
Therefore, for any c, we reduced to computing the dimension of the linear system L a+1 (J ), where
(b) Figure 9 . In (A) we have removed the line Q 1 Q 2 and then, in (B), we specialize the point Q 2 to lie on L.
and where • Q 1 is a general point;
• Q 2 is a general point on L;
• J i 's are 2-jet points with support on L and general direction. Note that this can be done because, for c ≤ 2, we may assume k ≥ 1, since a ≥ 3.
Moreover,
Therefore, the line L is a fixed component for L a +1 (J ) and can be removed, i.e.,
where the P i 's are collinear. Since t 1 = a + 1, this linear system is empty and this concludes the proof of the case s = s 1 .
Step 3: case s = s 2 . First of all, note that the case c = 4 has been already proved since in that case we have s 1 = s 2 . Moreover, the case c = 1 follows easily because we have that the linear system in the case s = s 1 has dimension 1.
Hence, we are left just with the cases c = 0, 2, 3. We have
3k + 1 for c = 0; 3k + 2 for c = 2; 3k + 3 for c = 3.
, and a = a − s 2 = 2k − 1 for c = 0; 2k for c = 2, 3. , Now, define
Then, we proceed similarly as before. Note that s 2 ≥ 2t 2 . Now, we specialize 2t 2 lines in such a way that, for i = 1, . . . , t 2 :
• the point P 2i−1 and the point P 2i both degenerate to a general point P i on R i .
In this way, from the degeneration of J 2i−1 and J 2i , we obtain the (2, 2)-jet W i defined by the scheme-theoretic intersection 2R i ∩ 2P 2i−1 P 2i , for any i = 1, . . . , t 2 . Moreover, we specialize the support of the W i 's and the double point 2Q 2 on a line L. Note that this can be done because s 2 − 2t 2 ≥ 0. By abuse of notation, we call again X the scheme obtained after such a specialization. In this way, we have that deg(X ∩ L) = 2k + 2 for c = 0 2(k + 1) + 2 for c = 2, 3; = a + 3.
Therefore, the line L is a fixed component and can be removed. Hence,
• J i is a 2-jet with support on P i ∈ L with general direction, for all i = 1, . . . , t 2 ;
• J i is a 2-jet contained in Q 1 P i , for all i = 2t 2 + 1, . . . , s 2 . Now, since we look at curves of degree a + 1, the lines Q 1 P i , for i = 2t 2 + 1, . . . , s 2 , become fixed components and can be removed. Hence, we get
the line L is a fixed component and can be removed. Hence, we are left with the linear system L a (a Q 1 + P 1 + . . . + P t 2 ). Since t 2 = a + 1, this linear system is empty and this concludes the proof of the case s = s 2 .
Main result
We are now ready to consider our general case. First, we answer to Question C.
Remark 4.1 (Strategy of the proof). Our strategy to compute the dimension of L a+b (X a,b;s ) goes as follows. Fix a general line L. Then, we consider a specialization X = aQ 1 + bQ 2 + Y 1 + . . . + Y s of the 0-dimensional scheme X a,b;s , where the Y i 's are (3, 2)-points with support at P 1 , . . . , P s , respectively, and such that:
is a 2-fat point, for all i = x + y + 1, . . . , x + y + z; • Y x+y+z+1 , . . . , Y s are generic (3, 2)-points. We will show that it is possible to chose x, y, z in such a way that we start a procedure that allows us to remove twice the line L and the line Q 1 Q 2 because, step-by-step, they are fixed components for the linear systems considered. A similar idea has been used by the authors, together with E. Carlini, to study Hilbert functions of triple points in P 1 × P 1 ; see [CCO17] .
Finally, we remain with the linear system of curves of degree a + b − 2 passing through the 0-dimensional scheme (a − 2)Q 1 + (b − 2)Q 2 + P x+y+1 + . . . + P x+y+z + Y x+y+z+1 + . . . + Y s , where the simple points P x+y+1 , . . . , P x+y+z+1 are collinear and lie on the line L; see Figure 10 , where the degree goes down from a + b to a + b − 2 and finally to a + b − 4. Hence, combining a technical lemma to deal with the collinear points (Lemma 4.3), we conclude our proof by a two-step induction, using the results of the previous section for b ≤ 2. This strategy works in general, except for a few number of cases that we need to consider separately.
Lemma 4.2. In the same notation as above:
(1) if (a, b) = (3, 3), then HF X 3,3;s (6) = max{0, 16 − 5s}; Proof.
(1) If (a, b) = (3, 3), we have to consider s 1 = 3 and s 2 = 4. Let X 3,3;3 = 3Q 1 + 3Q 2 + Y 1 + Y 2 + Y 3 , where P 1 , P 2 , P 3 is the support of Y 1 , Y 2 , Y 3 , respectively. We specialize the scheme such that deg(Y 1 ∩ Q 1 P 1 ) = 3 and deg(Y 2 ∩ P 2 P 3 ) = deg(Y 3 ∩ P 2 P 3 ) = 3. Let A be a generic point on the line P 2 P 3 . Therefore, we have that the line P 2 P 3 is a fixed component for L 6 (X 3,3;3 + A) and we remove it. Let X = Res L (X 3,3;3 + A). Then:
• the line Q 1 Q 2 is a fixed component for L 5 (X );
• the line Q 1 P 1 is a fixed component for L 4 (Res Q 1 Q 2 (X ));
• the line P 2 P 3 is a fixed component for L 3 (Res Q 1 P 1 ·Q 1 Q 2 (X )).
Therefore, we obtain that dim L 6 (X 3,3;3 + A) = dim L 2 (Q 1 + 2Q 2 + J 1 ), where J 1 is a 2-jet lying on Q 1 P 1 . The latter linear system is empty and therefore, since the expected dimension of L 6 (X 3,3;3 ) is 1, we conclude that dim L 6 (X 3,3;3 ) = 1. As a direct consequence, we also conclude that dim L 6 (X 3,3;4 ) = 0. 
, where J i 's are 2-jets lying on L. Now, consider a generic point A on L. In this way, L is a fixed component for L 6 (X + A), Q 1 Q 2 is a fixed component for L 5 (Res L (X + A)) and Q 1 P 1 is a fixed component for L 4 (Res Q 1 Q 2 ·L (X + A)), where P 1 is the support of Y 1 . Hence, we have
Since the expected dimension of L 6 (X ) is 4 and dim L 6 (X +A) = 3, we conclude that dim L 8 (X 5,3;4 ) = dim L 6 (X ) = 4, as expected.
In the case s = s 2 = 5, we consider
, where the support of Y 3 , Y 4 , Y 5 are three collinear points P 3 , P 4 and P 5 , lying on a line L, and deg(
. Now, specializing the scheme such that deg(Y 1 ∩ Q 1 P 1 ) = deg(Y 2 ∩ Q 1 P 2 ) = 3, the lines Q 1 P 1 and Q 1 P 2 become also fixed components of the latter linear system and can be removed.
, where J 1 , J 2 are 2-jets lying on Q 1 P 1 and Q 1 P 2 , respectively, and J 3 , J 4 , J 5 are 2-jets lying on L. Now:
• L is a fixed component for L 4 (Y);
From this, we conclude that dim
, where the supports of Y 4 and Y 5 are collinear with Q 2 on a line L. In this specialization, we also assume that:
. Therefore, we obtain that L is a fixed component for the linear system and can be removed twice.
, where Res 2L (X) = X 4,2;3 . By Lemma 3.4, the latter linear system is empty and we conclude.
The following lemma is a well-known tool to study the Hilbert function of 0-dimensional schemes which have some reduced component lying on a line.
Lemma 4.3. [CGG05, Lemma 2.2] Let X ⊂ P 2 be a 0-dimensional scheme, and let P 1 , . . . , P s be general points on a line L. Then:
(
Now, we are ready to prove our first main result. Note that in order to make these choices, we need to assume that y ≥ 0 for any c. In particular, this means that the cases with a + b equal to 6 and 8 have to be treated in a different way. Hence, the only cases we have to treat differently from the main strategy are (a, b) = (3, 3), (5, 3), (4, 4), already considered in Lemma 4.2.
Note that, for any h, c, we have that
. Indeed, it is enough to see that (a + 1)(b + 1) 5
By direct computation, we have that
0 for c = 0; 3 for c = 1; 1 for c = 2; 4 for c = 3; 2 for c = 4.
Since a, b ≥ 3, we conclude that x + y + z ≤ s 1 . With these assumptions, by direct computation, we obtain that, for any c,
Therefore, we can do the following procedure (see Figure 10 ):
• the line L is a fixed component for L a+b (X) and it can be removed;
• the line Q 1 Q 2 is a fixed component for L a+b−1 (Res L (X)) and it can be removed;
• the line L is a fixed component for L a+b−2 (Res Q 1 Q 2 ·L (X)) and it can be removed;
• the line Q 1 Q 2 is a fixed component for L a+b−3 (Res Q 1 Q 2 ·2L (X)) and it can be removed.
Denote Y = Res 2Q 1 Q 2 ·2L (X) which is the union of X a−2,b−2;s−(x+y+z) and a set of z general collinear points on L. By the previous reductions, we have that
Now, case by case, we prove that the latter linear system has the expected dimension. In these computations, we proceed by induction on b (with base cases b = 1 and b = 2 proved in Lemma 3.2, Lemma 3.3 and Lemma 3.4) to deal with X a−2,b−2;s−(x+y+z) ; and by using Lemma 4.3 to deal with the the z general collinear points that we denote by A 1 , . . . , A z .
Case c = 0. In this case, since z = 0, we conclude just by induction on b; indeed
Case c = 1. We first consider the case s = s 1 . We want to use Lemma 4.3, so, since z = 3, we compute the following: By multiprojective-affine-projective method, from Theorem 4.4, we answer to Question B.
Corollary 4.5. Let a, b be integers with ab > 1. Let X ⊂ P 1 × P 1 be the union of s many (3, 2)-points with generic support and generic direction. Then, HF X (a, b) = min{(a + 1)(b + 1), 5s}.
In conclusion, by the relation between the Hilbert function of schemes of (3, 2)-points in P 1 × P 1 and the dimension of secant varieties of the tangential variety of Segre-Veronese surfaces (see Section 2.2), we can prove our final result.
Theorem 4.6. Let a, b be positive integers with ab > 1. Then, the tangential variety of any SegreVeronese surface SV a,b is non defective, i.e., all the secant varieties have the expected dimension.
