























FREE PRODUCTS OF TRIALGEBRAS
JUWEI HUANG, YUQUN CHEN†, AND ZERUI ZHANG∗
Abstract. We apply the method of Gröbner-Shirshov bases for replicated algebras
developed by Kolesnikov to offer a general approach for constructing free products of
trialgebrs (resp. trioids). In particular, the open problem of Zhuchok on constructing
free products of trioids is solved.
1. Introduction
Gröbner and Gröbner–Shirshov bases theory was first introduced by Buchberger [6]
for commutative algebras and independently by Shirshov [15] for Lie algebras. Then it
was developed for various kind of algebras in the last tens of years under the name of
Gröbner bases theory or Gröbner–Shirshov bases theory. We refer to the survey [2] for more
interesting history. This theory has become an effective computational tool in algebras,
especially for those defined by generators and relations. In particular, if we use generators
and relations to construct free products of certain algebras, trialgebras for instance, this
theory turns out to be useful.
Associative dialgebras (dialgebras, for short) and associative trialgebras (trialgebras,
for short) are generalizations of associative algebras by applying certain “replication
procedure” [10]. Kolesnikov [10] established the Gröbner-Shirshov bases method for various
replicated algebras such as dialgebras, trialgebras and Leibniz algebras. In particular, he
showed that every dialgebra or trialgebra can be embedded into its universal enveloping
associative algebra. This fact on embedding turns out to be very useful in constructing
free products of dialgebras or trialgebras.
Dimonoids [12] and trioids [13] are generalizations of semigroups. Trioids have close
relationships with Hopf algebras [14], Leibniz 3-algebras [7] and Rota-Baxter operators [9].
Dimonoids and trioids are interesting subjects, for instance, see [3, 8, 11–13, 19–21]. Loday
and Ronco [13] constructed a free trioid of rank 1, which can be easily generalized to the
case of arbitrary rank, see also [20]. Trioids satisfying some identities are also studied,
Zhuchok [16] constructed free commutative trioids. Free products of two dialgebras were
constructed in [3], free products of arbitrary dimonoids were constructed in [17] and free
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products of arbitrary doppelsemigroups were constructed in [18]. One of the open problems
raised by Zhuchok in [16] is how to construct free products of arbitrary trioids. The aim
of this article is to solve this problem.
The paper is organized as follows: We first recall the Gröbner-Shirshov bases theory for
associative algebras. Then we recall the embeddings of dialgebras or trialgebras into their
universal enveloping associative algebras. Finally, based on this embedding, we construct
a linear basis for a free products of arbitrary trialgebras. As a special case, if all the
trialgebras are trioid algebras, then the linear basis we obtained will be a set of normal
forms of elements for a free product of trioids.
2. Gröbner-Shirshov bases theory for trialgebras and dialgebras
The main aim of this article is to offer a general approach for constructing free products
of dialgebras or trialgebras or trioids. The method we applied here is the Gröbner-
Shirshov bases theory for dialgebras or trialgebras which is established by Kolesnikov [10].
Kolesnikov showed that every dialgebra or trialgebra can be embedded into its universal
enveloping associative algebra [10], in particular, this holds for free products of arbitrary
dialgebras or trialgebras. In light of this, we shall first construct the universal enveloping
associative algebra of the desired free products of certain algebras, which in turn indicates
a linear basis of a free product of dialgebras or trialgebras.
The aim of this section is to recall the Gröbner-Shirshov bases theories for associative
algebras and trialgebras, respectively.
2.1. Gröbner-Shirshov bases theory for associative algebras. Roughly speaking,
the method of Gröbner-Shirshov bases for various algebras is a special kind of rewriting
rule. In general, one first construct a linear basis for the free algebra under consideration,
then for the linear basis, one introduce some well-order which is more or less compatible
with the operations of the algebra. Finally, one study the leading monomial of elements
of an ideal generated by a set. And the key lies in the conditions under which one can
“reduce” every element into a linear combination of the linear basis of the quotient algebra.
Now we recall the Gröbner-Shirshov bases for associative algebras.
Let X be a well-ordered set and let k〈X〉 be the free associative algebra generated by X
over a field k. Denote by X∗ the free monoid generated by X, which consists of all words
(i.e., sequences) on X including the empty word (denoted by ε). Clearly, X∗ forms a linear
basis for k〈X〉.
For every word u = xi1xi2 ...xin ∈ X
∗, where the letters xi1 , ..., xin lie in X, we define the
length ℓ(u) of u to be n, in particular, we have ℓ(ε) = 0. We recall that the deg-lex order
(degree-lexicographic order) on X∗ is defined as follows: for all words u = xi1xi2 ...xim ,
and v = xj1xj2 ...xjn ∈ X
∗, where xil , xjt ∈ X, we define
u > v if (ℓ(u), xi1 , xi2 , ..., xim) > (ℓ(v), xj1 , xj2 , ..., xjn) lexicographically.
In particular, if u is not the empty word, then we have u > ε. A well order > on X∗ is
called monomial if for all words u, v, w1, w2 ∈ X
∗, we have
u > v ⇒ w1uw2 > w1vw2.
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Clearly, the above deg-lex order on X∗ is a monomial order.
For every nonzero polynomial f =
∑n
i=1 αiui ∈ k〈X〉, where 0 6= αi ∈ k, 1 ≤ i ≤ n,
u1, . . . , un ∈ X
∗ and u1 > u2 > ... > un, we call u1 the leading monomial of f , denoted
by f ; and call α1 the leading coefficient of f , denoted by lc(f). A polynomial f is called
monic if lc(f) = 1, and a nonempty subset S of k〈X〉 is called monic if every element in S
is monic. For every S ⊆ k〈X〉, define
S = {s̄ | s ∈ S}.
And for every set U, V ⊆ X∗, define
UV = {uv | u ∈ U, v ∈ V }.
Denote by Id(S) the ideal of k〈X〉 generated by S. For convenience, we define 0̄ = 0 and
define 0 < u for every u ∈ X∗.
A monic set S is called a Gröbner-Shirshov basis in k〈X〉 for the quotient algebra
k〈X|S〉 := k〈X〉/Id(S), if for every nonzero polynomial f ∈ Id(S) , there exists some
words u, v ∈ X∗ and some element s ∈ S satisfying f̄ = us̄v. By this definition, it is
in general not easy to see whether a set S is a Gröbner-Shirshov basis for k〈X|S〉, so in
practice, we usually consider the following special elements in the ideal generated by S: For
all f, g ∈ S, (i) If there exist words u, v ∈ X∗ such that f̄ = uḡv, then (f, g)f̄ = f − ugv is
called an inclusion composition of f and g with respect to f̄ ; (ii) If there exist words u, v ∈
X∗ such that f̄u = vḡ and 1 ≤ ℓ(u) < ℓ(ḡ), then (f, g)f̄u = fu−vg is called an intersection
composition of f and g with respect to f̄u. If all the compositions of the form (f, g)w
can be written as linear combinations of elements of the form uisivi satisfying uisivi < w,
where all ui, vi lie in X
∗ and each si lies in S, then the composition (f, g)w is called trivial.
The following result was implicitly proved in [15], and independently proved in [1], see
also [4, 5]. By this lemma, in order to see whether a set S forms a Gröbner-Shirshov basis
for k〈X|S〉, it suffices to calculate all the possible compositions.
Lemma 2.1. [1, 4, 5, 15] Let S be a monic subset of k〈X〉 and let Id(S) the ideal of k〈X〉
generated by S. Then the following statements are equivalent.
(i) All the compositions of elements in S are trivial.
(ii) The set S is a Gröbner-Shirshov basis for k〈X|S〉, that is, for every nonzero poly-
nomial f ∈ Id(S), we have f̄ = us̄v for some element s ∈ S and for some words u, v ∈ X∗.
(iii) Irr(S) := {u+ Id(S) | u ∈ X∗ \X∗SX∗} forms a k-basis of the quotient associative
algebra k〈X|S〉.
Now we recall a known fact on Gröbner-Shirshov bases for associative algebras, and we
omit the proof since it is quite similar to those for Lemmas 3.5 and 3.2.
Lemma 2.2. Let {k〈Yi|Ui〉 | i ∈ I} be a family of associative algebras such that Yi∩Yj = ∅
for all distinct i, j ∈ I. If for every i ∈ I, Ui is a Gröbner-Shirshov basis for k〈Yi|Ui〉,
then ∪i∈IUi forms a Gröbner-Shirshov basis for k〈∪i∈IYi| ∪i∈I Ui〉. In particular, for every
index j ∈ I, k〈Yj |Uj〉 is isomorphic to the subalgebra of k〈∪i∈IYi| ∪i∈I Ui〉 generated by
{yj+ Id(∪i∈IUi) | yj ∈ Yj} under the isomorphism which maps yj+ Id(Uj) to yj+ Id(∪i∈IUi)
for every yj in Yj.
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Remark 2.3. By Lemma 2.2, one can easily construct a linear basis of a free product of
an arbitrary family of associative algebras. Unfortunately, a similar result of Lemma 2.2
does not hold for dialgebras or trialgebras, see [3, Theorem 4.8] for instance.
2.2. Embeddings of dialgebras and trialgebras into associative algebras. In this
section, we shall shortly recall the definition of dialgebras, trialgebras, and the embeddings
of dialgebras and trialgebras into their corresponding universal enveloping associative
algebras. All of the results in this section can be found in [10]. For the convenience
of the readers, we shortly recall what are needed here.
Definition 2.4. [13] A dialgebra (resp. dimonoid) is a vector space (resp. set) (D,⊢,⊣)






a ⊣ (b ⊢ c) = a ⊣ (b ⊣ c),
(a ⊣ b) ⊢ c = (a ⊢ b) ⊢ c,
a ⊢ (b ⊣ c) = (a ⊢ b) ⊣ c,
for all a, b and c in D. We denote by V(2)(X) (resp. Vid(2)(X)) the free dialgebra (resp.
dimonoid) generated by X.
Definition 2.5. [13] A trialgebra (resp. trioid) is a vector space (resp. set) (T,⊢,⊣






a ⊣ (b ⊢ c) = a ⊣ (b ⊣ c),
(a ⊣ b) ⊢ c = (a ⊢ b) ⊢ c,
a ⊢ (b ⊣ c) = (a ⊢ b) ⊣ c,
a ⊣ (b ⊥ c) = a ⊣ (b ⊣ c),
(a ⊥ b) ⊢ c = (a ⊢ b) ⊢ c,
a ⊢ (b ⊥ c) = (a ⊢ b) ⊥ c,
a ⊥ (b ⊣ c) = (a ⊥ b) ⊣ c,
a ⊥ (b ⊢ c) = (a ⊣ b) ⊥ c
for all a, b, c ∈ T . We denote by V(3)(X) (resp. Vid(3)(X)) the free trialgebra (resp.
trioid) generated by X.
Obviously, every trialgebra can be represented by generators and relations: For a
trialgebra T , if X = {ai | i ∈ I} is a k-basis of T and
S = {aiδaj = {aiδaj} | i, j ∈ I, δ ∈ {⊢,⊣,⊥}}
is the multiplication table, where {aiδaj} is of the form Σαδ,ijtat, αδ,ijt ∈ k and at ∈ X,
then we have
T ∼= V(3)(X|S) := V(3)(X)/Id(3)(S),
where Id(3)(S) is the ideal of V(3)(X) generated by S .
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Similarly, let T be a trioid. For δ ∈ {⊢,⊣,⊥}, denote by {xδy} the letter in T that
is equal to xδy. Let Vid(3)(T ) be the free trioid generated by T and denote by ρ
S
the
congruence of Vid(3)(T ) generated by
S = {(xδy, {xδy}) | x, y ∈ T, δ ∈ {⊢,⊣,⊥}}.
Then it is clear that we have
T ∼= Vid(3)(T |S) := Vid(3)(T )/ρS .
Similar results hold for dialgebras and dimonoids. In particular, we can denote by V(t)(X|S)
(resp. Vid(t)(X|S)) an arbitrary trialgebra (resp. trioid) when t = 3 and an arbitrary
dialgebra (resp. dimonoid) when t = 2.
Note that if (T,⊢,⊣,⊥) is a trioid (resp. trialgebra), then (T,⊢,⊣) is a dimonoid
(resp. dialgebra). Obviously, dialgebras and trialgebras are generalizations of associative
algebras. Recall that for every dialgebra (dimonoid) D, for all y1, ..., ym in D, by [12] every
parenthesizing of
y1 ⊢ · · · ⊢ yt ⊣ · · · ⊣ ym
gives the same element inD, which we denote by y1...ẏt...ym. For instance, we have y3y2ẏ1 =
y3 ⊢ y2 ⊢ y1 and ẏ7y8 = y7 ⊣ y8.
Similarly, let T be a trialgebra (trioid). Then for all y1, ..., ym ∈ T , by [13] every
parenthesizing of
(y1 ⊢ · · · ⊢ ym1−1) ⊢ (ym1 ⊣ · · · ⊣ ym2−1) ⊥ (ym2 ⊣ · · · ⊣ ym3−1) ⊥ · · · ⊥ (ymr ⊣ · · · ⊣ ym)
gives the same element in T , which we denote by
y1 . . . ym1−1ẏm1ym1+1 . . . ym2−1ẏm2ym2+1 . . . ymr−1ẏmrymr+1 . . . ym.
These notations indicate some connections between dialgebras (or trialgebras) with
associative algebras. More precisely, Kolesnikov [10] proved a surprising result that every
trialgebra (resp. dialgebra) generated by X can be embedded into an associative algebra
generated by X ∪ Ẋ, where Ẋ = {ẋ | x ∈ X} is a copy of X, namely for every x in X,
the notation ẋ means a letter corresponding to x. Now we shall explain the embedding in
more details.
As in Section 2.1, denote by k〈X ∪ Ẋ〉 and k〈X〉 the free associative algebras generated
by X ∪ Ẋ and X respectively. Obviously, there exists a unique homomorphism
(2.3) ϕ : k〈X ∪ Ẋ〉 → k〈X〉
induced by x 7→ x and ẋ 7→ x for all x ∈ X. A more precise notation for ϕ might be ϕ
X
,
but to simplify the formulas we do not add the subscript because each time the underlying
generating set is clear. In particualr, sometimes we do not denote the generating set by X,
but ϕ always means the homomorphism by removing the dot.
If we define three binary operations ⊢, ⊣ and ⊥ in k〈X ∪ Ẋ〉 as follows:
(2.4) a ⊢ b = ϕ(a)b, a ⊣ b = aϕ(b), a ⊥ b = ab,
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for all a, b ∈ k〈X ∪ Ẋ〉, then by [10], we obtain that
k〈X ∪ Ẋ〉(3) := (k〈X ∪ Ẋ〉,⊢,⊣,⊥)
becomes a trialgebra and
k〈X ∪ Ẋ〉(2) := (k〈X ∪ Ẋ〉,⊢,⊣)
becomes a dialgebra. Moreover, we can also introduce trialgebras or dialgebras structure
on certain associative algebras defined by generators and relations. More precisely, let R
be a ϕ-invariant subset of k〈X ∪ Ẋ〉, namely, ϕ(R) ⊆ R. Then we define the three binary





(a+ Id(R)) ⊢ (b+ Id(R)) = ϕ(a)b + Id(R),
(a+ Id(R)) ⊣ (b+ Id(R)) = aϕ(b) + Id(R),
(a+ Id(R)) ⊥ (b+ Id(R)) = ab+ Id(R),
for all a, b ∈ k〈X ∪ Ẋ〉. It is straightforward to show that
(2.6) k〈X ∪ Ẋ|R〉(3) := (k〈X ∪ Ẋ|R〉,⊢,⊣,⊥)
is a trialgebra, and
(2.7) k〈X ∪ Ẋ|R〉(2) := (k〈X ∪ Ẋ |R〉,⊢,⊣)
is a dialgebra. Moreover, for t = 2, 3, we have k〈X ∪ Ẋ |R〉(t) = k〈X ∪ Ẋ |R〉 as a vector
space, so they have the same linear basis.
Remark 2.6. Since V(3)(X) (resp. V(2)(X)) is the free trialgebra (resp. dialgebra)
generated by X, there are algebra homomorphisms Ψ3 and Ψ2 as follows:
Ψ3 : V
(3)(X) −→ k〈X ∪ Ẋ〉(3), x 7→ ẋ, x ∈ X
and
Ψ2 : V
(2)(X) −→ k〈X ∪ Ẋ〉(2), x 7→ ẋ, x ∈ X.
To simplify the formulas, we denote them by
Ψt : V
(t)(X) −→ k〈X ∪ Ẋ〉(t), x 7→ ẋ, x ∈ X
for t = 2, 3. By [10], we know that Ψt is an embedding of algebras. Moreover, for every
element f ∈ Ψt(V
(t)(X)), we denote by Ψ−1t (f) the pre-image of f . Again, a more precise
notation for Ψt could be Ψ(t,X), but to simplify the formulas, we do not add the subscriptX.
When the generating set is not denoted by X, the maps Ψ2 and Ψ3 are defined in the same
way.
Example 2.7. Let X = {x, y} and let f = x ⊢ (x ⊣ y) ⊥ (y ⊣ x)− x ⊢ x ∈ V(3)(X). Then
we have Ẋ = {ẋ, ẏ},
Ψ3(f) = xẋyẏx− xẋ ∈ k〈X ∪ Ẋ〉
and
ϕ(Ψ3(f)) = xxyyx− xx ∈ k〈X〉.
FREE PRODUCTS OF TRIALGEBRAS 7
On the other hand, for the element ẏxyẋx in Ψ3(V
(3)(X)), we have
Ψ−13 (ẏxyẋx) = (y ⊣ x ⊣ y) ⊥ (x ⊣ x).
Let S be a subset of V (t)(X) (resp. k〈X〉) and denote by Id(t)(S) (resp. Id(S)) the
ideal of V(t)(X) (resp. k〈X〉) generated by S. Now we recall one of the main theorems
in [10], which establishes the Gröbner-Shirshov bases theory for trialgebras and dialgebras,
respectively.
Lemma 2.8. [10, Corollary 4.3] For t = 2 or 3, the algebra V (t)(X|S) is isomorphic to the
subalgebra of k〈X∪Ẋ |Ψt(S)∪ϕ(Ψt(S))〉
(t) generated by {ẋ+ Id(Ψt(S)∪ϕ(Ψt(S))) | ẋ ∈ Ẋ}
under the embedding
Ψ̃t : V
(t)(X|S) 7→ k〈X ∪ Ẋ|Ψt(S) ∪ ϕ(Ψt(S))〉
(t),
x+ Id(t)(S) 7→ ẋ+ Id(Ψt(S) ∪ ϕ(Ψt(S)))
for every x ∈ X. Moreover, if some set Y (t) ⊆ (X ∪ Ẋ)∗ consisting of monomials satisfies
that
{y + Id(Ψt(S) ∪ ϕ(Ψt(S))) | y ∈ Y
(t)}
forms a linear basis for k〈X ∪ Ẋ|Ψt(S) ∪ ϕ(Ψt(S))〉
(t), then
{Ψ−1t (u) + Id
(t)(S) | u ∈ Y (t) ∩Ψt(V
(t)(X))}
forms a linear basis for V(t)(X|S).
3. Free products of trialgebras and trioids
This section contains the main result of this article. We shall first construct free products
of arbitrary trialgebras or dialgebras. And if all the trialgebras (resp. dialgebras) are trioid
algebras (resp. dimonoid algebras), then a linear basis of the corresponding free product
consisting of monomials forms a set of normal forms for the corresponding free products of
the trioids (resp. dimonoids).
We first recall the definition of free products of trialgebras (resp. dialgebras, trioids,
dimonoids).
Definition 3.1. Let {Ti | i ∈ I} be a family of indexed trialgebras (resp. dialgebras,
trioids, dimonoids), and let T be a trialgebra (resp. dialgebra, trioid, dimonoid) such that
(i) there exists an injective trialgebra (resp. dialgebra, trioid, dimonoid) homomorphism
τi : Ti −→ T for every i ∈ I;
(ii) if T ′ is a trialgebra (resp. dialgebra, trioid, dimonoid), and if there exists a trialgebra
(resp. dialgebra, trioid, dimonoid) homomorphism φi : Ti → T
′ for every i ∈ I, then there
exists a unique trialgebra (resp. dialgebra, trioid, dimonoid) homomorphism η : T → T ′
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commutes for every i ∈ I.
Then T is called a free product of {Ti | i ∈ I}.
Obviously, the free product of the family {Ti | i ∈ I} of trialgebras (resp. dialgebras,
trioids, dimonoids) is unique up to isomorphism.
Let {Ti | i ∈ I} be a family of trialgebras (resp. dialgebras, trioids, dimonoids). If for
every i ∈ I, Ti is isomorphic to T
′
i , then the free product of {T
′
i | i ∈ I} is isomorphic to that
of {Ti | i ∈ I}. Therefore, when one constructs the free product of arbitrary trialgebras
(resp. dialgebras) {Ti | i ∈ I}, one may always assume that Ti ∩ Tj = {0} for all i 6= j ∈ I.
Similarly, when one constructs the free product of trioids (resp. dimonids) {Ti | i ∈ I},
one can always assume Ti ∩ Tj = ∅ for all i 6= j ∈ I.
Let T = (T,⊢,⊣,⊥) be an arbitrary trioid and let 0 be a new letter that does not lie in T .




{xδy}, if x, y lie in T,
0 otherwise.
Then it is clear that T 0 is a trioid and T is a subtrioid of T 0.
Now we show that one can easily construct free products of arbitrary trioids by generators
and relations.
Lemma 3.2. Let {Xi | i ∈ I} be a pairwise disjoint set and let {Vid
(3)(Xi|Si) | i ∈ I} be a
family of trioids, where I is an index set. Then Vid(3)(∪i∈IXi| ∪i∈I Si) is the free product
of trioids {Vid(3)(Xi|Si) | i ∈ I}.
Proof. For every letter x ∈ ∪i∈IXi, define ind(x) = i if x lies in Xi. Let T be an arbitrary
trioid such that there exists a family of homomorphisms φi from Vid
(3)(Xi|Si) to T , i ∈ I.
Denote by ρ the congruence of Vid(3)(∪i∈IXi) generated by ∪i∈ISi, and denote by ρi the
congruence of Vid(3)(Xi) generated by Si. Define a map
θ : ∪i∈IXi −→ T, x 7→ φind(x)(xρind(x))
for every x ∈ ∪i∈IXi. Since Vid
(3)(∪i∈IXi) is the free trioid generated by ∪i∈IXi, there
exists a homomorphism
θ̃ : Vid(3)(∪i∈IXi) −→ T, x 7→ φind(x)(xρind(x))
for every x ∈ ∪i∈IXi. Clearly, for every (a, b) ∈ ∪i∈ISi, there exists some index i ∈ I such
that (a, b) ∈ Si. So we have φi(aρi) = φi(bρi), which means that θ̃(a) = θ̃(b). Thus, there
exists a homomorphism
η : Vid(3)(∪i∈IXi| ∪i∈I Si) −→ T, xρ 7→ φind(x)(xρind(x))
for every x ∈ ∪i∈IXi.
Define τi to be the homomorphism induced by
τi : Vid
(3)(Xi|Si) −→ Vid
(3)(∪i∈IXi| ∪i∈I Si), xρi 7→ xρ, x ∈ Xi.
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Note that for every i ∈ I, we have ρi ⊆ ρ. So τi is well-defined and we have ητi = φi for
every i ∈ I. Such a homomorphism η is clearly unique.
It remains to show that τi is injective for every i ∈ I. For every j ∈ I, we define a
homomorphism φ′j as follows:
φ′j : Vid
(3)(Xj |Sj) → T
0
i , xρj 7→ xρi if j = i; and xρj 7→ 0 if j 6= i
for every x ∈ Xj . Clearly, φ
′
i is injective. Then by the above reasoning, there exists a
homomorphism η′ such that η′τj = φ
′




thus τi is injective. 
A similar result holds for dimonoids, dialgebras and trialgebras. We formulate it for
trialgebras and dialgebras without proof.
Lemma 3.3. Let {Xi | i ∈ I} be a pairwise disjoint set and let {V
(3)(Xi|Si) | i ∈ I} (resp.
{V(2)(Xi|Si) | i ∈ I}) be a family of trialgebras (resp. dialgebras), where I is an index
set. Then V(t)(∪i∈IXi| ∪i∈I Si) is the free product of {V
(t)(Xi|Si) | i ∈ I}, t ∈ {2, 3}. In
particular, for every i ∈ I, the algebra V(t)(Xi|Si) embeds into V
(t)(∪i∈IXi| ∪i∈I Si).
By Lemmas 3.2, 3.3 and 2.8, in order to construct a set of normal forms of elements for a
free product of trialgebras (resp. dialgebras, dimonoids, trioids), we can apply the method
of Gröbner-Shirshov bases theory for trialgebras (resp. dialgebras, dimonoids, trioids).
Now we recall a well order on the free monoid (∪i∈I(Xi ∪ Ẋi))
∗ generated by (∪i∈I(Xi ∪
Ẋi)). Assume that each Xi is a well-ordered set for every i ∈ I and assume that I is
well-ordered. Now we extend the well orders on the sets Xi to (∪i∈I(Xi ∪ Ẋi))
+ as follows:
for all x, y ∈ ∪i∈IXi, define
(i) x > y if x ∈ Xi, y ∈ Xj, i, j ∈ I with i > j;
(ii) ẋ > ẏ if x > y;
(iii) ẋ > y.
Then we obtain a well order on ∪i∈I(Xi ∪ Ẋi). Finally, let > be the degree-lexicographic
order recalled in Section 2.1 on (∪i∈I(Xi ∪ Ẋi))∗.
To avoid too many repetitions on the notations, we shall fix some notations as follows.
Remark 3.4. Let {Xi | i ∈ I} be a pairwise disjoint set, and let {V
(t)(Xi|Si) | i ∈ I} be a
family of dialgebras when t = 2 (resp. trialgebras when t = 3) such that {x+ Id(t)(Si) | x ∈
Xi} is a linear basis for V
(t)(Xi|Si) and Si is the multiplication table for V
(t)(Xi|Si). For
every letter x ∈ ∪i∈I(Xi∪Ẋi), define ind(x) = i if x lies in Xi∪Ẋi. Recall that ϕ is defined
by the rule in (2.3) and Ψt, t ∈ {2, 3} is defined by the rule in Remark 2.6. (Note that in
this situation the generating sets are not denoted by X, but hopefully no confusions will
arise.) Define
Bi,t = k〈Xi|ϕ(Ψt(Si))〉,
Ai,t = k〈Xi ∪ Ẋi|Ψt(Si) ∪ ϕ(Ψt(Si))〉〉,
and
At = k〈∪i∈I(Xi ∪ Ẋi)| ∪i∈I (Ψt(Si) ∪ ϕ(Ψt(Si)))〉.
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Finally, suppose that Ri,t is a Gröbner-Shirshov basis for Bi,t with respect to the degree-
lexicographic order > on X∗i . Without loss of generality, we may assume ϕ(Ψt(Si)) ⊆ Ri,t.






i . Then we have X
′
i = Xi \ {f̄ | f ∈ Ri,t}. By Lemma 2.1, the
set Irr(Ri,t) = {x+ Id(Ri,t) | x ∈ X
′
i} forms a linear basis for Bi,t.
Lemma 3.5. With the notations in Remark 3.4, the set Ψt(Si) ∪ Ri,t forms a Gröbner-
Shirshov basis for Ai,t.
Proof. Since Ri,t is a Gröbner-Shirshov basis for Bi,t = k〈Xi|ϕ(Ψt(Si))〉, the sets Ri,t and
ϕ(Ψt(Si)) generate the same ideal of k〈Xi〉. It follows immediately that we have
ϕ(Ψt(Si)) ⊆ k〈Xi〉Ri,tk〈Xi〉 ⊆ k〈Xi ∪ Ẋi〉Ri,tk〈Xi ∪ Ẋi〉
and
Ri,t ⊆ k〈Xi ∪ Ẋi〉ϕ(Ψt(Si))k〈Xi ∪ Ẋi〉.
So we obtain
Ai,t = k〈Xi ∪ Ẋi|Ψt(Si) ∪ ϕ(Ψt(Si))〉〉 = k〈Xi ∪ Ẋi|Ψt(Si) ∪Ri,t〉.
For all f, g ∈ Ψt(Si) ∪ Ri,t, we shall show that all the possible compositions of the
form (f, g)w for some w ∈ (Ẋi ∪Xi)
∗ (if any) are trivial, and then the lemma follows.
First of all, if no letters in Ẋi are involved in the composition (f, g)w, then it follows
that f, g lie in Ri,t. Since Ri,t is a Gröbner-Shirshov basis for Bi,t, it follows that the
composition (f, g)w can be written as a linear combination of elements of the form uhv
satisfying uhv < w, where all u, v lie in (Xi)
∗ ⊆ (Xi ∪ Ẋi)
∗ and each h lies in Ri,t ⊆
Ψt(Si) ∪Ri,t. Therefore, the composition (f, g)w is trivial.
On the other hand, if some letter in Ẋi is involved in the compostion (f, g)w, then f
or g lies in Ψt(Si). And by the definition of the composition (f, g)w, every monomial that
appears in (f, g)w (with nonzero coefficient) must involves some letter in Ẋi. Suppose
that (f, g)w =
∑
n αnwn with w > (f, g)w = w1 > w2 > · · · . Since Si is the multiplication
table for V(t)(Xi|Si), we know that every element in Ψt(Si) is of the form ypyq =
∑
m βmzm,
where yp, yq lie in Xi∪Ẋi and at least one of yp, yq lies in Ẋi, moreover, every zm lies in Ẋi.








where each z′n lies in Ẋi, each fl lies in Ψt(Si), all ul, vl lie in (Xi∪Ẋi)
∗, and we have ulflvl ≤
w1 < w. (For instance, say (f, g)w = x1ẋ2x3 − ẋ3, f1 = ẋ2x3 − ẋ1 ∈ Ψt(Si) and f2 =
x1ẋ1 − ẋ3 ∈ Ψt(Si), then we have (f, g)w = x1f1 + f2.)
By Lemma 2.8, it follows that V(t)(Xi|Si) embeds into A
(t)
i,t = k〈Xi∪ Ẋi|Ψt(Si)∪Ri,t〉
(t).
Since {x+ Id(t)(Si) | x ∈ Xi} forms a linear basis for V
(t)(Xi|Si), we obtain that its image
{ẋ+ Id(Ψt(Si) ∪Ri,t) | ẋ ∈ Ẋi} is linear independent, and thus every coefficient δn is zero.
Therefore, the set Ψt(Si) ∪Ri,t forms a Gröbner-Shirshov basis for Ai,t. 
Corollary 3.6. With the notations in Remark 3.4, the set ∪i∈I(Ψt(Si) ∪ Ri,t) forms a
Gröbner-Shirshov basis for At.
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Proof. By Lemmas 3.5 and 2.2, the result follows immediately. 
Now we can establish the first main result of the article, in which we construct a linear
basis for a free product of arbitrary trialgebras (resp. dialgebras).
Theorem 3.7. Let the notations be as in Remark 3.4. Let
Y (t) = {y1...yn | y1, ..., yn ∈ ∪i∈I(X
′
i ∪ Ẋi), ind(yp) 6= ind(yp+1), n ∈ N
+, 1 ≤ p ≤ n− 1}.
Then the set
{Ψ−1t (u) + Id
(t)(∪i∈ISi) | u ∈ Y
(t) ∩Ψt(V
(t)(∪i∈IXi))}
forms a linear basis for the free product V(t)(∪i∈IXi| ∪i∈I Si) of {V
(t)(Xi|Si) | i ∈ I},
t ∈ {2, 3}.
Proof. Denote ∪i∈I(Ψt(Si)∪Ri,t) by S, and denote ∪i∈I(Ẋi∪Xi) byX. Then by Lemma 2.1
and Corollary 3.6, the set
Irr(S) = {u+ Id(S) | u ∈ X∗ \X∗SX∗}
forms a set of linear basis for the quotient associative algebra At. By Lemma 2.8,
V
(t)(∪i∈I(Ẋi ∪Xi)| ∪i∈I (Ψt(Si) ∪Ri,t)) has a k-basis:
{Ψ−1t (u) + Id
(t)(S) | u ∈ (X∗ \X∗SX∗) ∩Ψt(V
(t)(∪i∈IXi))}.





For each i ∈ I, since {x + Id(t)(Si) | x ∈ Xi} is a linear basis for V
(t)(Xi|Si) and Si is
the multiplication table for V(t)(Xi|Si), we have
(3.1) Ψt(Si) =
{
{yz | y, z ∈ Xi ∪ Ẋi, and at least one of y, z lies in Ẋi} if t = 3,
{yz | y, z ∈ Xi ∪ Ẋi, and exactly one of y, z lies in Ẋi} if t = 2,
and
ϕ(Ψt(Si)) = {yz | y, z ∈ Xi} ⊆ Ri,t.
Moreover, for every i ∈ I and for all y, y′ ∈ Ẋi, we have
(3.2) yy′ ∈ Ψ3(Si) if t = 3, and yy
′ /∈ Ψ2(V
(2)(∪i∈IXi)) if t = 2.
Therefore, if u = y1...yn ∈ (X
∗ \ X∗SX∗) ∩ Ψt(V
(t)(∪i∈IXi)), where y1, ..., yn lies in X,
then we have
ind(yp) 6= ind(yp+1)






i = Xi\{f̄ | f ∈ Ri,t},
we deduce that
y1, ..., yn ∈ ∪i∈I(X
′
i ∪ Ẋi).
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On the other hand, since Ri,t is a subset ofX
∗
i , it is clear that every ẋ ∈ X is not a leading
monomial of any element in ∪i∈I(Ψt(Si) ∪ Ri,t). Moreover, since X
′
i = Xi \ {f̄ | f ∈ Ri,t}
and since the leading monomial of every element in Ψt(Si) for every i ∈ I has length
at least two, we deduce that every x ∈ X ′i is not a leading monomial of any element





The result follows immediately. 
By Lemma 2.8 and by Theorem 3.7, we immediately obtain the following alternative
description of a free product of arbitrary trialgebras (resp. dialgebras).
Corollary 3.8. Let the notations be as in Remark 3.4. Then the subalgebra Pt of
A
(t)
t = k〈∪i∈I(Xi ∪ Ẋi)| ∪i∈I (Ψt(Si) ∪ ϕ(Ψt(Si)))〉
(t)
generated by {ẋ + Id(∪i∈I(Ψt(Si) ∪ Ri,t)) | ẋ ∈ ∪i∈IẊi} is the free product of algebras
{V(t)(Xi|Si) | i ∈ I}. Moreover, with the notations of Theorem 3.7, the set
{u+ Id(∪i∈I(Ψt(Si) ∪Ri,t)) | u ∈ Y
(t) ∩Ψt(V
(t)(∪i∈IXi))}
forms a linear basis for Pt, t ∈ {2, 3}.
Let (T,⊢,⊣,⊥) (resp. (D,⊢,⊣)) be an arbitrary trialgebra (resp. dialgebra) and let U (3)
(resp. U (2)) be the ideal of T (resp. D) generated by
{f ⊢ g − f ⊣ g, f ⊢ g − f ⊥ g | f, g ∈ T} (resp. {f ⊢ g − f ⊣ g | f, g ∈ D}).
Then T/U (3) (resp. D/U (2)) is called the associated associative algebra of the trialgebra T
(resp. dialgebra D).
For an arbitrary associative algebra B, if we define f ⊢ g = f ⊣ g = f ⊥ g = fg for
all f, g ∈ B, then (B,⊢,⊣,⊥) is a trialgebra which is denoted by B[3], and (B,⊢,⊣) is a
dialgebra which is denoted by B[2] (cf. Equations (2.6) and (2.7)). Now we show that we can
identify k〈Xi|ϕ(Ψt(Si))〉 with the associated associative algebra of the trialgebra V
(t)(Xi|Si)
when t = 3 (resp. dialgebra when t = 2).
Lemma 3.9. With the notations in Remark 3.4, let U (3) (resp. U (2)) be the ideal
of V(3)(Xi) (resp. V
(2)(Xi)) generated by {f ⊢ g − f ⊣ g, f ⊢ g − f ⊥ g | f, g ∈ V
(3)(Xi)}
(resp. {f ⊢ g − f ⊣ g | f, g ∈ V(2)(Xi)}). Then V
(t)(Xi|U
(t) ∪ Si) is isomorphic
to k〈Xi|ϕ(Ψt(Si))〉
[t], for t ∈ {2, 3}. Moreover, the set {x + Id(t)(U (t) ∪ Si) | x ∈ X
′
i}
forms a linear basis for V(t)(Xi|U
(t) ∪ Si).
Proof. First of all, it is easy to see that all the operations in V(t)(Xi|U
(t)∪Si) coincide and
then V(t)(Xi|U
(t) ∪Si) is also an associative algebra. Since k〈Xi〉 is the free associative al-
gebra generated by Xi, we can define an (associative) algebra homomorphism ψ from k〈Xi〉
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to V(t)(Xi|U
(t) ∪ Si) by the rule ψ(x) = x + Id
(t)(U (t) ∪ Si) for every x ∈ Xi. Moreover,
since the operations ⊢ and ⊣ in V(t)(Xi|U (t) ∪ Si) coincide, for every element f ∈ Si, we
have
ψ(ϕ(Ψt(f))) + Id
(t)(U (t) ∪ Si) = f + Id
(t)(U (t) ∪ Si) = Id
(t)(U (t) ∪ Si),
in other words, ψ induces an (associative) algebra homomorphism, denoted by ψ̃, from the
algebra k〈Xi|ϕ(Ψt(Si))〉 to V
(t)(Xi|U
(t) ∪ Si) by the rule:
ψ̃(x+ Id(ϕ(Ψt(Si)))) = x+ Id
(t)(U (t) ∪ Si)
for every x ∈ Xi. Clearly, ψ̃ is also a dialgebra (resp. trialgebra) homomorphism when t = 2
(resp. t = 3) from k〈Xi|ϕ(Ψt(Si))〉
[t] to V(t)(Xi|U
(t) ∪ Si).
On the other hand, we have an algebra homomorphism
ϕ̃ : V(t)(Xi|U
(t) ∪ Si) −→ k〈Xi|ϕ(Ψt(Si))〉
[t], x+ Id(t)(U (t) ∪ Si) 7→ x+ Id(ϕ(Ψt(Si)))
for every x ∈ Xi (as a dialgebra homomorphism when t = 2 and as a trialgebra homomor-
phism when t = 3). Moreover, ϕ̃ is clearly an associative algebra homomorphism.
Obviously, ϕ̃ is the inverse of ψ̃. The first claim follows immediately.
As for the last assertion, by Remark 3.4, the set {x + Id(ϕ(Ψt(Si))) | x ∈ X
′
i} forms a
linear basis for k〈Xi|ϕ(Ψt(Si))〉, so the set {x + Id
(t)(U (t) ∪ Si) | x ∈ X
′
i} forms a linear
basis for V(t)(Xi|U
(t) ∪ Si). 
We conclude the article with an observation on a free product of arbitrary trioids.
Assume that {(Xi,⊢,⊣,⊥) | i ∈ I} is a family of disjoint trioids. (Sometimes we use
the notation Xi both for the trioid (Xi,⊢,⊣,⊥) and for its underlying set to simplify the
notations if no confusions arise.) Let Vid(3)(Xi) be the free trioid generated by the set Xi
and let ρi be the congruence of Vid
(3)(Xi) generated by
(3.3) Si = {(xδy, {xδy}) | x, y ∈ Xi, δ ∈ {⊢,⊣,⊥}},
where {xδy} is the letter in the set Xi such that we have xδy = {xδy} in (Xi,⊢,⊣,⊥). It
is clear that we have
(Xi,⊢,⊣,⊥) ∼= Vid
(3)(Xi)/ρi.
Denote by kXi the linear space with a linear basis Xi, and extend the operations ⊢,⊣,⊥




where we identify the set Si with the set {xδy − {xδy} | x, y ∈ Xi, δ ∈ {⊢,⊣,⊥}}.
Clearly, (Xi,⊢,⊣,⊥) is isomorphic to the subtrioid of V
(3)(Xi|Si) generated by the
set {x + Id(3)(Si) | x ∈ Xi}. Therefore, by Lemma 2.8, (Xi,⊢,⊣,⊥) is isomorphic to
the subtrioid of k〈Xi ∪ Ẋi|Ψ3(Si) ∪ ϕ(Ψ3(Si))〉
(3) generated by the set
Ẋi + Id(Ψ3(Si) ∪ ϕ(Ψ3(Si))) := {ẋ+ Id(Ψ3(Si) ∪ ϕ(Ψ3(Si))) | ẋ ∈ Ẋi}.
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Finally, by Lemmas 3.2 and 2.8, the subtrioid of k〈∪i∈I(Xi∪Ẋi)|∪i∈I(Ψ3(Si)∪ϕ(Ψ3(Si)))〉
(3)
generated ∪i∈I(Ẋi + Id(Ψ3(Si) ∪ ϕ(Ψ3(Si))) is the free product Vid
(3)(∪i∈IXi| ∪i∈I Si) of
the family of trioids {(Xi,⊢,⊣,⊥) | i ∈ I} = {Vid
(3)(Xi|Si) | i ∈ I}.
Denote by ρ′i the congruence of (Xi,⊢,⊣,⊥) generated by






Suppose that Ri is a Gröbner-Shirshov basis of k〈Xi|ϕ(Ψ3(Si))〉 containing ϕ(Ψ3(Si)), and
define
X ′i = Xi \ {f̄ | f ∈ Ri}.





i | x ∈ X
′
i}





i | x ∈ Xi},⊢,⊣,⊥) = ({xρ
′









FP(Xi)i∈I = {y1...yn ∈ Ψ3(V3) | y1, ..., yn ∈ Y3, n ∈ N
+, ind(yp) 6= ind(yp+1), p ≤ n− 1}.
Now we define operations ⊢′,⊣′,⊥′ on FP(Xi)i∈I such that (FP(Xi)i∈I ,⊢
′,⊣′,⊥′) becomes
the free product of {(Xi, ,⊢,⊣,⊥) | i ∈ I}.
For all letters y, z ∈ Y3, define Red(yz) to be the word u in the free semigroup Y
+
3 such
that u+ Id(∪i∈I(Ψ3(Si)∪ϕ(Ψ3(Si))) is the normal form of yz+ Id(∪i∈I(Ψ3(Si)∪ϕ(Ψ3(Si)))
obtained in the associative algebra k〈∪i∈I(Xi ∪ Ẋi)| ∪i∈I (Ψ3(Si)∪ϕ(Ψ3(Si))〉 by applying
the Grönber-Shirshov basis ∪i∈I(Ψ3(Si) ∪Ri). There exist several cases:
(i) If ind(y) 6= ind(z), then we have Red(yz) = yz;
(ii) If y, z ∈ X ′i for some index i ∈ I, then we can rewrite yz into a letter in X
′
i by




i in (Bi,⊢,⊣,⊥). (Note that in the
trioid (Bi,⊢,⊣,⊥), the operations ⊢,⊣,⊥ coincide.)
(iii) If y, z ∈ Ẋi ∪X
′
i for some index i ∈ I and {y, z} ∩ Ẋi 6= ∅, then we can rewrite yz
into a letter in Ẋi by relations in Ψ3(Si). More precisely, if y = ȧ ∈ Ẋi and z ∈ X
′
i, then
Red(yz) = ḃ, where b is the letter in Xi such that we have b = a ⊣ z in (Xi,⊢,⊣,⊥);
if y ∈ X ′i and z = ȧ ∈ Ẋi, then Red(yz) = ċ, where c is the letter in Xi such that we
have c = y ⊢ a in (Xi,⊢,⊣,⊥); if y = ȧ and z = ḃ, then Red(yz) = ḋ, where d is the letter
in Xi such that we have d = a ⊥ b in (Xi,⊢,⊣,⊥).
By Corollary 3.8, we obtain the main result of this article, in which we construct free
products of arbitrary (disjoint) trioids.
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Theorem 3.10. Let {(Xi,⊢,⊣,⊥) | i ∈ I} be a family of disjoint trioids. Then (FP(Xi)i∈I ,⊢
′
,⊣′,⊥′) is the free product of {Xi | i ∈ I} with the following products:
y1...yn ⊢
′ z1...zm = ϕ(y1)...ϕ(yn−1)Red(ϕ(yn)z1)z2...zm,
y1...yn ⊣
′ z1...zm = y1...yn−1Red(ynϕ(z1))ϕ(z2)...ϕ(zm),
y1...yn ⊥
′ z1...zm = y1...yn−1Red(ynz1)z2...zm,
for all y1...yn, z1...zm ∈ FP(Xi)i∈I .
Proof. Denote ∪i∈I(Ψt(Si) ∪ ϕ(Ψt(Si))) by S, and denote ∪i∈IẊi by Ẋ . Obviously,
(FP(Xi)i∈I ,⊢
′,⊣′,⊥′) is isomorphic to the sub-trioid of A3 := k〈∪i∈I(Xi∪Ẋi)|S〉 generated
by Ẋ + Id(S) := {ẋ + Id(S) | ẋ ∈ Ẋ}, which is isomorphic to Vid(3)(∪i∈IXi| ∪i∈I Si). The
result follows immediately. 
Remark 3.11. Similar to Theorem 3.10, one can obtain a set of normal forms for free
product of arbitrary dimonoids and one can deduce the multiplication table for the free
product, which turns out to be essentially the same as that constructed in [17].
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[2] L.A. Bokut and Y.Q. Chen, Gröbner–Shirshov bases and their calculation, Bull. Math.
Sci. 4(3) (2014) 325–395.
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