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INTRODUCTION 
The Fourth Haifa Matrix Theory Conference was held on January 3-5, 
1988, at the Technion--Israel Institute of Technology, Haifa, Israel. The 
program of the conference consisted of thirty six half hour talks, covering a 
wide range of topics in theoretical and applied Linear Algebra, an open 
problem session, and informal discussion. The social activities included a 
reception at the Technion Faculty Club, a banquet, and an Israeli folklore 
performance. 
This conference report consists of the list of all speakers and titles of their 
talks, and of eight synopses of papers presented in the conference. 
List of  Talks 
F. AVaAM 
L. BEASLEY 
I. BECK 
A. BEN-A~TzI 
R. Bnu 
Cornell University, Ithaca 
Szego's theorem for sums with dependent indices. 
Utah State University, Logan 
Matrix operators which preserve fixed ranks. 
The University of Oslo 
Partial orders and the modular group. 
Tel-Aviv University 
Inertia theorems for nonstationary Lyapunov and 
Stein equations and dichotomy. 
Universitat Politecnica de Valencia 
Parallel iterative schemes: block extrapolated Jacobi 
method. 
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A. BRUCKSTEIN 
B. E. CAIN 
Y. CENSOR 
M. DEZA 
N. DYN 
L. ELSNER 
K.-H. FORSTER 
P. FUHRMANN 
D. GILL 
M. GOLDBERG 
S. K. JAIN 
T. LAFFEY 
I. LEWKOWICZ 
V. MEHRMaNN 
G. MORAN 
Technion 
On some matrix hctorization identities and a method 
of Krein for solving integral equations. 
Iowa State University, Ames 
Conjugate cones and semidefinite operators. 
University of Haifa 
Block-iterative algorithms for systems of linear in- 
equalities. 
C.N.R.S., Paris 
Distance matrices. 
Tel-Aviv University 
Uniform refinement of curves and infinite products 
of matrices. 
Universitat Bielefeld 
Comparison theorems for the Perron root of nonneg- 
ative matrices. 
Technische Universitat, Berlin 
On the local spectral radius and the CoUatz-Wielandt 
numbers of a nonnegative operator. 
Ben-Gurion University of the Negev 
On the Lienard-Chipart theorem. 
Tel-Aviv University 
An O(N2) method for computing the eigensystem of
N x N symmetric tridiagonal matrices by the divide 
and conquer approach. 
Technion 
On monotone and semimonotone matrix functions. 
Ohio University, Athens 
Periodicity of graphs of nonnegative matrices. 
University College, Dublin 
Some problems on integer matrices. 
Technion 
Remarks on lower bounds for the smallest singular 
value of a matrix. 
Universitat Bielefeld 
The quaternion QR algorithm. 
University of Haifa 
What is the genus of this surface? 
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I. NAVOT 
D. OLESKY 
M. B. PRIESTLY 
U. G. ROTHBLUM 
D. SHASHA 
D. SHEMESH 
A. SIDI 
B. SOLEL 
R. STERN 
R. C. THOMPSON 
M. TISMENETSKY 
V. VINNIKOV 
H. J. WEANER 
H. WIMMER 
Technion 
Optimization of hmctionals of Hun~tz polynomials. 
University of Victoria 
Recognition algorithms for inheritance in LU factor- 
izations. 
UMIST ~ The University of Manchester 
Matrix formulation of nonlinear time series models. 
Technion 
Flexible manufacturing and operator scheduling 
solved by deconvexification ver time. 
Technion 
Lyapunov scaling factors of Lyapunov diagonally 
semistable matrices. 
CEMA, Haifa 
Common triangularization via commutativity sub- 
space. 
Technion 
On extensions of the power method for normal oper- 
ators. 
University of Haifa 
Isometries of operator algebras. 
Concordia University, Montreal 
Continuous vs. discrete reachability cones. 
University of California, Santa Barbara 
The Lie theoretic proof by F. Rouvier of the Thomp- 
son conjectures on the product of exponentials of 
matrices. 
IBM Scientific Center, Haifa 
Inversion of block Toeplitz matrices and other struc- 
tured matrices. 
Ben-Gurion University of the Negev 
Determinantal representations of algebraic urves. 
University of Bonn 
More on the IPM method and its use for computing 
estimations and predictions in the general Gauss- 
Markov model. 
Universitat Wurzburg 
Linear matrix equations. 
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Technion 
Special contractions of the matrix unit disk. 
University of Pennsylvania, Philadelphia 
Nonlinear network optimization models for matrix 
balancing. 
Sgnopses of Talks Presented 
A coauthored synopsis has an asterisk beside the speaker's name, 
ISOMETRIES OF NON-SELF-ADJOINT OPERATOR ALGEBRAS 
by JONATHAN ARAZY l and BARUCH SOLEL* 
We deal here with isometrics of certain non-setf-adjoint algebras of 
operators on a Hflbert space. Our main theme is that the isometrics must 
preserve, besides the norm and the linear structure, also the Jordan structure. 
In a way, this can be viewed as the generalization of the famous theorem of 
R. Kadison [3] (proving that every isometry of one C*-algebra onto another is 
given by a Jordan isomorphism followed by a unitary multiplication) to the 
non-self-adjoint case. 
Kadison used as the main tool the structure of the extreme points of the 
unit ball of a C*-algebra (maximal partial isometrics), i.e. the affine structure 
of the unit bail. Our approach is quite different and depends heavily on the 
holomorphic structure of the open unit ball. The class of algebras we consider 
is much bigger than C*-algebras. 
We now present he main results. Full proofs and details will appear 
elsewhere. 
If E is a complex Banach space with an open unit ball D, then the set 
aut(D) of all complete holomorphic vector fields on D is a real Banach Lie 
algebra. The group aut(D) of all biholomorphic automorphisms of D is a real 
Banach Lie group, having aut(D) as its Lie algebra. The symmetric part of E 
is E~ = aut(D)(0), and it is a closed, complex-linear subspace of E. The 
importance of this subspace stems from the fact that it is preserved by all 
members of aut(D), and its unit ball is invariant under all members of 
Aut(D), and in particular under the linear isometrics of E. Associated with 
IDepartment of Mathematics, University ofHaifa, Haifa 31999, Israel. 
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E~ is the partial (Iordan ) triple product { } : E x E s x E -~ E, generalizing 
the triple product of/B*-triples [and in particular the triple product { xyz } = 
(xy*z + zy*x) /2  in subtriples of B(H)]. The linear isometries of E preserve 
the partial triple product, and the skew-Hermitian bounded operators on E 
are derivations of the partial triple product. For more details see [1] and the 
references wherein. 
In the special case where 92 is a norm-closed unital subalgebra of B(H) 
we get the following results. 
THEOREM 1. Let 92 be a norm-closed subalgebra orB(H)  containing the 
identity operator 1. 
(i) 92~ = 92 (1 92*, i.e., the symmetric part of  91 is the maximal C*-subal- 
gebra orB(H)  contained in 91. 
(ii) The partial triple product in 92 is given by 
xy*z + zy*x 
( xyz } = 
for x, z ~ 91, y ~ 92 ~ 92 ". 
COROLLARY 2. Let 92 __. B(H), let BY c B(K) be unital norm-closed 
subalgebras, and let ¢p: 92 --) BY be a surjective linear isometry. Then: 
(i) ~(92 n 92*) = BY n BY*. 
(ii) cp(xy*z + zy*x) = ¢p(x)¢p(y)*q~(z)+ ¢p(z)cp(g)*ep(x) for every x, z 
92 and y ~ 92 n 91.. In particular, rp maps partial isometries of  91 n 92 " to 
partial isometries of  BY n BY*. 
(iii) ¢p(1) = V is a unitary operator in B n B*. 
If, moreover, ¢p(I )= I, then: 
(iv) ~(xy  + yx) = ~(x)~0(y) + ~(y)~(x) ,  x, y ~ 91. 
(v) ¢p(x*) = ~(x)* ,  x ~ 92 n 92". 
As an application of these results we describe the isometrics of nest 
algebras. By definition, a nest 92 is a totally ordered set of projections on a 
Hflbert space H, containing 0 and I. The associated nest algebra alg(92) 
consists of all operators in B(H) having P(H) as an invariant subspace for 
every P ~ 92, i.e. 
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Note that in this case, 
alg(92) nalg(92)* = {T ~ B(H) :  TP = PT VP ~ 92 } ( = 92'). 
When H is a finite-dimensional Hilbert space, the nest algebras can be 
viewed as algebras of "block-triangular" matrices. 
For the following, fix an involution ] of H, i.e. an isometric onjugate- 
linear mapping J of H onto H such that J2 = I. Then it is easy to check that 
the map T ~ JT*] is a *-antiisomorphism of B(H) onto itself. 
THEOREM 3. Let 92 and ~02 be complete nests in B(H), and op be a 
linear isometry from alg 92 onto alg ~92. Then there are unitary operators U in 
B( H)  and V= rp(1) in ~ '  such that one of the following two cases holds: 
Case (1): q~( T ) = UTU*V for every T ~ alg 92,and the map N ~ UNU* 
= ep(N)V* is an order isomorphism on 92 onto ~.  
Case (2): q0(T) = UIT*JU*V for every T ~ alg 92 (where I is a fixed 
involution on H), and the map N~ UINIU* = q~(N)V* is an order isomor- 
phism on 92 onto ~92 ± = { I - P: P ~ ~1~ }. 
COROLLARY 4. I f  92 is not order-isonun?ghic to 92 z, then every isometry 
q~ of  alg 92 onto itself is of  the form ~p( T ) = UTU*V, T ~ alg 92, where U is a 
unitary operator in B( H) and V is a unitary operator in ~Y~'. 
Proof. The corollary follows immediately from the theorem, as case (2) 
cannot hold. • 
The following corollary follows immediately from the theorem. 
COROLLARY 5. Every linear isometry of  alg 92 onto alg ~ can be 
extended to a linear isometry of  B( H ). 
We can now use Theorem 3 to study the Hermitian operators on alg 92 
for a complete nest 92. Recall that a bounded linear operator ~: alg 92 ~ alg 92 
is called Hermitian ff for every t ~ R, Ile"~ll = 1 (see [2, Definition 5.1 and 
Lemma 5.2]). Clearly, in this case, e itr is an isometry on alg 92 for every 
t ~ R. We obtain the following description of the Hermitian operators. 
THEOREM 6. I f  y : alg 92 ~ alg 92 is a Hermitian operator, then there are 
self-adjoint operators K and S in 92' such that ~(T)= ST-  TK for every 
T ~ alg 92. 
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SZEGO'S THEOREM FOR SUMS WITH DEPENDENT INDICES 
by FLORIN AVRAM 2 
1. Introduction 
A. The initial motivation of this work was the establishing of certain 
limit theorems in probability (see [7, Theorem 2]). This turned out to depend 
upon the study of the asymptotics of a certain class of sums, which we call 
sums with dependent indices. 
These sums and their asymptotic behavior are described in Section 3. One 
particular example of such sums, well known to analysts from the work of 
Szegti, is the trace of a product of n × n Toeplitz matrices. This example is 
discussed in Section 2. 
B. The key tool in our results was the establishing of a "generalized 
Holder inequality" (see [2, Theorem 1]), tinder the "power counting condi- 
tions" used by physicists in quantum field theory. These are conditions which 
ensure the convergence of integrals of the form 
f [0w !~"  " " dye , -x- i f '  (1.1) 
where x e, e = 1 .. . . .  E, are linear combinations with integer coefficients of 
Yl,--., Ye, taken modulo 1, and z~ are positive numbers. Let 
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