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Abstract
We study time-varying semidefinite programs (TV-SDPs), which are semidefinite programs
whose data (and solutions) are functions of time. Our focus is on the setting where the data
varies polynomially with time. We show that under a strict feasibility assumption, restricting
the solutions to also be polynomial functions of time does not change the optimal value of the
TV-SDP. Moreover, by using a Positivstellensatz on univariate polynomial matrices, we show
that the best polynomial solution of a given degree to a TV-SDP can be found by solving a
semidefinite program of tractable size. We also provide a sequence of dual problems which can
be cast as SDPs and that give upper bounds on the optimal value of a TV-SDP (in maximiza-
tion form). We prove that under a boundedness assumption, this sequence of upper bounds
converges to the optimal value of the TV-SDP. Under the same assumption, we also show that
the optimal value of the TV-SDP is attained. We demonstrate the efficacy of our algorithms on
a maximum-flow problem with time-varying edge capacities, a wireless coverage problem with
time-varying coverage requirements, and on bi-objective semidefinite optimization where the
goal is to approximate the Pareto curve in one shot.
Index Terms. Semidefinite programming, time-varying convex optimizaiton, univariate poly-
nomial matrices, Positivstellensatze¨, continuous linear programs, bi-objective optimization.
1 Introduction
We study semidefinite programs (SDPs) whose feasible set and objective function depend on time.
More specifically, a time-varying semidefinite program (TV-SDP) is an optimization problem of the
form
sup
x∈Ln
∫ 1
0 〈c(t), x(t)〉dt
subject to Fx(t)  0 ∀t ∈ [0, 1] a.e..
(1)
Here, the operator F : Ln → Sm is defined as
Fx(t) := A0(t) +
n∑
i=1
xi(t)Ai(t) +
n∑
i=1
∫ t
0
xi(s)Di(t, s)ds, (2)
where
Ln := {x : [0, 1]→ Rn | x measurable and sup
t∈[0,1],i=1,...,n
|xi(t)| <∞},
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and
Sm := {X : [0, 1]→ Rm×m | X(t) is symmetric ∀t ∈ [0, 1] and sup
t∈[0,1],i,j=1,...,m
|Xij(t)| <∞}.
The data to the problem consists of c ∈ Ln, Ai ∈ Sm for i ∈ {0, . . . , n}, and Di for i ∈ {1, . . . , n},
which satisfies the requirement that Di(t, .) be a measurable function in S
m for all t ∈ [0, 1] and
that supt,s∈[0,1] ‖Di(t, s)‖ < ∞, where ‖.‖ is any matrix norm. For a symmetric matrix M , we
write M  0 to denote that M is positive semidefinite, i.e., has nonnegative eigenvalues. The
abbreviation a.e. indicates that the matrix inequality in (1) should hold “almost everywhere”; i.e.,
for every t ∈ [0, 1] \N , where N is some set of measure zero with respect to the Lebesgue measure.
For an interval I ⊆ R, we define the set
Sm+(I) := {X ∈ Sm | X(t)  0 ∀t ∈ I a.e.}.
With this notation, a feasible solution to the TV-SDP in (1) is a function x ∈ Ln that satisfies the
constraint
Fx ∈ Sm+([0, 1]), (3)
and the feasible set of the TV-SDP is the set F := {x ∈ Ln | Fx ∈ Sm+([0, 1])}. The choice
of the interval [0, 1] is of course made for convenience. Without loss of generality, we can reduce
any bounded interval [a, b], with a < b, to the interval [0, 1] by performing the change of variable
t′ = t−ab−a .
We equip Ln and Sm respectively with the inner products 〈·, ·〉Ln and 〈·, ·〉Sm defined as
〈x, y〉Ln :=
∫ 1
0
〈x(t), y(t)〉 dt =
n∑
i=1
∫ 1
0
xi(t)yi(t) dt,
and
〈X,Y 〉Sm :=
∫ 1
0
〈X(t), Y (t)〉 dt =
∫ 1
0
Tr(X(t)Y (t)) dt,
where Tr(A) stands for the trace of a matrix A. Using the notation for the first inner product
above, the TV-SDP in (1) can be written more compactly as
sup
x∈Ln
〈c, x〉Ln
subject to Fx ∈ Sm+([0, 1]).
The terms
∫ t
0 xi(s)Di(t, s)ds in (2) are called kernel terms and broaden the class of problems
that can be modelled as a TV-SDP. The special case where the terms Di(t, s) are identically zero is
already interesting and presents an infinite sequence of SDPs indexed by time t ∈ [0, 1]. While these
SDPs are in principle independent of each other, basic strategies such as sampling t and solving
a finite number of independent SDPs generally fail to provide a solution to the TV-SDP. This is
because candidate functions obtained from simple interpolation schemes can violate feasibility in
between sample points. When the terms Di(t, s) are not zero, the value that a solution takes at a
given time affects the range of values that it can take at other times. When the terms Di(t, s) are
constant functions of t and s for instance, the TV-SDP in (1) is already powerful enough to express
linear constraints involving the function x and its derivatives and/or integrals of any order. For
example, to impose a constraint on x′(t), one can introduce a new decision variable y ∈ Ln which
is related to x via the linear constraint x(t)− ∫ t0 y(s) ds = 0.
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In this paper, we consider the data c, A0, . . . , An, D1, . . . , Dn of the TV-SDP in (1) to belong
to the class of polynomial functions. Our interest in this setting stems from two reasons. On
the one hand, the set of polynomial functions is dense in the set of continuous functions on [0, 1]
and hence powerful enough for modeling purposes. On the other hand, polynomials can be finitely
parameterized (in the monomial basis for instance) and are very suitable for algorithmic operations.
Even when the input data to a TV-SDP is polynomial, there is no reason to expect its optimal
solution to be a polynomial or even a continuous function. Nevertheless, we concern ourselves in
this paper with finding feasible polynomial solutions to a TV-SDP (which naturally provide lower
bounds on its optimal value). Our motivation for making this choice is twofold. First, solutions
that are smooth are often preferred in practice. Consider for example the problem of scheduling
generation of electric power when daily user consumption varies with time, or that of finding a
time-varying controller for a robotic arm that serves some routine task in a production line. In
such scenarios, smoothness of the solution is important for avoiding deterioration of the hardware
or guaranteeing safety of the workplace. Continuity of the solution is even more essential as physical
implementation of a discontinuous solution is not viable. Our second motivation for studying poly-
nomial solutions is algorithmic. We will show (cf. Section 3.2) that optimal polynomial solutions
of a given degree to a TV-SDP with polynomial data can be found by solving a (non time-varying)
SDP of tractable size. These observations call for a better understanding of the power of polyno-
mial solutions as their degree increases, or a methodology that can bound their gap to optimality
when their degree is capped. These considerations are the subjects of Section 3.1 and Section 4
respectively.
As an illustration of a TV-SDP with polynomially time-varying data and a preview of our
solution technique, consider problem (1) with n = 2 and data
A0(t) =

(1− 85 t)2 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 , A1(t) =

−1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0
 , A2(t) =

0 0 0 0
0 0 0 1
0 0 0 0
0 1 0 0
 , D1(t, s) = D2(t, s) = 0,
c(t) =
(
9t2 − 9t+ 1
23t3 − 34t2 + 12t
)
.
Figure 1: An example of a TV-SDP
As the kernel terms Di(t, s) are identically zero here, an optimal solution to this TV-SDP is a
function xopt ∈ L2 such that for all t in [0, 1] (except possibly on a set of measure zero), xopt(t)
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is a maximizer of 〈c(t), x〉 under the constraints A0(t) + x1A1(t) + x2A2(t)  0. In Figure 1, the
dotted red line represents the optimal polynomial solution xpoly,20(t) of degree 20. The feasible set
Ft := {x ∈ R2 | A0(t) + x1A1(t) + x2A2(t)  0}
for some sample times t is delimited by blue lines. The objective function c(t) is represented by a
black arrow, which also moves in time. The feasible solution xpoly,20(t) achieves an objective value
of 0.89. By solving an inexpensive dual problem (with d = 10 in problem (13) of Section 4), we
can conclude that the optimal value of the TV-SDP cannot be greater than 0.93. Moreover, we
can get arbitrarily close to the exact optimal value of the TV-SDP by increasing the degree of the
candidate polynomial solutions (cf. Section 3.1) or the level in the hierarchy of our dual problems
(cf. Section 4.1).
1.1 Related literature
Time-varying SDPs contain as special case the time-varying versions of most common classes of
convex optimization problems, including linear programs, convex quadratic programs, and second-
order cone programs. In the linear programming case, this problem has been studied in the literature
under the name of continuous linear programs (CLPs). In its most general form, a CLP is a problem
of the type
sup
x(t)
∫ 1
0 〈c(t), x(t)〉dt
subject to A(t)x(t) +
∫ t
0 D(t, s)x(s)ds ≤ b(t) ∀t ∈ [0, 1] a.e.,
(4)
where A(t), D(t, s) ∈ Rm×n, c(t) ∈ Rn, and b(t) ∈ Rm, for all t, s ∈ [0, 1].
This problem was introduced by Bellman [8] and has since been studied by several authors who
have provided algorithms, structural results, or a duality theory for CLPs; see e.g. [25, 40, 26, 41,
19, 11, 37, 4, 29, 38, 17, 44] and references therein. Several applications, e.g. in manufacturing,
transportation, robust optimization, queueing theory, and revenue management, can also be found
in these references. Since CLPs are perceived as a hard problem class in general, most authors make
additional assumptions on how the problem data varies with time, or, in the case of the so-called
“separated CLPs”, how the kernel terms and the non-kernel terms interact [29, 17, 44, 11, 37, 4].
The closest work in the CLP literature to our work is the paper [7] by Bampou and Kuhn. The
authors of this paper also assume that the data of the their CLP varies polynomially with time
and employ semidefinite programming to approximate the optimal solution by polynomial (and
piecewise polynomial) functions of time. Our approach here generalizes their nice algorithms and
convergence guarantees to the SDP setting. In [7], the authors also make use of the rich duality
theory of CLPs to get a sequence of upper bounds that converges to the optimal value of (4) under
certain conditions. The duality framework that we present in this paper is different in nature and is
closer in spirit to the approach in [23], [6]. As it turns out, it suffices for us to assume boundedness
of the primal feasible set to guarantee convergence of our dual bounds to the optimal value of the
TV-SDP.
The only generalization of continuous linear programs that we are aware of appears in the work
of Wang, Zhang, and Yao in [43], which makes a number of important contributions to separated
continuous conic programs. The assumptions in [43] are however stronger than the ones we make
here. In particular, there are separation assumptions on the kernel and non-kernel terms in [43]
and the data to the problem is assumed to vary only linearly with time. Another work related
to this paper is the work by Lasserre in [23], which studies a parametric polynomial optimization
4
problem of the form
sup
x(y)∈Rn
∫
y∈K f(x(y), y)dφ(y)
subject to hj(x(y), y) ≥ 0 ∀j ∈ {1, . . . , r},∀y ∈ K φ-a.e.,
(5)
where φ is a probability distribution on some compact basic semialgebraic set K ⊆ Rs, and hj(x, y)
are polynomials functions of x and y. An inequality involving y is valid φ-a.e. if it is valid for all y
in K except on some set K ′ with φ(K ′) = 0. When the kernel terms in (2) are zero, problem (1)
can in theory be put in the form of (5) by setting s = 1 and replacing the semidefinite constraint
with nonnegativity of all 2m − 1 polynomials that form the principal minors of Fx(t). Our duality
framework in Section 4 is inspired by the approach in [23]. However, as we are dealing with a much
more structured problem, we are also able to find the best polynomial solution of a given degree to
(1) with an SDP of tractable size, as well as prove asymptotic optimality of polynomial solutions
even in presence of the kernel terms.
Finally, we remark that at a broader level, the idea of using semidefinite programming to
find polynomial solutions (or “policies”) to dynamic or uncertain optimization problems has been
applied before to questions in multi-stage robust and stochastic optimization; see e.g. [10] and [6].
1.2 Organization and contributions of the paper
This paper is organized as follows. In Section 2, we prove that under a boundedness assumption, the
optimal value of the TV-SDP in (1) is attained (Theorem 3). This proof is obtained by combining
two theorems that are used also in other sections of the paper. The first (Theorem 1) shows
that a sequence of linear functionals that satisfies a certain boundedness property on nonnegative
polynomials has a weakly convergent subsequence. The second (Theorem 2) shows that when a
weakly convergent sequence of functions in Ln satisfies linear inequalities of the type in (3), then
so does its weak limit.
In Section 3, we prove that under a strict feasibility assumption, polynomial solutions are arbi-
trarily close to being optimal to the TV-SDP in (1) (Theorem 4). We also show that this assumption
cannot be removed in general (Example 1). Furthermore, we show how sum of squares techniques
combined with certain matrix Positivstellensatze¨ enable the search for the best polynomial solution
of a given degree to be cast as an SDP of polynomial size (Theorem 6).
In Section 4, we develop a hierarchy of dual problems (or relaxations) that give a sequence
of improving upper bounds on the optimal value of the TV-SDP in (1). We show that under
a boundedness assumption, these upper bounds converge to the optimal value of the TV-SDP
(Theorem 7). We also show that our dual problems can be cast as SDPs (Theorem 8). For a given
TV-SDP, the dimensions of the matrices that feature in both our primal and dual SDP hierarchies
grow only linearly with the order of the hierarchy.
In Section 5, we present applications of time-varying semidefinite programs to a maximum-flow
problem with time-varying edge capacities, a wireless coverage problem with time-varying coverage
requirements, and to bi-objective semidefinite optimization where the goal is to approximate the
Pareto curve in one shot. Finally, we end with some future research direction in Section 6.
1.3 Notation
We denote
· the (i, j)th entry of a matrix A by Aij ,
· the trace of a matrix A by Tr(A),
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· the vector of all ones by ~1,
· the identity matrix by I,
· the diagonal matrix with the vector x ∈ Rn on its diagonal by diag(x),
· the standard inner product in Rn by 〈·, ·〉; i.e., for two vectors x, y ∈ Rn, 〈x, y〉 = ∑ni=1 xiyi,
· the infinity-norm of a vector by ‖ · ‖∞; i.e., for a vector x ∈ Rn, ‖x‖∞ = maxi=1,...,n |xi|,
· the set of n× n (constant) symmetric matrices by Sn and its subset of positive semidefinite
matrices by Sn+,
· the degree of a polynomial p by deg(p) (when p is a vector of polynomials, deg(p) denotes the
maximum degree of its entries),
· the set of n × m matrices whose components are polynomials in the variable t with real
coefficients by Rn×m[t]. For d ∈ N, Rn×md [t] denotes the subset of Rn×m[t] consisting of
matrices whose entries are polynomials of degree at most d. When m = 1, we simply use the
notation Rn[t] and Rnd [t], and when n = 1 as well, we simplify the notation to R[t] and Rd[t].
· We denote the set of linear functionals on Rn[t] by Mn.
· For µ ∈Mn, we denote by µi : R[t]→ R the unique linear functional that satisfies
µ(g) =
n∑
i=1
µi(gi) ∀g ∈ Rn[t].
· For a function f ∈ Ln, we denote by lf the element of Mn defined by
lf (g) := 〈f, g〉Ln =
∫ 1
0
〈f(t), g(t)〉dt ∀g ∈ Rn[t].
2 The Optimal Value of a Bounded TV-SDP is Attained
In this section, we study the following question: If the optimal value opt of (1) is finite (i.e., the prob-
lem is feasible and bounded above), does there exist a function x∗ ∈ Ln such that 〈c, x∗〉Ln = opt?
Many of the arguments given here will be used again in Section 4 on duality theory.
The question of attainment of the optimal value (i.e., existence of solutions) is a very basic one
and has been studied in the continuous linear programming literature already; see e.g. [19]. In the
TV-SDP case, note that even for standard SDPs that do not depend on time, the optimal value
is not always attained unless the feasible set is bounded. We prove in this section that under the
following boundedness assumption
“∃γ > 0 such that for all feasible solutions x to (1), ‖x(t)‖∞ ≤ γ for all t ∈ [0, 1] a.e.”, (6)
the optimal value of the TV-SDP in (1) is always attained. This is not an immediate fact as the
search space Ln is infinite dimensional. The idea is to prove that a sequence of feasible solutions to
a TV-SDP whose objective value approaches the optimal value must have a converging subsequence
and that the limit of the subsequence must also be feasible. It turns out that the right notion of
convergence in this context is weak convergence. We begin by stating the definition, and then prove
that the weak limit of a sequence of feasible solutions is again feasible.
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Definition 1 (Weak Convergence) A sequence of linear functionals {µi} in Mn converges weakly
to a linear functional µ∞ ∈Mn (we write µi ⇀ µ∞) if for all p ∈ Rn[t],
µi(p)→ µ∞(p) as i→∞.
Similarly, a sequence of functions {f i} in Ln converges weakly to a function f∞ ∈ Ln (we write
f i ⇀ f∞) if lf i ⇀ lf∞ as i→∞.
The next theorem shows a compactness result for the set Mn.
Theorem 1 Let {µd} be a sequence of linear functionals in Mn. If the following implication holds
for every d ∈ N and every polynomial q ∈ Rnd [t]:
qi(t) ≥ 0 ∀t ∈ [0, 1], ∀i ∈ {1 . . . , n} =⇒ |µd(q)| ≤
n∑
i=1
∫ 1
0
qi(t)dt,
then there exists a function f ∈ Ln and a subsequence of {µd} that converges weakly to lf .
In the proof of this theorem, we will invoke the following lemma, which is obtained by a direct
application of a result of Lasserre [24, Theorem 3.12a].1
Lemma 1 (See Theorem 3.12a in [24]) For a linear functionals λ ∈M1, if there exists a scalar
κ such that the inequalities
0 ≤ λ(h) ≤ κ
∫ 1
0
h(t) dt
hold for every polynomial h ∈ R[t] that is nonnegative on [0, 1], then there exists a function f ∈ L1
such that λ(g) = lf (g),∀g ∈ R[t].
Proof of Theorem 1. The ideas of the proof are inspired by those in [42, Chap. 7]. Let
{b0, b1, . . .} be a basis of Rn[t] where all entries of the polynomials bj are of the form tk for some
nonnegative integer k. Let dj denote the maximum degree of the entries of bj . It is clear by
assumption that |µi(bj)| ≤ n for every i, j ∈ N such that i ≥ dj . Consider the sequence of
real numbers {µi(b0)}i≥d0 . This sequence is bounded in absolute value by n. As such, it has
a convergent subsequence {µi,(0)(b0)}. Next consider {µi,(0)(b1)}i≥d1 . Again, this is a sequence
of real numbers that is bounded in absolute value by n and so it has a convergent subsequence
{µi,(1)(b1)}. Iterating this procedure, we obtain, for each integer r ≥ 0, a subsequence of linear
functionals {µi,(r)} with the property that {µi,(r+1)} ⊆ {µi,(r)}. Moreover, for all j, r ∈ N with
r ≥ dj , the sequence of numbers {µi,(r)(bj)} converges as i → ∞. Now consider the diagonal
sequence of linear functionals {µi,(i)}. For every j, {µi,(i)(bj)} converges as i→∞ as the sequence
of linear functionals {µi,(i)}i≥dj is a subsequence of {µi,(dj)}. Since the functions {bi} span Rn[t]
and the elements of the sequence {µi,(i)} are linear functionals, the sequence {µi,(i)(g)} converges
for all polynomial functions g ∈ Rn[t]. Let µ∞ be the linear functional defined by
µ∞(g) = lim
i→∞
µi,(i)(g) ∀g ∈ Rn[t]. (7)
1To get the statement of the lemma, apply [24, Theorem 3.12a] with n = 1,K = [0, 1],m = 2, g1 = t, g2 =
1 − t, Ly = λ,Lz = lv, where v ∈ L1 is the constant function equal to one, and observe that for any p ∈ R[t], the
polynomials p2g1, p
2g2, p
2g1g2 are nonnegative on the interval [0, 1].
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We have just proven that the sequence {µi,(i)} converges weakly to µ∞. The claim of the theorem
would be established if we show that there exists a function f ∈ Ln such that µ∞(g) = lf (g), ∀g ∈
Rn[t]. In order to get this statement from Lemma 1, for j ∈ {1, . . . , n}, let λj ∈M1 be defined as
λj(w) :=
∫ 1
0
w(t) dt− µ∞j (w) ∀w ∈ R[t].
Let h ∈ R[t] be a polynomial that is nonnegative on [0, 1]. Take h(j) ∈ Rn[t] to be the vector-valued
polynomial whose entries are all identically zero except for the jth one that is equal to h. From (7)
we see that
µ∞j (h) = µ
∞(h(j)) = lim
i→∞
µi,(i)(h(j)) = lim
i→∞
µ
i,(i)
j (h).
Since for i larger than the degree of h,
|µi,(i)j (h)| = |µi,(i)(h(j))| ≤
n∑
k=1
∫ 1
0
h
(j)
k (t) dt =
∫ 1
0
h(t) dt,
we have that that |µ∞j (h)| ≤
∫ 1
0 h(t) dt, and therefore
|λj(h)| ≤
∣∣∣∣∫ 1
0
h(t) dt
∣∣∣∣+ |µ∞j (h)| ≤ 2 ∫ 1
0
h(t) dt.
Similarly, it is straightforward to argue that λj(h) ≥ 0. Hence, by Lemma 1, for each j ∈ {1, . . . , n},
there exists a function fˆj ∈ L1 such that λj(w) = lfˆj (w),∀w ∈ R[t]. Therefore,
µ∞j (w) =
∫ 1
0
(
1− fˆj(t)
)
w(t) dt,∀w ∈ R[t].
The function f ∈ Ln that we were after can hence be taken to be f := (1− fˆ1, . . . , 1− fˆn)T . 
The next theorem shows that when all functions in a sequence satisfy linear inequalities of the
type in (3), their weak limit does the same.
Theorem 2 Let the operator F be as in (2). If a sequence of functions {fk} in Ln converges weakly
to a function f∞ ∈ Ln and satisfies Ffk ∈ Sm+([0, 1]) for all k ∈ N, then Ff∞ ∈ Sm+([0, 1]).
To prove this theorem, we need the following lemma, which also implies that the set Sm+([0, 1])
is self-dual.
Lemma 2 For any function Q ∈ Sm, Q ∈ Sm+([0, 1]) if and only if
〈Q,P 〉Sm ≥ 0 for all P ∈ Sm+([0, 1]) ∩ Rm×m[t].
Proof. The only if part is straightforward. For the other direction, fix Q ∈ Sm and assume that
〈Q,P 〉Sm ≥ 0 for all P ∈ Sm+([0, 1])∩Rm×m[t]. For t ∈ [0, 1], let λ(t) be the smallest eigenvalue of
Q(t) and u(t) be an associated eigenvector of norm one. Denote by 1λ(t)<0 the univariate function
over t ∈ [0, 1] that is equal to 1 when λ(t) < 0 and zero otherwise. Let P∞(t) := 1λ(t)<0u(t)u(t)T .
We claim that 〈Q,P∞〉Sm ≥ 0. This would imply that∫ 1
0
1λ(t)<0λ(t)dt = 〈Q,P∞〉Sm ≥ 0,
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which proves that λ(t) is nonegative almost everywhere on [0, 1]; i.e., the desired result.
To prove the claim, observe that since continuous functions are dense in the space of bounded
and measurable functions on [0, 1] (see e.g. [1, Theorem 2.19]), for every positive integer k, there
exist continuous functions φk : [0, 1]→ R and uk : [0, 1]→ Rn such that∫ 1
0
(φk(t)− 1λ(t)<0)2dt ≤
1
k
and
∫ 1
0
‖uk(t)− u(t)‖2∞dt ≤
1
k
.
Notice that without loss of generality we can assume that for all k ∈ N and t ∈ [0, 1] we have
φk(t) ≥ 0 as ∣∣|φk(t)| − 1λ(t)<0∣∣ ≤ |φk(t)− 1λ(t)<0|.
The Stone-Weierstrass theorem (see e.g. [39]) can now be utilized to conclude that for every positive
integer k, there exist polynomial functions φ˜k : [0, 1]→ R, u˜k : [0, 1]→ Rn such that
0 ≤ φ˜k(t)− φk(t) ≤ 1
k
and ‖u˜k(t)− uk(t)‖2∞ ≤
1
k
∀t ∈ [0, 1].
We can thus assume without loss of generality again that the functions φk and uk are polynomial
functions of the variable t.
Now let P k(t) = φk(t)uk(t)uk(t)
T . Then (i) P k ∈ Sm+([0, 1])∩Rm×m[t], and (ii) ‖P∞ − P k‖Sm → 0
as k →∞, where ‖.‖Sm here denotes the norm associated to the scalar product 〈., .〉Sm . From the
Cauchy-Schwarz inequality we have
|〈Q,P∞〉Sm − 〈Q,P k〉Sm | ≤ ‖Q‖Sm‖P∞ − P k‖Sm .
As (i) implies that 〈Q,P k〉Sm ≥ 0 for all k, and (ii) implies that the right hand side of the above
inequality goes to zero as k goes to infinity, we conclude that 〈Q,P∞〉Sm ≥ 0. 
Proof of Theorem 2. For an element y ∈ Ln, we denote by y˜ the element of Ln+1 defined by
y˜ :=
(
1
y
)
. By applying Fubini’s double integration theorem on the region {(t, s) ∈ [0, 1]2 | s ≤ t},
it is straightforward to see that
〈Fy, P 〉Sm = 〈y˜, F ∗P 〉Ln+1 ∀y ∈ Ln, ∀P ∈ Sm,
where F ∗ is the adjoint of the affine operator F (see equation (12) in Section 4 for its explicit
expression). Now fix a function P ∈ Sm+([0, 1]) ∩ Rm×m[t]. Using the easy direction of Lemma 2
and the fact that Ffk ∈ Sm+([0, 1]) for all k, we have that 〈Ffk, P 〉Sm ≥ 0 for all k. This implies
that 〈f˜k, F ∗P 〉Ln+1 ≥ 0 for all k. By weak convergence, we conclude that 〈f˜∞, F ∗P 〉Ln+1 ≥ 0,
implying in turn that 〈Ff∞, P 〉Sm ≥ 0. Sine P was arbitrary in Sm+([0, 1]) ∩ Rm×m[t], using
Lemma 2 again, we have Ff∞ ∈ Sm+([0, 1]). 
We are now ready to show that a bounded TV-SDP attains its optimal value.
Theorem 3 If the TV-SDP in (1) is feasible and satisfies the boundedness assumption in (6), then
there exists a feasible function xopt ∈ Ln that attains its optimal value.
Proof. Let opt denote the optimal value of (1), which is finite under the assumptions of the
theorem. From (6), there exists a scalar γ > 0 such that any feasible solution x ∈ Ln to the
TV-SDP satisfies ‖x(t)‖∞ ≤ γ for all t ∈ [0, 1] a.e.. Hence, for any positive integer k, there exists
a feasible solution xk ∈ Ln, with ‖xk(t)‖∞ ≤ γ ∀t ∈ [0, 1] a.e., such that
〈c, xk〉Ln ≥ opt− 1
k
. (8)
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Let us now consider the sequence of linear functionals
{ l
xk
γ
}
, which satisfies the conditions of
Theorem 1. Therefore, a subsequence of the functions {xk} converges weakly to a limit x∞ ∈ Ln. It
is clear by weak convergence that x∞ achieves the optimal value to (1), and Theorem 2 guarantees
that x∞ is feasible to the TV-SDP. Letting xopt = x∞ gives the desired result. 
3 The Primal Approach: Polynomial Solutions to a TV-SDP
We switch our focus in this section to algorithmic questions. We show in Section 3.2 that when
the data c, A0, . . . , An, D1, . . . , Dn to our TV-SDP belongs to the class of polynomial functions,
then the best polynomial solution of a given degree to the TV-SDP can be found by solving a
semidefinite program of tractable size. This motivates us to study whether one can always find
feasible solutions to a TV-SDP that are arbitrarily close to being optimal just by searching over
polynomial functions. While this is not always true (see Example 1 below), in Section 3.1 we show
that it is true under a strict feasibility assumption (see Definition 2).
Example 1 Consider the TV-SDP in (1) with n = 1,
c(t) = 0, A0(t) =

0 0 0 0
0 12 − t 0 0
0 0 1 0
0 0 0 0
 , A1(t) =

t− 12 0 0 0
0 t− 12 0 0
0 0 −1 0
0 0 0 1
 , and D1 = 0.
The resulting constraints read(
t− 1
2
)
x(t) ≥ 0,
(
t− 1
2
)
(x(t)− 1) ≥ 0, 0 ≤ x(t) ≤ 1 ∀t ∈ [0, 1] a.e..
The unique feasible solution xopt(t) to this TV-SDP, up to a set of measure zero, is
xopt(t) =
{
0, if t ≤ 12 ,
1, if t > 12 .
It is clear that xopt is not continuous, let alone polynomial.
For the remainder of this paper, for a set S ∈ {Sm,Sm+([0, 1])} and a nonnegative integer d,
we define Sd to be the set of function x ∈ S whose entries are polynomials of degree d, i.e.
Smd = S
m ∩ Rm×md [t], Sm+([0, 1])d = Sm+([0, 1]) ∩ Rm×md [t].
3.1 Polynomials are optimal under a strict feasibility assumption
We show in this section that under the following strict feasibility assumption, the optimal value of
the TV-SDP in (1) remains the same when the function class Ln is replaced with Rn[t].
Definition 2 We say that the TV-SDP in (1) is strictly feasible if there exists a function xs ∈ Ln
and a positive scalar ε such that
Fxs(t)  εI ∀t ∈ [0, 1] a.e..
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Theorem 4 Consider the TV-SDP in (1) with its optimal value denoted by opt. If the TV-SDP
is strictly feasible, then there exists a sequence of feasible polynomial solutions {xk} such that
〈c, xk〉Ln → opt as k →∞.
As we will shortly see in the proof, the strict feasibility assumption enables us to approximate
any feasible solution of (1) by a continuous, and later polynomial, solution. We use mollifying
operators to obtain the continuous approximation.
Definition 3 (See [1]) The mollifying operator Mv : L1 → L1, indexed by a nonnegative integer
v, is the linear operator defined by
(Mvf)(t) =
∫ 1
0
vJ(v(t− s))f(s)ds ∀f ∈ L1
where J(t) = c exp(− 1
1−t2 ) when t ∈ [−1, 1] and J(t) = 0 otherwise, and c is so that
∫
R J(t) dt = 1.
Remark 1 To lighten our notation, we write Mvf(t) instead of (Mvf)(t). We also remark that
one can extend the definition of mollifying operators to functions that are not scalar valued by
making them act element-wise. For example, the extension to spaces Ln and Sm would be defined
as follows:
Mvf := (Mvfi)i ∀f ∈ Ln and MvP := (MvPij)ij ∀P ∈ Sm.
Any property of mollifying operators that we prove on scalar-valued functions below extends in a
straightforward manner to functions that are vector or matrix valued.
Proposition 1 (See Theorem 2.29 in [1]) For all f ∈ L1 and all v ∈ N, the function Mvf is
continuous. Moreover, ∫ 1
0
|Mvf(t)− f(t)|dt→ 0 as v →∞.
Furthermore, if f is a continuous function of t, then
sup
t∈[0,1]
|Mvf(t)− f(t)| → 0 as v →∞.
Lemma 3 For for any v ∈ N, the mollifying operator Mv satisfies the following properties:
(a) For any M ∈ Sm, if M(t)  0 ∀t ∈ [0, 1] a.e., then MvM(t)  0 ∀t ∈ [0, 1].
(b) For any a ∈ R[t] and x ∈ L1, supt∈[0,1] |a(t)Mvx(t)−Mv(a · x)(t)| → 0 as v →∞.
(c) For any polynomial function d : R2 → R and x ∈ L1, let g(t) = ∫ t0 d(t, s)x(s)ds. Then
sup
t∈[0,1]
∣∣∣∣Mvg(t)− ∫ t
0
d(t, s)Mvx(s)ds
∣∣∣∣→ 0 as v →∞.
Proof. The proof of (a) simply follows from the fact that the function J is nonnegative on R.
To prove (b), let L := supt∈[0,1] |a′(t)| and γ := supt∈[0,1] |x(t)|. Notice that
a(t)Mvx(t)−Mv(a · x)(t) =
∫ 1
0
vJ(v(t− s))(a(t)− a(s))x(s)ds.
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Hence,
|a(t)Mvx(t)−Mv(ax)(t)| ≤ Lγ
∫ 1
0
vJ(v(t− s))|t− s|ds.
By the change of variable u := v(s− t) and in view of the evenness of the function J, we get∫ 1
0
vJ(v(t− s))|t− s|ds = 1
v
∫ v(1−t)
−vt
J(u) |u|du ≤ 1
v
∫ 1
−1
J(u)du ≤ 1
v
.
Therefore,
sup
t∈[0,1]
|a(t)Mvx(t)−Mv(a · x)(t)| ≤ Lγ
v
and the claim follows.
Let us now prove (c). Observe that, on the one hand, for every t ∈ [0, 1],∣∣∣∣Mvg(t)− ∫ t
0
d(t, s)Mvx(s) ds
∣∣∣∣ ≤ |Mvg(t)− g(t)|+ ∣∣∣∣g(t)− ∫ t
0
d(t, s)Mvx(s)ds
∣∣∣∣
≤ |Mvg(t)− g(t)|+
∫ t
0
|d(t, s)| · |x(s)−Mvx(s)| ds
≤ |Mvg(t)− g(t)|+ sup
t,s∈[0,1]
|d(t, s)|
∫ 1
0
|x(s)−Mvx(s)| ds.
On the other hand, from Proposition 1 (and continuity of g), we know that
sup
t∈[0,1]
|Mvg(t)− g(t)| → 0 as v →∞,
and ∫ 1
0
|Mvx(s)− x(s)| ds→ 0 as v →∞.
Combining these three facts, we conclude that
sup
t∈[0,1]
|Mvg(t)−
∫ t
0
d(t, s)Mvx(s)ds| → 0 as v →∞.

Properties (b) and (c) in Lemma 3 give the following corollary.
Corollary 1 Let F be as in (2) with A0, . . . , An, D1, . . . Dn polynomial and let ‖ · ‖ be any matrix
norm. Then,
sup
t∈[0,1]
‖MvFx(t)− FMvx(t)‖ → 0 as v →∞.
We now go back to the proof of optimality of polynomial solutions. The idea is as follows. We
know that for any ε > 0 there exists a feasible solution xε whose objective value is whithin ε of opt
when opt <∞ and larger than 1ε when opt = +∞. We construct a sequence of feasible polynomial
solutions whose objective value converges to 〈c, xε〉Ln . We do so in three steps. First, using
existence of a strictly feasible solution xs to (1), we perturb xε slightly to make it strictly feasible
without changing its objective value by much. Second, we approximate the perturbed solution by
a continuous solution using mollifying operators. Finally, we invoke the Stone-Weierstrass theorem
to approximate the continuous solution with a polynomial solution.
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Proof of of Theorem 4. For any ε > 0, let xε be a feasible solution to the TV-SDP in (1) such
that
opt− 〈c, xε〉Ln ≤ ε if opt <∞ and 〈c, xε〉Ln ≥ 1
ε
if opt = +∞.
Let xs be any strictly feasible solution to the TV-SDP in (1) and for λ ∈ (0, 1) let
xλ,ε := (1− λ)xε + λxs.
Observe that for all ε > 0 and λ ∈ (0, 1) the function xλ,ε is also strictly feasible to (1). Moreover,
as λ→ 0, 〈c, xλ,ε〉Ln → 〈c, xε〉Ln .
For a nonnegative integer v, let Mv be the mollifying operator that appears in Definition 3
and Remark 1. For all ε > 0, λ ∈ (0, 1), and v ∈ N, let xv,λ,ε := Mvxλ,ε. The function xv,λ,ε is
continuous by Proposition 1. We claim that xv,λ,ε is strictly feasible to the TV-SDP in (1) for any
ε > 0 and λ ∈ (0, 1) when v is large enough. Indeed, for any such ε and λ, there exists βλ,ε > 0
such that Fxλ,ε(t)  βλ,εI ∀t ∈ [0, 1] a.e.. By property (a) of Lemma 3,
MvFxλ,ε(t)  βλ,εI ∀t ∈ [0, 1].
Let ‖ · ‖ be any matrix norm. Using Corollary 1,
sup
t∈[0,1]
‖MvFxλ,ε(t)− Fxv,λ,ε(t)‖ → 0 as v →∞.
By continuity of the minimum eigenvalue function we conclude that for v high enough,
Fxv,λ,ε(t)  βλ,ε
2
I ∀t ∈ [0, 1].
Moreover, for all ε > 0, λ ∈ (0, 1), Proposition 1 implies that
〈c, xv,λ,ε〉Ln → 〈c, xλ,ε〉Ln as v →∞.
As a final step, for a fixed ε > 0, λ ∈ (0, 1), and v ∈ N, we invoke the Stone-Weierstrass theorem
to approximate xv,λ,ε by a sequence {ps,v,λ,ε}s∈N of polynomial elements of Ln such that
sup
t∈[0,1]
‖xv,λ,ε(t)− ps,v,λ,ε(t)‖∞ → 0 as s→∞.
Note that
sup
t∈[0,1]
‖Fxv,λ,ε(t)− Fps,v,λ,ε(t)‖ ≤ C sup
t∈[0,1]
‖xv,λ,ε(t)− ps,v,λ,ε(t)‖∞
where C := sup
t,s∈[0,1]
∑n
i=1 ‖Ai(t)‖+ ‖Di(s, t)‖. By the same reasoning as before, for s high enough,
the polynomial ps,v,λ,ε will be (strictly) feasible to our TV-SDP. Moreover,
〈c, ps,v,λ,ε〉Ln → 〈c, xv,λ,ε〉Ln as s→∞.
To get the overall result, fix ε small enough, then λ small enough, then v large enough, and then s
large enough. 
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3.2 Finding the best polynomial solution to a TV-SDP via SDP
In this section, we show how one can find the best polynomial solution of a given degree to a
TV-SDP. This is done by reformulating the problem as a semidefinite program. This formulation
is based on the fact that any univariate polynomial matrix X(t) that is positive semidefinite over
an interval has a certain sum of squares representation of low degree. This representation can be
found by semidefinite programming using the well-known connection (see e.g. [36, 22]) between
sum of squares polynomials and SDPs.
Theorem 5 (See Theorem 2.5 of [16], and see [5] for a history of related proofs)
Let X ∈ Smd be a univariate m×m polynomial matrix of degree d. If d is odd, then X(t)  0 ∀t ∈ [0, 1]
if and only if there exist (not necessarily square) polynomial matrices B1 and B2 of degree
d−1
2 such
that
X(t) = tB1(t)
TB1(t) + (1− t)B2(t)TB2(t).
Similarly, if d is even, then X(t)  0 ∀t ∈ [0, 1] if and only if there exist (not necessarily square)
polynomial matrices B1 and B2 of degree
d
2 and
d
2 − 1 respectively such that
X(t) = B1(t)
TB1(t) + t(1− t)B2(t)TB2(t).
This theorem results in a semidefinite representation of polynomial matrices that are positive
semidefinite on the interval [0, 1] as we describe next.
Proposition 2 Let d,m be positive integers. There exist two linear maps αmd (which maps S
d+1
2
m
to Sm when d is odd and S( d2+1)m to Sm when d is even) and βmd (which maps S
d+1
2
m to Sm when d
is odd and S d2m to Sm when d is even) such that for any X ∈ Smd, X(t)  0 ∀t ∈ [0, 1] if and only
if one can find positive semidefinite matrices Q1, Q2 of appropriate sizes that satisfy the equation
X = αmd (Q1) + β
m
d (Q2).
Proof. Fix positive integers m and d. Let Y ∈ Smd be an m ×m polynomial matrix of degree d.
It is well known that Y can be written as B(t)TB(t) for some polynomial matrix B if and only if
the polynomial yTY (t)y is a sum of squares of some polynomials in the variables (t, y1, . . . , ym); see
e.g. [21]. The latter condition is equivalent to existence of a (d2 + 1)m× (d2 + 1)m matrix Q  0 (d
is necessarily even) such that the following polynomial identity holds
yTY (t)y = v(t, y)TQv(t, y), (9)
where
v(t, y) = (y1, . . . , ym, y1t, . . . , ymt, . . . , y1t
d
2 , . . . , ymt
d
2 )T
is the vector of all monomials of the form ylt
k for l = 1, . . . ,m, and k = 0, . . . , d2 ; see e.g. [3,
Section 3]. For notational convenience, we index the entries of the matrix Q by the monomials in
v := v(t, y). This means that when we write Qvi,vj , we refer the (i, j)-th entry of Q.
Note that for any symmetric matrix Q, there exists a unique Y ∈ Sm that satisfies the identity
(9). Indeed, considering the expression v(t, y)TQv(t, y) as a polynomial in y1, . . . , ym with coeffi-
cients in R[t], the coefficient of yiyj is equal to twice the (i, j)-th entry of Y (t) when i 6= j, and
equal to the (i, i)-the entry of Y (t) otherwise. Define Λmd to be the linear function that maps a
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symmetric matrix Q ∈ S( d2+1)m to the m×m polynomial matrix Y of degree d that satisfies identity
(9), i.e.
Y = Λmd (Q) ⇐⇒ Yij(t) = cij
∑
k,l∈{0,..., d
2
}
Qyitk,yjtlt
k+l ∀i, j ∈ {1, . . . ,m}, (10)
with cij =
1
2 when i 6= j and cii = 1.
We have just shown that an m × m polynomial matrix Y of degree d can be written as
Y (t) = B(t)TB(t) for some polynomial matrix B if and only if there exists an m(d2 + 1)×m(d2 + 1)
positive semidefinite matrix Q such that
Y = Λmd (Q).
Combining this result with Theorem 5, we get that any m ×m polynomial matrix X is positive
semidefinite on [0, 1] if and only if there exist positive semidefinite matrices Q1, Q2 such that
X = αmd (Q1) + β
m
d (Q2),
where
αmd (Q) = tΛ
m
d−1(Q) and β
m
d (Q) = (1− t)Λmd−1(Q) when d is odd,
αmd (Q) = Λ
m
d (Q) and β
m
d (Q) = t(1− t)Λmd−2(Q) when d is even.
(11)

The next theorem summarizes the results of this subsection.
Theorem 6 For d ∈ N, the following SDP finds the best polynomial solution of degree d to the
TV-SDP in (1) with data c, A0, A1, . . . , An, D1, . . . , Dn:
max
x,Q1,Q2
〈c, x〉Ln
s.t. x ∈ Rnd [t]
Q1, Q2  0,
Fx = αmd′ (Q1) + β
m
d′ (Q2).
Here, d′ is the degree of Fx, i.e.
d′ = max{deg(A0), max
i=1,...,n
deg(Ai) + d, max
i=1,...,n
deg(Di) + d+ 1}.
From a practical standpoint, a nice feature of this SDP hierarchy is the dimensions of the
matrices Q1, Q2 grow only linearly with d.
Remark 2 For implementation purposes, one does not need to explicitly write out the linear maps
αmd′ and β
m
d′ in Theorem 6. Certain solvers, such as YALMIP [27] or SOSTOOLS [33], accept the
problem directly in the following form (and do the conversion to an SDP in the background):
max
x,X1,X2
〈c, x〉Ln
s.t. x ∈ Rnd [t], X1, X2 ∈ Smd′−1,
Fx(t) = tX1(t) + (1− t)X2(t),
yTX1(t)y, y
TX2(t)y are sums of squares of polynomials,
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when d is odd, and
max
x,X1,X2
〈c, x〉Ln
s.t. x ∈ Rnd [t], X1 ∈ Smd′ , X2 ∈ Smd′−2,
Fx(t) = X1(t) + t(1− t)X2(t),
yTX1(t)y, y
TX2(t)y are sums of squares of polynomials,
when d is even. The aforementioned linear maps however help us with the notation and presentation
of the next section.
4 The Dual Approach: Obtaining Upper Bounds
In the previous section, we showed how one can obtain arbitrarily good lower bounds on the optimal
value of a strictly feasible TV-SDP by searching for polynomial solutions of increasing degree. In
practice, one often has a computational budget and cannot increase the degree of the candidate
polynomials beyond a certain threshold. It is therefore very valuable to know how far the objective
value of the best polynomial solution that one has found is from the optimal value of (1). Addressing
this need is the subject of this section. More specifically, in Section 4.1 below we give a hierarchy
of dual problems (or relaxations), indexed by a nonnegative integer d, that provide a sequence
of improving upper bounds on the optimal value of (1). We show that under the boundedness
assumption in (6), these upper bounds converge to the optimal value as d→∞. While the original
formulation of the dual problems in Section 4.1 is infinite dimensional, we show in Section 4.2 that
each of these problems can be solved exactly as an SDP of tractable size.
We remark that our dual problems are different than those in the literature on continuous
linear programs which are typically Lagrangian duals. One can of course derive the Lagrangian
dual of problem (1) to end up with another TV-SDP and then search for polynomial solutions to
the dual problem to obtain upper bounds on the original problem. The reason we do not take
this approach is that we do not want to make strict feasibility assumptions on both the primal
and the dual (which our current proof strategy would require in order to ensure convergence of
these bounds). Furthermore, more involved assumptions would likely be required to guarantee
strong duality between the two TV-SDPs. Even in the special case of continuous linear programs,
a number of assumptions are needed to obtain strong duality [19, 7].
The following definitions will be useful in the formulation of our dual problems.
Definition 4 (Adjoint maps) We define the adjoint of the affine map F in (2) to be the linear
map F ∗ : Sm → Ln+1 that acts on P ∈ Sm as follows:
F ∗P (t) =

Tr(A0(t)P (t))
Tr(A1(t)P (t)) +
∫ 1
t
Tr(D1(t, s)P (s)) ds
...
Tr(An(t)P (t)) +
∫ 1
t
Tr(Dn(t, s)P (s)) ds
 . (12)
For an even positive integer d, the adjoint of the linear map Λmd defined in (10) is the linear
map Λmd
∗ : Sm → S( d2+1)m that acts on P ∈ Sm as follows:
Λmd
∗(P ) :=
(∫ 1
0
tk+lPij(t)dt
)
yitk,yjtl
,
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where the notation Qyitk,yjtl stands for the (r, s) entry of the matrix Q ∈ S(
d
2
+1)m with r and s
being the position of the monomials yit
k and yjt
l in the vector
(y1, . . . , ym, y1t, . . . , ymt, . . . , y1t
d
2 , . . . , ymt
d
2 )T .
For d ∈ N, the adjoints of the linear maps αmd and βmd defined in (11) are defined as follows:
αmd
∗(P ) := Λmd−1
∗(tP ) and βmd
∗(P ) := Λmd−1
∗((1− t)P ) ∀P ∈ Sm when d is odd,
αmd
∗(P ) := Λmd
∗(P ) and βmd
∗(P ) := Λmd−2
∗(t(1− t)P ) ∀P ∈ Sm when d is even.
The reader can check (using Fubini’s double integration theorem when needed) that these adjoint
maps satisfy the following identities.
Proposition 3 For all x ∈ Ln and P ∈ Sm,
〈Fx, P 〉Sm = 〈
(
1
x
)
, F ∗P 〉Ln+1 .
For a linear map L ∈ {Λmd , αmd , βmd }, a polynomial matrix P ∈ Sm, and a constant symmetric
matrix Q of appropriate size,
〈L(Q), P 〉Sm = Tr(QL∗(P )).
4.1 Dual formulation
To derive our dual problems, we start by observing that using Lemma 2, we can rewrite the TV-SDP
in (1) as the following problem:
max
x∈Ln
〈c, x〉Ln
subject to 〈Fx, P 〉Sm ≥ 0 ∀P ∈ Sm+([0, 1]) ∩ Rm×m[t].
To get an upper bound on the optimal value of (1), we relax the constraint in this problem by
asking it to hold only for all P ∈ Sm+([0, 1])d, i.e. for all polynomial matrices of degree bounded
by some threshold d. This gives us our dual problem at level d, whose optimal value we denote by
ud:
ud := max
x∈Ln
〈c, x〉Ln
subject to 〈Fx, P 〉Sm ≥ 0 ∀P ∈ Sm+([0, 1])d.
(13)
Lemma 4 (Weak Duality) Let opt denote the optimal value of the TV-SDP in (1) and ud be as
in (13). Then, for all d ∈ N, we have
opt ≤ ud and ud+1 ≤ ud.
Proof. Fix d ∈ N. Since Sm+([0, 1])d ⊆ Sm+([0, 1])d+1, it is clear that ud+1 ≤ ud. Note that the
only difference between problem (13) and the TV-SDP in (1) is that we have replaced the constraint
Fx ∈ Sm+ by 〈Fx, P 〉Sm ≥ 0 ∀P ∈ Sm+([0, 1])d. By Lemma 2, the former constraint is stronger
than the latter. Therefore, opt ≤ ud. 
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To get strong duality, we will make the additional assumption in (6); i.e. we assume that there
exists a positive scalar γ such that
Fx ∈ Sm+ =⇒ ‖x(t)‖∞ < γ ∀t ∈ [0, 1] a.e..
We further require that this constraint already be included in F . In other words, F is taken to be
of the form
Fx :=
Fˆ x 0 00 γI − diag(x) 0
0 0 diag(x)− γI
 , (14)
where Fˆ x  0 denotes the remaining constraints of the TV-SDP.
Theorem 7 (Strong Duality) Suppose that the TV-SDP in (1) satisfies the boundedness as-
sumption (6) as explicitly imposed by a map F of the form (14). Let opt ∈ R ∪ {−∞} denote
the optimal value of this TV-SDP. Then the optimal value ud of problem (13) converges to opt as
d→∞.
Proof. From Lemma 4, the sequence {ud} is nonincreasing and bounded below by opt. It therefore
converges to a (possibly infinite) limit u∗ ≥ opt. To conclude the proof, we show that u∗ ≤ opt.
Observe first that if there exists a nonnegative integer d such that ud = −∞, then u∗ = opt = −∞
and we are done. We can therefore suppose that the sequence {ud} never takes the value −∞. We
claim that when d ≥ deg(c), ud cannot take the value +∞ either. To see why, fix d ≥ deg(c) and
let x ∈ Ln be any function that satisfies 〈Fx, P 〉Sm ≥ 0 ∀P ∈ Sm+([0, 1])d. For any q ∈ Rnd [t] that
is elementwise nonnegative on [0, 1], by taking
P ∈

0 0 00 diag(q) 0
0 0 0
 ,
0 0 00 0 0
0 0 diag(q)
 ,
we get that |〈q, x〉Ln | ≤ γ〈q,~1〉Ln . Let
mc := min
i=1,...,n
min
t∈[0,1]
ci(t)
and observe that the polynomial p(t) := c(t) − mc~1 is elementwise nonnegative on [0, 1]. We
therefore have
|〈c, x〉Ln | ≤ |〈c−mc~1, x〉Ln |+ |〈mc~1, x〉Ln |
= |〈p, x〉Ln |+ |mc||〈~1, x〉Ln |
≤ γ〈p,~1〉Ln + |mc|γ〈~1,~1〉Ln ,
which proves our claim that ud is finite.
As a consequence, for any integer d ≥ deg(c) and for any positive scalar ε, there exists a function
xε,d ∈ Ln such that
〈Fxε,d, P 〉Sm ≥ 0 ∀P ∈ Sm+([0, 1])d and 〈c, xε,d〉Ln ≥ ud − ε. (15)
For a given ε > 0, fix such a sequence {xε,d} indexed by d. We claim that {xε,d} must have a
subsequence that converges weakly to a fucntion xε ∈ Ln. Indeed, if we let µε,d := lxε,dγ , then for any
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polynomial p ∈ Rnd [t] that is elementwise nonnegative on [0, 1], we have |µε,d(p)| ≤
∑n
i=1
∫ 1
0 pi(t) dt.
Our claim then follows from Theorem 1. It is clear by weak convergence that 〈c, xε〉Ln ≥ u∗ − ε.
Moreover, for any P ∈ Sm+([0, 1]) ∩ Rm×m[t], if d ≥ deg(P ), we have 〈Fxε,d, P 〉Sm ≥ 0, or
equivalently 〈( 1
xε,d
)
, F ∗P
〉
Ln+1
≥ 0.
Hence, by taking d→∞, 〈( 1
xε
)
, F ∗P
〉
Ln+1
≥ 0, showing that 〈Fxε, P 〉Sm ≥ 0. By Lemma 2, we
conclude that Fxε ∈ Sm+([0, 1]) and therefore 〈c, xε〉Ln ≤ opt.
We have just proven that for any ε > 0, there exists a feasible solution xε to the TV-SDP in
(1) such that
u∗ − ε ≤ 〈c, xε〉Ln ≤ opt.
This means that u∗ ≤ opt. 
4.2 The dual problem is an SDP
In this section, we show that the infinite-dimensional problem in (13) can be converted to an SDP
of tractable size.
Theorem 8 Consider problem (13) at level d and with data c, A0, . . . , An, D1, . . . , Dn. Let
dˆ := max{deg(c), max
i=1,...,n
d+ deg(Ai), max
i=1,...,n
d+ 1 + deg(Di)}.
The optimal value of problem (13) does not change when the space Ln is replaced with Rn
dˆ
[t].
Moreover, this optimal value is equal to the optimal value of the following SDP
max
x∈Rn
dˆ
[t]
〈c, x〉Ln
subject to αmd
∗(Fx)  0
βmd
∗(Fx)  0,
(16)
where the adjoint maps αmd
∗, βmd
∗ are as in Definition 4.
Just like our primal hierarchy, observe that the dimensions of the matrices that need to be
positive semidefinite in this SDP hierarchy grow only linearly with d. We start with a simple
lemma that will help us prove the first claim of the theorem.
Lemma 5 For any function f ∈ L1, there exists a sequence of polynomials {pd} such that for every
d ∈ N, the polynomial pd has degree d and satisfies∫ 1
0
q(t)pd(t) dt =
∫ 1
0
q(t)f(t) dt ∀q ∈ Rd[t]. (17)
Proof. Fix d ∈ N. Parameterize a generic univariate polynomial p(t) of degree d as
p(t) =
d∑
i=0
pit
i
and let mi :=
∫ 1
0 t
if(t) dt for i = 0, . . . , d. By linearity, the equality in (17) is equivalent to∫ 1
0
tip(t) dt = mi i = 0, . . . , d.
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Let H denote the (d + 1) × (d + 1) matrix whose (i, j)-th entry is equal to ∫ 10 ti+j−2 dt = 1i+j−1 .
Equation (17) is therefore equivalent to(
p0, . . . , pd
)
H =
(
m0, . . . , md
)
.
It follows that this equation has a (unique) solution as the matrix H (often named the Hilbert
matrix) is known to be invertible [20]. 
Proof of of Theorem 8. Fix d ∈ N. Let x ∈ Ln be a feasible solution to (13), i.e. satisfy
〈Fx, P 〉Sm ≥ 0 ∀P ∈ Sm+([0, 1])d. (18)
Notice that this expression depends on x only through its dˆ moments. More precisely, if a
function y ∈ Ln satisfies
〈q, x〉Ln = 〈q, y〉Ln ∀q ∈ Rndˆ [t], (19)
then for all P ∈ Sm+([0, 1])d,
〈Fy, P 〉Sm = 〈
(
1
y
)
, F ∗P 〉Ln+1 = 〈
(
1
x
)
, F ∗P 〉Ln+1 = 〈Fx, P 〉Sm ≥ 0.
Furthermore, 〈c, y〉Ln = 〈c, x〉Ln . By Lemma 5, there always exists a function y in Rndˆ [t] that
satisfies (19). Therefore, we can restrict the space Ln in problem (13) to Rn
dˆ
[t]. Now if x ∈ Rn
dˆ
[t],
by Proposition 2, condition (18) is equivalent to
〈Fx, αmd (Q1) + βmd (Q2)〉Sm ≥ 0 ∀Q1  0, ∀Q2  0,
which itself is equivalent to
〈Fx, αmd (Q1)〉Sm ≥ 0 ∀Q1  0, and 〈Fx, βmd (Q2)〉Sm ≥ 0 ∀Q2  0.
By Proposition 3, this latter statement holds if and only if
〈αmd ∗(Fx), Q1〉 ≥ 0 ∀Q1  0, and 〈βmd ∗(Fx), Q2〉 ≥ 0 ∀Q2  0,
i.e.,
αmd
∗(Fx)  0 and βmd ∗(Fx)  0.

5 Applications
In this section, we present three applications of time-varying semidefinite programs along with some
numerical experiments.
5.1 Time-varying Max-Flow
In our first example, we study a generalization of the classical maximum-flow problem where the
pipeline capacities are allowed to vary with time. More specifically, we are given a graph with node
set V := {1, . . . n}, and edge set E ⊆ [n]2. We take node 1 to be the source of the flow and node n
to be the target. Our decision variables are functions fij ∈ L1, for (i, j) ∈ E, with fij(t) denoting
the instantaneous flow on edge (i, j) at time t ∈ [0, 1]. We have as input functions bi,j ∈ R[t] with
bij(t) denoting the capacity of edge (i, j) at time t ∈ [0, 1].
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The capacity (and nonnegativity) constraints that we need to satisfy are
0 ≤ fij(t) ≤ bij(t) ∀(i, j) ∈ E, ∀t ∈ [0, 1] a.e..
We further need to satisfy conservation of flow constraints at every node other than the source and
the target nodes: ∑
j:(i,j)∈E
fij(t)−
∑
j:(j,i)∈E
fji(t) = 0 ∀i ∈ V \ {1, n}, ∀t ∈ [0, 1] a.e..
In some applications, a subset of the edges that we denote by E1 ⊆ E may not be able to
handle an instantaneous change in the flow that is too large. In other words, we need to impose
the following additional constraints:∣∣∣∣ ddtfij(t)
∣∣∣∣ ≤ bderivij (t) ∀(i, j) ∈ E1, ∀t ∈ [0, 1] a.e., (20)
for some pre-specified functions bderivij ∈ R[t]. We handle this by introducing a new decision variable
gij ∈ L1 for every (i, j) ∈ E1 and imposing∫ t
0
gij(s) ds− fij(t) = 0 and − bderivij (t) ≤ gij(t) ≤ bderivij (t) ∀(i, j) ∈ E1, ∀t ∈ [0, 1] a.e..
Moreover, we assume that because of limitations on production of the flow at the source node, the
cumulative flow going into the network up to time t cannot exceed bcum(t) for some given function
bcum ∈ R[t]. Hence, this constraints reads∫ t
0
∑
(1,j)∈E
f1j(t)dt ≤ bcum(t) ∀t ∈ [0, 1] a.e.. (21)
Our objective is to send as much flow as possible from the source to the target node over the
time interval [0, 1]. Hence, the overall problem, which is a time-varying semidefinite (in fact, linear)
program, reads:
max
fij ,gij
∫ 1
0
∑
(1,j)∈E
f1j(t)dt
0 ≤ fij(t) ≤ bij(t) ∀(i, j) ∈ E∑
j:(i,j)∈E
fij(t)−
∑
j:(j,i)∈E
fji(t) = 0 ∀i ∈ V \ {1, n}∫ t
0 gij(s) ds− fij(t) = 0 ∀(i, j) ∈ E1
−bderiv(t) ≤ gij(t) ≤ bderiv(t) ∀(i, j) ∈ E1∫ t
0
∑
(1,j)∈E
f1j(t)dt ≤ bcum(t)

∀t ∈ [0, 1] a.e..
(22)
As a numerical example, we consider the network in Figure 2 with capacities bij(t) plotted
with red dotted lines on each edge (i, j). To produce each of these polynomials, we generated the
coefficients of a quadratic polynomial uniformly at random from [−1, 1] and then squared it to
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Figure 2: An instance of the time-varying max-flow problem. The edge capacities bij(t), over the
time interval [0, 1], are plotted with red dotted lines. The optimal polynomial flow fij(t) of degree
at most 10 is plotted on each edge with solid blue lines.
obtain a nonnegative polynomial. The resulting edge capacities are as follows:
b1,2(t) = 0.4− 0.73t + 0.06t2 + 0.26t3 + 0.05t4
b1,3(t) = 0.79 + 0.28t− 0.62t2 − 0.12t3 + 0.13t4
b1,4(t) = 0.71− 1.68t + 2.6t2 − 1.9t3 + 0.9t4
b1,5(t) = 0.06− 0.48t + 0.8t2 + 0.4t3 + 0.04t4
b2,5(t) = 0.44 + 0.2t + 0.37t
2
+ 0.08t
3
+ 0.07t
4
b2,9(t) = 0.18− 0.15t− 0.4t2 + 0.17t3 + 0.25t4
b3,5(t) = 0.52 + 0.73t + 0.84t
2
+ 0.41t
3
+ 0.16t
4
b3,6(t) = 0.53− 0.51t + 0.62t2 − 0.24t3 + 0.12t4
b4,6(t) = 0.01 + 0.05t + 0.09t
2
+ 0.09t
3
+ 0.03t
4
b4,7(t) = 0.04 + 0.15t + 0.04t
2 − 0.18t3 + 0.06t4
b5,8(t) = 0.02− 0.27t + 0.8t2 + 0.68t3 + 0.13t4
b5,9(t) = 0.36 + 0.18t + 0.39t
2
+ 0.09t
3
+ 0.1t
4
b6,7(t) = 0.36 + 0.91t + 1.55t
2
+ 1.23t
3
+ 0.66t
4
b6,8(t) = 0.11− 0.3t− 0.12t2 + 0.46t3 + 0.25t4
b6,9(t) = 0.5 + 0.09t + 0.86t
2
+ 0.07t
3
+ 0.36t
4
b7,9(t) = 0.02 + 0.13t + 0.23t
2
+ 0.04t
3
+ 0.002t
4
b8,9(t) = 0.29 + 0.15t− 0.06t2 − 0.02t3 + 0.005t4.
We take E1 = {(1, 4), (5, 9)}, bderiv(t) = 12 , and bcum(t) = t2.
Using the machinery of Section 3, we solve semidefinite programs (as given in Theorem 6) that
find the best polynomial solution of degree d ∈ {2, 3, . . . , 10} to the TV-SDP in (22). The optimal
values of these problems, which provide improving lower bounds on the optimal value of problem
(22), are reported in Table 1. We also plot the best polynomial solution of degree 10 on each
edge of the graph in Figure 2 with solid blue lines. Figure 3 shows that this solution satisfies the
constraints in (20) and (21).
We also use the machinery of Section 4 to solve the dual problems in (13) in order to get upper
bounds on the optimal value of the TV-SDP in (22). By Theorem 8, the dual problem at level d is
22
d 2 3 4 5 6 7 8 9 10
0.6162 0.8171 0.8835 0.8943 0.8981 0.8996 0.8999 0.9001 0.9001
Table 1: The objective value of the best polynomial solution of degree d to the time-varying
maxflow problem in (22).
(a) The cumulative flow
∑
(1,i)∈E f1i(t) at
time t going through the network and the
maximum flow available bcum(t) up to that
time.
(b) The derivative of the flow going through
the edges in E1 and the maximum change
in the flow allowed bderiv(t) and −bderiv(t).
Figure 3: Plot that shows that the constraints in (20) and (21) are satisfied by the best polynomial
solution of degree 10 for (22).
equivalent (after some rewriting) to the following SDP:
max
fij ,gij∈Rd+1[t]
∫ 1
0
∑
(1,j)∈E
f1j(t)dt
α1d
∗
(bij − fij)  0, β1d∗(bij − fij)  0 ∀(i, j) ∈ E
α1d
∗
(fij)  0, β1d∗fij  0 ∀(i, j) ∈ E
α1d
∗
( ∑
j:(i,j)∈E
fij −
∑
j:(j,i)∈E
fji
)
= 0, β1d
∗
( ∑
j:(i,j)∈E
fij −
∑
j:(j,i)∈E
fji
)
= 0 ∀i ∈ V \ {1, n}
α1d
∗ (∫ t
0 gij(s) ds− fij
)
= 0, β1d
∗ (∫ t
0 gij(s) ds− fij
)
= 0 ∀(i, j) ∈ E1
α1d
∗ (
bderiv − gij
)  0, β1d∗ (bderiv − gij)  0 ∀(i, j) ∈ E1
α1d
∗ (
bderiv + gij
)  0, β1d∗ (bderiv + gij)  0 ∀(i, j) ∈ E1
α1d
∗
(
bcum − ∫ t0 ∑
(1,j)∈E
f1j(s)
)
 0, β1d∗
(
bcum − ∫ t0 ∑
(1,j)∈E
f1j(s)
)
 0.
(23)
The optimal value of this problem for different values of d is reported in Table 2.
d 2 3 4 5 6 7 8 9 10
0.9470 0.9435 0.9280 0.9224 0.9167 0.9159 0.9147 0.9147 0.9137
Table 2: The optimal value of the dual problem in (13) at level d for the time-varying max-flow
problem in (22).
Note from the two tables that the objective value of the degree-10 polynomial solution we have
found is guaranteed to be within 1.5% of the best objective value possible. The running time of our
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largest SDPs on a standard laptop with the solver MOSEK [32] is in the order of a second. If we
increase the degree much beyond 10, our solver runs into numerical issues. This is not surprising as
we are formulating our SDPs using the standard monomial basis. Much improvement is possible on
the implementation front using e.g. the ideas in [28, 34, 35]. Such implementation improvements
are left for future work.
5.2 A time-varying wireless coverage problem
In our second example, we present an application to wireless coverage of a targeted geographical
region which moves over time. This is a time-varying generalization of problems considered in
[12, 14, 13, 2]. In this setting, we have nT wireless electromagnetic transmitters located at known
locations T¯i = (x¯i, y¯i) on the plane. Each transmitter i ∈ {1, . . . , nT } is an omnidirectional power
source providing a signal strength of Ei(t, x, y) at time t in location (x, y) on the plane. Laws of
electromagnetic wave propagation stipulate that
Ei(x, y, t) =
ci(t)
(x− x¯i)2 + (y − y¯i)2 ,
where ci(t), which is our decision variable, is the transmission power of the transmitter i at time
t. There are nR regions on the plane that move over time and that need to be covered with
sufficient signal strength. For j ∈ {1, . . . , nR} and t ∈ [0, 1], we define each such region Bj(t) with
kj polynomial inequalities:
Bj(t) := {(x, y) ∈ R2| gt,j,k(x, y) ≥ 0, k = 1, . . . , kj}.
Here, for j = 1, . . . , nR, k = 1, . . . , kj , gt,j,k(x, y) is a polynomial in (x, y) whose coefficients depend
on t. We further assume that for j = 1, . . . , nR and for all t ∈ [0, 1],
gt,j,1(x, y) = r
2 − x2 − y2
for some large enough scalar r.
Our goal is to ensure that for all time t ∈ [0, 1], the strength of the signal in all regions Bj(t) is
at least a given threshold C. In other words, our constraints in this problem are
E(x, y, t) :=
∑nT
i=1Ei(x, y, t) ≥ C ∀(x, y) ∈ Bj(t), ∀j ∈ {1, . . . , nR}
ci(t) ≥ 0 ∀i ∈ {1, . . . , nT }
}
∀t ∈ [0, 1] a.e.. (24)
Our objective is to minimize the total cost of power generation, which is directly proportional to∫ 1
0
nT∑
i=1
ci(t) dt.
Notice that the first inequality in (24) is an inequality involving rational functions. Upon taking
common denominators, we can reformulate this constraint as
pt(x, y) := −C
nT∏
i=1
[(x− x¯i)2 + (y − y¯i)2] +
nT∑
i=1
ci(t)
∏
k 6=i
[(x− x¯k)2 + (y − y¯k)2] ≥ 0
∀(x, y) ∈ Bj(t),∀j = 1, . . . , nR, ∀t ∈ [0, 1] a.e..
(25)
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Note that pt(x, y) is a polynomial in (x, y) whose coefficients depend on t. Let vd˜ denote the vector
of monomials in (x, y) of degree up to d˜, i.e.
vd˜ := vd˜(x, y) = (1, x, . . . , x
d˜, xy, . . . , xd˜−1y, . . . , yd˜)T .
It is easy to check that for fixed j ∈ {1, . . . , nR}, t ∈ [0, 1], existence of positive semidefinite matrices
P
(j)
0 (t), . . . , P
(j)
kj
(t) satisfying the polynomial identity
pt(x, y) = vd˜(x, y)
TP
(j)
0 (t)vd˜(x, y) +
kj∑
k=1
vd˜(x, y)
TP
(j)
k (t)vd˜(x, y)gt,j,k(x, y) (26)
implies the constraint in (25). Conversely, for every fixed j ∈ {1, . . . , nR} and t ∈ [0, 1], Putinar’s
Positivstellensatz [9] implies that if the constraint in (25) is satisfied strictly, one can always find a
nonnegative integer d˜ and matrices P
(j)
0 (t), . . . , P
(j)
kj
(t) that satisfy (26).
For any fixed d˜ ∈ N, our overall problem is the following TV-SDP:
min
ci,P
(j)
k
∫ 1
0
∑nT
i=1 ci(t) dt
ci ∈ L1 i = 1, . . . , nT
P
(j)
k ∈ S
(d˜+1)(d˜+2)
2 k = 0, . . . , kj , j = 1, . . . , nR
ci(t) ≥ 0 i = 1, . . . , nT
pt(x, y) = v
T
d˜
P
(j)
0 (t)vd˜ +
∑kj
k=1 gt,j,k(x, y)v
T
d˜
P
(j)
k (t)vd˜ ∀(x, y) ∈ R2, j = 1, . . . , nR
P
(j)
k (t)  0 k = 0, . . . , kj , j = 1, . . . , nR
 ∀t ∈ [0, 1] a.e..
(27)
Note that constraint (25) that appears in the TV-SDP in (27) is an equality between two polynomi-
als in (x, y). Since two polynomials are equal if and only if their coefficients match, this constraint
can be rewritten as a finite number of linear equations in our decision variables.
We now solve a numerical example with the following data:
C = 1, nT = 2, T¯1 = (0, 0), T¯2 = (5, 5), nR = 2, k1 = k2 = 2,
r = 10, gt,1,2(x, y) = 1−
(
(x− 3t+ 3)2 + (y − 5t)2) , gt,2,2(x, y) = 1− (x2 + (y − 5t+ 1))2) .
In other words, our two regions are disk of unit radius whose centers move with time.
We start by finding polynomial solution c1, c2 ∈ Rd[t] that satisfy the nonnegativity and the
signal strength requirements in (24). For this, we solve the TV-SDP in (27) with d˜ = 1. Using the
methodology of Section 3.2, we solve semidefinite programs (as given in Theorem 6) to obtain the
best polynomial solution of degree d ∈ {2, 3, . . . , 10}. The objective values of the optimal solutions
are reported in Table 3.
d 2 3 4 5 6 7 8 9 10
+∞ 56.64 54.52 54.43 54.14 54.14 53.95 53.94 53.93
Table 3: Objective values of optimal polynomial solutions of degree d to the time-varying wireless
coverage problem in (27).
Note that if we do not allow the solution to depend on time (or even if we allow it to depend
on time as a polynomial of degree less than 3), then the TV-SDP in (27) becomes infeasible. As
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Figure 4: The best polynomial solution c1(t), c2(t) of degree 10 to problem (27).
we increase the degree, the problem becomes feasible and the objective value improves. In Figure
4, the best polynomial solutions of degree 10 are plotted.
Figure 5 demonstrates a sanity check on our solution at six snapshots of time. Indeed, the two
regions B1(t) and B2(t) are receiving a signal of strength of at least 1.
Figure 5: Six time snapshots—at t = 0, 15 ,
2
5 ,
3
5 ,
4
5 , 1—of the wireless coverage obtained by the
best polynomial solution of degree 10. The two time-varying regions B1(t) and B2(t) that need to
receive a signal strength of at least 1 at all times t ∈ [0, 1] are colored in black. The heatmap in
the background demonstrates the signal strength at each location with light yellow representing
high and dark blue representing low signal strengths. The region delimited by the red curves is
guaranteed to receive a signal strength of at least 1.
To have an idea of how far our best polynomial solution of degree 10 is from being optimal to
the TV-SDP in (27), we solve the dual problem (13) presented in Section 4. After some rewriting,
26
this dual problem at level d becomes the following SDP:
min
ci,P
(j)
k of degree d+ 2
∫ 1
0
∑nT
i=1 ci(t) dt
subject to
α1d
∗
(ci)  0, β1d∗(ci)  0 i = 1, . . . , nT
α1d
∗ (
pt(x, y)− vTd˜ P
(j)
0 (t)vd˜ +
∑kj
k=1 gt,j,k(x, y)v
T
d˜
P
(j)
k (t)vd˜
)
= 0 ∀(x, y) ∈ R2, j = 1, . . . , nR
β1d
∗ (
pt(x, y)− vTd˜ P
(j)
0 (t)vd˜ +
∑kj
k=1 gt,j,k(x, y)v
T
d˜
P
(j)
k (t)vd˜
)
= 0 ∀(x, y) ∈ R2, j = 1, . . . , nR
αmd
∗(P (j)k )  0, βmd ∗(P (j)k )  0 k = 1, . . . , nT , j = 1, . . . , nR,
(28)
where m = (d˜+1)(d˜+2)2 . Note that the second and third set of constraints are requiring a polynomial
matrix in (x, y) whose coefficients depend linearly on the decision variables to be identically zero.
Once again, this is simply a finite numbers of equality constraints.
The optimal value of problem (28) with d = 10 is equal to 52.66. This tells us that the objective
value of the polynomial solution depicted in Figure 4 is within 2.5% of the optimal value of the
TV-SDP in (27).
5.3 Bi-objective SDP and Pareto curve approximation
In our third and last example, we formulate a bi-objective (non time-varying) semidefinite program
as a time-varying SDP.
A bi-objective semidefinite program is a standard SDP that involves two objective functions.
More precisely, we are concerned with the simultaneous maximization of two objective functions
〈c1, x〉 and 〈c2, x〉
over the feasible set
F := {x ∈ Rn | Fx := A0 +
n∑
i=1
xiAi  0},
where A0, . . . , An are given by m×m symmetric matrices. In general there exists no single solution
x that maximizes both objective functions at the same time. As a trade-off, one is interested in
solving the following problem
y(t) :=
max
x∈Rn
〈c1, x〉
subject to 〈c2, x〉 ≥ t and Fx  0,
(29)
for various values of t. In the case where F is compact, we can without loss of generality take t to
vary in [0, 1] after a possible rescaling. This gives rise to the following trade-off curve, which we
refer to as the Pareto curve:
PC := {(t, y(t)) | t ∈ [0, 1]}.
Any point on this curve tells us that in order to improve the first objective function beyond
y(t), the second objective needs to necessarily be smaller than t. We are interested in a one-
shot approximation of the entire Pareto curve as oppposed to sampling points on it and solving
several independent SDPs. Such an approach has been taken before for multi-objective LPs in [18],
and for bi-objective polynomial optimization problems in [30].
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To get the Pareto curve in one-shot, we can solve the following TV-SDP
max
x∈Ln
∫ 1
0 〈c1, x(t)〉dt
subject to
〈c2, x(t)〉 ≥ t
Fx(t)  0
}
∀t ∈ [0, 1] a.e..
(30)
If x ∈ Ln is any feasible solution to this TV-SDP, then
〈c1, x(t)〉 ≤ y(t) ∀t ∈ [0, 1] a.e..
In other words, any feasible solution to the TV-SDP in (30) gives a lower to the Pareto curve
almost every where on [0, 1]. Furthermore, if xopt is an optimal solution to the same TV-SDP
(whose existence is guaranteed by Theorem 3 when F is compact), then
〈c1, xopt(t)〉 = y(t) ∀t ∈ [0, 1] a.e..
Let xd ∈ Rnd [t] be an optimal solution to (30) when the search space is restricted to polynomials
of degree at most d. We know from Theorem 4 that, under the strict feasibility assumption2 in
Definition 2, ∫ 1
0
y(t)− 〈c1, xd(t)〉 dt→ 0 as d→∞.
Moreover, the optimal value of the dual problem of the TV-SDP in (30) at level d, as described in
Section 4, gives an upper bound on the area under the Pareto curve. Under the assumption that
the set F is bounded in the infinity norm by γ, then once the constraint ‖x‖∞ ≤ γ is added to the
TV-SDP in (30), the optimal values of the associated dual problems converge to the area under
the Pareto curve as d→∞ (see Theorem 7).
As a concrete example of a bi-objective SDP, we consider the Markowitz portfolio selection
problem [31]. We model n tradable assets as a nondegenerate n-variate Gaussian random variable
with average return r ∈ Rn and (positive definite) covariance matrix Σ ∈ Sn. Given the data r and
Σ as input, the goal is to choose a portfolio (i.e. an allocation of xi fraction of our total funds to
asset i ∈ {1, . . . , n}) that maximizes the average return rTx while simultaneously minimizing the
variance xTΣx.
We can formulate this problem as a bi-objective optimization problem, with variables(
u, x1, . . . , xn
)T ∈ Rn+1,
constraints
x ≥ 0,
n∑
i=1
xi ≤ 1, xTΣx ≤ u,
and two objective functions
rTx and − u.
The Pareto curve is therefore given by {(t, y(t)) | t ∈ [0, 1]}, where
y(t) := max
x∈Rn,u∈R
rTx
subject to x ≥ 0∑n
i=1 xi ≤ 1
u ≤ t(
u xT
xΣ−1
)
 0.
(31)
2In this setup, this assumption is equivalent to existence of positive scalar ε and a vector xs ∈ Rn such that
Fxs  εI and 〈c2, xs〉 ≥ 1 + ε.
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The TV-SDP in (30) that gives this Pareto curve in one shot can therefore be written as
max
x∈Ln,u∈L1
∫ 1
0 r
Tx(t)dt
subject to
x(t) ≥ 0∑n
i=1 xi(t) ≤ 1
u(t) ≤ t(
u(t) x(t)T
x(t) Σ−1
)
 0
 ∀t ∈ [0, 1] a.e..
(32)
We numerically solve an example with n = 5 assets,
r = (0.4170, 0.7203, 0.0001, 0.3023, 0.1468)
T
,Σ =

6.0127 −0.7381−0.5441−4.9189 1.7855
−0.7381 9.8904 −0.7946 0.2481 −5.5214
−0.5441−0.7946 5.1961 −3.6240 1.5820
−4.9189 0.2481 −3.6240 10.4637 1.7840
1.7855 −5.5214 1.5820 1.7840 15.8475
 .
The entries of the vector r were generated independently from the uniform distribution over
[0, 1]. The matrix Σ was obtained by first generating a 5× 5 matrix V whose entries were sampled
independently from the uniform distribution over [0, 3], and then letting Σ = V V T .
Using Theorem 6, we solve a semidefinite program that finds the best the best polynomial
solution of degree than 10 to the TV-SDP in (30). The objective value that we achieve is 0.3210,
and the resulting optimal solution xpoly,10 ∈ R510[t] is plotted in Figure 6b. In Figure 6a, we
plot rTxpoly,10(t), which is a point-wise lower approximation to the true Pareto curve. We also
find eleven equally-spaced points on the exact Pareto curve, by solving the problem in (31) at
t ∈ {0, 0.1, . . . , 1}. Notice that our approximation to the Pareto curve obtained from the best
polynomial solution of degree 10 is almost perfect at these eleven sample points.
To get a formal upper bound on the area enclosed between {(t, rTxpoly,10(t)) | t ∈ [0, 1]} and
the true Pareto curve {(t, y(t)) | t ∈ [0, 1]}, we solve the dual problem (13) presented in Section 4.
After some rewriting, this dual problem at level d is equivalent to the following SDP (cf. Theorem
8):
max
x∈Rnd [t],u∈Rd[t]
∫ 1
0 r
Tx(t)dt
subject to
α1d
∗
(xi)  0, β1d∗(xi)  0 i = 1, . . . , n
α1d
∗
(1−∑ni=1 xi)  0, β1d∗(1−∑ni=1 xi)  0
α1d
∗
(t− u(t))  0, β1d∗(t− u(t))  0
αn+1d
∗
(
u(t) x(t)T
x(t) Σ−1
)
 0, βn+1d
∗
(
u(t) x(t)T
x(t) Σ−1
)
 0.
(33)
The optimal value of problem (33) with d = 10 is equal to 0.3232, which tells us that∫ 1
0
(
y(t)− rTxpoly,10(t)
)
dt ≤ 1
100
∫ 1
0
y(t) dt.
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(a) The return rTxpoly,10(t) obtained by
best polynomial solution of degree ≤ 10.
(b) The allocations xpoly,10i (t) for the differ-
ent assets obtained by the best polynomial
solution of degree ≤ 10.
Figure 6: The optimal polynomial solution of degree less than 10 and its associated approximation
to the Pareto curve for the Markowitz portfolio selection problem.
6 Future Research Directions
We end by mentioning a few questions that are left for future research. We have shown in Theorem 4
that under the strict feasibility assumption in Definition 2, the sequence of objective values of the
best polynomial solution of degree d converges to the optimal value of the TV-SDP as d → ∞. If
we are interested in a feasible solution with (additive or multiplicative) error bounded by α, how
large should we take d to be as a function of α and other problem parameters? The answer to this
question would likely have a dependence on the scalar ε in Definition 2. Is there an efficient method
for obtaining a lower bound on ε, or even checking the strict feasibility assumption? Lastly, we are
interested in knowing whether the strict feasibility assumption in Theorem 4 can be weakened, for
instance, to existence of a feasible polynomial solution.
Similarly in Theorem 7, we have shown that under a boundedness assumption, the sequence
of optimal values of our dual problem at level d converges from above to the optimal value of the
TV-SDP. It would be interesting to study the convergence rate of this sequence. We also would
like to know if the boundedness assumption is needed for convergence, and whether the bound
constraints need to be explicitly added to the TV-SDP as we do now.
Finally, at a more basic level, what is the complexity (in the Turing model of computation)
of testing feasibility of a continuous linear program with polynomially-varying data? Here, the
maximum degree of the polynomials in the data can either be fixed or part of the input. The
reason we do not ask this complexity question for TV-SDPs is that the question is well known to
be open even for standard SDPs (see e.g. [15]).
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