Abstract. Corporations, industries and non-governmental organizations have become increasingly concerned with growing water risks in many parts of the world. Most of the focus has been on water scarcity and competition for the resource between agriculture, urban users, ecology and industry. However, water risks are multi-dimensional. Waterrelated hazards include flooding due to extreme rainfall, persistent drought and pollution, either due to industrial operations themselves, or to the failure of infrastructure. Most companies have risk management plans at each operational location to address these risks to a certain design level. The residual risk may or may not be managed, and is typically not quantified at a portfolio scale, i.e. across many sites. Given that climate is the driver of many of these extreme events, and there is evidence of quasi-periodic climate regimes at inter-annual and decadal timescales, it is possible that a portfolio is subject to persistent, multi-year exceedances of the design level. In other words, for a multi-national corporation, it is possible that there is correlation in the climateinduced portfolio water risk across its operational sites as multiple sites may experience a hazard beyond the design level in a given year. Therefore, from an investor's perspective, a need exists for a water risk index that allows for an exploration of the possible space and/or time clustering in exposure across many sites contained in a portfolio. This paper represents a first attempt to develop an index for financial exposure of a geographically diversified, global portfolio to the time-varying risk of climatic extremes using long daily global rainfall datasets derived from climate re-analysis models. Focusing on extreme daily rainfall amounts and using examples from major mining companies, we illustrate how the index can be developed. We discuss how companies can use it to explore their corporate exposure, and what they may need to disclose to investors and regulators to promote transparency as to risk exposure and mitigation efforts. For the examples of mining companies provided, we note that the actual exposure is substantially higher than would be expected in the absence of space and time correlation of risk as is usually tacitly assumed. We also find evidence for the increasing exposure to climate-induced risk, and for decadal variability in exposure. The relative vulnerability of different portfolios to multiple extreme events in a given year is also demonstrated.
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Introduction
Long-term investors, such as sovereign wealth funds, need to account for risks that may manifest themselves over several decades, and hence they may have a very different perspective on risk than short-term investors. In particular, they have a growing interest in understanding how climate and environmental risks may impact the companies comprising their investment portfolios. Scientific projections that climate change may increase the frequency and intensity of extreme rainfall and droughts amplify such concerns. Water-related risks dominate the pathways of exposure to climate variability and change. Consequently, many studies are being commissioned to "downscale" climate change projections to the level of cities or even individual assets as part of an environmental risk analysis. In the process, metrics and pathways of climate and water risk exposure at the asset level are reassessed, including, in some cases, past exposure and outcomes.
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However, site-specific data are often limited and regional climate may exhibit significant quasi-periodic or cyclical variability, with periods ranging from inter-annual (e.g. 3 to 7 years in the case of the El Niño-Southern Oscillation) to multi-decadal (e.g. 16-20 years for the Pacific Decadal Oscillation and 40-70 years for the Atlantic Multi-decadal Oscillation; see Frankcombe et al., 2010; McCabe and Palecki, 2006; Biondi, 2001; Knight et al., 2006; Gershunov and Barnett, 1998; Grimm and Tedeschi, 2009; Nicholson and Kim, 1997; Cayan et al., 1999; Risbey et al., 2009; Verdon et al., 2004; Kiem et al., 2003) . Over the last century, facilities designed to deal with floods and droughts or to control pollution, as well as financial risk instruments such as insurance, have typically been designed with less than 30 years of at-site data. As illustrated in Fig. 1 and quantitatively demonstrated in Jain and Lall (2001) , if the climate cycle shifts, an estimate of a 100-year event based on a specific 30 years of data may correspond to either a more frequent (e.g. 10-year) or rarer (e.g. 1000-year) event at the site in the succeeding 30 years when that instrument is actually used.
From a financial perspective, such regime-like behaviour is of interest. For a given asset, if the pre-design period corresponded to a wet regime, infrastructure could well be over designed, and the associated capital cost may negatively impact the project's economics. Conversely, if this period was lacking rainfall extremes, and if the next 10 years are expected to correspond to the regime with a high frequency of extreme rainfall, then production losses and reconstruction costs, even using a modest discount rate, may have a much higher than anticipated impact on the valuation of the mining asset. For an insurance contract, this would correspond to a clustering of payouts over that period. This may also translate into higher insurance rates, which may not be reduced as a transition to the regime occurs, whereby the frequency of extreme events goes down. Finally, in this scenario the investor may face a stranded asset, as the costs of reconstruction and liabilities caused by catastrophic failures may be prohibitive. Long climate records are needed to identify the temporal structure of the risk of extreme events, and to reflect it in subsequent risk analyses, so that appropriate estimates of the risk anticipated in the next decade or later can be made.
For the mining industry, depending on the duration and intensity of an extreme rainfall event, a cascade of direct and indirect financial impacts can result. These include -production losses resulting from flooding of mine operations, loss of roadways, tailing dams, electricity services, equipment and/or housing;
-fines and clean-up costs, due to release of pollutants from tailing dams and from the site into waterbodies;
-increased costs related to dewatering procedures and new capital expenditure, pollution clean-up or even impacts on ecology, human health and casualties; The highest precipitation for any consecutive 30-day period in each year is shown, together with a 30-year-moving window regression to illustrate the trend.
-increases in insurance premiums;
-increased regulation, design standards and associated costs;
-asset stranding if restarting operations may be financially, politically or physically infeasible.
Some specific loss events may be insured, while others may not. For example, in December 2010-January 2011, Queensland experienced heavy rainfall. This region has an active coal mining activity, with a complex system of mining assets and railways to bring coal to shipping ports. The event led to long dewatering processes, railway impairment, significant losses for mining companies and even spikes in coal prices (Chambers, 2011; Regan, 2011) . Overall, Queensland coal production missed its target by 40 million tonnes in 2011 (Heber, 2013) , and Australian production decreased for the first time since 1981 (BP, 2016) . This contributed to a record price of USD 330 per tonne for hard coking coal (IBIS World, 2011; Bloomberg, 2011 Bloomberg, , 2015 .
In February 1994, a 31 m high tailings dam at the Harmony Gold mine in South Africa failed due to overtopping following a heavy rainfall event (Van Niekerk and Viljoen, 2005) . Nearly 300 houses were swept away or damaged, and 17 people were killed. The subsequent investigation of the disaster led to a reformulation of policies, design standards, and monitoring requirements for tailing dams. These have had an impact on the subsequent cost structure for managing such risks, but to our knowledge have not triggered a significant evaluation of the methods used to manage the residual risk from extreme rainfall events in the industry, other than the purchase of limited liability property and casualty, and business interruption insurance coverage.
The potential impact of extreme climate events is present even for mines not being actively operated, and may still exist for mines that stopped producing many years ago. Estimating potential damages associated with different levels of extreme hydrologic events at each mining site is difficult. Some companies are more financially exposed to these risks than others based on geography, exposure and mitigation strategies.
Moreover, for a portfolio that is composed of assets at many geospatial locations, one has to question whether the hydroclimatic risk factors are correlated across sites, such that many locations may experience floods or droughts in the same fiscal year, thus amplifying the impact of water and climate risks assessed for each site. A significant amount of research on the geographical impacts of the quasi-periodic climate variations suggests that many regions in the world can experience persistent changes in risk, depending on the phase of a climate oscillation. These regions may or may not be spatially contiguous. For instance, during an El Niño or a La Niña phase of the El Niño-Southern Oscillation, large parts of the world experience floods or droughts (Dai and Trenberth, 1998) . A portfolio risk analysis of exposure to climate and water risks consequently needs to integrate over both the space and time structures of climate to account for clustering in the exposure to these risks, rather than considering them to be independent in time and space.
Many companies have started commissioning consultant reports as to their carbon and water footprints, and more recently to their risk projected for various IPCC climate change scenarios to the year 2050 or 2100 (Rajczak et al., 2016) . Unfortunately, the current generation of models of the coupled ocean-atmosphere circulation, i.e. global climate models, when applied to the conditions of the 20th century, fails to reproduce the type of memory and oscillatory behaviour, as well as the spatial correlation structure, which is noted in long observational records. Further, basic statistics (e.g. mean, standard deviation and skew) of hydroclimatic extremes tend to be strongly biased relative to the 20th century observations in most locations in the world (Woldemeskel et al., 2012 ). An industry focused on bias corrections of these statistics and the use of these corrections for future projections has evolved. A popular and potentially effective approach for "correcting" such biases is quantile mapping (Rajczak et al., 2016) , where the probability distribution of daily rainfall from an IPCC model for a historical period is scaled, quantile by quantile, to match the probability distribution of rainfall recorded as historical data at a particular location. This mapping is then extrapolated to the future period, a procedure whose reliability cannot be tested until the future occurs, since we do not know the source of the bias in the models used, and how that would propagate under extrapolation to a higher greenhouse forcing. Such point-by-point bias correction methods are thus not able to address the biases in long-term quasi-periodic evolution of climate, and do not constitute a reliable approach to future risk analysis since they represent a brute force attempt to correct and extrapolate selected output statistics, rather than addressing the deficiencies of the physics in the models. However, climate models are also applied to the 19th and 20th century conditions to build simulations called "re-analysis". The re-analysis models are very similar conceptually to the IPCC models used for future extrapolations, with one important difference. These models use data assimilation of observed surface temperature and pressure records over the historical period. This means that the values of the climate variables computed by these models are updated to match as well as possible historical observations every single day. In effect, in this mode, the climate models are used to spatially interpolate the historical climate observations.
Observed data are sparser as one goes back in time, and during the world wars or other insurgencies, and hence the uncertainty and bias associated with the "re-analysis" reconstruction of the climate data fields varies as a function of time and space. Nevertheless, the multiple sources of "reanalysis" data that are available for daily rainfall, temperature and other variables, can be very useful for portfolio risk analysis, since 1. they provide a common period of global data coverage of 100 or more years (depending on which climate model is used);
2. as their temporal evolution is constrained by observations, they preserve the information on the phase of a climate oscillation across the world, thus providing information on the potential for spatial and temporal clustering of the frequency and intensity of hydroclimatic extremes; 3. they give the ability to assess how the hydroclimatic risk has evolved in the past in the best case scenario of an application of a climate model, thus providing a baseline against which future climate model-based projections could be scored.
Consequently, while the procedures we develop here could readily use future climate projections, in this paper we choose to develop examples that use long historical datasets so that we can reveal how potential changes in portfolio risk associated with rainfall extremes may have manifested over the past century or longer, thus providing a changing baseline for the risk that needs to be understood before undertaking an extrapolation to the future. This paper represents the first attempt to develop an index for the exposure of a geographically diversified, global asset portfolio to the time-varying risk of climatic extremes using daily global rainfall datasets derived from climate reanalysis models. For the example presented here, we consider the mining sector, and extreme rainfall of specified duration as the risk factor. Once again, the analyses presented can be readily extended to consider the use of future climate projections based on the IPCC climate change scenarios. In this paper our emphasis is on exposing the potential for portfolio risk associated with climate risk, rather than the potential change of this risk as per these scenarios. The limited ability of these future scenarios to accurately inform extreme rainfall at this point of time, and the need to consider globally applicable uncertainty and bias correction methods to make these scenarios usable, leads us to consider that extension in a later paper.
The approach to the development of the index is described, followed by applications to selected sites and mining company portfolios. Extensions to other climate events, and to other applications, including simulation, value at risk analyses and portfolio optimization are finally discussed. The functioning of a web-based application has been developed to allow a user to conduct all the analyses described and illustrated in this paper. This web application is available upon request from the authors.
Structuring a risk index for climate extremes
The risk associated with an extreme rainfall event depends both on its probability of occurrence, and on the potential financial impact. This latter includes direct operational loss to the company, as well as potential liabilities from harm caused to others. Yet, direct causality between climate events and issues at the mine site may be hard to quantify, as parameters such as infrastructure design, mining methods, acid consumption or water management policies all play a role regarding the ways the impact of climate events are manifest. For example, from a hydrological perspective, as exemplified by Hailegeorgis and Alfredsen (2017) in the case of urban run-off, the relation between extreme precipitation events and extreme run-offs is complex, and its knowledge and calibration depends at the minimum on a detailed description of the infrastructure of the catchment, its moisture state, infiltration and exfiltration processes. Even when such information is known, lags in response can be hard to identify and uncertainties are important. Different approaches can be taken at a site level to further knowledge, for a given site including detailed numerical simulations or extensive data analyses of long time series of both precipitation, run-off and other site condition attributes (such as soil moisture). However, this requires data that are typically not available to people outside the mining company, and even for the company it may be difficult to estimate the extent of a projected loss from an extreme event.
Moreover, especially for rare or catastrophic events, it is difficult to develop a priori estimates of impacts in a global study, asset by asset, as they depend on the details of several site-specific attributes, such as local demography and development level, or details of actual construction and monitoring of infrastructure, information on which may not be easy to develop. A well-run company may conduct a risk-profiling exercise that identifies possible impacts contingent on certain types of events. An investor may indeed ask for such disclosure, covering the events of concern and their estimated annual probabilities of occurrence. However, if such information is not available, one needs a consistent approach for scoring potential impacts such that a fair index of exposure can be derived for a particular portfolio, whether it is composed of all mines in a particular geography, or a sector of mining, or belonging to a specific company. We develop such an approach here, and illustrate how the index derived can be used to 1. understand the potential clustering of impacts in a sequence of years;
2. assess the impact of climate trends, production and price cycles on the exposure index;
3. compare the portfolios held by two or more companies.
In the examples considered in this paper, we define extreme events in terms of the T -year return level (level exceeded by the annual maximum with a probability of 1/T in any given year) based on available re-analysis datasets with at least 100 years of data. Two candidate extreme events are considered:
-a 1-day annual maximum extreme rainfall event with a 100-year-return period, i.e. an average 0.01 probability of yearly occurrence (p = 0.01); and -a 30-day annual maximum rainfall event with a 10-year return period, i.e. an average 0.1 probability of yearly occurrence (p = 0.1).
The 1-day extreme event is used as an example for rapid onset events that could induce spills and problems with tailings dams for a mine, while the 30-day event is used to consider events similar to ones that occurred in Queensland in 2010-2011, that are the consequence of persistent moderate to high-intensity rainfall events over a long period. A specific 30-day extreme event may or may not include a 1-day extreme event, in a given year. A site can experience an event exceeding the target threshold several times during a given year as long as averaging windows (e.g. 30 days) do not overlap. The motivation for the above choices is based in part on engineering design and regulatory practice, and in part on a desire to standardize exposure metrics. Depending on the type of mine or industrial installation, design guidelines for protection from flooding or extreme rainfall events typically refer to an event duration and an annual exceedance frequency corresponding to that duration. Thus, a holding pond for potentially contaminated run-off from rainfall on a site may be designed to hold the volume generated by a 30-day rainfall event with a 10-year return period, while the main tailings dam may be designed to be able to capture the volume of water generated by a nominal 100-year, 1-day rainfall event. As previously stated, precipitation is only one aspect leading to leaks and infrastructure failures. The proposed benchmarking process could be modified, in various ways, for instance making use of the increased availability of high-resolution remote sensing (in the absence of better information), to derive more precise run-off and vulnerability information. This approach might in particular be suitable in building tools and proxies for site case studies. This is beyond the scope of this paper, but considered as an extension of the research. Keeping in mind the goals stated in points 1-3, it is, for example, unclear that globally derived products regarding attributes such as soil moisture, evapotranspiration (e.g. Liu et al., 2012; Alemohammad et al., 2016) , or even directly run-off (e.g. Hong et al., 2007; Fekete et al., 2002; Sheffield and Wood, 2007; Princeton Land Surface Hydrology Group, 2017) would help us highlight the fact that tackling uncertainty stemming from using short-term records is all-important, or to derive a better index, given the complexity of the sites considered. As was indicated in the introduction, given the short records typically used, there is considerable uncertainty as to the magnitude of the estimated 10-or 100-year rainfall events at a site. Since climate statistics are not stationary, any given 30-year period of data used for such inferences may not be representative of the next 30 years when the business is operating. Since there is no easy way to know a priori which specific period of record (e.g. 1940-1960 or 1960 to 1975) was used for the design of facilities at a particular mine or business site, it makes sense to refer the threshold to the longest period of record available to us, across all sites, and to then assess the space-time correlation and hence portfolio exposure to thresholds estimated across this entire period.
At each site, the nominal values corresponding to the extreme events of interest are computed from the NOAA-CIRES 20th century re-analysis V2c (also called 20CR) or the ECMWF ERA 20C (also called ERA-20C) re-analysis, which, to our knowledge, are the best precipitation datasets according to our criteria (global coverage, relatively high resolution and a long record) (Smith et al., 2014; Dee et al., 2014; Irving, 2016) . The 20CR provides re-analysis rainfall data from 1 January 1851 to 31 December 2014 (NOAA ESRL, 2016) with a spatial resolution of 2 • × 2 • . ERA-20C dataset provides daily precipitation data from 1 January 1900 to 1 January 2011, with a spatial resolution of approximately 125 km by 125 km (NCAR UCAR, 2016). The 20CR data were downloaded from the NOAA-ESRL website (NOAA ESRL, 2016) , while the ERA-20C data were downloaded from the NCAR-UCAR climate data website (NCAR UCAR, 2016).
As previously mentioned, since the spatial density of observations varies over time, the precision or accuracy of the estimates by these models also changes. Further, precipitation is highly variable in space, and hence a model with even a 1.25 • by 1.25 • spatial resolution is too coarse to provide useful information as to extreme rainfall. This is definitely an issue, and motivates our approach to look at the number of exceedances of a specified quantile at each location, rather than at the absolute magnitude of the rainfall generated by the model.
We expect that even the re-analysis models will be biased relative to at-site observations. However, noting that quantile mapping for bias correction of the IPCC models is seen as an effective strategy, we expect that using the quantiles of the model precipitation at a given location to define the threshold of exceedance for extreme rainfall may provide a reasonable internal self-consistency for the comparison of the relative exposure across different locations. Specifically, we assume that if the pth quantile of model-based annual maximum precipitation is exceeded by n days in a year at location i, and the pth quantile of model-based annual maximum precipitation at location j , is exceeded by m days at that location in a given year, then the relative magnitude of n to m exceedances at those two locations using the model-based data is a good measure on average of the relative exceedances of the corresponding pth quantiles of observed annual maximum precipitation at the two sites. Recall that we are using model-based rainfall, since long records of observed rainfall at most of the sites (mines) of interest do not exist. While these long model-based records may not get the rainfall statistics at a given site exactly right, the persistence of extreme wet or extreme dry conditions across a region, or across a historical period is likely to be connected to features of the large-scale circulation of the atmosphere, which the models are expected to resolve quite well. Thus, for our purpose of exploring the spatial and temporal correlation of the risk of extreme rainfall event exceedance across many sites in a portfolio, and the relative risk of exposure of portfolio A to portfolio B, the approach chosen may be satisfactory. Uncertainty due to the model structure and to the data assimilation strategies can be explored by using multiple re-analysis models, and the ones used in this paper are the ones that, as of the date of publication, provide the longest re-analysis climate records.
Approach
Given the discussion in the previous section, we consider an event that triggers possible financial exposure of concern at a given site to be indexed to the exceedance of the pth quantile of annual maximum rainfall of a duration of d days. Depending on the investigator's interest, one can consider exposure relative to specified values of p and d at each site, the direct and indirect financial exposure to each such event at each site, and aggregate the exposure across sites, for each year of the historical record to provide a time series of the index of exposure for the portfolio of interest. Time series of the index can then be analysed for cyclical or secular trends, evidence of spatial clustering and the relative value at risk for portfolio A vs. portfolio B. The entire exercise could be repeated for different combinations of p and d to assess the kinds of events that may lead to the most differences in relative exposure. These ideas are developed formally below, and a web app that implements the analyses is available from the authors.
Climate risk exposure
We first choose a fixed level of exposure for a given climate event (extreme rainfall or drought) expressed in terms of its nominal annual probability of occurrence p over a year. To explore the space-time structure of exceedances of this threshold, we first identify the exposure frequency of the event at a given asset, for each year of the historical record.
A first step is to identify the annual maximum of rainfall for duration d at location i from the climate dataset, for each year of the record. This time series of annual maxima is denoted as Precip max it . The pth quantile Precip
is then estimated as the empirical quantile or after fitting a generalized extreme-value (GEV) distribution (Katza et al., 2002) to Precip max it . Let us call X j the cumulative rainfall over d days for a window starting on day j ∈ [[1, J ]] of the year (in practice, J = 365 − d + 1 for a regular year, J = 366 − d + 1 for a leap year). Then, under the assumption that the {X j } random variables are independent and identically distributed (i.i.d.), the extreme value theorem (Coles, 2001 ) tells us that calling M n = max n (X j ), if there exists sequences (a n ) > 0 and (b n ) such that M * n = M n −b n a n converges to a non-degenerate cumulative distribution function (cdf) G, G is of the GEV family, i.e. G can be written as
where µ is the location parameter, σ > 0 is the scale parameter and ξ is the scale parameter. This distribution family can be divided into three subfamilies:
-for ξ > 0, it is of the Fréchet type;
-for ξ = 0, (limit of (2) when ξ → 0) it is of the Gumbel type;
-for ξ < 0, it is of the Weibull type.
This theorem is the counterpart of the extreme limit theorem for block maxima, and is in practice used in a similar way: to find an approximate distribution of M n for n large enough (in practice, n is fixed). The existence of the (a n ) and (b n ) sequences is assumed, and while these numbers are unknown, i.e., for n large enough, Pr(M n < z) ≈ G ( z−b n a n ) = G 0 (z), where G 0 is a distribution of the same family, then the cdf of M n can be approximated (Coles, 2001 ). Obviously, critical assessment of the model fit needs to be performed, as with any statistical inference.
In practice, the cdf of M n is thus estimated by fitting a GEV to the Precip max it time series obtained from data. While the i.i.d. assumption does not hold in our case (moving window precipitation totals are obviously not independent), adjustments to the location and scale parameters can account for the time clustering (Katz, 2013) ; the process is still valid if the {X j } are of the same family (which takes care of the fact that the distribution parameters might vary depending, for instance, on seasonality).
The GEV model can account for non-stationarity by making µ, σ and/or ξ functions of time t, although allowing ξ to vary generally makes convergence difficult. Then, µ(t) will describe trends and cycles of the centre of the distribution, while σ (t) will describe evolutions of the "size" of the deviations about µ (Katz, 2013) . At a mine, study of the time series Precip max it through GEV can enable one to understand if and how exposure at different return periods has changed over time and what consequences this can have relative to the infrastructure design. Confidence intervals of such return levels can also be estimated. The parameters, µ(t) and σ (t), can be estimated using maximum likelihood, and different forms of time variation (including constant for stationarity) of these parameters can be explored, and the best model selected using the BIC criterion (Katz, 2013) .
Next we can develop a time series of physical exposure at each mine i, by estimating n
as the number of events of duration d, which exceed the stationary threshold Precip max,p,d i at mine i in year t, based on the long-run data (or for a mine operator, who has information on the original data used, the data period used for design). Then the statistic
can be used to get insight into risk exposure at the portfolio level.
The degree of clustering of exposure across mines in the portfolio, and whether there are temporal trends or cycles in such exposure can then be investigated using N t (p). Clustering can be assessed by comparing the probability distribution of N t (p) against what would be expected under independence of occurrence of extremes at each mine, and trends can be assessed via standard methods of trend and cyclical analysis.
From climate exposure to financial risk
In the financial industry, a common measure of risk is the value-at-risk or VaRq. It is defined as the potential loss (incurred by a given risk factor) over a certain time period that will not be exceeded with a given confidence level q (Webby et al., 2007; Yamout et al., 2006; Adriaens et al., 2014) . A conditional value-at-risk (CVaRq) is defined as the expected value of the loss in case the VaRq is exceeded. More precisely, using the definitions from Sarykalin et al. (2008) , the VaR of X with confidence level α is VaRα(X) = min{z|F X (z) ≥ α}. The CVaR of X with confidence level α is defined through a generalized tail distribution, as the expected shortfall if the loss event of concern occurs:
where F α x (z) = 0 when z < VaRα(X), and
We take an approach consistent with these ideas, while recognizing that it may not be easy to estimate the direct loss associated with different levels of events at each mining site.
Our strategy is to use a weighting of the n i,t (p) time series to be able to compare portfolios to each other, rather than estimating actual VaRs, based on mine by mine potential loss associated with the threshold event. For each mine site i, a potential loss L i (p, d) is associated with the event with return period p. We assume that L i (p) can be decomposed as
where
) are constants associated with the rarity and duration of the event, that apply to direct loss and external loss respectively;
-V i is a measure of the financial value of the mine;
-F i is a measure of the potential value of impacts on society external to the mine, that the mine owner is liable for.
V i can for instance be the production rate of the mine, some multiple C(p, d) of which may be lost due to disruption, for an event with a probability of occurrence p in a given year. Alternately, V i could be the estimated net asset value (NAV) of the mine, which may be relevant as a measure of the scale of the asset at risk. Production loss could be used in the context of an event expected to incur mine flooding, difficulty of access, or cut in production due to drought. In such a case, L i (p, d) would represent the value of the potential loss of production due to disruption, and one would expect that as p decreases (the event is more extreme), C(p, d) increases. Similarly, NAV could be used to reflect potential closure of the mine, or a long-term suspension of operations due to a catastrophic event. The probability p considered for an index that uses this measure for defining V i would logically be lower than the ones used for a production-based index. Correspondingly, one can develop arguments for D(p, d) and F i considering the population or ecosystems that are likely to be affected as a consequence of the failure of systems at a mine in the event of extreme rainfall. This could include environmental impacts, health impacts, loss of water services to a community and/or the financial impact from mine closure. Available satellite remote sensing and geospatial data bases provide information on hydrologic networks, population density, economic activity and ecological attributes that could be identified downstream of each mine, and used to parameterize F i . In reality, it is difficult to develop estimates for D(p, d), C(p, d) and F i without insider information. Therefore, in the examples developed in this paper, we take C(p, d) to be 1, and D(p, d) to be 0.
Effectively, we assume that there is a valuation associated with the mine as well as with the potential area of external impact, and that for an extreme event of a specified rarity (probability of occurrence), across sites, the loss is proportional to that valuation. As an example, if a 100-year event (p = 0.01) were to occur at two mines, with the market apportioning USD 10 million to one asset and USD 100 million to another asset, in the absence of other information, we are assuming that the financial impact is directly proportional to the relative valuations attributed by the market to each asset. This implies that for a 100-year event that results in permanent mine closure (for example), the resulting impact on the company's valuation as a result of the event at the second mine would be 10 times greater than the same event at the first. While this is unlikely to be an exact measure of financial impact, it represents a relative measure of exposure, and hence provides a basis for developing a comparable index across a portfolio. Where detailed information on the potential asset-level loss probability distribution and the direct resulting financial impact is available, it would obviously be better to use it directly. Varying p allows for the development of a probabilistic risk profile across a portfolio. One can see that for a given p, the contribution to the expected value at risk can be readily evaluated, under assumptions of a stationary climate, as pL i (p, d).
We can then define portfolio level financial exposure as
which can be reframed as
since C(p) is assumed to be a constant across all assets, and for now we assume that we are only considering direct impacts to the mine. Normalizing by the portfolio valuation, we define
which provides a metric for the relative volatility or risk exposure of different portfolios (companies or economic sectors), normalized by their valuation. For instance, two different companies can be compared in terms of the quantiles and trends of their respective R t (p, d). Varying p also enables the exploration of the variations in tail risks of a given portfolio.
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For a specified annual probability of exceedance p, considered to be the design level for infrastructure at the mine, the qth quantile, S q (p, d) of S t (p, d) can be considered to be a measure of the VaRq for a mining company, and the corresponding qth quantile R q (p, d) of R t (p, d) provides a scaled measure that allows for a comparison of the VaRq exposure of each company as a fraction of their total production or total portfolio value.
Finally, we can define a measure similar to CVaRq for the potential expected loss in case an event with a probability lower than p occurs with a probability (1 − q) of the time as
This is numerically evaluated as
where m is the number of years in the record, and R k (p, d) represents the kth ranked value of the series R t (p, d), such that R q (p, d) corresponds to the qth quantile of R t (p, d).
Similarly, one can define
Further, such a procedure can be used to generate inputs for real-option analysis models to inform the value-at-risk (Blanchet and Dolan, 2016 We considered polynomial models in time of the order of 0 to 4 for both the location and scale parameters of the GEV distribution, leading to 24 models to be tested, including the stationary model. The best model based on the BIC criterion is the quadratic model for the location parameter and a constant for the scale: A likelihood-ratio test between the stationary model and this model leads to a p value of 4.85 × 10 −5 , thus enabling us reject the null-hypothesis of no trend. Standard diagnostic tests support the applicability of the non-stationary GEV model. The return-level plot on Fig. 2 shows the effective return-level plot of a 10-year, 30-day rainfall event for the non-stationary model in blue under stationarity assumption, and for the model selected thanks to BIC in red. A nonparametric trend function, as illustrated in Fig. 1 could potentially reveal additional structure. If a more detailed characterization of the decadal variations in the return level were of interest at this site, the use of a spline basis function for the trend in the location parameter may be appropriate, as shown by Bocci et al. (2012) , Padoan and Wand (2008) , Nasri et al. (2013) and Yousfi and El Adlouni (2016) .
Example applications -portfolio level
In this paragraph, we provide three examples at the portfolio level across a set of mining companies for which we have information on asset locations and V i .
1. The purpose of the first example is to explore whether spatial and temporal correlation in the frequency of climate extremes leads to portfolio tail risk that may (a) be substantially greater than expected from treating each asset as an independent exposure or (b) have systematic increasing or decreasing trends or persistence. For this case, we study the number of events affecting a given portfolios of mines via the corresponding N t (pd).
2. The second application highlights how different choices for V i can be used to provide insight into financial exposure. Two weighting procedures are considered. One uses 2015 production and 2015 average commodity prices to attribute a value to each mine, and the other uses NAV from broker reports. In the first case, for mine i,
where P c is the average 2015 unit price of commodity, c obtained from Word Bank (2016) and Q i,c is the quantity of this commodity produced by mine i in 2015.
In the second case, for mine i,
where NAV i is the NAV attributed to site i in the broker report chosen.
3. The third example highlights how the N t (pd), S t t (p, d) and R t (pd) time series can be used to compare the tail risk that results from clustering for two portfolio of mines, depending on how the assets are valued or grouped.
Data on different mining companies were gathered for these applications. The details of this data are provided in Appendix A (Figs. A1-A6, Tables A1-A6 ).
For the first application, we build portfolios of producing mining assets for four companies (BHP Billiton, 2016; Rio Tinto, 2016; Barrick Gold Corporation, 2016; Newmont Mining Corporation, 2016) using their annual reports. Using BHP and Rio Tinto enables us to test our method on two large portfolios, to measure whether or not their portfolios are diversified with respect to the risk of rainfall extremes. Barrick Gold and Newmont Mining, two of the main gold miners, are chosen because they are similar in terms of size and business, and can be also used to illustrate applications (2) and (3). In this case, a mining asset refers to a unique physical site. The dataset includes mines that may be listed as "on care and maintenance" but excludes undeveloped projects. Generally speaking, mining portfolios were disaggregated based on public disclosure using our best judgement on what constitutes an individual asset, for each mining company, and the share of ownership in jointly owned assets by multiple companies.
For the second application, the portfolios of mines defined for Barrick Gold and Newmont Mining for the first application are used first. These two companies produce mainly gold and copper, and the reported production of these two commodities is used to value each mine as indicated in Eq. (5). Then, we consider NAV weighting for Barrick Gold and Newmont, obtained from broker reports (TD Securities, 2016a, b) . These portfolios of mining sites are different from the ones defined for the first application; i.e. they are composed of the assets valued in the broker reports used to obtain NAV valuations (whether they are undeveloped projects, producing assets, or even closed mines).
In total, for the first two examples, six different portfolios of mines are considered (one for BHP and Rio Tinto, and two for Barrick and Newmont). For the second application, Barrick Gold and Newmont Corporation are compared using the different weighting methods proposed (V i = c P c Q i,c ,
For the last application, portfolios of mine sites of 15 companies for which we have asset-level NAV valuations from TD Securities broker reports are used (including the ones for Barrick Gold and Newmont Corporation already introduced for the NAV weighing example in the second application) (TD Securities, 2016a-o).
Frequency of events across a portfolio, N t (p, d)
We consider a 1-day rainfall event with a 100-year return level and a 30-day rainfall event with a 10-year return level. For each of the aforementioned companies, we compute the N t (p, d) corresponding to the portfolios of producing mining assets, using both the 20CR and the ERA-20C climate datasets.
Trends and clustering in time
From studying the N t (p, d) for the four mining companies we find that -statistically significant trends for increasing frequency are observed in most of the cases, in particular when using the longer 20CR climate dataset;
-there is a cyclical behaviour regarding the number of exceedances of the thresholds defined.
In nearly all cases analysed (independent of the climate dataset used), we observe a cyclical behaviour in the number of exceedances. Figure 3 shows the location of the mining assets for Rio Tinto. Figure 4 provides the time series of the yearly number of 30-day extreme events across this portfolio that exceed the 10-year return level at each site computed using the 20CR climate dataset. For this case, we observe a high number of events for the periods 1940-1950, 1980-1990 and 1995-2005, while the 1950-1980 period is relatively quiet. Thus, infrastructure designed and constructed using the 1940-1950 record as a basis might have given this company's executives a sense of security during the 1950-1980 period, while the following years might have appeared as a period of high exposure. People tend to weight recent history more than the past, which would yield cyclical investment and attention to risk management for such a company. Similar results for other companies are shown in Appendix B (Fig. B1) . Significance of the trends for each of the N t (p, d) time series estimated was assessed using the Mann-Kendall test (Helsel and Hirsch, 2002) for monotonic trend. Results are provided in Appendix B (Tables B1-B2 ). For the 100-year, 1-day rainfall event, the number of events exceeding the design level at the portfolio level demonstrates statistically significant (at the 5 % level) trends for all companies using the 20CR data, and for Barrick Gold and Newmont using the ERA-20C data. However, the trends computed are null, which is due to the fact that a Sen Slope is computed as the median of the slopes between all the points in a dataset, and most of the years then correspond to zero values. For the 10-year, 30-day event, the portfolio counts exhibit statistically significant upward trends for all mining companies when using the 164-year-long 20CR data, and only for Rio Tinto when using the 111-year-long ERA-20C data. Thus, there is evidence for an increasing frequency of portfolio level exposure for both the more catastrophic short duration event and the long duration, more moderate event that we hypothesize is related to persistent production disruption.
Clustering in space and time
Our key finding is that for all cases, the number of exceedances for each mining portfolio in many years is substantially higher than what would be expected by chance. There is evidence of very fat tails for the portfolio risk.
Representative results are discussed here, with all results presented in Appendix C. From Fig. 4 , it is interesting to note that there were 36 exceedances of a 10-year, 30-day rainfall event were experienced in a portfolio of 40 Rio Tinto assets in 1981. We emphasize that a single asset can potentially have multiple, distinct 30-day periods that can experience an exceedance of the 10-year event at the site in a given year. Thus, in the worst years, the number of exceedances may exceed the number of sites in the portfolio. For example, in 1981, several Rio Tinto assets were hit twice. These included the iron ore mines of the portfolio located close to each other in the Pilbara region of Australia. However, hits happened in various parts of the world, and 22 different sites were hit (their geographic distribution is showed on Fig. 5 ).
Since on average one would expect four such exceedances (p = 0.1 × 40) in a year, 36 hits is truly a remarkable number, suggesting a very fat tail exposure for the portfolio compared to what could be expected by chance. Practically, if each such event were to lead to even a 12.5 % production loss (based on the 1-month duration of the event and 0.5 months to restore full production) at a mine on average, then the portfolio would suffer a production loss of 35/40 × 12.5 = 11 % for the year, compared to ∼ 1.2 % if there was no clustering across mines and in time. The financial impact for the mining company would depend on the fixed costs that would need to be incurred irrespective of production (in the event of a production stoppage) as well as the foregone revenue during the production stoppage. We note that there are other years in which very high counts are also recorded. Consequently, it is useful to formally test whether or not the number of exceedances across sites could occur if the climate risk exposure across sites were random and independent.
For this check, we compare the empirical cdf of the data, F (N t (p, d)) with the cdf that one may expect if the underlying process that generated N t (p, d) were an independent and identically distributed (i.i.d.) process, across the sites in the portfolio. As we have defined extreme events in terms of an yearly probability of occurrence p, at each site, the theoretical process can be assumed to be a Poisson process with λ = p. Therefore, for m sites, under the assumption of an i.i.d process, the theoretical distribution would be one of a Poisson process with λ = mp. For the Rio Tinto portfolio, the number of exceedances with λ = 4 would be (9, 11, 13) for probabilities of (0.01, 0.001, 0.0001) respectively. Thus, under the independence hypothesis there is a near-null probability of 36 exceedances in a year, and in 15 out of 164 years, the number of exceedances is greater than 13, suggesting a very high incidence of clustering indeed. From Fig. 6 , we note that for the 100-year, 1-day rainfall event, depending on the climate dataset used, the number of portfolio events of concern at the 99th quantile is 5 to 6 times what may be expected by chance for BHP Billiton, and 2 to 3 times what is expected by chance for other companies and quantiles. Similar results for the 10-year, 30-day event are presented in Appendix C.
To the extent the market tends to look at each mine as an independent profit centre, generating value as a standalone entity and with a subset of risks that are independent to the other mines that it owns (and others such as commodity risk which are present across the entire portfolio), our analysis demonstrates that the exposure to extreme rainfall events needs to be looked at across assets; clustering is a significant issue and high-impact events at the portfolio level may have a much higher probability of occurrence than anticipated under the usual analytical mindset.
Extreme events and indexing of potential financial loss at the portfolio level
In this section, we explore how the financial exposure of mining companies may be manifest for the two types of rainfall events considered at the portfolio scale, by weighting the event occurrence with an appropriate financial variable. We focus on Barrick Gold and Newmont Corporations, two major gold miners, because these two companies are similar in terms of their core business, their diversity in geographic distribution of asset locations, and their revenues. We consider both a 1-day extreme rainfall event with a 100-year return level, and a 30-day extreme rainfall event with a 10-year return level. All the computations in this section were performed using time series built with the 20CR dataset, as it has a longer record, with 164 years of data.
We use two weighting methods:
-one that values each mine using an estimate of its recent annual production value -one that values each mine according to a recent NAV indicated in a broker report.
The method using production value is a measure of shorterterm impact of the events, while the NAV method may be used to measure more catastrophic losses.
Weighting with production
First, we develop an index using annual production data at the mine level reported in Barrick Gold Corporation (2016) and Newmont Mining Corporation (2016). We focus on the two main commodities reported by these two companies: copper and gold. We associate to each mine its production multiplied by the average 2015 price of the corresponding commodity, therefore obtaining an estimate of the mine's 2015 revenue. Commodity prices (in nominal dollars) were taken from Word Bank (2016). While the total sales revenue mentioned in the 2015 annual reports of Barrick Gold and Newmont amount to USD 9029 million and 7729 million respectively, the estimated values based on this indexing procedure are USD 7738 million and 6240 million, which have approximately the same ratio. Using this weighting method, we then analyse the tail exposure through the weighted time series R t (p, d). Figure 7 shows the annual exceedance probability of exposure given by the R t (p, d) obtained for the Barrick Gold and Newmont Corporation portfolios both the 1-year, 1-day event and the 10-year, 30-day extreme event. Note for instance that for the 30-day event, for Barrick Gold, over 99 % (46 %) of the company's total production value is exposed with a probability of 1 % (5 %) per year, while for Newmont the corresponding numbers are 90 and 58 % (recall that the total can theoretically go beyond 100 % has multiple hits can concern one asset in a given year). If we consider a 12.5 % disruption in production due to each such an event, then for Barrick and Newmont, the annual financial impact could be as much as USD 9 × 0.125 × 0.99 = USD 1.1 billion, and USD 7.7 × 0.125 × 0.9 = USD 0.87 billion with a 1 % chance in a given year.
Weighting with net asset values
For this example, we chose two reports from TD Securities written a few days apart: TD Securities (2016a, b). In the following, a mine or a project is included as long as it appears in the report. This leads to 19 sites mentioned for Barrick Gold, and 12 for Newmont Corporation.
In a similar analysis to Sect. 4.2.1, note (see Fig. 8 ) for instance that for a 1-day event, for Barrick Gold, over 29 % (7 %) of the company's total production value is exposed with a probability of 1 % (5 %) per year, while for Newmont the corresponding numbers are 33 and 9 %. If we consider a 10 % destruction of value (which is likely a low number) due to each such event, then for Barrick and Newmont, the annual financial impact could be as much as USD 9 × 0.10 × 0.29 = USD 0.26 billion, and USD 7.7 × 0.10 × 0.33 = USD 0.25 billion with a 1 % chance in a given year.
Company comparison
We obtained asset-level valuation for 15 companies from TD securities, performed around the same time (winterspring 2016) and present here the rankings ensuing from applying the method described using time series built using the 20CR climate data. We consider the 100-year, 1-day extreme rainfall with a 100-year return level, with NAV weighting and choose a portfolio tail-exposure level of q = 0.95 to exemplify how the S q (Table 1) , R q (Table 2 ) and corresponding CV q measures that are similar to VAR q or CVAR q can be used to compare these companies exposure. A user may want to vary q, using our web app to develop customized results (in the following, a higher rank means a higher potential exposition).
A first thing that can be noted is that in our examples, ranks vary significantly depending on the use of the S t (p, d) or R t (p, d). For instance, Barrick Gold and Newmont Corporation both appear amongst the most exposed companies (for both measures) when using S t (p, d), but much less when using R t (p, d), which makes sense as these two companies are rather large, but have a relatively diverse portfolio in terms of their geographical locations and climate exposure. A second observation is that the two indices (the one akin to VaR and the one akin to CVaR) do yield some differences in ranking, in particular for First Quantum Mineral. This company has relatively few mines (nine assets are valued in the broker report), with a relatively important geographical variability; some of these assets are small, while a couple of projects are fairly large and with very high valuation. This explains the discrepancy between the two indices. Finally, for cases in which the number of hits recorded is too low overall (e.g. Hudbay), our indices (and in particular the quantile one) might not be usable when working with empirical data.
Summary and discussion
Global water risk including scarcity, flooding, pollution and anthropogenic climate change is of increasing concern to investors, companies, regulators and governments worldwide. Despite the recognition that these factors exist, an approach towards portfolio risk assessment that accounts for the geographical distribution of assets in a portfolio, and the associated exposure to climate extremes has not emerged. Such an assessment is of growing interest in particular to long-term investors, who are the owners of these multi-national businesses and currently lack a concrete methodology to compare Newmont Corporation production exposed to a 10-year, 30-day rainfall event
Probability of exceedance Share of production exposed Figure 7 . Fraction of company production value exposed, as a function of annual exceedance probability for 100-year, 1-day and 10-year, 30-day events for Barrick Gold and Newmont based on the 20CR data. Newmont Corporation NAV exposed to a 10-year, 30-day rainfall event
Probability of exceedance Share of production exposed Figure 8 . Fraction of company value exposed, as a function of annual exceedance probability for 100-year, 1-day and 10-year, 30-day events for Barrick Gold and Newmont based on the 20CR data. the relative risks associated with different companies comprising their investment portfolios. This paper represents perhaps the first effort to address this gap. A simple index that can be obtained through weighting by appropriate financial measures of exposure was developed and illustrated. Our hypothesis was that businesses with agricultural supply chains, and the mining industry, were likely to have significant spatio-temporal correlation in their assetlevel exposure that could potentially lead to a fat tailed exposure at the portfolio level. The mining industry presented an opportunity for exploring such risks, given that the locations of mines, and various attributes related to the mines can be readily ascertained from publicly available information. Further, as engineered enterprises, it is common for mining companies to use risk-based design criteria for structures intended to mitigate the impact of extreme rainfall-related hazards at each mine.
While the short climate records typically used to estimate the design parameters for such structures translate into considerable uncertainty as to the appropriate level of design, the fact that a structure is being designed with a nominal annual probability of failure p directly translates into an estimate of the residual risk that the enterprise is exposed to. Consequently, if long climate records or projections are available, then one can estimate how the residual risk or exposure at each site varies with time, and also if multiple such events could happen in the same year across a portfolio of mines. This observation opens up the possibility of exploring the spatial and temporal clustering of risk exposure and its manifestation at the portfolio level, whether the portfolio is composed of multiple companies or a single company; is concentrated in a particular sector of mining, e.g. copper, or is diversified; and whether it is largely based in one country or is geographically diversified. An investor or a company can then seek to understand and mitigate the portfolio risk through appropriate hedging mechanisms. Since at-site climate records are usually short, and it is difficult to pull together global coverage, we considered the use of global, gridded daily rainfall estimated by two different climate re-analysis models, from NCAR with a 164-year record, and from the ERA-20C with a 111-year record. These models embody the same physics of ocean-atmosphere circulation that is used in the models used for seasonal climate forecasts, or for the projection of future climates. However, they are run over a long historical period and are "corrected" daily over that period to best match the observed surface temperature and pressure data for each historical day. Since the number of observations available varies over the histori-cal period, and the models have different spatial resolution and correction schemes, their retrospective projections do not always agree. Rather, just as the IPCC models for future projections represent an ensemble of possibilities, so do the retrospective or re-analysis simulations. We expect that the large-scale features and teleconnections in these models will be similar, but the precise magnitudes of events at specific locations on specific days and years will not match. Consequently, our approach considers the yearly number of events that exceed a specified quantile computed internally for that location for each such model. In other work, this quantilebased approach has been recognized as effective at addressing the biases in each individual model's projections relative to observations. Our investigations of selected, representative mining portfolios demonstrate that there is significant spatial and temporal clustering in the exposure of mines to the two criteria we considered, a 100-year, 1-day annual maximum rainfall event, and a 10-year, 30-day annual maximum rainfall event.
In some cases, for the worst year in the 164-year record, the total number of exceedances of a 10-year event, i.e. with a yearly probability of occurrence of 0.1 of the residual risk at any given site, was very close to the total number of mines under consideration. This happens because there are several independent events in that year at multiple sites that exceed the design threshold. The consequence is that the portfolio exposure in this setting is much, much greater than the nominal pm (i.e. the probability of exceedance at each mine multiplied by the number of mines). There is also evidence that the frequency of exceedance of such events at the scale of the mine portfolio is increasing over time, and that pronounced decadal variations in this exposure risk are notable for all four companies analysed.
In this paper, we considered two financial metrics for weighting the exposure to the residual risk at each site. These were an estimation of the revenue generated by each mine (calculated as production multiplied by the commodity price) for the most recent year, and the NAV estimated for each mine in a recent valuation completed by mining financial research analysts. The exposure of the portfolio rather than a single mine is of interest, in particular to indicate to an investor the potential relative impact of a temporary or permanent production disruption as a result of the risks discussed above on a given company's financial performance. Since the likely loss at each mine if the design event is exceeded is hard to estimate a priori, even by the mining company, one needs an approach that allows for an appropriate weighting of the potential portfolio losses. We intend for the index we developed to be used for sensitivity analysis, to explore how the total portfolio exposure may scale depending on various levels of designed risk protection. Consequently, we assumed that the loss at a certain level of design (average annual probability of exceedance of the annual maximum rainfall) is proportional to either the revenue at each site, or to the NAV at each site, for each event that exceeds the design level. To estimate the potential impact of temporary production disruptions that a given mine may experience relatively frequently (e.g. with a 10-year return period), we use an approximation of the revenue by mine as a proxy to weight the number of events of that magnitude experience at each site. For more catastrophic events, e.g. those related to the 100-year annual maximum rainfall that may result in permanent mine closure (or a full write-off of a given asset), we weight the frequency of such events in each year by the NAV of each mine, providing a measure of the portfolio exposure. By applying these weights, we discovered the following for the portfolio financial exposure:
-typically increases over time, with decadal variations, as expected given the space and time clustering of the frequency of exceedances;
-the tail of the probability distribution of portfolio risk for different companies may behave very differently.
These observations reflect geographical aspects of the structure of portfolio risk, and could motivate a company to hedge such risks using parametric or index insurance mechanisms or other financial risk management instruments. For an investor a characterization of the geographical nature of risk, as well as that of portfolio risk can permit risk balancing strategies through an appropriate weighting of companies, sectors or geographies. Furthermore, this same methodology could be employed at the investor portfolio level rather than at the company level. Investors often own a collection of companies, each with a subset of assets that are inherently exposed to their own subsets of risks. Investor portfolios could be disaggregated into their individual components (asset by asset) and different portfolio constructs could be assigned different risks based on their exposure to extreme rain events. Rebalancing exercises could consider effects over both space and time to the risks considered in this paper.
A key question that emerges is whether these climate risk factors actually translate into significant financial risks relative to other financial risk factors associated with investments in mining or other multi-national enterprises. The answer to this question requires a disclosure from mining companies of their design processes, the associated residual risk and estimate of the loss incurred if a failure event occurs. A first part of this process is an internal assessment of these factors by mining companies, and hence a first-order impact of our paper could be a self-examination of these issues by mining companies, and the use of the resulting information to re-evaluate their risk management processes. We know that losses from some such events can be significant. Reported mining-related losses from the extreme rainfall event in the Atacama Desert in Chile in March 2015 were estimated to be of the order of USD 1 billion insured, and a like amount uninsured. This compares with the USD 1.6 billion in capital expenditures associated with the desalination and pumping project for mining in the same region, which attracted significant attention as an example of water risk. In the absence of more detailed disclosure and internal assessment by mining companies, the best we can do is provide relative rankings of the financial exposure of different companies having distinct portfolios. Logically we expect extreme rainfall events that result in catastrophic loss will impact a given company's financial performance; however, the analysis we perform in this paper is solely theoretical and on a relative basis. Getting more detailed information is therefore a prerequisite to investigate the matter further, and in particular questions such as the salience of climate risk relative to price volatility risk for mining companies, and the feedbacks between these aspects (for instance a climate event leading to the stoppage of large clustered mines would impact commodity prices). Price volatility has been considered in discounted cash flows analysis and real-option modelling of mining assets (see for instance Garrido-Lagos and Zhang, 2012; Baurens, 2010) , and the inclusion of extreme events in such models is being explored by members of our team at Columbia; however, linking actual events to losses in a direct way needs to be done to fill the gap.
Social conflict is often cited as the most significant waterrelated risk for mining companies. In our analysis here, we considered a term in Eq. (1) for impacts external to the mine, which the mine owner would be liable for (and hence would directly impact that company's financial performance). However, in the examples in this paper we did not develop estimates for the potential liabilities that would come from the ecological, environmental and social impacts downstream of the failure of mine infrastructure. This is an area where we plan to make further headway, in collaboration with WWF Norway, who has developed a database that maps mines, ecosystems and human habitations that are interconnected by the natural drainage network, and hence are the potential for direct impact if mine systems are overcome by extreme rainfall.
A second area of social conflict related to water emerges not from pollution or flooding, but from water scarcity. For an existing mine, this is manifest during a severe, sustained drought. In this setting, even existing senior water rights or water access arrangements can be strained. The basic idea of residual risk for climate extremes that we introduced in this paper can also be extended to the drought case, with the proviso that a quantification of the competition for water under these conditions that would be faced by the mining company, and an assessment of their plans to deal with such contingencies would be required. While some generalized products (e.g. WRI, 2015) claim to provide estimates for such water risks, we believe that mining companies need to assess these risks internally relative to different severity and durations possible for droughts; integrate the analyses into their risk management processes and provide disclosure of these risks at a site by site level. This site level analysis could then be aggregated to determine the financial impact from the investor and regulator perspectives.
We noted earlier that climate information is marked by uncertainty and structured space-time variability. We were able to tap a few realizations of such variability using two climate re-analysis products. However, many more such products are available from 1948 to present, 1979 to present and 1997 to present. For drought there are also global reconstructions of palaeo-drought from tree rings and other proxies, which provide a window into climate variability over the last 5 centuries or more. The spatial resolution of climate information, as well as the fidelity to ground observations varies. Similarly, ground-based observations of varying duration are available. It is indeed possible to build nonstationary, stochastic simulation models that integrate across such sources of information and provide simulations that can be used to reduce the uncertainty associated with the risk of climate extremes that may vary across space and time. Our past work has addressed some of these issues, and we expect that the tools developed for those cases can also be applied here. However, a bigger issue that needs to be addressed is the estimation of potential financial loss and the attendant uncertainty covering both impacts internal and external to the mine.
To facilitate climate informed portfolio risk analyses, we have developed a web-based app, using the R statistical platform, which can accept the location of multiple sites -mines or other assets in a portfolio; the specification of the duration and rarity of the rainfall extremes of interest; estimates of the financial exposure at each site; and other parameters from a user, and allow them to compute the portfolio risk measures presented here. A selection of the climate data that are available to use is also available. Information on the BHP Billiton mining portfolio was obtained by cross-referencing the mining assets mentioned in (BHP Billiton, 2016) and the coordinates from an internet search. It comprised 38 mine sites. It is important to note groups of mines such as the Hammersley system in Pilbara were disaggregated. The orebody mines in particular were each considered as a given asset. However, due to the difficulty of finding information, they were all assigned the coordinates approximate coordinates corresponding to the Hammersley joint venture. As can be seen from the map below, there is a high clustering in two regions of Australia: Pilbara and North East Queensland, which are important iron and coal producing areas respectively.
A2 Barrick Gold 2015 producing assets (Barrick Gold Corporation, 2016)
Information on the Barrick Gold mining portfolio was obtained by cross-referencing the production information mentioned in Barrick Gold Corporation (2016) and the coordinates from an internet search. It comprised 19 gold and copper mines. Commodity price information was retrieved from Word Bank (2016).
A3 Newmont 2015 producing assets (Newmont Mining Corporation, 2016)
Information on the Newmont Corporation mining portfolio was obtained by cross-referencing the production information mentioned in Newmont Mining Corporation (2016) and the coordinates from an internet search. It comprised 16 gold and copper mines. Commodity price information was retrieved from Word Bank (2016).
A4 Rio Tinto 2015 mining assets (Rio Tinto, 2016)
Information on the Rio Tinto mining portfolio was obtained by cross-referencing the mining assets mentioned in Rio Tinto (2016) and the coordinates found through an internet search. It comprised 40 mine sites.
A5 Barrick Gold mining assets valued in TD Securities (2016a)
On the following map, asset symbols are proportional to the share of the total NAV they represent Fig. A5 .
A6 Newmont Corporation mining assets valued in TD Securities (2016b)
On the following map, asset symbols are proportional to the share of the total NAV they represent Fig. A6 . The similarity between Barrick Gold and Newmont Corporation in terms of the localization of their assets and the value corresponding to given locations is here confirmed. Barrick Gold + 0.017 (2.9 × 10 −10 ) 0 (0.14) BHP Billiton + 0.016 (2.9 × 10 −10 ) 0 (7.4 × 10 −2 ) Newmont Corporation + 0.011 (3.0 × 10 −9 ) 0 (0.18) Rio Tinto + 0.042 (2.7 × 10 −17 ) + 0.019 (9.9 × 10 −3 ) Table B2 . Mann-Kendall test results for the count of the number of extreme 1-day extreme rainfall event with a 100-year return level on four mine portfolios, using both the NOAA and ECMWF climate datasets. Figure C1 . Comparison of the cdf's of the yearly number of 1-day (left panels) and 30-day (right panels) extreme rainfall events hitting the BHP, Barrick Gold, Newmont and Rio Tinto mine portfolios with the corresponding theoretical cdf's assuming independence of events in space and time (Poisson processes). Empirical distributions were derived from the N t (p) time series using the ecdf R function, which computes an empirical cumulative distribution function. The 20CR dataset was used. Figure C2 . Comparison of the cdf's of the yearly number of 1-day (left panels) and 30-day (right panels) extreme rainfall events hitting the BHP, Barrick Gold, Newmont and Rio Tinto mine portfolios with the corresponding theoretical cdf's assuming independence of events in space and time (Poisson processes). Empirical distributions were derived from the N t (p) time series using the ecdf R function, which computes an empirical cumulative distribution function. The ERA-20C dataset was used. Figure C3 . Ratio of the actual number of the number of 10-year, 10-day extreme rainfall events fitting the four portfolio relative to what is expected by chance, for three thresholds of the portfolio cdf. Figure C4 . Ratio of the actual number of the number of 10-year, 30-day extreme rainfall events fitting the four portfolio relative to what is expected by chance, for three thresholds of the portfolio cdf.
