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ABSTRACT 
Signal segmentation is usually applied in the pre-processing step to make the data 
analysis easier. Windowing approach is commonly used for signal segmentation. 
However, it is unclear which type of window should be used to get optimum accuracy 
in human activity recognition. This study aimed to evaluate which window type yields 
the optimum accuracy in human activity recognition. The acceleration data of walking, 
jogging, and running were collected from 20 young adults. Then, the recognition 
accuracy of each window types is evaluated and compared to determine the impact of 
window selection in human movement data. From the evaluation, the overlapping 75% 
window with 0.1 s length provides the highest accuracy with mean, standard deviation, 
maximum, minimum, and energy as the features. The result of this study could be used 
for future researches in relation to human activity recognition. 
Keywords: Activity recognition; signal segmentation; windowing; window selection; 
human movement. 
1. INTRODUCTION 
Signal segmentation is typically required to analyse the nonstationary signal data such 
as human movement signals. In most signal processing techniques, the signal is initially 
segmented into fixed length epochs to consider the signal as piece-wise stationary. 
Window selection is a crucial stage in the human activity recognition. Banos et al. [1] 
evaluated different non-overlapping window sizes ranging from 0.25s to 7s. However, 
window size is not the only factor affecting the accuracy of human activity detection.  In 
non-overlapping window, the data are segmented into fixed size windows without 
considering the information loss between adjacent windows.  
The windowing approach could be categorized into three groups: event-defined 
[2,3,4], activity-defined [5,6,7,8], sliding window [6, 9, 10, 11, 12, 13]. The frequency 
of the accelerometers in those studies were: 20 Hz [6], 32 Hz [2], 50 Hz [12], 64 Hz 
[10,11], 76.25 Hz [9], 80 Hz [7], 95 Hz [13], 100 Hz [4,5,8], and 320 Hz [3]. The 
sampling frequency to assess human physical activities should be at least 20 Hz [14]. 
The sliding window approach is the most widely used as the segmentation technique 
in activity recognition due to its simplicity and lack of pre-processing. It has been 
proven to be beneficial for the periodic activities such as walking and running. The 
signal data are segmented into fixed-size and with no inter-window gaps. Previous 
studies have been used various window sizes from 0.1s [15] to 128s [16]. In certain 
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applications, an overlap between adjacent windows is used to avoid the missing 
information caused by the segmentation [9,10].   
This study aimed to evaluate and determine the optimum window type and size in 
detecting the human activity. The characteristics of overlapping and non-overlapping 
windows are different, and it is unclear which window type is better for human activity 
recognition. In addition to the window type, the length of window size could also affect 
the accuracy of the activity recognition. 
This paper is organized as follows. Section 2 describes the methods in conducting 
the experiment protocol and a brief description of the theoretical background behind 
windowing, feature extractions, and classification techniques. Section 3 presents the 
results of the study and section 4 describes the discussion. Finally, the conclusion is 
presented in section 5.  
2. METHODS 
Acceleration data were acquired from 20 (10M, 10F) healthy young adults (age 24.1 ± 
0.91) recruited from the National Taiwan University of Science and Technology, 
Taiwan. The National Taiwan University Review Board approved the study and written 
informed consent was obtained from all subjects before participation. All subjects are 
free of any balance-related disorder based on self-report. The wearable accelerometer 
(Cavy-Tech) were attached to each subject’s ankle and knee. The acceleration data were 
acquired at 30 Hz and sent using the Bluetooth wireless protocol that were plugged to 
the computer.   
The subjects were asked to perform walking, jogging, and running on the treadmill 
for 60s. The treadmill speeds were set to 4 km/h, 6 km/h, and 10 km/h for walking, 
jogging, and running respectively. The raw data were imported into the MATLAB 
R2016a [17] environment, which was used for feature extractions. The classifications 
were evaluated using Weka 3.7 environment [18] with naïve Bayes, k-Nearest 
neighbours, decision table, and decision tree as the classifiers. 
2.1 Windowing 
Accelerometers usually deliver a stream of unprocessed signals which may be disturbed 
by the noises. These noises can be removed through a filtering process. However, this 
may imply a certain information loss. In order to capture the dynamics of the signals, 
windowing method partitions the signal into segments of data. There are several 
approaches in windowing, such as event-defined, activity-defined, and sliding windows.  
In the event-defined windows, the specific events are employed to define the segment of 
the data. The size of the segments is not fixed, since the events may not be uniformly 
distributed. Previous studies determined the events by heel-strike [2,4], toe-off [4], or 
using the start and end lines [3], which the first event is when the foot first crossed the 
start and the last event is when the foot first crossed the end.  
The activity-defined windows segment the signal data based on the detection of the 
changes in the activities. The start and end points are determined for each activity 
through the frequency characteristics. Figo et al. [5] segmented the activities into 60s 
duration segments, while Dernbach et al. [7] asked the subject to set the start and end 
points of the activities. Heuristic method could also be used to distinguish the dynamic 
from static actions [8].  
Both event and activity-defined windows are able to segment the signal data based 
on its unique movement characteristics. However, the pre-processing steps to determine 
the segments could be tedious. The sliding window is the most widely used in human 
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activity recognition due to its simplicity, the signal data are segmented into fixed-size 
windows. Since the human movement signal such as walking and running are periodic, 
the sliding window approach is more beneficial than the event and activity-defined 
windows. There are two types of sliding windows: non-overlapping and overlapping 
windows. Although the non-overlapping window is a simpler approach, there may be 
some information loss between the adjacent windows. In the overlapping window, 
consecutive segments of data are overlapped by the designated percentage. Intuitively, 
high overlap percentages provide the highest accuracy but take longer to process the 
data. Previous work has demonstrated the success with the overlapping window with 
50% overlap percentage [9].  
In addition to the window type, determining the window size is also important to get 
better results in activity recognition. Short window size, such as 0.1s, translates into a 
faster detection of the activity. However, short window size could also lead to more 
false positive detection and longer time processing. Therefore, the optimum type and 
size of the window are crucial step in the signal pre-processing. 
2.2 Feature Extractions 
The appropriate acceleration features are extracted in order to get more informative 
form of data for the evaluation. Selecting the features is important due to the 
computational cost consideration. There are two different modes of features that can be 
extracted to analyse the acceleration data: time- and frequency-domain features.                                                                                                               
2.2.1 Time-domain Features 
The time-domain features describe the behaviour of the signal over time, it can be used 
to the patterns of data over a time period. This feature mode avoids the complexity of 
pre-processing such as Fourier transformation and filtering. This mode does not require 
high computational cost. The time-domain features selected in this study are as the 
following: 
a. Average 
The average of acceleration data describes the overall effects of the activity. This 
feature gives an indication of net accelerations lasting from time period equal to or 
greater than the interval parameter. The subtle shifts in the DC-level (static 
accelerations) are best captured using the average value of the acceleration [19].   
b. Maximum and Minimum 
Basically, this is the value of the peak of the signal. In the step detection, the value 
of the peak is used to distinguish footstep from standing still. The higher the 
intensity of an activity, the larger the value of the peak. Minimum value of 
acceleration is the valley of the signal. It represents the initial contact of the foot on 
the ground [20]. Maximum and minimum yield the most precise accounting of the 
variation of the acceleration as a function of time [19].  
c. Standard Deviation and Variance 
Standard deviation describes how the measurement of a group is spread out from the 
average value. Low standard deviation shows that most of the values are very close 
to the average, while high standard deviation shows the values are spread out. 
Variance is the squared deviation of a group from its average. It is used to 
characterize the stability of a signal [21].  
d. Root Mean Square 
It describes the changes in the activity [19]. It is computed by squaring the 
amplitude of the signal to eliminate the negative values.  
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e. Mean Absolute Deviation 
Mean absolute deviation is the average of the absolute deviations from the central 
point (in this case, the average acceleration). It can be used as the summary of the 
variation or statistical dispersion. 
2.2.2 Frequency-domain Features 
Frequency-domain features describe how much signals lie within the frequency signal 
range. It requires pre-processing such as Fast Fourier Transform. However, this mode is 
more robust to measurement and calibration errors compared to the time-domain mode 
[22]. The frequency-domain features selected in this study are energy and entropy. 
a. Energy 
Energy captures the data periodicity; it is computed as the sum of squared discrete 
FFT component magnitude of a signal, as shown in Equation (1). It can distinguish 
the low intensity activity such as standing from the high intensity activity such as 
walking [23]. 
𝐹(𝑘) =
1
𝑁
∑ 𝑏(𝑗). 𝑒𝑖2𝜋𝑘
𝑗
𝑁  𝑁−1𝑘=0                                            (1) 
where,  k = (0, 1, …, N-1) 
 
b. Entropy  
Due to its sensitivity in detecting changes in human movement signals, entropy 
methods are able to quantify gait dynamics [24] and useful to discriminate repetitive 
activities with similar energy values [23]. In this study, Shannon entropy is used as 
the feature. It evaluates the repetitions within a signal by measuring the probability 
of the signal occupying discrete states [25], as shown in Equation (2). 
 
𝐻 = − ∑ 𝑝𝑖𝑙𝑜𝑔2𝑝𝑖
𝑁−1
𝑖=0                                                        (2) 
where, p is the probability of the event. 
 
All features were evaluated for the X-axis, Y-axis, Z-axis, and resultant 
acceleration. The total number of 36 features was extracted from the raw acceleration 
data. These features were mean, maximum, minimum, standard deviation, variance, root 
mean square, mean absolute deviation, Shannon entropy, and energy in X-axis, Y-axis, 
Z-axis, and the resultant acceleration.  
2.3 Classification 
In this study, 4 different activity recognition classifiers were compared: Naïve Bayes, k-
Nearest neighbours (KNN), decision table, and decision tree (J48). In each case, the raw 
data were processed in the same way to obtain comparable results. 
2.3.1 Naïve Bayes (NB) 
Naïve Bayes is a simple technique that assume the value of a particular feature is 
independent of the value of other features [26]. A naïve Bayes classifier considers each 
of the features to contribute independently, regardless of any possible correlations 
between the values. This assumption does not hold in the physiological signals such as 
acceleration signals from human movement [27].   
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2.3.2 K-Nearest Neighbours (KNN) 
KNN is an instance-based classifier based on the majority voting of its neighbors, it 
calculates the class with the highest frequency from the k-most similar instances. Each 
instance in essence votes for their class and the class with the most votes is taken as the 
prediction. In general, KNN is par with decision tree in terms of performance and the 
computational complexity in the pattern recognition. In a comparative study using 10-
fold cross validation in different experiment settings, KNN achieves a better overall 
accuracy [28]. 
2.3.3 Decision Table (DT) 
Decision table is a table of rules and classes. Given an unlabelled example, it searches 
for the exact match in the table and returns the majority class label among all matching 
instances, or reports no matching is found [9,29,30] tested different classifiers including 
decision table in daily activity recognition. Compared to decision tree, decision table is 
easy to program and maintain because of its straight-forward structure but does not have 
a hierarchical structure. In the context of activity recognition, the activities are 
sometimes classified with a hierarchy. For example, an activity can be first classified 
into still vs moving and then within each category, a more detailed category is 
generated. Decision table is not able to capture such a hierarchy. 
2.3.3 Decision Tree (J48) 
Due to its low complexity in implementation and excellent interpretation, decision tree 
is adopted as the main classifier in many activity recognition researches. J48 is one of 
decision tree algorithms, used by many activity recognition researches as an off-line 
classification model. The disadvantage of decision tree lies in model updating. Once the 
decision tree model is built, it might be costly to update the model to accommodate the 
new training examples. Thus, in the online learning settings, decision tree is not a 
popular classifier for activity recognition. A comparative study of classifiers showed 
that decision tree performed the best in detecting the activity [31]. 
3. RESULTS 
To determine the optimum window to recognize and classify the activities (walking, 
jogging, and running), the signals from the sensors were divided into equal-sized 
smaller sequences. The accuracy of the classifiers to classify the activities was used to 
evaluate the data. In this study, the sliding windows overlap percentages were of the 0% 
(non-overlapping), 25% overlapping, 50% overlapping, and 75% overlapping. All of the 
data were evaluated using Weka environment with 10-fold cross validation. Figure 1 
shows the comparison results of different window types with the sizes of 0.1s, 0.2s, 
0.3s, 0.4s, 0.5s, 1s, 2s and 3s. Overall, the overlapping 75% with 0.1s window size 
outperformed the other window types. In general, the accuracy increases as the window 
size decreases. However, in the 75 % overlapping window, the accuracy of the window 
size of 0.5s for all classifiers were higher than the size of 0.4s. 
In order to get better understanding on which features have more contribution on the 
classification accuracy, the sensitivity analyses as shown in Figure 2 were calculated 
based on the overlapping 75% with 0.1s window size. Firstly, the determination of 
which axis contributes more on classifying the activity was calculated. This step was 
done by comparing the accuracy of the modified data sets to the data with all features. 
There were 4 modified data sets used: all features minus the data of x-axis, all features 
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minus the data of y-axis, all features minus the data of z-axis, all features minus the data 
of the magnitude. The comparison showed that the deletion of magnitude data increased 
the accuracy. The next step of the sensitivity analysis was comparing the accuracy of 
the data without the magnitude data. There were 17 combinations used in this 
comparison:  
1. All features: Mean, standard deviation, maximum, minimum, energy, root mean 
square, mean absolute deviation, Shannon entropy 
2. Combination 1: Mean, standard deviation, maximum, minimum, energy, root mean 
square, mean absolute deviation  
3. Combination 2: Mean, standard deviation, maximum, minimum, energy, root mean 
square  
4. Combination 3: Mean, standard deviation, maximum, minimum, energy 
5. Combination 4: Standard deviation, maximum, minimum, energy 
6. Combination 5: Mean, maximum, minimum, energy 
7. Combination 6: Mean, standard deviation, minimum, energy 
8. Combination 7: Mean, standard deviation, maximum, energy 
9. Combination 8: Mean, standard deviation, maximum, minimum 
10. Combination 9: Mean, maximum, minimum 
11. Combination 10: Mean, maximum, energy 
12. Shannon entropy 
13. Mean 
14. Standard deviation 
15. Maximum 
16. Minimum 
17. Energy 
4. DISCUSSION 
Selecting the window type and size is a crucial step in analysing human movement data. 
Since, the human physiological signals are not stationary, segmenting the data with 
windowing could clarify the characteristics of the signal data without the filtering 
process. Filtering out the noises from the raw data may not always be useful since it 
would cause some information loss. Due to its simplicity and benefit in detecting the 
activity in human movement data, sliding window is chosen in this study.  
The overlapping percentage of 0% (non-overlapping), 25%, 50%, and 75% were 
evaluated and it turned out the overlapping 75% with window size of 0.1s outperformed 
the other overlapping percentages for all classifiers but NB. The non-overlapping 
window with window size of 0.1s gave the highest accuracy for NB classifier. However, 
they were only 66.83% and 70.18% on ankle and knee respectively. Whereas the 
highest accuracy (90.64% on ankle and 90.08% on knee) based on KNN classifier was 
by the overlapping 75% with window size of 0.1s. This could happen due to NB 
neglects the correlations between the values of the acceleration signal. This result is in 
agreement with the previous study by Lara and Labrador [27], which found that NB is 
not suitable for the data from physiological signals. 
Generally, the overlapping window yielded to higher accuracy in classification. The 
higher the overlapping percentage, the higher the accuracy. This might happen due to 
many jogging activities were incorrectly classified into walking and running in the 
lower overlapping percentage. As the overlapping percentage increased, jogging was 
more correctly classified. The characteristics of jogging could be close to either walking 
or running. Since the window size is determined by the time, there could be some 
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information loss between the adjacent windows that could not be detected by the non-
overlapping window and the other small percentage of overlap.  
 
 
 
Figure 1. Accuracy comparison of different window types and sizes on ankle and knee using 
classifiers: NB (naïve Bayes), kNN (k-Nearest neighbors), DT (decision table), J48 (decision 
tree). 
 
 
 
Window Selection Impact in Human Activity Recognition 
388 
 
 
Figure 2. Sensitivity Analyses.  
(a) Accuracy comparison of all features by deleting the data sets of the axis: MinusX (without 
the features from x-axis), MinusY (without the features from y-axis), MinusZ (without the 
features from z-axis), MinusMag (without the magnitude data).  
(b) Features comparison of MinusMag: Com1 (Combination1) to Com10 (Combination 10), 
ShanEn(Shannon entropy), Mean, Std (standard deviation), Max (maximum), Min (minimum), 
Energy. 
 
Although the accuracy increases as the window size decreases, there were the 
exception which the accuracy for 75% overlapping window with size of 0.5s for all 
classifiers were higher than the size of 0.4s. This happened because even though there 
were more jogging activities correctly classified with the window size of 0.4s, more 
walking and running activities were correctly classified on window size of 0.5s.  
The 75% overlapping window with the size of 0.1s yielded the highest accuracy, but 
this window type needed longest processing time which might not be suitable for large 
Nurul Retno Nurwulan, Bernard C. Jiang 
389 
 
data. In addition to this, the results were not so different from the 50% overlapping 
window with the size of 0.1s, as shown in Table 1.   
 
Table 1. Comparison between 50% and 75% overlapping window with the size of 0.1s 
 
 50% overlap 75% overlap 
 Ankle Knee Ankle Knee 
KNN 90.20 88.22 90.64 90.08 
DT 73.78 77.87 74.64 78.10 
J48 87.29 87.00 87.91 88.71 
 
As for the classifier, the KNN outperformed the other classifiers in the short 
window size (0.1s and 0.2s) in terms of accuracy. The J48 performed better than KNN 
in the wider window size (≥0.3s) as shown in Figure 3. However, it needed more 
iteration time than the other classifiers due to the large number of features (36 features) 
and the nature of J48 classifier in creating decision trees by dividing the data into 
smaller subsets and this dividing procedure only stops when all instances in a subset 
belong to the same class. Both KNN and J48 can be memory intensive for large data 
sets that will result in long processing time. 
  
 
Figure 3. Comparison between k-Nearest neighbour and J48 on 75% overlapping 
window 
 
In order to determine which feature contributes to the classification accuracy, the 
sensitivity analysis was calculated by eliminating some features and then comparing its 
accuracy to the baseline, which included all of the features.  The comparison showed 
that the deletion of magnitude data increased the accuracy. Magnitude data were 
acquired by calculating the resultant of x, y, and z-axes. The increase of accuracy after 
the deletion of magnitude data means the resultant values of x, y, and z-axes of the 
activities are close to each other, especially the jogging data. Therefore, the magnitude 
data were deleted for the next step of the sensitivity analysis.  
The comparison of features combinations on the sensitivity analysis showed that 
combination 3 (mean, standard deviation, maximum, minimum, and energy) yielded 
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higher accuracy than the data sets with all features. The individual feature accuracy 
calculation showed that mean, maximum, and minimum contributed almost equally. 
However, the accuracy of single feature was lower than the accuracy of 5 features 
altogether. Although standard deviation and energy resulted in low accuracy when used 
as single feature, the deletion of standard deviation and energy resulted in lower 
accuracy based on KNN classifier. This could have happened because in KNN, the 
higher number of features reduce the effect of noise on classification. Thus, KNN is not 
suitable to evaluate the performance of a single feature [32]. 
 
4.1. Shannon Entropy as Feature 
Entropy methods have been used in quantifying the complexity human physiological 
signal including human movement data. Human physiological signals are highly 
complex and non-linear. Thus, the traditional linear time-domain and frequency-domain 
methods cannot fully describe its interactions [24]. Previous works showed promising 
activity recognition results using entropy as one of the features [9,30].  
The results of sensitivity analyses showed that the optimum features in order to 
obtain the highest accuracy based on KNN was the combination 3 (mean, standard 
deviation, maximum, minimum, and energy). The comparison of the accuracy using 
single feature, as shown in Table 2, shows that Shannon entropy as a single feature 
performed better than the standard deviation. Combination 5 is the combination 3 after 
removing standard deviation. The comparison between combination 3 and combination 
5 showed that based on standard deviation increased the accuracy of KNN classifier but 
decreased the accuracy of J48. Whereas, the addition of Shannon entropy to 
combination 5 yielded to slightly lower accuracy of KNN and higher accuracy of J48 
compared to combination 3. Thus, it can be concluded that standard deviation is the 
better feature for KNN, while Shannon entropy works better with J48. 
 
Table 2. Comparison of Features Based on k-Nearest Neighbours and J48 
Features KNN J48 KNN J48 
Shannon Entropy 76.70 82.36 75.81 81.66 
Mean 85.31 87.90 82.67 86.94 
Standard Deviation (std) 63.61 70.28 68.35 73.17 
Maximum 85.55 87.18 83.82 86.33 
Minimum 86.03 87.30 83.82 85.78 
Energy 82.65 82.63 83.26 84.38 
Combination 3 (mean, max, min, energy, std) 90.80 89.22 89.66 88.27 
Combination 5 (mean, max, min, energy) 89.93 89.39 89.22 88.66 
Combination 3 + Shannon Entropy 90.40 88.99 89.25 88.11 
Combination 5 + Shannon Entropy 89.71 89.35 88.74 88.52 
 
Although entropy methods have been widely used and proven as better approach for 
human physiological analyses compared to the traditional methods, Shannon entropy is 
not the optimum feature in terms of accuracy to classify human movement. This might 
have happened because Shannon entropy examines the frequency throughout the signal 
without considering its path and varies with data length, which makes it not appropriate 
to measure the complexity on short data [33]. The more developed entropy method such 
Nurul Retno Nurwulan, Bernard C. Jiang 
391 
 
as multiscale entropy (MSE) might be more suitable as the feature in evaluating human 
movement, since it examines the probability of particular values occur within a signal 
with considering the paths [34]. 
 
5. CONCLUSION 
This paper has presented the comparative study of using different overlap percentages 
of sliding windows with various window sizes. The results of the evaluation showed 
that the higher overlap percentage of the window, the better the accuracy. In this study, 
the 75% overlapping window outperformed the other overlap percentages, since the 
lower overlap percentages led to more missing information between adjacent windows. 
However, the 75% overlapping window needed longer iteration time which is not 
suitable for large data sets. Intuitively, shorter window size yields in faster detection of 
the activities and this study proved that indeed shorter window size performed better 
than the wider window size. This could be happened since the characteristics of jogging 
are somewhere in the middle of walking and running. The wider window size 
incorrectly classified jogging into either walking or running. As for the classifier, KNN 
performed as the best classifier in short window size (0.1s and 0.2s), while J48 
performed better in wider window size (≥0.3s). The sensitivity analysis showed that 
using 5 features (mean, standard deviation, maximum, minimum, and energy) resulted 
in highest accuracy. Although as Shannon entropy performed better than standard 
deviation as single feature, the addition of Shannon entropy decreased the accuracy 
based on KNN. Shannon entropy works better than standard deviation if J48 were the 
classifier. Future studies might consider employing other entropy methods such as 
multiscale entropy in feature extraction, instead of Shannon entropy. 
ACKNOWLEDGMENT 
This study was financially supported by the Ministry of Science and Technology 
(MOST) of Taiwan (MOST 105-2221-E-011-104-MY3).  
CONFLICT OF INTERESTS 
The authors would like to confirm that there is no conflict of interests associated with 
this publication and there is no financial fund for this work that can affect the research 
outcomes. 
REFERENCES  
[1] Banos O, Galvez JM, Damas M, Pomares H, Rojas I. Window size impact in human 
activity recognition. Sensors. 2014; 14: 6474-6499. doi:10.3390/s140406474 
[2] Benocci M, Bachlin M, Farella E, Roggen D, Benini L, Troster G. Wearable 
assistant for load monitoring: Recognition of on-body load placement from gait 
alterations. In Proceedings of the Fourth Internation Conference on Pervasive 
Computing Technologies for Healthcare, Munich, Germany, 22-25 March 2010. pp. 
1-8. doi:10.4108/icst.pervasivehealth2010.8894  
[3] Dobkin BH, Xu X, Batalin M, Thomas S, Kaiser W. Reliability and validity of 
bilateral ankle accelerometer algorithms for activity recognition and walking speed 
after stroke. Stroke. 2011; 42: 2246-2250. doi:10.1161/STROKEAHA.110.611095 
[4] Aung M, Thies S, Kenney L, Howard D, Selles R, Findlow A, Goulermas J. 
Window Selection Impact in Human Activity Recognition 
392 
 
Automated detection of instantaneous gait events using time frequency analysis and 
manifold embedding. IEEE Trans. Neural Syst. Rehabil. Eng. 2013; 21: 908–916. 
doi:10.1109/TNSRE.2013.2239313 
[5] Figo D, Diniz PC, Ferreira DR, Cardoso JM. Preprocessing techniques for context 
recognition from acceleration data. Pers. Ubiquitous Comput. 2010; 14: 645-662. 
doi: 10.1007/s00779-010-0293-9  
[6] Khan AM, Lee YK, Lee SY, Kim TS. A triaxial accelerometer-based physical-
activity recognition via augmented-signal features and a hierarchical recognizer. 
IEEE Trans. Inf. Technol. Biomed. 2010; 14: 1166–1172. doi: 
10.1109/TITB.2010.2051955  
[7] Dernbach S, Das B, Khrisnan NC, Thomas BL, Cook DJ. Simple and complex 
activity recognition through smart phones. In Proceedings of the 8th International 
Conference on Intelligent Environments, Guanajuato, Mexico, 26-29 June 2012. pp. 
214-221. doi: 10.1109/IE.2012.39 
[8] Yoshizawa M, Takasaki W, Ohmura R. Parameter exploration for response time 
reduction in accelerometer-based activity recognition. In Proceedings of the 2013 
ACM Conference on Pervasive and Ubiquitous Computing, Zurich, Switzerland, 8-
12 September 2013. pp. 653-664. doi: 10.1145/2494091.2495986 
[9] Bao L, Intille SS. Activity recognition from user-annotated acceleration data. 
Proceedings of the Second International Conference on Pervasive Computing, 
Linz/Vienna, Austria, 21–23 April 2004; Volume 23, pp. 1–17. doi: 10.1007/978-3-
540-24646-6_1 
[10] Preece SJ, Goulermas JY, Kenney LP, Howard D. A comparison of feature 
extraction methods for the classification of dynamic activities from accelerometer 
data. IEEE Trans. Biomed. Eng. 2009; 56: 871–879. doi: 
10.1109/TBME.2008.2006190 
[11] Lee YS, Cho SB. Activity recognition using hierarchical hidden markov models on 
a smartphone with 3D accelerometer. Proceedings of the 6th International 
Conference on Hybrid Artificial Intelligent Systems, Wroclaw, Poland, 23–25 May 
2011. pp. 460–467. doi: 10.1007/978-3-642-21219-2_58 
[12] Wang JH, Ding JJ, Chen Y, Chen HH. Real time accelerometer-based gait 
recognition using adaptive windowed wavelet transforms. Proceedings of the IEEE 
Asia Pacific Conference on Circuits and Systems, Kaohsiung, Taiwan, 2–5 
December 2012. pp. 591–594. doi: 10.1109/APCCAS.2012.6419104 
[13] Nam Y, Park JW. Physical activity recognition using a single triaxial accelerometer 
and a barometric sensor for baby and child care in a home environment. J. Ambient 
Intell. Smart Environ. 2013; 5: 381–402. doi: 10.3233/AIS-130217 
[14] Bouten CV, Koekkoek KT, Verduin M, Kodde R, Janssen JD. A triaxial 
accelerometer and portable data processing unit for the assessment of daily physical 
activity. IEEE Trans. Biomed. Eng. 1997; 44(3): 136-147. doi: 10.1109/10.554760 
[15] Pirttikangas S, Fujinami K, Seppanen T. Feature selection and activity recognition 
from wearable sensors. In Proceedings of the Third International Symposium on 
Ubiquitous Computing Systems, Seoul, Korea, 11-13 October 2006; Volume 4239. 
pp. 516-527. doi: 10.1007/11890348_39 
[16] Stikic M, Huynh T, van Laerhovern K, Schiele B. ADL recognition based on the 
Nurul Retno Nurwulan, Bernard C. Jiang 
393 
 
combination of RFID and accelerometer sensing. In Proceedings of the Second 
International Conference on Pervasive Computing Technologies for Healthcare, 
Tampere, Finland, 30 January-1 February 2008. pp. 258-263. 
doi:10.4108/ICST.PERVASIVEHEALTH2008.2795 
[17] MATLAB R2015a. 2015. Natick, Massachusetts: The MathWorks Inc. 
[18] Weka 3.8.1. 2016. Hamilton, New Zealand: The University of Waikato. 
[19] Rogers MJB, Hrovat K, McPherson K, Moskowitz ME, Reckart T. Accelerometer 
data analysis and presentation techniques. National Aeronautics and Space 
Adminstration. NASA Technical Reports, 19970034695. 1997. pp. 1-48.  
[20] Naqvi MNZ, Kumar DA, Chauhan A, Sahni K. Step counting using smartphone-
based accelerometer. Int J Comput Sci Eng. 2012; 4: 675–81.  
[21] Chen C, Grennan K, Badner J, Zhang D, Gershon E, Jin L, et al. Removing batch 
effects in analysis of expression microarray data: An evaluation of six batch 
adjustment methods. PLoS ONE. 2011; 6(2): e17238. 
doi:10.1371/journal.pone.0017238  
[22] Dargie W. Analysis of time and frequency domain features of accelerometer 
measurements. Proceedings of the 2009 Proceedings of 18th International 
Conference on Computer Communications and Networks. August 03-06, 2009. pp. 
1-6. doi:10.1109/ICCCN.2009.5235366  
[23] Maekawa T, Yanagisawa Y, Kishino Y, Ishiguro K, Kamei K, Sakurai Y, 
Okadome T. Object-based activity recognition with heterogeneous sensors on wrist. 
Pervasive. 2010. pp. 246-264. doi: 10.1007/978-3-642-12654-3_15 
[24] Nurwulan NR, Jiang BC. Possibility of using entropy method to evaluate the 
distracting effect of mobile phones on pedestrians. Entropy. 2016; 18(11): 390. 
doi:10.3390/e18110390 
[25] Shannon CE. A mathematical theory of communication. ACM SIGMOBILE Mob. 
Comput. Commun. Rev. 2001; 5: 3–55. 
[26] Cortes C, Vapnik V. Support-vector networks. Machine Learning. 1995; 20(3): 
273–297. 
[27] Lara OD, Labrador MA. A survey on human activity recognition using wearable 
sensors. IEEE Communications Surveys and Tutorials. 2013; 15(3): 1192-1209. 
doi:10.1109/SURV.2012.110112.00192 
[28] Lombriser C, Bharatula NB, Roggen D, Trosser G. On-body activity recognition in 
a dynamic sensor network. In Proceedings of 2nd International Body Area Networks 
Conference, Florence, Italy. 2007. pp.17-22. doi: 10.3929/ethz-a-005704040 
[29] Kohavi R. The power of decision tables. Machine Learning: ECML-95. Springer. 
1995. pp. 174-189. doi:10.1007/3-540-59286-5_57 
[30] Ravi N, Dandekar N, Mysore P, Littman M.L. Activity recognition from 
accelerometer data. AAAI 2005. 5. 1541-1546. doi:10.1016/j.procs.2014.07.009 
[31] Gjoreski M, Gjoreksi H, Lustrek M, Gams M. How accurately can your wrist 
device recognize daily activities and detect falls? Sensors. 2016; 16(6): 800. 
doi:10.3390/s16060800 
[32] Nurwulan NR, Jiang BC, Novak V. Estimation of balance-ability on healthy 
Window Selection Impact in Human Activity Recognition 
394 
 
subjects using postural stability index. In Proceedings of 25th ISSAT International 
Conference on Reliability and Quality in Design, Las Vegas, Nevada, USA. 2019. 
[33] Gao J, Hu J, Buckley T, White K, Hass C. Shannon and Renyi entropies to classify 
effects of mild traumatic brain injury on postural sway. PLOS ONE. 2011. 6. 
e24446. doi: 10.1371/journal.pone.0024446 
[34] Nurwulan NR, Jiang BC, Novak V. Development of postural stability index to 
distinguish different stability states. Entropy. 2019; 21(3): 314. doi: 
10.3390/e21030314  
 
