Synthetic aperture radar (SAR) equipment is a radar imaging system that can be used to create high-resolution images of a scene by utilizing the movement of a flying platform. Knowledge of the platform's trajectory is essential to get good and focused images. An emerging application field is real-time SAR imaging using small and cheap platforms where estimation errors in navigation systems imply unfocused images. This contribution investigates a joint estimation of the trajectory and SAR image. Starting with a nominal trajectory, we successively improve the image by optimizing a focus measure and updating the trajectory accordingly. The method is illustrated using simulations using typical navigation performance of an unmanned aerial vehicle. One real data set is used to show feasibility, where the result indicates that, in particular, the azimuth position error is decreased as the image focus is iteratively improved.
I. INTRODUCTION
A general method for creating high-resolution radar images from low-resolution radar data, or real aperture images, is to use relative motion between radar antenna and the imaged scene and integrate all the partial real aperture images taken along the flown trajectory [1] . Traditionally, this operation is performed in the frequency domain using FFT-like methods [2] [3] [4] [5] [6] [7] [8] [9] [10] due to their computational efficiency. The common denominator of these methods is that they assume that the aircraft's (or antenna's) flown path is linear-that is, without cross-track velocity and acceleration and with constant along-track velocity-and this is generally not the case in practice. If the trajectory is not linear, the integration will result in an unfocused image. It is possible to partly correct for the deviation from the nonlinear trajectory, but then the methods become computationally inefficient. Another approach is to perform integration in time domain by means of solving the back-projection integral [11] .
Even in this process, it is assumed that the radar antenna's flown path is linear with constant altitude and heading, but the method can be extended to nonlinear tracks as well. However, exact inversion is not guaranteed. More details about this method will be provided in Section II. The main disadvantage of this method is the large amount of operations required to create an image, where the complexity is proportional to O(NKM) for K × M pixels image using an aperture with N positions. Here, O(·) denotes "in the order of." However, by means of coordinate transformation, an approximation to exact back-projection can be performed, which is called fast factorized back-projection (see [12] ). The complexity of this algorithm is proportional to KM log N operations, which for large N implies an important saving. With this faster algorithm, it should be possible to create images in real time, possibly in dedicated hardware. Since back-projection algorithms are dependent on exact knowledge of the antenna's position in order to get focused images, the image focus can be measured and used for estimation of the trajectory. An example of this is depicted in Fig. 1 , where 10 point targets are imaged. In Fig. 1a , a linear path is simulated, resulting in a perfectly focused image. In the other three images, the variation in cross-track position was added as A sin(2πnk/N), where A = {0.5, 1, 1.5} [m] , n = 1.5, k = 1:N, and the images are created with an assumption that the path was linear. The range to the scene is 2182 m. This gives unfocused images as depicted. Traditional methods for autofocusing are mostly open-loop type of methods where either synthetic aperture radar (SAR) images or raw radar data are used [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] . The significant common denominator for all these methods is that the image is created with assumptions on linear flight trajectory, and focusing is done afterward in an open-loop way discarding eventual flight path information. This is a consequence of the offline image-generating process where the trajectory is no longer interesting. In the setup where SAR images are generated online, an idea is to use information from the image focus and navigation system, like measured accelerations, together and in a sensor fusion framework to try to obtain the best solution to both image focusing and navigation simultaneously. This approach can be particularly useful in the unmanned aerial vehicle (UAV) application where the navigation system has lower quality. This implies that the estimated trajectory has a larger error, giving unfocused SAR images. In the view of this approach for focusing of SAR images and estimating the trajectory, the problem is related to inverse SAR (ISAR), where the radar is stationary and the task is to image a moving target [30] [31] [32] . Even in this case, the target's motion is arbitrary, and, in addition, usually no other measurements of the motion are available, but the focusing problem is in principle the same [33] [34] [35] . Also, another closely related and well-known problem is simultaneous localization and mapping (SLAM) [36, 37] , where a map of the unknown environment is estimated jointly with the platform's position. The SLAM problem has been well studied during recent years, and many different solution methods have been proposed. One method that has been quite successful is to solve the SLAM problem in a sensor fusion framework. In the SAR application, the map of the environment from SLAM is the unknown scene that is imaged and can be seen as the two-dimensional map of point reflectors. The problem of positioning the platform is the same in SLAM. However, the main difference is that we consider a nonparametric SAR image rather than a parametric map of point and SAR data are used together in a decentralized sensor fusion framework. Bottom: alternative SAR architecture where navigation and SAR data are used together in centralized sensor fusion framework.
reflectors; that would be too restrictive an assumption in SAR imaging. That is, though there are many conceptual similarities of joint navigation and mapping, the state-of-the-art algorithms cannot be applied here. This contribution applies a sensor fusion framework, where the SAR image together with a focus measure is interpreted as a "sensor" that contains information about the position of the platform. The image-creating and autofocusing methods described above can be illustrated as in Fig. 2 . The method based on sensor fusion can be implemented in a centralized or decentralized manner. In this work, we focus on the decentralized manner.
The outline is as follows. Section II summarizes notation and makes a high-level mathematical formulation of the approach. Section III introduces the navigation framework and system and measurement models used. Section IV describes the image focus measures that will be used in the autofocus procedure. In Section V, an optimization framework and methods are introduced, and their usage is explained. Numerical examples for the simulated images are covered in Section VI and for the real SAR data in Section VII. Finally, conclusions and future work are discussed in Section VIII.
II. NOTATION AND PROBLEM FORMULATION
The main notation used in the paper is defined in Table I . Let the complex range compressed raw radar data be denoted z t (R t ), also called real aperture radar (RAR) image, where t is the time index and z t (R t ) denotes the returned radio energy at time t corresponding to distance R t to the scene from the radar. The range R t is calculated 
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c 0 τ , where c 0 is the speed of light and τ is the radar pulse total propagation time to the scene. Note that t and τ are different times, usually called slow time and fast time, respectively. Further, let x t denote the state vector of the platform, which includes position and velocity (radar pose). The back-projection method of producing the images (see Fig. 3 ) can be expressed as integration per image pixel. For each pixel (i, j) in a complex valued image I, the total energy from each radar pulse is integrated by summing all the values from the raw data given the range from the platform to the point in the scene corresponding to the pixel (i, j). This can be expressed as where p t is the three-dimensional position of the radar and s ij is the coordinate of the scene point that is mapped to the pixel (i, j) in the image. Now, for a SAR system on the UAV platform, the pose cannot be assumed to be known. Instead, we have access to an estimated positionp t , and the estimated SAR image becomeŝ
This estimated SAR image will be out of focus since all the contributions from raw data will now be scattered due to the error in position estimate (see Fig. 1 for an example of this).
The key idea in this contribution is to perform a parametric focusing. To enable this, we will make use of a focus measure F(Î ), with the property that
x 0 1:N = arg min
where I 0 denotes the true SAR image and x 0 1:N the true state sequence.
We will, however, not optimize the focus w.r.t. the pose blindly. We will optimize focus jointly with the filtering problem in that the states obey the state dynamics and observations as well as possible.
As already noted, building up the image of size KM pixels with an aperture of N time points requires a huge computational effort (O(NKM)). It may seem that an outer loop that performs focusing will increase the computational burden at least an order of magnitude more.
However, we will show that the gradient of the focus measure can be computed efficiently.
First, let θ denote the parameters used to describe the state trajectory. It may be the whole position trajectory, θ = p 1:N , or the initial states only, θ = x 0 , as two special cases. Then, define I t,ij = z t (R 
The approximation that allows the dependence of ij on the range to be removed is based on a small-scene assumption: the range R t to the middle of the scene does not vary much over the whole scene indexed by ij. There are several advantages of using this approximation:
• The first and third partial derivatives can be derived analytically.
• The second one can be computed almost for free from any SAR algorithm and requires only KM extra memory cells and one or two more SAR image computations, depending on how the numerical gradient ∂I/∂R is approximated.
More concrete formulations of (4) come later when the focus measures are introduced.
In order to evaluate the performance of the estimation methods, some performance measures are needed. A popular measure for the parameter estimate is root mean square error (RMSE), defined as
whereθ 1 , . . . ,θ N are the unbiased estimates of the true scalar parameter θ 0 . To assess the quality of the obtained SAR images, the power of the error image can be used. This can be defined as
whereÎ is the K × M complex SAR image obtained with the estimation procedure and I 0 is the perfect focused SAR image, that is, created with the true trajectory.
III. NAVIGATION FRAMEWORK
An inertial navigation system (INS) in an aircraft integrates accelerometer and gyroscope data and corrects the state with aiding sensors, such as barometer and GPS, using a general dynamics and measurement equations
where x t are states of the system, w t denotes the process noise with variance Q t , e t is measurement noise with variance V t , and y t are the measurements. Usually, an extended Kalman filter is applied to estimate the states (see, e.g., [38] ). In this work, a simplified yet useful model of the dynamics will be assumed and will give simpler expressions in the algorithms.
A. Aircraft Model
In this setup, the following 2-DOF linear INS time discrete dynamics is used [38] , and it is assumed that all states are measured by GPS and inertial measurements up to the time synthetic aperture is started:
where T s is the sampling time in seconds; X is the position in azimuth direction and Y is the position in range direction in meters; v X and v Y are the velocities in the X-and Y-directions in meters per second, respectively; and a X and a Y are the accelerations in X-and Y-directions in meters per second squared, respectively. This model is used for the whole trajectory. Since this model is linear and time invariant, the stationary Kalman filter can be used to estimate x t givingx t and its corresponding covariance P t .
B. Navigation Performance
Due to the fact that the system is time invariant and linear, the covariance of the estimate will converge to the stationary covarianceP . This covariance can be calculated as
where F and G are defined above and H is as mentioned before being chosen as H = I 6 since we assume that all states are measured by the navigation system. For a typical navigation system used in a UAV, the accuracy for the position, velocity, and acceleration measured by the GPS and INS can be summarized according to Table II 
IV. FOCUS MEASURES
We here review and compare two common focus measures.
A. Two Entropy Measures
One common focus measure in SAR or image-processing literature is image entropy, calculated as
where q k is an approximated gray level distribution of the K × M gray-scale image |I|, where I is the complex-valued SAR image. It can be obtained from the image histogram calculated as
The more focused the image, the lower the entropy (see, e.g., [21] ). Histograms for the images in Fig. 1 are given in Fig. 4 . Note the log scale on the y-axis. An alternative definition of entropy-and one more commonly used in the SAR context-is [21, 34, 39 ]
B. Focus Measure Performance Entropy 1 and entropy 2 focus measures are tested and compared on SAR images according to Fig. 5 , and the results are depicted in Fig. 6 , where standard deviations 1 − σ , 2 − σ , and 3 − σ are also drawn. These images are chosen since they represent both structured and unstructured scenes, and they are also small enough to satisfy the small-scene assumption needed for the gradient calculation in (4). On top of that, a small image is faster to calculate, giving the faster optimization calculation in turn. As an additional motivation for using these small artificial scenes, another, larger and more realistic scene is examined (see Fig. 7a ). The scene is created by using a real SAR image over part of Washington, DC, and creating raw data from it. After that, the same simulation is performed as for the small scenes, and entropy 1 and entropy 2 measures are given in Figs. 7b and 7c. Since the principal form of the entropy measures is essentially the same, a more thorough examination will be done on the two small scenes for the above-mentioned reasons. In all these simulations, the state noise in model (8) is set to zero; that is, the trajectory is completely deterministic. This is done in order to illustrate the focus measure functions F i in a two-dimensional plot since the trajectory-and consequently the focus measure-is then dependent only on the initial values. In all these figures, it can be seen that entropy 2 has a convex and fairly nice behavior around the true value of the initial state. However, it looks very flat along the velocity direction, indicating that it is very difficult to estimate that particular state. The entropy 1 measure has, on the other hand, a sharp minimum for the correct value of the initial state but many local minima. This means that the two entropy measures complement each other perfectly and can be used in combination to obtain the global minimum of the focus measure.
V. SEARCH METHODS
As demonstrated in Section IV-B, the entropy 2 measure can be used as a coarse first step in the optimization to come close to the global minimum, and then entropy 1 can be used to obtain the global minimum. Note that a special structure of the problem (8) allows for unconstrained solution of the problem. This is due to the fact that the constraints representing the trajectory can be taken into account while calculating the gradient of the cost function, as will be demonstrated in Section V-C.
A. Joint Optimization of Trajectory and Focus
Since the focus of the image depends on the unknown trajectory, one solution is to solve the following minimization problem:
where γ F and γ s are the weights (and γ F + γ s = 1) and measurement equation h(x) and system dynamics f(x, w) are defined as in Section III. In (13b),
, is a function of the SAR image I created from the radar measurements and is of the type "how focused is the image?" according to Section IV.
B. Gradient Search
Gradient search methods will be exemplified here with a couple of examples with different trajectories and errors in them. Only two states and their initial values are considered (v X 0 and a Y 0 ) for illustrative purposes. In general, the minimization should be applied for these states for all or at least some of the time instants along the trajectory. Such an example will be studied later.
A gradient search can, for the general problem (13a), be formulated as
where μ k is step size with μ 0 = 1 and H(θ) is some (positive definite) matrix. The step size is used to ensure that each iteration actually gives a decreasing value of the function. The initial estimate, θ 0 , can be taken as the usual estimate from the navigation system. In the simplest case, H can be chosen as the identity matrix, and the procedure becomes a pure gradient search. The disadvantage of such procedure is the slow convergence, especially if the function to be minimized is ridge-like, as in the entropy 1
In many cases, the Hessian is either not available or very difficult to obtain, as in the case considered here, and some approximate methods must be applied. One option is a quasi-Newton method-and BFGS in particular-where the Hessian is approximated by utilizing gradients of the function during the search (see [40] ). The general gradient search procedure is summarized in Algorithm 1.
In all these procedures, it is essential to obtain the gradient of the loss function. Because of the special structure of the focus measure function and the SAR processing algorithm, the complete analytical gradient is hard to obtain. For example, for the entropy 1 measure, it is hard to differentiate a histogram of the image. In this case, numerical methods must be used. However, for the entropy 2 measure, it is possible to obtain analytical expressions for most parts of the gradient. Numerical gradient calculation requires that one new SAR image be created for each parameter and step in the inner loop in Algorithm 1 in each iteration. The analytical gradient requires only one new image in the inner loop execution per iteration. The SAR image creation process is in this case a main bottleneck when it comes to computation time since gradient calculation is very fast compared to it. How gradient for entropy 2 is calculated will be described in the next subsection.
C. Calculating the Gradient
The calculations to obtain an analytical gradient of the entropy 2 function will be presented. The key to doing this is the chain rule for gradient calculation (see also Section II and (4):
In order to apply the chain rule, first the decomposition chain of the entropy 2 focus measure will be considered, and then all partial derivatives will be presented.
Algorithm 1 Gradient search procedure
Input: Initial value of the optimization parameters θ 0 , raw radar data, tolerance thresholds ε 1 , ε 2 , ε 3 Output: Solutionθ , focused SAR image k: = 0 repeat Calculate gradient of the cost function, ∇g(θ k ) Calculate (approximate) Hessian, H(θ k ) The first factor to be differentiated is the entropy 2 focus measure,
where the last equality is simply reformulation of the double sum by vectorizing the image. In the second factor, each q i is obtained by
meaning that q i is a function of the absolute value of the complex-valued SAR image.
For the third factor, we need to obtain the derivative ∂|I| / ∂R. In the creation of the image, a back-projection sum is evaluated, and all partial images are summed up. Each partial image is a function of one column in the RAR image and the range from the platform to each pixel in the SAR image (see Section II). Unfortunately, it is not easy (if not impossible) to obtain analytical expression for the derivative ∂|I|/∂R. However, this value can simply be obtained during image creation by means of numerical derivation. The cost for that procedure is memory demand and execution time, both of which are doubled. But this increase in cost is independent of the state and thus constant no matter how many parameters optimization is performed over. Straightforward numerical gradients would give a cost that is increasing linearly with the number of parameters.
The last factor that needs to be calculated is the gradient of the range as a function of the states, R(x t ). To calculate an analytical expression of this function, some SAR geometry preliminaries are needed. In order to express range as a function of the states, the geometry setup as in Fig. 8 can be considered. From the figure, it can be seen that the range R t can, with help from the Pythagorean theorem, be expressed as
that is, as a function of the trajectory. Note that Z t , the altitude of the platform, is assumed to be known here. This can be achieved by measuring it with, for example, barometric sensors, which is always done in aircraft applications. Here the exact expression for the range along the trajectory is used, unlike in most of the SAR literature, where approximate and linearized expressions are used (see, e.g., [23] ). This is due to the fact that in low-frequency SAR application, as the one considered here, the ratio between range and trajectory length is not negligible due to the lobe width. If approximate expressions are used, too large errors would be introduced in the beginning and the end of the trajectory. Next, the dynamical model (8) can be used to express the position states used in the range expression above as a function of any other state by using
Note that the state noise term, w t , is neglected in the following since it is equivalent to optimize over noise and over acceleration states, a t , so the latter one is used here to simplify the expressions and reduce the amount of variables in the problem. From (19) , any position can be expressed explicitly as
If these expressions are used in (18a), we can easily obtain partial derivatives of the range with respect to the velocities and accelerations in arbitrary time points. Now we have everything needed to calculate the gradient of the focus measure with respect to the trajectory states. The partial derivatives are, in turn (for t > k),
∂R t ∂v
and ∂|I|/∂R is numerically calculated during image formation. Now, at least for the entropy 2 focus measure, we can calculate the gradient (semi-)analytically and use it in the minimization procedure. The second term in (13b) is easy to differentiate since it is a quadratic form and h(x) is a linear function in this case. 
VI. NUMERICAL EXAMPLES FOR SIMULATED IMAGES
In order to demonstrate the behavior of the gradient search for this setup, the SAR image from Fig. 5a is used in two different experiments. In these simulations, SAR parameters according to Table III are used.
A. Two-Dimensional Optimization
To be able to illustrate the convergence of the solution, only two optimization variables are considered here, T . The trajectories generated with these initial values are illustrated in Fig. 9 . In Fig. 10a , the gradient search-based entropy 2 measure is illustrated, and we can see that the solutions converge to the flat ridge-like area close to the correct acceleration but not necessarily to the correct velocity. In Fig. 10b , the gradient search where the entropy 1 measure is used is depicted. In this case, the algorithm is initiated with the solution from the entropy 2 search. It can be seen that this minimization strategy works pretty well, although one solution is stuck in a local minimum. In that case, the velocity error is the largest one of all errors. Note also that only the focus measure is used to find estimates of the states; that is, γ s is set to zero, while γ F is set to one in (13b).
It is interesting to see how the image created with the solution that is stuck in the local minimum of the entropy 1 measure looks compared to the unfocused image that is initialized with it. As illustrated in Fig. 11 , it can be seen that the image created with values from the minimization procedure is very close to the focused image and much better than the unfocused images that are initialized with it. The probable explanation for this comes from the fact that small azimuth direction velocity errors do not influence the final image much due to the quantization effects. However, the estimate of the navigation states is not correct.
B. High-Dimensional Optimization
In the second example, a more realistic setup is done. The optimization problem to be solved iŝ
where a mY is the measured acceleration in the Y-direction with additive white Gaussian noise with V t = 0.0022 m 2 /s 4 . E 1,2 (x 0:N ) is either entropy 2 or entropy 1, exactly as in the previous example. Here it is assumed that a change in Y-direction acceleration will behave in a step-like manner only a few times during the SAR image generation and that the amplitude of the step is arbitrary. It is also assumed that the acceleration in the X-direction will vary slowly due to the platform-inherited inertia in this direction, so it can be assumed to be zero. The meaning of P 0 in (22d) is that there is no prior information about the initial values of the trajectory. Another spline-like interpretation of the setup in (22) is to find a best trajectory by fitting the second-order polynomials between four points evenly spaced along the trajectory. Tables IV  and V for both the structured and the unstructured scene. Here the actual acceleration is presented instead of the process noise value since it is more physically interesting. It can be noticed that the improvement of the RMSE after further minimization with entropy 1 is not very large, being in the magnitude of 10 −5 . This suggests that the extra step of minimization with entropy 1 can be skipped if a faster procedure is sought.
In Fig. 12 , a noisy position (one of the 30 noise realizations) is used for the image generation. We see that both images are unfocused and that the image of the unstructured scene is fairly poor, all the dominant targets being blurred. In Fig. 13 , the images after minimization with entropy 2 and entropy 1 are depicted (for the same noise realization as above). Here it can be seen that any improvement in the image with extra minimization with entropy 1 is impossible to see with the naked eye; that is, the improvement of the navigation states does not visibly improve the images. This could be expected from the results from the Monte Carlo simulations. The resulting estimates of the parameters and error image power after entropy 1 minimization for the two scenes and this particular realization of the noise are presented in Table VI. For these simulation examples, the average number of iterations was about 10 for the entropy 2 case and seven for the entropy 1 case. Additional step-size calculations were about two per iteration, giving 20 and 14 gradient 
VII. EXAMPLE WITH REAL SAR IMAGE
Here we illustrate the estimation results using data from the CARABAS II system [41] collected in western Sweden. The trajectory and the SAR image obtained by the proposed estimation method are compared to the image created with the GPS-based trajectory, which is assumed to be the ground truth. The SAR image used for the estimation is illustrated in Fig. 14a , where the GPS-based trajectory is used to generate the image. SAR parameters used for the real data are given in Table VII. For the real data case, the optimization problem to be solved is formulated according tô 
where the variables are defined as
and a mX t and a mY t are the accelerations of the platform in the X-and Y-directions measured by the navigation system. Note that in this case, only the entropy 2 focus measure is used due to the computational load required to calculate the numerical gradient for the entropy 1 measure. However, according to the results in Section VI, the improvement of the estimates by using additional optimization with entropy 1 is small and is therefore omitted here. Also, the weights and the covariance of the acceleration measurements are seen as tuning parameters.
Results from the optimization procedure, which takes five steps to converge, is illustrated in Fig. 14b , where the estimated trajectory is used to generate the image, and Fig. 15a , where error between GPS and the estimated trajectory is shown. That error can be compared to the error in the trajectory with the initial values of the parameters, θ 0 , shown in Fig. 15b . It can be seen from these two plots that improvement in the Y-direction is much less than improvement in the X-direction. The total loss function (23a) and entropy 2 measure as a function of iteration number defined through Algorithm 1 are depicted in Figs. 16a and 16b , respectively. The image resulting from the estimated trajectory is hard to distinguish from the GPS-based trajectory image, except that it is shifted in the range direction. This ambiguity is, unfortunately, unobservable in the autofocusing process; that is, the method is invariant to the translation of the image. Computational time in the real data case is five iterations and about 10 gradient calculations in total (including the inner loop in Algorithm 1). Time for processing the SAR image was 5 minutes, giving a total time of about 50 minutes.
VIII. CONCLUSIONS AND FUTURE WORK
An iterative optimization method is presented based on a decentralized sensor fusion framework that is intended to provide better-focused SAR images on future cheap and small SAR platforms. The approach is based on jointly optimizing a focus measure and the error in the navigation states. As was concluded from simulation examples of the simple scene and real SAR data, the method works fairly well, although not all the states are observable, and some errors in these are still present. Nevertheless, even if the whole navigation state vector cannot be corrected, the resulting SAR image is much more focused after optimization than the original one. An important theoretical contribution to reaching the requirements on computation complexity is an analytical expression for the gradient of a focus measure. The result enables an implementation of gradient search algorithms that adds only marginal complexity to the SAR image-creating process.
In the derivation of the focus measure gradient needed for the optimization process, a small-scene approximation is used. Since SAR images can be quite large, an extension of using several small images from one large image, each with a different range, can be applied. This might give more observability of the parameters in the loss function based on entropy. 
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