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Abstract 
 
In-service data for a large database system at the Rolls-Royce 
marine business site was analysed to investigate whether easy to 
obtain metrics from an information system can be used to predict 
likely future maintenance requirements. Graphical methods were 
compared and contrasted with more rigorous statistical techniques. 
It was found that the graphical methods could give a useful insight 
of possible trends and also helped identify and track the influence 
of external shocks to the system. The application of regression 
analysis was less successful with no statistically significant 
relationships detected. It is concluded that the flexibility and 
adaptability of the graphical methods are likely to be more useful 
to project managers. 
 
1. Introduction and Objectives 
 
The groundwork for this paper was done as a Master’s thesis based on work done 
at Rolls-Royce. The objectives for the work described were twofold. Firstly, 
simple, easy to obtain metrics of an information system in operation were 
examined using available data. Secondly, the resulting analysis was then assessed 
to see if these can provide useful insights in software maintenance for a project 
manager. 
 
Emphasis was placed on the use of in-service data that was easily and quickly 
available, linked to the use of simple metrics.  This would enable analysis within 
the short time frame that was available. Rolls-Royce made available all the system 
defect reports concerning a large database system, along with the patches that were 
used, the dates when these patches were applied and the time booked to analyse 
and correct each defect. 
 
Simple graphical representations and more mathematically rigorous statistical 
analysis were used to see if trends could be identified to enable future software 
maintenance requirements to be estimated.  
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2. The Database System Investigated 
 
The application examined was the company Parts Information and Management 
System (PIMS).  It is a modular database that contains drawing details for all the 
parts that make up a nuclear steam raising plant.  Consequently the database is very 
large.  It is centred around the INGRES relational database management system. 
 
The system has six main modules: 
1. Drawings – tracks the issue and reissue of drawings and sheets; 
2. Part Design – records the design of components, usually defined by 
drawings; 
3. Configurations – records the design and build of systems from individual 
components; 
4. Manufactured parts – records the purchase, manufacture, quality 
assurance, movement and maintenance of equipment; 
5. Concessions – records concessions raised against components, equipment 
and systems; 
6. Retrievals – searches the database using given criteria and presents the 
resulting data to either screen or report. 
 
The brief for the project was to examine the frequency of system defects and 
patches, in order to see if there was any predictable pattern.  To maximise the 
opportunity to detect a pattern, whilst not investigating the entire database, and 
given the database’s modular structure, only the most heavily used module, 
Drawings, would be investigated, on a file-by-file basis.  The high usage factor 
meant that any defect had a greater chance of being discovered within this module.  
 
3. Graphical Representation 
 
Graphical analysis was also employed as it is a very simple means of giving the 
user an intuitive view of the system data.  The graphical analysis was conducted on 
the Drawings module as a whole.   
 
The application analysis involved portraying which files occupied most of the 
development time, and also to show which files occupied the greatest amount of 
developer time per update.  These results can be seen in figures 1 and 2: 
Figure 1 
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As figure 1 demonstrates, the majority of developer time was spent on a minority 
of files.  There were 170 files included in the analysis and more than three quarters 
of developer time is spent on only four of them.   
 
Enquiries made showed that these files do have a high degree of usage, and are 
amongst some of the most heavily used in the application.  However, there are 
other files that are used equally as much, but do not occupy the same developer 
time.  For example, drg001 is the drawing entry screen, and is the most heavily 
used file in the module.  Yet patches for this file occupy only 4% of total developer 
time. 
 
Figure 2 shows the developer time per update for each file.  This leads to an 
interesting result – there are three files that take a large amount of time per update.  
The files that appeared in figure 1 are still represented and often they have many  
Figure 2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
patches, but these patches seem to be easier to create and apply than for four of the 
files in the drg series. 
Figure 3 
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Figure 3 shows the update frequency for all files the Drawings module.  There are 
several noticeable peaks.  The initial peak occurred when the application went live 
in 1993.  There then followed several peaks as other modules went live or were 
changed.  1994 and 1995 both have large peaks.  1996 and 1997 saw a fairly 
constant number of updates until the end of 1997 and the beginning of 1998.  A 
separate peak also occurred near the end of 1998. 
 
The 1995 peaks occur after the introduction, by Rolls-Royce, of a unique identifier 
number for drawings.  These identifiers were assigned by PIMS.  This forced all 
drawings to be registered with PIMS.  This corresponded with a large increase in 
the number of users, and so more bugs were discovered.  It can be seen that the 
perturbations caused by this decision had an effect throughout 1994 and can be 
traced to halfway through 1995. 
 
A final peak is noticeable at the end of 1998.  This can be explained by the Y2K 
corrections that had been implemented almost immediately preceding the peak. 
Figure 4 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4 shows the cumulative frequency of the system defects reported.  This 
smoothes out the peaks noted in figure 3, and reveals the overall trend.  This is 
upwards, which was not unexpected.  It is interesting to note that the trend could be 
described by a straight line. 
 
A conclusion that can be drawn from figures 3 and 4 is that a simple graph can 
show the maturity of an application quite easily, and can also give a fairly accurate 
picture of the stability of the application.  The peaks in the latter part of the 
module’s life are explainable through externally imposed requirements/decisions, 
not through a shortcoming of the code itself.  These results can be used to forecast 
likely developer workload in the future for a baseline, as the number of reported 
bugs stayed fairly constant for the better part of a year. 
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4. Metrics for Statistical Analysis 
 
The project required several metrics.  Regression analysis was to be used to 
investigate if there was a relationship between the time taken to patch a file and its 
complexity.  In order to investigate this possible relationship it is necessary to 
identify a mathematically tractable measure for complexity. 
 
There are several metrics commonly used to assess the complexity of a program.  
One of the initial metrics examined for feasibility was McCabe’s complexity 
measure1.  It is a graph-based complexity measure intended to govern program 
complexity.  McCabe illustrated its use on several Fortran programs.  He also 
showed that complexity, as measured by its cyclomatic number, v(G), is 
independent of actual program size.   
 
The second complex complexity metric examined was Halstead’s effort metric 
(E)2.  A computational formula is given by Curtis et al3: 
 
( ) ( )
2
2122121
2
log
η
ηηη ++
=
NNNE  Equation 1  
where  
 1η   = number of unique operators 
2η  = number of unique operands 
N1 = frequency of operators 
N2 = frequency of operands 
 
Both McCabe’s cyclomatic complexity and Halstead’s effort metric have been 
criticised on many grounds.  Both metrics have been criticised on the underlying 
psychological model4.  The empirical support Halstead’s metric has received has 
been attacked in Hamer and Frewin5.  Difficulties with Halstead’s counting rules 
have been documented by Lassez et al6. Shepperd7 notes a severe difficulty in 
assessing McCabe’s metric due to the lack of an implicit model.  He also draws a 
distinction between intra- and inter-modular complexity.  He recognises that the 
metric has not been applied in a standard way, often intra-modularly in one study, 
and inter-modularly in another.  He states that the derivation of v(G) makes inter-
modular comparisons rather suspect.  However, the work of Basili and Perricone8 
cast doubt on the use of this metric as an intra-modular comparator.  
v(G) had several disadvantages from the point of view of the project.  Firstly, it 
required a detailed knowledge of the program code itself.  Secondly it also required 
detailed knowledge of the language the code was written in, so as to create the 
program control graph.  Given that the code was not in a language with which the 
author was familiar (INGRES 4GL) and given the objections raised by Shepperd 
and Basili et al, McCabe’s metric was not used.  Similar reasons resulted in 
discarding Halstead’s effort metric as well.  
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A final metric examined was developed by Oviedo in his study of program 
complexity in the context of high level languages9. As for McCabe’s v(G),  this 
required logical decomposition of the program to separate nodes.  Production of a 
program control graph then allows examination of the properties of the abstraction.  
The program complexity model as developed by Oviedo, shows that program 
complexity, C, is: 
C = CF +DF  Equation 2 
where CF is the control flow complexity, and DF is the data flow complexity.   
 
However, this model, whilst appearing simple from the surface (equation 2) 
actually is exceedingly complex when analysis is attempted.  The lack of 
experience with the INGRES 4GL, and the stated aim of producing a simple 
metric, combined to cause the discard of this metric as well. 
 
The complexity of the complexity metrics meant that it would be difficult to create 
simple results from the analysis, and that the analysis itself would be time 
consuming and opaque to users.  To assist in creating a more transparent metric, 
one that is comprehensible to most, lines of code and size in bytes of the source 
code were used.  The measure of lines of code used was the lines in each source 
file, including headers and comments.  To justify this approach, an intuitive 
rationale was employed, such that the more complex the program, the larger the 
code.  This seems contrary to the findings in McCabe.  However, McCabe was 
examining whole programs.  This project was concerned with individual files, none 
of which was capable of being executed individually.  Secondly, the actual volume 
of code for each file was small in comparison to a monolithic program containing 
the same functionality.  In that the aim was to produce simple metrics using 
available data, it was deemed that lines and size of code were sufficient. 
 
5. Regression Analysis 
 
Regression analysis was used as it is a simple method of determining whether a 
linear relationship exists between a dependent variable and n independent or 
explanatory variables.  For notational purposes, Y represents the dependent 
variable, and X the independent variable.  If there is more than one independent 
variable, then the various independent variables will be shown by an associated 
subscript, for example, X1, X2, . . ., Xn.  One drawback of regression analysis is that 
a relationship does not imply causality. 
 
5.1. Methodology 
 
Linear regression analysis attempts to fit a line through the series of data points.  
The line is described by an equation.  The general regression equation gives the 
line precisely as:  
iii XY εββ ++= 10   Equation 3 
 7 
where β represents the coefficients, and ε, the error term.  Equation 3 describes 
where any point i is likely to be in XY space.   
 
The model, as presented in equation 3, can be divided into the deterministic, or 
nonstochastic, part and the stochastic part, which is represented by the error term. 
The stochastic nature of the error term entails that all variation is due to random 
effects – it cannot be predicted.  Conversely, non-stochastic variables can be 
predicted, hence their alternative nomenclature – deterministic variables.   
 
5.2. The Sample Regression Function 
 
Equation 1 assumes that the model can be applied using data from the entire 
population – it is the population regression function.  Unfortunately, it is rare to 
work with the entire population, therefore the population must be sampled, and 
then an estimate of the population regression function is made, using the data 
gathered from the sample.  This results in the ‘fitted line.’   
iii eXY ++= 10 ˆˆ ββ   Equation 4 
5.3. ‘Good’ Estimators 
 
The Gauss-Markov theorem states that if certain assumptions are made, all 
estimators will be best linear unbiased estimators.  If there is a significant chance 
that any of the assumptions below are not correct, the regression model will not be 
an accurate portrayal of the system it is attempting to model.  The assumptions are: 
1. The true model is linear and correctly specified by the regression 
equation. 
2. The independent variables are nonstochastic. 
( ) 0, =ερ X         Equation 5  
3. The error term has a zero mean. 
( ) 0=εE       Equation 6  
4. The error terms are non-correlated – no auto- or serial correlation. 
( ) 0, =ji εερ  ji ≠∀        Equation 7 
5. The error terms have a constant variance – homoscedasticity. 
22
ji σσ =   ji,∀     Equation 8 
 
5.4. Fitting the Line 
 
To fit the best line, it is necessary to minimise the distance between the actual data 
points and those on the fitted line.  This was accomplished using the ordinary least 
squares technique (OLS), which chooses the estimators, 0βˆ  and 1βˆ , such that the 
residual ei is as small as possible. This is achieved by minimising the residual sum 
of squares: 
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Minimise ( )∑ ∑ −= 22 iˆii YYe   Equation 9 
 
Goodness of Fit 
 
The adequacy of the fitted line is initially given by the coefficient of determination, 
termed R2.  It represents the proportion of variation in the dependent variable that 
has been explained or accounted for by the regression line.  The values of R2 range 
from zero to one.  A value of zero indicates that none of the variation in Y is 
explained by the regression equation; a value of one indicates that all of the 
variation in Y is explained by the regression equation. 
R2 is calculated by using: 
( )
( ) ( )∑ ∑∑ ∑
∑
−•−
−
=
yyyxxx
yxnxy
R 22
2
2  Equation 10 
 
A general rule of thumb is that an acceptable R2 value lies between 0.25 and 0.8.  
Anything less than 0.25, it is considered that the explanatory power is due to 
random variation, not the underlying correctness of the theory that was used to 
derive the model. 
 
5.5. Hypothesis Testing 
 
Two hypothesis tests were employed – the t-test and the general F test.  These will 
be described below: 
 
Several t-tests will be used. It can be shown to be distributed 
( )1~ −
−
n
x t
n
S
X µ
    Equation 11 
Where X is the mean of sample, xµ  is the population mean, S is the square root of 
the sample variance, and n is the number of observations. 
 
The F test tests the significance of the overall regression.  This is given by: 
2
1
2,1
−
=−
n
ESS
RSS
F n     Equation 12 
Where RSS is the residual sum of squares, and ESS is the estimated sum of 
squares. 
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6. Regression Analysis Summary Statistics 
 
These summary statistics are used to ascertain whether some of the assumptions 
about the residuals mentioned above, hold. 
 
6.1. Ramsey RESET 
 
This is a general test of specification error.  In a simple form, assume a regression 
equation as shown in equation 4.  The test assumes that there will be no extra 
explanatory power if iYˆ  is added to the equation, given that the equation is 
correctly specified.  If it is not, then adding another variable will increase the R2 
value, without adding any further explanatory power.  
 
Therefore, to run a Ramsey RESET test, the regression must be run, initially to 
produce iYˆ .  Then iYˆ , in some form, is introduced into the regression equation as 
an additional regressor.  For example, the following regression could be run: 
 
iiiii YYXY εββββ ++++=
3
3
2
210
ˆˆ   Equation 13  
 
An F test is then run using the following test statistic: 
 
( )
( )
pn
R
regressorsnew
RR
F
new
oldnew
−
−
⋅
−
= 2
22
1
  Equation 14  
 
where p is the number of parameters in the new model. 
 
 
 
6.2. Breusch-Godfrey Test of Higher-Order Autocorrelation 
 
If the disturbance term, ui, is generated from a pth-order autoregressive scheme, 
such that: 
tptptti uuuu ερρρ ++++= −−− 2211  Equation 15  
 
where tε  is a purely random disturbance term that conforms to all the assumptions 
of the disturbance term.  The null hypothesis is that 
0: 21 ==== pOH ρρρ  .  Breusch and Godfrey have shown that, on 
random sampling, the asymptotic distribution is:  
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( ) 22 ~ pRpn χ⋅−      Equation 15 
 
6.3. Breusch-Pagan Test for Heteroscedasticity 
 
Consider a k variable linear regression, model such that 
ikikii uXXY ++++= βββ 221   Equation 17  
Assume that the error covariance, 2iσ , is described as  
( )mimiii ZZf ααασ ++= 222   Equation 18  
That is, 2iσ  is some function of the nonstochastic variables Z’s; some or all of the 
X’s can serve as Z’s.  Specifically, assume that 
mimii ZX ααασ +++= 221
2   Equation 19  
That is, 2iσ  is a linear function of the Z’s. If 032 ==== mααα  , 
1
2 ασ =i , which is a constant.  Therefore, to test whether 
2
iσ is homoscedastic, 
test the hypothesis such that 
=0H 032 ==== mααα           Equation 20 
However, the methodology above is based upon population parameters.  These are 
not available when running the regression.  Therefore, once the residuals have been 
obtained, the maximum likelihood estimator of 2σ , 2σˆ is calculated, such that 
n
ui∑=
2
2 ˆσˆ            Equation 21 
The variable pi is constructed, defined as 
2
2
ˆ
ˆ
σ
i
i
up =             Equation 22 
The calculated variable pi is then regressed onto the Z’s as 
imimii vZZp ++++= ααα 221    Equation 23  
where vi is the residual term for this regression.  The explained sum of squares of 
the residuals from equation 3.33 is then calculated, and then define 
( )ESS21=Θ      Equation 24  
Assuming ui are normally distributed, it is possible to show that if there is 
homoscedasticity and if the sample size n increases indefinitely, then 
2
1~ −Θ m
asy
χ      Equation 25  
6.4. Jarque-Bera Test for Normality 
 
The Jarque-Bera test (JB) for normality is an asymptotic, or large sample, test 
based on the OLS residuals.  The test computes the skewness and kurtosis of the 
distribution, measures the OLS residuals and uses the following test statistic: 
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( )





 −
+=
24
3
6
22 KSnJB            Equation 26 
 
where S represents skewness and K, kurtosis.  Since the value of S in a normal 
distribution will be zero, and the value of K is three, any positive value of (K-3) 
represents excess kurtosis.  Under the null hypothesis that the residuals are 
normally distributed, Jarque and Bera showed that, asymptotically, the JB statistic 
follows the χ2 distribution with two degrees of freedom. 
 
 
7. Regression Analysis Results 
 
The regression was run using hours per update as the dependent variable.  The 
variation in hours was to be explained by size of files or number of lines of code, 
either singly or both.  Various functional forms were used, normal, log and semi-
log.  The diagnostic statistics described above were also used. 
 
The F statistic for overall significance is an F test with (1, 60) degrees of freedom.  
The serial correlation test is an F test with (1, 59) degrees of freedom.  The test for 
functional form is of the same type.  The test for normality is a χ2 with two degrees 
of freedom.  The homoscedasticity test is a χ2 test with one degree of freedom.  The 
probability value, where appropriate, is in brackets.  
 
The results given below are the best performing regressions. Other regressions 
analysed showed there was no noticeable relationship, failing all statistical tests.
 
 
Table 1: Regression Results – Coefficient Size and Significance 
 
 
Coefficients and Significance Levels 
Regression Constant t-ratio (probability) Coefficient 1 t-ratio (probability) Coefficient 2 t-ratio 
(probability) 
1. Hours on Size -0.48 -0.01 (0.99) 0.001 1.76 (0.08) - - 
2. Hours on Lines 12.27 0.25 (0.80) 0.03 1.42 (0.16) - - 
3. Hours on LogSize -119.43 -0.67 (0.51) 17.95 1.06 (0.29) - - 
4. LogHours on LogSize 2.78 3.85 (0.00) 0.04 0.56 (0.58) - - 
5. LogHours on Size 3.02 15.36 (0.00) 0.25-5 1.01 (0.32) - - 
6. Hours on Lines, Size 1.17 0.02 (0.98) -0.01 -0.17 (0.86) 0.001 1.01 (0.32) 
 
Table 2: Statistical Test Results 
 
 
 
Statistical Tests 
Regression 
R2 F-Statistic 
(probability) 
Serial Correlation 
(probability) 
Functional Form 
(probability) 
Normality 
(probability) 
Heteroscedasticity 
(probability) 
1. Hours on Size 0.05 3.09 (0.08) 15.68 (0.00) 1.37 (0.25) 1465.5 (0.00) 4.28 (0.04) 
2. Hours on Lines 0.03 2.04 (0.16) 16.23 (0.00) 0.35 (0.56) 1509.1 (0.00) 3.34 (0.07) 
3. Hours on LogSize 0.02 1.12 (0.29) 16.40 (0.00) 1.15 (0.29) 1691.2 (0.00) 2.53 (0.11) 
4. LogHours on LogSize 0.05 0.32 (0.58) 9.57 (0.03) 9.57 (0.76) 333.73 (0.00) 1.46 (0.23) 
5. LogHours on Size 0.17 1.03 (0.32) 9.86 (0.03) 2.96 (0.09) 287.34 (0.00) 3.63 (0.06) 
6. Hours on Lines, Size 0.05 1.53 (0.22) § 15.36 (0.00)† 1.01 (0.32) 1478.6 (0.00) 3.97 (0.05) 
 
§ Using (2, 59) degrees of freedom 
† Using (1, 58) degrees of freedom 
 
 Significant at 5% 
 Significant at 10% 
 
 
As can be seen from these results, there was not a single regression that passed all 
the diagnostic statistical tests. This implies that, whilst it is intuitive that both lines 
of code and the size of the file have a bearing on complexity (with size appearing 
to be more relevant), they should not be used for predicting the numbers of patches 
the code will require, or the amount of time taken to create a patch. The 
relationship seems to be explained by random movements of these variables, thus 
the relationships investigated are tenuous at best.  
 
 
8. Conclusions 
 
The graphical analysis seems ideal for producing simple, quick, and useful 
portrayals of the current state of affairs.  It also makes it easier to spot trends, 
although it does not provide any mathematical backing for the spotted trends, it is 
nevertheless, useful. 
One interesting result is that it shows that it is possible to identify and trace the 
effects of outside shocks on the system. 
 
The usefulness of simple regression models, as used in this analysis, seems to be 
limited.  This study used a simple regression straight line regression model, with 
one or two estimators.  The results show that the regression does not hold.  All the 
tests suggest that the assumptions about the residuals do not hold.  The R2 value 
suggests that all the variation explained is due to random effects.  It is possible that 
by expanding the regression equation, explicitly including more variables, the 
explanatory power would be increased.  The advantage of this type of regression 
analysis is that the equation can be expanded further with little difficulty.  The 
results of the straight line regression were discouraging.  The semi-log and log 
models gave better results on the whole.  They also failed most of the diagnostic 
tests.  However, they did not fail by the same margin.  This indicates that the trend 
line may be curved.  Further analysis is required, testing if the data has a Weibull 
distribution, as the system may be better described with curvilinear regression.    
 
In summary, simple metrics are desirable because they are intuitive, easy to collect 
and are often available for previous and current projects.  The graphical 
representation of the data can provide a simple, easy to understand illustration of 
any system trends.  They also enable external influences, and their effects, to be 
identified.  However, the more rigorous statistical analysis may be less useful from 
a management point of view.  The techniques depend on having precise data based 
on known, discrete factors, which are amenable to measurement.  This analysis has 
shown that patch development is influenced by many factors, some of which may 
not be easily measurable, if at all.  Others may be difficult to identify, let alone 
measure. 
   
This analysis has gone from the extreme generality of the graphical representation, 
which allows any relationship to be portrayed, to the other extreme of precise 
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models. The greater generality seems to be more successful, perhaps because this is 
a reflection of the ability of graphical methods to cater for any unpredicted 
influences. The graphical methods also allow the project manager to use his or her 
own intelligence to interpret the results. The simplicity also has two further 
advantages.  Firstly, it is easy to use and so is therefore more likely to be used.  
Secondly, complex measures that yield a number often end up as an objective 
rather than a measure. The rigorous statistical analysis proved to be too precise and 
inflexible for the imprecise nature of software systems. 
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