One of the first attempts to set a solid theoretical foundation for extending the content of relational databases with incomplete information was the fuzzy relational model by Buckles and Petry from 1982. This structure was based on two generalizations of the traditional relational model: (1) A tuple component is in general any subset of the corresponding domain, rather than a single element and (2) A similarity relation is defined on each domain. This relation satisfies the properties of reflexivity, symmetry and max-min transitivity, thus having the equality relation as a special case. This generalization keeps two key properties of the relational model -that no two different tuples represent the same information and that the application of any operation of the relation algebra has a unique result.
Introduction
The fuzzy relational database model of Buckles and Petry [1, 6] is based on a weakened assumption of the definition of the first normal form in traditional relational databases. The request that the value of any attribute be a single element of the corresponding domain is relaxed by allowing it to be any non-empty subset of the domain. Moreover, with each domain is associated a similarity relation that satisfies the properties of reflexivity, symmetry and max-min transitivity. This properties enable the forming of equivalence classes over each domain.
Shenoi and Melton [7, 8] showed a way of forming the equivalence classes without the similarity relation, by using a relation that satisfies only the reflexivity and symmetry properties (proximity relation). The max-min transitivity property is very strict and on some domains it is hard to define in a natural way a relation that satisfies it.
An important characteristic of this model, namely that the equivalence classes depend on the so-called temporal domains, i.e. the current content of the database, can lead to equivalence classes that don't correspond well with some database query types, because they contain a large number of elements with very little mutual similarity. In this paper we will use proximity relations to define equivalence classes over fuzzy relational database domains that depend only on the domain and not on the current state of the database.
In the following chapter we will describe the fuzzy relational database model by Buckles and Petry and in the third chapter the Shenoi-Melton model. Afterwards, in the fourth chapter, we will show how equivalence classes can be formed by proximity relations on a linearly ordered one-dimensional domain. In Chapter 5 the method of Chapter 4 will be generalized to a two-dimensional domain. In Chapter six we will combine the examples used in the two previous chapters and show how equivalence classes are formed in relational database tables. Chapter seven contains a practical example demonstrating how different methods lead to different ways in which the equivalence classes are formed. Finally, in Chapter 8 we present our conclusions.
Fuzzy relational database model

Relational database model
First, we will very briefly describe the main features of the structural part of Codd's relational database model [2] (the model consists of the structural, integrity and manipulative parts, but the letter two are of lesser importance for this paper). A relational scheme is a set of attribute names (or attributes for short)A 1 , A 2 , . . . , A n . To each attribute A i , 1 ≤ i ≤ n corresponds a set D i , called the domain of A i . The domain of A i is usually denoted by dom(A i ). The domains are non-empty, finite or countably infinite sets [5] . Let D = D 1 ∪ D 2 ∪ · · · D n . A tuple t on relation scheme R = A 1 , A 2 , . . . , A n is a mapping from R to D such that t(A i ) must be in D i for all 1 ≤ i ≤ n. A relation r on R is a collection of tuples on R. A relational database is a collection of relations.
Usually, relations are visually represented by way of rectangular tables. Each field is required to contain exactly one element, such that all elements in one column are of the same type. The columns of the table correspond to attributes, their data types to domains and the rows to tuples.
Fuzzy relational database model by Buckles and Petry
Buckles and Petry [1] have constructed one of the first fuzzy relational database model, with the goal to enable storing a wider class of unknown or imprecise data than was the case in the implementations of the traditional relational model. Those implementations were mostly limited to the possibility of assigning the NULL value [2, 10] to a field in a table. NULL signifies the absence of the corresponding data, meaning that either the precise value is unknown or that the attribute itself is not applicable to the current tuple. Incomplete information like "Tom's age is between 20 and 25" could not be represented in those implementations.
The fuzzy relational database model of Buckles and Petry is based on two primary characteristics:
1. The tuple components do not have to be singular values but can be arbitrary non-empty subsets of a previously given set.
2. To each such set corresponds a similarity relation, which together with the merge operation represents a generalization of the duplicate elimination based on equality relation from the traditional relational databases.
These properties enable the operations of fuzzy relational algebra to be well defined.
Definition 2.1. Let non-empty sets D 1 , D 2 ,. . . ,D n be given and let P(
Therefore, a fuzzy tuple t is a set t = (
respectively. An interpretation of a tuple t is a tuple θ = (a 1 , a 2 , . . . , a n ) for which a i ∈ d i for all i = 1, 2, . . . , n, i.e. each component of the tuple θ is a singleton subset of the corresponding tuple t. Definition 2.3. A fuzzy relation over the sets D 1 , D 2 ,. . . ,D n is any set of fuzzy tuples over those sets, i.e. any subset of the Cartesian product P(
As a generalization of the equality relation this model has a similarity relation over the sets D i . This relation is based on a mapping which to each pair of elements of the set D i attaches a real value from the interval [0, 1] [9]. Definition 2.4. A similarity relation over a set D is a mapping s : D × D → [0, 1] which satisfies the following properties:
2. s(x, y) = s(y, x) for each pair of elements x and y from D.
3. s(x, z) ≥ min{s(x, y), s(y, z)} for any three elements x, y and z of the set D.
In the relational database model each relation represents a set whose elements are the tuples of that relation. Defining the relation as a set means that any tuple appears in it at most once, i.e. that identical information is not present in different places at the same tame. Therefore, each operation of the relational algebra implies the elimination of duplicate tuples. The generalization of this concept in the fuzzy relational databases is based on the elimination of the redundant tuples, depending on a previously given similarity threshold for each attribute's domain, LEV EL(D), where D is a domain. The elimination does not consist in deleting one of the redundant tuples, but their merging, i.e. the replacement of the existing tuples by a new tuple, each of whose components represents the union of the corresponding components of the given tuples. 
where LEV EL(D j ) is a given value in the interval [0, 1] and s j is the similarity relation over the set D j .
It can be shown that the following theorems hold:
Theorem 1. If a fuzzy relation R contains no redundant tuples, then in R there are no different tuples that have a common interpretation.
Theorem 2. Let R be a fuzzy relation and M the relation derived from R by merging all the redundant tuples. Then M is unique. The first theorem guarantees that there is no "overlapping" of information in the tuples of a relation, namely that the existence of at least one common interpretation of two tuples implies complete redundancy of those tuples. Such tuples would be merged into one tuple whose components would contain all the elements of the corresponding components of the starting tuples. A special case of this process can be seen, for example, in the projection operation of the relational algebra. If after discarding a set of attributes in a relation some duplicate tuples remain, all but one of those tuples will be deleted from the relation. In the traditional relational databases all the attribute values in the tuples are single and the role of the similarity relation is played by strict equality. Thus, the elimination of redundant tuples is actually the merging of the tuples for the values LEV EL(D i ) = 1 for each domain D i , where s is the equality relation.
Since the operations of the relational algebra in fuzzy relational databases are executed similarly to the traditional databases, except the final step, which contains the more general operation of tuple merging instead of the duplicate elimination, the second theorem guarantees that the result of each operation of the fuzzy relational algebra is unique, i.e. that the operations of the fuzzy relational algebra are well defined. Table 4 : Table R2 The execution of the query could unfold in the following way: First the opinions of experts and residents are put into separate tables, by taking a projection of the table 2 over the attributes Pollutant, Name and Effect, with the appropriate restriction on the values of the Type attribute, where we take an arbitrary value for the similarity threshold of the Effect column (in this case it is 0.85). These projections will lead to tuple merging, so the resulting tables will contain multi-member sets as values of some columns.
The condition for the similarity threshold of the attribute Name is required to make the tuple merging possible. In case of leaving out the condition for similarity threshold of an attribute, its default value is 1. The Name attribute is crisp, i.e. the only possible values of the similarity relation are 0 and 1, so the only merging would occur for tuples having identical values in the Name column. The condition THRES(Name)≥0.0 basically marks that attribute as irrelevant for the query, i.e. the tuples are merged depending on the values of the other attributes.
The values of the relations R1 and R2 are given in tables 3 and 4. Finally, the result of the query is obtained by the natural join of the relations R1 and R2 on the values of the attributes Pollutant and Effect: R3 = R1 JOIN R2 ON POLLUTANT,EFFECT WITH THRES(EFFECT)>0.85, Table 5 : Table R3 THRES(NAME)>=0.0
The result of this operation is shown in table 5. Table R3 shows the lack of consensus about the effects of Dioxin, while there is much better agreement about oil and wastewater.
Note: The resulting table is copied verbatim from the original source. However, the relational model doesn't allow one table to contain two columns with the same name, so at least one column would have to be renamed during the natural join operation in the last query.
Proximity based model
The validity of the key theorems in the Buckles-Petry model is made possible by the fact that similarity is an equivalence relation. However, in practice it is not always easy to define such a relation naturally, because of the strictness of the max-min transitivity condition. Shenoi and Melton cite a simple example: Let the domain D contain the elements 1, 2 and 3 and assume we want to form a similarity relation over D. If we take s(1, 2) = 0.8 and s(2, 3) = 0.8, then the max-min transitivity requires that s(1, 3) be equal or greater than 0.8, which seems counter-intuitive.
Shenoi and Melton have extended the Buckles and Petry fuzzy relational model by substituting the similarity relation with the proximity relation. The proximity relation requires only the properties of reflexivity and symmetry and therefore represents a generalization of the similarity relation.
The first step of the extension of the Buckles and Petry model is defining of the relations of α-similarity and α-proximity: Definition 3.2. Let s j be a proximity relation over the set D j and let there be given an arbitrary α ∈ [0, 1]. Then for the elements x, y ∈ D j we say that they are α-similar, denoted as xS α y, if and only if s j (x, y) ≥ α. 
It is easily shown that S + α is an equivalence relation and, therefore, it determines a set of partitions of the domain D j . These partitions are identical to the sets produced in the Buckles and Petry model by repeating the tuple merging operation as long as it leads to valid tuples (a tuple is valid if all elements of each of its components are mutually similar to a degree equal to or greater than some given similarity threshold corresponding to that component's domain).
If s is a similarity relation, then the relations S α and S + α form equal equivalence classes.
All definitions in this domain are formulated for the so-called temporal domains, which represent the union of all attribute values currently appearing in the relation. Therefore, in this case, the content of the equivalence classes depends not only on the relation s and domain D j , but also on the current state of the database.
The definition of the relation S + α , which "compensates" for the lack of the max-min transitivity, influences that some elements that are not mutually similar be drawn into the same equivalence class through some linking elements. The absence of some of these elements would mean breaking the chain and dividing the equivalence class. Similarly, the appearance of a new element can lead to the merging of some equivalence classes. Therefore, the insert and delete operations have a large influence on the appearance of the equivalence classes.
Example 3.1. [7] A table containing the information on the physical characteristics of several persons is given. It includes information about the name, build and hair colour (table 6) .
Over the domains of Hair Color and Build are defined the proximity relations shown in tables 7 i 8. Assume that the persons in the database are suspects in an arson investigation. The culprit is suspected to have blond hair and large build, but due to the unreliability of the only witness it is necessary to allow certain deviations from the listed characteristics. One possible version of a fuzzy relational algebra query [7] would be:
(Project (Select (PHYSICAL CHARACTERISTICS) where HAIR COLOR = "Blond", BUILD = "Large" with LEVEL(HAIR COLOR) = 0.7, LEVEL(BUILD) = 0.7) with LEVEL(NAME) = 0.0, LEVEL(HAIR COLOR) = 0.7, LEVEL(BUILD) = 0.7 giving LIKELY ARSONISTS).
The result of the query is shown in the table 9 . In case that the database contains an additional person, say Kevin, with light brown hair and large build, the query result would consist of a single tuple containing the names of five suspects [7] .
Name
Hair Color Build {Gary,James } {Blond, Bleached } {Very large, large } Table 9 : LIKELY ARSONISTS 4 Using proximity relations to form equivalence classes on one-dimensional domains
The Shenoi and Melton model, thanks to using proximity relations instead of similarity relations, provides to the users a much more natural way of defining the relationships between the domain elements and applicability to a much wider class of domains, particularly to a very important special case of the linearly ordered domains. However, this model is not without its drawbacks. It is natural, except possibly in some very special cases, that during the life of a database its tables grow, i.e. that their columns contain more and more elements of their respective domains. It is possible that at some point all or nearly all of the domain values be present in the database. Even when it is not the case, it is highly probable that some interval of characteristic values will be filled.
For example, in a database containing information about a large number of sports players, aside from the few most famous, the income of most others would be within some densely populated interval, where any two players will rarely have the exact same income, but there will be a large number of those whose salaries differ by very little. In cases such as this forming the equivalence classes in the way described in the previous chapter loses meaning, because the starting value of α would have negligible influence on the appearance of the classes. It is easy to construct an example where such values as α = 0.8 and α = 0.2 lead to identical equivalence classes.
Another problem is related to the very meaning of the relation S + α , which is not completely clear.
This relation makes sense in cases where the proximity of the elements is defined by some time-dependent characteristic represented in the database. For example, given a set of cities, assume we define the proximity by the degree of ease and cost of arriving from one city to the other by using the available modes of transportation. Let's say that we can travel from the city A to the city B by plain, and then from B to C by bus. Even if the (geographical) distance between A and C is great, the existence of these transportation lines could in some context put them in the same equivalence class. However, assume that for some reason planes stop flying between A and B. It is quite probable that we can still go from A to C some other way, but now the journey is prolonged and more complicated, with an almost certain increase of the price. It is logical to imagine that in the first case A and C are more α-proximate than in the second, i.e. that they belong to a same equivalence class for a higher α than in the second case.
However, such a relation doesn't give good results for domains in which the similarity of the elements is observed through their defining (and thus unchangeable) characteristics. The difference between black and blond hair is big because of the very nature of those colours, and it is counter-intuitive that those two different colours appear in the same equivalence class just because the database is filled up with various colours between them. In this case, it appears that dependence of the classes on the temporal domain represents an undesirable feature.
Therefore it seems desirable to formally define a way to form equivalence classes with a proximity relation, but without the domain dependence. In this chapter we will show a simple way of forming these classes in the case when the domain is a subset of the real line. The result is easily extended to any linearly ordered set, and even to some sets of linguistic terms (which often represent labels of fuzzy sets), which will later be illustrated by an example. In the next chapter we will apply a similar method to a two-dimensional set.
Let I = [0, L], L > 0, be an interval of real numbers. We will define a function p :
Obviously, p(a, a) = 1 for each a ∈ I and p(a, b) = p(b, a) for each pair of elements a and b from I. We will call p the proximity function of the elements of the set I. In the Buckles-Petry model the similarity relation satisfies all properties of the definition of the equivalence relation, so it naturally partitions the domain into disjoint subsets whose union contains the set I. In is necessary to form equivalence classes by using a proximity function, namely without assuming the max-min transitivity property. More precisely, for a given value α ∈ (0, 1] we will construct a family of sets {I k } such that I k ∩ I l = ∅ for k = l and ∪ k I k = I, where p(x, y) ≥ α for any two elements x and y that belong to the same set I k .
From the definition of the function p it follows that p(a, b) ≥ α if and only if |a−b| ≤ (1−α)L. Let m = (1−α)L and n = ⌊ α) L, so the middle member will equal L, i.e. nm ≤ L ≤ (n + 1)m, so the right border of the interval I is contained in the last set of the family, I n . Therefore, instead of the interval [nm, (n + 1)m), by I n we will denote the set [nm, (n + 1)m) ∩ I, i.e. I n = [nm, L]. Such a construction of the family of intervals I k enables that each element of the set I belongs to precisely one of the sets I k .
Now let x and y be members of the set I. We will define a relation E on the set I in the following way: xEy if and only if there exists k ∈ 0, n such that x and y belong to the same set I k . It is easy to see that the following theorem holds.
Theorem 4. E is an equivalence relation.
Of course, the equivalence classes defined by E are exactly the sets I k .
Theorem 5. If xEy, then p(x, y) ≥ α. Proof. If xEy, then from the definition of E follows that there exists a set I k = [km, (k + 1)m) such that both x and y belong to I k . The length of I k is
Contrary to previous models [1, 7] , in this case the converse does not hold, i.e. from the condition that the proximity of two elements is greater than some α it doesn't necessarily follow that those elements will belong to the same equivalence class formed for the given α.
Depending on the choice of the similarity threshold α, the size of the set I n could happen to be very small. For example, for L = 100, m = 12 and n = 8 all the intervals I k will have length 12 except for I n , whose length will be 4. This size difference cannot be avoided, except for the special values of α for which
The partition of any set into equivalence classes is unique for a given α, so for each element we will always know the class to which it belongs. Therefore, it is possible to define a function that maps the pair (element,α) to the class to which the element belongs for the given α.
Let there be given the interval I = [0, L] and α ∈ [0, 1]. Assume that for the given α I is partitioned into n + 1 classes, I 1 , I 2 , . . . , I n+1 , where I j = [(j − 1)m, jm) for j = 1, 2, . . . , n and I n+1 = [nm, L]. Any real x ∈ I can be uniquely represented as x = jm + r, where r < m [4] . By the definition of the class I j from the previous chapter, we see that x belongs to the class I j . Therefore, x 1 = j 1 m + r 1 and x 2 = j 2 m + r 2 will belong to the same equivalence class if and only if j 1 = j 2 .
Example 4.1. The suppliers and parts database [3] contains for each supplier, among other records, the one about its status. Assume that valid status values are integers between 0 and 100. The table 13 (chapter 6) contains in total 18 suppliers with their statuses, not all of which are distinct. The set of statuses that currently appear in the database is S = {10, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65, 75, 80, 90}. We will illustrate the content of the equivalence classes for a few different values of the proximity threshold α:
1. Let α = 0.6. Now m = (1 − 0.6) · 100 = 40 and n = ⌊ 3. For α = 0.85 we have m = 15, n = 6 and equivalence classes K 1 = {10},
4. For α = 0.92, m = 8 and we get
Example 4.2. Shenoi and Melton give the example of the domains of hair colours and build of arson suspects, together with the proximity relations over those domains [7] . First we will show how by using the above method a similar proximity relation could be defined automatically. First we take the Build domain. It contains the following elements: very large (VL), large (L), average (A), small (S) and very small (VS). Obviously, on this domain we can define a linear order, which could not be well represented by a similarity relation. To the elements of this domain we will assign the following numerical values: VL -0, L -1, A -2, S -3, VS -4. Now we have a set of five integers, between 0 and 4, so we let L = 4. The relation s is defined so that its value is not dependent on the particular elements, but only on their distance. Since, for example, the distance between VL and L is 1, the same as the distance between A and S, s(V L, L) will be equal to s(A, S). The similar holds for other element combinations. Therefore, instead of s(a, b) we can write s(|a − b|). These values don't differ much from the ones chosen by Shenoi and Melton. Now let α = 0.8 be a given proximity threshold. We will form the corresponding equivalence classes for this domain. To the element Bk we will assign ]. Now Bk, DB ∈ I 1 , A ∈ I 2 , R ∈ I 3 , LB ∈ I 4 and Bd, Bc ∈ I 5 , so we get the equivalence classes {Bk, DB}, {A}, {R}, {LB} and {Bd, Bc}.
By diminishing the value α we get a smaller number of classes with larger number of members. For example, for α = 0.6 the value m will be 2.4, and the corresponding equivalence classes are {Bk, DB}, {A, R} and {LB, Bd, Bc}. For α = 0.5 we get m = 3 and the classes {Bk, DB, A}, {R, LB} and {Bd, Bc}. For α = 0.3 the equivalence classes are {Bk, DB, A} and {R, LB, Bd, Bc}. These examples show that, unlike the Shenoi and Melton model, the equivalence classes corresponding to a value of α do not necessarily have to be subsets of the classes corresponding to a larger value of α. Some elements belonging to a same class can be split by increasing α. Increasing the domain cardinality reduces the prominence of this occurrence.
Equalization of equivalence classes sizes
In the previous part of the text, the intervals that determine the equivalence classes were formed as follows: For a given α ∈ [0, 1], the length of the interval, m, was given by the formula m = (1 − α)L, where L is the length of the entire domain. This partition results in n classes of the length m and, sometimes, one additional, n + 1-st, class of a smaller length, where n = ⌊ 1 1−α ⌋. Only in the case when 1 1−α is an integer the number of classes will be precisely n. We can change the definition of m to m = L n . In this case, all classes will be of the same length for each α ∈ [0, 1], but that length and the number of classes will be identical for all values of α in a certain interval. For example, if α = 0, we get only one class, equal to the entire domain. α = 0.5 results in two equal classes, α = 2 3 = 0.666... in three, etc. Also, we get two equal classes for each α between 0 and 0.5, three for each α between 0.5 and 0.666... etc. By increasing precision, i.e. by letting α approach 1, we get smaller and smaller intervals, i.e. the significance of the choice of α increases.
Forming equivalence classes on two-dimensional domains by using proximity relations
Let there be given a real number L > 0 and the
The proximity function of the points M 1 and M 2 is defined by
. This
The equivalence classes over the square K depending on α ∈ [0, 1], such that the proximity of all elements in a class is greater than α can be formed similarly as in the one-dimensional case. We will denote by m the number (1 − α)L and partition the interval [0, L] as previously described. Two points will be in the same equivalence class (i.e. in the same square) if their projections on the coordinate axes are in the same equivalence classes defined on those axes.
More precisely: Let α ∈ [0, 1] be given. Now m = (1 − α)L and n = ⌊ 1 1−α ⌋. In general, the interval [0, L] will be partitioned into n + 1 subintervals:
The Cartesian products of these intervals are squares 1, 2 , . . . , n. For i = n + 1 and j ≤ n we have
and similar for the square I i,n+1 for i ≤ n. The last square, with the largest values x and y is The relation E α is obviously an equivalence relation since the squares I ij are disjoint and they cover the entire square K. What remains is to show that the points in any square are mutually proximate to a degree larger than or equal to α.
. If the points M 1 and M 2 belong to the same square
Proof. Let the points M 1 (x 1 , y 1 ) and M 2 (x 2 , y 2 ) be given. If M 1 and M 2 are in the same square I ij for a given α, then |x 2 − x 1 | ≤ m and |y 2 − y 1 | ≤ m, since the sides of the square I ij are of the length m. The cities in the database belong to the following equivalence classes: figure 3 ).
Application
The database contains a table with names, statuses and cities of several suppliers (table 13) . When defining the proximity functions for attribute domains, one should also pay attention to the role the attribute plays in a query. The attribute SNAME in this case is the primary key and it will most often feature in query results, while the additional attributes STATUS and CITY will be used for restriction conditions. A typical example of a crisp query on this table could be "Find the names of all suppliers from Mordor with status greater than 20". Under these conditions, for proximity relations over the attributes STATUS and CITY we can keep the relations shown in the examples from the previous chapters, while for the SNAME attribute the proximity relation would look like this: p(x, y) = 1 for all x and y and any α < 1. Since the attribute SNAME is the "target" of the query, i.e. we don't perform any comparisons of its values, it is natural that we disregard all differences between them, namely, for the output purposes we consider them all to be equal. This way, the content of the tuples produced by the merge operation depends only on the equivalence classes over the other two attributes.
In case that the query contains a comparison over the SNAME attribute (for example "List all suppliers whose names begin with some of the first letters of the alphabet"), we would obviously have to define another proximity function. The similar would be with the attribute CITY if, for example, we compare the cities by names and not by position: "List the names of all the suppliers from the cities whose names are similar to Rohan". This example shows that, depending on the context, various different proximity functions could exist over a single attribute.
Assume that we don't make a difference in the names of the suppliers and that the proximity functions over the two remaining attributes are as previously defined. By merging the tuples of the previous relation for α = 0.6 we get the relation shown in the table 14.
Informally, the second tuple in the resulting relation would represent the suppliers having a medium status and located in the southwest of the map.
If, for example, we are interested only in the suppliers' location and not in their status, we would perform a projection of this relation onto the attributes SNAME 
Comparison of methods
In this section we will show the results of both approaches to forming equivalence classes on a joint example. Table 16 Having in mind the city coordinates and the dimensions and positions of squares I 11 and I 12 and rectangles I 21 and I 12 , we get the following equivalence classes:
K 11 = {Oxford, Swindon, Salisbury, Reading, Berkshire} Tables 17 and 18 show the results of applying the formula for defining proximity relation to the set of the cities.
Using these values, the Shenoi and Melton approach for α = 0.4, α = 0.6 and α = 0.8 gives one equivalence class containing all cities. The reason for this is the density of the data over both coordinate axes. For any chosen pair of the cities there is a sufficient number of other cities between them to enable the merging into one class, even for large values of α.
Only for α values very close to 1 the cities start to group into multiple classes. For example, for α = 0.95 the equivalence classes containing two elements are {Rugby, Frankton} and {Esher, Epsom}. The other classes are one-member sets.
Conclusion
The incompleteness or imprecision of the data, as well as the imprecision of the database queries, is best modelled by the fuzzy relational databases. The fuzzy relational model relies, on each scalar domain, on a similarity relation, which is reflexive, symmetric and transitive and induces an equivalence relation on each domain, thus enabling the good properties of the crisp relational databases.
The problem with the fuzzy relational model defined with a similarity relation is the fact that the max-min transitivity property, that is included in the definition of the similarity relation, does not correspond well to some domains, especially the ones with linear ordering.
The fuzzy relational model defined by a proximity relation relaxes the conditions of similarity relation and enables a more natural way of expressing the relationships between the data of linearly ordered domains. At the same time, the transitive closure of the proximity relation enables the establishing of equivalence classes. The equivalence classes are defined on temporal domains and they depend on the content of the database and one possible problem are the situations where the data is "densely" distributed, so that the same equivalence class can contain very distant data. The relation obtained by the transitive closure of a proximity relation makes sense when the proximity of elements is defined on some temporally dependent feature, but often does not give good results for domains where the similarity of elements is observed through their defining (and thus unchangeable) characteristics.
The approach to defining equivalence classes by a proximity relation shown in this paper for one-dimensional and two-dimensional domains is independent of database content, based on one-dimensional and two-dimensional intervals, and enables all elements from the same equivalence class to be more proximate than a given value. In case of domains for defining entity characteristics the results are more natural and closer to expectations. The price to be paid is the fact that the proximity of the elements is only a necessary condition for belonging to a same equivalence class. Further research will be focused on reducing this one-sidedness.
