The main result in this paper is to establish some new characterizations of convex functions, in which we also simplify the proof of the characterizations given by Bessenyei and Páles.
Introduction
In general, local properties may or may not imply global properties. For instance, continuous at every point implies continuous on the whole space, while local integrable does not imply integrable. Recently, Bessenyei and Páles [1] discussed characterizations of convexity via Hermite-Hadamard's inequality by using two-dimensional Chebyshev systems. Inspired by the above-mentioned results, the main purpose of this paper is to characterize convex functions. A characterization of a locally convex set is also given.
We organize this paper as follows. In Section 2, we introduce some properties of a locally convex function and a locally convex set (see Definition 2.1). We show that the local convexity of a real-valued function on a convex subset of a normed linear space has to be convex. Since every nonempty open subset of a normed linear space is locally convex, a locally convex set may not be convex. We show that every connected, closed, and locally convex set in a normed linear space is convex. In Section 3, we prove some characterizations of convex function in which we simplify the proof of Bessenyei and Páles' result concerning the characterizations of convexity via Hermite-Hadamard's inequality. Some of them are new.
For related results, we refer to [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] .
Characterizations of local convexity and convexity
In this section, we shall study the convexity of a locally convex set and a locally convex function in a normed linear space.
Definition 2.1. Let X be a normed linear space over R and let Ω be a nonempty subset of X .
(a) A function f : Ω → R is said to be convex on Ω if it satisfies the inequality f (tx + (1 − t)y) ≤ tf (x) + (1 − t)f (y) for all x, y ∈ Ω and 0 ≤ t ≤ 1.
(
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(b) A function f : Ω → R is said to be locally convex on Ω if, for any z ∈ Ω, there is some r > 0 such that f is convex on Proof. If a or b is an endpoint of I, then we are done; so we assume that both a and b are not endpoints of I. Let x, y ∈ I exist, with x < y, and let t ∈ (0, 1) be arbitrary. Write z := tx + (1 − t)y. We show
Since every convex function on an open interval of R is continuous, f is continuous on the interior points of I. Therefore we may assume that x < a, b < y.
This implies
. Since f is continuous on [a, b] and convex on I [a, ∞) and I (−∞, b], respectively, we have
]y. By the convexity of f on I (−∞, b] and I [a, ∞), respectively, we have
, and so
Similarly, we can prove that f is convex on Proof. Let Ω be a connected (see [2, p.143] ) and locally convex set in a normed linear space. Fix a point A ∈ Ω. Let Γ := {B ∈ Ω | B can be joined with A by finite line segments}.
Then A ∈ Ω by local convexity. Let P be a boundary point of Γ in Ω. Since Ω is locally convex, there is some r > 0 such that B(P ; r) Ω is convex. Since P is a boundary point of Γ , there is some Q ∈ B(P ; r) Ω but Q ∈ Γ . By the convexity of B(P ; r) Ω and the definition of Γ , we have Q ∈ B(P ; r) Ω ⊂ Γ . Therefore P is an interior point of Γ relative to Ω. This proves that Γ is relative both open and closed to Ω. Since Ω is connected and Γ = ∅, Γ = Ω. The proof is complete.
For three points A, B, C in R 2 , we shall denote the line segment joined the points A and B by AB, the triangle with three vertices A, B and C by ABC , and the length of AB by (AB). 
Proof.
Since Ω ABC is still locally convex, we may replace Ω by Ω ABC so that Ω is compact. It follows from the local convexity of Ω that, for any point P ∈ Ω, there is an r P > 0 such that Ω B(P ; r P ) is convex. Since {B(P ; r P )} P∈Ω is an open covering of Ω and Ω is compact, there are finite points
If we can show d = 0, this will deduce a contradiction to r > 0.
Suppose d > 0. Then there are three points O, R, Q in Ω such that the length of the three edges of the triangle ORQ is less than 4 3 d and OR, RQ ⊂ Ω but OQ ⊂ Ω. Let
Since Ω ORQ is compact, there is a P ∈ ORQ such that OP, PQ ⊂ Ω and
d. Without loss of generality, we may assume that (OP) ≤ (PQ ). Then we have
and N be the mid-points of the line segments PQ and OP, respectively. By the choice of P, we have OM ⊂ Ω; otherwise, the length of the three edges of the triangle OMQ < k, which contradicts the definition of k.
This is a contradiction. So, we assume that NM ⊂ Ω. Then
This contradicts the definition of d. Therefore d = 0 and the proof is complete.
Theorem 2.7. Every closed, connected, and locally convex set in a normed linear space is convex.
Proof. Let Ω be a closed, connected, and locally convex set in a normed linear space X . We show that Ω is convex. Let A, B ∈ Ω be arbitrary. By Lemma 2.5, Ω is polygon connected. Therefore, there are finite points
Since Ω AA 1 A 2 is also locally convex and it can be considered as a subset of R 2 , it follows from Lemma 2.6 that AA 2 ⊂ Ω. Applying Lemma 2.6 n times, we get AB ⊂ Ω. This proves that Ω is convex.
As we mentioned above, every convex function or convex set is locally convex; we can characterize a locally convex function and locally convex set in the following: 
Characterizations of a convex function on an open interval
In this section, we shall study some characterizations of a convex function on an open interval. It follows from the assumption that there is an s ∈ (0, 1) such that (3) and (4), that
This is a contradiction, so A x,y = [0, 1]. Since x, y ∈ (a, b) with x < y being arbitrary, this proves that f is convex on (a, b).
Thus, our proof is complete.
The following lemma can be found in [3, p. 15] (a, b) . Then, by Lemma 3.1, there are x, y ∈ (a, b) with x < y such that
Proof. Suppose f is not convex on
For such x and y,
This is a contradiction . Hence f is convex on (a, b) . (7) holds. This completes the proof. 
Then f is convex on (a, b).
Proof. Suppose f is not convex. Then, by Lemma 3.1, there are x 0 , y 0 ∈ (a, b) with x 0 < y 0 such that
Then g is continuous on (a, b), g(x 0 ) = g(y 0 ) = 0 and, by (8) ,
This and Lemma 3.3 imply that there is a z ∈ (x 0 , y 0 ) such that
and
Therefore,
Since the choices of x 1 , y 1 and t are arbitrary, this contradicts the assumption, and hence f is convex on (a, b) . Thus, the proof is complete. 
Then f is convex on (a, b) .
Proof. The proof follows from Lemma 3.4 by taking λ := (a, b) . Then, it follows from Lemma 3.5 that there are a z ∈ (a, b) and a δ > 0 such that a < z − δ < z + δ < b and
Integrating both sides of the last inequality with respect to r, we have, for every r ∈ (0, δ),
This contradicts assumption (9), and hence f is convex on (a, b).
For any x, y ∈ (a, b) with x = y, we shall denote
by f (x, y) (see [5, p. 84] ) in the following Lemmas 3.7-3.9, Theorems 3.10 and 3.12. Clearly, f (x, y) = f (y, x). continuous function on (a, b) . Then the following are equivalent: z) ; (c) for any a < c < b and t ∈ (0, 1),
Similarly,
This proves (b).
(b) ⇒ (c). Let a < c < x < y < b and t ∈ (0, 1) be arbitrary. It follows from y > ty+(1−t)c > c and
This proves (c).
(c) ⇒ (a) is clear.
Thus, our proof is complete. 
Proof (see [4, Theorem 1.4.4] for the proofs of (a) and (b)). (a) Let a < c < d < b be arbitrary. For any fixed u ∈ (a, c) and
This proves (a).
(b) It follows from (a) that f is absolutely continuous on compact subintervals of (a, b). Therefore, f (x) exists almost everywhere on (a, b) by Corollaries 2 and 3 of [5, p. 162 ]. Suppose a < x < y < b are such that both f (x) and f (y) exist. It follows from the proof of part (a) that, for every a < u < x < y < v < d,
This proves (c). Thus the proof is complete. By taking this together with Lemma 3.8, we have the following lemma. 
Since f is absolutely continuous on compact subsets of (a, b), f (x) exists almost everywhere on (a, b) and F is also absolutely continuous on compact subsets of (a, b). Therefore we have
This Thus, the proof is complete.
We now list some characterizations of the convex function in the following: 
( R (R 16 ) ⇒ (R 15 ) because g(n) ≥ g(n − 1) ≥ · · · ≥ g(1) = 0 if n ≥ 2; see Hu [6] .
(R 1 ) ⇒ (R 17 ); see Yu and Liu [7] . The proof of this implication is too long, so we do not include its proof here. Thus, our proof is complete.
The following example explains that the representations of (R 6 ) and (R 12 ) (that is, Hermite-Hadamard's inequality) are best.
Example. Let f (x) := x for x ∈ R. Then, for every x, y ∈ R with x < y and 0 < λ < 
