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Introduction
A successful approach to the ab initio protein folding problem must surmount two key obstacles. The first is the satisfactory presentation of candidate folds either by enumeration or by minimization in a suitably continuous conformational space. The second is the development of an energy function for which the correct native structure has a lower energy than all other conformations. Progress towards the latter has been made using knowledgebased potentials, most of which are derived by applying the principles of statistical mechanics to the observed relationships between sequence and structure in the database (Kocher et al., 1994; Sippl, 1995 ; see also references therein). Other potentials, such as those first developed by Eisenberg & McLachlan (1986) , exploit the tendency for nonpolar atoms (or groups of atoms) to be inaccessible to solvent in the native conformations of globular proteins (Vila et al., 1991; Koehl & Delarue, 1994a; Wang et al., 1995a,b) . Energy functions of both types can be used to discriminate native folds from incorrect decoys built by mounting, or ''threading'', the sequence of a polypeptide on the backbone fragments taken from known three-dimensional structures. This technique was pioneered by Sippl and co-workers (Hendlich et al., 1990) and has since been used extensively by others (Maiorov & Crippen, 1992; Bryant & Lawrence, 1993; Kocher et al., 1994; Bauer & Beyer, 1994; Huang et al., 1995) .
Although the structures generated by threading upon existing backbones automatically satisfy excluded volume constraints, these alternative folds are unsuitable for the sequence, as they are generally non-compact and quite different from the native structure (Wang et al., 1995a,b; Monge et al., 1995) . Thus, most energy functions can easily discriminate the native fold from quite dissimilar folds. High quality energy functions should also be able to discriminate the correct conformation from near-native conformations. It is reasonable to expect that such potentials will assign energies to near-native conformations that are between the relatively high energies of unrelated structures (i.e. those built from threading) and the energy minimum corresponding to the crystal structure. It would also be useful if the ''energies'' of these backbones were to vary monotonically with the corresponding root-mean-squared (RMS) deviation from the native structure. The ability to judge among many near-native backbones has broadly reaching implications for structure prediction. For instance, methods which model all-atom structures by side-chain packing optimization require fixed backbones that are very close to the crystal structure on which to arrange the mobile side-chains (Lee & Subbiah, 1991; Holm & Sander, 1991; Tuffery et al., 1991; Desmet et al., 1992; Dunbrack & Karplus, 1993; Eisenmenger et al., 1993; Wilson et al., 1993; Koehl & Delarue, 1994a; Lee, 1994; Tanimura et al., 1994) . For the prediction of an unknown structure using side-chain packing methods, one must typically borrow backbones from homologous structures after assigning equivalent residues, normally by sequence alignment or threading techniques (Chung & Subbiah, 1995a) . This approach would benefit from the use of a method which could triage poor backbones from suitable ones in the large pool of candidates that are typically available. It is not necessarily true that the backbones of proteins with sequences closer to the sequence to be modelled make better templates than others that are somewhat less similar in sequence. An energy function capable of evaluating the quality of candidate backbones prior to any detailed sidechain prediction is helpful, since the energy functions used to pack side-chains cannot be used reliably to generate accurate models if the backbones deviate from the native form by more than approximately 2 Å (Chung & Subbiah, 1995a . Another area in which a discrimination function could prove useful is related to ab initio folding. By holding the units of secondary structure fixed (i.e. assuming a perfect secondary structure prediction), it is now possible to explore conformational space by enumeration (Park & Levitt, 1995) or minimization (Monge et al., 1995) . Potentials used to screen the millions of candidates generated from such methods need to be more discriminating than those used to screen the thousands of decoys generated by threading trials.
A final application relates to the increasingly common use of structures derived from nuclear magnetic resonance (NMR) spectroscopy as mainchain search models in a molecular replacement approach to solving the higher resolution crystal structures of the same or a related protein. Given the ensemble of some 20 NMR structures that are deposited into the Brookhaven Protein Data Bank (PDB; Bernstein et al., 1977) , it would be useful to select and use the backbone from the model that is likely to be most accurate. Such selection ability is also useful when multiple backbone models are available from related proteins obtained by previous X-ray crystal studies.
Early studies by Scheraga and co-workers produced a set of 39 near-native models using a Monte Carlo algorithm followed by local energy minimization (Vila et al., 1991) . These exhibited RMS deviations from the native ranging from 0.68 to 1.33 Å from all C a atoms. A series of different empirical solvation energy functions was then developed and applied to this set, yielding lowest energies for the native fold in many cases. Moreover, most of these functions showed a positive monotonic relationship with the RMS deviation from the native conformation. However, their test set of 39 conformations is quite modest in size and for that reason may not have posed a sufficient challenge for the energy functions they used.
Alternatively, molecular dynamics (MD) simulations of proteins have been used to generate pools of near-native conformations for evaluation by energy functions. Scott and co-workers have shown convincingly that their atomic solvation model nearly always distinguishes the native conformation from hundreds of decoys generated by MD at various temperatures (Wang et al., 1995b) . Furthermore, their particular atomic solvation model was found to be more effective at selecting the native structure from such alternate conformations than several assorted empirical energy functions, including contact models, mean force models, local backbone models and combinations thereof (Wang et al., 1995a) , as well as other atomic solvation models (Wang et al., 1995b) .
Recently, we have designed an extremely simple yet powerful discrimination function. This novel method is not based on a statistical mechanical framework, nor is it dependent upon empirical solvation parameters; rather, it seeks the structural feature of a hydrophobic core (Huang et al., 1995) . We treat the polypeptide as a ''binary code'' of hydrophobic and polar residues. Our application of this model towards fold recognition complements the theoretical work by Dill on protein folding and stability (Dill et al., 1995, and references therein) and the experimental approach of Hecht towards de novo protein design (Kamtekar et al., 1993) . In our earlier work we showed that our method was capable of recognizing the native fold from threaded decoys by a larger average margin (measured in standard deviation units) than other methods. It is only natural that our potential, having tested well for discriminating native from quite unrelated folds, should now be tested against a more challenging pool of near-native conformations.
In this work, we evaluate the ability of our energy function to discriminate the native structures in a test set of proteins from a thousand decoys generated by MD at 298 K. We then repeat this trial for the same set of proteins at 498 K. The simulations are a nanosecond in length and have explicit hydrogen atoms and water molecules present. We are unaware of another study that generates as many near-native folds over an MD simulation of similar length in water for the purpose of testing a discrimination function. The possible utility of our potential for structure prediction, especially in the area of homology modelling by side-chain packing, is discussed. Table 1 summarizes all the results for the five proteins tested in this study. For each population of backbones recorded during simulation, we list the hydrophobic fitness (HF) score of the native structure only, the mean and standard deviation of the HF scores ( HF ), the mean and standard deviation of the co-ordinate RMS deviations ( RMS ), the mean and standard deviation of the radii of gyration ( R G ), the number of false positives (i.e. those structures that have HF scores more favorable than the native), and the range of RMS deviations for the false positives.
Results
We have suggested that two desirable qualities for a potential are (1) the ability to indicate near-native folds as those that have mean energies higher than the respective native structure but lower than misfolded structures and (2) a reasonable dependence of the energy on the extent to which a structure differs from the native. To test if the former criterion is met, we performed MD simulations at 298 K to produce a large number of structures that deviate slightly from the native crystal structure. Simulations at 498 K were used to collect an ensemble of structures that deviate somewhat further from the native. A large separation in energy between the set of structures generated at 298 K and a set of 1000 structures generated by threading is easily seen when plotted as histograms. As expected, the energies of the 1000 structures at 498 K fell in between these extremes (Figure 1a to e) . Out of the 5000 structures generated at room temperature, 4677 (94%) were higher in energy than the corresponding native structure. These data are very encouraging, because the false positives were all very close to the crystal structure in conformation. Only seven false positives were present in the five high temperature set, reflecting the greater average departure from the native structure. To test if the latter criterion was satisfied, we plotted the HF score as a function of RMS error for the 298 K and 498 K simulations and 1000 decoys built by threading (Figure 2a to e). As expected, the average HF score of a 498 K simulation is less favorable than that of the corresponding 298 K simulation, but more favorable than that of the threaded structures (Table 1 ). The function does not monotonically increase with RMS deviation; i.e. between a pair of structures close in RMS deviation, the one with the more favorable HF score is not necessarily the one with lower RMS deviation. Nevertheless, on aggregate, the HF score for all 2000 simulated structures very clearly increases with RMS deviation from the native structure, satisfactorily meeting the second criterion.
Discussion
Our results demonstrate that our hydrophobic contact potential has responded well to the challenge of native fold recognition. Given that the correct backbone is present amongst a large pool of decoys, our method will either recognize the native as the one lowest in energy or place the native amongst the very lowest in energy. Overall, 97% of the decoys had HF scores less favorable than their respective native structures. In nearly all the cases where a near-native structure was lower in energy than the native structure, it was very close in conformation to the respective native structure. For example, only one decoy, one of the 498 K structures of 1ctf, had a lower energy score than the native structure and an RMS deviation greater than 2 Å . In their review, Maiorov & Crippen (1994) have suggested that deviations in conformation on the order of 1 to 2 Å are small and typically yield similar values from energy functions. We also highlight this 2 Å cutoff because of its apparent importance in modelling by side-chain packing. Recent data suggest that modelling by this method requires templates within 02 Å RMS deviation of the ideal for any degree of accuracy (Chung & Subbiah, 1996) . Thus, we regard energy functions that can consistently identify the native fold, or an alternative within 2 Å , as useful.
Although the discrimination capability for our simple energy function was impressive overall, it was not perfect. For two proteins (1hdd:D and 4icb), all 1000 decoys generated at 298 K were higher in energy than the native conformation, but for another two proteins (1ctf and 1ubq), several decoy structures were misrecognized as native. The function does not incorrectly identify decoy structures as native for 1hdd:D and 4icb, presumably because the structures generated are sufficiently different from the crystal structure (as demonstrated by the relatively high RMS for these simulations) and therefore fail to preserve the ''native'' hydrophobic contacts. False positives arise when additional contacts not present in the crystal structure are made by the hydrophobic residues of a slightly deformed structure. The ''hard cutoff'' we impose in our criterion for contact at 7.3 Å , coupled with many small changes in conformation at room temperature, can lead to these additional contacts (see Method Development). The simulation of 1ctf generated the most false positives (271). Close inspection of the inter-residue contact map of the crystal structure of 1ctf, i.e. considering the distances from one virtual centroid to another, reveals two pairs of hydrophobic residues just outside the 7.3 Å range we defined for contact. Specifically, Phe54·Val56 and Leu106·Val117 were both within 0.1 Å of making ''contact'' in the crystal structure according to our simplified model. Thus, the crystal structure fails to make two contacts that are easily accessible to the structures generated by MD simulation. Since the decoys of 1ctf exhibited a low RMS (Table 1) , many structures were generated that made these ''excess'' contacts while preserving the other hydrophobic contacts, leading to the relatively high number of false positives. Analysis of the room temperature structures revealed that the contacts Phe54:Val56 and Leu106:Val117 were present in 163 and 242 out of the 271 false positives, respectively. In the case of 1ubq, two pairs of hydrophobic residues in the crystal structure were within 0.1 Å of contact, but since the RMS of the simulation was higher than that of 1ctf, only 50 false positives resulted (Table 1) . The simulation of 1r69 had the lowest RMS of all, yet only yielded two false positives. As might be expected, there were no hydrophobic pairs within 0.1 Å of contact in the crystal structure. It therefore appears that false positives are artefacts caused by simplifying side-chains to single coordinates and by defining inter-residue contacts at a hard cutoff at 7.3 Å . However, since these false positives must preserve native contacts in addition to making the excess contacts, no false positive (in this local sampling of conformational space) can depart significantly from the crystal structure overall. Our results are consistent with this expectation.
It is important to compare our method with established potentials applied towards this same problem, such as the recent method of Wang et al. (1995a,b) which has demonstrated impressive discrimination. This method subjects each all-atom model to 1000 cycles of energy minimization, after which it calculates accessible surface areas and solvation energies. It is a computationally intensive procedure that considers complete all-atom models, the final energies of which are used to classify those backbones as likely to be near-native. As such, it is not designed explicitly for rapid screening of candidate backbones for further modelling. On the other hand, the detailed information required for this potential might very well result in higher effectiveness: only 7 out of 8200 non-native structures (generated by Monte Carlo and molecular dynamics simulation) were assigned energies lower than the native.
Superficially, it might appear that our HF method is a less discriminating measure than that of Wang et al. (1995a,b) , since 330 of the total 10,000 near-native structures generated were misrecognized. However, the MD protocols used to generate the decoys closest to the native structures in our study and that of Wang et al. (1995b) differ in at least two respects. First, it appears that the incorrect structures that we generated at room temperature were, on average, closer to the native than the corresponding structures used by Wang et al. (1995b) . For example, ubiquitin was selected as one of the test cases in both studies. The RMS from our 298 K simulation was 1.65 Å (0.3 Å standard deviation); for the corresponding simulation by Wang et al. (1995b) , it was 3.12 Å (0.2 Å standard deviation). The overall RMS for all room temperature simulations (1.5 Å ) was also lower than the overall RMS for those of Wang et al. (1995b) (4.1 Å ), but one must be mindful that the test sets in these two studies also differed. Moreover, none of the other protocols (e.g. Monte Carlo or threading) used by Wang et al. (1995b) produced decoy conformations with lower RMS than those from our 298 K MD simulations. Second, we presented our function with 1000 decoys gathered certainly demonstrates a potential for effective screening against structures that deviate by 04 Å (i.e. those akin to a high temperature ensemble). Even for structures that deviate between 1 and 2 Å from the native, the discrimination capability is respectable. Second, since our function generally assigns low energies to those structures that are close in conformation to the native, it can also serve as a means of evaluating backbones for homology modelling by side-chain packing or perhaps as a tool for selecting amongst available models for solving X-ray crystal structures by molecular replacement. Finally, since the discrimination capability is apparently not compromised by the simplicity of our method, we regard its speed and ease of implementation as advantageous.
Method Development Selection of a test set of proteins
We selected a set of five small monomeric proteins from the Brookhaven PDB on which to test our energy function. This set is composed of the D monomer of the engrailed homeodomain from fruit fly (PDB entry 1hdd:D), the amino-terminal domain of 434 repressor (1r69), the carboxy-terminal domain of L7/L12 50 S ribosomal protein from Escherichia coli (1ctf), ubiquitin from human erythrocytes (1ubq), and bovine calbindin D9K (4icb). These are well suited for evaluation by our potential because they lack additional stabilizing interactions such as disulfide bonds, prosthetic groups and metal ions, all of which our method disregards for the sake of simplicity. Other studies have also chosen test sets based on these criteria (Wang et al., 1995b) .
Generation of incorrect backbones by molecular dynamics simulation
Molecular dynamics simulations of each protein in water were used to produce large pools of near-native backbone conformations. We ran two simulations for each protein, one at room temperature (298 K) and another at high temperature (498 K). The program ENCAD (Energy Calculation and Dynamics) was used for all simulations. The program and force field are described elsewhere (Levitt, 1983; Levitt et al., 1995) . Each protein was placed in an appropriately sized box of water. All water molecules closer than 1.67 Å to the non-hydrogen atoms of the solute were removed. The box was scaled to the appropriate volume using the experimental density of water (0.997 g/ml at 298 K and 0.829 g/ml at 498 K; Kell, 1967) . The system was run through a cycle of minimizations and dynamics to allow the protein to relax in solution. Then the system was equilibrated to the desired temperature using increments of 0.2 deg.K. The simulations used a two femtosecond time step, a periodic box and a smooth force-shifting truncation applied previously by ENCAD for protein and pure water simulations . We recorded the coordinates at every picosecond over a total simulation time of one nanosecond, thereby generating 1000 backbones per simulation. Each simulation required approximately seven CPU days on a Digital Equipment Corporation Alphastation 250 4/266. from the 298 K simulation for each protein, compared with only 100 decoys per protein in the investigation by Wang et al. (1995b) . Given that we have apparently challenged our potential with more structures closer to the native than Wang et al. (1995b) , a direct comparison between the two methods must be made cautiously. Since the RMS for all our high temperature simulations was 4.3 Å , these structures may be more representative of the decoy sets used by Wang et al. (1995b) . There were only seven false positives amongst the 5000 structures generated at high temperature; of these seven, the RMS was 1.4 Å . These results are comparable to those of Wang et al. (1995b) ; hence, the extent to which our method is less discriminating (if at all) than their more sophisticated and computationally expensive measure is unclear.
A related challenge we pose to our energy function is the selection of a suitable backbone for further modelling (e.g. by side-chain packing) from a pool of candidates lacking the ideal backbone. We have already discussed the utility of backbones that deviate slightly (E2 Å ) from ideal for this purpose. Yet, since our function does not show a perfectly monotonic increase in the HF score with respect to RMS, we cannot rule out the possibility that the lowest energy conformation is not the one closest to the native structure. Nor is it guaranteed that all low-energy structures are reasonably close to the native at all. Thus, we took the ten non-native structures with lowest energy from each 498 K simulation and examined the RMS deviation of each. We chose the high temperature simulations because they generate backbones with more structural diversity and higher RMS . The results in Table 2 demonstrate that choosing the lowest energy structures generally yields backbones with low RMS deviations. Since the 498 K simulation used as its starting structure the X-ray crystal structure, these low-energy backbones were those generated early in the simulation. Only seven out of the 50 low-energy structures exhibited RMS deviations greater than 2 Å , and the RMS over the entire low-energy set was 1.2 Å . For comparison, the RMS over our five 498 K simulations was 4.3 Å . Thus, using the HF score as a means of ''purifying'' the collection of candidate backbones for those with the minimal deviation from native is effective.
We draw three conclusions from our data. First, our energy function, which performed well at recognizing native folds from grossly misfolded structures, may also be applied towards discriminating native from near-native structures. It
Evaluation of backbones by hydrophobic fitness score
The criterion by which we measure the compatibility of the backbone for the given sequence of amino acids is a measure called the HF score (Huang et al., 1995) . This is a simple and fast method that uses a reduced representation for both sequence and structure. Each amino acid residue is summarized by a virtual side-chain centroid and is classified as either hydrophobic or polar. We reduce the 1000 all-atom structures generated by molecular dynamics to this simplified form and apply our energy potential to them, yielding a HF score for each. The computation of the HF score is summarized below: where the summation is over all hydrophobic (C, F, I, L, M, V, W) residues i; for each hydrophobic residue i, Bi is the burial, evaluated as the number of virtual side-chain centroids within 10 Å ; Hi is the number of contacts made with non-polar side-chains (the seven hydrophobic residues plus Y), i.e. the number of non-polar centroids within 7.3 Å ; n is the number of hydrophobic residues (excluding tyrosine) in the sequence; and H°i is the number of hydrophobic contacts expected on a random basis.
Generation of incorrect structures by threading
We compare the HF scores of near-native structures generated by MD with those of grossly incorrect structures produced from threading. We construct these models by mounting the binary-encoded sequence of each test protein onto the backbones of a set of 107 unrelated structures using every available ungapped alignment, as in our earlier study (Huang et al., 1995) .
General computational methods
To assess the extent to which each of the backbones differs from the crystal structure, we compute the coordinate root-mean-squared (cRMS) deviation of corresponding C a atoms between the crystal structure and each non-native structure with the following equation: where rai and rbi are the positions of the ith C a atom of the crystal structure and the incorrect structure, respectively, after optimal superimposition of corresponding C a atoms (Kabsch, 1978) and n is the number of residues. In this study all RMS deviations are computed as cRMS deviations.
For each model, we also calculate the radius of gyration (RG) using the C a atoms. RG is a simple measure of compactness for a given fold, and is computed as:
where Ri is the distance of the ith C a atom from the center of mass of the protein and n is the number of residues.
