Abstract. It has been known for a long time that any smooth Jordan curve in the plane can be represented by its so-called fingerprint, an orientation preserving smooth diffeomorphism of the unit circle onto itself. In this paper, we give a new, simple proof of a theorem of Ebenfelt, Khavinson and Shapiro stating that the fingerprint of a polynomial lemniscate of degree n is given by the n-th root of a Blaschke product of degree n and that conversely, any smooth diffeomorphism induced by such a map is the fingerprint of a polynomial lemniscate of the same degree. The proof is easily generalized to the case of rational lemniscates, thus solving a problem raised by the previously mentioned authors.
Introduction : shapes and fingerprints
It is well-known that φ + and φ − extend to C ∞ diffeomorphisms on their respective domains. Therefore, we can consider the map k := φ −1 + • φ − : T → T, the so-called fingerprint of Γ, an orientation preserving C ∞ diffeomorphism of the unit circle T onto itself. Note that k is uniquely determined by Γ up to postcomposition with an automorphism of D onto itself, i.e. a map φ of the form
for some real θ and some α ∈ D. Moreover, the fingerprint k is invariant under translations and scalings of the curve Γ; in other words, if Γ := T (Γ) where
, then Γ and Γ have the same fingerprint.
This yields a map F from the set of equivalence classes of shapes, modulo linear maps T , into the set of equivalence classes of orientation preserving C ∞ diffeomorphisms k : T → T, modulo automorphisms of the unit disk φ.
The study of two-dimensional shapes and their associated fingerprints was instigated by Kirillov [6] in the 1980's and further developed by Sharon and Mumford [10] in view of the applications to the field of computer vision and pattern recognition. More precisely, fingerprints appear to be a promising approach to the problem of classifying and recognizing objects from their observed silhouettes. In that regard, the following result is of particular interest :
A proof of Theorem 1.1 was given by Kirillov [6] in 1987, although it follows from the so-called conformal welding theorem of Pfluger [9] based on the existence and uniqueness of solutions to the Beltrami equation. The interested reader may consult [7, Chapter 2, Section 7] and [4] for additional information.
Note that the injectivity of F follows directly from the fact that C ∞ Jordan curves are conformally removable. Indeed, suppose that Γ and Γ have the same fingerprint. Let φ + , φ − , φ + , φ − be the corresponding conformal maps as above. Then + is in fact a Möbius map, which is necessarily of the form T (z) = az + b for some a > 0 and b ∈ C, in view of the normalizations of φ + and φ + near ∞.
Using Theorem 1.1, Sharon and Mumford described a numerical method enabling in practice to recover Γ from its associated fingerprint k and vice versa. Roughly speaking, the method consists of approximating Γ by a polygonal curve and then using the Schwarz-Christoffel toolbox of Driscoll and Trefethen to compute the Riemann maps. See also [8] for more numerical examples of fingerprints and shapes.
Another interesting approach is the one introduced by Ebenfelt, Khavinson and Shapiro [3] based on approximating shapes by polynomial lemniscates, that is sets of the form {z ∈ C : |P (z)| = 1}, where P is a polynomial. This is motivated by a classical result of Hilbert (see e.g. [12, Chapter 4] ) saying that such lemniscates are dense in the set of C ∞ Jordan curves, with respect to the Hausdorff metric. Moreover, the fingerprint of a polynomial lemniscate of degree n is particularly simple: it is an n-th root of a Blaschke product of degree n. Conversely, the n-th root of any Blaschke product of degree n arises as the fingerprint of a polynomial lemniscate of the same degree (see [3, Theorem 3.1] ). Note that this gives an intuitive explanation of why Theorem 1.1 holds, since every orientation preserving C ∞ diffeomorphism of the unit circle onto itself can be approximated in the C 1 norm by roots of Blaschke products (see [3, Theorem 2.3] ).
The goal of the present paper is to generalize this to the case of rational lemniscates. More precisely, it was conjectured at the end of [3] that fingerprints of rational lemniscates of degree n are precisely the C ∞ diffeomorphisms k : T → T arising from the functional equation A • k = B, where A and B are Blaschke products of degree n. We give a proof of this conjecture in section 3, based on a new and simpler proof of the corresponding result for polynomial lemniscates ([3, Theorem 3.1]), which is described in detail in section 2.
Polynomial Lemniscates
Let P be a (complex) polynomial of degree n. The lemniscate of P , noted Γ(P ), is defined by
Following our preceding notation, we also define
and
Note that by the maximum modulus principle, Ω + (P ) is connected. Following [3] , we shall say that the lemniscate Γ(P ) is proper if Ω − (P ) is connected. In this case, Ω − (P ) is simply connected, since its complement is connected.
The starting point of the study of the fingerprints of polynomial lemniscates in [3] is the following characterization of proper lemniscates, an easy consequence of the Riemann-Hurwitz formula as found in e.g. Consider now a polynomial P of degree n and assume that its corresponding lemniscate Γ(P ) is proper. Clearly, we can assume without loss of generality that the degree n coefficient of P is positive. Then Γ(P ) is a C ∞ Jordan curve, and thus yields a fingerprint k : T → T. The following theorem characterizes exactly which orientation preserving diffeomorphisms k : T → T are obtained in this way : The proof of the first part of Theorem 2.2 in [3] is elementary, but we reproduce it for the reader's convenience.
Let φ − : D → Ω − (P ) be a Riemann map. Then P • φ − is a degree n proper holomorphic map of D onto itself, and hence must be a Blaschke product of degree n, say
for some real number θ, where a k = φ −1 − (ξ k ). Now, let φ + : D + → Ω + (P ) be the conformal map normalized by φ + (∞) = ∞ and φ ′ + (∞) > 0. Then P • φ + is a degree n proper holomorphic map of D + onto itself, and hence must also be a Blaschke product, having all of its poles at ∞. Therefore, P • φ + (z) = cz n for some unimodular constant c. Since φ ′ + (∞) > 0 and the highest degree coefficient of P is positive, we get that c = 1. This completes the proof of the first part of Theorem 2.2.
The proof of the second part in [3] is much more complicated and essentially relies on Koebe's continuity method based on Brouwer's invariance of domain theorem.
Here we give a simpler proof based on the following result, which seems to be of enough independent interest to be stated separately : Theorem 2.3. Let B be a Blaschke product of degree n. Then there exist a polynomial P of degree n and a conformal map φ − : D → Ω − (P ) such that
Proof. Let A(z) := z n . Then A and B are both covering maps of degree n of T onto itself. It follows from the basic theory of covering spaces (see e.g. [5, Section 1.3]) that there exist a homeomorphism C : T → T such that A • C = B. Clearly, C extends analytically to a neighborhood of the unit circle. Consider the Riemann surface X := D ⊔ ( C \ D)/ ∼ C formed by welding conformally a copy of C \ D to the unit disk using the analytic homeomorphism C on T. Topologically, X is the connected sum of D with the closed disk C \ D, so it is homeomorphic to a sphere. By the uniformization theorem, there exist a biholomorphism g : X → C with g(∞) = ∞. Now, define F : X → C by
Note that the map F is well-defined since A • C = B on T. Furthermore, F is holomorphic on X, by Morera's theorem. The composition F • g −1 : C → C is meromorphic and thus equal to a rational map R. By construction, F has exactly one pole, at ∞, of multiplicity n. It follows that R = P , a polynomial of degree n.
Hence the result follows by letting φ − := g| D .
The second part of Theorem 2.2 follows directly from Theorem 2.3. Indeed, let B be a Blaschke product of degree n and consider P and φ − : D → Ω − (P ) as in Theorem 2.3. Without loss of generality, we can assume that the degree n coefficient of P is positive. Then Ω − (P ) is connected and so Γ(P ) is a proper lemniscate. Let φ + : D + → Ω + (P ) be the conformal map normalized by φ + (∞) = ∞ and φ ′ + (∞) > 0. Then, by the same argument as in the proof of the first part of the theorem, we get that φ −1 + = P 1/n and hence k = φ −1
Finally, the uniqueness part follows directly from Theorem 1.1.
As noted in [3] , the preceding results yield interesting information about the critical values of Blaschke products. Indeed, if B is a Blaschke product and P is as in Theorem 2. 
Rational Lemniscates
Let R be a rational function of degree n. Define Γ(R), Ω − (R) and Ω + (R) as in the case of polynomials. Assume for simplicity that R(∞) = ∞, so that ∞ ∈ Ω + (R). Note that unlike the case of polynomial lemniscates, Ω + (R) need not be connected. However, if we assume that Ω − (R) is simply connected (and in particular connected), the rational lemniscate Γ(R) is a shape and we can consider its fingerprint k : T → T defined by k = φ It was conjectured in [3] that all C ∞ diffeomorphisms k : T → T satisfying such functional equations are fingerprints of rational lemniscates. The main obstacle in extending the proof of Theorem 2.2 in [3] to this case is the lack of a simple analytic criterion for when the set Ω − (R) is simply connected, analogous to the one in Proposition 2.1. It is easy to prove using the Riemann-Hurwitz formula that a necessary condition for Ω − (R) to be a Jordan domain is that n − 1 critical values of R lie in the unit disk and the remaining n−1 critical values lie in the complement of the closed unit disk. Unfortunately, this condition is not sufficient.
However, this difficulty can be circumvented by using the following analogue of Theorem 2.3 : 
Proof. The argument is quite similar to the one used in Theorem 2.3. Since A and B are both covering maps of degree n of T onto itself, there exist an analytic homeomorphism k : T → T such that A • k = B. Consider the Riemann surface X := D ⊔ ( C \ D)/ ∼ k . Again by the uniformization theorem, there exist a biholomorphism g : X → C with g(∞) = ∞ and g ′ (∞) > 0. Now, define F : X → C by
Then F is well-defined and holomorphic on X, by Morera's theorem. The composition F • g −1 : C → C is meromorphic and thus equal to a rational map R. On D, we have R • g = F = B and on C \ D = D + , we have R • g = F = A. The result follows by letting φ − := g| D and φ + := g| D+ .
As a consequence, we obtain : 
