G and H are locally compact abelian groups, and if the dual group of G or of H is connected, then G and H are isomorphic groups, and T is the natural isomorphism of algebras induced by the group isomorphism. Since Theorem 3 is a corollary of the more complicated methods used here, we are not giving its original proof.
The argument used to prove Theorem 4 is a modification of a proof of A. BEURLI~rG for the following theorem: if for each real 2 e t a~ (x) 1 Most of the content of w167 1 and 2 and Theorem 3 appeared in my thesis. I am pleased to record my indebtedness to Professor L. H. LooMIs, who directed the thesis. The other theorems are generalizations of unpublished results of Professor A. BEURLIN~, to whom I am obliged for much advice, and for permission to publish these theorems depending essentially an his work.
is the Fourier-Stieltjes transform of a measure on the line having total variation at most two, then ~ is a linear function. A corollary of BEURLING'S theorem and the preliminary sections of this paper is that any automorphism of the group algebra of the line has bound greater than two (as a linear operator), unless it is of a trivia] type.
In the first section a characterization is given of functions which are FourierStieltjes transforms of bounded measures. This theorem is used in the second section to extend an isomorphism of group algebras to an isomorphism of the corresponding algebras of bounded measures. In the third section more analysis is performed on group algebras, extending theorems known on the line. The results of the paper are proved in the fourth section, and some examples and comments are collected in the final section.
w 1. Fourier-Stieltjes transforms
L~t G be a locally compact group (always taken abelian) with dual group G, and let dx and d& be the ttaar measures on G and ~ respectively. If tt is a measure of Radon on G (hereafter called simply a bounded measure), its FourierStieltjes transform is given by the formula /~ (~) = f (x, ~) d# (x). G Then ~ is a bounded continuous function defined on 0. The transform is a linear operation, and the convolution of two measures is carried onto the ordinary product of their transforms. The set of Fourier-Stieltjes transforms is thus an algebra under the pointwise operations and multiplication by complex scalars. Call this a]gebra B(0). A norm is introduced into the algebra of bounded measures, or their transforms, by defining II ll = Jl ll = sup If G over measurable functions q with essential bound one. The total mass of tt in a set E is defined by the same formula, where q~ is required to vanish outside E.
The functions summable on G for Haar measure are an algebra L(G) under addition and convolution. Since the convolution of a function and a measure is again a function, L (G) is an ideal in the algebra of bounded measures. We denote the family of Fourier transforms of summable functions by F(G); then F(0) is a Banach algebra in the norm inherited from L(G), and is an ideal in B (0) by the previous remark. We are going to show that F(0) is not an ideal in any larger ring of functions. In other words, if a function ~ defined on 0 has the property that ].~qF(0) for every /qF(G), then ~ is itself an element of B(G). Theorem 1. Let ~ be a function defined on G. A necessary and sufficient condition for ~ to be the Fourier-Stieltjes transform of a bounded measure on G is that ].~qF(0) for every ]qF(0).
We only have to consider the sufficiency of the condition. Define an operator U in L(G) by setting vT= that is, U/ is the unique summable function whose transform is ]. ~. U is evidently linear. To show it is continuous, suppose that In converges to /, and U/,, converges to g in L (G). According to the closed graph theorem ([1], p. 41), it is enough to show that U~ = g. Now the convergence of summable functions carries with it the uniform convergence of the Fourier transforms, so we have:
The second assertion implies that i,," converges to i"
Let {ca} be a directed system of functions running through an approximate identity for L (G), and set Then by hypothesis each ~EF(67), and the directed system converges to ~ uniformly on compact sets. Define a linear functional F in L (~), the algebra of functions summab]e on ~: G for any summable /~ with Fourier transform h. Then we have
since U is bounded and each function ea has norm one. Of course F is a continuous functional on L (G) for the norm of that space. We have just proved the stronger fact that F is continuous with respect to the uniform norm of Fourier transforms. A theorem of BOCH~ER [2] and SCaOENBERG [6] asserts that this is sufficient to assure the existence of a bounded measure of norm not exceeding l[ U II whose transform is ~0, and this completes the proof of the theorem. We remark that Bochner and Schoenberg state their theorem for the 1eal line, but Schoenberg's formulation and proof apply to arbitrary groups.
Theorem 1 has been proved frequently in special cases ([3] , [4] , and [9]). Dr. E. AKUTOWICZ suggested to me the desirability of finding a proof on arbitrary abelian groups.
w 2. Isomorphisms of group algebras
Let G and H be given groups and let T be a one-one mapping of L (G)onto L(H) such that
for any /, gel (G) and any Complex scalar ~. T is callecl an isomorphism of L(G) onto L(H). If G and H are the same group, T is an automorphism of L (G). Since the topology of a commutative semi-simple Banach algebra is uniquely determined, T and its inverse must be continuous. Evidently the inverse of T is an isomorphism of L (H) onto L (G). The operator T carries the algebraic structtire of L (G) onto that of L (H), and in particular maps regular maximal ideals onto ideals of the same kind. ~dentifying the regular maxima] ideals of an algebra with points of the dual group, we have defined a mapl?ing T of C onto H. Lemma 1. z is a homeomorphism of ~ onto fI. It is trivial to verify that ~ is a one-one maPping of G onto/t. To establish its bicontinuity, recall that a set of regular maximal ideals is closed (that is, the corresponding set of points in the dual group is closed) just if the intersection of the ideals in the set is contained in no other regular maximal ideal. Since this property is preserved under z and its inverse, T is bicontinuous.
The lemma states in particular that if the algebras of two groups are isomorphic, then the dual groups are homeomorphic. The homeomorpbisms which can arise in this way are not further described, and this is the crux of the problem, but one interesting deduction can be made immediately. Suppose the algebra L (R) of the line is isomorphic to L (H) for some group H. Then /t is homeomorphic to /?, and so /q is the line provided with another group operation. But the group operation in R is unique, in the sense that if ~ is a continuous group operation in R, then there is a homeomorphism 9 of R onto itself such that
for all numbers x and y. So /~ and /t are isomorphic ~oups, and R and H must be isomorphic too. Hence the real line is characterized by its group algebra. However, it does not follow from these considerations that an automorphism of L (R) is the natural one induced by a point mapping of R onto itself. This will not be the case unless the homeomorphism ~ is multiplicative.
Lemma 2. For any /EL(G) and all x EG,
That is, if the operator T is looked at as a mapping of F(0) onto F(/t), i~ is determined in the natural way by the point mapping 3. If ~ is any function defined on G, let ~ be the function on ~r given by the formula Then the lemma states that i'. The mapping thus defined of B (0) onto B(//) is an isomorphism of these algebras, which can be interpreted as an isomorphism of the algebra of measures on G onto the measures on H. This operator extends T, and we shall use the same letter to denote it. We want to show that the norm of T is not increased by the" extension.
According to the theorem of Bochner and Schoenberg used in the proof of for every summable function s on/t, with transform h. If {e,} is an approximate identity for L (G), ea = T~ converges to one uniformly on compact sets in /~ (using the fact that ~ is a homeomorphism), and so the left side of the inequality is the limit in a of // For any :r this is not greater than Ilhll~ multiplied by
il ;:-~Ji = II T(eo~)il-< li Tll'lr eo~li-< II T]I'II~II.
So the constant M can be taken as II THII/~II, and consequently
I1~11 = IIT~II-< IITII'II~II.
Here II TII refers to the norm of ~ defined in L(G), andso this inequality proves that T has the same bound in the wider space of bounded measures. We digress to show how T can be extended in another way. By its definition, T maps the characte~rs of G onto those of H. Define an operator T* mapping trigonometric polynomials on H into polynomials on G by setting
Lemma 2 expresses the fact that for any trigonometric polynomial P on H and heL(G),
Hence T*, where it is defined, is the operator adjoint to T, mapping the conjugate space of L (H) onto the conjugate space of L (G). It is well-known (and easily verified) that the norm of the adjoint of an operator is equal to the norm of the operator itself. So if a sequence of polynomials P, converges uniformly on H, the sequence T* P~ converges uniformly on G, and in both cases the limit function is almost-periodic. We obtain in this way an operator T* mapping the almost-periodic functions of g onto those of G. T* is linear with bound [[ T H, and furthermore distributes over the convolution operation defined for almostperiodic functions. This isomorphism of the spaces of almost-periodic functions on the groups seems to embody the essential features of the situation, but I have not been able to deduce anything from it.
w 3. Mean values
The isomorphism of B ((~) onto B (/t) which exists by Lemma 3 carries a point mass on G into some measure on H, whose Fourier-Stieltjes transform must have absolute value one at every point. The r object of this section is to prove Theorem 2 below, which provides information about measures of this type.
If # is a bounded measure on G, at most a denumerable number of points have positive mass. So ~ has a unique decomposition ARKIV F611 MATEMATIK. Bd 2 nr 26 where the a~ are complex constants, ff~,~ is the measure having unit mass at the point p~, and v is a measure vanishing on single points; the sum of the absolute values of the coefficients converges since ff is finite. We call a sum of point masses a discrete measure, and v a continuous measure. 
(G). If v is a continuous measure, then e~ ~e v converges to zero in L 2 (G).
Thu last assertion contains the force of the lemma, and of course is trivial in the case of a discrete group, where every measure is discrete. We exclude this case. Then there are neighborhoods of the identity with Haar measure as small as we please; and if v is continuous, there are neighborhoods of the identity containing as little of the total mass of ~ as we please. For Haar measure and r are regular measures.
The norm of e~ is constantly one in L2(G), but the system tends to zero in the norm of L (G). Thus it is immediate that e~ ~-v tends to zero in L (G), whether or not v is continuous. In L 2 (G) the situation is more delicate.
Each e, is summable, so e, ~ v exists almost everywhere. By the Plancherel theorem for square-summable functions; the Fourier transform ~ of e~ belongs to L ~ (G), and so ~,. ~ is also square-summable. Since this function is the transform of e~ ~ v, the convolution belongs to L ~ (G), proving the first part of the lemma.
For any function of G, define
with an analogous definition for measures. If /EL~(G),
IItI1 = t +/(o).
We have to show that 
G
Taking account of the properties of ]~ mentioned, the absolute value of the integral cannot exceed the total mass of z in Vg 1 V~. Now ~ is a measure of Radon which, like v, vanishes on points. So we can find neighborhoods of the identity containing as little mass as we please, and it follows that the absolute value of the integral converges to zero in ~. This finishes the proof of the lemma.
We proceed to the theorem itself, retaining the notation already introduced. Having proved our lemma, we can use the idea of BEURL~NO'S proof on the line. The transform /~ of /t is assumed to have absolute value one at every point. Hence for any ~EL 2(G) with transform h, which implies I] hH, = Hh!l,.
If G is discrete, take h to be the function equal to one at the identity and zero elsewhere. Then # ~ h represents the same distribution of mass as/~ itself, and is a function of L ~ (G) having norm one. Hence oo and the theorem holds in this case. We assume now that G is not discrete. Write /t as the sum of its discrete and continuous parts:
If {ea) is the directed system of the lemma, 
_< l .
The opposite inequality is obtained from the same calculations. In the chain of inequalities above we can reverse the sense of each sign, provided the second term is subtracted in each case instead of added. Then the limiting process is carried through as before. So the theorem is proved.
w 4. Isomorphisms with prescribed bounds
T is an isomorphism of L (G) onto L (H). In this section we shall, give two conditions on the bound of T which are sufficient to prove that G and H are isomorphic, and that T is the natural isomorphism induced by the isomorphism of the groups. The first condition is that T have bound one, and applies to any abelian algebras. Our second condition is that the bound of T be smaller than two, and applies to groups whose duals are connected. The chain of argument leading from Theorem 2 to this result is inspired by BEURLING'S theorem for the line, although the generalization to groups requires some change in detail.
T has been extended to be an isomorphism of the algebra of bounded measures on G onto the corresponding algebra on H, and the norm of T is not increased by the extension. The unit mass at a point p of G is carried by T into a measure /~ (p) on H, and for the Fourier-Stieltjes transforms we have the relation We shall use this inequality in the proofs of both theorems in this section.
Theorem 3. Suppose T is a norm-decreasing isomorphism of L (G) onto L (H).
Then G and H are isomorphic groups, T is isometric, and T has the following representation: there is an isomorphism y of G onto H, a fixed character ~ of H, and a constant k depending on the choice of Haar measure in H, such that T/= k.~.V (all/eL(G)).
Since the bound of T is at most one, the inequality above implies that ]a] = 1. Hence tt (p) is a point mass, with the continuous component v vanishing altogether. Let the mass of # (p) be concentrated at a point q of H, and let Q(p) be the coefficient a, having absolute value one. In terms of FourierStieltjes transforms, we have (P, x) = r (P) iq, v x).
If ~ maps the origin of G onto that of /~, then ~(p) is one for all ~. We assume for the present that this is the case. Then ~ carries the characters on into certain characters on H; a character g on (~ is carried into Z ~. For arbitrary &, ~ e (~ we have Since Z was an arbitrary character on ~,
~(~) = ~(~)~(h).
is known to be a homeomorPhism of ~ onto H, and has just been shown multiplicative. Hence ~ is an isomorphism of ~ onto /t. It follows that G and H are isomorphic groups, but there is still some computation to show how to describe T in terms of an isomorphism. Define a mapping 6 of H into G by the formula ((~Y, x) = (y, ~x)
where ~ and y belong to G and to H respectively. We omit the verification that ~ is one-one onto and bicontinuous, and so is an isomorphism of H onto G. Now according to Lemma 2, for any /eL ( The proof that G and H are isomorphic still applies, and T is isometric by the representation formula. This completes the proof of the theorem. The original proof in the author's thesis did not appeal to Theorem 2, and so was more elementary than that presented here.
Theorem 4. Suppose that T is an isomorphism of L (G) onto L (H) with bound less than two; moreover assume at least one of ~ and ]/ is connected. Then the conclusion of Theorem 3 holds. ~
We begin again with the decomposition /~(p)=/~o + v; or taking transforms,
a~ q, (~) + ;, (~).
If q is that q~ belonging to the coefficient a, One of G and // is assumed to be connected; since the spaces are homeomorphic, both are connected. A theorem of MACKEY [5] states that the union of the images of one-parameter subgroups in a connected group is dense. Applying this to /~, if r is a non-constant character on //, there is a oneparameter subgroup A on which r is not constant. Define a function r* on the line by setting
r*(2) = r(A (4)) (hER).
Evidently r* is a continuous non-constant character of the line, and so winds around the circle infinitely often as ~ increases indefinitely. In the same way define ~*, a continuous function on the line into the circle. For each subgroup A, the product #* q* leaves an arc of the circle uncovered. ^ Let r be any non-trivial character on H, and choose a subgroup A on which r is not constant. Since /~*q* is continuous, ~*q*r* winds around the circle infinitely often. This shows that q is uniquely determined by #. In fact, for any character s, either ]~. s fails to cover the circle (as is the case for s = q), or else there is a one-parameter subgroup such that /~* s* winds around the circle infinitely often.
Since T is an isomorphism of measures, the unit mass at the point p p' of G is carried into/~ (p) ~r # (p'). So/~2 is the transform of the measure on H associated with the point p~. We want to show that the corresponding character is just q2.
Indeed, since /~.q does not cover the circle, at least (/~* q*)~ does not wind around the circle indefinitely for any subgroup A. By the remark above, q2 must be the character determined by /~2, and so actually /~ q2 does not cover the circle. Now the image of /~.q is an arc of the circle, since H is connected. Furthermore, by repeating the procedure above, none of the powers (ft-q)~n covers the circle. This is only possible if the image of ~.q is a single point, showing that /~ is a multiple of a character. The proof of Theorem 3 applies from the place where the mass of /~ (p) was known to be concentrated at a single point for each p E G, and so the theorem is shown.
There is no reason to suppose that two is the best constant in the statement of the theorem. The proof does not seem capable of extension. However, the method can probably be modified to cover the case IIT II = 2, matching BEURLING'S result on the line. Examples are hard to find. Theorem 3 gives two classes of automorphisms of an algebra L (G) which always exist. The operation of multiplying summable functions by a fixed character of the group is actually an automorphism; among all bounded functions, only characters have this property. Then T is simply translation in the dual group. Secondly, each group automorphism of G induces an automorphism of the algebra (introducing a factor k to compensate for expansion of measure). Among all point transformations of G onto itself, only the group automorphisms have this property. The homeomorphism ~ is an automorphism of G.
All these automorphisms are isometric. Theorems 3 and 4 state under appropriate conditions that only these types can arise. The question of finding and describing other automorphisms (or more generally, isomorphisms over nonisomorphic groups) is not touched in this paper, and seems to be too difficult to attack on general groups.
For compact groups, J. Rxss and L. SCHWARTZ have pointed out a class of non-trivial automorphisms. If G is compact, G is discrete. Let v permute the points of some finite subset of G, and leave other points fixed. It is easy to verify that the class F (~) is carried onto itself, and it is possible to write down the corresponding automorphism T. In particular, G can be taken to be the circle group and G the group of integers.
The problems which suggest themselves are of varied type. Theorem 4 needs to be elucidated for the most general abelian and even non-abelian groups, and the techniques of Banach algebras and group representations are pertinent. In another direction, Theorem 3 states that a group is determined by its group algebra. We have remarked 'that the line is determined by its algebra as a topological ring, without reference to the norm itself. Probably there are more general theorems of this type. On the other hand, the line and circle groups require the more powerful methods of concrete analysis. In particular the automorphism problem for the circle group lies in the classical domain of Fourier series.
