Environmental informatics uses large multidimensional, complex datasets to study environmental problems, which can be both discrete and continuous in space or time. These datasets and their requisite metadata can be managed by queryable databases. Geospatial Web application programming interfaces (APIs) provide remote access to dynamic subsets of environmental information. Persistent identifiers make data citable. The storage-computing trade-off is now heavily skewed in favor of moving calculations to the data. Provenance metadata help determine a data object's reliability and trustworthiness.
INTRODUCTION
In this review, we provide an overview of environmental informatics with special attention to emerging computational and disciplinary trends that are transforming how we collect, manage, use, communicate, and preserve environmental information. Some examples of important scientific discoveries that were aided by environmental informatics are presented, and we examine future trends.
The Oxford English Dictionary defines informatics as "the branch of study that deals with the structure, properties, and communication of information and with means of storing or processing information." By environmental informatics, we mean the application of data science to environmental problems.
By data science, we mean those computational paradigms and techniques that focus on the collection, management, exploitation, communication, and preservation of environmental information. Data science, as we define it, is that subset of information science that focuses on large multidimensional datasets, often of complex structure.
By environmental information, we mean data about the state of Earth's biosphere (and associated spheres) and those processes affecting it. Environmental information differs from generic information in that its dimensionality always includes space and time, and its correct interpretation requires considerable scientific context (i.e., metadata).
The structure of this review is as follows: Following the Introduction are selected aspects of environmental information that are particularly relevant to data science, followed by several examples of significant environmental knowledge discovered or elucidated by data science. Then, we discuss how environmental sciences are becoming "fourth paradigm" disciplines (increasingly driven by large volumes of data, integration of disparate datasets, and their associated computational challenges), followed by a selection of new sources of environmental information enabled by data science.
Our review is characterized as much by the topics omitted as by those covered. Aside from historical context, we are explicitly not considering the informatics of nondigital data. We are also not considering the informatics of laboratory sciences, such as genetics, for which spatiotemporal concerns are not primary.
Spatiotemporal Information
Environmental information describes features and phenomena that (a) have specific spatial manifestations and (b) are not uniformly distributed over Earth's biosphere and its immediate neighborhoods. Therefore, environmental informatics necessarily involves managing both the spatial representation of environmental phenomena and Earth surface locations associated with these phenomena.
Earth coordinate systems.
Earth surface locations may be represented either explicitly, using spatial coordinates, or implicitly, using names or constraints. Although managing names permeates informatics in general, managing spatial coordinates is a defining attribute of environmental informatics.
Locations on Earth's surface are specified using geographic and/or projected coordinates (1) . Geographic coordinates are angular coordinates (the familiar latitude and longitude) referenced to a specific ellipsoidal approximation of the true shape of Earth (the geoid), whose minor axis is parallel to Earth's, and whose surface bears a specific relationship to a reference location on Earth's surface. This combination of ellipsoid and reference location constitutes a datum. The World Geodetic System 1984 (WGS 84) (2) has become a global standard for geographic coordinates; however, historic (and some current) environmental information uses geographic coordinates referenced to alternative datums. Correctly comparing geographic coordinates requires that they be transformed to a common datum. These transformations are embedded in most geospatial processing software, but environmental information is frequently managed without explicitly tracking the reference datum. Failure to account for the datums of geographic coordinates is a common source of positional errors at large map scales.
Projected coordinates are rectangular coordinates that result from projecting geographic coordinates onto a developable surface (plane, cone, cylinder, or other). A projection is characterized by the type of surface, its relationship Data science: those computational paradigms and techniques that focus on the collection, management, exploitation, communication, and preservation of environmental information to the datum, and the projection geometry (orthographic, stereographic, etc.). Because an ellipsoid is not developable, any projection of the entire Earth will be discontinuous. More importantly, all projections distort distances (hence, areas) and/or angles (hence, shapes) in predictable ways, although these distortions can be traded off against each other and minimized for selected fractions of Earth's surface. Equal-area projections, which preserve area relationships at the expense of shape fidelity, are frequently used for environmental analyses because they allow distances and areas to be calculated using simple Euclidean (as opposed to elliptical trigonometry) algorithms.
Example: California Albers projection. The California Albers (also called Teale Albers) projection is an example of a coordinate system created specifically for digital analysis. California Albers is an equal-area conic projection that minimizes distortion across the state of California. The projection was created because California straddles a discontinuity (zone boundary) in the Universal Transverse Mercator (UTM) projection, the standard for US regional equal-area mapping. For paper map sheets, projection discontinuities can be aligned with sheet boundaries, but for digital data, discontinuous coordinates greatly complicate analysis.
California Albers is now the standard projection for California state and regional data, but its adoption has been complicated by the presence of information collected with respect to multiple datums (3). The North American Datum of 1983 (NAD 83), essentially identical to the WGS 84 datum, is the standard for current US mapping. However, there is a substantial body of geographic information collected before 1983 with coordinates using the North American Datum of 1927 (NAD 27). A location's coordinates may differ by tens to hundreds of meters between the two measurement systems, which necessitates either on-the-fly datum translation at analysis time [a capability built into most geographic information system (GIS) software] or permanent conversion of Shapefile: geospatial vector data format for geographic information systems software SQL: structured query language DBMS: database management system archival information from the older to the newer datum. Like most states, California has no single agency responsible for geographic information; thus, the responsibility for adopting a new coordinate system and converting historic information falls on the multiple agencies collecting and maintaining such information.
Spatial information representations.
Spatial phenomena may be characterized as discrete or continuous. Discrete phenomena are associated with specific objects, which in turn have specific locations. For example, "diameter at breast height" is associated with a specific tree and makes no sense in the absence of a tree. For the purposes of environmental informatics, discrete objects are conventionally treated as having simple Euclidean spatial representations, which are based on points and their composition into lines, polygons, circles, etc. A complete representation for discrete spatial phenomena must therefore combine the geometric information that describes the location and extent of the phenomena with the nonspatial information that describes the value of the phenomena. This composite spatial (geometry)/nonspatial (attribute) representation is often referred to as a georelational model (4). Common instantiations of the georelational model include the "shapefile" data format (4) and SQL database management systems (DBMSs) that support the SQL/MM (Multimedia and Application Packages) spatial data types (5) .
Continuous phenomena (also called spatial fields) may be thought of as functions defined over all possible spatial locations (for example, surface temperature is a spatially continuous phenomenon). Although continuous phenomena can be conceptualized as functions, the actual functions yielding the phenomena are often unknown. Thus, the most common representation of a spatial field is by sampling the observed values of the field. Although these samples could be represented as discrete phenomena, it is more common to represent them as a multidimensional array of samples, where some of the dimensions represent spatial (and possibly temporal) coordinates, and the remaining dimensions represent the dimensionality of a sample at a single location. An array representation simplifies the computational implementation of a field-based analysis because most programming environments support multidimensional arrays as fundamental data structures. Moreover, arrays economically encode locations, which can be calculated from the array's corner location, orientation, and cell size, as opposed to being stored explicitly with each sample.
Temporal information.
Managing the time dimension of information is ubiquitous in informatics, but it is particularly significant in environmental informatics owing to the variety of timescales involved. The difficulties raised by temporal data can be broadly sorted into issues of periodicity, duration, and synthesis.
Many environmental phenomena are periodic. Some, e.g., diurnal, tidal, seasonal, annual, are driven directly by the interactions between Earth, Sun, and Moon. Others are driven by more roughly periodic external phenomena, such as the ∼11-year sunspot cycle. Still other periodic phenomena, such as the El Niño-Southern Oscillation or the Madden-Julian Oscillation, are a consequence of the land-ocean-atmosphere system's redistribution of differential global heating. Often these secondary phenomena are referred to by name rather than by reference to an absolute time base. An environmental information management system must potentially deal with all these varieties of periodicity.
Environmental phenomena persist for widely varying spans of time. A tornado may be over in minutes; a snowpack may melt completely over the course of a year; a glacier may advance and retreat over a span of thousands of years.
Although, everything else being equal, the temporal resolution at which a phenomena must be sampled coarsens as the period of the phenomena increases, environmental investigations often must deal with predetermined (as opposed to optimized) sampling intervals. For example, the Landsat satellites have a recurrence interval of 16 days; phenomena that vary more frequently than this will not be adequately sampled. Furthermore, individual samples of environmental phenomena may themselves be aggregates owing to sensor characteristics, such as binning or dwell time.
Many environmental datasets are constructed as temporal composites (e.g., average, minimum, maximum) of multiple shorter-term observations to reduce data volumes or eliminate unwanted short-term phenomena (e.g., clouds in remotely sensed imagery). Thus, the correct management of an environmental dataset may require keeping track of multiple temporal attributes: time of acquisition, integration/dwell time, sampling interval, and aggregation time span.
Data Management

Metadata models and standards.
The term metadata as used in informatics can assume many meanings, from the narrow "database schema" to the broad "data about data." We prefer a role-based definition: For a given investigation, metadata are those data objects that provide the context for the interpretation and use of other data objects. Indeed, for this overview, metadata and context are effectively synonymous.
The context required to interpret environmental information is often complex. As noted previously, all environmental information has spatiotemporal and type attributes that are themselves nontrivial context. Thus, metadata management has become a significant component of environmental informatics, manifesting in two primary ways: standards and implementations.
Environmental metadata standards offer structured guidance to the kinds of information most often required to interpret environmental information. One thread of environmental metadata standardization begins with the Content Standard for Digital Geospatial Metadata (CSDGM) (6) Some of these metadata may be extractable from the data themselves (for example, the bounding box for the spatial extent of the data), but most of them must be supplied independently, either by the environment in which the data are created or by a human involved in the data's creation or maintenance. Environmental software accommodates this by incorporating metadata editors (for human input) along with automated metadata extraction.
The CSDGM was a primary influence on the current international standard for geospatial metadata, ISO 19115 (7). Significantly for environmental informatics, both of these standards are based on a "core plus extensions" model in which the base standard specifies common elements and extensions specify elements appropriate for specific application domains, such as remote sensing (8 consideration of coordinate systems, representations of space and time, and association with equally complex metadata. Various packaging schemes, or formats, are commonly used to bind these concepts together and allow a single object to encapsulate sufficient context to permit its effective exploitation.
The shapefile (Section 2.1.2) is a relatively simple format that combines homogeneous spatial features with a single set of scalar attribute tuples. By contrast, an XML-based format such as the Keyhole Markup Language (KML) (9) can support heterogeneous features, multiple attribute sets, and hierarchical nesting. KML has achieved wide popularity owing to its support by Google. A KML document can include styling information (guidance on how the data should be rendered), which makes KML an excellent format for publishing feature information; the KML document can be thought of as a digital map that includes the data on which it is based.
GeoTIFF (10) is a popular format for raster (field) data. GeoTIFF extends the popular TIFF format (11) with metadata for the raster's map project and ground coordinates. Owing to the extensible design of TIFF, GeoTIFF metadata "tags" are harmlessly ignored by software that does not understand them. A GeoTIFF file is thus easily rendered by any TIFF-capable imaging software.
More complex formats allow complex data structures and rich metadata to be packaged into a single file or data stream:
The Network Common Data Form (netCDF) (12) format is widely used in the atmospheric and ocean science communities. In addition to supporting userdefined embedded metadata, netCDF supports multidimensional arrays, making it a good choice for continuous phenomena. The Geography Markup Language (GML) (13) , an Open Geospatial Consortium (OGC) standard, is an extremely comprehensive XML dialect designed to be capable of modeling any geospatial construct. GML supports features and coverages (fields), as well as spatial and temporal coordinate system specifications, styling information, and dynamic features. As an indication of GML's capability, the most detailed official base map (Mastermap) of the United Kingdom has been entirely coded in GML (14) .
Example: HDF-EOS. The Hierarchical Data Format (HDF) (15) is a complex binary format that allows features, fields, attributes, and metadata to be embedded in the same file. HDF supports extremely large (terabyte-scale) files, using indices and chunking to speed up access. HDF-EOS, an HDF variant extended with satellite-specific data structures, has been adopted by the National Aeronautics and Space Administration (NASA) for its Earth Observing System (EOS) mission (16) .
The earth science community's experience with the HDF-EOS format illustrates both the advantages and pitfalls of a one-size-fits-all approach to data formats. Historically, formats for the data products from space-based sensors were selected or developed by the science and engineering teams responsible for the instruments and therefore were optimized for the convenience of the data producers (17) . The EOS project made a strategic decision to supply as many as possible of its data products in a single standard format, so as to maximize their accessibility to the user community. The selected standard format, HDF, was originally developed to support visualizations generated by supercomputers and required extensionspoint, grid, and swath data types-to support EOS data.
HDF has been described as a "data formatting system" (17, p. 75) because the format is useless without the complex software required to read and write it. The HDF-EOS extensions only add to this complexity. As a result, the penetration of the format into industry standard software tools (IDL, MATLAB, and others) has been slow, and the HDF-EOS ecosystem is rife with overlapping custom-built tools to perform common tasks like visualization, subsetting, and projection (18) . Moreover, the complexity of HDF-EOS has led to concerns that it may be difficult to read archived HDF-EOS data at some future date when the HDF-EOS software is no longer supported or available. (It has been estimated that the HDF software libraries represent 20 years of programmer efforts.) Duerr et al. (19) have shown that this problem may be mitigated by creating independent "maps" of HDF files that record how to access the files' components without recourse to the HDF software.
Database management systems.
The term database has multiple common meanings in environmental science. It is often used loosely to refer to any collection of information that can be treated as a unit (for example, a set of files containing all the raw data from a set of field instruments). We use DBMS more restrictively to mean a system that integrates management of and access to information organized according to common schemata (20) . The DBMSs most readily available to environmental scientists implement the relational data model: Classes are tables, objects are rows, properties are columns, and relationships between classes are implied by comparing property values (as opposed to being represented explicitly by links).
DBMSs are most often contrasted with "flat files" as a management mechanism for environmental information. All multiuser computing environments provide a hierarchical file system that allows files to be placed in (possibly nested) folders (also called directories). Querying data stored in a flat file means traversing directories to find the file and then reading the file to discover its contents. By contrast, all information stored in a DBMS can be retrieved by queries that specify the source tables and the rows to be retrieved from them, according to whether the column values satisfy the logical constraints specified in the query. In effect, the common operations of combining and subsetting are built into the DBMS, which can dramatically simplify the construction of environmental analyses.
API: application programming interface
Although historically DBMSs were enterprise-class software systems confined to large commercial applications, advances in DBMS technology have made them core components of environmental informatics: DBMS software has become both ubiquitous and affordable. Open-source DBMS servers, such as MySQL (21) and PostgreSQL (22) , now rival their proprietary competitors in capability. Database design and implementation are becoming increasingly common skills, making it possible for small scientific teams to develop and support their own databases. Scientific computing tools, such as MATLAB (23) and R (24), now routinely connect to DBMSs, making databases potentially more attractive than flat files as a storage mechanism for queryable information. DBMSs increasingly support the extended data types and operatorsgeometry, arrays, user-defined functions-required to effectively support environmental information (25) . It is now possible to store almost all environmental information in a DBMS.
Web application programming interfaces. The explosive growth of the World
Wide Web has transformed all aspects of informatics. With respect to environmental informatics, we believe a salient impact of the Web has been to enable or simplify programmatic access to remote resources, via Web-based application programming interfaces (APIs) that support the specific characteristics of environmental information (space, time, type, and others).
The Distributed Ocean Data System (26) and its successor the Open-Source Project for a Network Data Access Protocol (OPeNDAP) (27) are pioneering efforts to support Web-based programmatic access to environmental information. OPeNDAP comprises a network-based ("wire") format for transmitting structured data, a set of ancillary formats for transmitting metadata, and a set of messages that a client can use to request data or metadata from a server. OPeNDAP provides reference server implementations that include support for common environmental data formats (e.g., HDF, netCDF), and client implementations for common analysis environments (e.g., MATLAB). Like the Web itself, OPeNDAP was originally developed to provide end-to-end support for a specific distributed community (in the Web's case, high-energy physicists; in OPeNDAP's case, oceanographers), and like the Web, it now has a thriving multidisciplinary user community, which contributes alternative server implementations and support for new clients and data formats.
The commercial maturity of the Web has led to the official standardization of its underlying technologies. The Web itself has the World Wide Web Consortium (28), and Web-based environmental informatics has the OGC. The OGC has standards for all aspects of geospatial technology, but, for our purposes, the most relevant standards are those pertaining to Web services for accessing geospatial information.
Unlike OPeNDAP, OGC services are in general not developed from existing technologies but rather are specified in advance and then proven and evolved by multiple sample implementations. This has led to the OGC services closely following the theoretical models of geospatial information: the Web Feature Services (29) for discrete features and the Web Coverage Service (30) for gridded information. Additionally, a separate Web Map Service (31) provides access to server-rendered images of (possibly multiple layers of ) geospatial information for clients who require only finished maps (as opposed to raw data).
Like support for connecting to relational databases, support for connecting to OGC (and, to a lesser extent, OPeNDAP) services is steadily increasing in geospatial client software. For example, most GIS software now supports connections to OGC services as data sources. For environmental informatics, these services hasten the arrival of fully distributed management and analysis systems.
Data identification and citation.
In keeping with an emerging theme across scientific informatics as a whole, environmental informatics is characterized by the requirement to publish environmental data, not just manage them. At the deepest level, data publication speaks to a fundamental tenet of science-that conclusions derived from observations ought to be reproducible. Publishing the data that a scientific paper is based on at a minimum serves to enforce the paper's credibility. More important, in many environmental science domains, data collection and dataset assembly are significant resource-intensive activities in their own right, and the publication of these datasets represents both a significant contribution to the scientific literature and a means of formally recognizing the efforts of the data collectors and synthesizers (32, 33) .
In order to publish data, two issues must be dealt with: granularity and identification. Granularity is important because environmental data are often created and managed hierarchically. It may be appropriate to treat an entire dataset as a publication but to retain the ability to cite individual components. For example, consider a dataset representing the entire output of a particular satellite imaging system, citable both in its entirety and at the level of a single image used in a specific investigation. Also, the granularities appropriate for publication and citation may be different from those at which the data are otherwise managed.
Once a publication granularity has been established, the published granules must be identified in a way that allows persistent citation (34, 35) , analogous to bibliographic references to published documents. One potential scheme for this is the digital object identifier (DOI) (36) already widely used for published documents. DOIs are a mature technology, with a hierarchical registry that guarantees uniqueness, and an established Web-based protocol for dereferencing the identifiers (i.e., accessing the objects that they reference). However, one disadvantage of DOIs is that they do not reflect any hierarchical relationships between objects; there is no obvious connection between the DOI for a dataset and a DOI for one of its components.
The Archival Resource Key (ARK) (37) is an emerging identifier technology that supports the binding of methods (functionality) to identifiers. An ARK for a dataset can optionally support suffixes that identify component objects, preserving their hierarchical relationships. Support for ARKs is not yet widespread but may increase given the specific requirements of environmental and other scientific information.
Most persistent identifier schemes require a central authority to guarantee uniqueness and to provide a well-known point of contact for dereferencing requests. Historically, these authorities have been designed on the presumption that relatively few entities (e.g., print publishers) would be publishing persistent information (e.g., books and journals) and would therefore need to be assigning persistent identifiers. Scientific information publication represents a potential explosion in the number of data publishers and data objects being published, and it requires more flexible systems for persistent identifier management.
Example: EZID.
One such system is EZID, an online service created and supported by the California Digital Library (38) . EZID provides uniform graphical and programmatic interfaces for creating and managing persistent identifiers in multiple schemes (currently DOI and ARK), with EZID handling the interactions with the underlying identifier authorities. EZID allows for distributed ownership of identifiers and for delegation of the right to change how an identifier is dereferenced, thus addressing the curation (see Section 2.2.8) of identifiers. EZID also allows metadata in various standards formats to be bound to identifiers. EZID exemplifies how a mature technology from a nonscience domain (persistent identifiers) can be made usable for scientific information by an appropriate intermediary system.
Data versus computation. Computing systems can be characterized by their storage
Bandwidth: end-to-end throughput of a data storage and transmission system, including any network or request latencies capacity, their processing power, and their data bandwidth (39) . By bandwidth, we mean the end-to-end throughput of a data storage and transmission system, including any network or request latencies in addition to raw channel bandwidth. Indeed, the evolution of computer system architecture has largely been driven by the extent to which any one of these constraints was dominant at any particular time. With respect to environmental information, the most significant decisions forced by these constraints relate to caching and recreation.
Environmental datasets range in content from purely observational data to purely synthetic data output from models. Observational data by definition cannot be recreated, so an analysis involving observational data requires direct access to that data or a copy thereof. By contrast, synthetic data may, in principle, be recreated by rerunning the source model with the same parameters and inputs.
For datasets that cannot be recreated, when storage capacity is more constraining than bandwidth, the most cost-effective way to access large datasets is to reload them from remote or off-line copies. Conversely, when bandwidth is more constraining than storage capacity, the most cost-effective way to access large datasets is to maintain local online copies. This is precisely the caching strategy employed by Web browsers when they keep a local copy of a recently visited Web page that may be referenced if the page is revisited, to avoid having to issue another network request for the page. By local, we mean storage with the maximum available bandwidth-in computing, proximity is reckoned by speed of access, not physical distance (40) .
For datasets that can be recreated, an additional trade-off comes into play: Is it more cost-effective to fetch or cache the data, or to recreate it as needed? The answer to this question is highly data dependent. Some environmental models can be easily rerun in common computing environments, whereas others (e.g., general circulation models) require "supercomputing" environments that are relatively rare and expensive. Thus, the decision whether to www.annualreviews.org • Environmental Informaticsrecreate a dataset may be predetermined by the available computing environments. However, even when recreating a dataset is feasible, the fetch-versus-cache decision is still relevant. If a model runs fast enough, it may be cost-effective to have it produce only those output values that are specifically requested; this strategy is often called "lazy evaluation." Conversely, if the speed at which a model executes would impose unacceptable delays on a downstream analysis, the model may be run prior to or in parallel with the analysis, locally generating and caching all potentially needed outputs; this strategy is often called "eager evaluation."
As of this writing, except for the small but significant class of modeling problems that are overwhelmingly compute bound, data bandwidth is the dominant constraint on environmental data processing, as storage capacity and processing power are relatively inexpensive. For all but the smallest quantities of information, it is therefore generally more efficient to move the processing to the data, rather than moving the data to the processor. This optimization plays out in two ways. First, queryable data access interfaces (see Sections 2.2.3 and 2.2.4) allow data delivery to be restricted to just the required subset of a large dataset, thus minimizing data transmission. In the limiting case, an entire analysis may be expressible as a sequence of queries. Second, cloud computing allows the provisioning of an effectively unlimited number of processors "near" a cloud-hosted dataset, potentially enabling dramatic speed increases for analyses amenable to coarse-grained parallelization.
Provenance.
A digital object's provenance is "the process that led to" that object (41, p. 123), usually expressed as a directed graph of data and processes that led to the object's creation. Provenance is a particular kind of metadata that connects an object to both its ancestors and its descendants. Provenance is critical both for evaluating an object's reliability and fitness for purpose as well as for diagnosing, or determining the consequences of, defective data or processing.
Provenance is a long-recognized component of trust; the term is borrowed from the art world, where it refers to the chain of custody of an artifact. Existing environmental metadata standards all support free-text representations of provenance (essentially, a narrative pedigree of an object), but in practice, these are not widely used because the information is difficult to capture and tedious to manually record. Where present, it often contains a simple audit trail of the software commands applied to the object. Ideally, provenance would be represented according to a standard formal model that would support simple automated reasoning and would be communicated in a standard machine-parsable form. In fact, such standards are being developed by the World Wide Web Consortium (42) but are not yet widely supported.
Various strategies exist for capturing provenance. Scientific workflow systems have been modified to capture the provenance automatically (43), in effect, decorating the workflow graph with information about a specific workflow execution. Database systems have been modified to capture the provenance of queries and thus of the database object that the queries modify (44) . File systems have been created that automatically track every operation that accesses or modifies a file system object (45) . System call-tracing mechanisms have been created that capture the provenance of arbitrary processing sequences (46) . All of these approaches share the goal of automating provenance collection within their particular scopes, thus avoiding the need for humans to provide this complex metadata.
In environmental informatics, the generic use cases for provenance are (a) to determine if an object has reliable antecedents; (b) to find the descendants of an object, in case there is some problem with it; and (c) to determine if observed differences between objects can be ascribed to some differences in their ancestors.
Curation.
Environmental informatics is becoming increasingly concerned with the long-term maintenance of environmental datasets. Although it is now possible to analyze environmental phenomena over decadal and longer timescales, the long-term survival of these datasets requires active support. The term digital curation (47) has come to mean the suite of standards and practices required to ensure that digital data remain usable. Curation, a term borrowed from the museum community, denotes an active stewardship of information resources, encompassing both preservation (ensuring that the information does not disappear) and availability (ensuring that the information remains accessible and intelligible).
Digital preservation is a surprisingly difficult problem. Even though traditional publishing technology has evolved a medium, acid-free paper, capable of surviving for centuries, no mainstream digital storage medium has yet been demonstrated to survive for more than 30 years (48, 49) ; there are as yet no acid-free bits. This problem is paradoxically compounded by the explosive evolution of storage technology; since 1989, the magnetic areal density of online information has increased faster than Moore's Law (50) . As online storage becomes dramatically cheaper, formerly competitive off-line storage technologies (magnetic tape and optical disk) may be abandoned, leaving their associated offline data inaccessible (51) unless heroic measures are taken (52) . Thus, digital preservation is necessarily curatorial, involving a continuous process of copying digital archives to newer storage technologies as older technologies become obsolete, but while the older technologies are still supported.
Preservation, however, is actually the simpler part of the digital curation problem. Consider the format of printed information: Books and pamphlets have survived essentially unchanged for hundreds of years. By contrast, the multiplicity of encodings and formats used for digital information can lead to perfectly preserved data becoming inaccessible after only a decade or two. Formats may be "orphaned" by terminated projects (53) or obsolete proprietary software, or they may be superseded by newer versions of their supporting software that eventually abandon backward compatibility. In either case, the information structured according to the older format will be unrecoverable unless either the software capable of reading the format is preserved or the format is sufficiently well documented that new software capable of reading the format can be created.
Curation of scientific information must also ensure that information remains intelligible. Traditional curation, oriented toward preserving text and artifacts, often relies on metadata that to a large extent is embedded in the broader culture. Consider that a sixteenth-century work by Shakespeare is still almost entirely comprehensible to a twenty-first-century reader of English. By contrast, as we have noted above, the complexity of environmental information means that a considerable amount of metadata is often required to properly interpret it.
Two of the challenges of scientific information curation are deciding (a) which metadata to preserve and (b) how best to associate it with the data it describes. Methods that rely on complex formats that commingle data and metadata in a single package run the risk of those formats themselves being abandoned. Methods that manage the data and metadata separately run the risk of the connections between them being lost, although this can be mitigated by specifying the connections in terms of unambiguous, persistent identifiers (see Section 2.2.5). For example, the UK National Archives' PRONOM project (54) provides a curated registry of format and other technical specifications that can be used for this purpose.
Provenance (see Section 2.2.7) can be thought of as a framework for the curation problem in that the provenance of a digital object necessarily characterizes the methods by which it was created and therefore a great deal of the metadata necessary to understand it. Furthermore, the directed-graph structure of provenance matches the data-metadata linkages necessary to characterize curated objects. We expect that identifying the necessary components for curation will be facilitated by support for capturing and publishing provenance becoming more ubiquitous in computational environments.
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DATA SCIENCE EXAMPLES
We illustrate six significant achievements in data-driven discovery, whereby important environmental knowledge has been discovered or elucidated. Examples come from atmospheric science, oceanography, sustainability, ecology, and hydrology. The first three-atmospheric carbon dioxide (CO 2 ) concentration, ozone depletion, and the structure of the Gulf Streamillustrate cases where examination of data led to significant and surprising knowledge about our environment. The latter three-indicators of sustainability in the context of climate change and spatial distributions of evapotranspiration and snow-illustrate problems that are just beginning to be solved and that require concepts and techniques from environmental informatics.
Some of these vignettes consider the importance of satellite observations. The era of human-made objects orbiting Earth began with the launch of Sputnik in October 1957, and much has been written about Sputnik's beneficial prod to US science. The US satellite Explorer 1, following in January 1958, made the first scientific discovery from space with remote sensing: Powerful radiation belts, later known as the Van Allen belts, surround Earth (55). Since then, satellite observations have been a fruitful component of data-intensive science, continuing to lead to unexpected discoveries about processes that shape Earth's environment.
Rising Concentrations of Atmospheric Carbon Dioxide
The Keeling Curve, perhaps the most recognizable graph in environmental science, shows the record of atmospheric CO 2 concentrations that Charles David Keeling initiated in 1958 on Mauna Loa in Hawaii (56) . Within a few years, the continuous measurements from Mauna Loa showed that CO 2 concentrations varied seasonally in response to photosynthesis and respiration but-along with concomitant measurements from the South Pole-clearly showed a rising trend. Had CO 2 been measured instead by global periodic surveys, evidence for the trend would have emerged only after decades. The story provides a valuable example of data-driven discovery, crucial benefits from very careful measurements, and the importance of learning from long-term continuous Earth observations (57) .
In an essay on the fiftieth anniversary of the Mauna Loa measurements, David's son Ralph Keeling lamented the difficulties in supporting long-term measurements despite their fundamental link to understanding global change. He also pointed out that the effort to measure CO 2 was driven by curiosity rather than a specific hypothesis: "A continuing challenge to long-term Earth observations is the prejudice against science that is not directly aimed at hypothesis testing. At a time when the planet is being propelled by human action into another climate regime with incalculable social and environmental costs, we cannot afford such a rigid view of the scientific enterprise. The only way to figure out what is happening to our planet is to measure it" (58, p. 1772).
The Antarctic Ozone Hole
The story of ozone depletion illustrates how laboratory experiments, surface observations, and many satellite data led to the recognition of the ozone-destroying role of anthropogenic halogen-containing compounds. In 1974, F. Sherwood Rowland and his postdoctoral fellow Mario J. Molina (59, 60) published a laboratory study demonstrating that chlorofluorocarbons, a class of halocarbons, catalytically reduce stratospheric ozone formation in an environment of UV light. 1 Stolarski & Cicerone (61) also discovered the same chain of chemical reactions. Rowland & Molina predicted that continuing leakage of chlorofluorocarbons into the atmosphere would seriously reduce ozone concentrations. Although halocarbons were soon largely eliminated as propellants in aerosol sprays, industry fought their banning as refrigerants and other applications.
In 1984, field and satellite observations revealed the magnitude and extent of ozone depletion. The Antarctic ozone hole was first identified in upward-looking UV radiation measurements by the British Antarctic Survey (62) , and examination of data from the Total Ozone Mapping Spectrometer (TOMS) and aircraft confirmed the continental scale of the ozone hole, its annual appearance in the austral spring starting in the early 1980s, and its progressively increasing size (55, 63) . This unexpected magnitude in the depletion of ozone and the size of the ozone hole suggested that the stratosphere still held surprises. Subsequent measurements from a variety of satellites identified concentrations of trace species that lead to or catalyze ozone destruction. Chlorine from the breakdown of chlorofluorocarbons forms relatively inert hydrochloric acid, which reacts on the surface of ice crystals in polar stratospheric clouds, which also were discovered from satellite observations, to produce chlorine monoxide that catalytically destroys ozone. Satellite observations also confirmed the presence of bromine monoxide, which is involved in reactions that are even more destructive of stratospheric ozone.
Satellite observations continue to track the size and depth of the Antarctic ozone hole and the more subtle, but dangerous, losses of ozone over heavily populated regions. Recent satellite observations show a decrease in halocarbons and the apparent beginning of an ozone recovery, increasing confidence that the Montreal Protocol is indeed achieving its goal (64, 65).
The Gulf Stream and Its Warm-Core Rings
In the remote open ocean, observations from ships, buoys, and drifting sensors cannot resolve the temporal and spatial variability necessary to understand the ocean's dynamic nature. Observations from satellites provided the first globally available data. An example of data-driven discovery is the accurate characterization of the Gulf Stream for which previous intensive in situ observations failed to reveal the correct structure. Sea-surface temperature measurements from satellite observations revealed information about the structure of the circulation and also provided detailed information about heat transport in the ocean (55) .
On the basis of measurements from ships, oceanographers speculated that the Gulf Stream comprised multiple currents, and ship data could not distinguish between various interpretations (66) . However, in the 1970s, the synoptic view provided by satellite thermal infrared imagery from the US National Oceanic and Atmospheric Administration's Advanced Very High Resolution Radiometer showed that the Gulf Stream was a single filament; subsequent study revealed a changing, tortuous path with interannual variability (67) .
In addition to revealing the basic structure of the Gulf Stream itself, satellite measurements of sea-surface temperature led to the discovery of warm-core rings, which form between the North American continental shelf and the Gulf Stream by the separation of a north-extending meander. The physical, chemical, and biological properties of the core of these eddies, 100-200 km in diameter, are often similar to those of its parent water mass, the Sargasso Sea. Major alterations to ring structure can occur during periods as short as 2 to 5 days, when an interaction with the Gulf Stream is particularly intense (68) . Subsequently, investigations that have integrated satellite measurements of sea-surface temperature, chlorophyll a, and seasurface height with shipboard sampling have shown that cyclonic eddies have greater nutrient concentrations than anticyclonic eddies (69) . Unlike Rossby waves, eddies can strongly upwell nutrient-rich waters, thus stimulating phytoplankton productivity.
Vulnerability to Climate Change and Variability
An identified research need is support for decisions in adapting to trends and interannual www.annualreviews.org • Environmental Informaticsvariability in climate (70) . Improving knowledge about regional variability and the likely consequences of climate change could help identify people and societies at risk. Science can assist in the identification of new options and strategies for limiting the magnitude of climate change or adapting to its impacts, as well as help improve existing options. To do so requires monitoring indicators of climate change, i.e., to identify and track metrics that are important for understanding climate change and providing insight into environmental sustainability, in categories that include the cryosphere, terrestrial ecosystems, hydrology and water resources, atmosphere, human health, oceans (both physical and biological/chemical), and natural disasters (71) .
Human behavior causes our vulnerability to a changing climate to increase. A population of 9 billion expected by the middle of this century puts more stress on water resources, some in areas with meager infrastructure, sparse gauging, challenges of accessibility, and emerging or enduring water-related insecurity. Migration into low-lying coastal areas puts more people at risk from rising sea levels, and adaptation requires information about erosion rates, flood frequencies, storm surge levels, risks associated with different development setbacks, habitat changes, and changes in water supply and quality. In addition to these climate and other environmental changes, coastal managers need to consider other factors, such as the locations of hospitals, schools, and senior citizens in potentially affected areas; property tax dollars generated in the coastal zone; and trends in tourism (70) .
Integration of knowledge about plausible changes in the physical environment with indicators of the resilience of populations and governments helps identify people and societies at risk (72) . Such indicators include demographic data, e.g., infant mortality; economic data, e.g., consumption and distribution of wealth; societal data, e.g., capitalism, globalization, and equality; and measures of democracy versus autocracy (73, 74) . Emerging research addresses metrics or indicators that span and integrate relevant environmental and socioeconomic domains. For example, nearly 80% of Earth's population live in areas subject to stress on water security or biodiversity; the stressors combine the demand from increasing population, water availability, pollution, land disturbance, and pressures on aquatic species (75) . Metrics of general vulnerability should focus on freshwater and food availability, ecosystem health, and human well-being, and they should also be flexible and attempt to identify possible indicators of tipping points or abrupt changes in both the climate system and related human and environmental systems (70, 73).
Evapotranspiration Estimated from Satellite
The partitioning of incoming solar radiation into the energy balance (reflected and emitted radiation, sensible heat exchange, and evapotranspiration) at Earth's surface is a central problem in climate dynamics, hydrology, and ecology. Even at a study plot with a flux tower, the estimation is not straightforward, requiring explicit representation of hard-to-measure physical parameters (76) , yet understanding vegetation dynamics or the partitioning of rain or snowmelt into runoff or vapor exchange with the atmosphere requires that we estimate the spatial distribution of evapotranspiration. The difficulties and assumptions involved have led to several different approaches.
One is to estimate the evaporative fraction (EF), the ratio of the latent heat exchange-the energy used for actual evapotranspiration-to the sum of sensible and latent heat exchanges (77) . The method approximates the fractions of the pixel that are bare versus vegetated, such that the EF is a mixture of the values for bare soil and vegetation. The vegetation fraction is calculated from a vegetation index, which compares the radiances in green and near-infrared spectral bands. The EF values for bare soil and vegetation are estimated from the vegetation index and the remotely sensed land-surface temperature.
A subsequent method uses ground-based meteorological observations along with remote sensing data from the Moderate Resolution Imaging Spectroradiometer (MODIS) to estimate global evaporation by adding constraints for the vapor pressure deficit and minimum air temperature on stomatal conductance from vegetation; considering both daytime and nighttime components of evapotranspiration; adding a soil heat flux calculation; improving estimates of stomatal conductance, aerodynamic resistance, and boundary layer resistance; separating the dry canopy from the wet; and considering soil surfaces of different wetness (78, 79) . Compared to flux tower data, the root-mean-square (rms) error reported for evapotranspiration is 0.90 mm day −1 , with a mean absolute error of 0.31 mm day −1 . An alternative approach is to combine models for radiative transfer in the atmosphere and within the canopy, photosynthesis, rate of carboxylation, evapotranspiration from vegetation, and evaporation from soil (80) (0.12 mm day −1 ). Quite computationally intensive, these calculations and data management processes used cloud computing (Section 2.2.6), in this case the Microsoft Azure platform (81).
Spatial Distribution of Snow Water Equivalent
Of the seasonal changes that occur on Earth's land surface, the most profound are the accumulation and melt of snow, filling rivers and recharging aquifers that support downstream ecosystems and supply water for 20% of Earth's people (82) . Many of these snowpacks that support major populations are in the mountains, and management of their water for competing requirements (flood control, irrigation, hydropower, recreation, and habitat) requires assessments of the snow storage and the plausible rate of melt over a highly heterogeneous topography and land cover. In a warming climate, mountain snow and ice are at risk because of the likelihood of earlier melt and a transition from snow to rain, so assessing the mountain cryosphere is an important component of monitoring responses to climate change (71, 83) . Even in well-instrumented basins, seasonal forecasts are sometimes wrong, and worldwide, many mountain ranges have austere infrastructure, meager surface measurements, and difficult accessibility. A spaceborne sensor that directly measures the snow water equivalent in mountains will not be available within a decade (84) ; hence, we must combine available measurements and models.
With currently available technology, the task of estimating snow water equivalent everywhere in a drainage basin has independent, but not mutually exclusive, options, all requiring environmental informatics technology: (a) Interpolation combines maps of snow extent, for example, from MODIS on Terra/Aqua, with ground observations of snow water equivalent (85, 86) . Covering location and elevation and constrained by fractional snow cover and tapered near the snow line, interpolation produces a physically realistic (but not necessarily correct) value for snow water equivalent. Unfortunately, although interpolation is feasible in well-instrumented basins, the paucity of surface measurements in the remote mountains prohibits its employment there. (b) Time-resolved physical snow models assimilate observations from weather stations and remote sensing, along with numerical weather models (87, 88) . (c) At a coarser spatial resolution, passive microwave data, for example, from the special sensor microwave/imager, provide estimates of snow water equivalent, but rugged terrain compromises their accuracy because all pixels are mixed at the 12-50-km spatial scale (89) . (d ) Reconstruction combines the satelliteobserved rate of snow depletion with a calculation of the melt rate to retroactively estimate, after the snow has melted, how much existed everywhere earlier in the season (90, 91) . The calculation of the melt rate is driven by satellitederived data about solar radiation, longwave radiation, temperature, and humidity, adapted to the terrain to account for differences in www.annualreviews.org • Environmental Informaticsillumination, shadowing, elevation, and vegetation (92, 93) .
The four methods give different answers, but reconciling them would improve snowmelt runoff forecasts, even in basins with sparse hydrological measurements. Specific research questions in environmental informatics for this specific problem of estimating the heterogeneous distribution of snow in the mountains include (94) the following: Can discoverable patterns in the reconstructed time-space distribution help improve the accuracy of real-time models? Can we use such methods to predict runoff by methods beyond simple correlation? Could people with different knowledge sets help discover such patterns?
THE FOURTH PARADIGM
The Fourth Paradigm: Data-Intensive Scientific Discovery (95) posits an emerging scientific approach, driven by data-intensive problems, as the evolutionary step beyond empiricism, analyses, and simulation. The inspiration for the book's title comes from Jim Gray's lecture at the National Academy of Sciences, three weeks before he disappeared at sea in late January 2007. Our underlying theme is that the environmental sciences are becoming fourth paradigm disciplines: increasingly driven by large volumes of data, integration of disparate datasets, and their associated computational challenges. Without the application of data science, many environmental problems, owing to the volume and/or complexity of the data involved, would be intractable (95) .
Some of the fourth paradigm aspects of environmental science are described below.
Data-Driven Hypotheses
Science advances by hypothesis-driven experimentation, but generating appropriate hypotheses has traditionally been something between an art and a craft, relying primarily on the inspirations of experienced researchers. Data science applied to the ever-increasing volumes of environmental information can help automate this process by identifying candidate hypotheses from the correlations discovered by mining environmental datasets. Although some prominent scientists have expressed their skepticism about this point of view, framing the debate in terms of hypotheses versus informatics misses the important point that informatics can greatly assist traditional hypothesis-driven research because data-mining techniques can discover significant large-scale correlations that provide rich information (96) .
Some data are collected specifically to test a hypothesis, but in the environmental disciplines, many of our data are collected for operational purposes. For example, weather stations and river flow gauges were not established to determine whether climate is changing and how those changes affect runoff, yet today they provide long-term data that help address those questions (97) . Informatics techniques are essential to such analyses because they enable searches for unanticipated correlations and anomalous patterns. Examples include those in Section 3: the rising trend of atmospheric CO 2 , the Antarctic ozone hole, the role of polar stratospheric clouds, the structure of the Gulf Stream, and the existence of warm-core rings.
Scientists develop hypotheses and present findings by visualizing data. Data exploration is an inherently creative process that requires location of relevant data and visualizing them, discovering candidate relationships, collaboration with peers, and disseminating results. In the historical context, the problem was often that of data transformations and presentations (98) , but today's data volumes, numbers of datasets, and complexity of analyses require the developing tools of informatics, for example, those to examine three-and four-dimensional data (99) . In the context of Karl Popper's distinction between the bucket and the searchlight (100) as the way the mind learns (he favored the searchlight, whereby trial-and-error learning occurs), techniques in informatics can help us learn by mechanisms other than mimicking the brain.
Data Availability
Environmental information has traditionally been a stepping-stone to an ultimate goal, whether it is a scientific publication or a political decision. The increasing volume and quality of public environmental data, coupled with the widespread availability of tools for analyzing environmental information, are leading to standards of practice that mandate the availability of environmental data to all who request it. Specifically, such availability is expected to be as frictionless as accessing any other kind of digital information.
Data availability requires both the promulgation of interface standards, so clients know how to connect to servers, and the promulgation of content standards, so clients know what to look for. The Web-based APIs for environmental information (discussed in Section 2.2.4) allow clients and servers to be developed independently, thereby giving data providers confidence that the data they publish is usable, and giving data consumers confidence that they can connect to and exploit published information sources. The metadata content standards (discussed in Section 2.2.1) enhance availability by helping data consumers evaluate datasets for their fitness for a particular use.
The remaining challenges for data availability are partly structural and partly policy based. The primary remaining structural challenge is data discovery. Once a data source has been identified, the interfaces described above enable it to be evaluated and exploited. However, simply finding out that a candidate data source exists is currently a significant challenge. Commercial search engines, such as Google and Bing, are overwhelmingly text oriented; they cannot index most nontext data formats, nor can they reliably identify services.
The challenge for data discovery is twofold: specifying a protocol for data providers to announce themselves and their holdings, and specifying a protocol for discovering these announcements. A promising technique for announcing data and service availability is emerging under the umbrella term "datacasting" (101) . This technique exploits the Atom syndication format (102) , used by Web sites to provide a dynamically updated table of contents in the form of an XML document in a standard format, retrievable from a standard location relative to the (sub)site it describes. Atom was developed to support news feeds but is being extended by the earth science community to support describing datasets and data services as well as news articles. There is a thriving ecology of software that can produce and consume Atom documents, which should simplify their incorporation into data distribution systems.
The second half of the discovery challenge involves how to query for the existence of datasets and services that have announced themselves by a Web publication mechanism, such as Atom. Specialized search engines called portals can be established as well-known points of reference, gathering dataset and service information from submissions by data providers and by focused Web crawling (i.e., searching only for specific kinds of documents). Portals are increasingly being adopted by official entities (e.g., governments and their specific agencies), and it is reasonable to assume that a modest set of well-known sites could eventually provide the jumping-off points for comprehensive discovery of available data and services.
Policy-based challenges to data availability are significant. The scope of environmental informatics embraces disciplines where data is publicly sourced (e.g., government-sponsored remote sensing programs) and sharing is thus a given, as well as disciplines where data collection is a personal endeavor (e.g., field ecological observations) and sharing thus conflicts (at least in the short run) with the need to personally exploit the data. Policies, such as the National Science Foundation's requirement for a data management plan (103) , and NASA's requirements for data sharing (104), are tipping the balance in favor of greater availability for environmental data.
Data Volumes
One of the most immediate challenges faced by environmental informatics is dealing with massive amounts of data. This impacts both the architecture (systems and tools) of environmental analyses and the very nature of the questions one can pose against these data.
As we noted in Section 2.2.6, end-to-end input/output bandwidth is the limiting factor in the overall throughput of current computational environments. Thus, system architectures must strive to minimize the distance between processing and data and especially to avoid unnecessary data movement. This has led to the emergence of two technologies that will profoundly impact environmental informatics.
The first technology is "map/reduce" (105), a generic paradigm for loosely coupled parallel computing in which a parallelizable component of a problem is replicated across as many processors as possible and applied to local pieces of the input (the map phase), with the results collected for any subsequently required serial processing (the reduce phase). If the map component can be specified as a single function that transforms a key-value pair into a keymultivalue tuple and if the reduce component can be specified as a function that summarizes these resulting tuples, then software frameworks, such as Hadoop (106), can automate many of the distribution and coordination aspects. For problems that fit its framework, map/reduce has the advantage of being able to scale up to take advantage of any available resources. The exploitation of map/reduce by environmental informatics problems will be a key factor in dealing with large data volumes spread across a large number of processors.
The second technology that will affect how environmental informatics deals with very large datasets is database support for scientific data types, particularly arrays. The signal advantage of a DBMS for massive data sets is the ability of the DBMS to manage the mapping between high-level queries and low-level storage operations, thereby taking advantage of any available parallelization and optimization without having to expose that complexity to the user. We have already mentioned how support for spatial data as geometries has significantly increased the applicability of relational database technology to environmental problems. However, database systems have until recently not supported array data types, making them unsuitable hosts for data represented as sampled fields.
Two solutions to this problem are emerging. One approach, taken by the Rasdaman system (107) , is that of a low-level raster data manager that sits atop a conventional relational database (e.g., PostgreSQL); the raster data are then accessed through a separate API or raster query language. A different, more comprehensive approach is taken by SciDB (108), which is a completely new database system that supports multidimensional arrays as a fundamental type. SciDB supports both a functional and a declarative (SQL-like) query language.
Volunteered Environmental Information
A salient characteristic of the World Wide Web as it exists in the early twenty-first century is its democratization of publishing. A plethora of venues exist for nonexperts to publish information in the forms most convenient to them-text, photographs, maps, video and sound recordings-as well as to collaborate with people anywhere in the world to create shared content (e.g., Wikipedia). Some of this information has implicit or explicit environmental components. The term volunteered information has emerged to describe information contributed to the Web by nonspecialists, either directly in response to specific requests or to further the creation of a specific artifact or indirectly as a result of posting information that has incidentally recoverable environmental components.
Many of the Web's premier collaborative artifacts have features that facilitate the recovery of environmental information. A particularly useful technology in this regard is geotagging (109) : the embedding of geographic location information in an otherwise nongeospatial object. The photo-sharing site Flickr and the collaboratively edited encyclopedia Wikipedia both have well-developed geotagging capabilities. Wikipedia supports standard templates for embedding geographic coordinates in articles for authors who wish to contribute this information directly. Additionally, geocoding "bots" (110) routinely scan modified Wikipedia articles for place names and insert geotags with the corresponding coordinates. Flickr allows photographs to be tagged with latitude/longitude coordinates, optionally qualified by an ordinal precision score and/or by a place name from a hierarchical gazetteer. Interestingly, Flickr can use the latitude/longitude coordinates that multiple users may assign to a named place to generate what is in effect a user-contributed boundary for the place (111), which may be especially useful for places (e.g., Southern California) that have no official spatial footprint.
The explosive growth of global positioning system technology in cameras and mobile phones (which often now include still and video cameras) allows for volunteered information to be geotagged as it is acquired, potentially turning every citizen into an environmental sensing device (112, 113) , as well as ensuring that the coordinates recorded in geotags are reasonably accurate. Combined with support for geotagged Web content, we see the emergence of a volunteered environmental information infrastructure that can be either mined or directed. By mined, we mean that information that people will acquire anyway will be searched after the fact for environmentally significant content (for example, a photograph of an endangered plant species at a particular location). By directed, we mean the possibility of allowing nonexpert members of the general public to participate in environmental data acquisition campaigns, possibly by interacting with a project-specific application on their mobile devices. The OpenStreetMap project is building comprehensive online maps of world urban areas using these kinds of active volunteers (114) .
SUMMARY POINTS
1. Environmental informatics addresses environmental problems by applying the techniques of data science to large multidimensional, complex sets of spatiotemporally discrete and continuous data.
2. Because environmental datasets require comprehensive metadata for their correct interpretation, they are preferably stored either in complex file formats or in DBMSs.
3. Geospatial Web APIs provide both remote access and dynamic subsetting of environmental information. Standardization allows servers and clients to be developed independently.
4. Assigning persistent identifiers to data packages makes them citable, significantly aiding the data publication process.
5. For large datasets in the current computing landscape, input/output bandwidth is the salient limit on overall system performance. This encourages a strategy of moving the computation to the data, as opposed to fetching data.
6. Fourth paradigm data science has already yielded conspicuous successes in the discoveries of rising atmospheric CO 2 , the Antarctic ozone hole, and Gulf Stream warm-core rings.
FUTURE ISSUES
1. The emerging support for provenance on the Web should help in determining whether a data product is suitable and trustworthy.
2. Active stewardship (curation) of digital environmental datasets will be needed if they are to survive for more than a few decades.
3. Data availability should be helped by the emergence of both distributed announcement mechanisms (datacasting) and the spread of data policies mandating sharing and open access.
4. Two technologies stand ready to help address the need to bring processing to the data: cloud-based processing, like map/reduce, and DBMSs that can properly represent and manipulate environmental information structures.
5. Ubiquitous location sensing and geotagging will help turn nonscientists into environmental information collectors, ushering in a new era of volunteered environmental information.
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