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Abstract
In 1999 Chas and Sullivan showed that the homology of the free loop space
of an oriented manifold admits the structure of a Batalin-Vilkovisky alge-
bra. In this paper we give a direct description of this Batalin-Vilkovisky
algebra in the case that the manifold is a compact Lie group G. Our an-
swer is phrased in terms of the homology of G, the homology of the space
of based loops on G, and the homology suspension. The result is applied
to compute the Batalin-Vilkovisky algebra associated to the special or-
thogonal groups SO(n) with coefficients in the rational numbers and in
the integers modulo two.
1 Introduction
In their seminal paper [CS99], Chas and Sullivan introduced two new algebraic
operations on the homology groups H∗(LM) = H∗+dimM (LM) of the free loop
space of a closed oriented manifold M . The first of these operations is the loop
product
H∗(LM)⊗H∗(LM)→ H∗(LM),
whose definition combines the intersection of cycles in M and the concatenation
of loops in M . It makes H∗(LM) into an associative, commutative graded ring
with unit. The second of these operations is the BV-operator
∆: H∗(LM)→ H∗+1(LM)
obtained by rotating loops. It satisfies ∆2 = 0 and also the identity
∆(abc) = ∆(ab)c+ (−1)|a|a∆(bc) + (−1)(|a|−1)|b|b∆(ac)
− (∆a)bc− (−1)|a|a(∆b)c− (−1)|a|+|b|ab(∆c).
Together, the loop product and the BV-operator make H∗(LM) into a Batalin-
Vilkovisky algebra, or BV-algebra, that we will refer to as the string topology
BV-algebra of M .
The string topology BV-algebra has by now been computed for several classes
of manifolds. These are the complex Stiefel manifolds [Tam06] and spheres
[Men09], where coefficients were taken in the integers, and the complex and
quaternionic projective spaces [Yan07] and surfaces of genus g > 1 [Vai07],
where coefficients were taken in the rational numbers.
∗The author is supported by E.P.S.R.C. Postdoctoral Research Fellowship EP/D066980.
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The purpose of this paper is to compute the string topology BV-algebra,
with coefficients in an arbitrary commutative ring R, of any compact lie group
G. Our main result, Theorem 1 below, describes H∗(LG) in terms of four rather
simpler invariants of G. These are the following:
1. The intersection ring H∗(G). The intersection ring H∗(M) of a closed
oriented manifold M is the graded-commutative ring obtained by equip-
ping the regraded homology groups H∗+dimM (M) ∼= H
−∗(M) with the
product Poincare´ dual to the cup-product.
2. The action H∗(G) ⊗ H∗(G) → H∗(G). The group multiplication µ : G ×
G→ G determines a homomorphism H∗(G)⊗H∗(G)→ H∗(G) that after
regrading becomes H∗(G) ⊗ H∗(G) → H∗(G). Thus, for a ∈ H∗(G) and
x ∈ H∗(G) we may form the product ax ∈ H∗(G).
3. The Hopf algebra H∗(ΩG). For any pointed spaceX , the homology groups
H∗(ΩX) form a graded ring under the product given by concatenating
loops. WhenX = G, a theorem of Bott [Bot56] states that these homology
groups are free and concentrated in even degrees. We may therefore equip
H∗(ΩG) with the coproduct
H∗(ΩG)
D∗−−→ H∗(ΩG× ΩG) ∼= H∗(ΩG)⊗H∗(ΩG)
obtained using the diagonal map and the Ku¨nneth isomorphism. This
makes H∗(ΩG) into a commutative, cocommutative Hopf algebra. We
denote the coproduct of a ∈ H∗(ΩG) by D∗a =
∑
a(1) ⊗ a(2).
4. The homology suspension σ : H∗(ΩG) → H∗+1(G). Let X be a pointed
space and let σ : S1×ΩX → X denote the evaluation map. The homology
suspension, which we also denote by σ, is the homomorphism H∗(ΩX)→
H∗+1(X) defined by σ(a) = σ∗([S
1]× a) for a ∈ H∗(ΩX).
With this notation established we can state our main result.
Theorem 1. For any compact Lie group G there is an isomorphism of graded
rings
H∗(LG) ∼= H∗(ΩG)⊗H∗(G)
with respect to which the BV-operator ∆ is given by
∆(a⊗ x) =
∑
a(1) ⊗ σ(a(2))x. (1)
Theorem 1 arises from the simple fact that the free loop space LG splits as
the product ΩG × G. The content of the theorem lies in describing how this
splitting interacts with the string topology operations. We would like to note
that the ring isomorphism of Theorem 1 was stated by Tamanoi in [Tam06] but
not proved there. Tamanoi also showed that ∆ is a derivation of the ringH∗(LG)
whose product arises from the pointwise multiplication of loops in G, and then
used this fact to compute the string topology BV-algebra of the special unitary
groups and Stiefel manifolds. The computation relied on a splitting of rings
H∗(LSU(n)) ∼= H∗(ΩSU(n))⊗H∗(SU(n)) that has no analogue for general Lie
groups.
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Theorem 1 reduces the task of computing the string topology BV-algebra
of a compact Lie group G to the task of computing the quantities 1 to 4 listed
above. In many cases these invariants of G are well-known. In particular, Bott
has given a complete method for computing the third quantity, the Hopf alge-
bra H∗(ΩG), in terms of the homology and cohomology of a homogeneous space
called the generating variety [Bot58]. This, combined with Theorem 1, reduces
the computation of the string topology BV-algebra of a Lie group to the compu-
tation of the homology and cohomology of certain finite-dimensional manifolds,
and of the effect in homology and cohomology of certain maps between them.
We will see that Theorem 1 is sufficient to give a simple and direct calcula-
tion of the string topology of the manifolds S1, S3 and RP3, which are all Lie
groups. Before attempting computations for more general Lie groups, however,
it is useful to explore the structure of the answer provided by Theorem 1 in
more detail. Recall that our homology groups are taken with coefficients in a
commutative ring R.
Definition 2. Suppose either that R is a field, or that R = Z and H∗(G)
is torsion-free, so that H∗(G) becomes a Hopf algebra. We may take a ba-
sis p1, . . . , pn of the odd-degree part of the primitive subspace of H∗(G), and
elements p1, . . . , pn of H∗(G) for which 〈pi, pj〉 = δij . Define operators
∂i : H∗(ΩG)→ H∗−|pi|−1(ΩG), ∂i(a) =
∑〈
pi, σ(a(1))
〉
a(2)
and
δi : H∗(G)→ H∗+|pi|(G), δi(x) = pix.
Proposition 3. In the situation of Definition 2, the operators ∂i and δi are
derivations, and with respect to the isomorphism of Theorem 1 the BV-operator
∆ is given by
∆ =
n∑
i=1
∂i ⊗ δi.
This proposition makes it clear exactly to what extent ∆ fails to be a deriva-
tion. The result also makes it relatively simple to describe ∆ by describing the
effect of the ∂i on a set of generators of H∗(ΩG) and the effect of the δi on a
set of generators of H∗(G). In general, in order to describe the action of ∆ on
H∗(LM) one must describe its effect on a set of generators and on all products of
pairs of these generators. Our main application of Theorem 1 and Proposition 3
is to compute the string topology BV-algebras of the special orthogonal groups
SO(n) with coefficients in the rational numbers and in the integers modulo 2.
The results are as follows.
Theorem 4. Let m > 1. Then
H∗(LSO(2m+ 1);Q) ∼= Q[α0, . . . , α2m−1]/Um ⊗ ΛQ[β3, β7, . . . , β4m−1]
and
H∗(LSO(2m+2);Q) ∼= Q[α0, . . . , α2m−1, εm]/Um⊗ΛQ[β3, β7, . . . , β4m−1, γ2m+1]
as graded rings. The degrees of the generators are
|αi| = 2i, |εm| = 2m, |β4i−1| = −4i+ 1, |γ2m+1| = −2m− 1,
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and in both cases the relations are given by
Um = 〈α
2
0 − 1〉+ 〈α
2
i − 2αi−1αi+1 + · · · ± 2α0α2i | 1 6 i 6 m− 1〉.
With respect to the above isomorphisms, the BV-operators on H∗(LSO(2m +
1);Q) and H∗(LSO(2m+ 2);Q) are given by
∆ =
m∑
i=1
∂i ⊗ δi and ∆ =
m∑
i=1
∂i ⊗ δi + ∂ε ⊗ δε
respectively. Here ∂i, δi, ∂ε and δε are the derivations defined as follows:
• ∂i sends αj to αj−2i+1 if j > 2i− 1 and sends all other generators to 0.
• δi sends β4i−1 to the unit and sends all other generators to 0.
• ∂ε sends εm to the unit and sends all other generators to 0.
• δε sends γ2m+1 to the unit and sends all other generators to 0.
Theorem 5. Let m > 1. Then as graded rings, H∗(LSO(2m + 1);Z2) and
H∗(LSO(2m+ 2);Z2) are isomorphic to
Z2[a0, . . . , am−1, b0, . . . , bm−1]/Rm ⊗ Z2[c1, c3, . . . , c2m−1]/Pm
and
Z2[a0, . . . , am−1, am, b0, . . . , bm−1]/Rm ⊗ Z2[c1, c3, . . . , c2m+1]/Qm
respectively. The degrees of the generators are
|ai| = 2i, |bi| = 2m+ 2i, |c2i−1| = −2i+ 1,
and the relations are given by
Rm = 〈a
2
0 + 1〉+ 〈a
2
i | 2i 6 m− 1〉+ 〈a
2
i + b2i−ma0 + · · ·+ b0a2i−m | 2i > m〉
Pm = 〈c
ri
2i−1 | 2i− 1 6 2m〉
Qm = 〈c
si
2i−1 | 2i− 1 6 2m+ 1〉
where ri is the smallest power of 2 for which (2i− 1)ri > (2m+1) and si is the
smallest power of 2 for which (2i− 1)si > (2m+ 2). With respect to the above
isomorphisms the BV-operators on H∗(LSO(2m + 1);Z2) and H∗(LSO(2m +
2);Z2) are
∆ =
m∑
i=1
∂i ⊗ δi, ∆ =
m+1∑
i=1
∂i ⊗ δi,
respectively, where ∂i and δi are the derivations defined as follows:
• ∂i sends aj to aj−i+1 if j > i− 1 and to 0 otherwise, and similarly for the
bj.
• δi sends c2i−1 to the unit and sends all other generators to 0.
4
We would like to mention two extensions of Theorem 1. The first extension
is to the situation where the Lie group G acts smoothly on a manifold M . Then
the ring H∗(ΩG) acts on the homology groups H∗(LM). It is possible to prove
a result describing how this action interacts with the BV-structure on H∗(LM)
that implies Theorem 1 in the caseM = G. For the second extension, recall from
[CJ02] that if h∗ is a multiplicative homology theory in whichM is oriented then,
just as for ordinary homology, the groups h∗+dimM (LM) admit the structure of a
BV-algebra. Theorem 1 can be extended to give a description of h∗+dimG(LG)
so long as the coefficients h∗(∗) are concentrated in even degrees; for more
general h∗ we do not know to what extent such a result holds.
The results presented here raise the following question. Godin has shown
that the BV-structure on H∗(LM) can be extended to a degree dimM open-
closed homological conformal field theory (HCFT) with positive boundary on
the pair (H∗(LM), H∗(M)) [God07]. In particular, this endows H∗(LM) with a
host of new operations arising from families of Riemann surfaces with boundary.
When M = G it is interesting to ask whether these operations can be described
in terms of the quantities 1 to 4 listed above and, if not, what new invariants of
G must be used to give a complete description.
The paper is arranged as follows. Section 2 recalls some simple properties
of the homology suspension that will be used throughout the rest of the paper.
In section 3 we illustrate Theorem 1 by using it to compute the string topology
of S1, S3 and RP3 with coefficients in Z. The first two of these results are
due to Menichi [Men09] and Tamanoi [Tam06], but to our knowledge the third
result is new. In section 4 we recall the definition of the intersection product
and the string topology operations and then use these to prove Theorem 1, and
in section 5 we prove Proposition 3. Section 6 gives the proofs of Theorems 4
and 5.
2 The homology suspension
The purpose of this short section is to recall some properties of the homology
suspension that will be useful in the remainder of the paper. The three lemmas
that follow are either obvious or well-known, and we will provide references at
the end of the section. We work with homology with coefficients in a commu-
tative ring R.
Lemma 6. The homology suspension σ : H∗(ΩX) → H∗+1(X) is natural with
respect to maps of X. That is, if f : X → Y is a continuous map of based
spaces, then the diagram
H∗(ΩX)
Ωf∗
//
σ

H∗(ΩY )
σ

H∗+1(X)
f∗
// H∗+1(Y )
commutes.
Lemma 7. The homology suspension is equal to the composite
H∗(ΩX)→ H∗(ΩX, ∗)
∂−1
∗−−→ H∗+1(PX,ΩX)
pi∗−→ H∗+1(X, ∗) = H∗+1(X)
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where ΩX →֒ PX
pi
−→ X is the path-loop fibration of X. In particular the homol-
ogy suspension of any class a ∈ H∗(ΩX) is transgressive and its transgression
is the coset a+ ∂∗ kerπ∗.
Lemma 8. Let a, b ∈ H∗(ΩX) and let ε : H∗(ΩX) → R denote the augmenta-
tion. Then
σ(ab) = σ(a)ε(b) + ε(a)σ(b),
where the product ab is formed using the Pontrjagin product on H∗(ΩX). Also
D∗σ(a) = σ(a) × 1 + 1× σ(a),
where D : X → X ×X denotes the diagonal map.
Lemma 6 is an immediate consequence of the definitions. Lemma 7 is an
instance of the commutative diagram that follows Lemma 6.11 of [McC01].
Lemma 8 is a consequence of the Homology Suspension Theorem of [Whi78,
Chapter VIII], in whose notation the two claims are σ∗τ∗ = 0 and d2σ∗ = 0
respectively.
3 Some simple examples
The string topology BV-algebraH∗(LS1;Z) was computed by Menichi in [Men09],
and the string topology BV-algebra H∗(LS3;Z) was computed by Tamanoi in
[Tam06] and Menichi in [Men09]. In this section we use Theorem 1 to give new
proofs of these two results, and to compute H∗(LRP3;Z). We believe that this
last result is new.
Proposition 9 ([Men09]). There is an isomorphism of rings
H∗(LS
1;Z) ∼= Z[x, x−1]⊗ ΛZ[a], |x| = 0, |a| = −1
under which the BV-operator ∆ is given by
∆(xi ⊗ a) = ixi ⊗ 1, ∆(xi ⊗ 1) = 0
for i ∈ Z.
Proof. Since S1 is the Lie group of real numbers modulo the integers, Theorem 1
can be applied to compute the string topology BV-algebra H∗(LS1;Z). In the
rest of this proof integer coefficients should be understood.
The homology and cohomology rings of S1 areH∗(S
1) = ΛZ[S
1] andH∗(S1) =
ΛZ[S
1]∗. Thus H∗(S1) = ΛZ[a], where a ∈ H−1(S1) = H0(S1) denotes the class
of a point and 1 ∈ H0(S1) = H1(S1) is the fundamental class [S1]. The action
of H∗(S
1) on H∗(S1) is given by [S1]a = 1, [S1]1 = 0.
There is a homotopy equivalence of H-spaces ΩS1 ≃ Z, with IdS1 ∈ ΩS
1
corresponding to 1 ∈ Z. Writing the homology class of this point as x ∈ H0(ΩS1)
we find that H∗(ΩS
1) = Z[x, x−1], that D∗x = x ⊗ x, and that σ(xi) = i[S1]
since xi is the class of the i-fold map S1 → S1.
We now apply Theorem 1. From the last two paragraphs we haveH∗(LS
1) ∼=
H∗(ΩS
1) ⊗ H∗(S1) = Z[x, x−1] ⊗ ΛZ[a], and from the last paragraph we have
∆(xi⊗α) = xi⊗σ(xi)α = ixi⊗[S1]α for any α ∈ H∗(S1). The stated description
of ∆ now follows from our description of the action of H∗(S
1) on H∗(S1). This
completes the proof.
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Proposition 10 ([Tam06], [Men09]). There is an isomorphism of rings
H∗(LS
3;Z) ∼= Z[u]⊗ ΛZ[a], |u| = 2, |a| = −3
under which the BV-operator ∆ is given by
∆(ui ⊗ a) = iui−1 ⊗ 1, ∆(ui ⊗ 1) = 0
for i > 0.
Proof. Since S3 is diffeomorphic to the special unitary group SU(2), Theo-
rem 1 can be applied to compute the string topology BV-algebra H∗(LS
3;Z).
Throughout the rest of the proof integer coefficients should be understood.
The homology and cohomology rings of S3 areH∗(S
3) = ΛZ[S
3] andH∗(S3) =
ΛZ[S
3]∗. It follows that H∗(S3) = ΛZ[a], where a ∈ H−3(S3) = H0(S3) is the
homology class of a point and 1 ∈ H0(S3) = H3(S3) is the fundamental class
[S3]. The action of H∗(S
3) on H∗(S3) is given by [S3]a = 1, [S3]1 = 0.
A simple argument using the Serre spectral sequence of the path-loop fibra-
tion ΩS3 → PS3 → S3 shows that H∗(ΩS
3) is isomorphic to the polynomial
ring Z[u], where u ∈ H2(ΩS
3) is the transgression of [S3] ∈ H3(S
3). It fol-
lows from Lemma 7 that σ(u) = [S3], and for degree reasons that σ(ui) = 0
for i 6= 1. Also for degree reasons we have D∗u = u ⊗ 1 + 1 ⊗ u, so that
D∗u
i =
∑(i
j
)
ui−j ⊗ uj and consequently
∑
ui(1) ⊗ σ(u
i
(2)) = iu
i−1 ⊗ [S3] for
all i > 0.
We now apply Theorem 1. The isomorphismH∗(LS3) ∼= H∗(ΩS3)⊗H∗(S3) ∼=
Z[u]⊗ ΛZ[a] follows from the last two paragraphs. From the last paragraph we
have ∆(ui ⊗ α) =
∑
ui(1) ⊗ σ(u
i
(2))α = iu
i−1 ⊗ [S3]α. The stated description
of ∆ now follows from our description of the action of H∗(S
3) on H∗(S
3).
Proposition 11. There is an isomorphism of rings
H∗(LRP
3;Z) ∼= Z[u, v]⊗ ΛZ[a, b]/〈v
2 − 1, 2b, ab〉
where the degrees of the generators are
|u| = 2, |v| = 0, |a| = −3, |b| = −2.
Under this isomorphism the BV-operator ∆ is given by
∆(uivj ⊗ a) = 2iui−1vj ⊗ 1 + juivj ⊗ b, ∆(uivj ⊗ b) = 0, ∆(uivj ⊗ 1) = 0.
Proof. Since RP3 is diffeomorphic to the quotient of S3 ∼= SU(2) by its cen-
tre, Theorem 1 can be applied to compute the string topology BV-algebra
H∗(LRP3;Z). Throughout this proof integer coefficients should be understood.
The homology and cohomology rings of RP3 are given by
H∗(RP
3) = ΛZ
[
ρ, [RP3]
]
/
〈
2ρ, ρ[RP3]
〉
,
H∗(RP3) = ΛZ
[
τ, [RP3]∗
]
/
〈
2τ, τ [RP3]∗
〉
,
where ρ is a generator of H1(RP
3) and τ is a generator of H2(RP3). Conse-
quently H∗(RP3) = ΛZ[a, b]/〈2b, ab〉, where a ∈ H−3(RP3) = H0(RP3) is the
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homology class of a point and b ∈ H−2(RP3) = H1(RP3) is a generator. The
action of H∗(RP3) on H∗(RP3) is given by
[RP3]a = 1, [RP3]b = 0, [RP3]1 = 0, ρa = b, ρb = 0, ρ1 = 0.
Since RP3 is the quotient S3/Z2, there is a homotopy equivalence of H-
spaces ΩRP3 ≃ ΩS3 × Z2 and a corresponding ring isomorphism H∗(ΩRP3) ∼=
Z[u] ⊗ Z[v]/〈v2 − 1〉. If we write p : S3 → RP3 for the quotient map then
u ∈ H2(ΩRP3) is equal to Ωp∗u, where by abuse of notation u ∈ H2(ΩS3) is
the class described in the proof of the proposition above. By Lemma 6 we have
σ(u) = σ(Ωp∗u) = p∗σ(u) = p∗[S
3] = 2[RP3] and by naturality of the diagonal
we have D∗u = u ⊗ 1 + 1 ⊗ u. The class v ∈ H0(ΩRP3) is the homology class
of point in ΩRP3 corresponding to a noncontractible loop in RP3 and so has
σ(v) = ρ and D∗v = v ⊗ v. It now follows from Lemma 8 that σ(v
j) = jρ, that
σ(uvj) = 2[RP3], and that σ(uivj) = 0 for i > 2. We therefore have∑
(uivj)(1) ⊗ σ((u
ivj)(2)) =
∑(
i
j
)
ui−kvj ⊗ σ(ukvj)
= iui−1vj ⊗ 2[RP3] + juivj ⊗ ρ.
We now apply Theorem 1. The isomorphism H∗(LRP3) ∼= H∗(ΩRP3) ⊗
H∗(RP3) = Z[u, v]⊗ΛZ[a, b]/〈v2−1, 2b, ab〉 follows from the last two paragraphs,
and from the last paragraph we have ∆(uivj⊗α) = iui−1vj⊗2[RP3]α+juivj⊗
ρα for any α ∈ H∗(RP3). The stated description of ∆ now follows from our
description of the action of H∗(RP
3) on H∗(RP
3).
4 Proof of Theorem 1
We continue to work with homology with coefficients in a commutative ring R.
There is a homeomorphism
Θ: ΩG×G
∼=
−→ LG
defined by Θ(δ, g)(t) = δ(t)g for δ ∈ ΩG, g ∈ G and t ∈ S1. The theorem
of Bott [Bot56] which we mentioned in the introduction states that H∗(ΩG)
is a free R-module concentrated in even degrees. It follows that the Kunneth
isomorphism
H∗(ΩG) ⊗H∗(G)
∼=
−→ H∗(ΩG×G)
holds. Combining these two facts and applying the degree-shift we have an
isomorphism of R-modules
Φ: H∗(ΩG)⊗H∗(G)
∼=
−→ H∗(LG)
defined by Φ(a⊗x) = Θ∗(a×x) for a ∈ H∗(ΩG) and x ∈ H∗(G). In this section
we will prove Theorem 1 by showing that Φ is a ring-homomorphism, and then
showing that after applying Φ the BV-operator ∆ is given by equation (1).
4.1 The intersection product and the string topology op-
erations.
We begin by recalling the construction of the intersection product on H∗(M)
when M is a closed oriented manifold of dimension m. We will use the con-
struction described by Cohen and Jones [CJ02]. Let D : M → M ×M denote
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the diagonal map. Since D is an embedding of manifolds with normal bundle
TM , there is a tubular neighbourhood νD ⊂ M ×M of D(M) diffeomorphic
to the total space TM . There is an associated Pontrjagin-Thom collapse map
D! : M ×M →M
TM and a map in homology that we denote in the same way:
D! : H∗(M ×M)→ H∗(M
TM ).
We also have the Thom isomorphism
Th: H˜∗(M
TM )∼=H∗−m(M).
With this notation established, the intersection product of x, y ∈ H∗(M) =
H∗+m(M) is given by
x · y = (−1)m|y|+mTh ◦D!(x × y). (2)
Note that here the symbol |y| denotes the degree of y as an element of H∗(M).
We now recall the construction of the loop product on H∗(LM). We again
use the construction due to Cohen and Jones [CJ02]. Recall that the free loop
space LM is the total space of a fibre bundle ev : LM → M that sends a loop
in M to its value at the basepoint 0 ∈ S1. Write L2M = {(δ1, δ2) | ev(δ1) =
ev(δ2)} for the space of pairs of composable loops in M , ev : L
2M →M for the
map that sends such a pair to their common basepoint, D˜ : L2M → LM ×LM
for the inclusion, and γ : L2M → LM for the map that composes loops, so that
for (δ1, δ2) ∈ L
2M we have
γ(δ1, δ2)(t) =
{
δ1(2t), 0 6 t 6 1/2,
δ2(2t− 1), 1/2 6 t 6 1.
The diagram
L2M
D˜
//
ev

LM × LM
ev×ev

M
D
// M ×M
is a pullback square whose vertical maps are the projections of fibre bundles. As
described in the last paragraph, D is an embedding of manifolds with normal
bundle TM and there is a tubular neighbourhood νD ⊂ M × M of D(M)
diffeomorphic to the total space TM . It follows that D˜(L2M) admits a tubular
neighbourhood νD˜ homeomorphic to ev
∗TM . There is an associated Pontrjagin-
Thom collapse map D˜! : LM ×LM → L
2M ev
∗TM and a map in homology that
we denote in the same way:
D˜! : H∗(LM × LM)→ H∗(L
2M ev
∗TM ).
We also have the Thom isomorphism
Th: H˜∗(L
2M ev
∗TM )∼=H∗−m(L
2M).
With this notation established, the loop product of x, y ∈ H∗(LM) = H∗+m(LM)
is given by
x · y = (−1)m|y|+mγ∗ ◦ Th ◦ D˜!(x× y). (3)
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Note that here the symbol |y| denotes the degree of y as an element of H∗(LM).
Finally we recall the definition of the BV-operator ∆. The circle S1 acts
on LM by rotating loops, or in other words by the action ρ : S1 × LM → LM
defined by ρ(s, δ)(t) = δ(s+ t) for δ ∈ LM and s, t ∈ S1. The BV-operator
∆: H∗(LM)→ H∗+1(LM)
is defined by ∆(x) = ρ∗([S
1]× x) for x ∈ H∗(LM).
Remark 12. The sign correction (−1)m|y|+m appearing in (2) and (3) is neces-
sary if one wishes to obtain a graded associative, graded commutative product.
For example, it is routine to verify that Th◦D!(y×x) = (−1)
m|x|+m|y|+|x||y|Th◦
D!(x× y), so that the product defined in (2) satisfies x · y = (−1)
|x||y|y · x. See
the discussion in [God07, §4.6].
In fact Cohen and Jones [CJ02] use the collapse maps D!, D˜! to describe
ring structures on the Thom spectra M−TM , LM−ev
∗TM . These lead to ring
structures on H∗(M
−TM ), H∗(LM
−ev∗TM ) that after applying the Thom iso-
morphisms
H∗(M
−TM ) ∼= H∗(M), H∗(LM
−ev∗TM ) ∼= H∗(LM)
give ring structures on H∗(M) and H∗(LM). It is simple to show that these
products on H∗(M), H∗(LM) are given by (2) and (3).
4.2 Proof that Φ is a ring-isomorphism.
By the definition of the module isomorphism Φ and the formulas (2), (3) of the
last subsection, and recalling that H∗(ΩG) is concentrated in even degrees, the
claim that Φ is a ring isomorphism is equivalent to the claim that for a, a′ ∈
H∗(ΩG) and x, x
′ ∈ H∗(G) we have
γ∗ ◦ Th ◦ D˜! (Θ∗(a× x)×Θ∗(a
′ × x′)) = Θ∗ (p∗(a× a
′)× Th ◦D!(x× x
′))
where p : ΩG × ΩG → ΩG is the concatenation of based loops. Recall that we
have the homeomorphism Θ: ΩG×G→ LG. Write Θ2 : ΩG×ΩG×G→ L2G
for the homeomorphism defined by Θ2(δ1, δ2, g) = (Θ(δ1, g),Θ(δ2, g)) for δ1, δ2 ∈
ΩG and g ∈ G. We will now treat the isomorphisms Θ, Θ2 as identifications
and work through the definition of the loop product on H∗(ΩG×G), which we
recalled in the last subsection, in order to prove the equation above.
First, ev : ΩG × G → G is just the projection from a product to one of its
factors, so the Pontrjagin-Thom map D˜! : (ΩG×G)× (ΩG×G)→ (ΩG×ΩG×
G)ev
∗TG is the composition
(ΩG×G)× (ΩG×G) ∼= ΩG× ΩG× (G×G)
Id×Id×D!−−−−−−→ ΩG× ΩG×GTG
c
−→ (ΩG× ΩG×G)ev
∗TG,
where the first map shuffles the factors and the last map c collapses ΩG×ΩG×∗
to a point. Thus D˜!((a× x)× (a
′ × x′)) = c∗(a× a
′ ×D!(x× x
′)).
Second, ev : ΩG × ΩG ×G → G is the projection from a product to one of
its factors and so the composition
H∗(ΩG×ΩG×G
TG)
c∗−→ H∗((ΩG×ΩG×G)
ev∗TG)
Th
−−→ H∗−dimG(ΩG×ΩG×G)
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is given by Th◦ c∗(a×a
′×u) = a×a′×Th(u) for any u ∈ H∗(G). In particular
Th ◦ c∗(a× a
′ ×D!(x× x
′)) = a× a′ × Th ◦D!(x× x
′).
Finally, γ : ΩG × ΩG × G → ΩG × G is just the product p × Id. Thus
γ∗(a× a
′ ×Th ◦D!(x× x
′)) = p∗(a× a
′)×Th ◦D!(x× x
′). This, together with
the conclusions of the last two paragraphs, proves the claim.
4.3 Proof of equation (1).
We must prove that with respect to the ring isomorphism Φ the BV-operator
∆ is given by equation (1). In light of the definition of Φ and the description of
∆ given in §4.1 we must prove that the equation
ρ∗
(
[S1]×Θ∗(a× x)
)
=
∑
Θ∗
(
a(1) × σ(a(2))x
)
holds for any a ∈ H∗(ΩG) and x ∈ H∗(G).
Let τ : S1 ×ΩG→ ΩG be the map defined by τ(s, δ)(t) = δ(s+ t)δ(s)−1 for
δ ∈ ΩG and s, t ∈ S1. Then note that ρ(s,Θ(δ, g))(t) = Θ(τ(s, δ), δ(s)g)(t) for
s, t ∈ S1, δ ∈ ΩG and g ∈ G. In other words ρ ◦ (Id×Θ) is the composite
S1 × ΩG×G
D×D×Id
−−−−−−→ (S1 × S1)× (ΩG× ΩG)×G
∼= (S1 × ΩG)× (S1 × ΩG)×G
τ×σ×Id
−−−−−→ ΩG×G×G
Id×µ
−−−→ ΩG×G
Θ
−→ LG,
where the isomorphism shuffles the factors and µ : G × G → G denotes the
group multiplication. We must therefore prove that this composite sends the
homology class [S1]× a× x ∈ H∗(S
1 × ΩG×G) to
∑
Θ∗
(
a(1) × σ(a(2))x
)
.
The map S1×ΩG×G→ (S1×ΩG)× (S1×ΩG)×G in the above composite
sends the homology class [S1]× a× x to∑
([S1]× a(1))× (1 × a(2))× x+
∑
(1× a(2))× ([S
1]× a(2))× x. (4)
Recall that σ∗([S
1] × a(2)) = σ(a(2)). Note that τ∗([S
1] × a(1)) = 0 because
H∗(ΩG) is concentrated in even degrees and that τ∗(1× a(2)) = a(2). It follows
that τ×σ×Id sends the homology class (4) to
∑
a(1)×σ(a(2))×x. This class is,
in turn, sent by Θ◦ (Id×µ) into the class
∑
Θ∗(a(1)×σ(a(2))x). In other words
the composite above sends [S1]× a× x to
∑
a(1) × σ(a(2))x as required.
5 Proof of Proposition 3
In this section we will prove Proposition 3. This is a routine consequence of
the properties of the homology suspension listed in Lemma 8 once we have
established the following property of the intersection product, which is valid for
homology with coefficients in any commutative ring R. To state it, we assume
that G acts smoothly on a closed m-dimensional manifold M and that this
action preserves the orientation of M . This action makes H∗(M) into a module
over the ring H∗(G).
Lemma 13. Let x, y ∈ H∗(M) and let α ∈ H∗(G) be such that D∗α =
∑
α(1)×
α(2). Then
α(x · y) =
∑
(−1)|α(2)||x|(α(1)x) · (α(2)y).
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Proof. To prove this claim we will use the description of the intersection product
in terms of the Pontrjagin-Thom construction, which we recalled in §4.1. Write
µ1 : G ×M → M for the action, µ2 : G ×M ×M → M ×M for the diagonal
action µ2(g,m1,m2) = (µ1(g,m1), µ2(g,m2)) and write µ3 : G×M
TM →MTM
for the action that preserves the point at infinity and that restricts to the action
G× TM → TM obtained by differentiating µ1.
SinceD : M →M×M isG-equivariant, the tubular neighbourhood ofD(M)
may be chosen in a G-equivariant way, and it follows that µ3 ◦ (Id × D!) =
D! ◦ µ2. Further, since the action of G on M preserves orientations, the two
oriented bundles π∗2TM and µ
∗
1TM overG×M are isomorphic, and consequently
Th ◦ µ3∗(a× z) = µ1∗(a× Th(z)) for any z ∈ H∗(M
TM ). Thus
α(x · y) = (−1)m|y|+mµ∗(α× Th ◦D!(x× y))
= (−1)m|y|+mTh ◦ µ3∗(α×D!(x × y))
= (−1)m|y|+mTh ◦D! ◦ µ2∗(α× x× y)
=
∑
(−1)m|y|+|α(2)|(|x|+m)+mTh ◦D!(α(1)x× α(2)y)
=
∑
(−1)|α(2)||x|(α(1)x) · (α(2)y)
as required.
We now prove Proposition 3. Let a ∈ H∗(ΩG) and let x ∈ H∗(G). By
Lemma 8, the classes σ(a(2)) are all primitive, and so σ(a(2)) =
∑
i
〈
pi, σ(a(2))
〉
pi.
It follows from this that ∆(a ⊗ x) =
∑
i ∂ia ⊗ δix as required. It remains to
show that each of the δi and ∂i is a derivation. Since each pi is primitive and
of odd degree, the fact that each δi is a derivation is an immediate consequence
of Lemma 13 above. Finally we must show that each ∂i is a derivation. Let
a, b ∈ H∗(ΩG). We must show that ∂i(ab) = (∂ia)b + a(∂ib). We may assume
without loss that each of a, b is concentrated in a single component of ΩG, so
that we may write
D∗a = a⊗ γa +
∑
a+(1) ⊗ a
+
(2),
D∗b = b⊗ γb +
∑
b+(1) ⊗ b
+
(2),
where γa, γb are points of ΩG (and, by abuse of notation, the homology classes
of those points) and each of the a+(2) and b
+
(2) has positive degree. Then using
the fact that D∗(ab) = (D∗a)(D∗b), and using Lemma 8 to show that σ(γaγb) =
σ(γa) + σ(γb), σ(γab
+
(2)) = σ(b
+
(2)), σ(a
+
(2)γb) = σ(a
+
(2)) and σ(a
+
(2)b
+
(2)) = 0, it
follows from the definitions that ∂i(ab) = (∂ia)b + a(∂ib). This completes the
proof.
6 String topology of special orthogonal groups
In this section we will prove Theorems 4 and 5, which describe the string topol-
ogy BV-algebra of SO(n) for n > 3 and with coefficients in Q and Z2. The
proof will proceed using Theorem 1 and Proposition 3. We must therefore com-
pute the quantities 1 to 4 listed in the introduction. First, in §6.1 we recall
the homology and cohomology of SO(n) with coefficients in Q and Z2 and we
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use this to describe quantities 1 and 2 from the introduction. These results are
well-known, and we will be referring to the treatment given in [Hat02]. Next,
in §6.2 we recall Bott’s computation of H∗(Ω0SO(n);Z) from [Bot58] and in
§6.3 we use this to describe quantity 3 from the introduction. Then in §6.4 we
compute the homology suspension using the results of the earlier subsections
and some Serre spectral sequences. Finally, in §6.5 we prove Theorems 4 and 5
by combining the results of the earlier subsections.
6.1 Homology of SO(n).
In this subsection we will take coefficients in either Z2 orQ and describe the rings
H∗(SO(n)) and H∗(SO(n)). We will also describe the derivations of H∗(SO(n))
determined as in Proposition 3 by a basis of odd-degree primitives inH∗(SO(n)).
The results are well-known, and we refer throughout to section 3.D of [Hat02].
We summarize the main points as follows:
Proposition 14. Let m > 1. Then
H∗(SO(2m+ 1);Q) = ΛQ[β3, . . . , β4m−1],
H∗(SO(2m+ 2);Q) = ΛQ[β3, . . . , β4m−1, γ2m+1],
where the degrees of the generators are as in Theorem 4.
There is a basis a3, a7, . . . , a4m−1 of the odd degree primitive subspace of
H∗(SO(2m+1);Q) and a basis a3, a7, . . . , a4m−1, b2m+1 of the odd degree prim-
itive subspace of H∗(SO(2m+ 2);Q). The corresponding derivations δ1, . . . , δm
of H∗(SO(2m+1);Q) and δ1, . . . , δm, δε of H∗(SO(2m+2);Q) are as described
in Theorem 4.
Proposition 15. Let m > 1. Then
H∗(SO(2m+ 1);Z2) = Z2[c1, c3, . . . , c2m−1]
/
Pm,
H∗(SO(2m+ 2);Z2) = Z2[c1, c3, . . . , c2m+1]
/
Qm,
where the relations and the degrees of the generators are as in Theorem 5. There
is a basis q1, q3, . . . , q2m−1 of the odd primitive subspace of H∗(SO(2m+1);Z2)
and a basis q1, q3, . . . , q2m+1 of the odd primitive subspace of H∗(SO(2m +
2);Z2). The corresponding derivations δ1, . . . , δm of H∗(SO(2m + 1);Z2) and
δ1, . . . , δm+1 of H∗(SO(2m+ 2);Z2) are as described in Theorem 5.
We begin by recalling the rational homology and cohomology of SO(2m+1)
and SO(2m+ 2) for m > 1. First, according to [Hat02] the rational homology
ring of SO(2m+ 1) is given by
H∗(SO(2m+ 1);Q) = ΛQ[a3, a7, . . . , a4m−1]
where the generators are primitive and lie in degrees |a4i−1| = 4i − 1. Because
the generators are primitive we have
H∗(SO(2m+ 1);Q) = ΛQ[a
∗
3, . . . , a
∗
4m−1]
where the dual elements are formed with respect to the basis of monomials. It
follows from the construction in [Hat02] that the fundamental class of SO(2m+
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1) is equal to a3 · · ·a4m−1. Second, according to [Hat02] the rational homology
ring of SO(2m+ 2) is given by
H∗(SO(2m+ 2);Q) = ΛQ[a3, a7, . . . , a4m−1, b2m+1]
where the generators are primitive and lie in degrees |a4i−1| = 4i− 1, |b2m+1| =
2m+ 1. Because the generators are primitive we have
H∗(SO(2m+ 2);Q) = ΛQ[a
∗
3, . . . , a
∗
4m−1, b
∗
2m+1]
where the dual elements are formed with respect to the basis of monomials. It
follows from the construction in [Hat02] that the fundamental class of SO(2m+
2) is equal to a3 · · · a4m−1b2m+1.
Proof of Proposition 14. The descriptions of the intersection rings are immedi-
ate from the above description of the cohomology rings and the fundamental
class by setting
β4i−1 = a
∗
4i−1 ∩ (a3 · · · a4m−1) = (−1)
i−1a3 · · · â4i−1 · · · a4m−1
in the first case and
β4i−1 = a
∗
4i−1 ∩ (a3 · · · a4m−1b2m+1) = (−1)
i−1a3 · · · â4i−1 · · ·a4m−1b2m+1,
γ2m+1 = b
∗
2m+1 ∩ (a3 · · · a4m−1b2m+1) = (−1)
ma3 · · · a4m−1.
in the second case. The bases of odd-degree primitives are immediate from
the above description of the homology rings, as are the descriptions of the
corresponding derivations.
We now move on to the case of Z2 coefficients. Recall from [Hat02] that for
n > 2 the homology and cohomology rings of SO(n+ 1) are given by
H∗(SO(n+ 1);Z2) = ΛZ2 [e1, e2, . . . , en], |ei| = i,
H∗(SO(n+ 1);Z2) = Z2[β1, β3, . . .]
/
〈βpii 〉, |β2i−1| = 2i− 1,
where each β2i−1 is the dual of e2i−1 with respect to the basis of monomials and
pi is the smallest power of 2 for which pi(2i − 1) > (n + 1). The β2i−1 are all
primitive. It also follows from [Hat02] that the fundamental class of SO(n+ 1)
is the product e1 · · · en.
Proof of Proposition 15. The description of the intersection ring follows imme-
diately from the description of the cohomology ring given above by setting
c2i−1 = β2i−1 ∩ (e1 · · · en) = e1 · · · ê2i−1 · · · en.
Since the primitive subspace of H∗(SO(n + 1);Z2) is dual to the quotient of
H∗(SO(n + 1);Z2) by its decomposable elements, it follows that the primi-
tive subspace has a basis q1, q3, . . . , q2m+1, m = [n/2], uniquely determined by
〈β2i−1, q2j−1〉 = δij . It is clear that q2i−1 = e2i−1 modulo decomposables and
that the product of any decomposable with any of the c2i−1 vanishes. From this
the description of the derivation δi follows immediately.
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Note 16. Before ending this section we record for later use the following facts.
These will be crucial for our computation of the homology suspension. First, in
rational homology:
• The projection SO(2m+1)→ SO(2m+1)/SO(2m−1) sends the generator
a4m−1 to the fundamental class [SO(2m+ 1)/SO(2m− 1)].
• The projection SO(2m + 2) → S2m+1 sends the generator b2m+1 to the
fundamental class [S2m+1] and sends all a4i−1 to 0.
• The Hopf algebra maps H∗(SO(2m + 1);Q) → H∗(SO(2m + 2);Q) and
H∗(SO(2m + 1);Q) → H∗(SO(2m + 3);Q) induced by the inclusions
SO(2m + 1) →֒ SO(2m + 2) and SO(2m + 1) →֒ SO(2m + 3) can both
be described by a4i−1 7→ a4i−1 for i = 1, . . . ,m. In particular, both are
injections.
And in Z2 homology:
• The map SO(n+1)→ Sn sends the generator en to the fundamental class
[Sn]. In particular, SO(2m+ 2)→ S2m+1 sends q2m+1 to [S
2m+1].
• The Hopf algebra map H∗(SO(n + 1);Z2) → H∗(SO(n + 2);Z2) induced
by the inclusion SO(n+1) →֒ SO(n+2) is the injection given by ei 7→ ei
for i = 1, . . . , n. (Consequently it sends q2i−1 to q2i−1 for 2i− 1 6 n.)
All of these facts follow from the constructions of [Hat02]
6.2 Homology of Ω0SO(n+ 1).
Let n > 2 and let Ω0SO(n+1) denote the component of ΩSO(n+1) consisting of
contractible loops. In this subsection we recall Bott’s computation of the Hopf
algebras H∗(Ω0SO(n + 1);Z) for n > 2. We will use these results in the next
subsection to describe the Hopf algebras H∗(ΩSO(n+ 1);Q) and H∗(ΩSO(n+
1);Z2). All references in this section are to [Bot58, §§9-10].
Bott shows that for m > 1 there are classes
σ0, . . . , σ2m−1 ∈ H∗(Ω0SO(2m+1);Q), σ0, . . . , σ2m, ε ∈ H∗(Ω0SO(2m+2);Q)
that generate the Hopf algebras H∗(Ω0SO(2m+ 1);Q), H∗(Ω0SO(2m+ 2);Q)
respectively. The degrees of these elements are |σi| = 2i and |ε| = 2m. Bott
also shows that σ0 − 1 = 0 and
σ2i − 2σi−1σi+1 + · · · ± 2σ0σ2i = 0, i = 1, . . . ,m− 1 (5)
form a complete set of relations among the generators of H∗(Ω0SO(n+ 1);Q),
and that σ0 − 1 and
(σm + ε)(σm − ε)− 2σm−1σm+1 + · · · ± 2σ0σ2m = 0, (6)
σ2i − 2σi−1σi+1 + · · · ± 2σ0σ2i = 0, i = 1, . . . ,m− 1 (7)
form a complete set of relations among the generators of H∗(Ω0SO(2m+2);Q).
The coproducts of the generators of H∗(Ω0SO(2m+ 1);Q) are given by
D∗σi =
∑
σi−j ⊗ σj for i 6 2m− 1 (8)
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and the coproducts of the generators of H∗(Ω0SO(2m+ 2);Q) are given by
D∗σi =
∑
σi−j ⊗ σj for i 6 2m− 1, (9)
D∗σ2m =
∑
σi−j ⊗ σj + (−1)
mε⊗ ε, (10)
D∗ε = ε⊗ 1 + 1⊗ ε. (11)
This completes the description of the Hopf algebras H∗(Ω0SO(2m+ 1);Q) and
H∗(Ω0SO(2m+ 2);Q).
Since the homology groups H∗(Ω0SO(n + 1);Z) are free over Z we may
regard them as subgroups of H∗(Ω0SO(n + 1);Q). Bott shows that the Hopf
algebras H∗(Ω0SO(2m+1);Z) and H∗(Ω0SO(2m+2);Z) are generated by the
classes
σ0, . . . , σm−1, 2σm, . . . , 2σ2m−1, σ0, . . . , σm−1, σm+ε, σm−ε, 2σm+1, . . . , 2σ2m
respectively. The coproducts of these integral generators are completely deter-
mined by the coproducts of the rational generators. The relations among these
integral generators are given by σ0−1 = 0 and (5) in the case ofH∗(Ω0SO(2m+
1);Z) and σ0 − 1 = 0 and (6), (7) in the case of H∗(Ω0SO(2m+ 2);Z).
Note 17. It follows from Bott’s construction that the Hopf algebra morphism
H∗(Ω0SO(2m + 1);Q) → H∗(Ω0SO(2m + 2);Q) is given by σi 7→ σi for i =
0, . . . , 2m− 1 and that H∗(Ω0SO(2m+2);Q)→ H∗(Ω0SO(2m+3);Q) is given
by ε 7→ 0 and σi 7→ σi for i = 0, . . . , 2m.
6.3 Rational and Mod 2 Homology of ΩSO(n+ 1).
Let n > 2. We will use the results of the last subsection to describe the Hopf
algebras H∗(ΩSO(n + 1);Q) and H∗(ΩSO(n + 1);Z2). The main results are
summarized as follows:
Proposition 18. Let m > 1. Then
H∗(ΩSO(2m+ 1);Q) = Q[α0, . . . , α2m−1]/Um,
H∗(ΩSO(2m+ 2);Q) = Q[α0, . . . , α2m−1, εm]/Um
where the degrees of the generators, and the relations Um, are as described in
Theorem 4. The comultiplication is given by
D∗αi =
∑
αi−j ⊗ αj , D∗εm = εm ⊗ 1 + 1⊗ εm.
Proposition 19. Let m > 1. Then
H∗(ΩSO(2m+ 1);Z2) = Z2[a0, . . . , am−1, b0, . . . , bm−1]
/
Rm,
H∗(ΩSO(2m+ 2);Z2) = Z2[a0, . . . , am, b0, . . . , bm−1]
/
Rm
where the degrees of the generators, and the relations Rm, are as described in
Theorem 5. The comultiplication is given by
D∗ai =
∑
ai−j ⊗ aj, D∗bi =
∑
(bi−j ⊗ aj + aj ⊗ bi−j) .
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Proof of Proposition 18. Since π1SO(n+1) = Z2 for n > 2, we haveH∗(ΩSO(n+
1);Q) ∼= Q[Z2] ⊗ H∗(Ω0SO(n + 1);Q) as Hopf algebras. If we write ω for the
generator of Z2 then D∗(ω ⊗ 1) = ω ⊗ ω ⊗ 1.
By the last paragraph and the results of §6.2, H∗(ΩSO(2m+1);Q) is gener-
ated by ω⊗1 and 1⊗σ0, . . . , 1⊗σ2m−1 subject only to the relations arising from
σ0 − 1 = 0, ω
2 − 1 = 0, and (5). The coproducts of these generators are deter-
mined by the last paragraph and by (9). The description ofH∗(ΩSO(2m+1);Q)
follows by setting αi = ω ⊗ σi for i = 0, . . . , 2m− 1.
Similarly, by the first paragraph and the results of §6.2, H∗(ΩSO(2m+2);Q)
is generated by ω⊗1 and 1⊗σ0, . . . , 1⊗σ2m, 1⊗ε, subject only to the relations
arising from σ0−1 = 0, ω
2−1 = 0, (6) and (7). The coproducts are determined
by the last paragraph and by (10) and (11). The description of H∗(ΩSO(2m+
2);Q) follows by setting αi = ω⊗σi for i = 0, . . . , 2m and setting εm = 1⊗ε.
Proof of Proposition 19. As in the last proof, since π1SO(n+1) = Z2 for n > 2,
we have H∗(ΩSO(n+1);Z2) ∼= Z2[Z2]⊗H∗(Ω0SO(n+1);Z2) as Hopf algebras.
If we write ω for the generator of Z2 then D∗(ω ⊗ 1) = ω ⊗ ω ⊗ 1.
By the last paragraph and the results of §6.2, H∗(ΩSO(2m+ 1);Z2) is gen-
erated by ω ⊗ 1, 1 ⊗ σ0, . . . , 1⊗ σm−1, 1⊗ 2σm, . . . , 1 ⊗ 2σ2m−1, subject to the
relations arising from σ0 − 1 = 0, ω
2 − 1 = 0 and (5). The coproducts of these
generators are determined by the last paragraph and by (9). The description
of H∗(ΩSO(2m+ 1);Z2) follows by setting ai = ω ⊗ σi and bi = ω ⊗ 2σm+i for
i = 0, . . . ,m− 1.
Similarly, by the first paragraph and the results of §6.2,H∗(ΩSO(2m+2);Z2)
is generated by ω⊗1, 1⊗σ0, . . . , 1⊗σm−1, 1⊗(σm±ε), 1⊗2σm+1, . . . , 1⊗2σ2m,
subject to the relations arising from σ0 − 1 = 0, ω
2 − 1 = 0 and (6), (7). The
coproducts of these generators are determined by the last paragraph and by (10)
and (11). The description ofH∗(ΩSO(2m+2);Z2) follows by setting ai = ω⊗σi
and bi = ω ⊗ 2σm+i for i = 0, . . . ,m− 1, and setting am = ω ⊗ (σm + ε).
Note 20. Using Note 17 we have the following facts. Let m > 1.
• The map H∗(SO(2m + 1);Q) → H∗(SO(2m + 2);Q) sends αi to αi for
i = 0, . . . , 2m− 1.
• The map H∗(SO(2m − 1);Q) → H∗(SO(2m + 1);Q) sends αi to αi for
i = 0, . . . , 2m− 3.
• The map H∗(SO(2m+ 1);Z2)→ H∗(SO(2m+ 2);Z2) sends ai to ai and
bi to bi for i = 0, . . . ,m− 1.
• The map H∗(SO(2m + 2);Z2) → H∗(SO(2m + 3);Z2) sends ai to ai for
i = 0, . . . ,m, sends b0 to 0, and sends bi to bi−1 for i = 1, . . . ,m− 1.
• In particular, from the last two facts it follows that for N large enough the
maps H∗(SO(2m+1);Z2)→ H∗(SO(N +1);Z2), H∗(SO(2m+2);Z2)→
H∗(SO(N + 1);Z2) send b0, . . . , bm−1 to 0.
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6.4 The homology suspension.
Let n > 2. The goal of this subsection is to compute the homology suspensions
σ : H∗(ΩSO(n + 1);Q)→ H∗+1(SO(n+ 1);Q),
σ : H∗(ΩSO(n + 1);Z2)→ H∗+1(SO(n+ 1);Z2),
using the results of §6.1 and §6.3.
Proposition 21. There are nonzero rational numbers λ1, λ2, . . . and µ1, µ2, . . .
such that:
1. The homology suspension σ : H∗(ΩSO(2m + 1);Q) → H∗+1(SO(2m +
1);Q) is given by σ(α2i−1) = λia4i−1 for i = 1, . . . ,m and σ(α2i) = 0
for i = 0, . . . ,m− 1.
2. The homology suspension σ : H∗(ΩSO(2m + 2);Q) → H∗+1(SO(2m +
2);Q) is given by σ(α2i−1) = λia4i−1 for i = 1, . . . ,m, σ(α2i) = 0 for
i = 0, . . . ,m, and σ(εm) = µmb2m+1.
Note 22. It is possible to improve on Proposition 21 and show that the con-
stants λ1, λ2, . . . and µ1, µ2, . . . are all equal to 1.
Corollary 23. The derivations ∂1, . . . , ∂m of H∗(ΩSO(2m+1);Q) correspond-
ing to the basis a3, . . . , a4m−1 of the odd-degree primitive subspace of H∗(SO(2m+
1);Q), and the derivations ∂1, . . . , ∂m, ∂ε of H∗(ΩSO(2m + 2);Q) correspond-
ing to the basis a3, . . . , a4m−1, b2m+1 of the odd-degree primitive subspace of
H∗(SO(2m+ 2);Q), can be described as follows:
• ∂i sends αj to λiαj−2i+1 if j > 2i− 1 and sends all other generators to 0.
• ∂ε sends εm to µm1 and sends all other generators to 0.
Proof. The derivations, which are defined in Definition 2, are given explicitly in
terms of the coproducts on H∗(ΩSO(2m+1);Q) and H∗(ΩSO(2m+2);Q) and
the homology suspensions σ : H∗(ΩSO(2m + 1);Q) → H∗+1(SO(2m + 1);Q)
and σ : H∗(ΩSO(2m + 2);Q) → H∗+1(SO(2m + 2);Q). The coproducts are
described in Proposition 18, and the homology suspensions are described in
Proposition 21. The result follows immediately.
Proposition 24. 1. The homology suspension σ : H∗(ΩSO(2m + 1);Z2) →
H∗+1(SO(2m + 1);Z2) is given by σ(ai) = q2i+1 and σ(bi) = 0 for i =
0, . . . ,m− 1.
2. The homology suspension σ : H∗(ΩSO(2m+2);Z2)→ H∗(SO(2m+2);Z2)
is given by σ(ai) = q2i+1 for i = 0, . . . ,m and σ(bi) = 0 for i = 0, . . . ,m−
1.
Corollary 25. The derivations ∂1, . . . ∂m of H∗(SO(2m+1);Z2) corresponding
to the basis q1, q3, . . . , q2m−1 of the odd-degree primitive subspace of H∗(SO(2m+
1);Z2), and the derivations ∂1, . . . ∂m+1 of H∗(SO(2m+2);Z2) corresponding to
the basis q1, q3, . . . , q2m+1 of the odd-degree primitive subspace of H∗(SO(2m+
2);Z2), are as described in Theorem 5.
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Proof. The derivations, which are defined in Definition 2, are given explicitly
in terms of the coproducts on H∗(ΩSO(2m+1);Z2) and H∗(ΩSO(2m+2);Z2)
and the homology suspensions σ : H∗(ΩSO(2m + 1);Z2) → H∗+1(SO(2m +
1);Z2) and σ : H∗(ΩSO(2m+2);Z2)→ H∗+1(SO(2m+2);Z2). The coproducts
are described in Proposition 19 and the homology suspensions are described in
Proposition 24. The result follows immediately.
The rest of this subsection is given to the proofs of Propositions 21 and
24. We begin with three lemmas that prove special cases of these propositions.
They all follow easily from the Serre spectral sequence of certain fibrations. Let
us recall that for any n > 1 the homology ring H∗(ΩS
n+1;R) is R[un], where
un ∈ Hn(ΩS
n+1;R) is a generator that satisfies σ(un) = [S
n+1].
Lemma 26. Let i > 1. Then there is a nonzero λi ∈ Q such that σ(α2i−1) =
λia4i−1 in H4i−1(SO(2i+ 1);Q).
Proof. In this proof all homology groups are taken with rational coefficients. Let
F2i+1 = SO(2i+1)/SO(2i−1) denote the space of orthogonal 2-frames in R2i+1
and let πi : SO(2i + 1)→ F2i+1 denote the projection map. F2i+1 is a rational
homology sphere of dimension 4i− 1 with fundamental class [F2i+1] = πi∗a4i−1
(see Note 16), so that H∗(ΩF2i+1) = Q[v4i−2] where σ(v4i−2) = [F2i+1].
Since the homology groupsH∗(ΩSO(2i−1)),H∗(ΩSO(2i+1)) andH∗(ΩF2i+1)
are all concentrated in even degrees, the Serre spectral sequence of the fibration
ΩSO(2i− 1)→ ΩSO(2i+ 2)→ ΩF2i+1 collapses at the E
2 term and there is a
short exact sequence
0→ H4i(ΩSO(2i− 1))→ H4i(ΩSO(2i + 1))→ H4i(ΩF2i+1)→ 0.
By Note 20 the mapH4i(ΩSO(2i−1))→ H4i(ΩSO(2i+1)) has nonzero cokernel
generated by α2i−1, and so there is some nonzero λi ∈ Q such that πi∗(α2i−1) =
λiv4i−2.
By naturality of the homology suspension (Lemma 6) and the last two para-
graphs we now have πi∗σ(α2i−1) = λiπ∗a4i−1, and since a4i−1 spans the primi-
tive subspace of H4i−1(SO(2i+ 1)) the result follows.
Lemma 27. Let i > 1. Then if i is odd there is a nonzero µi ∈ Q such that
σ(εi) = µib2i+1 in H2i+1(SO(2i+2);Q), and if i is even there is nonzero µi ∈ Q
and a ki ∈ Q such that σ(εi) = µib2i+1 + kia2i+1 in H2i+1(SO(2i + 2);Q).
Proof. In this proof all homology groups are to be taken with rational coeffi-
cients. Let ρi : SO(2i+2)→ S
2i+1 denote the projection map. By Note 16 this
map sends b2i+1 to [S
2i+1] and sends all a4j−1 to 0. Since the homology groups
of ΩSO(2i+ 1), ΩSO(2i+2) and ΩS2i+1 are concentrated in even degrees, the
Serre spectral sequence of the fibration ΩSO(2i+ 1)→ ΩSO(2i+ 2)→ ΩS2i+1
collapses at the E2 term and so we have a short exact sequence
0→ H2i(ΩSO(2i + 1))→ H2i(ΩSO(2i+ 2))
Ωρi∗−−−→ H2i(ΩS
2i+1)→ 0.
By Note 20 the map H2i+1(ΩSO(2i + 1)) → H2i+1(ΩSO(2i + 2)) has nonzero
cokernel generated by εi, and so there is some nonzero µi ∈ Q such that Ωρi∗εi =
µiu2i. It now follows from naturality of the homology suspension (Lemma 6)
that ρi∗σ(εi) = µiρi∗b2i+1. If i is even then b2i+1 spans the primitive subspace
of H2i+1(SO(2i + 2)), and if i is odd then b2i+1 and a2i+1 span the primitive
subspace of H2i+1(SO(2i + 2)). The result follows.
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Lemma 28. Let i > 1. Then σ(ai) = q2i+1 in H2i+1(SO(2i+ 2);Z2).
Proof. In this proof all homology groups are taken with coefficients in Z2. As
in the last proof let ρi : SO(2i+2)→ S
2i+1 denote the projection onto the first
column. By Note 16 this sends q2i+1 onto [S
2i+1]. Since the homology groups
of ΩSO(2i+ 1), ΩSO(2i+2) and ΩS2i+1 are concentrated in even degrees, the
Serre spectral sequence of the fibration ΩSO(2i+ 1)→ ΩSO(2i+ 2)→ ΩS2i+1
collapses at the E2 term and so we have a short exact sequence
0→ H2i(ΩSO(2i + 1))→ H2i(ΩSO(2i+ 2))
Ωρi∗−−−→ H2i(ΩS
2i+1)→ 0.
Recall that H∗(ΩS
2i+1) = Z2[u2i] where σ(u2i) = [S2i+1]. By Note 20 the map
H2i(ΩSO(2i + 1)) → H2i(ΩSO(2i + 2)) has nonzero cokernel generated by ai,
and so we have Ωρi∗ai = u2i. It now follows from naturality of the homology
suspension (Lemma 6) that ρi∗σ(ai) = ρi∗q2i+1. Since q2i+1 spans the primitive
subspace of H2i+1(SO(2i + 2)) the result follows.
Now that we have proved the three lemmas above, the general results in
Proposition 21 and Proposition 24 will be deduced using the following commu-
tative diagram:
H∗(ΩSO(n+ 1;R)
σ
//

H∗+1(SO(n+ 1);R)

H∗(ΩSO(N + 1);R) σ
// H∗+1(SO(N + 1);R)
(12)
Here the vertical maps are induced from the inclusions SO(n+ 1)→ SO(N + 1)
associated to the standard inclusion Rn+1 → RN+1. Commutativity follows
from naturality of the homology suspension (Lemma 6).
Proof of Proposition 21. Throughout the proof we use homology with coeffi-
cients in Q.
We begin with the proof of the first part. The fact that σ(α2i) = 0 for
i = 0, . . . ,m− 1 is immediate from the fact that there are no nonzero primitive
elements in H∗(SO(2m+ 1)) of degree congruent to 1 modulo 4.
Let us turn to diagram (12) in the case R = Q, n = 2i, N = 2m, with
m > i > 1. The left-hand vertical map sends α2i−1 to α2i−1 and the right-hand
vertical map sends a4i−1 to a4i−1. Since σ(α2i−1) = λia4i−1 in H∗(SO(2i+ 1))
by Lemma 26, it now follows that σ(α2i−1) = λia4i−1 in H∗(SO(2m+1)). This
proves the first part of the proposition.
We now prove the second part of the proposition. Take diagram (12) in the
case R = Q, n = 2m, N = 2m + 1. The left-hand vertical map sends α2i to
α2i and the upper map sends α2i to 0 by the first part of the proposition. Thus
σ(α2i) = 0. Take diagram (12) in the case R = Q, n = 2i, N = 2m + 1 for
1 6 i 6 m. The left-hand vertical map sends α2i−1 to α2i−1 and the right-hand
vertical map sends a4i−1 to a4i−1. Since σ(α2i−1) = λia4i−1 in H∗(SO(2i+ 1))
by Lemma 26, it now follows that σ(α2i−1) = λia4i−1 in H∗(SO(2m+ 1)).
It remains to show that σ(εm) = µmb2m+1. When m is even this is the
statement of Lemma 27. When m is odd, Lemma 27 tells us that σ(εm) =
µmb2m+1 + kma2m+1 for some km ∈ Q. Taking diagram (12) with n = 2m+ 1
and N = 2m+ 2 and R = Q, we find that the left-hand vertical map sends εm
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to 0 by Note 20 and that the right-hand map sends b2m+1 to 0 and a2m+1 to
a2m+1. It follows that we must have km = 0. This completes the proof.
Proof of Proposition 24. Throughout this proof homology groups are to be taken
with coefficients in Z2. We will prove both parts of the proposition simultane-
ously.
Note that a0 is represented by a noncontractible loop in SO(n+1), regarded
as a point of ΩSO(n + 1), while q1 is represented by the same loop, this time
regarded as an element of H1(SO(n + 1)). The claims σ(a0) = q1 now follow
from the definition of the homology suspension.
Now let us turn to diagram (12) in the case R = Z2. The right-hand map
in this diagram is always an injection by Note 16.
Taking n = 2m or 2m + 1 and N large enough, the left-hand vertical map
sends the classes b0, . . . , bm−1 to 0 by Note 20, so it follows that these classes
must vanish under the homology suspension.
Fix any 1 6 i 6 m−1. By taking n = 2i+1 and N = 2m, and using the fact
that σ(ai) = qi in H2i+1(SO(2i + 2)) from Lemma 28, we find that σ(ai) = qi
in H2i+1(SO(2m + 1)). Similarly, for any 1 6 i 6 m we may take n = 2i + 1,
N = 2m + 1 and use the same fact from Lemma 28 to see that σ(ai) = qi in
H2i+1(SO(2m+ 2)). This completes the proof.
6.5 Proof of Theorems 4 and 5
Proof of Theorem 4. Proposition 14 describes the rings H∗(SO(n + 1);Q) and
Proposition 18 describes the rings H∗(ΩSO(n + 1);Q). The ring-isomorphisms
of Theorem 4 now follow from Theorem 1. Proposition 14 also describes a
basis for the odd-degree part of the primitive subspace of H∗(SO(n+1);Q) and
describes the effect of the corresponding derivations of H∗(SO(n+1);Q), while
Corollary 23 describes the effect of the corresponding derivations ofH∗(ΩSO(n+
1);Q) after rescaling. The description of the BV-operators in Theorem 4 now
follows from Proposition 3, but with the description of the ∂i and ∂ε replaced
by the following:
• ∂i sends αj to λiαj−2i+1 if j > 2i− 1 and sends all other generators to 0.
• ∂ε sends εm to µm1 and sends all other generators to 0.
However, by replacing ∂i with ∂i/λi, δi with λiδi, and β4i−1 with β4i−1/λi,
and by replacing ∂ε with ∂ε/µm, δε with µmδε, and γ2m+1 with γ2m+1/µm, we
may assume that the description of the BV-operators given in Theorem 4 holds
exactly. This proves Theorem 4.
Proof of Theorem 5. Proposition 15 describes the rings H∗(SO(n+ 1);Z2) and
Proposition 19 describes the rings H∗(ΩSO(n+1);Z2). The ring-isomorphisms
of Theorem 5 now follow from Theorem 1. Proposition 15 also describes a basis
for the odd-degree part of the primitive subspace of H∗(SO(n + 1);Z2) and
describes the effect of the corresponding derivations of H∗(SO(n+1);Z2), while
Corollary 19 describes the effect of the corresponding derivations ofH∗(ΩSO(n+
1);Z2). The description of the BV-operators in Theorem 5 now follows from
Proposition 3. This completes the proof of Theorem 5.
21
References
[Bot56] Raoul Bott. An application of the Morse theory to the topology of
Lie-groups. Bull. Soc. Math. France, 84:251–281, 1956.
[Bot58] Raoul Bott. The space of loops on a Lie group. Michigan Math. J.,
5:35–61, 1958.
[CJ02] Ralph L. Cohen and John D. S. Jones. A homotopy theoretic realiza-
tion of string topology. Math. Ann., 324(4):773–798, 2002.
[CS99] Moira Chas and Dennis Sullivan. String topology, 1999. Preprint,
available at arXiv:math.GT/9911159v1.
[God07] Ve´ronique Godin. Higher string topology operations, 2007. Preprint,
available at arXiv:math/0711.4859.
[Hat02] Allen Hatcher. Algebraic topology. Cambridge University Press, Cam-
bridge, 2002.
[McC01] John McCleary. A user’s guide to spectral sequences, volume 58 of
Cambridge Studies in Advanced Mathematics. Cambridge University
Press, Cambridge, second edition, 2001.
[Men09] Luc Menichi. String topology for spheres. Comment. Math. Helv.,
84(1):135–157, 2009. With an appendix by Gerald Gaudens and
Menichi.
[Tam06] Hirotaka Tamanoi. Batalin-Vilkovisky Lie algebra structure on the
loop homology of complex Stiefel manifolds. Int. Math. Res. Not.,
pages Art. ID 97193, 23, 2006.
[Vai07] Dmitry Vaintrob. The string topology BV algebra, Hochschild coho-
mology and the Goldman bracket on surfaces, 2007. Preprint, available
at arXiv:math/0702859v1.
[Whi78] George W. Whitehead. Elements of homotopy theory, volume 61 of
Graduate Texts in Mathematics. Springer-Verlag, New York, 1978.
[Yan07] Tian Yang. A Batalin-Vilkovisky algebra structure on the Hochschild
cohomology of truncated polynomials, 2007. Preprint, available at
arXiv:math/0707.4213v3.
22
