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Abstract
We study a large deviation principle for a system of stochastic reaction–diffusion
equations (SRDEs) with a separation of fast and slow components and small noise in
the slow component. The derivation of the large deviation principle is based on the
weak convergence method in infinite dimensions, which results in studying averag-
ing for controlled SRDEs. By appropriate choice of the parameters, the fast process
and the associated control that arises from the weak convergence method decouple
from each other. We show that in this decoupling case one can use the weak conver-
gence method to characterize the limiting process via a “viable pair” that captures
the limiting controlled dynamics and the effective invariant measure simultaneously.
The characterization of the limit of the controlled slow-fast processes in terms of
viable pair enables us to obtain a variational representation of the large deviation
action functional. Due to the infinite-dimensional nature of our set–up, the proof
of tightness as well as the analysis of the limit process and in particular the proof
of the large deviations lower bound is considerably more delicate here than in the
finite-dimensional situation. Smoothness properties of optimal controls in infinite
dimensions (a necessary step for the large deviations lower bound) need to be estab-
lished. We emphasize that many issues that are present in the infinite dimensional
case, are completely absent in finite dimensions.
Keywords: large deviations, stochastic reaction–diffusion equations, weak conver-
gence method, averaging principle, optimal control.
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1 Introduction
Let ε > 0 and δ = δ(ε) > 0. Let D be a smooth bounded domain of Rd, with
d ≥ 1. In this paper, we study a system of stochastic reaction–diffusion equations with
slow–fast dynamics on the domain D ⊂ Rd, d ≥ 1, as follows:

∂Xε,δ
∂t
(t, x) = A1Xε,δ(t, x) + b1(x,Xε,δ(t, x), Y ε,δ(t, x))
+
√
εσ1(x,X
ε,δ(t, x), Y ε,δ(t, x))
∂WQ1
∂t
(t, x) ,
∂Y ε,δ
∂t
(t, x) =
1
δ2
[
A2Y ε,δ(t, x) + b2(x,Xε,δ(t, x), Y ε,δ(t, x))
]
+
1
δ
σ2(x,X
ε,δ(t, x), Y ε,δ(t, x))
∂WQ2
∂t
(t, x) ,
Xε,δ(0, x) = X0(x) , Y
ε,δ(0, x) = Y0(x) , x ∈ D ,
N1Xε,δ(t, x) = N2Y ε,δ(t, x) = 0 , t ≥ 0 , x ∈ ∂D .
(1)
Here ε > 0 is a small parameter and δ = δ(ε) > 0 is such that δ → 0 as ε ↓ 0.
The operators A1 and A2 are two strictly elliptic operators and bi(x,X, Y ), i = 1, 2
are the nonlinear terms. The noise processes WQ1 and WQ2 are two cylindrical Wiener
processes with covariance matrices Q21 and Q
2
2, and σi(x,X, Y ), i = 1, 2 are functions
multiplied by the noises. The initial values X0 and Y0 are assumed to be in L
2(D). The
boundary conditions are given by operators Ni, i = 1, 2 which may correspond to either
Dirichlet or Neumann conditions.
Since δ > 0 is small as ε > 0 gets small, one can think of the solutionXε,δ(t, x) in (1)
as the “slow” process (or slow motion) and the solution Y ε,δ(t, x) in (1) as the “fast” pro-
cess (or fast motion). Notice that the noise term
√
εσ1(x,X
ε,δ(t, x), Y ε,δ(t, x))
∂WQ1
∂t
(t, x)
in the equation for the slow process Xε,δ(t, x) has a small parameter
√
ε, and both the
deterministic as well as the noise term in the equation for the fast process Y ε,δ(t, x)
contain large parameters
1
δ2
and
1
δ
. So that in the limit, we expect an interplay between
an averaging effect in the fast process Y ε,δ(t, x) and the effect of the diminishing noise
in the slow process Xε,δ(t, x). In [5], Cerrai demonstrated that as ε → 0, the slow mo-
tion Xε,δ converges to a limit derived from averaging the fast motion over its invariant
measure. In this work, we will study the large deviations principle (LDP) of Xε,δ. The
characterization of such an interplay between large deviations and averaging principle
at the level of mathematical rigor requires delicate analysis of the asymptotic regimes
while taking the limits ε→ 0 and δ → 0.
Our goal is to derive a large deviation principle for the process Xε,δ(t, x) as ε→ 0
and thus δ = δ(ε) → 0. We will be studying a particular regime that roughly speaking,
says that δ goes to 0 much faster than
√
ε (i.e.,
δ√
ε
→ 0 as ε ↓ 0, for details, see Section
3). The analysis of the problem in other asymptotic regimes is left for future work and
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briefly discussed in Section 6.
One of the most effective methods in analyzing large deviation effects is the weak
convergence method [2, 3], which is the method we are using in this paper. Roughly
speaking, by a variational representation (see [2]) of exponential functionals of Wiener
processes, one can represent the exponential functional of the slow processXε,δ(t, x) that
appears in the Laplace principle (which is equivalent to large deviations principle) as a
variational infimum over a family of controlled slow processes Xε,δ,u(t, x). In particular,
we have for any bounded continuous function h : C([0, T ];L2(D))→ R that
− ε lnE
[
exp
(
−1
ε
h(Xε,δ)
)]
= inf
u∈L2([0,T ];U)
E
[
1
2
∫ T
0
|u(s)|2Uds+ h(Xε,δ,u)
]
. (2)
Here the Hilbert space U is called the control space, and the infimum is over all
controls u ∈ L2([0, T ];U) with finite L2([0, T ];U)–norm. The controlled slow motion
Xε,δ,u that appears on the right hand side of (2) comes from a controlled slow–fast
system (Xε,δ,u, Y ε,δ,u) of reaction–diffusion equations corresponding to (1):

∂Xε,δ,u
∂t
(t, x) = A1Xε,δ,u(t, x) + b1(x,Xε,δ,u(t, x), Y ε,δ,u(t, x))
+σ1(x,X
ε,δ,u(t, x), Y ε,δ,u(t, x))(Q1u(t))(x)
+
√
εσ1(x,X
ε,δ,u(t, x), Y ε,δ,u(t, x))
∂WQ1
∂t
(t, x) ,
∂Y ε,δ,u
∂t
(t, x) =
1
δ2
[
A2Y ε,δ,u(t, x) + b2(x,Xε,δ,u(t, x), Y ε,δ,u(t, x))
]
+
1
δ
√
ε
σ2(x,X
ε,δ,u(t, x), Y ε,δ,u(t, x))(Q2u(t))(x)
+
1
δ
σ2(x,X
ε,δ,u(t, x), Y ε,δ,u(t, x))
∂WQ2
∂t
(t, x) ,
Xε,δ,u(0, x) = X0(x) , Y
ε,δ,u(0, x) = Y0(x) , x ∈ D ,
N1Xε,δ,u(t, x) = N2Y ε,δ,u(t, x) = 0 , t ≥ 0 , x ∈ ∂D .
(3)
In view of (2) and (3), we see that in order to obtain a limit as ε ↓ 0 of the Laplace
functional −ε lnE
[
exp
(
−1
ε
h(Xε,δ)
)]
(i.e., to prove a large deviations principle), one
needs to analyze the limit as ε ↓ 0 (and thus δ → 0) of the controlled slow–fast system
(Xε,δ,u, Y ε,δ,u) in (3). This is the first technical part of the current work (Section 4).
In fact, to analyze system (3), the first difficulty is in that the control term u is only
known to be square integrable. This makes the proof of tightness much more involved
and due to the infinite dimensional aspect of the problem, deriving the necessary bounds
is considerably more involved when compared to the finite dimensional case. Moreover,
to characterize the limit as ε ↓ 0 of the pair (Xε,δ,u, Y ε,δ,u), we will introduce the so
called “viable pair” construction (compare with [16], [23], [24] in finite dimensions).
The viable pair is a pair of a trajectory and an occupation measuree (ψ,P) that
captures both the limit averaging dynamics of the controlled slow motion Xε,δ,u and the
3
invariant measure of the controlled fast process Y ε,δ,u. In addition, the measure P is
obtained as the limit of a family of appropriate occupation measures Pε,∆ that live on
the product space of fast motion and control, with ∆(ε) → 0 to be specified later on.
Showing tightness of the family {Pε,∆, ε,∆ > 0} is considerably more delicate in infinite
dimensions. Tightness and weak convergence of measure are topological properties and
one must be careful about the topologies that are being considered.
In the pair (ψ,P), the function ψ is the solution of the limiting averaging equation
for the process Xε,δ,u, and the measure P is a probability measure on the product space
of the function space for the fast motion Y ε,δ,u and the control space U . The limiting
measure P characterizes simultaneously the structure of the invariant measure of Y ε,δ,u
and the control function u. Note that in general, these two objects are intertwined and
coupled together into the measure P, so that the averaging with respect to the measure
P cannot be done as in the classical averaging principle (see [19, Chapters 7,8]). Rather,
one has to fulfill the definition of the viable pair as in Definition 3.1 below. The regime
δ/
√
ε → 0 that we study leads to a decoupling of the limiting occupation measure
P(dudY dt) = ηt(du|Y )µψt(dY )dt, where ηt(du|Y ) is a stochastic kernel characterizing
the control and µψt(dY ) is the invariant measure for the uncontrolled fast process Y ε,δ in
1 with Xε,δ replaced by ψt. The result on the weak convergence of the pair (X
ε,δ,u,Pε,∆)
is the content of Theorem 3.3.
With the analysis of the limit of the controlled slow–fast process (Xε,δ,u, Y ε,δ,u) and
the construction of viable pair, we then prove the Laplace principle (equivalently large
deviation principle) for the slow process Xε,δ in (1), which is the second result of the pa-
per, Theorem 3.4. Proving the Laplace principle amounts to finding an appropriate func-
tional S(·) such that for any bounded and continuous function h : C([0, T ];L2(D))→ R
we have
lim
ε↓0
ε lnE
[
exp
(
−1
ε
h(Xε,δ)
)]
= − inf
φ∈C([0,T ];L2(D))
[S(φ) + h(φ)] .
It turns out the Laplace principle upper bound can be proven using the weak
convergence of the pair (Xε,δ,u,Pε,∆) per Theorem 3.3. The situation is considerably
more complicated for the Laplace principle lower bound, which is the second technical
part of the paper. In order to prove the Laplace principle lower bound, we need to
construct nearly optimal controls that achieve the bound. Due to the dependence on
the fast motion Y , the nearly optimal controls will in principle be in feedback form and
functions of both time t and the fast motion Y . Hence, in order for averaging to work
one needs to have some regularity of such controls, where in principle we only have that
they are square integrable. In addition, given that the ergodic theorem for the cost
is used with respect to δ ↓ 0 for fixed t, one also needs to have extra control on the
growth of the control in order to be able to conclude that the time integral converges
for each fixed length of time. For these reasons, we have been able to rigorously prove
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the lower bound in two special, but still general, cases, (a): one dimensional case with
multiplicative white-noise, d = 1 and Q1 = I, and (b): potential multidimensional case,
d ≥ 1 but with σ1(x,X, Y ) = σ1(x,X) being independent of Y . We elaborate in detail
the reasons for doing this in Sections 5 and 6.
Large deviations of stochastic partial differential equations of reaction–diffusion
type has been considered in previous works such as [3, 9–11,20–22,29], but without the
effect of multiple scales. Results in the case of slow–fast systems of stochastic reaction–
diffusion equations has been considered in [28] in dimension one, with additive noise in
the fast motion and no noise component in the slow motion. In finite dimensions the large
deviations problem for multiscale diffusions has been well studied, see [1, 16, 18, 23–26].
To the best of our knowledge, the problem of large deviations for multiscale stochastic
reaction diffusion equations in multiple dimensions, with multiplicative noise is being
considered for the first time in the present paper.
At this point it is instructive to compare the derivations of the large deviations
between the finite and the infinite dimensional settings. Following the weak convergence
approach, the general strategy for the infinite dimensional case that appears in this
paper is similar to the general strategy in the corresponding finite dimensional case,
see [16]. However, the infinite dimensionality aspect of the problem means that most of
the required a-priori estimates that are needed for tightness and then for convergence
of the underlying control problem are considerably more delicate here than in the finite
dimensional case. In [16] the fast motion evolves in a finite-dimensional periodic domain
while in the current paper the fast motion evolves in an unbounded infinite dimensional
space. Both the unboundedness and the infinite dimensionality make ergodic properties
such as the existence of a unique invariant measure more difficult to derive.
In addition, in the proof of the lower bound for the Laplace principle one needs
to identify a nearly optimal control that nearly achieves the lower bound of the action
functional. However, this is not enough. Due to the presence of the fast component Y
such a control will have to depend on Y and for the subsequent averaging procedure
to proceed such a dependency needs to be sufficiently smooth. While, this was clear in
the finite dimensional case, see [16], the situation here is considerably more complicated.
The work in this paper rigorously resolves these issues under the appropriate conditions.
The paper is organized as follows: in Section 2 we give background definitions,
set–up as well as our assumptions. In Section 3 we review basic facts about weak–
convergence method in infinite dimensions, we define the viable pair as well as state
our main results on averaging for controlled SRDE and the large deviation theorem.
Section 4 is devoted to the analysis of the limit of the controlled slow–fast processes
(Xε,δ,u, Y ε,δ,u) and the corresponding averaging result. In Section 5 we prove the large
deviations theorem. Section 6 is dedicated to discussions, remarks and generalizations
for future work. The Appendix A collects some classical ergodic results for the uncon-
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trolled stochastic reaction–diffusion equation, which corresponds to the fast motion of
our problem with frozen slow component.
2 Set up: notations, function spaces and assumptions
In this section we set up the notation that will be used throughout the paper and
state our assumptions.
We denote by H the Hilbert space L2(D), endowed with the usual scalar product
〈•, •〉H and with the corresponding norm | • |H . Let the norm in L∞(D) be denoted by
|•|0. We shall denote by Bb(H) the Banach space of bounded Borel functions ϕ : H → R,
endowed with the sup–norm
|ϕ|Bb(H) := sup
X∈H
|ϕ(X)| .
The space Cb(H) is the sub–space of uniformly continuous mappings and C
k
b (H)
is the subspace of all k–times (Fre´chet) differentiable mappings, having bounded and
uniformly continuous derivatives, up to the k–th order (k ∈ N). The space Ckb (H) is a
Banach space endowed with the norm
|ϕ|Ck
b
(H) := |ϕ|Bb(H) +
k∑
i=1
sup
X∈H
|Diϕ(X)|Li(H),
where L1(H) := H and by recurrence Li(H) := L(H,Li−1(H)) for any i > 1. We denote
by Lip(H) the set of functions ϕ : H → R such that
[ϕ]Lip(H) := sup
X,Y ∈H,X 6=Y
|ϕ(X) − ϕ(Y )|
|X − Y |H <∞ .
We shall denote by L(H) the space of bounded linear operators in H and we shall
denote by L2(H) the subspace of Hilbert–Schmidt operators, endowed with the norm
‖Q‖2 =
√
Tr[Q∗Q] .
The stochastic perturbations in the slow and in the fast motion in system (1) are
given, respectively, by the Gaussian noise
∂WQ1
∂t
(t, x) and
∂WQ2
∂t
(t, x) for t ≥ 0 and
x ∈ D, which are assumed to be white in time and colored in space, in the case of space
dimension d > 1. The driving noises may or may not be independent. In order to deal
with both cases at once, we define a cylindrical Wiener process on a Hilbert space R∞,
the space of infinite sequences of real numbers. Formally,
W (t) =
∞⊗
k=1
βk(t) ,
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where {βk} is a sequence of independent one–dimensional Brownian motions. The linear
operators Qi : R
∞ → H, i = 1, 2 add color to the noise and also decide if the noises are
independent. The cylindrical Wiener processes WQi(t, x) are defined as
WQi(t, x) = QiW (t)(x).
As an example, in the case of spatial dimension d = 1, the systems can be perturbed
by space–time white noise. Let fi denote the element of R
∞ for which the ith component
is one and all of the other components are zero. Let ei be a complete orthonormal basis of
H. If the linear operators satisfy Q1f2i = ei, Q1f2i−i = 0, Q2f2i = 0, and Q2f2i−1 = ei,
then
∂WQ1
∂t
(t, x) and
∂WQ2
∂t
(t, x) are independent space–time white noises. On the other
hand, if we choose Q1fi = Q2fi = ei, thenW
Q1 andWQ2 are the same space–time white
noise.
We identify a Hilbert space subset U of R∞. If x ∈ R∞, let xi denote the ith
component of the sequence. We define the Hilbert space U ⊂ R∞ endowed with inner
product 〈x, y〉U =
∞∑
i=1
xiyi. Thus the Hilbert space U = {x ∈ R∞,
∞∑
i=1
x2i <∞}, and the
norm for x ∈ U is given by |x|2U =
∞∑
i=1
x2i .
The operators A1 and A2 appearing, respectively, in the slow and in the fast motion
equation, are second order uniformly elliptic differential operators, having continuous
coefficients on D, and the boundary operators N1 and N2 can be either the identity
operator (Dirichlet boundary condition) or a first–order operator of the following type
d∑
j=1
βj(x)
∂
∂xj
+ γ(x)I , x ∈ ∂D ,
for some βj , γ ∈ C1(D¯) such that
inf
x∈∂D
|〈β(x), ν(x)〉| > 0 ,
where ν(x) is the unit normal at x ∈ ∂D (uniformly non–tangential condition).
The realizations A1 and A2 in H of the differential operators A1 and A2, endowed,
respectively, with the boundary conditions N1 and N2, generate two analytic semigroups
S1(t) and S2(t), t ≥ 0. In addition, for θ ∈ R and i = 1, 2 we define the Sobolev space
Hθi with norm
|x|θ,i =
∣∣∣(−Ai)θ/2 x∣∣∣
H
,
where A1, A2 denote the realizations of A1 and A2 in H, endowed with their respective
boundary conditions. Clearly, for θ = 0 we have H0i = H = L
2(D) for i = 1, 2.
In what follows, we shall assume that A1, A2 and Q1, Q2 satisfy the following
conditions.
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Hypothesis 1. For i = 1, 2, there exist complete orthonormal systems {ei,k}k∈N in
H, and sequences of non–negative real numbers {αi,k}k∈N , such that
Aiei,k = −αi,kei,k , k ≥ 1 .
The covariance operators Qi : U → H, i = 1, 2 are diagonalized by the same orthonormal
basis {ei,k}k∈N in the following sense. For i = 1, 2, there exists an orthonormal set
{fi,k}k∈N ⊂ U . The set of {fi,k}k∈N is not necessarily complete. There exist sequences
of non–negative real numbers {λi,k}i=1,2
k∈N
satisfying
Qifi,k = λi,kei,k.
Notice that if span{f1,k}k∈N ⊥ span{f2,k}k∈N, then the driving noises of the fast and
the slow motion are independent.
If d = 1, then we have, recalling that | • |0 is the L∞(D) norm,
κi := sup
k∈N
λi,k|ei,k|0 <∞ , ζi :=
∞∑
k=1
α−βii,k |ei,k|20 <∞
for some constant βi ∈ (0, 1), and if d ≥ 2, we have
κi :=
∞∑
k=1
λρii,k|ei,k|20 <∞ , ζi :=
∞∑
k=1
α−βii,k |ei,k|20 <∞ (4)
for some constants βi ∈ (0,+∞) and ρi ∈ (2,+∞) such that
βi(ρi − 2)
ρi
< 1 . (5)
Moreover
inf
k∈N
i=1,2
αi,k =: λ > 0 . (6)
We impose the following conditions on the terms b1, b2 and σ1, σ2. For i = 1, 2, let
us define the Lipschitz constants
sup
x∈D,Y ∈R
sup
X1,X2∈R,X1 6=X2
|bi(x,X1, Y )− bi(x,X2, Y )|
|X1 −X2| =: L
X
bi ,
sup
x∈D,X∈R
sup
Y1,Y2∈R,Y1 6=Y2
|bi(x,X, Y1)− bi(x,X, Y2)|
|Y1 − Y2| =: L
Y
bi ,
sup
x∈D,Y ∈R
sup
X1,X2∈R,X1 6=X2
|σi(x,X1, Y )− σi(x,X2, Y )|
|X1 −X2| =: L
X
σi ,
sup
x∈D,X∈R
sup
Y1,Y2∈R,Y1 6=Y2
|σi(x,X, Y1)− σi(x,X, Y2)|
|Y1 − Y2| =: L
Y
σi .
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Hypothesis 2. 1. The mappings bi : D × R2 → R and σi : D × R2 → R are
measurable, both for i = 1 and for i = 2, and
∑
i=1,2
(LXbi +L
X
σi +L
Y
bi
+LYσi) ≤M for some
M > 0. Moreover,
sup
x∈D
|b2(x, 0, 0)| <∞ , sup
x∈D
|σ2(x, 0, 0)| <∞ .
2. Recalling λ, the constant introduced in (6), we have that
LYb2 < λ. (7)
3. σ2 grows linearly in X, but is bounded in Y . There exists c > 0,
sup
x∈D
sup
Y ∈R
|σ2(x,X, Y )| ≤ c(1 + |X|). (8)
4. The Lipschitz constants LYb2 and L
Y
σ2 are chosen so that
LYb2
λ
+
√
K2(LYσ2)
2
∫ ∞
0
s
−β2 ρ2−2ρ2 e−λ
ρ2+2
ρ2
s
ds =: LYb2,σ2 < 1 (9)
where
K2 =
(
β2
e
)β2 ρ2−2ρ2
ζ
ρ2−2
ρ2
2 κ
2
ρ2
2 ,
and λ, β2, ρ2, ζ2, κ2 are all from Hypothesis 1.
Remark 2.1. Condition (9) is a technical condition used in proving that in a certain
ergodic sense the presence of the control in the fast dynamics Y does not influence
the corresponding invariant measure (a consequence of the regime under consideration
δ/
√
ε ↓ 0) and in proving that the invariant measure is weakly Lipschitz continuous with
respect to the slow component (see Lemma 3.2).
Hypothesis 3. b1 and σ1 grow at most linearly in X and sublinearly in Y . To be
precise, there exists 0 ≤ ζ < 1− β1(ρ1−2)ρ1 and a constant C > 0 such that
sup
x∈D
(|b1(x,X, Y )|+ |σ1(x,X, Y )|) ≤ C(1 + |X|+ |Y |ζ) . (10)
Remark 2.2. The proofs of Section 4 show that if σ1 is bounded with respect to X, then
one can relax the growth restrictions with respect to Y for the drift term b1 and assume
arbitrary sublinear growth of b1 with respect to Y .
Remark 2.3. Notice that if Q1 is trace class, then ρ1 = 2, in which case one can
allow arbitrary sublinear growth of σ1 with respect to Y . Also, we remark here that
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since we have (5), (6) as well as the fact that 0 < β2
ρ2−2
ρ2
< 1, the integral term∫∞
0 s
−β2 ρ2−2ρ2 e−λ
ρ2+2
ρ2
s
ds <∞. In fact we can write it in terms of the gamma function
∫ ∞
0
s
−β2 ρ2−2ρ2 e−λ
ρ2+2
ρ2
s
ds =
(
λ
ρ2 + 2
ρ2
)β2 ρ2−2ρ2 −1
Γ
(
1− β2 ρ2 − 2
ρ2
)
Notice also that if σ2 does not depend on Y , then the requirement (9) follows directly
from the requirement (7).
However, for the proof of the upper bound of the Laplace principle and for reasons
that will become clearer later on, we need to strengthen these requirements to the
following, which is strictly stronger than Hypothesis 3.
Hypothesis 4. b1 is as in Hypothesis 3. In regards to σ1, either d = 1 and there
are positive constants 0 < c0 ≤ c1 < ∞ such that 0 < c0 ≤ σ21(x,X, Y ) ≤ c1, or d ≥ 1
and σ1(x,X, Y ) = σ1(x,X) is independent of Y and can grow at most linearly in X
uniformly in x ∈ D.
Moreover, for i = 1, 2, we shall set
Bi(X,Y )(x) := bi(x,X(x), Y (x))
and
[Σi(X,Y )Z](x) := σi(x,X(x), Y (x))Z(x)
for any x ∈ D, X,Y,Z ∈ H and i = 1, 2. From Hypothesis 2 we know that the mappings
(X,Y ) ∈ H ×H 7→ Bi(X,Y ) ∈ H ,
are Lipschitz continuous, as well as the mappings
(X,Y ) ∈ H ×H 7→ Σi(X,Y ) ∈ L(H;L1(D))
and
(X,Y ) ∈ H ×H 7→ Σi(X,Y ) ∈ L(L∞(D);H) .
For any metric space E, we define P(E) to be the collection of probability measures
on E.
As known from the existing literature such as [13] (also see [5]), according to Hy-
potheses 1 and 2 for any ε > 0, δ > 0 and X0, Y0 ∈ H and for any p ≥ 1 and T > 0
there exists a unique mild solution (Xε,δ, Y ε,δ) ∈ Lp(Ω;C([0, T ];H) × C([0, T ];H)) to
system (1).
Finally, concerning the small parameters ε > 0 and δ > 0, we assume that we have
the following.
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Hypothesis 5. We assume that ε ↓ 0, δ = δ(ε) ↓ 0 and ∆ = ∆(δ, ε) ↓ 0, such that
lim
ε↓0
δ√
ε
= 0, and lim
ε↓0
δ
∆
√
ε
= 0 . (11)
It is clear that when ε ↓ 0, both δ ↓ 0 and ∆ ↓ 0. Hence, for notational convenience
we will many times simply write ε ↓ 0, which implicitly implies that δ,∆ ↓ 0 as well.
In addition, we note that (11) implies that
∆
δ2
→ ∞ as ε ↓ 0. Parameter ∆ can be
viewed as a time-scale separation parameter. In particular, as we shall see in Section
4.3, Hypothesis 5 enables us to decouple the invariant measure with respect to which
the averaging is being done from the control process.
3 Weak convergence and large deviations
In this section we review the weak convergence approach to large deviations, [15],
and then we state our main results of the paper on the averaging principle for con-
trolled stochastic reaction-diffusion equations and on the large deviations principle for
{Xε,δ, ε > 0}. As we also mentioned in the introduction, large deviations for SRDEs
in the small noise regime (but in the absence of multiple scales), have been derived
in [3, Theorem 9]. In particular, the authors in [3] use the weak convergence formula-
tion as well and establish large deviations for infinite dimensional SRDEs in the absence
of multiple scales. Before stating the main result of this paper, we review next the
mathematical framework appropriately formulated in our setting of interest.
Theorem 3.1 (see [2, 3]). Let f be a bounded, Borel measurable function mapping
C([0, T ];R∞) into R. Then
− lnE(exp{−f(W )}) = inf
u∈P2(U)
E
(
1
2
∫ T
0
|u(s)|2Uds+ f
(
W +
∫ •
0
u(s)ds
))
.
Here the set P2(U) consists of all U–valued predictable processes φ(s) for which∫ T
0
|φ(s)|2Uds <∞ almost surely.
Let E and E0 be Polish spaces. For each ε > 0, let Gε : E0 × C([0, T ];R∞)→ E be
a measurable map. Consider the family of random elements Xε,x ≡ Gε(x,√εW ). From
Theorem 3.1, we immediately derive that for any bounded and continuous function
h : E → R,
− ε lnE
[
exp
(
−1
ε
h(Xε,x
ε
)
)]
= inf
u∈P2(U)
E
[
1
2
∫ T
0
|u(s)|2Uds
+h ◦ Gε
(
xε,
√
εW +
∫ •
0
u(s)ds
)]
. (12)
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Let us recall that H = L2(D) and A1, A2 denote the realizations of A1 and A2
in H, endowed with their respective boundary conditions. Also, A1 and A2 generate
C0–semigroups S1(t) and S2(t). Notice that if A2 is the infinitesimal generator of S2(t),
then
1
δ2
A2 is the infinitesimal generator of S2
(
t
δ2
)
. We now recall the definition of a
mild solution of (1). The mild solution to (1) solves

Xε,δ(t) = S1(t)X0 +
∫ t
0
S1(t− s)B1(Xε,δ(s), Y ε,δ(s))ds
+
√
ε
∫ t
0
S1(t− s)Σ1(Xε,δ(s), Y ε,δ(s))dWQ1(s) ,
Y ε,δ(t) = S2
(
t
δ2
)
Y0 +
1
δ2
∫ t
0
S2
(
t− s
δ2
)
B2(X
ε,δ(s), Y ε,δ(s))ds
+
1
δ
∫ t
0
S2
(
t− s
δ2
)
Σ2(X
ε,δ(s), Y ε,δ(s))dWQ2(s) .
(13)
The solution map (interpreted as in (13)) of (1) can be viewed as a Borel measurable
map
Gε,δ((X0, Y0),
√
εW ) = Xε,δ .
By (12), for any bounded and continuous function h : C(H)→ R we have
− ε lnE
[
exp
(
−1
ε
h(Xε,δ)
)]
= inf
u∈P2(U)
E
[
1
2
∫ T
0
|u(s)|2Uds+ h(Xε,δ,u)
]
. (14)
Here the process (Xε,δ,u, Y ε,δ,u) is a controlled version of (1) where the control
u ∈ P2(U). The corresponding mild solutions satisfy the following controlled system of
stochastic reaction–diffusion equations,

∂Xε,δ,u
∂t
(t, x) = A1Xε,δ,u(t, x) + b1(x,Xε,δ,u(t, x), Y ε,δ,u(t, x))
+σ1(x,X
ε,δ,u(t, x), Y ε,δ,u(t, x))(Q1u(t))(x)
+
√
εσ1(x,X
ε,δ,u(t, x), Y ε,δ,u(t, x))
∂WQ1
∂t
(t, x) ,
∂Y ε,δ,u
∂t
(t, x) =
1
δ2
[
A2Y ε,δ,u(t, x) + b2(x,Xε,δ,u(t, x), Y ε,δ,u(t, x))
]
+
1
δ
√
ε
σ2(x,X
ε,δ,u(t, x), Y ε,δ,u(t, x))(Q2u(t))(x)
+
1
δ
σ2(x,X
ε,δ,u(t, x), Y ε,δ,u(t, x))
∂WQ2
∂t
(t, x) ,
Xε,δ,u(0, x) = X0(x) , Y
ε,δ,u(0, x) = Y0(x) , x ∈ D ,
N1Xε,δ,u(t, x) = N2Y ε,δ,u(t, x) = 0 , t ≥ 0 , x ∈ ∂D .
(15)
In particular, the mild formulation of the solution (Xε,δ,u, Y ε,δ,u) is the controlled
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process that solves
Xε,δ,u(t) = S1(t)X0 +
∫ t
0
S1(t− s)B1(Xε,δ,u(s), Y ε,δ,u(s))ds
+
∫ t
0
S1(t− s)Σ1(Xε,δ,u(s), Y ε,δ,u(s))Q1u(s)ds ,
+
√
ε
∫ t
0
S1(t− s)Σ1(Xε,δ,u(s), Y ε,δ,u(s))dWQ1(s) ,
Y ε,δ,u(t) = S2
(
t
δ2
)
Y0 +
1
δ2
∫ t
0
S2
(
t− s
δ2
)
B2(X
ε,δ,u(s), Y ε,δ,u(s))ds (16)
+
1
δ
√
ε
∫ t
0
S2
(
t− s
δ2
)
Σ2(X
ε,δ,u(s), Y ε,δ,u(s))Q2u(s)ds ,
+
1
δ
∫ t
0
S2
(
t− s
δ2
)
Σ2(X
ε,δ,u(s), Y ε,δ,u(s))dWQ2(s) .
For each N ∈ N, we define the set
PN2 (U) =
{
u ∈ P2(U) :
∫ T
0
|u(s)|2Uds ≤ N
}
.
As in Theorem 10 of [3] and for each u ∈ PN2 (U) uniformly in ε, there is a unique
pair (Xε,δ,u, Y ε,δ,u) ∈ Lp(Ω;C([0, T ];H) × C([0, T ];H)) that satisfies (16).
Now, by Section 1.2 of [15], it is known that the Laplace principle, which amounts
to finding the limit of the left hand side of (14) as ε ↓ 0, is equivalent to finding the
large deviations principle for {Xε,δ, ε > 0}. This is the path that we follow in this paper
for finding the large deviations principle for the family {Xε,δ, ε > 0} in C([0, T ],H).
Also, as it is shown in [2], the representation implies that we can actually consider
u = uε ∈ PN2 (U) for a sufficiently large but fixed N ∈ N.
Let us denote the slow motion space to be X = H = L2(D), the fast motion
space to be Y = H = L2(D), and the control space to be U . In addition, let us define
ξ = ξ(X,Y, u) : X × Y × U → H by
ξ(X,Y, u) = Σ1(X,Y )Q1u+B1(X,Y ) . (17)
Moreover, for any fixedX ∈ X , consider the fast process Y X defined by the equation
∂Y X
∂t
(t, x) = [A2Y X(t, x) + b2(x,X(x), Y X(t, x))]
+ σ2(x,X(x), Y
X(t, x))
∂WQ2
∂t
(t, x), t ≥ 0 and x ∈ D .
Y X(0, x) = Y0(x) , x ∈ D , N2Y X(t, x) = 0 , t ≥ 0 , x ∈ ∂D . (18)
Let L = LX be the generator of the process Y X . As noted in [7], this generator
has the form
LXϕ(Y ) = 〈A2Y +B2(X,Y ),DY ϕ(Y )〉H + 1
2
Tr[Σ2(X,Y )Q2Q
⋆
2Σ
⋆
2(X,Y )D
2
Y ϕ(Y )],
(19)
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where DY and D
2
Y are the first and second Fre´chet derivatives in H. The domain of
definition of the operator L = LX is a set D(L) ⊂ H such that any ϕ ∈ D(L) → R is
twice continuously differentiable with D2Y ϕ(Y ) ∈ H for any Y ∈ H, and the mapping
Y 7→ Tr[D2Y ϕ(Y )] is continuous on H with values in R.
In addition, as we also review in Appendix A, Hypothesis 1 and 2, guarantee that
the process Y X is, for each X ∈ H, ergodic and strongly mixing with a unique invariant
measure, which we denote by µX(dy). For any bounded and continuous f ∈ Cb(H)∫
H
f(Y )µX(dY ) = lim
T→+∞
1
T
∫ T
0
f(Y X(t))dt. (20)
We now state without proof an important result on the continuity of X 7→ µX ,
which is a consequence of Lemma 3.1 of [5].
Lemma 3.2. Suppose that f : H → R is Lipschitz continuous. For any X ∈ H define
F (X) =
∫
Y f(Y )µ
X(dY ). Then for any X1,X2 ∈ H,
|F (X1)− F (X2)| ≤ ‖f‖Lip |X1 −X2|H . (21)
We need to understand not just the limit of the slow dynamics Xε,δ,u but also the
measure with respect to which the averaging is being done. This is complicated in our
case, due to the dependence of the dynamics on the unknown control process u = uε.
Following the recipe of [16], for the periodic finite dimensional case, we introduce the
family of random occupation measures
Pε,∆(dudY dt) =
1
∆
∫ t+∆
t
1du(u(s))1dY
(
Y ε,δ,u(s)
)
dsdt (22)
on U × Y × [0, T ], where ∆ = ∆(ε) → 0 is as in Hypothesis 5. These occupation
measures encode the behavior of the control and the fast process. It is the correct way
to study the problem because the fast motion’s behavior will not converge pathwise to
anything, but its occupation measure will converge to a limiting measure. We adopt the
convention that the control u(t) = uε(t) = 0 for t > T . Then, we consider the joint limit
in distribution of pair (Xε,δ,u,Pε,∆) as ε, δ,∆ ↓ 0.
In order to state our main results, we introduce the following definition of a viable
pair corresponding to [16], but appropriately extended to infinite dimensions.
Definition 3.1. A pair (ψ,P) ∈ C([0, T ];L2(D)) × P(U × Y × [0, T ]) will be called
viable with respect to (ξ,L), or simply viable if there is no confusion, if the following are
satisfied. The trajectory ψ ∈ C([0, T ];H), P is square integrable in the sense that for
some θ > 0, ∫
U×Y×[0,T ]
(|u|2U + |Y |2θ,2)P(dudY ds) <∞
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and the following hold for all t ∈ [0, T ]:
ψ(t) = S1(t)X0 +
∫
U×Y×[0,t]
S1(t− s)ξ(ψ(s), Y, u)P(dudY ds) , (23)
the measure P is such that
P ∈ P =
{
P ∈ P(U × Y × [0, T ]) : P(dudY dt) = η(du|Y, t)µ(dY |t)dt,
µ(dY |t) = µψ(t)(dY ) for t ∈ [0, T ]
}
(24)
where µX is from (20), and η(du|Y, t) is a stochastic kernel on U given Y × [0, T ], (see
Appendix A.5 of [15] for stochastic kernels), and
P(U × Y × [0, t]) = t . (25)
We denote a viable pair by (ψ,P) ∈ V(ξ,L). Notice that condition (24) in Definition
3.1 essentially means that the second marginal of the limiting occupation measure,
µ(dY |t), coincides with the invariant measure associated with the Y X,Y0 with X = ψ(t)
from (18). Heuristically speaking, the viable pair (ψ,P) ∈ V(ξ,L) captures both the
limit averaging dynamics of the controlled slow motion Xε,δ,u in terms of (23) and the
invariant measure of the controlled fast process Y ε,δ,u in terms of (24). Using the viable
pair definition, we can then state the main results of our paper.
Theorem 3.3. (Averaging for controlled system) For u ∈ PN2 (U) let (Xε,δ,u, Y ε,δ,u)
be the mild solution to (16) and T < ∞. Let also Pε,∆(dudY dt) be given by (22).
Assume Hypotheses 1, 2, 3 and 5, X0 ∈ H and Y0 ∈ H. Then, the family of processes
{Xε,δ,u : ε ∈ (0, 1), u ∈ PN2 (u)} is tight in C([0, T ];H) and the family of measures
{Pε,∆ : ε ∈ (0, 1), u ∈ PN2 } is tight in P(U × Y × [0, T ]), where U × Y × [0, T ] is
endowed with the weak topology on U , the norm topology on Y and the standard topology
on [0, T ]. Hence, given any subsequence of {(Xε,δ,u,Pε,∆), ε, δ,∆ > 0}, there exists a
subsubsequence that converges in distribution with limit (X¯,P). With probability 1, the
accumulation point (X¯,P) is a viable pair with respect to (ξ,L) according to Definition
3.1.
Theorem 3.4. (Large Deviation Principle) Let (Xε,δ, Y ε,δ) be the mild solution to (1)
and let T <∞. Assume Hypothesis 1, 2, 4 and 5 and let Y0 ∈ H and X0 ∈ H. Define
S(φ) = SX0(φ) = inf
(φ,P)∈V(ξ,L)
[
1
2
∫
U×Y×[0,T ]
|u|2UP(dudY dt)
]
,
with the convention that the infimum over the empty set is ∞. Then for every bounded
and continuous function h : C([0, T ];H)→ R we have
lim
ε↓0
−ε lnEX0,Y0
[
exp
(
−1
ε
h(Xε,δ)
)]
= inf
φ∈C([0,T ];H)
[S(φ) + h(φ)] .
In particular, {Xε,δ} satisfies the large deviations principle in C([0, T ];H) with action
functional S(·).
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We show in (61), Section 5.2, that an equivalent representation for the large de-
viations rate functional S(ψ) can be given as the following minimizing control problem
over an admissible class of measurable functions v : [0, T ] × Y → U .
Let
Aoψ,T =
{
v : [0, T ] × Y → U :
∫ T
0
∫
Y
(|v(t, Y )|2U + |Y |2θ,2)µψ(t)(dY )dt <∞ ,
ψ(t) = S1(t)X0 +
∫
Y×[0,t]
S1(t− s)ξ(ψ(s), Y, v(s, Y ))µψ(s)(dY )ds, t ∈ [0, T ]
}
.
where ξ is given by (17).
An equivalent representation of the rate function is
S(ψ) = inf
v∈Aoψ,T
1
2
∫ T
0
∫
Y
|v(t, Y )|2Uµψ(t)(dY )dt.
In the special case where Σ1(X,Y ) = Σ(X) is independent of Y , Aoψ,T has the
simpler form
Aoψ,T =
{
u ∈ L2([0, T ];U) : ψ(t) =S1(t)X0 +
∫ t
0
∫
Y
S1(t− s)B1(ψ(s), Y )µψ(s)(dY )ds
+
∫ t
0
S1(t− s)Σ1(ψ(s))Q1u(s)ds, t ∈ [0, T ].
}
and the rate function has the representation
S(ψ) = inf
u∈Aoψ,T
1
2
∫ T
0
|u(s)|2Uds.
In Section 4 we consider the limit of the controlled SRDE (16) as ε, δ ↓ 0 and prove
Theorem 3.3. Then, in Section 5 we give the proof of Theorem 3.4.
4 Analysis of the limit of the controlled SRDEs-Proof of
Theorem 3.3
In this section, we analyze the limit of the system of controlled SRDEs (16) as
ε, δ ↓ 0. As we mentioned in Section 3, we need to introduce the family of occupation
measures Pε,∆(dudY dt) as defined by (22).
We emphasize that these occupation measures are measure-valued random vari-
ables. We are interested in proving that the laws of the occupations measures are tight
in order to prove that a subsequence converges weakly. The study of tightness for these
occupation measures is considerably more delicate over the infinite dimensional spaces U
and Y than in the finite dimensional space studied in [16]. Tightness of measures as well
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as weak convergence of measures are inherently topological properties and, therefore,
we must be careful about the topologies that we are discussing.
The appropriate topology to impose on U × Y × [0, T ] is the weak topology on U
times the norm topology on Y times [0, T ]. If we restrict ourselves to bounded subsets
of U , then this topology is metrizable because the weak topology on bounded subsets
of U , which is a separable Hilbert space, is metrizable. We recall the famous Prokhorov
Theorem and specifically draw the reader’s attention to the sensitivity of these results
on the chosen topology.
Definition 4.1. Let E be a metric space. A family of probability measures {Pα} ⊂
P(E)is called tight if for all η > 0 there exists a compact set Kη ⊂ E such that
inf
α
Pα(Kη) > 1− η.
Definition 4.2. Let E be a metric space. A family of probability measures {Pα} ⊂ P(E)
is called relatively compact if for any subsequence in {Pn} ⊂
⋃
α{Pα}, there exists a
subsequence (relabeled Pn) that converges weakly to some limit P¯ . That is, for any
continuous function f : E → R,∫
E
f(x)Pn(dx)→
∫
E
f(x)P¯ (dx)
Notice that both of these definitions are topological. Tightness refers to compact
sets and relative compactness refers to continuous functions.
Theorem 4.1 (Prokhorov’s Theorem). Let E be a metric space. If a family of probability
measures on E is tight, then it is relatively compact.
In order to prove that the laws of Pε,∆ are relatively compact, we need to apply
the Prokhorov Theorem twice (because they are probability measures on the space of
measures on the space U × Y × [0, T ]). For this, it is convenient to recall the use of
tightness functions (see Appendix A.3 of [15]).
Showing that the laws of Xε,δ,u are tight in C([0, T ];H) is standard. We need to
demonstrate that the paths have enough spatial and temporal regularity so that they
belong to compact subsets.
We show that any limit of the pair (Xε,δ,u,Pε,∆)→ (X¯,P) in the space C([0, T ];H)×
P(U ×Y × [0, T ]) is a viable pair (X¯,P) according to Definition 3.1. As in [2], the rep-
resentation (14) guarantees that it is enough to consider controls u ∈ PN2 (U) for an
appropriate large enough N ∈ N that is independent of ε. In particular, we shall con-
sider controls u = uε that may depend on ε, but such that there exists N ≥ 0 such that
for all ε ∈ (0, 1), we have uε ∈ PN2 .
In Section 4.1, we show that the pair (Xε,δ,u
ε
,Pε,∆) is appropriately tight. Then in
Sections 4.2 and 4.3 we show that any accumulation point as ε ↓ 0 will be a viable pair
per Definition 3.1.
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4.1 Step 1: Tightness of the pair {(Xε,δ,u,Pε,∆)}
We show the tightness of the pair {(Xε,δ,u,Pε,∆), 0 < ε < 1, u ∈ PN2 } in the space
C([0, T ];H)×P(U×Y×[0, T ]). Tightness guarantees that for any subsequence of ε→ 0
there exists a sub–subsequence that converges, in distribution, to some limit (X¯,P), i.e.,
(Xε,δ,u,Pε,∆)→ (X¯,P) . (26)
The tightness proof is obtained by a–priori bounds for the slow process Xε,δ,u(t)
in (15) in a suitable Ho¨lder norm with respect to time and in a suitable Sobolev norm
with respect to space, as well as second moment bounds for the fast process Y ε,δ,u(t).
4.1.1 A–priori bounds of the slow process Xε,δ,u
In this section we denote positive constants as c’s, sometimes with subscripts indi-
cating dependence on other parameters, such as cp or cp,θ, etc. .
The following lemmas will be used in our later analysis.
Lemma 4.2. Assume Hypothesis 1. For i = 1 or i = 2 and θ ∈ R there exists a constant
such that for any t > 0, and X,Y ∈ H,
∞∑
j=1
∣∣∣(−Ai)θ/2Si(t)Σi(X,Y )Qifi,j∣∣∣2
H
≤ cθt−θ−
βi(ρi−2)
ρi e−λt‖Σi(X,Y )‖2L(L∞(D);H). (27)
Proof. By assumption Qifi,j = λi,jei,j and Si(t)ei,k = e
−αi,ktei,k. Then expanding the
H norm with respect to the orthonormal basis {ei,k},
∞∑
j=1
∣∣∣(−Ai)θ/2Si(t)Σi(X,Y )Qifi,j∣∣∣2
H
=
∞∑
j=1
∞∑
k=1
〈
(−Ai)θ/2Si(t)Σi(X,Y )Qifi,j, ei,k
〉2
H
=
∞∑
j=1
∞∑
k=1
〈
Σi(X,Y )Qifi,j, S
⋆
i (t)(−Ai)θ/2ei,k
〉2
H
=
∞∑
j=1
∞∑
i=1
λ2i,jα
θ
i,ke
−2αi,kt 〈Σi(X,Y )ei,j , ei,k〉2H .
By the Ho¨lder inequality with exponents ρi/2 and ρi/(ρi − 2), the above expression is
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bounded by
≤

 ∞∑
j=1
∞∑
k=1
λρii,j 〈Σi(X,Y )ei,j , ei,k〉2H


2/ρi
(28)
×

 ∞∑
j=1
∞∑
k=1
α
θρi/(ρi−2)
i,k e
− 2ρiαi,k
ρi−2
t 〈Σi(X,Y )ei,j, ei,k〉2H


(ρi−2)/ρi
≤

 ∞∑
j=1
λρii,j|Σi(X,Y )ei,j|2H


ρi/2( ∞∑
k=1
α
θρi/(ρi−2)
i,k e
− 2ρiαi,k
ρi−2
t|Σ⋆i (X,Y )ei,k|2H
)(ρi−2)/ρi
≤

 ∞∑
j=1
λρii,j|ei,k|20


ρi/2( ∞∑
k=1
α
θρi/(ρ1−2)
i,k e
− 2ρiαi,k
ρi−2
t|ei, k|20
)(ρi−2)/ρi
‖Σ1(X,Y )‖2L(L∞(D),H).
We used the fact that Σ⋆i (X,Y ) = Σi(X,Y ), which holds because for any g, h ∈ L∞(D),
〈Σi(X,Y )g, h〉H =
∫
D
σi(X(x), Y (x))g(x)h(x)dx = 〈g,Σi(X,Y )h〉H .
Because x 7→ xβie−x is bounded for x > 0, there exists a constant such that
xβie−2x ≤ Cβie−x. Therefore,
α
θρi
ρi−2
i,k e
− 2ρiαi,k
ρi−2
t
≤
(
ρi
ρi − 2
)− θρi
ρi−2
t
− θρi
ρi−2
−βiα−βii,k
(
ρiαi,kt
ρi − 2
) θρi
ρi−2
+βi
e
− 2ρiαi,kt
ρi−2
≤ Ct−
θρi
ρi−2
−βiα−βii,k e
− ρiαi,kt
ρi−2 .
Consequently, by (4) and (28),
∞∑
j=1
∣∣∣(−Ai)θ/2Si(t)Σi(X,Y )Qifi,j∣∣∣2
H
≤ cθ
( ∞∑
k=1
α−βii,k |ei,k|20
)(ρi−2)/ρi
t
−θ−βi(ρi−2)
ρi e−λt‖Σi(X,Y )‖2L(L∞(D),H). (29)
Remark 4.3. For i = 1 or i = 2, let Πi,N : H → H be the projection operator in H
onto the span of {ei,1, ..., ei,N}. By the same arguments that we used to arrive at (29),
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we see that there exists a constant such that for any N ≥ 1, t > 0, and X,Y ∈ H,
∞∑
j=1
|(I −Πi,N )(−Ai)θ/2Si(t)Σi(X,Y )Qifi,j|2H
≤ C
( ∞∑
k=N+1
α−βii,k |ei,k|20
)(ρi−2)/ρi
t
−θ−βi(ρi−2)
ρi e−λt‖Σi(X,Y )‖2L(L∞(D);H). (30)
Lemma 4.4. Assume Hypothesis 1. There exists C > 0 such that for i = 1, 2, t > 0,
X,Y ∈ H, and u ∈ U ,
|(−Ai)θ/2Si(t)Σi(X,Y )Qiu|H ≤ Ct−
θ
2
−βi(ρi−2)
2ρi e−
λt
2 ‖Σi(X,Y )‖L(L∞(D),H)|u|U . (31)
Proof. If we expand u by its Fourier series,
|(−Ai)θ/2Si(t)Σi(X,Y )Qiu|H =
∣∣∣∣∣∣
∞∑
j=1
(−Ai)θ/2Si(t)Σi(X,Y )Qifi,j 〈u, fi,j〉U
∣∣∣∣∣∣
H
.
By the Ho¨lder inequality, the above expression is bounded by

 ∞∑
j=1
|(−Ai)θ/2Si(t)Σi(X,Y )Qifi,j|2H


1/2
 ∞∑
j=1
〈u, fi,j〉2U


1/2
.
It follows from 27 and the fact that {fi,j}j∈N is an orthonormal subset of U that
|(−Ai)θ/2Si(t)Σi(X,Y )Qiu|H ≤ Ct−
θ
2
−βi(ρi−2)
2ρi e−
λt
2 ‖Σi(X,Y )‖L(L∞(D),H)|u|U .
Lemma 4.5. Assume Hypothesis 1. For any t > 0, i = 1, 2, and X,Y ∈ H, the linear
mapping u 7→ S1(t)Σ1(X,Y )Q1u is compact.
Proof. Let Πi,N be the projection operator in H onto the span of {ei,1, ..., ei,N}. Let
{un} ⊂ U be a bounded sequence. For any fixed N ≥ 1, Πi,NSi(t)Σi(X,Y ) : U → H is
finite dimensional and bounded. By (30) and (31),
‖(I −Πi,N )Si(t)Σi(X,Y )Qi‖L(U,H)
≤ C
( ∞∑
k=N+1
α−βik |ei,k|20
)(ρi−2)/ρi
t
−βi(ρi−2)
2ρi e−
λ
2
t‖Σi(X,Y )‖2L(L∞(D);H).
Any linear operator that is a uniform limit of finite dimensional operators is compact
(see for example [12, Theorem II.4.4]).
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Let us now define
Γε,δ,u1 (t) :=
∫ t
0
S1(t− s)Σ1(Xε,δ,u(s), Y ε,δ,u(s))dWQ1(s) ,
Γε,δ,u2 (t) :=
1
δ
∫ t
0
S2
(
t− s
δ2
)
Σ2(X
ε,δ,u(s), Y ε,δ,u(s))dWQ2(s) .
Lemma 4.6. Under Hypotheses 1, 2 and 3, there exists θ > 0 and p = 21−β1(ρ1−2)/ρ1 > 2
such that for any ε > 0, T > 0, p > p¯ and θ ∈ [0, θ), we have
E sup
t<T
|Γε,δ,u1 (t)|pθ,1 ≤ cp,T,θ
∫ T
0
(
1 +E|Xε,δ,u(s)|pH +E|Y ε,δ,u(s)|ζpH
)
ds (32)
for some positive constant cT,θ which is independent of ε > 0, and∫ T
0
E|Γε,δ,u2 (s)|2θ,2ds ≤ cT,θE
∫ T
0
(
1 + |Xε,δ,u(s)|2H
)
ds . (33)
Proof. First we prove (33). By the Itoˆ isometry,
E|Γε,δ,u2 (t)|2θ,2 =
1
δ2
∫ t
0
∞∑
j=1
|(−A2)θ/2S2((t− s)/δ2)Σ2(Xε,δ,u(s), Y ε,δ,u(s))Q2fj|2Hds.
Then by (27),
E|Γε,δ,u2 (t)|2θ,2 ≤
C
δ2
∫ t
0
(
t− s
δ2
)−θ−β2(ρ2−2)
ρ2
e−
λ(t−s)
δ2
∥∥∥Σ2(Xε,δ,u(s), Y ε,δ,u(s))∥∥∥2L(L∞(D);H) ds.
By Young’s inequality for convolutions,
E
∫ T
0
|Γε,δ,u2 (t)|2θ,2dt ≤
1
δ2
(∫ T
0
( s
δ2
)−θ−β2(ρ2−2)
ρ2 e−
λs
δ2 ds
)
×
(∫ T
0
∥∥∥Σ2(Xε,δ,u(s), Y ε,δ,u(s))∥∥∥2L(L∞(D),H) ds
)
.
Time changing the first integral,
≤
(∫ ∞
0
s
−θ−β2(ρ2−2)
ρ2 e−λsds
)(∫ T
0
∥∥∥Σ2(Xε,δ,u(s), Y ε,δ,u(s))∥∥∥2L(L∞(D),H) ds
)
.
If we choose θ small enough so that −θ− β2(ρ2−2)ρ2 > −1 (which is possible by (5)), then
the first integral is finite and
E
∫ T
0
|Γε,δ,u2 (t)|2θ,2dt ≤ C
∫ T
0
∥∥∥Σ2(Xε,δ,u(s), Y ε,δ,u(s))∥∥∥2L(L∞(D);H) ds.
The result follows by (8).
Equation (32) is similar to (4.2) in [5] and is also a consequence of the stochastic
factorization formula of [13].
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The next lemma estimates the control terms
Zε,δ,u1 (t) =
∫ t
0
S1(t− s)Σ1(Xε,δ,u(s), Y ε,δ,u(s))Q1u(s)ds
and
Zε,δ,u2 (t) =
1
δ
√
ε
∫ t
0
S2
(
t− s
δ2
)
Σ2(X
ε,δ,u(s), Y ε,δ,u(s))Q2u(s)ds.
Lemma 4.7. Under Hypotheses 1, 2 and 3, there exists θ > 0 and p = 21−β1(ρ1−2)/ρ1 > 2
such that for any ε > 0, T > 0, p > p and θ ∈ [0, θ], we have for any u ∈ PN2 ,
E sup
t<T
|Zε,δ,u1 (t)|pθ,1 ≤ cp,T,θ,NE
∫ T
0
(
1 + |Xε,δ,u(s)|pH + |Y ε,δ,u(s)|ζpH
)
ds (34)
and
E
∫ T
0
|Zε,δ,u2 (t)|2θ,2ds ≤ cp,T,θ,N
δ2
ε
E
(
1 + sup
s≤T
|Xε,δ,u(s)|2H
)
. (35)
Proof. For any t ∈ [0, T ], by (31)
|Zε,δ,u1 (t)|θ,1 ≤ C
∫ t
0
(t−s)− θ2−
β1(ρ1−2)
2ρ1 e−
λ(t−s)
2 ‖Σ1(Xε,δ,u(s), Y ε,δ,u(s))‖L(L∞(D),H)|u(s)|Uds.
By a Ho¨lder inequality, along with (10),
|Zε,δ,u1 (t)|θ,1
≤ C|u|L2([0,t];U)
(∫ t
0
(t− s)−θ−
β1(ρ1−2)
ρ1 e−λ(t−s)(1 + |Xε,δ,u(s)|2H + |Y ε,δ,u(s)|2ζH )ds
) 1
2
.
Applying another Ho¨lder inequality with p/2 > p¯/2 and recalling that by assumption
|u|L2([0,T ];U) ≤ N1/2,
|Zε,δ,u1 (t)|θ,1 ≤ CN1/2
(∫ t
0
s
− pθ
(p−2)
−β1p(ρ1−2)
ρ1(p−2) e−
λps
p−2 ds
) p−2
2p
×
(∫ t
0
(1 + |Xε,δ,u(s)|pH + |Y ε,δ,u(s)|pζH )ds
) 1
p
(36)
The first integral is finite as long as pθ(p−2) +
β1p(ρ1−2)
ρ1(p−2) < 1. By the definition of p,
β1p(ρ1−2)
ρ1(p−2) < 1. We then can choose θ¯ small enough so that the condition is satisfied.
The analysis for Zε,δ,u2 is a little bit different. By (31) and (8)
|Zε,δ,u2 (t)|θ,2 ≤
C
δ
√
ε
∫ t
0
(
t− s
δ2
)− θ
2
−β2(ρ2−2)
2ρ2
e−
λ(t−s)
2δ2
(
1 + |Xε,δ,u(s)|H
)
|u(s)|Uds.
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By Young’s inequality for convolutions,
∫ T
0
|Zε,δ,u2 (t)|2θ,2dt ≤
C
δ2ε
(∫ T
0
( s
δ2
)− θ
2
−β2(ρ2−2)
2ρ2 e−
λ(t−s)
2δ2 ds
)2
×
×
(∫ T
0
(
1 + |Xε,δ,u(s)|2H
)
|u(s)|2Uds
)
≤ CNδ
2
ε
(
1 + sup
s≤T
|Xε,δ,u(s)|2H
)
.
Lemma 4.8. Under Hypotheses 1, 2 and 3, for any T > 0, p = 2ζ and any u ∈ PN2 for
some N ∈ N, there exists a positive constant cp,T,N and a positive ε0 > 0 such that for
any X0, Y0 ∈ H and 0 < ε < ε0, we have
E sup
t∈[0,T ]
|Xε,δ,u(t)|pH ≤ cp,T,N(1 + |X0|pH + |Y0|2H) , (37)
∫ T
0
E|Y ε,δ,u(t)|2Hdt ≤ cp,T,N(1 + |X0|2H + |Y0|2H) . (38)
Proof. Let us write
Xε,δ,u(t) = S1(t)X0 +
∫ t
0
S1(t− s)B1(Xε,δ,u(s), Y ε,δ,u(s))ds
+Zε,δ,u1 (t) +
√
εΓε,δ,u1 (t) .
By the growth conditions on B1 (10), and the boundedness of the semigroup,∣∣∣∣
∫ t
0
S1(t− s)B1(Xε,δ,u(s), Y ε,δ,u(s))ds
∣∣∣∣
p
H
≤ cp,T
∫ t
0
(1 + |Xε,δ,u(s)|pH + |Y ε,δ,u(s)|ζpH )ds .
Thus by using (32) and (34) with θ = 0, we can conclude with
E sup
s≤t
|Xε,δ,u(s)|pH ≤ cp,T,N(1 + |X0|pH) + cp,T,N
∫ t
0
E|Y ε,δ,u(s)|ζpH ds
+ cp,T,N
∫ t
0
(
1 +E sup
r≤s
|Xε,δ,u(r)|pH
)
ds ,
so that by Gro¨nwall’s inequality we have
E sup
s≤t
|Xε,δ,u(s)|pH ≤ cp,T,N
(
1 + |X0|pH +
∫ t
0
E|Y ε,δ,u(s)|ζpH ds
)
= cp,T,N
(
1 + |X0|pH +
∫ t
0
E|Y ε,δ,u(s)|2Hds
)
,
(39)
where we chose p = 2/ζ. Next we want to estimate∫ t
0
E|Y ε,δ,u(s)|2Hds .
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We will be using the assumptions from Hypothesis 2, in particular that Σ2(X,Y ) does
not grow with respect to Y .
Set Λε,δ,u2 (t) := Y
ε,δ,u(t) − Zε,δ,u2 (t) − Γε,δ,u2 (t), we have Λε,δ,u2 (0) = Y0 and Λε,δ,u2 is
weakly differentiable in time and
d
dt
Λε,δ,u2 (t) =
1
δ2
A2Λ
ε,δ,u
2 (t) +
1
δ2
B2(X
ε,δ,u(t), Y ε,δ,u(t)).
Therefore,
1
2
d
dt
|Λε,δ,u2 (t)|2H =
〈
d
dt
Λε,δ,u2 (t),Λ
ε,δ,u
2 (t)
〉
H
≤ 1
δ2
〈A2Λε,δ,u2 (t),Λε,δ,u2 (t)〉H +
1
δ2
〈B2(Xε,δ,u(t), Zε,δ,u2 (t) + Γε,δ,u2 (t)),Λε,δ,u2 (t)〉H
+
1
δ2
〈
B2(X
ε,δ,u(t),Λε,δ,u2 (t) + Z
ε,δ,u
2 (t) + Γ
ε,δ,u
2 (t))−
−B2(Xε,δ,u(t), Zε,δ,u2 (t) + Γε,δ,u2 (t)),Λε,δ,u2 (t)
〉
H
≤ − 1
δ2
(
λ− LYb2
2
)
|Λε,δ,u2 (t)|2H +
c
δ2
(
1 + |Xε,δ,u(t)|2H + |Zε,δ,u2 (t) + Γε,δ,u2 (t)|2H
)
.
Here the last inequality is due to Young’s inequality. By a comparison principle,
letting ρ =
λ− LXb2
2
, we have
|Λε,δ,u2 (t)|2H
≤e−ρt/δ2 |Y0|2H +
c
δ2
∫ t
0
e−ρ(t−s)/δ
2
(
1 + |Xε,δ,u(s)|2H + |Zε,δ,u2 (s)|2H + |Γε,δ,u2 (s)|2H
)
ds
By Young’s inequality for convolutions,∫ T
0
|Λε,δ,u2 (t)|2Hdt ≤cδ2|Y0|2H + c
∫ T
0
(
1 + |Xε,δ,u(t)|2H + |Zε,δ,u(t)|2H + |Γε,δ,u2 (t)|2H
)
dt .
Thus using (33) and (35) we see that∫ T
0
E|Y ε,δ,u(t)|2Hdt ≤ c|Y0|2H + c+ c
∫ T
0
E sup
r≤t
|Xε,δ,u(r)|2Hdt+ cN
δ√
ε
E sup
t≤T
|Xε,δ,u(t)|2H .
(40)
Combining (40) and (39) we see that
E sup
s≤t
|Xε,δ,u(s)|pH ≤ cT,N (1 + |X0|pH + |Y0|2H) + cT
(
1 +N
δ√
ε
)
E sup
r≤T
|Xε,δ,u(r)|2Hds .
By Young’s inequality,
cT
(
1 +N
δ√
ε
)
|Xε,δ,u(t)|2H ≤
1
2
|Xε,δ,u(t)|pH + cT
(
1 +N
δ√
ε
)(p−2)/p
where the constant on the right hand side is different from the constant on the left. We
have assumed in (11) that
δ√
ε
→ 0. Consequently, (37) follows. By (37) and (40) we
obtain (38).
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Lemma 4.9. Under Hypotheses 1, 2 and 3, there exists 0 < θ < 1−ζ2 and p =
2
ζ , such
that for any u ∈ PN2 , T > 0, X0 ∈ H and Y0 ∈ H we have
sup
ε∈(0,1)
E sup
t≤T
|Xε,δ,u(t)− S1(t)X0|pθ,1 ≤ cp,θ,T,N(1 + |X0|pH + |Y0|2H) (41)
for some positive constant cp,θ,T,N .
Proof. Assume that X0 ∈ H. We have
Xε,δ,u(t)− S1(t)X0 =
∫ t
0
S1(t− s)B1(Xε,δ,u(s), Y ε,δ,u(s))ds
+Zε,δ,u1 (t) +
√
εΓε,δ,u1 (t) .
We showed that Γε,δ,u1 and Z
ε,t,u
1 have the required regularity in Lemmas 4.6 and
4.7 and that
E sup
t∈[0,T ]
(
|Γε,δ,u1 (t)|pθ,1 + |Zε,δ,u1 (t)|pθ,1
)
≤ C(1 +E sup
t∈[0,T ]
|Xε,δ,u(t)|pH).
By the Lipschitz continuity of B1 and the regularizing properties of the semigroup,
sup
t∈[0,T ]
∣∣∣∣
∫ t
0
S1(t− s)B(Xε,δ,u(s), Y ε,δ,u(s))ds
∣∣∣∣
p
θ,1
≤ C(1 +E sup
t∈[0,T ]
|Xε,δ,u(t)|pH).
The result then follows from (37).
Lemma 4.10. There exists θ > 0 such that for any T > 0, there exists a constant
CT,N,θ > 0 such that for any u ∈ PN2 , Y0,X0 ∈ H∫ T
0
|Y ε,δ,u(s)|2θ,2ds ≤ CT,N,θ(1 + |Y0|2H + |X0|2H). (42)
Notice that these bounds are independent of ε and δ.
Proof. This proof is a consequence of the analytic properties of the semigroup |Si(t)X0|θ,i ≤
Ct−θ|X0|H . The mild formulation for Y ε,δ,u is
Y ε,δ,u(t) =S2
(
t
δ2
)
Y0 +
1
δ2
∫ t
0
S2
(
t− s
δ2
)
B(Xε,δ,u(s), Y ε,δ,u(s))ds
+ Zε,δ,u2 (t) + Γ
ε,δ,u
2 (t).
We bound each term of the mild solution separately. The semigroup term satisfies∫ T
0
∣∣∣∣S2
(
t
δ2
)
Y0
∣∣∣∣
2
θ,2
dt ≤ C
∫ T
0
(
t
δ2
)−θ
e−λt/δ
2 |Y0|2Hdt ≤ δ2Cθ|Y0|2H . (43)
Denote the drift term
Λ2(t) =
1
δ2
∫ t
0
S2
(
t− s
δ2
)
B(Xε,δ,u(s), Y ε,δ,u(s))ds.
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Then
|Λ2(t)|θ,2 ≤ C 1
δ2
∫ t
0
(
t− s
δ2
)−θ/2
e−
λ(t−s)
2δ2 |B(Xε,δ,u(s), Y ε,δ,u(s))|Hds
and by Young’s inequality for convolutions and the linear growth of B2,∫ T
0
|Λ2(t)|2θ,2dt ≤C
(∫ ∞
0
s−θ/2e−λs/2ds
)∫ T
0
(
1 + |Xε,δ,u(s)|2H + |Y ε,δ,u(s)|2H
)
ds.
(44)
We combine estimates (43), (44), along with (33) and (35) for estimating Γε,δ,u2 and
Zε,δ,u2 to see that
E
∫ T
0
|Y ε,δ,u(t)|2θ,2dt ≤CT,N,θE
(
|Y0|2H + sup
s≤T
|Xε,δ,u(s)|2H +
∫ T
0
|Y ε,δ,u(s)|2Hds
)
.
It follows from (37) and (38) that
E
∫ T
0
|Y ε,δ,u(t)|2θ,2dt ≤ CT,N,θ
(
1 + |X0|2H + |Y0|2H
)
.
Lemma 4.11. Under Hypotheses 1, 2 and 3, there exists 0 < θ¯ < 1−ζ2 and p =
2
ζ , such
that for any u ∈ PN2 , T > 0, X0 ∈ H and Y0 ∈ H it holds
sup
ε∈(0,1]
E|Xε,δ,u(t)−Xε,δ,u(s)|pH
≤ cθ,p,T,N
(
|t− s|β(θ)p(|X0|pH + |Y0|2H + 1) + |(S1(t− s)− I)X0|pH
)
.
for s, t ∈ [0, T ] and some positive constant cθ,p,T,N and β(θ) > 0.
Proof. We can proceed in a similar way as in the proof of Proposition 4.4 of [5], but we
have to take into account the control u. For any t, h ≥ 0 and t, t+ h ∈ [0, T ], we have
Xε,δ,u(t+ h)−Xε,δ,u(t) = (S1(h)− I)(Xε,δ,u(t)− S1(t)X0) + (S1(h)− I)S1(t)X0
+
∫ t+h
t
S1(t+ h− s)B1(Xε,δ,u(s), Y ε,δ,u(s))ds
+
∫ t+h
t
S1(t+ h− s)Σ1(Xε,δ,u(s), Y ε,δ,u(s))Q1u(s)ds
+
√
ε
∫ t+h
t
S1(t+ h− s)Σ1(Xε,δ,u(s), Y ε,δ,u(s))dWQ1(s) .
We can then argue more or less in the same way as the proof of Proposition 4.4 in [5].
The equicontinuity of the integral terms is due to the regularizing properties of S1(t)
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along with the a-priori estimates of Lemma 4.8. For example, Ho¨lder estimates such as
(36) with θ = 0 show that we have uniform continuity as h goes to zero. The stochastic
integral term requires a stochastic factorization argument. The Ho¨lder continuity of the
(S1(h) − I)(Xε,δ,u(t) − S1(t)X0) as h → 0 is due to the fact that (41) holds and Hθ1 is
compactly embedded in H.
4.1.2 Tightness of the pair {(Xε,δ,u,Pε,∆), ε > 0, 0 ≤ t ≤ T}
Lemma 4.12. Under Hypotheses 1, 2 and 3, for any T > 0 and X0 ∈ H and any
Y0 ∈ H, the family of processes {Xε,δ,u : ε ∈ (0, 1), u ∈ PN2 } is tight in C([0, T ];H).
Proof. We apply an Arzela-Ascoli argument to show that
{Xε,δ,u(·)− S1(·)X0 : ε ∈ (0, 1), u ∈ PN2 }
is tight by using Lemmas 4.9 and 4.11. Therefore, {Xε,δ,u : ε ∈ (0, 1), u ∈ PN2 } is also
tight because the set differs by a fixed non-random trajectory.
Lemma 4.13. Under Hypotheses 1, 2 and 3, for any T > 0, X0 ∈ H and any Y0 ∈ H
the family of measures {Pε,∆ : ε ∈ (0, 1), u ∈ PN2 } is tight in P(U × Y × [0, T ]), where
U ×Y × [0, T ] is endowed with the weak topology on U , the norm topology on Y and the
standard topology on [0, T ].
Proof. We use tightness functions (see [15, Appendix A.3]). For θ > 0 satisfying Lemma
4.10, let g : U × Y × [0, T ]→ R be defined by
g(u, Y, t) = |u|2U + |Y |2θ,2.
If M > 0, then the set {u ∈ U : |u|2U ≤ M} is compact in the weak topology on U by
Alaoglu’s Theorem. The set {Y ∈ Y : |Y |θ,2 ≤M} is compact in Y because the operator
A2 is unbounded. Let E = U × Y × [0, T ] be the metric space endowed with the weak
toplogy on U times the norm topology on Y times the topology on [0, T ]. The function
g is a tightness function in E because the set
{(u, Y, t) : g(u, Y, t) ≤M} ⊂ {u : |u|2U ≤M} × {Y : |Y |2θ,2 ≤M} × [0, T ]
is precompact.
By applying Theorem A.3.17 of [15], we see that the function G : P(E)→ R given
by
G(ν) =
∫
E
g(x)dν(x)
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is a tightness function on P(E). Applying Theorem A.3.17 of [15] again, we see that
the function G : P(P(E)) → R given by
G (µ) =
∫
P(E)
G(ν)dµ(ν)
is a tightness function. If we choose a sequence of controls uε ∈ PN2 , then by (42) and
(22), letting νε,∆ denote the law of Pε,∆,
sup
0<ε<1
G (νε,∆) = sup
0<ε<1
E
[
G
(
Pε,∆
)]
= sup
0<ε<1
E

 ∫
U×Y×[0,T ]
(|u|2U + |Y |2θ,2)Pε,∆(dudY dt)


= sup
0<ε<1
E
∫ T
0
1
∆
∫ t+∆
t
(
|uε(s)|2U + |Y ε,δ,u(s)|2θ,2
)
dsdt
≤ sup
0<ε<1
E
∫ T+∆
0
(
|uε(s)|2U + |Y ε,δ,u(s)|2θ,2
)
ds < +∞.
Since G is a tightness function, the laws of Pε,∆ are tight.
Lemma 4.14. Under Hypotheses 1 and 2, the family {Pε,∆(dudY dt) = Pε,∆t (dudY )dt , ε >
0} is uniformly integrable in the sense that
lim
M→∞
sup
ε>0
EX0

 ∫
{(u,Y,t):|u|U>M,|Y |θ,2>M}
(|u|U + |Y |θ,2)Pε,∆(dudY dt)

 = 0 .
The proof of Lemmas 4.13 and 4.14 follows the strategy of the proof of [16, Propo-
sition 3.1], where here we also need to use the additional bound (38) since in this paper
the fast process does not take values in a bounded space.
With Lemmas 4.12 and 4.13 and the Prokhorov Theorem, we infer that for any
sequence ε → 0, there exist a subsequence along which (Xε,δ,u,Pε,∆) → (X¯,P) in the
space C([0, T ];H) × P(U × Y × [0, T ]). The next two sections show that any such
accumulation point (X¯,P) is a viable pair in the sense of Definition 3.1.
4.2 Step 2: Proof of (23)
Let us recall the mild solution (Xε,δ,u, Y ε,δ,u) to the controlled problem (16). In
particular, let us write for the slow component
Xε,δ,u(t) = S1(t)X0 +
∫ t
0
S1(t− s)B1(Xε,δ,u(s), Y ε,δ,u(s))ds
+
∫ t
0
S1(t− s)Σ1(Xε,δ,u(s), Y ε,δ,u(s))Q1u(s)ds
+
√
ε
∫ t
0
S1(t− s)Σ1(Xε,δ,u(s), Y ε,δ,u(s))dWQ1(s) =
4∑
i=1
Jε,δ,ui (t), (45)
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where Jε,δ,ui (t) represents the i
th term on the right hand side of (45).
Our goal is to show that each one of the terms Jε,δ,ui (t) is tight in C([0, T ];H) and
to identify its limit. To prove the tightness of paths, we apply an infinite dimensional
version of the Arzela-Ascoli Theorem. The Arzela-Ascoli Theorem guarantees that the
sets
Kθ,θ1,M =

ϕ ∈ C([0, T ];H) : supt∈[0,T ] |ϕ(t)|θ,1 ≤M, sups,t∈[0,T ]
t6=s
|ϕ(t) − ϕ(s)|H
|t− s|θ1 ≤M


are compact subsets of C([0, T ];H). Such a set consists of equicontinuous paths which
live in a compact subset of H.
We show that the paths of Jε,δ,ui are tight by proving that they live in sets like
Kθ,θ1,M with high probability uniformly with respect to ε, δ and u.
The term Jε,δ,u1 (t) = S1(t)X0 is non-random and doesn’t depend on ε. Using the
same arguments as in the proof of Lemma 4.6 and Lemma 4.7, we can show that for
i = 2, 3
sup
ε∈(0,1)
E sup
t∈[0,T ]
|Jε,δ,ui (t)|pθ,1 <∞, with p = 2/ζ.
At the same time, Doob’s inequality and Lemmas 4.6, 4.9 and 4.10 give
sup
ε∈(0,1)
E sup
t∈[0,T ]
|Jε,δ,u4 (t)|2θ,1 <∞.
Hence, we obtain that for 0 < θ¯ < 1−ζ2 and for any θ ∈ (0, θ¯], we have for i = 2, 3, 4
lim
M→∞
sup
ε∈(0,1)
P
(
sup
t∈[0,T ]
|Jε,δ,ui (t)|pθ,1 > M
)
= 0.
The equicontinuity of the Jε,δ,ui paths is a consequence of Lemma 4.11 and the
Kolmogorov continuity criterion.
The latter implies that the terms Jε,δ,ui (t) are indeed tight in C([0, T ];H). By
Lemmas 4.12 and 4.13, we also know that the family {(Xε,δ,u(t),Pε,∆), ε > 0, 0 ≤ t ≤
T} is also tight. Therefore, we can extract a subsequence along which Jε,δ,ui (·) and
(Xε,δ,u(·),Pε,∆) converge in distribution. Let us denote by J¯i(·) and (X¯(·),P) the cor-
responding limits. Our next goal is to identify them.
We know that J¯1(t) = S1(t)X0. Also, the bounds of Lemma 4.8 guarantee that
J¯4(t) = 0 for all t ∈ [0, T ]. It remains to identify J¯i(t) for i = 2, 3. At this point, we will
use Skorokhod representation theorem (Theorem 1.8 in [17]), which, for the purposes
of identifying the limit, allows us to assume that the aforementioned convergence holds
with probability one. The Skorokhod representation theorem involves the introduction
of another probability space, but this distinction is ignored in the notation.
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Let us present the argument only for J¯3(t) as the argument for J¯2(t) is the same
but simpler. Because we have proved tightness, we know that Jε,δ,ui all converge in
C([0, T ];H) to a limit. In order to identify the limit, it is sufficient to identify the
pointwise limits of Jε,δ,u(t) for any t ∈ [0, T ]. We have that
Jε,δ,u3 (t) =
∫ t
0
S1(t− s)Σ1(Xε,δ,u(s), Y ε,δ,u(s))Q1u(s)ds
=
∫
U×Y×[0,t]
S1(t− s)Σ1(Xε,δ,u(s), Y )Q1uPε,∆(dudY ds)
+
(∫ t
0
S1(t− s)Σ1(Xε,δ,u(s), Y ε,δ,u(s))Q1u(s)ds−
−
∫
U×Y×[0,t]
S1(t− s)Σ1(Xε,δ,u(s), Y )Q1uPε,∆(dudY ds)
)
(46)
By (48) below, the first term on the right hand side of (46) satisfies∫
U×Y×[0,t]
S1(t− s)Σ1(Xε,δ,u(s), Y )Q1uPε,∆(dudY ds)
→
∫
U×Y×[0,t]
S1(t− s)Σ1(X¯(s), Y )Q1uP(dudY ds).
By (49) and (50) we have the second term of (46) converges to zero in probability.
Therefore, we have shown that any limit (X¯,P) of (Xε,δ,u,Pε,∆) solves (23).
Lemma 4.15. Let t ∈ [0, T ] be given. Assume that (Xε,δ,u,Pε,∆)→ (X¯,P) in distribu-
tion in C([0, T ];H) ×P(E) for some subsequence of ε ↓ 0, and Hypotheses 1, 2 and 3
hold. Then the following limits are valid in distribution along this subsequence:∫
U×Y×[0,t]
S1(t− s)B1(Xε,δ,u(s), Y )Pε,∆(dudY ds)
→
∫
U×Y×[0,t]
S1(t− s)B1(X¯(s), Y )P(dudY ds), (47)
and ∫
U×Y×[0,t]
S1(t− s)Σ1(Xε,δ,u(s), Y )Q1uPε,∆(dudY ds)
→
∫
U×Y×[0,t]
S1(t− s)Σ1(X¯(s), Y )Q1uP(dudY ds). (48)
Lemma 4.16. Let t ∈ [0, T ] be given. Assume that (Xε,δ,u,Pε,∆) → (X¯,P) in distri-
bution in C([0, T ];H) for some subsequence of ε ↓ 0, and Hypotheses 1, 2 and 3 hold.
Then the following limits are valid in distribution along this subsequence:∫ t
0
S1(t− s)B1(Xε,δ,u(s), Y ε,δ,u(s))ds
−
∫
U×Y×[0,t]
S1(t− s)B1(Xε,δ,u(s), Y )Pε,∆(dudY ds)→ 0 , (49)
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and ∫ t
0
S1(t− s)Σ1(Xε,δ,u(s), Y ε,δ,u(s))Q1u(s)ds−
−
∫
U×Y×[0,t]
S1(t− s)Σ1(Xε,δ,u(s), Y )Q1uPε,∆(dudY ds)→ 0 . (50)
Proof of Lemma 4.15. We begin by proving (47). This is a consequence of the weak
convergence of the occupation measures, but the situation is somewhat delicate because
we are integrating the measures against H-valued functions. By Skorohod’s Theorem,
there exists a probability space and a subsequence along which on which Xε,δ,u converges
almost surely to X¯ in C([0, T ];H). By the Lipschitz continuity of B1 and Σ1,∣∣∣∣∣
∫
U×Y×[0,t]
S1(t− s)B1(Xε,δ,u(s), Y )Pε,∆(dudY ds)
−
∫
U×Y×[0,t]
S1(t− s)B1(X¯(s), Y )Pε,∆(dudY ds)
∣∣∣∣∣
H
≤ C
∫
U×Y×[0,t]
∣∣∣Xε,δ,u(s)− X¯(s)∣∣∣
H
Pε,∆(dudY ds)
≤ C
∣∣∣Xε,δ,u − X¯∣∣∣
C([0,T ];H)
, (51)
which converges almost surely to zero as ε → 0. This estimate is uniform with respect
to the occupation measures. Similar arguments show that∣∣∣∣∣
∫
U×Y×[0,t]
S1(t− s)Σ1(Xε,δ,u(s), Y )Q1uPε,∆(dudY ds)
−
∫
U×Y×[0,t]
S1(t− s)Σ1(X¯(s), Y )Q1uPε,∆(dudY ds)
∣∣∣∣∣
H
≤ C
∫
U×Y×[0,T ]
(t− s)−
β1(ρ1−2)
2ρ1 e−
λ
2
(t−s)
∣∣∣Xε,δ,u(s)− X¯(s)∣∣∣
H
|u|UPε,∆(dudY ds)
≤ C
(∫
U×Y×[0,t]
(t− s)−
β1(ρ1−2)
2ρ1 e−
λ
2
(t−s)|u|UPε,∆(dudY ds)
)∣∣∣Xε,δ,u − X¯∣∣∣
C([0,T ];H)
≤ C
(∫
U×Y×[0,t]
|u|2UPε,∆(dudY ds)
)∣∣∣Xε,δ,u − X¯∣∣∣
C([0,T ];H)
. (52)
The final inequality is due to Ho¨lder’s inequality and the fact that β1(ρ1−2)ρ1 < 1. The
integral of |u|2U is bounded by assumption. Based on (51) and (52), it is sufficient to
prove (47) and (48) with Xε,δ,u replaced by X¯ .
By Skorohod’s Theorem we can find a probability space on which Pε,∆ ⇒ P almost
surely in the topology of weak convergence of measures. Recall that the space U ×Y ×
[0, T ] is endowed with the weak topology on U times the norm topology on Y times the
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usual topology on [0, T ]. Weak convergence of measures means that for any bounded
continuous function g : U ×Y × [0, T ]→ R,∫
U×Y×[0,T ]
g(u, Y, s)Pε,∆(dudY ds)→
∫
U×Y×[0,T ]
g(u, Y, s)P(dudY ds).
It is not automatically true then that similar statements hold for unbounded H-valued
continuous functions like S(t− s)B1(X¯(s), Y ) and S(t− s)Σ1(X¯(s), Y )Q1u.
We now show that∫
U×Y×[0,t]
S1(t− s)Σ1(X¯(s), Y )Q1uPε,∆(dudY ds)
→
∫
U×Y×[0,t]
S1(t− s)Σ1(X¯(s), Y )Q1uP(dudY ds).
The argument with B1 will be similar but simpler.
First, we argue that the convergence is valid for any finite dimensional projection.
Let Π1,N : H → H be the linear projection operator onto the span of {e1,1, ..., e1,N}.
Then for any N ≥ 1,∣∣∣∣∣∣∣
∫
U×Y×[0,t]
Π1,NS1(t− s)Σ1(X¯(s), Y )Q1uPε,∆(dudY ds)
−
∫
U×Y×[0,t]
Π1,NS1(t− s)Σ1(X¯(s), Y )Q1uP(dudY ds)
∣∣∣∣∣∣∣
2
H
=
N∑
k=1

 ∫
U×Y×[0,t]
〈
Π1,NS1(t− s)Σ1(X¯(s), Y )Q1u, e1,k
〉
H
Pε,∆(dudY ds)
−
∫
U×Y×[0,t]
〈
Π1,NS1(t− s)Σ1(X¯(s), Y )Q1u, e1,k
〉
H
P(dudY ds)


2
.
Each term of this sum converges to zero as
〈
S1(t− s)Σ1(X¯(s), Y )Q1u, e1,k
〉
H
is a one
dimensional function for any k. It is continuous in s, in the norm topology on Y , and
in the weak topology on u by Lemma 4.5 (recall that a compact linear operator is
continuous from the weak topology to the norm topology [12, Proposition VI.3.3(a)]).
Since it is a finite sum, and by the uniform integrability of the measures (Lemma 4.14),
the above finite sum converges to zero as ε→ 0.
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The remainders are uniformly bounded as a consequence of (30) and (31)∣∣∣∣∣∣∣
∫
U×Y×[0,t]
(I −Π1,N )S1(t− s)Σ1(X¯(s), Y )Q1uPε,∆(dudY ds)
∣∣∣∣∣∣∣
2
H
≤ C
( ∞∑
k=N+1
α−β11,k |e1,k|20
) 1
2p
×
×
∫
U×Y×[0,t]
(t− s)−
β1(ρ1−2)
2ρ1 e−
λ
2
(t−s) (1 + |X¯(s)|H + |Y |H) |u|UPε,∆(dudY ds).
The above expression is uniformly bounded and small by Lemma 4.14 and (4). The
above expression also holds with P replacing Pε,∆
Since the tails are uniformly bounded and the finite dimensional projections con-
verge, the result holds. The analysis for the B1 terms are similar but less technically
difficult.
Proof of Lemma 4.16. We focus on addressing the second statement of the lemma, since
the first statement of the lemma follows along the same lines, but it is simpler technically.
For notational convenience let us also write g(X,Y, u) = Σ1(X,Y )Q1u for the purposes
of this proof. We notice that∫
U×Y×[0,t]
S1(t− s)g(Xε,δ,u(s), Y, u)Pε,∆(dudY ds)
=
∫ t
0
1
∆
∫ s+∆
s
S1(t− s)g(Xε,δ,u(s), Y ε,δ,u(r), u(r))drds
By the uniform continuity of g in X and the uniform continuity of Xε,δ,u from
Lemma 4.11, it follows that∫ t
0
1
∆
∫ s+∆
s
S1(t− s)g(Xε,δ,u(s), Y ε,δ,u(r), u(r))drds
−
∫ t
0
1
∆
∫ s+∆
s
S1(t− s)g(Xε,δ,u(r), Y ε,δ,u(r), u(r))drds
converges to zero as ε ↓ 0. Therefore, it is enough to study the limit of∫ t
0
1
∆
∫ s+∆
s
S1(t− s)g(Xε,δ,u(r), Y ε,δ,u(r), u(r))drds.
By changing the order of integration, the above expression equals∫ ∆
0
1
∆
∫ r
0
S1(t− s)g(Xε,δ,u(r), Y ε,δ,u(r), u(r))dsdr
+
∫ t
∆
1
∆
∫ r
r−∆
S1(t− s)g(Xε,δ,u(r), Y ε,δ,u(r), u(r))dsdr
+
∫ t+∆
t
1
∆
∫ t
r−∆
S1(t− s)g(Xε,δ,u(r), Y ε,δ,u(r), u(r))dsdr.
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The first and third terms in this expression converge to zero as ∆→ 0, so we only need
to focus on the second term. To motivate why we need to be careful about averaging
the semigroup, we make the following observations. For any fixed X ∈ H,
lim
∆↓0
1
∆
∫ ∆
0
S1(t)Xdt = X.
This is due to the continuity of the semigroup. The convergence is, unfortunately, not
uniform over X in bounded subsets of H. The convergence is uniform over bounded
subsets of Hθ1 for any θ > 0, because of the compact embedding of H
θ
1 into H, the set
of trajectories {t 7→ S1(t)X : |X|θ,1 ≤ 1} is equicontinuous. This means that
lim
∆↓0
∥∥∥∥ 1∆
∫ ∆
0
S1(s)ds− I
∥∥∥∥
L(Hθ1 ,H)
= 0, (53)
in operator norm. Consequently,∣∣∣∣∣
∫ t
∆
1
∆
∫ r
r−∆
S1(t− s)g(Xε,δ,u(r), Y ε,δ,u(r), u(r))dsdr
−
∫ t
∆
S(t− r)g(Xε,δ,u(r), Y ε,δ,u(r), u(r))dr
∣∣∣∣∣
H
≤
∫ t
∆
∥∥∥∥ 1∆
∫ ∆
0
S1(s)ds − I
∥∥∥∥
L(Hθ1 ,H)
∣∣∣S(t− r)g(Xε,δ,u(r), Y ε,δ,u(r), u(r))∣∣∣
θ,1
dr.
We bound this expression using (31) along with Lemma 4.8, implying that the above
display converges to zero.
4.3 Step 3: Proof of (24) and (25)
We show in this section that any limit P(dudY dt) of Pε∆(dudY dt) satisfies (24)
and (25) under Definition 3.1.
We start by showing that (24) holds. This is shown in Lemma 4.19, but before
doing that we need some preliminary estimates that we present in Lemmas 4.17 and
4.18 below. Recall the controlled fast process Y ε,δ,u satisfying the equation
dY ε,δ,u(t) =
1
δ2
[
A2Y
ε,δ,u(t) +B2(X
ε,δ,u(t), Y ε,δ,u(t))
]
dt
+
1
δ2
δ√
ε
Σ2(X
ε,δ,u(t), Y ε,δ,u(t))Q2u(t)dt
+
1
δ
Σ2(X
ε,δ,u(t), Y ε,δ,u(t))dWQ2 , Y ε,δ,u(0) = Y0 ∈ H . (54)
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With some abuse of notation, let us also consider the uncontrolled fast process Yε,δ
driven by the controlled slow process Xε,δ,u from (16):
dYε,δ(t) =
1
δ2
[
A2Y
ε,δ(t) +B2(X
ε,δ,u(t),Yε,δ(t))
]
dt (55)
+
1
δ
Σ2(X
ε,δ,u(t),Yε,δ(t))dWQ2 ,Yε,δ(0) = Y0 ∈ H.
Note that the fast process Yε,δ still depends on the control u, but only through
the controlled slow process Xε,δ,u. The driving slow process Xε,δ,u is the process that
comes from (16), and we remind the reader that this slow process in (16) depends on
the controlled fast process Y ε,δ,u in (54): the two driving slow processes in (54) and (55)
are actually the same process.
In Lemma 4.17 we show that the processes Y ε,δ,u and Yε,δ are close in a time–
averaged L2 sense.
Lemma 4.17. Let u ∈ PN2 (U) and let ε, δ,∆ > 0 be as in Hypothesis 5. For any T ≥ 0,
there exists ε0 = ε0(T,N) > 0 such that for any 0 < ε ≤ ε0, we have
E
1
∆
∫ T
0
|Y ε,δ,u(t)−Yε,δ(t)|2Hdt ≤ C(T,N, ε) , (56)
where for each fixed (T,N), we have the upper bound C(T,N, ε)→ 0 as ε ↓ 0.
Proof of Lemma 4.17. Without loss of generality we can assume that Y0 = 0. Set
Γ(t) :=
1
δ
∫ t
0
S2
(
t− s
δ2
)
[Σ2(X
ε,δ,u(s), Y ε,δ,u(s))−Σ2(Xε,δ,u(s),Yε,δ(s))]dWQ2(s) .
Let ρ(t) := Y ε,δ,u(t)−Yε,δ(t) and set Λ(t) := ρ(t)−Γ(t)−Zε,δ,u2 (t), where we recall
that
Zε,δ,u2 (t) =
1
δ2
δ√
ε
∫ t
0
S2
(
t− s
δ2
)
Σ2(X
ε,δ,u(s), Y ε,δ,u(s))Q2u(s)ds.
Notice that Λ(t) satisfies the equation
dΛ(t) =
1
δ2
[
A2Λ(t) + (B2(X
ε,δ,u(t), Y ε,δ,u(t))−B2(Xε,δ,u(t),Yε,δ(t)))
]
dt,Λ(0) = 0.
Therefore by Hypothesis 2 and Young’s inequality we know that,
1
2
d
dt
|Λ(t)|2H =
〈
d
dt
Λ(t),Λ(t)
〉
H
=
1
δ2
[〈A2Λ(t),Λ(t)〉H + 〈(B2(Xε,δ,u(t), Y ε,δ,u(t))−B2(Xε,δ,u(t),Yε,δ(t))),Λ(t)〉H ]
≤ − 1
δ2
λ|Λ(t)|2H +
1
δ2
LYb2 |ρ(t)|H |Λ(t)|H
≤ − 1
δ2
(
λ− λ
2
)
|Λ(t)|2H +
1
δ2
(LYb2)
2
2λ
|ρ(t)|2H .
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By comparison principle, we know that for 0 ≤ t ≤ T
|Λ(t)|2H ≤
1
δ2
(LYb2)
2
λ
∫ t
0
e−λ(t−s)/δ
2 |ρ(s)|2Hds.
By applying Young’s inequality of convolutions, we know that
∫ T
0
|Λ(t)|2Hdt ≤
(LYb2)
2
λ
(
1
δ2
∫ T
0
e−λt/δ
2
dt
)∫ T
0
|ρ(t)|2Hdt ≤
(LYb2)
2
λ2
∫ T
0
|ρ(t)|2Hdt.
By applying Young’s inequality we then obtain with η1, η2, η3 > 0
E
∫ T
0
|ρ(t)|2Hdt ≤ (1 + η−11 + η3)E
∫ T
0
|Γ(t)|2Hdt+ (1 + η1 + η2)E
∫ T
0
|Λ(t)|2Hdt
+ (1 + η−12 + η
−1
3 )E
∫ T
0
|Zε,δ,u2 (t)|2Hdt
≤ (1 + η−11 + η3)E
∫ T
0
|Γ(t)|2Hdt+ (1 + η1 + η2)
(LYb2)
2
λ2
∫ T
0
E|ρ(t)|2Hdt
+ cT,N (1 + η
−1
2 + η
−1
3 )
δ2
ε
(
1 +E sup
0≤t≤T
|Xε,δ,u(t)|2H
)
. (57)
Now let us bound the term E|Γ(t)|2H as in the proof of Lemma 3.1 and (4.10)
of [5]. We shall make use of the bound (3.5) in [5], so that for any J ∈ L(L∞(D),H) ∩
L(H,L1(D)) with J = J∗, and for any s ≥ 0, we have
‖S2(s)JQ2‖22 ≤ K2s−β2
ρ2−2
ρ2 e
−λ ρ2+2
ρ2
s‖J‖2L(L∞(D),H) , (58)
where
K2 =
(
β2
e
)β2 ρ2−2ρ2
ζ
ρ2−2
ρ2
2 λ
2
ρ2
2 ,
and the constants β2, ρ2, ζ2, λ2, λ all come from Hypothesis 1.
By using (58) and setting J = Σ2(X
ε,δ,u(s), Y ε,δ,u(s)) − Σ2(Xε,δ,u(s),Yε,δ(s)) we
can estimate
E|Γ(t)|2H =
1
δ2
∫ t
0
E
∥∥∥∥S2
(
t− s
δ2
)
[(Σ2(X
ε,δ,u(s), Y ε,δ,u(s))− Σ2(Xε,δ,u(s),Yε,δ(s)))Q2]
∥∥∥∥
2
2
ds
≤ 1
δ2
K2
∫ t
0
(
t− s
δ2
)−β2 ρ2−2ρ2
e
−λ ρ2+2
ρ2
t−s
δ2 (LYσ2)
2E|ρ(s)|2Hds (59)
= K2(L
Y
σ2)
2 1
δ2
∫ t
0
(
t− s
δ2
)−β2 ρ2−2ρ2
e
−λ ρ2+2
ρ2
t−s
δ2 E|ρ(s)|2Hds .
Thus by applying Young’s inequality of convolutions to (59), (57) and Lemma 4.8
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give us
∫ T
0
E|ρ(t)|2Hdt ≤ (1 + η1 + η2)
(LYb2)
2
λ2
∫ T
0
E|ρ(t)|2Hdt
+ (1 + η−11 + η3)K2(L
Y
σ2)
2
(
1
δ2
∫ T
0
(
t
δ2
)−β2 ρ2−2ρ2
e
−λ ρ2+2
ρ2
t
δ2 dt
)∫ T
0
E|ρ(t)|2Hdt
+ cT,N (1 + η
−1
2 + η
−1
3 )
δ2
ε
(
1 +E sup
0≤t≤T
|Xε,δ,u(t)|2H
)
= (1 + η1 + η2)
(LYb2)
2
λ2
∫ T
0
E|ρ(t)|2Hdt
+ (1 + η−11 + η3)K2(L
Y
σ2)
2
(∫ T
δ2
0
s
−β2 ρ2−2ρ2 e−λ
ρ2+2
ρ2
s
ds
)∫ T
0
E|ρ(t)|2Hdt
+ cT,N (1 + η
−1
2 + η
−1
3 )
δ2
ε
(1 + |X0|2H + |Y0|2H).
Let us also choose η2 = η3 =
δ√
ε
↓ 0. Then, we obtain
∫ T
0
E|ρ(t)|2Hdt ≤
(
1 + η1 +
δ√
ε
)
(LYb2)
2
λ2
∫ T
0
E|ρ(t)|2Hdt
+
(
1 + η1
η1
+
δ√
ε
)
K2(L
Y
σ2)
2
(∫ T
δ2
0
s
−β2 ρ2−2ρ2 e−λ
ρ2+2
ρ2
s
ds
)∫ T
0
E|ρ(t)|2Hdt
+ cT,N
δ√
ε
(1 + |X0|2H + |Y0|2H).
Let us consider now for η > 0 the function
f(η) = (1 + η)
[
(LYb2)
2
λ2
+
1
η
K2(L
Y
σ2)
2
∫ ∞
0
s
−β2 ρ2−2ρ2 e−λ
ρ2+2
ρ2
s
ds
]
.
It is easy to see that f(η) is convex with a minimum at
η∗ =
√
K2(LYσ2)
2
∫ ∞
0
s
−β2 ρ2−2ρ2 e−λ
ρ2+2
ρ2
s
ds/
√
(LYb2)
2
λ2
.
Then, we compute that
f(η∗) =
(
LYb2
λ
+
√
K2(LYσ2)
2
∫ ∞
0
s
−β2 ρ2−2ρ2 e−λ
ρ2+2
ρ2
s
ds
)2
.
By Hypothesis 2 we know that the Lipschitz constants LYb2 and L
Y
σ2 are chosen so
that (
L
Y
b2,σ2
)2
= f(η∗) < 1,
37
and therefore we obtain with η1 = η
∗ and for δ/
√
ε sufficiently small∫ T
0
E|ρ(t)|2Hdt ≤
cT,N
1−
(
LYb2,σ2
)2 −O(δ/√ε)
δ√
ε
(1 + |X0|2H + |Y0|2H)N ,
where O(δ/
√
ε) ↓ 0 as δ/√ε ↓ 0 so that
1
∆
∫ T
0
E|ρ(t)|2Hdt ≤
cT,N
1−
(
LYb2,σ2
)2
−O(δ/√ε)
δ
∆
√
ε
(1 + |X0|2H + |Y0|2H) =: C(T,N, ε) ,
and C(T,N, ε)→ 0 as ε ↓ 0 by our Hypothesis 5.
Lemma 4.17 shows that Y ε,δ,u is close in the appropriate ergodic sense to the process
Yε,δ. Notice now that Yε,δ depends on the controlled slow component Xε,δ,u. As in the
finite dimensional case, one expects that in small time intervals one can regard the
effect of Xε,δ,u as frozen. To formalize this argument, for t ≤ s, we introduce the two
parameter process Yδ,X
ε,δ,u(t)(s; t).
dYδ,X
ε,δ,u(t)(s; t) =
1
δ2
[
A2Y
δ,Xε,δ,u(t)(s; t) +B2(X
ε,δ,u(t),Yδ,X
ε,δ,u(t)(s; t))
]
ds
+
1
δ
Σ2(X
ε,δ,u(t),Yδ,X
ε,δ,u(t)(s; t))dWQ2s , Y
δ,Xε,δ,u(t)(t; t) = Yε,δ(t) ∈ H,
where the initial condition Yδ,X
ε,δ,u(t)(t; t) is taken to be Yε,δ(t) as in (55). Similarly
as in the previous lemma, we are going to demonstrate in the next lemma that the
processes Yε,δ(s) and Yδ,X(t)(s; t) are close in a time–averaged L2–sense on the interval
t ≤ s ≤ t+∆. We have the following.
Lemma 4.18. Let u ∈ PN2 (U) and let ε, δ,∆ > 0 be as in Hypothesis 5. For any t ≥ 0,
there exists ε0 = ε0(t,N) > 0 such that for any 0 < ε ≤ ε0, we have
E
1
∆
∫ t+∆
t
|Yε,δ(s)−Yδ,Xε,δ,u(t)(s; t)|2Hds ≤ C(t,N, ε) , (60)
where for each fixed N , we have the upper bound C(t,N, ε)→ 0 as ε ↓ 0.
Proof. The proof of the estimate (60) follows very much the same line as Lemma 4.17.
Hence, we only describe what is different here. Notice that, for t ≤ s ≤ t+∆ and fixed
Y ∈ H, we have
|B2(Xε,δ,u(s), Y )−B2(Xε,δ,u(t), Y )|H ≤ LXb2 |Xε,δ,u(s)−Xε,δ,u(t)|H ,
and then by Lemma 4.11, we get for p = 2/ζ > 2 that
lim
|t−s|→0
sup
ε∈(0,1]
E|Xε,δ,u(t)−Xε,δ,u(s)|pH = 0.
With this estimate at hand, we can then proceed using the same estimates as we
did in Lemma 4.17 to obtain (60).
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Now, we have all the necessary tools to show that (24) holds. In particular we have
the following lemma.
Lemma 4.19. Under Hypothesis 1,2 and 3, if (Xε,δ,u,Pε,∆) converges in distribution to
(X¯,P) in C([0, T ];H) ×P(E), then we have that P ∈ P, i.e. that for any f ∈ Cb(Y),∫
U×Y×[0,T ]
f(Y )P(dudY dt) =
∫ T
0
∫
Y
f(Y )µX¯t(dY )dt,
where µX¯t(dY ) is the invariant measure associated to the operator LX introduced in (19)
with X = X¯t.
Proof. Without loss of generality we can also assume that f is Lipschitz continuous with
Lipschitz constant Lf . We begin with the following decomposition∫
U×Y×[0,T ]
f(Y )P(dudY dt)−
∫ T
0
∫
Y
f(Y )µX¯(t)(dY )dt =
=
(∫
U×Y×[0,T ]
f(Y )P(dudY dt)−
∫
U×Y×[0,T ]
f(Y )Pε,∆(dudY dt)
)
+
(∫
U×Y×[0,T ]
f(Y )Pε,∆(dudY dt)−
∫ T
0
∫
Y
f(Y )µX¯t(dY )dt
)
=
(∫
U×Y×[0,T ]
f(Y )P(dudY dt)−
∫
U×Y×[0,T ]
f(Y )Pε,∆(dudY dt)
)
+
(∫ T
0
1
∆
∫ t+∆
t
f(Y ε,δ,u(s))dsdt−
∫ T
0
1
∆
∫ t+∆
t
f(Yε,δ(s))dsdt
)
+
(∫ T
0
1
∆
∫ t+∆
t
f(Yε,δ(s))dsdt−
∫ T
0
1
∆
∫ t+∆
t
f(Yδ,X
ε,δ,u(t)(s; t))dsdt
)
+
(∫ T
0
1
∆
∫ t+∆
t
f(Yδ,X¯(t)(s; t))dsdt−
∫ T
0
∫
Y
f(Y )µX¯(t)(dY )dt
)
+
(∫ T
0
1
∆
∫ t+∆
t
f(Yδ,X
ε,δ,u(t)(s; t))dsdt−
∫ T
0
1
∆
∫ t+∆
t
f(Yδ,X¯(t)(s; t))dsdt
)
=
5∑
i=1
Jε,δ,∆i (T ).
The next goal is to show that each of the Jε,δ,∆i (T ) terms goes to zero in probability
as ε ↓ 0. We assumed that (Xε,δ,u(·),Pε,∆) converge in distribution to (X¯(·),P). At
this point, we will use again the Skorokhod representation theorem (Theorem 1.8 in
[17]), which, for the purposes of identifying the limit, allows us to assume that the
aforementioned convergence holds with probability one. The Skorokhod representation
theorem involves the introduction of another probability space, but this distinction is
ignored in the notation.
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We immediately get that Jε,δ,∆1 (T ) goes to zero in probability as ε ↓ 0. Lemma 4.17
and dominated convergence theorem shows that Jε,δ,∆2 (T ) goes to zero in L
1 as ε, δ ↓ 0.
Indeed, we notice that
E
∣∣∣∣ 1∆
∫ t+∆
t
f(Y ε,δ,u(s))ds − 1
∆
∫ t+∆
t
f(Y ε,δ(s))ds
∣∣∣∣ ≤
≤ LfE 1
∆
∫ t+∆
t
∣∣∣Y ε,δ,u(s)− Y ε,δ(s)∣∣∣
H
ds
≤ Lf 1
∆
(∫ t+∆
t
1ds
)1/2(
E
∫ t+∆
t
∣∣∣Y ε,δ,u(s)− Y ε,δ(s)∣∣∣2
H
ds
)1/2
≤ Lf
(
E
1
∆
∫ t+∆
t
∣∣∣Y ε,δ,u(s)− Y ε,δ(s)∣∣∣2
H
ds
)1/2
→ 0.
Similarly, Lemma 4.18 and dominated convergence theorem shows that Jε,δ,∆3 (T )
goes to zero in L1 as ε, δ ↓ 0. As far as Jε,δ,∆4 (T ) is concerned, we define the time–rescaled
process YX¯(t)(s) = Yδ,X¯(t)(t+ δ2s; t)
dYX¯(t)(s) =
[
A2Y
X¯(t)(s) +B2(X¯(t),Y
X¯(t)(s))
]
ds+Σ2(X¯(t),Y
X¯(t)(s))dWQ2
YX¯(t)(0) = Yε,δ(t) ∈ H , 0 ≤ s ≤ ∆
δ2
,
and we notice that
1
∆
∫ t+∆
t
f(Yδ,X¯(t)(s; t))ds =
1
∆
δ2
∫ ∆
δ2
0
f(YX¯(t)(s))ds .
Hence, by making use of Lemma A.1 and of Hypothesis 5, to obtain that in L1
lim
ε↓0
1
∆
δ2
∫ ∆
δ2
0
f(YX¯(t)(s))ds =
∫
Y
f(Y )µX¯(t)(dY ),
which together with dominated convergence indeed implies that Jε,δ,∆4 (T ) goes to zero
in probability as ε ↓ 0. It remains to study the term
Jε,δ,∆5 (T ) =
∫ T
0
1
∆
∫ t+∆
t
f(Yδ,X
ε,δ,u(t)(s; t))dsdt−
∫ T
0
1
∆
∫ t+∆
t
f(Yδ,X¯(t)(s; t))dsdt
=
∫ T
0
[
1
∆
δ2
∫ ∆
δ2
0
f(YX
ε,δ,u(t)(s))ds − 1
∆
δ2
∫ ∆
δ2
0
f(YX¯(t)(s))ds
]
dt.
Due to dominated convergence and Lemma 3.1 of [5], this term goes to zero.
We end this section with the validation of (25). As in the finite dimensional case,
see [16], this follows by the fact that the analogous property holds at the prelimit level
together with the fact that P(U×Y×{t}) = 0 and the continuity of t→ P(U×Y× [0, t])
to deal with null sets.
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5 Derivation of the large deviation principle – Proof of
Theorem 3.4
In this section we prove the upper and lower bounds for the Laplace principle and
compactness of level sets of the action functional. These results then directly imply The-
orem 3.4. The upper bound is proven in Subsection 5.1, the lower bound in Subsection
5.2 and compactness of level sets of the action functional in Subsection 5.3.
It turns out that based on the representation (14), Theorem 3.3, and Fatou’s lemma,
the Laplace principle upper bound follows immediately. Things, however, are consid-
erably more complicated for the Laplace principle lower bound. For the lower bound,
we need to construct a nearly optimal control that achieves the lower bound. Due to
the presence of the multiple scales, it turns out that any nearly optimal control, has
in principle to depend on Y . Hence, averaging principle would then work if regular-
ity properties of such a control were known. In the finite dimensional case [16], this
was done via an explicit construction of the control and possible connections to related
Hamilton-Jacobi-Equations. The situation is considerably more complicated here.
If the spatial dimension is higher than one, i.e. when d > 1, and if σ1 depends
on both X and Y components it turns out that the available explicit constructions are
problematic because of the colored noise, leading to potentially unbounded controls. We
will see this in detail in Subsection 5.2.1 and Section 6. As we will see in Subsection
5.2.1, even in the one-dimensional case the proof is quite involved. If, on the other hand
σ1(x,X, Y ) = σ1(x,X) does not depend on Y , then one can effectively consider a nearly
optimal control that depends only on time t and not on Y or ε, in which case the proof
is rather straightforward as we shall see in Subsection 5.2.2.
5.1 Laplace principle upper bound
Our goal is to show that for any bounded, continuous functions hmapping C([0, T ];H)
into R we have
lim sup
ε↓0
ε lnE
[
exp
(
−h(X
ε,δ)
ε
)]
≤ − inf
φ∈C([0,T ];H)
{S(φ) + h(φ)}
= − inf
(φ,P)∈V(ξ,L)
[
1
2
∫
U×Y×[0,T ]
|u|2UP(dudY dt) + h(φ)
]
,
where S is the rate function defined in Lemma 3.4.
It is sufficient to prove the above upper limit along any subsequence such that
ε lnE
[
exp
(
−h(X
ε,δ)
ε
)]
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converges. From the moment that
∣∣∣∣ε lnE
[
exp
(
−h(X
ε,δ)
ε
)]∣∣∣∣ ≤ sup
φ∈C([0,T ];H)
|h(φ)| such
a subsequence will exist.
Recalling that the controlled process Xε,δ,u defined via (15), (14) implies that there
exists a family of controls {uε, ε > 0} in P2(U) such that for every ε > 0
ε lnE
[
exp
(
−h(X
ε,δ)
ε
)]
≤ −
(
E
[
1
2
∫ T
0
|uε(t)|2Udt+ h(Xε,δ,u
ε
)
]
− ε
)
Without loss of generality, we can assume that uε ∈ PN2 for N large enough using
the arguments of Theorem 4.4 of [2]. Hence, using this family of controls and the
associated controlled process Xε,δ,u
ε
to construct occupation measures Pε,∆ in (22), the
results of Section 4.1.2 guarantee that the family {(Xε,δ,u,Pε,∆), ε > 0, 0 ≤ t ≤ T}
will be tight. As a consequence of Theorem 3.3, given any subsequence of ε ↓ 0 there
is a further sub–subsequence for which (Xε,δ,u
ε
, P ε,∆) ⇀ (X¯,P) in distribution, where
(X¯,P) is a viable pair. By Fatou’s Lemma we have
lim sup
ε↓0
ε lnE
[
exp
(
−h(X
ε,δ)
ε
)]
≤ lim sup
ε↓0
(
−E
[
1
2
∫ T
0
|uε(t)|2Udt+ h(Xε,δ,u
ε
)
]
+ ε
)
≤ − lim inf
ε↓0
(
E
[
1
2
∫ T
0
1
∆
∫ t+∆
t
|uε(s)|2Udsdt+ h(Xε,δ,u
ε
)
])
= − lim inf
ε↓0
(
E
[
1
2
∫
U×Y×[0,T ]
|u|2UPε,∆(dudY dt) + h(Xε,δ,u
ε
)
])
≤ −
[
1
2
∫
U×Y×[0,T ]
|u|2UP(dudY dt) + h(X¯)
]
≤ − inf
(φ,P)∈V(ξ,L)
[
1
2
∫
U×Y×[0,T ]
|u|2UP(dudY dt) + h(φ)
]
,
which concludes the proof of the Laplace principle upper bound.
5.2 Laplace principle lower bound
To prove the Laplace principle lower bound we need to show that for all h :
C([0, T ];H)→ R bounded and continuous
lim sup
ε→0
ε lnE
[
exp
(
−h(X
ε,δ)
ε
)]
≥ − inf
φ∈C([0,T ];H)
[S(φ) + h(φ)] .
For a given constant η > 0, consider ψ ∈ C([0, T ];H) with ψ0 = X0 such that
S(ψ) + h(ψ)≤ inf
φ∈C([0,T ];H)
[S(φ) + h(φ)] + η <∞ .
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Before we continue with the proof of the lower bound, let us first rewrite the action
functional in a more useful form. Using the definition of S(ψ) we can write
S(ψ) = inf
(ψ,P)∈V(ξ,L)
[
1
2
∫
U×Y×[0,T ]
|u|2UP(dudY dt)
]
= LrT (ψ) ,
where
LrT (ψ) = inf
P∈Ar
ψ,t
1
2
∫ T
0
∫
U×Y
|u|2UPs(dudY )ds ,
with
Arψ,T =
{
P : [0, T ]→ P(U × Y) : Ps(dudY ) = η(du|Y, s)µψ(s)(dY ) ,∫ T
0
∫
U×Y
(|u|2U + |Y |2θ,2)Ps(dudY )ds <∞ ,
ψ(t) = S1(t)X0 +
∫
U×Y×[0,t]
S1(t− s)ξ(ψ(s), Y, u)Ps(dudY )ds, t ∈ [0, T ]
}
,
where µX is the invariant measure from (20) and ξ is defined in (17). Now, for each
t ∈ [0, T ] let us define
LoT (ψ) = inf
v∈Ao
ψ,T
1
2
∫ T
0
∫
Y
|v(s, Y )|2Uµψ(s)(dY )ds ,
where
Aoψ,T =
{
v : [0, T ] × Y → U :
∫ T
0
∫
Y
(|v(s, Y )|2U + |Y |2θ,2)µψ(t)(dY )ds <∞ ,
ψ(t) = S1(t)X0 +
∫
Y×[0,t]
S1(t− s)ξ(ψ(s), Y, v(s, Y ))µψ(s)(dY )ds, t ∈ [0, T ]
}
.
Our claim is that one actually has that LrT (ψ) = L
o
T (ψ). This follows by the
quadratic dependence of the cost on the control and by the affine dependence of ξ on
the control. Indeed if we let v(t, Y ) =
∫
U
uη(du|Y, t) where η(du|Y, t) is the conditional
distribution, so that v ∈ Aoψ,T , then by Jensen’s inequality we get for any fixed t ∈ [0, T ],∫
U×Y
1
2
|u|2UPt(dudY )dt ≥
∫
Y
1
2
∣∣∣∣
∫
U
uη(du|Y, t)
∣∣∣∣
2
U
µψ(t)(dY ) =
1
2
∫
Y
|v(t, Y )|2Uµψ(t)(dY ) ,
and so LrT (ψ) ≥ LoT (ψ).
For the reverse direction, for given v ∈ Aoψ,T , we can define P ∈ Arψ,T via Pt(dudY ) =
δv(t,Y )(du)µ
ψ(t)(dY ). Hence, we have LrT (ψ) ≤ LoT (ψ).
Therefore, we have indeed obtained that
S(ψ) = inf
v∈Ao
ψ,T
1
2
∫ T
0
∫
Y
|v(t, Y )|2Uµψ(t)(dY )dt. (61)
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Having derived the representation of the last display, let us continue with the proof
of the lower bound. Let us consider v˜(t, Y ) ∈ Aoψ,t such that∫ T
0
1
2
∫
Y
|v˜(t, Y )|2Uµψ(t)(dY )dt ≤ S(ψ) + η .
In general, it is very difficult to find an explicit representation for v˜(t, Y ). At this
point we strengthen Hypothesis 3 to Hypothesis 4. In Subsection 5.2.1 we consider the
one dimensional case with σ21 bounded from below and above. In Subsection 5.2.2 we
consider the multidimensional case, d ≥ 1, with σ1(x,X, Y ) = σ1(x,X) independent of
Y .
5.2.1 Lower bound for the d = 1 case with σ21 bounded from below and
above
We will study the problem in the special case that U = H = X = Y = L2([0, 1]) and
Q1 = I. We also assume that σ1 is bounded above and below 0 < c0 ≤ σ21(x,X, Y ) ≤ c1.
In this case, we can use the methods from [16] to find an explicit formulation for v˜(t, Y ).
Define a(X) : L2(Y, µX ;U)→ H by
a(X)u =
∫
Y
Σ1(X,Y )u(Y )µ
X(dY ). (62)
For any X ∈ X , a(X) is a bounded operator and for any u ∈ L2(Y, µX ;U),
|a(X)u|H ≤ √c1|u|L2(Y ,µX ;U).
Then the adjoint of a(X) is a⋆(X) : H → L2(Y, µX ;U)
[a⋆(X)h](Y ) = Σ⋆1(X,Y )h. (63)
Define q(X) : H → H by
q(X)h = a(X)a⋆(X)h =
∫
Y
Σ1(X,Y )Σ
⋆
1(X,Y )hµ
X(dY ). (64)
For presentation purposes, we first present a few technical lemmas that are essential
for the proof. We defer their proof to the end of this subsection.
Lemma 5.1. The operator q(X) : H → H is invertible and |q−1(X)h|H ≤ 1c0 |h|H for
all h ∈ H, X ∈ X .
By the assumption that S(ψ) < +∞ and by the representation Aoψ,T , there exists
u(t, Y ) such that
1
2
∫ T
0
∫
Y
|u(s, Y )|2Uµψ(s)(dY )ds ≤ S(ψ) + η
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and
ψ(t) =S1(t)ψ(0) +
∫ t
0
∫
Y
S1(t− s)B1(ψ(s), Y )µψ(s)(dY )ds
+
∫ t
0
∫
Y
S1(t− s)Σ1(ψ(s), Y )u(s, Y )µψ(s)(dY )ds.
Of course, there is no guarantee that u(t, Y ) is bounded or Lipschitz continuous in Y .
For this reason, we have the following lemma.
Lemma 5.2. If ψ ∈ C([0, T ];H), S(ψ) < +∞, and η > 0, then there exists a control
v(t, Y ) that for each t ∈ [0, T ], is bounded uniformly and Lipschitz continuous in Y in
the sense that there exists γ ∈ L2([0, T ]) such that for any t > 0,
sup
Y ∈Y
|v(t, Y )|2U ≤ γ(t),
for any Y1, Y2 ∈ Y,
|v(t, Y1)− v(t, Y2)|U ≤ γ(t)|Y1 − Y2|H ,
and v takes the form
v(t, Y ) = Σ⋆1(ψ(t), Y )q
−1(ψ(t))a(ψ(t))u(t, ·)
= Σ⋆1(ψ(t), Y )q
−1(ψ(t))
∫
Y
Σ1(ψ(t), Y )u(t, Y )µ
ψ(t)(dY ). (65)
Furthermore,
1
2
∫ T
0
∫
Y
|v(s, Y )|2UµX(dY )ds ≤ S(ψ) + η
and
ψ(t) =S1(t)ψ(0) +
∫ t
0
∫
Y
S1(t− s)B1(ψ(s), Y )µψ(s)(dY )ds
+
∫ t
0
∫
Y
S1(t− s)Σ1(ψ(s), Y )v(s, Y )µψ(s)(dY )ds. (66)
Lemma 5.3. Let H1 and H2 be Hilbert spaces and a : H1 → H2 be a bounded linear
operator. Let q = aa⋆. Let q−1 be the pseudo-inverse of q. Then for any u ∈ H1,
|a⋆q−1au|H1 ≤ |u|H1 .
Now, if we have any v(t, Y ) that is Lipschitz continuous in Y , then we have unique
solvability of the control problem.
Lemma 5.4. Assume that v(t, Y ) is bounded and Lipschitz continuous in Y in the sense
that there exists γ ∈ L2([0, T ]) such that for any t ∈ [0, T ],
sup
Y ∈Y
|v(t, Y )|U ≤ γ(t),
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and for any Y1, Y2 ∈ Y,
|v(t, Y1)− v(t, Y2)|U ≤ γ(t)|Y1 − Y2|H .
Then there exists a unique ψ solving (66).
Now we show that if a sequence vn(t, Y ) approaches v(t, Y ) in an appropriate way,
then the control processes ψn associated with vn in (66), converge to ψ associated with
v in (66).
Lemma 5.5. Assume that vn(t, Y ) is a sequence of processes satisfying
sup
n
|vn(s, Y )|U ≤ γn(s), for all Y ∈ Y
and
sup
n
|vn(s, Y1)− vn(s, Y2)|U ≤ γn(s)|Y1 − Y2|U , for all Y1, Y2 ∈ Y
for some γn ∈ L2([0, T ]) with supn
∫ T
0 γn(s)
2ds < +∞. Let ψn ∈ C([0, T ];H) be the
solution to the control problem (66) associated with vn. Assume v(s, Y ) satisfies the
same boundedness and Lipschitz properties with respect to γ ∈ L2([0, T ]) and let ψ ∈
C([0, T ];H) be the solution to the control problem (66) associated with v. Assume that
lim
n→+∞
∫ T
0
∫
Y
|vn(t, Y )− v(t, Y )|2Uµψ(t)(dY )dt = 0.
Then ψn → ψ in C([0, T ];H) and
lim
n→+∞
1
2
∫ T
0
∫
Y
|vn(t, Y )|2Uµψn(t)(dY )dt =
1
2
∫ T
0
∫
Y
|v(t, Y )|2Uµψ(t)(dY )dt.
Theorem 5.6. Let S : C([0, T ];H)→ [0,+∞] be the large deviations rate function and
let h : C([0, T ];H)→ R be a bounded continuous function. For any η > 0 there exists a
control v˜(t, Y ) that is bounded, continuous in t, and Lipschitz continuous in Y such that
the unique solution ψ˜ ∈ C([0, T ];H) to the control problem (66) for v˜ is an approximate
minimizer to S + h in the sense that
1
2
∫ T
0
|v˜(s, Y )|2Uµψ˜(s)(dY )ds + h(ψ˜) ≤ inf
φ∈C([0,T ];H)
(S(φ) + h(φ)) + η.
Proof. If infφ(S(φ) + h(φ)) = +∞, then the result is trivial so we assume that the
infimum is finite. There must exist some ψ ∈ C([0, T ];H) such that
S(ψ) + h(ψ) ≤ inf
φ
(S(φ) + h(φ)) +
η
3
.
By Lemma 5.2, there is a control v and a function γ ∈ L2([0, T ]) such that
sup
Y ∈Y
|v(t, Y )|U ≤ γ(t)
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and for any Y1, Y2 ∈ Y,
|v(t, Y1)− v(t, Y2)|U ≤ γ(t)|Y1 − Y2|H ,
1
2
∫ T
0
∫
Y
|v(s, Y )|2Uµψ(s)(dY )ds ≤ inf
φ∈C([0,T ])
S(φ) +
η
3
, (67)
and ψ and v satisfy (65) and (66). Let
h(t) = a(ψ(t))v(t, ·) =
∫
Y
Σ1(ψ(t), Y )v(t, Y )µ
ψ(t)(dY ).
By Ho¨lder inequality and the fact that σ1 is bounded above, we know that for any
t ∈ [0, T ],
|h(t)|2H ≤ C
∫
Y
|v(t, Y )|2Uµψ(t)(dY ).
Therefore, h ∈ L2([0, T ];H) and∫ T
0
|h(t)|2Hdt ≤ C
∫ T
0
∫
Y
|v(t, Y )|2Uµψ(t)(dY )dt.
It is standard that C([0, T ];H) is dense in L2([0, T ];H). Therefore, we can find a
sequence {hn}n∈N ⊂ C([0, T ];H) such that
lim
n→+∞
∫ T
0
|hn(t)− h(t)|2Hdt = 0.
Let vn(t, Y ) = Σ
⋆
1(ψ(t), Y )q
−1(ψ(t))hn(t). We claim that vn(t, Y ) is continuous in t and
Lipschitz continuous in Y . Furthermore,
lim
n→+∞
∫ T
0
sup
Y ∈Y
|vn(t, Y )− v(t, Y )|2Hdt = 0. (68)
The continuity in Y of vn is a consequence of Lipschitz continuity of Σ1 and the bound-
edness of q−1(ψ(t)). Specifically, for Y1, Y2 ∈ Y,
sup
t∈[0,T ]
|vn(t, Y1)− vn(t, Y2)|U ≤ C sup
t∈[0,T ]
|hn(t)|H |Y1 − Y2|H .
For continuity in t, we write for any fixed n ∈ N and Y ∈ Y,
vn(t, Y )− vn(s, Y ) =(Σ⋆1(ψ(t), Y )− Σ⋆1(ψ(s), Y ))q−1(ψ(t))hn(t)
+ Σ⋆1(ψ(s), Y )(q
−1(ψ(t)) − q−1(ψ(s)))hn(t)
+ Σ⋆1(ψ(s), Y )q
−1(ψ(s))(hn(t)− hn(s)).
By Lipschitz continuity and boundedness of σ1,
sup
Y ∈Y
‖Σ⋆1(ψ(t), Y )− Σ⋆1(ψ(s), Y )‖L(H,U) ≤ Cmin{1, |ψ(t) − ψ(s)|H}.
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To understand the continuity of q−1, it is helpful to recall that H = L2([0, 1]). For any
h ∈ H, x ∈ [0, 1],
[q(ψ(t))h](x) =
∫
Y
σ21(ψ(t)(x), Y (x))h(x)dµ
ψ(t)(dY ).
Then q−1(ψ), must be given by
[q−1(ψ(t))h](x) =
h(x)∫
Y σ
2
1(ψ(t)(x), Y (x))dµ
ψ(t)(dY )
.
In operator norm,
lim
s→t ‖q
−1(ψ(t)) − q−1(ψ(s))‖L(H) = 0
due to the continuity of ψ and σ1 and the fact that σ1 is bounded from below. Because
hn is built to be continuous in time, we see that for any t ∈ [0, T ],
lim
s→t supY ∈Y
|vn(t, Y )− vn(s, Y )|U = 0.
We also need to show (68). This is a simple consequence of the fact that
vn(t, Y )− v(t, Y ) = Σ1(ψ(t), Y )q−1(ψ(t))(hn(t)− h(t)),
the boundedness of the operators, and the fact that hn → h in L2([0, T ];H).
By Lemma 5.4, for each vn, there exists ψn solving (66). By Lemma 5.5,
1
2
∫ T
0
|vn(s, Y )|2Uµψn(s)(dY )ds→
1
2
∫ t
0
|v(s, Y )|2Uµψ(s)(dY )ds
and ψn → ψ in C([0, T ];H). Because h is continuous, h(ψn) → h(ψ). We can find n
large enough so that
1
2
∫ T
0
|vn(s, Y )|2Uµψn(s)(dY )ds + h(ψn) < inf
φ
(S(φ) + h(φ)) + η.
Set v˜ = vn and ψ˜ = ψn.
Now we use this ψ˜ and v˜(t, Y ) function from Theorem 5.6 to build approximating
stochastic control problems that approximate ψ˜. Let us introduce the auxiliary process,
where ∆(δ)/δ2 → +∞, ∆(δ)→ 0,
dY δ,ψ˜(t) =
1
δ2
(
A2Y
δ,ψ˜(t) +B2(ψ˜([t/∆]∆), Y
δ,ψ˜(t))
)
dt (69)
+
1
δ
Σ2(ψ˜([t/∆]∆), Y
δ,ψ˜(t))Q2dW (t) . (70)
In the above equation [•] is the floor function. We will study the pair (Xε,δ,uδ , Y ε,δ,uδ)
where
uδ(t) = v˜([t/∆]∆, Y δ,ψ˜(t)).
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We will be able to prove the Laplace principle lower bound by showing both that
lim
δ→0
E
1
2
∫ T
0
|v˜([t/∆]∆, Y δ,ψ˜(t))|2Udt =
1
2
∫ T
0
∫
Y
|v˜(t, Y )|2Uµψ˜(t)(dY )dt
and
Xε,δ,u
δ → ψ˜ in C([0, T ];H) as ε, δ → 0 .
Lemma 5.7. If Y δ,ψ˜ solves (69), then
lim
δ→0
E
1
2
∫ T
0
|v˜([t/∆]∆, Y δ,ψ˜(t))|2Udt =
1
2
∫ T
0
∫
Y
|v˜(t, Y )|2Uµψ˜(t)(dY )dt .
Proof. For any ∆ > 0,
∫ [T/∆]∆
0
|v˜([t/∆]∆, Y δ,ψ˜(t))|2Udt =
[T/∆]−1∑
k=0
∫ (k+1)∆
k∆
|v˜(k∆, Y δ,ψ˜(t)|2Udt .
Recall that for t ∈ [k∆, (k + 1)∆), the process Y δ,ψ˜ solves
dY δ,ψ˜(t) =
1
δ2
[A2Y
δ,ψ˜(t) +B2(ψ˜(k∆), Y
δ,ψ˜(t))]dt +
1
δ
Σ2(ψ˜(k∆), Y
δ,ψ˜(t))dw(t).
Perform the time change Y˜ δ,ψ˜(t; s) = Y δ,ψ˜(s+ δ2t). Then Y˜ δ,ψ˜(t; s) solves
dY˜ δ,ψ˜(t; s) = [A2Y˜
δ,ψ˜(t) +B2(ψ˜(s), Y˜
δ,ψ˜(t; s))]dt +Σ2(ψ˜(s), Y˜
δ,ψ˜(t; s))dw˜(t).
Here w is a cylindrical Wiener process, and w˜ is a cylindrical Wiener process that
depends on δ, but we suppress this technicality. Then
∫ (k+1)∆
k∆
|v˜(k∆, Y δ,ψ˜(t))|2Udt = ∆
δ2
∆
∫ ∆
δ2
0
|v˜(k∆, Y˜ δ,ψ˜(t; k∆))|2Udt.
By Appendix A, we have, for any fixed s > 0, Y˜ δ,ψ˜(t; s) is ergodic with respect to
the invariant measure µψ˜(s). This means that for any s ∈ [0, T ],
lim
δ→0
δ2
∆
∫ ∆
δ2
0
|v˜(s, Y˜ δ,ψ˜(t; s))|2Udt =
∫
Y
|v˜(s, Y )|2Uµψ˜(s)(dY ).
Therefore, due to the continuity of v˜ in t and Lipschitz continuity in Y , and the fact
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that [t/∆]∆→ t,∣∣∣∣
∫ T
0
|v˜([t/∆]∆, Y δ,ψ˜(t))|2Udt−
∫ T
0
∫
Y
|v˜(t, Y )|2Uµψ˜(t)(dY )
∣∣∣∣
≤ ∆
[T/∆]∑
k=0
∣∣∣∣∣δ
2
∆
∫ ∆
δ2
0
|v˜(k∆, Y˜ δ,ψ˜(t; k∆))|2Udt−
∫
Y
|v˜(k∆, Y )|2Uµψ˜(k∆)(dY )
∣∣∣∣∣
+
∫ T
0
∣∣∣∣
∫
Y
|v˜(t, Y )|2Uµψ˜(t)(dY )dt−
∫
Y
|v˜([t/∆]∆, Y )|2Uµψ˜([t/∆]∆)(dY )
∣∣∣∣ dt
≤
∫ T
0
∣∣∣∣∣δ
2
∆
∫ ∆
δ2
0
|v˜([s/∆]∆, Y˜ δ,ψ˜(t; [s/∆]∆))|2Udt−
∫
Y
|v˜([s/∆]∆, Y )|2Uµψ˜([s/∆]∆)(dY )
∣∣∣∣∣ ds
+
∫ T
0
∣∣∣∣
∫
Y
|v˜(t, Y )|2Uµψ˜(t)(dY )dt−
∫
Y
|v˜([t/∆]∆, Y )|2Uµψ˜([t/∆]∆)(dY )
∣∣∣∣ dt .
This converges to 0 by the ergodic theorem (in Y ), the continuity of µX from Lemma
3.2, and the dominated convergence theorem (in t) (v˜ was built to be bounded) and the
continuity of v˜ in t.
Lemma 5.8. If (Xε,δ,u
δ
, Y ε,δ,u
δ
) solves the stochastic control problem with control uδ(t) =
v˜(t, Y δ,ψ˜(t)), then Xε,δ,u
δ → ψ˜ in C([0, T ];H) as ε→ 0 and δ → 0.
Proof. First by similar techniques in Lemma 4.17, Lemma 4.18, and by using (56) of
Lemma 4.17 we see that we have to show that there exists C > 0 and ε0 > 0 such that
for 0 < ε < ε0 and T > 0 we have∫ T
0
|Y ε,δ,uδ(t)− Y δ,ψ˜(t)|2Hdt ≤ C
∫ T
0
|Xε,δ,uδ(t)− ψ˜(t)|2Hdt+ I0 , (71)
where the term I0 depends on ε and I0(ε) → 0 as ε → 0. Here and below, we use the
constant C > 0 to represent a general positive constant that is independent of ε and δ,
but may depend on t.
Then, we observe that
Xε,δ,u
δ
(t)− ψ˜(t) =
∫ t
0
S1(t− s)(B1(Xε,δ,uδ(s), Y ε,δ,uδ(s))−B1(ψ˜(s), Y δ,ψ˜(s)))ds
+
√
ε
∫ t
0
S1(t− s)Σ1(Xε,δ,uδ(s), Y ε,δ,uδ(s))dw(s)
+
(∫ t
0
S1(t− s)Σ1(Xε,δ,uδ(s), Y ε,δ,uδ)v˜([s/∆]s, Y δ,ψ˜(s))ds
−
∫ t
0
∫
Y
Σ1(ψ˜(s), Y )v˜(s, Y )µ
ψ˜(s)(dY )ds
)
=: I1 + I2 + I3 ,
where the terms I1, I2 and I3 depend on ε, and w is a cylindrical Wiener process.
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By the Lipschitz continuity of B1 and (71),
|I1|H ≤ C
∫ t
0
(
|Xε,δ,uδ(s)− ψ˜(s)|H + |Y ε,δ,uδ(s)− Y δ,ψ(s)|H
)
ds
≤ C
∫ t
0
|Xε,δ,uδ(s)− ψ˜(s)|Hds ,
so that, by Ho¨lder inequality we have
|I1|pH ≤ C
∫ t
0
|Xε,δ,uδ(s)− ψ˜(s)|pHds .
Due to the fact that Σ1 is bounded, as ε→ 0, we have I2 → 0 since it is multiplied
by
√
ε.
As for the I3 term, it is helpful to rewrite it as
|I3|H ≤
∣∣∣∣
∫ t
0
S1(t− s)
(
Σ1(X
ε,δ,uδ(s), Y ε,δ,u
δ
(s))− Σ1(ψ˜(s), Y δ,ψ˜(s))
)
v˜([s/∆]∆, Y δ,ψ˜(s))ds
∣∣∣∣
H
+
∣∣∣∣∣
∫ t
0
S1(t− s)Σ1(ψ˜(s), Y δ,ψ˜(s))v˜([s/∆]∆, Y δ,ψ˜(s))ds
−
∫ t
0
∫
Y
S1(t− s)Σ1(ψ˜(s), Y )v˜(s, Y )µψ˜(s)(dY )ds
∣∣∣∣∣
H
=:|I3,1|H + |I3,2|H ,
where the terms I3,1 and I3,2 both depend on ε.
By arguments similar to Lemma 4.7 and by (71), we can show that
|I3,1|pH ≤ C
(∫ t
0
|v˜([s/∆]∆, Y δ,ψ˜(s))|2Hds
) p
2
×
×
∫ t
0
(
|Xε,δ,uδ(s)− ψ˜(s)|pHds+ |Y ε,δ,u
δ
(s)− Y δ,ψ˜(s)|2
)
ds
≤ C
∫ t
0
|Xε,δ,uδ(s)− ψ˜(s)|pHds .
Combining all of these estimates and applying some Ho¨lder inequalities we see that
|Xε,δ,uδ(t)− ψ˜(t)|pH ≤ C
∫ t
0
|Xε,δ,uδ(s)− ψ˜(s)|pHds+ I2 + I3,2 ,
and using the Gro¨nwall inequality, we conclude that
|Xε,δ,uδ − ψ˜|C([0,T ];H) ≤ CeCT (I2 + I3,2) .
We conclude by showing that I3,2 goes to zero by the Ergodic Theorem 3.3.1 of [14], the
fact that Σ1 is bounded, as well as the Dominated Convergence Theorem.
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Now we can finish the proof of the lower bound. By the variational representation
and using the specific control uδ(t) = v˜([t/∆]∆, Y δ,ψ˜) and Theorem 5.6,
lim inf
ε→0
ε lnE
[
exp
(
−h(X
ε,δ)
ε
)]
= lim inf
ε→0
(
− inf
u∈PN2
E
[
1
2
∫ T
0
|u(s)|2Uds+ h(Xε,δ,u)
])
≥ lim inf
ε→0
(
−E
[
1
2
∫ T
0
|uδ(s)|2Uds+ h(Xε,δ,u
δ
)
])
≥ −
(
1
2
∫ T
0
∫
Y
|v˜(s, Y )|2Uµψ˜(s)(dY )ds+ h(ψ˜)
)
≥ −
(
S(ψ˜) + h(ψ˜) +
2η
3
)
≥ −
(
inf
φ∈C([0,T ];H)
{S(φ) + h(φ)} + η
)
.
Because η > 0 was arbitrary, the result is proven.
We conclude this subsection with the proofs of Lemmas 5.1-5.5.
Proof of Lemma 5.1. First, observe Σ⋆1(X,Y ) = Σ1(X,Y ) because for any h, u ∈ H =
U ,
〈Σ1(X,Y )u, h〉H =
∫
[0,1]
σ1(X(x), Y (x))u(x)h(x)dx = 〈u,Σ⋆1(X,Y )h〉U .
In particular, the fact that σ21(x,X, Y ) ≥ c0 for all x, y ∈ R, implies that for any h ∈ H,
X ∈ X , and Y ∈ Y,
|[Σ1(X,Y )Σ⋆1(X,Y )h](x)| = σ21(X(x), Y (x))|h(x)| ≥ c0|h(x)|.
Then because µX(Y) = 1,∣∣∣∣
[∫
Y
Σ1(X,Y )Σ
⋆
1(X,Y )hµ
X(dY )
]
(x)
∣∣∣∣ ≥ c0|h(x)|.
We can conclude that
|q(X)h|H ≥ c0|h|H .
Proof of Lemma 5.2. By the assumption that S(ψ) < +∞ and by the representation
(61) and Aoψ,T , there exists u : [0, T ] ×Y → U such that
1
2
∫ T
0
∫
Y
|u(s, Y )|2Uµψ(s)(dY )ds ≤ S(ψ) + η
and
ψ(t) =S1(t)ψ(0) +
∫ t
0
∫
Y
S1(t− s)B1(ψ(s), Y )µψ(s)(dY )ds
+
∫ t
0
∫
Y
S1(t− s)Σ1(ψ(s), Y )u(s, Y )µψ(s)(dY )ds.
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Of course, there is no guarantee that u(t, Y ) is bounded or Lipschitz continuous in
Y . We only know that it is in L2([0, T ] × Y, µψ(s)(dY )ds;U). We build v(t, Y ) =
Σ⋆1(ψ(t), Y )q
−1(ψ(t))a(ψ(t))u(t, ·) and claim that this has the desired properties.
For any t > 0, Y ∈ Y,
|v(t, Y )|U ≤ √c1‖q−1(t)‖L(H)‖a(ψ(t))‖L(L2(Y ,µψ(t);U),H)|u(t, ·)|L2(Y ,µψ(t);U)
≤ c1
c0
|u(t, ·)|L2(Y ,µψ(t);U).
Therefore, there exists C > 0 such that for all t ∈ [0, T ]
sup
Y
|v(t, Y )|2Udt ≤ C
∫
Y
|u(t, Z)|2Uµψ(t)(dZ).
Similarly, by the Lipschitz continuity of Σ⋆1,
|v(t, Y1)− v(t, Y2)|U ≤
√
c1L
Y
σ1 |Y1 − Y2|H
c0
(∫
Y
|u(t, Z)|2Uµψ(t)(dZ)
) 1
2
.
We can set
γ(t) = C
(∫
Y
|u(t, Z)|2Uµψ(t)(dZ)
) 1
2
for an appropriately big constant. This is square integrable in t.
Additionally, v solves the same equations as u because for any t > 0,
a(ψ(t))v(t, ·) = a(ψ(t))a⋆(ψ(t))q−1(ψ(t))a(ψ(t))u(t, ·)
= q(ψ(t))q−1(ψ(t))a(ψ(t))u(t, ·) = a(ψ(t))u(t, ·).
Then because a(ψ(t))v(t, ·) = ∫Y Σ1(ψ(t), Y )v(t, Y )µψ(t)(dY ), (65) and (66) are satisfied.
Notice that∫ T
0
∫
Y
|v(t, Y )|2Uµψ(t)(dY )dt =
∫ T
0
|a⋆(ψ(t))q−1(ψ(t))a(ψ(t))u(t, ·)|2
L2 (Y ,µψ(t);U)dt
≤
∫ T
0
|u(t, ·)|2
L2(Y ,µψ(t);U)dt =
∫ T
0
∫
Y
|u(t, Y )|2Uµψ(t)(dY )dt ≤ S(ψ) + η.
The last line is a consequence Lemma 5.3.
Proof of Lemma 5.3. For any u ∈ H1,∣∣a⋆q−1au∣∣2
H1
=
〈
a⋆q−1au, a⋆q−1au
〉
H1
=
〈
aa⋆q−1au, q−1au
〉
H2
≤ 〈au, q−1au〉
H2
=
〈
u, a⋆q−1au
〉
H1
≤ |u|H1 |a⋆q−1au|H1 .
The second line follows from the fact that aa⋆q−1 is equal to the identity operator. The
result follows by dividing both sides by |a⋆q−1au|H1 .
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Proof of Lemma 5.4. We prove this using the contraction mapping principle. Let K :
C([0, T ];H)→ C([0, T ];H) be defined by
K (ϕ)(t) =S(t)X0 +
∫ t
0
∫
Y
S1(t− s)B1(ϕ(s), Y )µϕ(s)(dY )ds
+
∫ t
0
∫
Y
S1(t− s)Σ1(ϕ(s), Y )v(s, Y )µϕ(s)(dY )ds.
For any ϕ1, ϕ2 ∈ C([0, T ];H),
K (ϕ1)(t) −K (ϕ2)(t) =
∫ t
0
∫
Y
S1(t− s)(B1(ϕ1(s), Y )−B(ϕ2(s), Y ))µϕ1(s)(dY )ds
+
∫ t
0
∫
Y
S1(t− s)B1(ϕ2(s), Y )(µϕ1(s)(dY )− µϕ2(s)(dY ))ds
+
∫ t
0
∫
Y
S1(t− s)(Σ1(ϕ1(s), Y )− Σ1(ϕ2(s), Y ))v(s, Y )µϕ1(s)(dY )ds
+
∫ t
0
∫
Y
S1(t− s)Σ1(ϕ2(s), Y )v(s, Y )(µϕ1(s)(dY )− µϕ2(s)(dY ))ds.
Notice that for any X ∈ X and s ∈ [0, T ], Y 7→ Σ1(X,Y )v(s, Y ) is Lipschitz continuous.
In particular, for Y1, Y2 ∈ Y, and s ∈ [0, T ], by the Lipschitz continuity and boundedness
of Σ1,
sup
X∈X
|Σ1(X,Y1)v(s, Y1)− Σ1(X,Y2)v(s, Y2)|
≤ sup
X∈X
(|(Σ1(X,Y1)−Σ1(X,Y2))v(s, Y1)|H + |Σ1(X,Y2)(v(s, Y1)− v(s, Y2))|H)
≤ Cγ(s)|Y1 − Y2|H . (72)
By the Lipschitz continuity of B1, Σ1, v, and the Lipschitz properties of the measures
µX (see (21)), and (72), it follows that
|K (ϕ1)(t)−K (ϕ2)(t)|H ≤ C
∫ t
0
|ϕ1(s)− ϕ2(s)|H ds
+ C
∫ t
0
γ(s) |ϕ1(s)− ϕ2(s)|H ds
≤ C

T 12 + (∫ T
0
γ2(s)ds
) 1
2

(∫ T
0
|ϕ1(s)− ϕ2(s)|2Hds
) 1
2
.
The last line follows by Ho¨lder inequality. By taking T0 small enough, we can guarantee
that K is a contraction mapping on C([0, T0]). Using standard arguments we can string
together solutions until we get a unique fixed point in C([0, T ];H).
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Proof of Lemma 5.5. For any t > 0,
ψn(t)− ψ(t) =
∫ t
0
∫
Y
S1(t− s)(B1(ψn(s), Y )−B1(ψ(s), Y ))µψn(s)(dY )ds
+
∫ t
0
∫
Y
S1(t− s)B1(ψ(s), Y )(µψn(s)(dY )− µψ(s)(dY ))ds
+
∫ t
0
∫
Y
S1(t− s)(Σ1(ψn(s), Y )− Σ1(ψ(s), Y ))vn(s, Y )µψn(s)(dY )ds
+
∫ t
0
∫
Y
S1(t− s)Σ1(ψ(s), Y )vn(s, Y )(µψn(s)(dY )− µψ(s)(dY ))ds
+
∫ t
0
∫
Y
S1(t− s)Σ1(ψ(s), Y )(vn(s, Y )− v(s, Y ))µψ(s)(dY ).
By the Lipschitz properties of B1, Σ1, vn, v, and µ
X , and a few applications of Ho¨lder’s
inequality, we see that for t ∈ [0, T ],
|ψn(t)− ψ(t)|H ≤C
∫ t
0
|ψn(s)− ψ(s)|Hds+ C
(∫ t
0
γ2n(s)ds
) 1
2
(∫ t
0
|ψn(s)− ψ(s)|2Hds
) 1
2
+ C
√
T
(∫ t
0
∫
Y
|vn(s, Y )− v(s, Y )|2Uµψ(s)(dY )ds
) 1
2
.
the fact that ψn → ψ ∈ C([0, T ];H) follows by squaring both sides and applying a
Gro¨nwall inequality.
Finally we show that the energies converge. We claim that Y 7→ |vn(t, Y )|2U is
Lipschitz continuous with Lipschitz constant 2γ2n(t). Notice that for Y1, Y2 ∈ Y,
|vn(t, Y1)|2U − |v(t, Y2)|2U = (|vn(t, Y1)|U + |vn(t, Y2)|U ) (|vn(t, Y1)|U − |vn(t, Y2)|U )
≤ 2γ2n(t)|Y1 − Y2|Y .
Therefore, using the Lipschitz property from Lemma 3.2,
1
2
∫ T
0
∫
Y
|vn(t, Y )|2Uµψn(t)(dY )dt−
1
2
∫ T
0
∫
Y
|v(t, Y )|2Uµψ(t)(dY )dt
=
1
2
∫ T
0
∫
Y
|vn(t, Y )|2U (µψn(t)(dY )− µψ(t)(dY ))dt
+
1
2
∫ T
0
∫
Y
(|vn(t, Y )|2U − |v(t, Y )|2U )µψ(t)(dY )dt
≤
∫ T
0
γ2n(t)|ψn(t)− ψ(t)|Hdt+
1
2
∫ T
0
∫
Y
(|vn(t, Y )|2U − |v(t, Y )|2U )µψ(t)(dY )dt
≤
(∫ T
0
γ2n(t)dt
)
|ψn − ψ|C([0,T ];H) +
1
2
∫ T
0
∫
Y
(|vn(t, Y )|2U − |v(t, Y )|2U )µψ(t)(dY )dt.
This converges to zero by the assumptions of the lemma and the previously established
fact that ψn → ψ.
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5.2.2 Lower bound for the d ≥ 1 case with σ1(x,X, Y ) = σ1(x,X)
If Σ1(X,Y ) = Σ1(X) is independent of Y , then the proof of the Laplace principle
lower bound is very similar to the standard cases [2, 3]. Let h : C([0, T ];H) → R be
bounded and continuous. Fix η > 0, and let ψ ∈ C([0, T ];H) with ψ0 = X0 such that
S(ψ) + h(ψ) ≤ inf
φ∈C([0,T ];H)
[S(φ) + h(φ)] +
η
2
.
There exists a function v : [0, T ] × Y → U such that
1
2
∫ T
0
∫
Y
|v(s, Y )|2Uµψ(s)(dY )ds ≤ S(ψ) +
η
2
and
ψ(t) = S1(t)X0 +
∫ t
0
∫
Y
S1(t− s)B1(ψ(s), Y )µψ(s)(dY )ds
+
∫ t
0
∫
Y
S1(t− s)Σ1(ψ(s))Q1v(s, Y )µψ(s)(dY )ds.
Define the time dependent control u ∈ L2([0, T ];U)
u(s) =
∫
Y
v(s, Y )µψ(s)(dY ).
Notice that because Σ1 is independent of Y , ψ solves
ψ(t) = S1(t)X0 +
∫ t
0
∫
Y
S1(t− s)B1(ψ(s), Y )µψ(s)(dY )ds
+
∫ t
0
S1(t− s)Σ1(ψ(s))Q1u(s)ds.
Consider the sequence of controlled processes Xε,δ,u with this control. By Lemma
4.15, we can show that Xε,δ,u converges to ψ. Indeed, by Lemma 4.12 we get tightness
of the family of processes {Xε,δ,u : ε ∈ (0, 1)} in C([0, T ];H). Then, Lemma 4.15 shows
that Xε,δ,u → X¯ in distribution, where
X¯(t) = S1(t)X0 +
∫ t
0
∫
Y
S1(t− s)B1(X¯(s), Y )µX¯(s)(dY )ds
+
∫ t
0
S1(t− s)Σ1(X¯(s))Q1u(s)ds.
Uniqueness of this equation shows that X¯(t) = ψ(t) for every t ∈ [0, T ] with probability
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one. Then
lim inf
ε→0
ε lnE
[
exp
(
−h(X
ε,δ)
ε
)]
= lim inf
ε→0
(
− inf
u∈L2([0,T ];U)
E
[
1
2
∫ T
0
|u(s)|2Uds+ h(Xε,δ,u)
])
≥ lim inf
ε→0
(
−E
[
1
2
∫ T
0
|u(s)|2Uds+ h(Xε,δ,u)
])
= −
(
1
2
∫ T
0
∫
Y
|v(s, Y )|2Uµψ(s)(dY )ds + h(ψ)
)
≥ −
(
S(ψ) + h(ψ) +
η
2
)
≥ −
(
inf
φ∈C([0,T ];H)
{S(φ) + h(φ)} + η
)
.
Because η > 0 was arbitrary, the result is proven. Notice that this method cannot work
if Σ1 depends on Y .
5.3 Compactness of level sets
We want to prove that for each s <∞ and for any X0 ∈ H, the set
Φs,X0 = {φ ∈ C([0, T ];H) : SX0(φ) ≤ s}
is a compact subset of C([0, T ];H).
Lemma 5.9. Fix K < ∞, θ > 0 and consider any sequence {(φn,Pn) , n > 0} such
that for every n > 0 (φn,Pn) ∈ V(ξ,L) is viable and∫
U×Y×[0,T ]
(|u|2U + |Y |2θ,2)Pn(dudY dt) < K .
Then {(φn,Pn) , n > 0} is pre-compact.
Proof. Noticing that the third marginal of Pn(dudY dt) is the Lebesgue measure, a
similar, but easier technically, argument as in Lemma 4.8 establishes that for p = 2/ζ
sup
t∈[0,T ],n∈N
|φn(t)|pH ≤ cT,K(1 + |X0|pH)
The last display and the fact that for any t, h ≥ 0 such that t, t+h ∈ [0, T ] we have
φ(t+ h)− φ(t) = (S1(h)− I)φ(t) +
∫
U×Y×[t,t+h]
S1(t+ h− s)ξ(φ(s), Y, u)P(dudY ds)
imply via an argument similar to the proof of Lemma 4.11 that there exists 0 < θ¯ < 1−ζ2
and p = 2ζ , such that for any T > 0, X0 ∈ H, it holds
sup
n∈N
|φn(t+ h)− φn(t)|pH ≤ cθ,p,T,K
(
hβ(θ)p(|X0|pH + 1) + |(S1(h)− I)X0|pH
)
for some positive constants cθ,p,T,K and β(θ) > 0.
Pre-compactness of {φn, n > 0} then follows. Pre-compactness of {Pn , n > 0}
follows exactly as in the proof of Lemma 4.13, concluding the proof of the lemma.
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Next, we prove that limit of a viable pair is also viable.
Lemma 5.10. For K <∞ and θ > 0, consider any convergent sequence {(φn,Pn), n >
0}, such that for every n > 0, (φn,Pn) ∈ V(ξ,L) is viable and∫
U×Y×[0,T ]
(|u|2U + |Y |2θ,2)Pn(dudY dt) < K .
Then the limit (φ,P) ∈ V(ξ,L), i.e. it is a viable pair.
Proof. Since (φn,Pn) ∈ V(ξ,L) we have
φn(t) = S1(t)X0 +
∫
U×Y×[0,t]
S1(t− s)ξ(φn(s), Y, u)Pn(dudY ds) , (73)
and
Pn(dudY ds) = ηn(du|Y, s)µψn(s)(dY )ds. (74)
By Fatou’s lemma we can show that P satisfies∫
U×Y×[0,T ]
(|u|2U + |Y |2θ,2)P(dudY dt) <∞
Now, observe that the function ξ(X,Y, u) is continuous in X and Y , grows at most
sublinearly in Y and is affine in u. In addition, one can prove a uniform integrability
lemma for Pn analogously to Lemma 4.14. Hence, since by the assumption of this
lemma we know that (φn,Pn) → (φ,P) and thus that (φ,P) also satisfy equation (73)
with (φn,Pn) replaced by (φ,P).
Next we show that (74) holds with (φn,Pn) replaced by (φ,P). Essentially it is
enough to show that the second marginal of P(dudY ds) will be µφ(s)(dY ). This follows,
by the fact that for any X, µX(dY ) is Lipschitz weakly continuous with respect to X,
which due to Hypothesis 2 follows as in the proof of Lemma 4.19.
Finally, it follows from Pn(U × Y × [0, t]) = t and P(U × Y × {t}) = 0 that
P(U × Y × [0, t]) = t for all t ∈ [0, T ].
We finally have that for each X0 ∈ H, the action functional SX0(φ) is lower semi-
continuous. The proof of this lemma is omitted as it follows from Lemmas 5.9 and 5.10
in a standard way.
Lemma 5.11. For every X0 ∈ H, the map φ 7→ SX0(φ) is a lower semicontinuous map
from C ([0, T ];H) to [0,∞).
6 Remarks and Generalizations
In this section we comment on the obstacles that one faces when trying to extend
the proof of the Laplace principle lower bound to d > 1 under the general Hypothesis 3.
In addition, we comment on the possibility of considering scaling regimes different from
the one considered in this paper, i.e., different than δ/
√
ε→ 0.
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6.1 Difficulties for proving Laplace principle lower bound for d > 1
In order to prove the Laplace principle lower bound, we need to construct a nearly
optimal control that achieves the lower bound. Under the general Hypothesis 3 (under
which we can prove averaging Theorem 3.3), in dimension d > 1, σ1(x,X, Y ) depends
on both X and Y and the nearly optimal control v(t, Y ) will be a true feedback form
control with respect to Y (see the discussion in Subsection 5.2). The generalization of
(65) to d > 1 now takes the form,
v(t, Y ) = Q⋆1Σ
⋆
1(ψ(t), Y )q
−1(ψ(t))a(ψ(t))v(t, ·)
with
a(X)u =
∫
Y
Σ1(X,Y )Q1u(Y )µ
X(dY )
and
q(X)h = a(X)a⋆(X)h =
∫
Y
Σ1(X,Y )Q1Q
⋆
1Σ
⋆
1(X,Y )hµ
X(dY ).
Notice now that the covariance matrix Q1 enters the calculations and recall that for
d > 1 it needs to have decaying eigenvalues. But in the formula for v(t, Y ), the inverse
operator q−1(X) appears which now is an unbounded operator. The issue of unbound-
edness of q−1(X) complicates the subsequent mathematical analysis of Subsection 5.2.1
significantly. For instance, the statement of Lemma 5.7 would not be necessarily true
anymore, or at least a different non-obvious argument is needed.
We believe that this is a technical issue that one should be able to overcome.
However, despite our best efforts, we had not been able to do so.
6.2 Generalization to other regimes
In this paper, we analyzed the regime δ/
√
ε ↓ 0. One can of course ask what is the
behavior in all possible interaction regimes
lim
ε↓0
δ√
ε
=


0, Regime 1,
γ ∈ (0,∞), Regime 2,
∞, Regime 3.
Regime 1, that we studied in this paper, allows to decouple the invariant measure
and the control from the limiting occupation measures P. Namely, it allows us to write
P(dudY dt) = ηt(du|Y )µψt(dY )dt
and what is important is that the measure µ does not depend on the control variable u.
However, it is easy to see that in the cases of Regimes 2 and 3, one would have
P(dudY dt) = ηt(du|Y )µψt(dY |u)dt
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which means that in these cases µ depends on the control variable u. This dependence
on u makes the analysis considerably more complicated and in particular there is no
guarantee that µ is invariant measure to some process, as this process is a controlled
process in which case one needs to know regularity properties of the optimal controls.
This program was carried out in the finite dimensional case with periodic coef-
ficients, in [16], using the characterization of optimal controls through solutions to
Hamilton–Jacobi–Bellman equations. Such a characterization is not rigorously known
in infinite dimensions and even if that becomes the case, one would need to establish suf-
ficient regularity properties of such equations that would then imply that the resulting
controlled process has a well defined invariant measure that is regular enough.
A Ergodic and mixing properties of the fast process Y X,Y0
Let us start with reviewing some basic ergodic and mixing properties of the fast
process Y X,Y0 . We show the exponential ergodicity of the fast transition semigroup
defined by (18). For more details we refer the interested reader to [4, 5].
Under Hypotheses 1 and 2, for any T > 0 and p ≥ 1, and any fixed frozen slow
variable X ∈ H and initial condition Y0 ∈ H, such a problem admits a unique mild
solution Y X,Y0 ∈ CT,p ( [14, Theorem 5.3.1]). As it is proven in Theorem 7.3 of [4], there
exists some δ1 > 0 such that for any p ≥ 1 we have
E|Y X,Y0(t)|pH ≤ cp(1 + |X|pH + e−δ1pt|Y0|pH) , t ≥ 0 .
In addition, the latter statement implies that there exists some θ > 0 such that for
any a > 0 we have
sup
t≥a
E|Y X,Y0(t)|Hθ2 ≤ ca(1 + |X|H + |Y0|H) . (75)
Due to (75), the family {L(Y X,Y0(t))}t≥0 is tight in the space P(H,B(H)) and thus
by Krylov–Bogoliubov theorem there exists an invariant measure µX for the semigroup
PXt generated by the process Y
X,Y0(t). Moreover, by Lemma 3.4 of [7] we have∫
H
|Y |pHµX(dY ) ≤ cp(1 + |X|pH ) . (76)
As in [4, Theorem 7.4], it is possible to show that if λ is sufficiently large and/or
LYb2 , L
Y
σ2 , ζ2 and κ2 are sufficiently small, then there exist some c, δ2 > 0 such that
sup
X∈H
E|Y X,Y1(t)− Y X,Y2(t)|H ≤ ce−δ2t|Y1 − Y2|H , t ≥ 0 , (77)
for any Y1, Y2 ∈ H. In particular, this implies that µX is the unique invariant measure
for PXt and is strongly mixing. By arguing as in [7, Theorem 3.5 and Remark 3.6], from
(76) and (77), we have, for some δ > 0, 1
1In fact δ =
λ−LY
b2
2
> 0 by Hypothesis 2 part 2.
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∣∣∣∣PXt ϕ(Y0)−
∫
H
ϕ(Y )µX(dY )
∣∣∣∣ ≤ c(1 + |X|H + |Y0|H)e−δt[ϕ]Lip(H)
for any X,Y0 ∈ H and ϕ ∈ Lip(H), and∣∣∣∣PXt ϕ(Y0)−
∫
H
ϕ(Y )µX(dY )
∣∣∣∣ ≤ c(1 + |X|H + |Y0|H)e−δt(t ∧ 1)− 12 |ϕ|0
for any X,Y0 ∈ H and ϕ ∈ Bb(H).
As in [5, Lemma 2.3], we have the following lemma.
Lemma A.1. Under the above conditions, for any ϕ ∈ Lip(H), T > 0, X,Y0 ∈ H and
t ≥ 0 we have
E
∣∣∣∣ 1T
∫ t+T
t
ϕ(Y X,Y0(s))ds −
∫
H
ϕ(Y )µX(dY )
∣∣∣∣ ≤ c√T (Hϕ(X,Y0) + |ϕ(0)|) ,
for some c > 0, where
Hϕ(X,Y0) := [ϕ]Lip(H)(1 + |X|H + |Y0|H) .
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