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Abstract
We shall calculate the cohomology algebras of 2-blocks of tame type and with wreathed defect groups;
the cohomology algebra of B under consideration, in the sense of M. Linckelmann, is determined by par-
ticular B-subpairs, which we shall specify. In particular, depending our description of the cohomology
algebras, we shall define “corestriction maps” between cohomology algebras of blocks which correspond
under Brauer correspondence.
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1. Introduction
M. Linckelmann defined in [11] the cohomology algebra of a p-block of a finite group as
a subalgebra of the cohomology algebra of its defect group. See Definition 2.1 below. The
cohomology algebra of the principal block, in the sense of Linckelmann, of a finite group is
isomorphic with that of the group with coefficients in the ground ring, in the ordinary sense.
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examples of calculation of cohomology algebras of blocks when defect groups are not abelian.
In this note we shall present the cohomology algebras of 2-blocks with defect groups isomor-
phic with dihedral, semidihedral, quaternion, and wreathed 2-groups; the cohomology algebra
of B under consideration is determined by particular B-subpairs, which we shall specify. The
cohomology algebra of B is isomorphic with that of the principal block B0 of the same type of
fusion of subpairs as in B , which is isomorphic with the cohomology algebra of a finite group G
with the principal block B0; these cohomology algebra had already been calculated by the second
author and others [3,13,15,17]. In the next section we shall give a condition for an element in the
cohomology algebra of a defect group to belong to the cohomology algebra of the block, using a
conjugation family for subpairs owing to Olsson [16], by which we can specify the subpairs that
determine the cohomology algebras. Our calculation of the cohomology algebras will be carried
out in Sections 3 and 4.
It would be worthwhile investigating relationships between the cohomology algebras of
blocks which correspond under Brauer correspondence. A result in Kessar, Linckelmann, and
Robinson [8] implies that if B is a block of a finite group G and C is the Brauer correspondent of
B in a subgroup, then, under some additional conditions, the cohomology algebra of B is a sub-
algebra of that of C. If we regard this inclusion map as the restriction map from the cohomology
of B to that of C, then there should exist the corestriction or transfer map of reverse direction. In
the final section we shall give such transfer maps for our cohomology algebras of blocks.
Here we fix our notation. Let G be a finite group. For an element a in G and an automorphism
ϕ of G the image of a under ϕ will be denoted by ϕa; we shall also write ga for the conjugate
gag−1 of a by an element g in G. For ζ in H ∗(H, k), where H is a subgroup of G and k is
a commutative ring, we shall write ϕζ for the image of ζ under the isomorphism H ∗(H, k) →
H ∗(ϕH, k) induced by ϕ−1 : ϕH → H ; in particular, if ϕ is the conjugation by g ∈ G, then ϕζ is
denoted by gζ . Other symbols are standard.
2. Cohomology algebras of block ideals of finite groups
Let G be a finite group and let k be an algebraically closed field of characteristic p dividing
the order of G.
In this note we follow Alperin [1] and Olsson [16] for the definition and terminology for
subpairs; a subpair (P, bP ) is a pair of a p-subgroup P of G and a block ideal bP of kPCG(P ).
For a subpair (P, bP ), we shall call the factor group NG(P,bP )/PCG(P ), which is isomorphic
with a subgroup of the outer automorphism group of P , the inertia quotient.
In the rest of this section, we let B be a block ideal of the group algebra kG with defect group
D and let (D,bD) be a Sylow B-subpair.
Definition 2.1. (Linckelmann [11, Definition 5.1]) For a subpair (P, bP ) contained in (D,bD),
let us consider the following condition on an element σ in H ∗(D, k):
resP σ = gresP σ for all g in NG(P,bP ). S(P )
The cohomology algebra H ∗(G,B) of the block B is defined to be the subalgebra of H ∗(D, k)
consisting of the elements σ in H ∗(D, k) satisfying the condition S(P ) for all P D.
The following lemma can easily be verified by using, for example, a conjugation family for
subpairs due to Olsson [16].
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tion S(P ) for every p-subgroup P D such that CD(P ) P and AutP is not a p-group.
3. Cohomology algebras of 2-blocks of tame representation type
In this section we shall calculate the mod 2 cohomology algebra of a block ideal B of kG
with defect group isomorphic with one of the following 2-groups:
(i) dihedral 2-group
Dn =
〈
x, y | x2n−1 = y2 = 1, yxy−1 = x−1〉, n 3;
(ii) generalized quaternion 2-group
Qn =
〈
x, y | x2n−2 = y2 = z, z2 = 1, yxy−1 = x−1〉, n 3;
(iii) semidihedral 2-group
SDn =
〈
x, y | x2n−1 = y2 = 1, yxy−1 = x−1+2n−2 〉, n 4.
Properties of such 2-blocks have been deeply investigated by many authors. The classical
results Brauer [4] and Olsson [15] had dealt with arithmetical properties; the number of isomor-
phism classes of simple B-modules is one, two, or three, depending on three or four possibilities
of inertia indices of particular subpairs. These subpairs will determine the cohomology algebra
of the block, as we shall see below.
Module theoretic approach had also been done; in particular, influenced by new discoveries
in representation theory of finite dimensional algebras, including the theory of Auslander–Reiten
sequences, theories of module categories of block algebras have been developed. In a series of
papers, tame blocks were classified up to Morita equivalence by K. Erdmann. Her substantial
and successive effort resulted in the comprehensive work [6], where the algebras of dihedral,
semidihedral, and generalized quaternion type were classified up to Morita equivalence. More
recently stable equivalences or derived equivalences between block algebras have been one of
major concerns. As for tame blocks Linckelmann [10] studied dihedral blocks. Subsequently,
T. Holm classified, almost completely, in [7] tame blocks up to derived equivalence; in particular,
2-blocks of tame type with common defect group having three isomorphism classes of simple
modules are derived equivalent.
One would expect then that such 2-blocks would have isomorphic cohomology algebras. In
fact this is the case, as our calculation will show.
Note, however, that the Morita equivalence or derived equivalence between block algebras
would not, in general, mean isomorphism of cohomologies of blocks. See Linckelmann [12] for
equivalences that are compatible with Brauer categories and therefore induce isomorphisms of
cohomology algebras.
Now, for calculation of cohomology algebras of blocks, we have to analyze inertia quotients
of subpairs. However, it will suffice to determine those of subpairs associated to subgroups sat-
isfying the condition in Lemma 2.1. Recall that the automorphism groups of these 2-groups are
2-groups except for Q3; OutQ3 is isomorphic with GL(2,2).
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CS(P ) P and AutP is not a 2-group
is conjugate to one of the following subgroups in S:
(i) 〈x2n−2 , y〉, 〈x2n−2 , xy〉, when S = Dn (n 3);
(ii) 〈x2n−3 , y〉, 〈x2n−3 , xy〉, when S = Qn (n 3);
(iii) 〈x2n−2 , y〉, 〈x2n−3 , xy〉, when S = SDn (n 4).
Let S be a defect group of the block B and (S, bS) a Sylow B-subpair.
3.1. Blocks with dihedral defect groups
In S = Dn (n 3), we let
E0 =
〈
x2
n−2
, y
〉
, E1 =
〈
x2
n−2
, xy
〉
.
These subgroups are isomorphic with the four-group. For i = 0,1 we let (Ei, bi) be the subpairs
contained in (S, bS). The cohomology algebras H ∗(G,B) of B are classified according to the
structures of the inertia quotients of the subpairs (Ei, bi), i = 0,1. Since NS(Ei) = 〈Ei, x2n−3〉
for i = 0,1, the inertia quotient NG(Ei, bi)/CG(Ei) contains NS(Ei)CG(Ei)/CG(Ei)  Z/2Z.
Lemma 3.2. For i = 0,1 the inertia quotient NG(Ei, bi)/CG(Ei) is isomorphic with either
AutEi  GL(2,2) or Z/2Z.
When B is the principal block, the following hold:
NG(E0, b0)/CG(E0)  GL(2,2) ⇔ y ∼G x2n−2 ,
NG(E1, b1)/CG(E1)  GL(2,2) ⇔ xy ∼G x2n−2 .
Therefore, following Asai and Sasaki [3], the cohomology algebras H ∗(G,B) are described.
Proposition 3.3. The cohomology algebra H ∗(G,B) is isomorphic with that of the principal
block of a finite group of
(i) [3, Case (1)] when both of the inertia quotients of the subpairs (E0, b0) and (E1, b1) are
isomorphic with GL(2,2);
(ii) [3, Case (2)] when one and only one of the inertia quotients of the subpairs (E0, b0) and
(E1, b1) is isomorphic with GL(2,2);
(iii) [3, Case (3)] when both of the inertia quotients of the subpairs (E0, b0) and (E1, b1) are
isomorphic with Z/2Z.
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Let n 4. In S = Qn, we let
R0 =
〈
x2
n−3
, y
〉
, R1 =
〈
x2
n−3
, xy
〉
.
These subgroups are isomorphic with the quaternion group of order 8. For i = 0,1 let
(Ri, bi) be the subpairs contained in (S, bS). The cohomology algebras H ∗(G,B) are clas-
sified according to the structures of the inertia quotients of the subpairs (Ri, bi), i = 0,1.
Because NS(Ri) = 〈Ri, x2n−4〉 for i = 0,1, the inertia quotient NG(Ri, bi)/RiCG(Ri) contains
NS(Ri)CG(Ri)/RiCG(Ri)  Z/2Z.
Lemma 3.4. For i = 0,1 the inertia quotient NG(Ri, bi)/RiCG(Ri) is isomorphic with either
OutRi  GL(2,2) or Z/2Z.
When B is the principal block, we have that
NG(R0, b0)/R0CG(R0)  GL(2,2) ⇔ 〈y〉 ∼G
〈
x2
n−3 〉
,
NG(R1, b1)/R1CG(R1)  GL(2,2) ⇔ 〈xy〉 ∼G
〈
x2
n−3 〉
.
The cohomology algebra H ∗(G,B) can be described, following Asai and Sasaki [3, appendix].
Proposition 3.5. Assume that n 4. The cohomology algebra H ∗(G,B) is isomorphic with that
of the principal block of a finite group of
(i) [3, appendix, Case (1)′] when both of the inertia quotients of the subpairs (R0, b0) and
(R1, b1) are isomorphic with GL(2,2);
(ii) [3, appendix, Case (2)′] when one and only one of the inertia quotients of the subpairs
(R0, b0) and (R1, b1) is isomorphic with GL(2,2);
(iii) [3, appendix, Case (3)′] when both of the inertia quotients of the subpairs (R0, b0) and
(R1, b1) are isomorphic with Z/2Z.
Remark 3.1. Unfortunately, in Asai and Sasaki [3, appendix, Case (2)′] a generator of the coho-
mology algebra is missing; the following is true:
H ∗(G, k)  k[χ, θ,λ]/(χ4),
where degχ = 1, deg θ = 3, degλ = 4.
When S = Q3, the cohomology algebras H ∗(G,B) are classified according to the structures
of NG(S,bS)/SCG(S).
Lemma 3.6. Assume that n = 3. Then it follows that
(i) H ∗(G,B) = H ∗(S, k)NG(S,bS).
(ii) NG(S,bS)/SCG(S) is isomorphic with either unique subgroup of OutS of order 3 or the
trivial subgroup.
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of the principal block of a finite group of
(i) [3, appendix, Case (1)′] when NG(S,bS)/SCG(S)  Z/3Z;
(ii) [3, appendix, Case (3)′] when NG(S,bS)/SCG(S) is trivial.
3.3. Blocks with semidihedral defect groups
In S = SDn (n 4) we let
E = 〈x2n−2 , y〉, R = 〈x2n−3 , xy〉.
The subgroup E is isomorphic with the four-group and the subgroup R is isomorphic with
the quaternion group of order 8. Let (E,bE) and (R,bR) be the subpairs contained in
(S, bS). The cohomology algebras H ∗(G,B) are classified according to the structures of
NG(E,bE)/CG(E) and NG(R,bR)/RCG(R). The inertia quotient NG(E,bE)/CG(E) contains
NS(E)CG(E)/CG(E)  Z/2Z because NS(E) = 〈E,x2n−3〉. Since NS(R) = 〈R,x2n−4〉, the in-
ertia quotient NG(R,bR)/RCG(R) contains NS(R)CG(R)/RCG(R)  Z/2Z. Thus we have
Lemma 3.8. It follows that
(i) NG(E,bE)/CG(E) is isomorphic with either AutE  GL(2,2) or Z/2Z.
(ii) NG(R,bR)/RCG(R) is isomorphic with either OutR  GL(2,2) or Z/2Z.
When the block B is the principal block, it follows that
NG(E,bE)/CG(E)  GL(2,2) ⇔ y ∼G x2n−2 ,
NG(R,bR)/RCG(R)  GL(2,2) ⇔ 〈xy〉 ∼G
〈
x2
n−3 〉;
therefore we can describe the cohomology algebras H ∗(G,B), following Sasaki [17].
Proposition 3.9. The cohomology algebra H ∗(G,B) is isomorphic with that of the principal
block of a finite group of
(i) [17, type I] when both of the inertia quotients of the subpairs (E,bE) and (R,bR) are
isomorphic with GL(2,2),
(ii) [17, type II] when the inertia quotient of the subpair (E,bE) is isomorphic with GL(2,2)
and that of the subpair (R,bR) is isomorphic with Z/2Z,
(iii) [17, type III] when the inertia quotient of the subpair (E,bE) is isomorphic with Z/2Z and
that of the subpair (R,bR) is isomorphic with GL(2,2),
(iv) [17, type IV] when both of the inertia quotients of the subpairs (E,bE) and (R,bR) are
isomorphic with Z/2Z.
Remark 3.2. In the propositions above the numbers l(B) of isomorphism classes of simple B-
modules are as follows:
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Proposition 3.3 (iii) (ii) (i)
Proposition 3.5 (iii) (ii) (i)
Proposition 3.7 (ii) does not occur (i)
Proposition 3.9 (iv) (iii), (ii) (i)
Neither Morita nor derived equivalence classes of blocks with two isomorphism classes of
simple modules have not been completely settled. See Erdmann [6] and Holm [7].
Remark 3.3. The 2-groups Dn, Qn and SDn have maximal cyclic subgroups. Such non-abelian
2-groups are these groups and
Mn(2) =
〈
x, y | x2n−1 = y2 = 1, yxy−1 = x1+2n−2 〉, n 4.
Wong [18] showed that a finite group with a Sylow 2-subgroup isomorphic with Mn(2) has a
normal 2-complement. In particular, the mod 2 cohomology algebra of such a finite group is iso-
morphic with that of Mn(2). The same is true for the cohomology algebras of blocks with defect
groups Mn(2). Namely suppose that a 2-block B of a finite group G has a defect group S isomor-
phic with Mn(2). Then, since no subgroup P of S with CS(P ) P has the automorphism group
AutP that is a 2-group, the cohomology algebra H ∗(G,B) is isomorphic with H ∗(Mn(2), k).
4. Cohomology algebras of 2-blocks with wreathed defect groups
In this section we deal with a block ideal B having a defect group S isomorphic with a
wreathed 2-group
Wn =
〈
a, b, t | a2n = b2n = t2 = 1, ab = ba, tat = b〉, n 2.
Arithmetic properties of such 2-blocks had been investigated by Külshammer [9] in detail; when
n = 2, the number l(B) of isomorphism classes of simple B-modules is one, two, or three, de-
pending on four possibilities of inertia indices of particular subpairs (U,bU ) and (V , bV ) below.
For n > 2, the number l(B) is one or two when the inertia index of (U,bU ) is two, whereas l(B)
seems to be still unknown when the inertia index of (U,bU ) is six.
Similarly, however, to tame blocks, these subpairs will determine the cohomology algebra
of the block. For calculation of the cohomology algebras, it will suffice to study the subpairs
associated to subgroups satisfying the condition in Lemma 2.1. Recall that the automorphism
group of the wreathed 2-group Wn is a 2-group.
Remark 4.1. The referee pointed out that the fusion system of a block with a wreathed defect
group is that coming from a principal block as well as tame block cases. Although this statement
would have not explicitly been made in the literature, the work [9] would have enough evidence.
The authors however would like to include somewhat detailed argument for wreathed blocks for
the convenience of the readers and for self-completeness of the paper, because this case would
be less familiar than tame cases.
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x = a2n−1 , y = b2n−1 , z = c2n−1 = xy,
e = xt, f = d2n−2(= (ab−1)2n−2),
U = 〈a, b〉, Q = 〈e, f 〉, V = 〈e, f, c〉.
The subgroup Q = 〈e, f 〉, is a quaternion group of order 8 and V = 〈x, t, c〉.
We know from Alperin, Brauer and Gorenstein [2, Lemma 3] that a subgroup P of the
wreathed 2-group S such that
CS(P ) P and AutP is not a 2-group
is either U or conjugate to V in S. We have also that |NS(P ) : P | = 2.
Let (S, bS) be a Sylow B-subpair; let (U,bU ) and (V , bV ) be the subpairs contained in
(S, bS). We have to investigate the action of the inertia groups of these subpairs on the restrictions
of the cohomology algebra H ∗(S, k) to the subgroups U and V .
Although the structures of the inertia quotients of the subpairs (U,bU ) and (V , bV ) were
described in Külshammer [9], we mimic the arguments in Brauer and Wong [5] and Alperin,
Brauer and Gorenstein [2] to analyze the structures of the inertia groups.
4.1. The inertia quotient of the subpair (U,bU )
Let us define automorphisms τ and ω of U as follows:
τ :
{
a → b,
b → a, ω:
{
a → b,
b → a−1b−1.
We see that 〈τ,ω〉  GL(2,2) ( S3). An automorphism ϕ of U induces the automorphism ϕ of
U/Φ(U), which is a four-group, defined by
ϕ :uΦ(U) → ϕuΦ(U).
The mapping
π : AutU → Aut(U/Φ(U)); ϕ → ϕ
is a splitting epimorphism of groups. We know that the kernel Kerπ is a 2-group and that
AutU = Kerπ  〈τ,ω〉.
Lemma 4.1. Identifying the inertia quotient NG(U,bU )/CG(U) of the subpair (U,bU ) with a
subgroup of AutU , the inertia quotient is either the group 〈τ 〉 or the conjugate χ 〈τ,ω〉 of the
group 〈τ,ω〉 by an element χ in Kerπ ∩C(τ).
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to NG(U,bU ) and the automorphism τ of U is the conjugation by t . A similar argument to the
proof of Brauer and Wong [5, Proposition 2A Case I] shows that SCG(U)/CG(U) is a Sylow
2-subgroup of NG(U,bU )/CG(U).
When the inertia quotient NG(U,bU )/CG(U) has an element of order 3, it induces a non-
trivial automorphism of U , which we denote by ω′: |ω′| = 3. Regarding NG(U,bU )/CG(U) as
a subgroup of AutU , we have that NG(U,bU )/CG(U) = 〈τ,ω′〉 and that
τω′τ = ω′ −1.
Mimicking the argument in the proof of [5, Proposition 2A Case I] again, we can choose a
generating set {s1, s2} of U such that
τ :
{
s1 → s2,
s2 → s1, ω
′:
{
s1 → s2,
s2 → s−11 s−12 .
Therefore, if we define an automorphism ρ of U by
ρ:
{
a → s1,
b → s2,
then we have that ρτ = τ and ρω = ω′. Because of AutU = Kerπ  〈τ,ω〉, the automorphism ρ
can uniquely be written as ρ = χζ for some χ in Kerπ and ζ in 〈τ,ω〉. Then, we see that
ζ τζ−1 = τ, χ · τχ−1τ−1 = 1.
Namely, either ζ = 1 or ζ = τ and χ ∈ Kerπ ∩ C(τ). Hence, we obtain that 〈τ,ω′〉 = χ 〈τ,ω〉,
χ ∈ Kerπ ∩C(τ). 
Proposition 4.2.
(i) When NG(U,bU )/CG(U)  Z/2Z, an arbitrary element σ in H ∗(S, k) satisfies the condi-
tion S(U).
(ii) When NG(U,bU )/CG(U)  GL(2,2), an element σ in H ∗(S, k) satisfies the condition
S(U) if and only if
ωresU σ = resU σ.
Proof. The subgroup 〈tCG(U)〉  NG(U,bU )/CG(U) acts trivially on the restriction
resU H
∗(S, k). The assertion (i) holds immediately. Suppose next that NG(U,bU )/CG(U) 
GL(2,2). Then we get for an element χ in Kerπ ∩ C(τ) that NG(U,bU )/CG(U) = χ 〈τ,ω〉.
Now the assertion (ii) holds because an arbitrary element in Kerπ acts trivially on the cohomol-
ogy algebra H ∗(U, k). 
Remark 4.2. It would be well known that if an automorphism ρ of a homocyclic p-group A
acts trivially on the Frattini quotient A/Φ(A), then the automorphism ρ acts trivially on the
cohomology algebra H ∗(A, k).
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Let us first recall the automorphism group of the quaternion group Q = 〈e, f 〉. Define auto-
morphisms ξ and η of the quaternion group Q by
ξ :
{
e → f,
f → e, η:
{
e → ef−1,
f → e.
Then we have
OutQ = 〈ξ InnQ,η InnQ〉  GL(2,2).
Next let us describe the automorphism group of the subgroup V = 〈e, f, c〉. The subgroups
Q = 〈e, f 〉 and 〈c〉 are both characteristic in V .
An automorphism ψ of Q can be extended to the automorphism ψ̂ of V by making ψ̂ act
trivially on 〈c〉; clearly the map
i : AutQ → AutV ; ψ → ψ̂
is an injective homomorphism of groups. Similarly, an automorphism γ of the center 〈c〉 can be
extended to the automorphism γ̂ of V by making γ̂ act trivially on Q; clearly the map
j : Aut〈c〉 → AutV ; γ → γ̂
is an injective homomorphism of groups. The automorphism group of the subgroup V is as
follows:
AutV = j(Aut〈c〉)× i(AutQ),
Aut〈c〉  j(Aut〈c〉), AutQ  i(AutQ),
|AutV | = 2n−1 · 4 · 6 = 2n+2 · 3,
InnV = i(InnQ), OutV = j(Aut〈c〉) InnV/ InnV × 〈̂ξ InnV, η̂ InnV 〉.
In the rest of this paper, the extension ψ̂ to V of an automorphism ψ of Q will be denoted
also by ψ .
The structure of the inertia quotient of the subpair (V , bV ) is as follows.
Lemma 4.3. Identifying the inertia quotient NG(V,bV )/VCG(V ) of the subpair (V , bV ) with a
subgroup of OutV , the inertia quotient is either 〈η2ξ InnV 〉 or 〈ξ InnV,η InnV 〉.
Proof. Following the argument in the proof of [2, Proposition 2], we see that∣∣NG(V,bV )/VCG(V )∣∣= 2 or 6.
Since NS(V ) = 〈V,a2n−2〉 is contained in the inertia group NG(V,bV ) and
a2
n−2
e = ef−1,
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NG(V,bV )/VCG(V ). Consequently, if |NG(V,bV )/VCG(V )| = 6, then it follows that
NG(V,bV )/VCG(V ) = 〈ξ InnV,η InnV 〉. 
Proposition 4.4.
(i) When NG(V,bV )/VCG(V )  Z/2Z, an arbitrary element σ in H ∗(S, k) satisfies the con-
dition S(V ).
(ii) When NG(V,bV )/VCG(V )  GL(2,2), an element σ in H ∗(S, k) satisfies the condition
S(V ) if and only if
ηresV σ = resV σ.
4.3. The cohomology algebras
Thus the cohomology algebras H ∗(G,B) are classified according to the structures of the
inertia quotients NG(U,bU )/CG(U) and NG(V,bV )/VCG(V ). We let
E = 〈x, y〉, F = 〈z, t〉.
When the block B is the principal block, we have that
NG(U)/CG(U)  GL(2,2) ⇔ NG(E)/CG(E)  GL(2,2),
NG(V,bV )/VCG(V )  GL(2,2) ⇔ E ∼G F ;
hence, following Okuyama and Sasaki [14], we can describe H ∗(G,B).
Theorem 4.5. The cohomology algebra H ∗(G,B) is isomorphic with that of the principal block
of a finite group of
(i) [14, Theorem 8.14(iv)] when both of the inertia quotients of the subpairs (U,bU ) and
(V , bV ) are isomorphic with GL(2,2),
(ii) [14, Theorem 8.14(ii)] when the inertia quotients of the subpair (U,bU ) is isomorphic with
GL(2,2) and that of the subpair (V , bV ) is isomorphic with Z/2Z,
(iii) [14, Theorem 8.14(iii)] when the inertia quotients of the subpair (U,bU ) is isomorphic with
Z/2Z and that of the subpair (V , bV ) is isomorphic with GL(2,2),
(iv) [14, Theorem 8.14(i)] when both of the inertia quotients of the subpairs (U,bU ) and (V , bV )
are isomorphic with Z/2Z.
5. Brauer correspondence
In this section we shall observe some relationships between the cohomology algebras of
blocks that correspond under Brauer correspondents. Kessar, Linckelmann, and Robinson [8,
Proposition 2.3] implies, in particular, that
Theorem 5.1. Let B be a block ideal of kG with defect group D. Let H be a subgroup of G such
that QCG(Q)  H  NG(Q) for some subgroup Q of D. Assume that H  NG(D) and let C
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H is a B-control subgroup, then we have H ∗(G,B) = H ∗(H,C).
Remark 5.1. [8, Proposition 2.3] also says that if H is a subgroup of G with NG(D)  H 
DCG(D) and C is a block of H associated with B . Then it follows that H ∗(G,B) ⊆ H ∗(H,C).
In this section we shall give some examples of the cohomology algebras of Brauer correspon-
dents in subgroups containing the normalizer NG(D) and define “transfer maps” or “corestric-
tion.”
We shall treat only the blocks whose defect groups are semidihedral and wreathed; the reason
for our treatment will be found in the last remark of this section.
In what follows we assume that p = 2.
5.1. Blocks with semidihedral defect groups
First we consider blocks with defect groups S isomorphic with a semidihedral group SDn
(n 4). We use the same notation as in Section 3.3.
Let K = NG(Z(S)). Then NG(S)K and NG(R)K . Let C be the Brauer correspondent
of B in K . Then we have by Theorem 5.1 that H ∗(G,B) ⊆ H ∗(K,C). We shall investigate
relationship between H ∗(G,B) and H ∗(K,C) in some more detail.
When we regard the Sylow B-subpair (S, bS) as a Sylow C-subpair in K , we denote it by
(S, b′S). Because (R,bR) ⊆ (S, b′S) and RCK(R) = RCG(R) we have that
NG(R,bR)/RCG(R) = NK(R,bR)/RCK(R).
On the other hand, note that CK(E) = CG(E) and therefore we see for the subpair (E,b′E) ⊆
(S, b′S) that b′E = bE and that
NK
(
E,b′E
)
/CK(E)  Z/2Z
since the elements y and x2n−2 are not conjugate in K . Thus we have two cases.
(i) When NG(E,bE)/CG(E)  GL(2,2), let g1 in NG(E,bE) act on E as g1x = z and
g1z = xz. Then we see that
H ∗(G,B) = {σ ∈ H ∗(K,C) | g1 resE σ = resE σ}.
(ii) When NG(E,bE)/CG(E)  Z/2Z, we have that H ∗(G,B) = H ∗(K,C).
In the rest of this subsection, we let assume that
NG(E,bE)/CG(E)  GL(2,2) and NG(R,bR)/RCG(R)  GL(2,2).
We shall define a transfer map. Recall that R = 〈x2n−3 , xy〉; we let e = xy and f = x2n−3 . Since
NG(R,bR)/RCG(R)  GL(2,2), there exists an element g2 in NG(R,bR) such that g2e = ef−1
and g2f = e. Then we have
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(ii) 〈x2n−4 , g2〉RCG(R)/RCG(R) = NG(R,bR)/RCG(R)  GL(2,2)
and the cohomology algebras of the blocks B and C are as follows:
H ∗(G,B) = {σ ∈ H ∗(S, k) | resE σ = resE g1σ, resR σ = resR g2σ},
H ∗(K,C) = {σ ∈ H ∗(S, k) | resR σ = resR g2σ}.
Lemma 5.2. It follows for σ in H ∗(S, k) that
(i) x2
n−3
resE
g1σ = g12 resE σ ;
(ii) x2
n−4
resR
g2σ = g22 resR σ .
Proof. (i) Because x2n−3g1CG(E) = g12x2n−3CG(E), we obtain
x2
n−3
resE
g1σ = x2n−3g1 resE σ = g12x2
n−3
resE σ = g12 resE σ .
(ii) Because x2n−4g2RCG(R) = g22x2n−4RCG(R), we obtain
x2
n−4
resR
g2σ = x2n−4g2 resR σ = g22x2
n−4
resR σ = g22 resR σ . 
Definition 5.1. We define linear transformations Γ and Δ of H ∗(S, k) by
Γ :σ → σ + trS resE g1σ, Δ :σ → σ + trS resR g2σ.
Lemma 5.2(i) implies that trS resE g1σ = trS resE g12σ , whence we may use g12 instead of g1
in the definition of Γ . Similarly we have trS resR g2σ = trS resR g22σ , whence we may use g22
instead of g2 in the definition of Δ.
If an element σ in H ∗(S, k) satisfies the stability condition S(E), then, obviously, Γ (σ) = σ ;
if an element σ in H ∗(S, k) satisfies the stability condition S(R), then, obviously, Δ(σ) = σ .
Lemma 5.3. We have for σ in H ∗(S, k) that
(i) the image Γ (σ) satisfies the stability condition S(E) for E: resE Γ (σ) = g1 resE Γ (σ);
(ii) the image Δ(σ) satisfies the stability condition S(R) for R: resR Δ(σ) = g2 resR Δ(σ). In
particular,
Γ :H ∗(S, k) → H ∗(K,C).
Proof. (i) It is enough to show that resE Γ (σ) = resE σ + g1 resE σ + g12 resE σ , which is
equivalent to resE trS resE g1σ = g1 resE σ + g12 resE σ . Now, Mackey double coset formula and
Lemma 5.2(i) together with the fact that NS(E) = 〈E,x2n−3〉 yield
resE trS resE g1σ = g1 resE σ + g12 resE σ +
∑
i i
trE res
E∩ xiE
xi resE
g1σ .Ex E,x /∈NS(E)
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xi resE
g1σ = 0 because the subgroup E is elemen-
tary abelian.
(ii) Similarly to (i), we are to show that resR trS resR g2σ = resR g2σ +g22 resR σ . Now, Mackey
double coset formula and Lemma 5.2(ii) together with the fact that NS(R) = 〈R,x2n−4〉 yield
resR trS resR g2σ = resR g2σ + g22 resR σ +
∑
RxiR,xi /∈NS(R)
trR res
R∩ xiR
xi resE
g2σ .
If xi /∈ NS(R), then we have R ∩ xiR = 〈x2n−3〉, whence trR resR∩ xiR x
i
resR
g2σ = 0. 
Definition 5.2. We let define a transfer map by
TrCS :H
∗(S, k) → H ∗(K,C); σ → σ + trS resR g2σ.
Then we obtain from Frobenius reciprocity law the following.
Proposition 5.4.
(i) We have the following commutative diagram:
H ∗(K,C) H ∗(K,C)
H ∗(S, k)
TrCS
.
(ii) (Reciprocity law) For σ in H ∗(S, k) and ζ in H ∗(K,C),
ζ TrCS σ = TrCS (ζσ ).
Lemma 5.5. The composite resE ◦ trS :H ∗(R, k) → H ∗(E, k) is the zero map. In particular, for
θ in H ∗(R, k), the trace trS θ satisfies the stability condition S(E).
Proof. Since the transfer map trE :H ∗(〈z〉, k) → H ∗(E, k) is the zero map, Mackey double
coset formula yields our assertion. 
Lemma 5.6. For ϕ in H ∗(E, k), the trace trS ϕ satisfies the stability condition S(R).
Proof. We have for a double coset RxiE that R ∩ xiE = 〈z〉 so that Mackey double coset formula
gives rise to
resR trS ϕ =
∑
RxiE∈R\S/E
trR res〈z〉 ϕ.
Then, because the element g2 centralizes 〈z〉, we obtain
g2 resR trS ϕ = resR trS ϕ,
resulting our assertion. 
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Δ ◦ Γ = Γ ◦Δ :σ → σ + trS resE g1σ + trS resR g2σ
(
σ ∈ H ∗(S, k)).
In particular, we have for σ in H ∗(S, k) that Δ ◦ Γ (σ) ∈ H ∗(G,B);
Δ ◦ Γ :H ∗(S, k) → H ∗(G,B).
Proof. Lemma 5.6 says that the trace trS resE g1σ satisfies the stability condition S(R) so that
we obtain
Δ ◦ Γ (σ) = Δ(σ)+ trS resE g1σ = σ + trS resR g2σ + trS resE g1σ.
On the other hand, Lemma 5.5 says that the trace trS resR g2σ satisfies the stability condition
S(E) so that we have
Γ ◦Δ(σ) = Γ (σ)+ trS resR g2σ = σ + trS resE g1σ + trS resR g2σ. 
Definition 5.3. Let us define transfer maps as follows:
TrBC :H
∗(K,C) → H ∗(G,B); ζ → ζ + trS resE g1ζ,
TrBS :H
∗(S, k) → H ∗(G,B); σ → σ + trS resE g1σ + trS resR g2σ.
Proposition 5.8.
(i) The following diagram commutes:
H ∗(G,B) H ∗(G,B)
H ∗(K,C) H ∗(K,C)
TrBC
H ∗(S, k)
TrCS
TrBS
.
(ii) (Reciprocity law)
(a) We have for ζ in H ∗(K,C) and θ in H ∗(G,B) that θ TrB ζ = TrB(θζ ).
(b) We have for σ in H ∗(S, k) and θ in H ∗(G,B) that θ TrB σ = TrB(θσ ).
Proof. (i) If an element ζ in H ∗(S, k) satisfies the stability condition S(E), then we get clearly
that Γ (ζ ) = ζ .
(ii) Since the element θ in H ∗(G,B) satisfies the stability conditions S(E) and S(R) (ordi-
nary) Frobenius reciprocity law leads us to our assertions. 
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and assume that
H ∗(H,C1) =
{
ζ ∈ H ∗(S, k) | resE ζ = resE ωζ
}
.
Let us define
TrC1S :H
∗(S, k) → H ∗(H,C1); σ → σ + trS resE g1σ,
TrBC1 :H
∗(H,C1) → H ∗(G,B); ε → ε + trS resR g2ε.
Then the facts similar to Propositions 5.4 and 5.8 hold.
5.2. Blocks with wreathed defect groups
In this subsection, we assume that a block B has a defect group S isomorphic with a wreathed
group Wn (n 2). We use the same notation as in Section 4.
Let H = NG(E). Then NG(S)  NG(U)  H . Let C1 be the Brauer correspondent of B
in H . When we regard the Sylow B-subpair (S, bS) as a Sylow C-subpair in H , we denote it by
(S, b′S). Because of (U,bU ) ⊆ (S, b′S) and CH(U) = CG(U) we see that
NG(U,bU )/CG(U) = NH(U,bU )/CH (U).
On the other hand, we have for the subpair (V , b′V ) ⊆ (S, b′S) that
NH
(
V,b′V
)
/VCH (V )  Z/2Z
since the subgroups E and F are not conjugate in H . Thus we have
(i) H ∗(G,B) ⊂ H ∗(H,C1) when NG(V,bV )/VCG(V )  GL(2,2);
(ii) H ∗(G,B) = H ∗(H,C1) when NG(V,bV )/VCG(V )  Z/2Z.
On the other hand, if we consider the subgroup K = NG(Z(S)), then, C2 being the Brauer
correspondent of B in K , similar arguments show that
(iii) H ∗(G,B) ⊂ H ∗(K,C2) when NG(U,bU )/CG(U)  GL(2,2);
(iv) H ∗(G,B) = H ∗(K,C2) when NG(U,bU )/CG(U)  Z/2Z.
In the rest of this subsection we assume that
NG(U,bU )/CG(U)  GL(2,2), NG(V,bV )/VCG(V )  GL(2,2)
and we shall construct transfer maps. In this case the cohomology algebras of the blocks B , C1,
and C2 are as follows:
H ∗(G,B) = {σ ∈ H ∗(S, k) | resU σ = resU ωσ, resV σ = resV ησ},
H ∗(H,C1) =
{
σ ∈ H ∗(S, k) | resU σ = resU ωσ
}
,
H ∗(K,C2) =
{
σ ∈ H ∗(S, k) | resV σ = resV ησ
}
.
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respectively. Then recall that
(i) 〈t, g1〉CG(U)/CG(U) = NG(U,bU )/CG(U)  GL(2,2),
(ii) 〈a2n−2 , g2〉VCG(V )/VCG(V ) = NG(V,bV )/VCG(V )  GL(2,2).
Lemma 5.9. We have for σ in H ∗(S, k) that
(i) t resU g1σ = g12 resU σ ;
(ii) a2
n−2
resV
g2σ = g22 resV σ .
Proof. (i) Because tg1CG(U) = g12tCG(U), we obtain
t resU
g1σ = tg1 resU σ = g12t resU σ = g12 resU σ .
(ii) Because a2n−2g2VCG(V ) = g22a2n−2VCG(V ), we obtain
a2
n−2
resV
g2σ = a2n−2g2 resV σ = g22a2
n−2
resV σ = g22 resV σ . 
Definition 5.4. Let us define linear transformations Γ and Δ of H ∗(S, k) as follows:
Γ :σ → σ + trS resU g1σ, Δ :σ → σ + trS resV g2σ.
Lemma 5.9(i) implies that trS resU g1σ = trS resE g12σ so that we can use g12 instead of g1 in
the definition of Γ . Similarly, the element g22 can be used instead of g2 in the definition of Δ.
If an element σ in H ∗(S, k) satisfies the stability condition S(U), then we obtain immediately
that Γ (σ) = σ ; if an element σ in H ∗(S, k) satisfies the stability condition S(V ) then we get
clearly that Δ(σ) = σ .
Lemma 5.10. It follows for an element θ in H ∗(V , k) that
resV trS θ = θ + a2
n−2
θ.
Proof. Because NS(V ) = 〈V,a2n−2〉, we have by Mackey double coset formula that
resV trS θ = θ + a2
n−2
θ +
∑
V aiV ,ai /∈NS(V )
trV res
V∩ ai V
aiθ .
If ai /∈ NS(V ), then we get that V ∩ aiV = 〈c, f 〉, whence trV resV∩ aiV a
i
θ = trV res〈c,f 〉 ai θ = 0
since the element ai centralizes the group 〈c, f 〉. 
Lemma 5.11. For an element σ in H ∗(S, k) the following hold.
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have
Γ :H ∗(S, k) → H ∗(H,C1).
(ii) The image Δ(σ) satisfies the condition S(V ): resV Δ(σ) = resV g2Δ(σ); in particular, we
have
Δ :H ∗(S, k) → H ∗(K,C2).
Proof. (i) Lemma 5.9(i) and Mackey double coset formula yield that
resU Γ (σ) = resU σ + g1 resU σ + g12 resU σ .
(ii) Lemmas 5.10 and 5.9(ii) together with Mackey double coset formula give rise to
resV Δ(σ) = resV σ + g2 resV σ + g22 resV σ . 
Definition 5.5. Let us define transfer maps as follows:
TrC1S :H
∗(S, k) → H ∗(H,C1); σ → σ + trS resU g1σ,
TrC2S :H
∗(S, k) → H ∗(K,C2); σ → σ + trS resV g2σ.
The transfer maps TrC1S and Tr
C2
S have properties similar to Proposition 5.4.
Lemma 5.12. It follows for ϕ in H ∗(U, k) that resU trS resV g2 trS ϕ = 0. In particular, the trace
trS resV g2 trS ϕ satisfies the stability condition S(U).
Proof. We have by Mackey double coset formula that
trS resV g2 trS ϕ = trS resg2U0 g2ϕ.
Since g2U0 = 〈c, e〉, we see that S = U · g2U0 and U ∩ g2U0 = 〈c〉. Therefore we obtain
resU trS resg2U0
g2ϕ = trU res〈c〉 g2ϕ = trU res〈c〉 ϕ = 0. 
Lemma 5.13. We have for an element σ in H ∗(S, k) that
Γ ◦Δ ◦ Γ :σ → σ + trS resU g1σ + trS resV g2σ
+ trS resU g1
(
trS resV g2σ
)+ trS resV g2(trS resU g1σ ).
Proof. We have for σ in H ∗(S, k) that
Γ ◦Δ ◦ Γ (σ) = Γ (σ + trS resU g1σ + trS resV g2σ + trS resV g2(trS resU g1σ )).
Then Lemma 5.12 implies our assertion. 
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Γ ◦Δ ◦ Γ ◦Δ = Δ ◦ Γ ◦Δ ◦ Γ.
In particular, we have for σ in H ∗(S, k) that Δ ◦ Γ ◦Δ ◦ Γ (σ) ∈ H ∗(G,B);
Δ ◦ Γ ◦Δ ◦ Γ :H ∗(S, k) → H ∗(G,B).
Proof. We have for σ in H ∗(S, k) that
Γ ◦Δ ◦ Γ ◦Δ(σ)
= Γ ((σ + trS resU g1σ )+ ( trS resV g2σ + trS resU g1(trS resV g2σ ))
+ trS resV g2
(
trS resU g1σ
)+ trS resV g2(trS resU g1(trS resV g2σ ))).
Applying Lemma 5.12 to resU g1σ and resU g1(trS resV g2σ), we see that both of the traces
trS resV g2(trS resU g1σ) and trS resV g2(trS resU g1(trS resV g2σ)) satisfy the stability condition
S(U) so that the right-hand side of the above equals to
σ + trS resV g2σ + trS resU g1σ + trS resV g2
(
trS resU g1σ
)
+ trS resU g1
(
trS resV g2σ
)+ trS resV g2(trS resU g1(trS resV g2σ )).
On the other hand, Lemma 5.13 yields
Δ ◦ Γ ◦Δ ◦ Γ (σ)
= σ + trS resV g2σ + trS resU g1σ + trS resV g2
(
trS resU g1σ
)
+ trS resU g1
(
trS resV g2σ
)+ trS resV g2(trS resU g1(trS resV g2σ )).
Consequently, we obtain Γ ◦Δ ◦ Γ ◦Δ = Δ ◦ Γ ◦Δ ◦ Γ , as desired. 
Definition 5.6. Let us define transfer maps as follows:
TrBS :H
∗(S, k) → H ∗(G,B); σ → Δ ◦ Γ ◦Δ ◦ Γ (σ) (= Γ ◦Δ ◦ Γ ◦Δ(σ)),
TrBC1 :H
∗(H,C1) → H ∗(G,B); ε → Δ ◦ Γ ◦Δ(ε),
TrBC2 :H
∗(K,C2) → H ∗(G,B); ζ → Γ ◦Δ ◦ Γ (ζ ).
The following equations hold:
TrBC1 ◦TrC1S = TrBC2 ◦TrC2S = TrBS .
These maps have properties similar to Proposition 5.8.
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Γ ◦Δ ◦ Γ ◦Δ = Δ ◦ Γ ◦Δ.
Then one would expect that the following would hold:
Δ ◦ Γ ◦Δ ◦ Γ = Γ ◦Δ ◦ Γ.
However this is not the case. To show counter examples we describe the cohomology algebra
H ∗(S, k) of the wreathed 2-group S.
Künneth theorem says that H ∗(U, k)  H ∗(〈a〉, k) ⊗ H ∗(〈b〉, k). We let for i = 1,2, αi and
βi in Hi(U, k) be the elements that corresponds to the standard generators of H ∗(〈a〉, k) and
H ∗(〈b〉, k), respectively, under the isomorphism above. Then regarding H 1(U, k) as Hom(U, k),
we have α1 = a∗ and β1 = b∗. We let, moreover,
ζ1 = trSU (α1) ∈ H 1(S, k), τ1 = t∗ ∈ H 1(S, k),
ζ2 = trSU (α2) ∈ H 2(S, k), ν2 = normS(α1) ∈ H 2(S, k),
ζ3 = trSU (α1α2) ∈ H 3(S, k), ν4 = normS(α2) ∈ H 4(S, k).
Then the cohomology algebra H ∗(S, k) is presented as follows:
H ∗(S, k) = k[ζ1, τ1, ζ2, ν2, ζ3, ν4]
with relations
ζ 21 = τ1ζ1 = 0, τ1ζ2 = ν2ζ1 = 0,
ν22 = τ1ζ3 = ζ1ζ3 − ζ2ν2 = 0, ν2ζ3 = 0, ζ 23 = 0.
The followings are the counter examples:
Γ ◦Δ ◦ Γ (τ 31 )= ζ1ζ2 + ζ3,
Δ ◦ Γ ◦Δ ◦ Γ (τ 31 )= ζ1ζ2 + ζ3 + τ1ν2
and
Γ ◦Δ ◦ Γ (τ 51 )= ζ1ζ 22 + ζ2ζ3 + ζ1ν4,
Δ ◦ Γ ◦Δ ◦ Γ (τ 51 )= ζ1ζ 22 + ζ2ζ3 + ζ1ν4 + τ 31 ν2.
These facts are verified by analysis of the cohomology algebras of the subgroups U and V
and by investigation of the restriction maps, the transfer maps and the conjugation maps.
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than dihedral and quaternion defect cases. In semidihedral case we have considered subgroups
which are isomorphic with a four-group and a quaternion group; in wreathed defect case we have
considered a homocyclic subgroup and a central product of generalized quaternion group and a
cyclic group. On the other hand, in dihedral defect case we have to consider two four-subgroups;
in (generalised) quaternion case we have to consider two quaternion subgroups. Transfer maps
for cohomologies of blocks with dihedral and quaternion defect groups are easily constructed by
imitating our argument for semidihedral defect case.
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