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The computer vision literature abounds with individual algorithms to perform such operations as 
discounting the illuminant, edge thinning, and boundary completion. Integration of such 
operations into more complex processing schemes often leads to unpredictable interactions between 
the different modules, producing unreliable results. The study of natural vision mechanisms 
suggests a synergistic parallel approach to overcome this problem. We have investigated one such 
biologically motivated vision model, the Boundary Contour System (BCS) and Feature Contour 
System (FCS) [3,4,5], to examine how it integrates multiple diverse processing operations in a 
synergistic manner. This led to the development of the Multi-Resonant BCS (MRBCS) which is 
an adaptation of the BCS, modified to perform practical image processing. 
Motivation 
Image processing techniques developed in recent decades have been successful in the area of image 
enhancement and preprocessing. When extended to image understanding and pattern recognition, 
however, the results have been surprisingly disappointing, especially when applied to natural 
imagery, under natural illumination and with unexpected shadows. Many of the problems stem 
from the fundamental ambiguities inherent in reflected light imagery. The light intensity reflected 
from an object is not only a function of the properties of the illumination source such as intensity, 
color, diffuseness, and direction, but also a function of the object's surface angle, color, 
reflectance and texture. These components are inextricably intertwined, making it impossible to 
extract geometrical and surface quality information from that object using reflected light intensity 
alone. Techniques that detect spatial patterns of light, such as edge detection, provide a more 
robust approach to pattern recognition than using absolute intensity. This is only a partial solution 
however since there is no way to determine, a priori, whether an edge in a visual scene is a part of 
the outline of a solid object, a change in reflectance on a smooth object, or only a cast shadow on a 
uniform object. Biological vision systems handle this overwhelming level of ambiguity with 
incredible ease and reliability, even in relatively simple animals. This has led image analysts in 
recent years to investigate some of the ideas of modelers of cognitive processing who are 
attempting to unravel the complex and elegant machinery of natural vision. 
The nature of biological image processing algorithms has remained a mystery, even into recent 
decades when some of the neural connection topologies came to be known in some detail. Much 
of the mystery has been due to the alien nature of these architectures, at least from the perspective 
of conventional image processing algorithms. Neurophysiological evidence shows massively 
branching and overlapping signal pathways with multiple lateral connections and numerous 
feedback loops. The mystery obscuring these connection topologies is beginning to clear with the 
advent of an understanding of certain fundamental principles of neural processing. Neural network 
models imitate the parallel and branching pathways found in nature. On-center off-surround 
models [1] achieve interesting properties such as normalization through lateral connections, and 
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resonant feedback models such as the Adaptive Resonance Theory [2] demonstrate one possible 
function of the multiple feedback pathways seen throughout the brain. 
In addition to neurophysiological data, another source of information on visual processing in the 
brain is psychophysical data. Grossberg & Mingolla have made significant advances in correlating 
psychophysical findings with neural models in a manner consistent with neurophysiology. The 
BCS and FCS models are based largely on psychophysical data including data on perceptual 
illusions. The underlying philosophy is that when exploring the functional architecture of a 
complex mechanism it is instructive to study how the mechanism fails in performing its task, as 
well as how it succeeds. A model that not only reproduces the functionality but also the failure 
modes of a system reflects a deeper commonality of architecture. The BCS/FCS combination 
provides an elegantly simple idea that explains a large body of psychophysical data. Although the 
model is primarily a behavioral one, many elements of the model correspond closely to the known 
neurophysiology of the retina and visual cortex. 
Since Grossberg et al.'s BCSIFCS was modeled on solid psychophysical and physiological 
evidence, and particularly since it successfully predicts several visual phenomena which have 
eluded explication by other models, this model can be viewed with some confidence as being an 
accurate representation of certain aspects of the mechanism of natural vision. Consequently, study 
of the functional architecture of this model can be used to elucidate certain principles of natural 
vision, in the hope of discovering those properties of natural vision that account for the robustness 
and flexibility that is so difficult to achieve with artificial image processing techniques. Indeed, 
several such properties have been discovered in this model which are of direct interest for image 
processing applications. These include discounting of the illuminant, enhanced spatial definition of 
visual edges, disambiguation between competing edges, completion of broken boundaries, and 
brightness labeling of contiguous regions. It has also become clear that many of these properties 
cannot be achieved independently, but that a synergistic and parallel approach, as seen in the 
model, must be employed in order to achieve these goals without introducing artifacts. 
Discounting the illuminant is the process of extracting surface reflectance information from 
reflected light imagery by removing the component of uneven illumination. In the BCS this is 
achieved by recording relative light intensity instead of absolute luminance at an early stage of 
processing. Enhanced spatial definition of visual edges is achieved by use of competitive 
mechanisms in order to remove the spatial ambiguity of blurred or smoothed edges, which fixes 
their location to single pixel resolution at the point of maximal gradient. Oriented edge detectors 
give a graded response through a wide range of orientations, which creates an uncertainty about the 
exact orientation at any image location. This problem is minimized in the BCS by a competitive 
interaction between different oriented responses at each image location. Broken or noisy 
boundaries are completed by the BCS when such completion is compatible with local image 
constraints. Finally, a fonn of featurallabeling is performed by the FCS in which enclosed 
boundaries are labeled or segmented by filling the enclosed region with a brightness value that is a 
spatial average of the contrast with neighboring segments around the entire perimeter. 
The original motivation for our implementation of the BCS model was to explore the effects of this 
model as an image processing algorithm rather than to reproduce specific visual illusions [14]. To 
this end, we applied it to normal images of natural scenes rather than to synthetic images of test 
patterns. The stages of the algorithm were examined individually to observe the effect that each 
stage had on the image, and the results were evaluated on the basis of what was expected from our 
knowledge of the BCS model. In the process, it was found that certain stages did not seem to 
perform as effectively as possible, and in such cases, the algorithm was modified in order to best 
achieve the results expected of that stage. In doing so, we believe that the fundamental principles of 
the BCS model were not violated, and although exhaustive tests were not performed, we believe 
-2-
CAS/CNS-TR-91-017 MRBCS S. Lehar and A. Worth 
that our modified algorithm is equally capable of reproducing the illusions. Indeed our work with 
natural imagery inspired certain extensions and enhancements; in particular the increased feedback 
and the introduction of specific end stop f!ltering, which we believe to be a more complete model 
of the physiology of the natural system. Nevertheless, the basic functionality of our algorithm is 
fundamentally similar to the BCS, even if it differs in certain details. 
The sections that follow describe our model, the MRBCS, and show how its architecture relates to 
natural vision and how the MRBCS exhibits the desirable properties of natural vision processing 
mentioned above. In each section, we describe an important aspect of the biological system, show 
how it is implemented in the model, and demonstrate its effect on natural images. Figure 1 shows 
an overview of the MRBCS neural model, and Figures 2 through 4 illustrate the processing stages 
of our simulation. A detailed description of the equations used in the simulations is given in the 
appendix. 
STOP COOP 
Complex Cells lee e e e el...,..le e e e eel 
+t +t 
Simple Cells lee e e e e e e e e e e e eel ORI 
+ t 
Center-Surround Cells lo e e e e e e e eo e e e e ol DOC, SUMZ and FCS 
+ Retina lee e e e 0 0 0 e e e 0 e eel ORIG 
Figure 1 MRBCS model: This is an overview of the MRBCS model showing the relationship between the 
processing stages of tl1e simulation (labeled above and to the right) and tl1e corresponding neurophysiology, (labeled 
in italics on the left). The model describes a parallel analog network with resonant feedback between all the layers in 
order to achieve parallel optimization of tl1e multiple constraints in effect at each layer. TI1e output of the model can 
be extracted from either end, "high level" feature extraction is provided at the top with the STOP and COOP images, 
and an "enhanced image" representation is available at the FCS level, which responds simultaneously to the 
influences of the top-down feature detection and the bottom-up input from the retina. 
B 
F 
-1 
A 
Figure 2 Convolution from image A to image B through filter F involves computing the sum of the products at 
each pixel in A of tl1e values in B times tl1e value of tllC corresponding filter elements. This computation which is a 
common operation in image processing is equivalent to the transformation performed by a neural receptive field F 
from neural layer A to layer B. The reverse transfonnation through a receptive field p-1 with the same pattern of 
synaptic wieghts but a reverse direction of propagation is computationally equivalent to a forward convolution from 
- 3 -
CAS!CNS-TR-91-0 17 MRBCS S. Lehar and A. Worth 
image B to image A through a filter F-1, whose values are a mirror reflection of those in the original filter, i.e. F~:Y 
= F.x,-y· 
COOP 
Filter 
~) I~ ORI ~ Filter COOP J Image .r} ORIG DOC -.:!:!A. ORI ~+ Image Image Image 
- ~ STOP 
. il "'· Image 
FCS 
FCS SUMZ ~SUMZ) Image Image STOP 11 ~
Filter 
Figure 3 MRBCS simulation block diagram: This is an overview of the data flow in the MRBCS simulation. 
The convolution operation is symbolized by an asterisk symbol, and the inverse convolution is shown as an inverted 
(white on black) asterisk. Images and filters tlmt contain multiple orientation planes are indicated by boxes in depth. 
In the neural model tl1e DOC, SUMZ and FCS operations all occur in the same neural layer through bottom-up, top-
down and recurrent interactions respectively; in the simulation these processing stages are computed in separate 
images. 
Processing in the Retina 
Rods and cones are the light sensitive elements in the retina These cells project via interneurons to 
ganglion cells, whose long axons send the visual signal up the optic nerve to the brain. Early 
experimental recordings from the ganglion cells of animals revealed the surprising fact that these 
cells generally show no response when a bright light is shining in the animals eye. Further 
experiments showed that each ganglion cell is sensitive to patterns of light in a small region of rods 
and cones on the retina. This region is called the neuron's receptive field. If the field receives 
uniformly dark or unifonnly bright light, the cell does not respond. A response in these cells is 
only observed when there is a spatial or temporal discontinuity of light intensity within their 
receptive fields. Some cells, known as on-center off-sun·ound cells, fire maximally when light 
intensity is greater at the center than at the periphery of their receptive fields. Complimentary off-
center on-surround cells also exist. Center-surround cells of either polarity can thereby detect a 
luminous edge that crosses the receptive field. Still other cells, known as onset cells, respond to a 
sudden increase in light intensity, while complementary offset cells respond to a luminance 
decrease. 
These various cell types indicate that the visual signal that is passed from the eye to the brain is 
unlike a signal from a television camera in that it is already heavily pre-processed. It not only 
extracts spatial and temporal change, but also discards the uniform or steady component of the 
signal. The fact that this first stage of visual processing is ubiquitous in natural vision systems 
(even across species as diverse as man, cat, and horseshoe crab), suggests that nature has 
discovered an important principle of vision; that absolute light intensities are not as reliable a guide 
to recognition of patterns in the visual world as are the spatial or temporal derivatives of intensity. 
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Figure 4 Mathematical Form of Convolving Filters: The OR! filter takes the form of a Gabor function which is 
the product of a sinusoid in the oriented direction (a) and an isotropic exponential (b). 11>e resulting filter (c) is 
applied at various orientations to detect oriented edges. The COOP filter is composed of a difference of Gaussian in 
the orthogonal direction (d) which performs sharpening, and a Gaussian in the oriented direction (e) which performs 
blurring. The resulting "pinching" filter is shown in (f). The STOP filter is composed of a cusp term in the 
oriented direction (h) which is a difference of two similar Gaussians that are slightly displaced in the oriented 
direction. The cusp term is multiplied by an orthogonal difference of Gaussians (g) producing fhe end stop detector 
(i). 
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This physiological evidence is confinned by the psychophysical finding that people and animals 
display a remarkable insensitivity to the absolute intensity or color of objects, though they are 
exquisitely sensitive to relative brightness or color contrast across a boundary (cf. Land [6]). The 
simplest example of this phenomenon is illustrated by the brightness contrast illusion of Figure 5 
where the perceived brightness of the central region is influenced primarily by contrast with the 
surrounding region. 
Figure 5 Brightness Contrast Illusion: The small squares in the center of the large black and white squares are 
actually the same luminance, although contrast with their immediate surround results in different perceived 
brightness. Psychophysical experiments show that the grey square in the middle of the black background is 
perceived a' brighter than tl1e grey square in the white background. 
While the physiological and psychophysical evidence cited above demonstrates the need for a 
center-surround processing stage, in our simulation we dispensed with its explicit computation and 
achieve a similar result by reverse convolution of the oriented (ORI) image from the next 
processing stage as described below (see appendix). The resultant direction-of-contrast (DOC) 
image (see Results, Plate 1) differs from a center-surround image only in that the boundaries are 
sharper and more clearly defined, as would have occurred with the center-surround image after the 
first feedback iteration. The DOC image combines the representation of both the on-center off-
sunound and the off-center on-surround cells by representing the off center responses as negative 
values. Since real neurons cannot have negative firing rates, they can only represent either positive 
or negative values, thus necessitating separate channels in the natural system. 
Boundaries and Regions in the Visual Cortex 
Despite evidence that absolute intensity is ignored in the brain, we are clearly conscious of more 
than just edges, since we subjectively perceive luminous intensities and colors within the 
boundaries of objects. How can intensity be perceived when this information is discarded by the 
ganglion cell processing? Grossberg eta/. argue that perception of luminosity within boundaries is 
reconstructed from contrast information obtained only at the boundaries by a process of featural 
filling in [5]. The edges define the boundaries ofregions, as represented in the boundary contour 
system (BCS), and such regions are "tagged" or "labeled" by the feature contour system (FCS) 
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into segments of approximately uniform brightness. The mechanism of this labeling is a process 
of featural flow; a spatial diffusion of color or intensity within boundaries. 
The fact that this kind of boundary/diffusion process occurs in natural vision is indicated by a 
number of visual illusions, such as neon color spreading [7,8] where color is perceived in a region 
of an image where there actually is no color. For this illusion, the model shows how color can 
flow to a non-colored region from an adjacent region due to a breakdown in the boundary 
structure. The BCS/FCS provides a mechanism to explain these phenomena. The BCS/FCS 
combination also provides a neural mechanism for the Land [6] data which shows that perception 
of colored regions depends on the color contrast with adjacent regions. Perhaps the most striking 
evidence for the FCS diffusion process is provided by the Y arb us [9] experiments where image 
edges that are stabilized on the retina (and thus are rendered imperceptible) allow perceived colors 
to freely diffuse between adjacent regions. 
A mechanical analog might be useful for understanding the dynamics of the FCS diffusion. 
Consider a system of shallow ponds separated by a network of semi-permeable dikes which 
restrict the flow of water between adjacent ponds (see Figure 6). The rate of flow of water through 
a dike is proportional to the difference in water level across that dike. The water here represents 
the color or brightness information; shallow for dark regions, and deep for light regions. The 
dikes represent the boundary image; restricting the flow of color wherever contrast is observed on 
the retina. The direction of contrast information can be represented by pumps built in to the dikes 
that move water across the dike in a direction and at a rate proportional to the magnitude and 
direction of contrast detected at the retina. Consider an image consisting of a light square on a dark 
background. This image would stimulate a square boundary on the retina, with a dark-to-light 
contrast across that boundary from outside to inside. In our mechanical analog this would mean a 
dike enclosing a square region with pumps which move water from outside to inside around the 
whole periphery. As the pumps begin to raise the water level inside the square, water will begin to 
diffuse through the dike from inside to outside at a rate proportional to the difference in level, until 
a dynamic balance is established with the rate of flow inward due to pumping being exactly 
balanced by the rate of flow outward by diffusion through the dike. This analogy explains how the 
model performs the reconstruction of the colored regions of the image solely from information at 
the boundru.y. Within any enclosed boundary the water seeks a uniform level, and the final level is 
a spatial average of the contrast with surrounding ru.·eas around the entire perimeter. 
Pump Pump 
Figure 6 Mechanical Analog of Fcatural Filling-in: The retina detects visual boundaries and the contrast across 
those boundaries, but is insensitive to regions of uniform color or illumination. The fact that we perceive color in 
uniform regions can be explained by a diffusion model like this one. The dikes represent visual boundaries that 
restrict the flow of color (or intensity) which is represented by deptl1 of water. TI1e contrast across those boundaries 
is represented by pumps built in to tl1e dikes which transfer water across the dike in a direction, and witl1 a magnitude 
proportional to the direction of contrast across the boundary. By this mechanism water tends to reach a uniform 
level within enclosed boundaries. (See the text for more details.) 
-7-
CAS/CNS-TR-91-017 MRBCS S. Lehar and A. Worth 
In the MRBCS, there are two inputs to the FCS; the direction of contrast (DOC) image and the 
boundary image (SUMZ), which has positive values at all image edges regardless of direction of 
contrast. The DOC image provides the color contrast information across the boundaries which 
fuels the diffusion process, whereas the boundary image provides the diffusion bounds. At the 
boundaries, the rate of diffusion is greatly reduced, thus serving to contain the colors enclosed by 
those boundaries. Within the boundaries color flows freely and thus equilibrates to a near uniform 
value. Plates 4 and 5 show the results of FCS processing in our simulations. 
Although the BCS provides boundary information for the FCS, Grossberg eta/. argue that such 
boundaries are not directly visible as perceptible edges, but are only rendered visible by their 
influence on the FCS [3]. The FCS thus serves as the perceptual "canvas" on which the subjective 
visual world is "painted" by BCS and FCS operations. Boundaries can nevertheless become 
conscious percepts in grouping phenomena. 
Orientational Tuning in the Visual Cortex 
Beck studied perceptual grouping in patterns like Figure 7 and derived certain empirical grouping 
laws [10,11]. Note that these groupings are consciously perceptible and yet invisible, in that there 
is no observed brightness difference between grouped and ungrouped features. A key 
characteristic of Beck's grouping phenomena is the cooperative and competitive interactions 
between oriented edges. The fact that edges interact on the basis of their orientations suggests that 
detectors must exist in the cortex for oriented edges. 
l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/ 
l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/ 
l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/ 
l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/ 
l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/ 
l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/ 
l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/ 
l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/ 
/l/l/l/l/l/l/l/l/l/1/l/l/l/l/l/l/l/1/l/l/l/l/l/1 
l/l/l/l/l/l/1/l/l/l/l/l/l/l/l/1/l/l/l/l/l/l/l/l/ 
/l/l/l/l/l/l/l/l/l/1/l/1/1/l/l/l/l/l/l/l/l/l/l/l 
l/l/l/l/l/l/l/l/l/1/l/1/l/l/l/l/l/l/l/l/l/l/l/l/ 
/l/l/l/l/l/l/l/l/l/l/l/l/l/l/1/l/l/l/l/l/1/l/l/1 
l/l/l/l/l/l/l/1/l/1/l/l/l/l/l/l/l/l/l/l/l/l/l/l/ 
/l/1/l/l/l/l/l/l/l/l/l/l/1/l/l/l/l/l/l/l/l/l/l/l 
l/1/1/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/l/ 
/l/l/l/l/l/l/l/l/l/1/l/1/l/l/l/l/l/l/l/l/l/l/l/l 
l/1/l/l/l/1/l/l/l/l/l/l/l/l/l/1/l/l/l/l/l/1/l/1/ 
Figure 7 Cooperative and Competitive Grouping: Beck [12] studied patterns such as this to determine why lines 
tend to group in some cases (such as the vertical lines at tl1e top of the figure) and not in others (as the vertical lines 
at the bottom), even though the statistical properties of the two regions are the same. He derived certain empirical 
grouping laws in which the orientations of the lines play a major role in the grouping process. Specifically, lines 
tend to group when parallel and aligned, but not if a competing orientation lies between them. Significantly, such 
grouping phenomena are "invisible" in that the brightness of grouped and ungrouped features is the same. The 
grouping relations are nevertheless perceptible. 
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This assertion has been confirmed by single cell recordings from the visual cortex of cats and 
monkeys. Hubel and Wiesel [12] have found cells which respond maximally to visual edges at 
specific orientations. Such responses can be accounted for by asymmetrical receptive fields, 
excitatory in one direction and inhibitory in another, much like an image processing edge detector. 
They found other cells that respond to oriented edges of either polarity, for example any vertical 
edge whether light-to-dark or dark-to-light. Grossberg et al. note that interactions between 
perceptual boundaries are insensitive to direction of contrast, as illustrated by the reverse contrast 
Kanizza square in Figure 8, so the BCS includes a rectification stage for removing direction-of-
contrast sensitivity. This can be accomplished by combining input from oriented cells of parallel 
orientations but opposite direction of contrast. 
Figure 8 Reverse Contrast Kanizza Square: Cooperative interactions between the straight line segments produce a 
percept of a completed boundary between them. The illusory line is generated by a dark to light transition between 
black and gray at the top of the figure, and a a light to dark transition between white and gray at the bottom. The 
significance of the illusion is that it indicates that cooperative interactions can occur between edges of opposite 
direction of contrast 
To begin the orientation computations, our simulations convolve the input image with oriented 
Gabor filters at six orientations in 30 degree increments from 0 to 150 degrees. This produces six 
orientated edge (ORI) images, shown in Plate 2. These six images actually represent twelve 
orientations from 0 to 360 degrees by again allowing negative values to represent the parallel edges 
of opposite direction of contrast. The absolute value of each image is taken immediately, to 
achieve insensitivity to direction of contrast. Daugman and others [13,15] show how Gabor filter 
receptive fields, which are a product of a sinusoid and a Gaussian term (see Figure 4 a, b, and c), 
correspond closely to neurophysiological recordings from the cortex. 
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Oriented Competition and Cooperation 
The separation of imagery into independent orientation channels is the most powerful aspect of the 
BCS, since it allows orientation specific processing to be performed on each channel separately. 
This orientation specific processing takes the form of a balanced cooperation and competition 
between compatible and incompatible arrangements of oriented edges. Evidence for this can be 
seen in the perceptual grouping illusions mentioned above. These illusions reveal that cooperative 
interactions occur between oriented edges that are near parallel, in close proximity to one another, 
and approximately aligned as if they were part of the same edge. The cooperative action is 
interrupted, however, if a strong competing edge intervenes between the collinear edges. It is this 
delicate balance between the complementary forces of competition and cooperation that achieves the 
result of enhancing only those edges that have long range support, while taking care not to enhance 
those where local opposition is felt. In nature this balance is achieved through a parallel relaxation 
between analog mechanisms, though in our simulation these operations must be iterated alternately 
to achieve the same end. 
Oriented Competition 
At every spatial location in an image there can only be one edge orientation. Nevertheless, the 
various oriented filters in the model will each produce some nonzero response at every location. 
Competition between these edges will thus select the strongest response at that location. This 
results in a sharper orientational tuning, by suppressing the non-maximal responses. In our 
simulations a pixel by pixel comparison is made across the orientations at corresponding image 
locations, and the non maximal pixels are multiplied by a suppression factor. Plate 2 shows the 
effect of this stage. 
Oriented Cooperation and End-Stop Detection 
The human retina is crisscrossed by a remarkable number of prominent retinal veins. Furthermore, 
each retina contains a large blind spot where the optic nerve exits the eye. Grossberg et al. point 
out that these gross imperfections go unnoticed and that this implies a compensatory mechanism 
that completes broken boundaries and fills in regions across the missing data. The region filling is 
accounted for by the FCS, which is an outward directed diffusion process, and completion of 
broken boundaries by the BCS is an inward directed cooperative operation that bridges gaps in 
such boundaries when there is evidence for the boundary on both sides of the gap. An essential 
prerequisite for such cooperative completion is the absence of competing boundaries within the 
gap. If, for instance, a real gap is observed in a line, the abrupt terminations of the line produce 
"end-stop" responses which compete with the cooperative process. Such end-stop responses have 
been reported in single cell recordings of the visual cortex [12]. A compelling demonstration of 
such boundary completion is provided by the blind spot cross illusion of Figure 9. The 
cooperative and competitive interactions between oriented edges accounts also for the grouping 
phenomena studied by Beck. It seems that such grouping operations aid in the recognition of 
occluded shapes by completion of the outline across the occlusion. It is significant nevertheless 
that such completions remain "invisible" in that they do not influence the brightness perception 
subserved by the FCS diffusion, but they do help recognition of whole objects across the 
occlusion. For example the four separate lines in Figure 9 are immediately recognizable as a cross, 
even though the figure is incomplete. It is only when viewed with the blind spot at the intersection 
however that a complete cross becomes visible. 
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Figure 9 Blind Spot Completion: When viewed from the proper distance with the right eye alone, (the left eye 
must be covered) and foveating on the dot, the cross will appear complete when the retinal blind spot is 
superpositioned on the intersection of the cross. 
Psychophysical evidence shows that cooperative interaction occurs between pairs of boundaries 
that fulfill three requirements; they must be approximately parallel, they must be spatially aligned, 
and they must be in reasonably close proximity to one another [3,10,11]. These spatial relations 
can be detected in the ORI image planes by a receptive field, simulated by image convolution using 
an appropriate filter. For instance, vertical edges produce responses in the vertical plane of the 
ORI image, thus satisfying the parallel requirement. In order to be aligned, they must be vertically 
above one another in that image plane. The cooperative filter therefore is an anisotropic receptive 
field that responds to activation that is aligned parallel to the oriented direction of each ORI image 
plane. In our simulations we used pinching filters that exhibit a Gaussian profile in the oriented 
direction, and a difference of Gaussian profile in the orthogonal direction, as shown in Figure 4 d, 
e, and f. In image processing terms this filter can be considered as a blurring filter which spreads 
energy in the oriented direction, combined with a sharpening filter that compresses energy in the 
orthogonal direction. This compression corresponds to the first competitive stage of Grossberg et 
al.'s BCS model, and is performed at this stage in order to provide competition in the orthogonal 
direction and not in the oriented direction. Convolution of the ORI image with this set of 
cooperative (COOP) filter produces the cooperative (COOP) image (see Plate 3). 
Application of the COOP filter by itself has the effect of blurring lines beyond their end points. In 
the BCS, this is avoided by use of a specialized bipolar conjunctively joined receptive field. In the 
MRBCS, a similar result is achieved using an end-stop (STOP) filter specifically tuned to line 
terminations, in combination with the pinching filter which responds to extended Jines. Because 
these are both conventional filters, it is possible to implement the feedback operation by reverse 
convolution (as described in the next section). Furthermore, cells specifically sensitive to line 
tenninations were found in the visual cortex by Hubel and Weisel [12]. The end-stop filter used in 
the MRBCS is defined by a cusp shaped profile in the oriented direction, and a difference of 
Gaussian profile in the orthogonal direction, also shown in Figure 4 g, h, and i. Such a filter has 
no response to uniform regions or continuous lines, but produces a strong response to abrupt line 
terminations. The results of this processing are shown in Plate 3. 
Resonant Feedback Among Processing Layers 
What has been presented so far is a feed-forward processing hierarchy, with general and non-
specific features at the lower levels giving way to highly specific and specialized features at the 
higher levels. The higher level features consist of spatial combinations of lower level features, as 
detected by spatial receptive fields. This architecture is in accordance with the neurophysiological 
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recordings in the visual cortex. What is missing in the discussion so far however, is the resonant 
feedback among layers, which serves to resolve conflicting features at different processing levels. 
By using this multi-resonant technique, the entire complex of feature detectors undergoes a parallel 
relaxation and achieves a simultaneous optimization of the multiple constraints in effect throughout 
the hierarchy. Ideally, such a relaxation should be performed by a parallel analog mechanism 
which naturally settles into a low energy state, as postulated by Gestalt psychology [16,17]. In 
our simulations, this relaxation is achieved through multiple iterations of the entire system, with 
simultaneous bottom-up and top-down intemctions. 
The receptive fields between the processing layers each perform a transform from one image 
representation to another. The oriented filtering for instance transforms intensity information into 
oriented information. In order to allow the higher processing level to influence the lower level, an 
inverse transformation must be performed so that intemction between layers always occurs in the 
same representation. In a neural receptive field this inverse operation is achieved by another 
receptive field with the same spatial pattern of weights, but with a reverse direction of propagation 
(see Figure 2). In the case of oriented filtering for instance, a field of cells in the lower level 
together influence the response of a single cell in the higher level. In the inverse of this operation, 
activity in the higher level cell will produce a field of activity in the lower level. This "top-down" 
signal represents an idealized oriented edge, which serves to clean up or enhance the original signal 
which may represent an incomplete or noisy edge. Competitive interactions at the higher level 
ensure that only the best match to the lower level is preserved, and this best match is then passed 
back down to the lower level to induce it to conform to the idealized form. This bottom-up top-
down resonant feedback is the principle behind Carpenter and Grossberg's Adaptive Resonance 
Theory [2]. The multi-resonant BCS differs from Grossberg et al.'s original BCS model in that 
resonant feedback is implemented between all the stages of the hierarchy, rather than the single 
cycle of the BCS's "CC loop" [3]. 
FCS Implementation 
The combined activity of the multiple levels of MRBCS processing modulates the FCS diffusion 
process. Since the diffusion of color is influenced equally by edges of any orientation, all 
orientations are combined using a pixel-by-pixel sum (SUMZ) of all of the orientation planes of the 
ORI images, producing a single image plane. This SUMZ image is an edge image that is 
insensitive to direction of contrast, and shows the effects of the cooperative and competitive 
influences of the entire BCS hierarchy. The FCS dynamics were simulated by an iterative 
diffusion operation where each pixel gains energy from high valued neighbors while losing energy 
to low valued neighbors. This has the effect of spreading regions of uniform intensity except 
where gated by strength in the SUMZ image, just as water flows from high to low levels except 
where restricted by barriers (cf. Figure 6). The results of this processing are shown in Plates 4 
and 5. 
Results 
We tested the MRBCS's image processing abilities on a number of natural images. Plates 1 
through 4 show the various stages of processing for one such image and Plate 5 shows the original 
and FCS output of this and two other images. 
The MRBCS, like the visual cortex has no explicit output layer, but represents rather a multitude of 
alternative representations that are compatible with each other and with the visual input. In human 
consciousness both high and low level representations are perceived simultaneously. For example, 
recognition of your grandmother as a familiar face does not obscure your percept of the low level 
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features such as brightness, color, etc., that lead to that recognition; both are experienced 
simultaneously. 
In the same way, with the MRBCS the "output" can be extracted from either end of the model. The 
low level image representation provided by the FCS "perceptual canvas" is distorted by the 
algorithm to conform to the higher level detected features, and thus provides an "enhanced" output 
image. The high level feature detectors, in this model represented by the COOP and STOP images 
represent an abstract top-level recognition of complex features compatible with the visual input, 
and thus serve as a "feature detection" output. In natural vision, of course, the hierarchy of feature 
detection extends well beyond the level of COOP and STOP cells, and the MRBCS model gives an 
indication as to how such higher level processing stages might be added to the model by extracting 
ever more complex combinations of lower level features. It is interesting to note that the BCS 
relations, although consciously perceptible, are not directly visible except through their interaction 
in the FCS layer. This draws a distinction between "seeing" and "recognizing" an object. The 
higher level operations tend to complete objects even when they are occluded by other objects, 
forming complete and overlapping boundaries for recognition of both objects. When viewing a 
tiger occluded by a tree, for instance, you recognize a whole animal even though you see only a 
part of it. In this sense, the higher levels represent the recognition module, simultaneously and 
invisibly encoding multiple objects in multiple representations, whereas the FCS represents the 
"seeing" module, reconstructing only the view of those objects visible to your eye. 
The enhanced image output provided by the FCS processing exhibits the property of discounting 
the illuminant, as seen in Plates 4 and 5. As in natural vision, the FCS image is insensitive to 
absolute intensities, rather, the pattern of relative intensities of the visual input are preserved. The 
effect of this processing is an image that is much less sensitive to the properties of the illuminant, 
instead, what is preserved is the information about the patterns of reflectance on the illuminated 
object. 
Another feature of the FCS image is the preponderance of continuous boundaries, and the scarcity 
of isolated and incomplete boundaries. Such isolated boundaries abound in the boundary 
representation but are deleted by the featural diffusion mechanism of the FCS because an isolated 
boundary does not define an enclosed contour. Like isolated sections of dikes in a pond, the 
diffusion surrounds the isolated boundaries with a uniform level of activation, thus making them 
disappear. The boundaries that survive the FCS processing exhibit a precision of localization that 
is absent in the original image. This is due to the competitive interactions in the orthogonal 
direction during the COOP processing which serves to thin out visual boundaries. 
The FCS contours also exhibit stability to intensity variations, which can be illustrated with a 
sliding threshold to pick out regions of common luminance. In t11e original, sliding the threshold 
up and down radically alters the outline of the region defined by that threshold. In other words, 
segmentation of the image on the basis of pixel value is difficult because of the sensitivity to 
threshold value. In the FCS image the boundaries are stable to a wide range of threshold values. At 
each image boundary the algorithm in effect computes the most probable location of that boundary, 
and enhances the contour across that boundary from a smooth roll-off in intensity to a sharp 
intensity step or cusp. It is because of this quality that the FCS regions can be considered as 
labeled segments, with pixels of the same segment sharing close pixel values. 
The combined effect of these various influences results in an image that looks somewhat like a 
cartoon version of the original, with clear and sharp boundaries surrounding regions of relatively 
uniform intensity. Regions of subtle intensity change give the impression of a "paint by numbers" 
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oil painting. The resemblance of the FCS output to an oil painting is no accident, since a painting is 
a depiction of an artist's subjective impression of a scene, as interpreted by his visual system. 
MRBCS processing at different spatial scales illustrates that the enclosed contours found at each 
spatial scale may be quite different. In Plate 4 for instance, the fine scale image extracts details of 
the eye, whereas the coarse scale image sees only the eye socket as a separate region. Likewise, 
the fine scale image extracts the strands of hair on the forehead, whereas the coarse scale image 
completes the boundary of the face without regard to those strands. There is evidence for 
multiple topographic maps in the visual cortex, often at different spatial scales, and yet our 
conscious perception is of a single visual world. This illustrates how multiple representations of a 
single scene can each extract specific features and relations, and yet interact in parallel so as to 
produce a unified percept. In Plate 5 the two spatial scales have been combined by addition in the 
right hand column to simulate the unified percept. 
Conclusions 
The BCS/FCS model provides an example of a different approach to neural modeling than what is 
commonly seen in neural applications today. The principle difference lies in the fact that this 
algorithm models a specific neural mechanism, the visual cortex, rather than general neural 
principles, as is done by models such as back propagation. As a result, the elements of the model 
are derived directly from neurophysiological recordings and psychophysical experiments, rather 
than by educated guesswork and inspired intuition. In this way, the model presents a testable 
hypothesis about the function of the visual system, and makes specific predictions about natural 
vision. 
The value of this approach is that it provides a methodology for exploring neural mechanisms by 
the traditional scientific method of constructing models based on data to predict the outcome of 
experiments. The emphasis in our simulations has been a pursuit of this goal, to produce a neural 
model that exhibits dynamics that are common with those of natural systems. The resulting 
algorithm is of necessity rather bulky, complex, and computationally intensive since the system it 
emulates is a massively parallel analog mechanism of enormous complexity. Decades of image 
processing research have shown us however that vision is by no means a simple problem, and the 
insights gained by observing how nature tackles this seemingly intractable problem will help guide 
our understanding of the vision problem, and lead us towards a practical solution. 
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Plate 1 Center-Surround Filtering: The original (ORIG) image on the left has regions of stark illumination and 
shadow. The Direction-Of-Contrast (DOC) image on the right is similar to the resnlt of a convolution with a center-
surround filter, and thus resembles the image sent by the retina to the brain. In this image, the uniform grey 
represents zero, lighter shades representing positive, and darker shades negative values. Note how uniform regions of 
botl1 light and dark produce zero response. Furthermore, observe that smooth gradients of illumination, such as the 
color of the blackboard in the background, also register zero response. This "discounting of the illuminant" is an 
important aspect of this processing stage, and tends to remove the influence of uneven illumination, bringing out 
boundaries in both overexposed and underexposed regions. 
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Plate 2 Oriented Filtering and Oriented Competition: The top row of frames illustrates the effects of oriented 
filtering (OR!) at a range of orientations, starting witl1 vertical (zero degrees) on the left, and continuing through 30, 
60, and 90 degrees. Opposite directions of contrast have already been combined, so that the vertical image represents 
dark/light and light/dark vertical boundaries. Note how the filters respond to the curve at the top of the head. Each 
oriented fllter responds to an arc of about 60 degrees. Oriented competition serves to sharpen the orientational tuning 
such U1at one filter leaves off where tl1e next takes over. TI1at way only U1e filter witl1 the best response represents 
an oriented edge. 
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Plate 3 Oriented Cooperation and End-stop Filtering: The top row shows the oriented response (OR!) after 
competition, as in Plate 2. The middle row shows the results of cooperative filtering (COOP) on the oriented 
image. Each panel of the image is convolved with a single cooperative filter which spreads the response in the 
oriented direction while sharpening it in the orthogonal direction. Note how the features of the face have been 
selectively enhanced in the vertical and horizontal directions. Note also how the enhanced edges are thinner and more 
precisely localized than in the OR! image. The lower row shows the effect of end-stop filtering (STOP). In this 
image, the mid grey color represents zero response, the light and dark represent positive and negative values 
respectively. TI1e sign of the response represents the polarity of tl1e end-stop, as can be seen in the horizontal lines 
at tl1e bottom of the blackboard. Line terminations to the right are positive, and those to the left are negative. 
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Plate 4 Diffusion of Featural Information: These two panels illustrate featural flow (FCS) results at two different 
spatial scales, fme on the left and coarse on the right. Compare these images witl1 tl1e DOC image in Plate 1. Note 
how the dark and light color on opposite sides of a boundary in the DOC image diffuse out from that boundary, but 
do not diffuse across boundaries. Enclosed contours tend to trap the color creating regions of uniform brightness, 
thus reconstructing the regions that were eliminated by tl1e DOC processing, but without tl1e gradients introduced by 
the uneven illumination. This process of featural flow tends to blur out insignificant details of the image, while 
preserving and enhancing prominent boundaries. Notice how the strands of hair on the forehead have been virtually 
eliminated in the coarse scale image, and the bow1daries of tl1e forehead have been reconstructed in their absence. In 
the fme scale image the boundaries defining those strands win tl1e competition and the strands are seen to occlude the 
hairline boundary. 
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Plate 5 Multiple Spatial Scales: The MRBCS algorithm was perfonned on three different images at two spatial 
scales. The left column shows the three original images, the next column shows the FCS result at a fine scale, the 
third column shows the result at a coarser scale, and the last column combines the two spatial scales by addition. 
All of the parameters were exactly the same for the three runs, illustrating t11at the algorithm does not need to be 
optimized separately for different images. 
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Appendix 
This appendix gives the equations for the MRBCS depicted in Figure 3. The convolving filters 
described in this section are illustrated in Figure 4. 
Oriented Filtering 
The input image ORIG is convolved with an oriented Gabor filter of the form 
ORIFILT(x,y,z) = f e-1t(x2k2 + Y2k2) sin(2n(ux+vy)) 
where x and y range over the two dimensional image and z ranges over the different orientation 
planes, k = 1.5, u = k sin(8), v = k cos(8) and f is the spatial frequency, which varies with the 
scale of the filter. Theta is the oriented direction, and varies from 0 to 150 degrees in 30 degree 
increments for each z plane. Each z plane of the filter is convolved with the ORIG image 
producing an ORI image with the same x,y dimensions as the original and six z planes as in the 
filter. The convolution proceeds as 
ORI(x,y,z) = IcoRIG(x+i,y+j) ORIFILT(i,j,z)) 
ij 
where x,y, and z are as above, and i and j range over± half the size of the filter. This is followed 
by 
SIGNORI(x,y,z) = sign(OR/(x,y,z)) 
Each filter z plane actually represents two parallel oriented edges of opposite direction of contrast. 
Since these are equivalent in MRBCS operations, the ORI values are replaced by their absolute 
values in order to encode all such edges as positive. Prior to this operation, the sign of the ORI is 
preserved in the SIGNORI image for the subsequent reverse convolution. Finally, competition is 
performed for each x,y location across the z planes of ORI(x,y,z) such that all but the maximal 
value is multiplied by a suppression factor of 0.2. This operation looks like 
ORI(x,y,z) := abs(OR/(x,y,z)) 
0.20Rl(x,y,z) 
ORI(x,y,z) := 
ORI(x,y,z) 
ORI(x,y,z) "'max (ORI(x,y,z)) 
z 
ORI(x,y,z) =max (ORI(x,y,z)) 
z 
where the":=" operation refers to an assignment operation instead of an equality. 
-20-
CAS/CNS-TR-91-017 MRBCS 
Cooperative Filtering 
The cooperative filter is a "pinching" filter of the form 
where 
y COS6z- X sin6z 
,Y cos26z + sin26z 
S. Lehar and A. Worth 
a1 = 0.5, a2 = l.6a1, a3 = 0.15 s2, and s =the size of the filter. The first term [in brackets] in the 
COOPFILT equation is a difference of two Gaussians about the orthogonal direction, dxyz is the 
distance from the oriented line, and the second term is a Gaussian in the oriented direction, d'xyz is 
the distance along the oriented line. Also, f1 = ~f2 = ~and f3 = ~ The 
a 1 2rr a2 2rr a3 2rr 
oriented line defined by 6z rotates in even increments from 0 to 2rr as z ranges from 0 to 6. 
The ORI image is convolved with the pinching filter as 
COOP(x,y,z) = L(OR/(x+i,y+j,z+k) COOPFILT(i,j,k)) 
ijk 
where, as above, i and j range over± half the size of the filter, and k ranges over the orientation 
planes. 
Finally, the COOP image is rectified by setting negative values to zero as 
COOP(x,y,z) := max(COOP(x,y,z),O). 
End Stop Filtering 
The end stop filter is defined as a cusp in the oriented direction and a difference of Gaussians in the 
orthogonal direction as 
STOPFILT(x,y,z) = 
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where O"J = 0.5, O"z = 1.60"J, f1 = ~2 = ~x = cos(Oz), t>y = sin(Oz), 
a 1 '/ 2n cr2 '/ 2n 
The first term is a difference of shifted Gaussians that produces a cusp profile by shifting the 
means of the Gaussians by t>x and t>y on either side of their origins. The second term is a 
difference of Gaussians along the orthogonal direction (see Figures 4 g, e, and h). 
Reverse Convolutions 
The reverse convolutions of the ORI, COOP, and STOP images are performed by using their 
filters "backwards" (see Figure 2). In the case of the COOP and the STOP filtering, this results a 
reconstructed image with the same dimensions as the original. In the case of the ORl image, the 
orientation planes of the ORI image are collapsed into a single plane of the DOC image by 
summation. The direction of contrast of the original (lost by the absolute value operation) is 
recovered from the sign of the ORI image (SIGNORI) before the absolute value was taken. This 
gating of the reconstructed image by the sign of the input simulates inhibitory competition between 
oriented edges of opposite direction of contrast, gated by the input signal. 
COOP(x,y,z) :=L COOPFILT(-i,-j,z) COOP(x+i,y+j,z) 
ij 
STOP(x,y,z) := L STOPFILT(-i,-j,z) STOP(x+i,y+j,z) 
ij 
DOC(x,y) := L ORIFILT(-i,-j,k) OR/(x+i,y+j,k) SIGNORI(x,y,k) 
ijk 
where i and j again range over± half the size of the filters except that the filters themselves are used 
"backwards" because of the minus signs in front of their indices, and k ranges over the orientation 
planes. 
Sum of BCS Orientation Planes 
As mentioned earlier, the ORI image represents the oriented boundaries of the image in separate 
orientation (z) planes. These planes are added together to form a single boundary image and are 
then used in the FCS stage. 
SUMZ(x,y) := LORI(x,y,k) 
k 
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Feature Contour System 
This stage combines the "featural" (color or intensity) information from the DOC image with the 
boundary information in the SUMZ image. This result was obtained by iterating 
FCS(x,y) := FCS(x,y) _.!. ~ o(FCS(x,y) FCS(x+i,y+j)) 
f L..J M+cSUMZ(x+i,y+j) 
ij 
where i and j index only the pixels that are nearest neighbors to (x,y), f is the area of the filter, o 
controls the amount offeatural flow, M is a small constant (the decay parameter), e controls the 
influence of the boundary information on the featural flow, and the initial value of the FCS image 
is taken to be the DOC image. 
Multiple Iterations and Multiple Scales 
The operations described above were performed in the following sequence. 
• Oriented filtering was performed on the ORIG image to produce the ORI image. 
• The ORI image is convolved with the COOPFIL T to produce the COOP image, then an 
reverse convolution is performed on the COOP image to produce a new COOP image. 
• The ORI image is convolved with the STOPFILT to produce the STOP image, then an 
reverse convolution is performed on the STOP image to produce a new STOP image. 
• The STOP image is subtracted from the COOP image producing a new ORI image. 
• The SUMZ operation sums the z planes of the ORI image producing a SUMZ image 
• A gated reconstruction is performed on the ORI image producing the DOC image. 
• The SUMZ and the DOC images serve as input to the FCS operation resulting in an 
FCS image. 
In the second iteration, the FCS image serves as the input to the ORI stage. Two iterations were 
performed in our simulations. 
The entire algorithm was repeated at two coarser spatial scales. This was achieved by down-
averaging the ORIG image to half and quarter the original size, and running the entire algorithm 
again on the down sized images. The final FCS results were then scaled back up for comparison 
with the fine scale result. 
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