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Re´sume´
Ma the`se de doctorat se concentre principalement sur le comportement en
temps long des processus de Markov, les ine´galite´s fonctionnelles et les tech-
niques relatives. Plus spe´ciﬁquement, Je vais pre´senter les taux de convergence
sous-exponentielle explicites des processus de Markov dans deux approches : la
me´thode Meyn-Tweedie et l’hypocoercivite´ (faible). Le document se divise en
trois parties.
Dans la premie`re partie, Je vais pre´senter quelques re´sultats importants et
des connaissances connexes. D’abord, un aperc¸u de mon domaine de recherche
sera donne´. La convergence exponentielle (ou sous-exponentielle) des chaˆınes de
Markov et des processus de Markov (a` temps continu) est un sujet d’actualite´
dans la the´orie des probabilite´. La me´thode traditionnelle de´veloppe´e et popu-
larise´e par Meyn-Tweedie est largement utilise´e pour ce proble`me. Dans la plu-
part des re´sultats, le taux de convergence n’est pas explicite, et certains d’entre
eux seront brie`vement pre´sente´s. De plus, la fonction de Lyapunov est cruciale
dans l’approche Meyn-Tweedie, et elle est aussi lie´e a` certaines ine´galite´s fonc-
tionnelles (par exemple, ine´galite´ de Poincare´). Cette relation entre fonction de
Lyapounov et ine´galite´s fonctionnelles sera donne´e avec les re´sultats au sens L2.
En outre, pour l’exemple de l’e´quation cine´tique de Fokker-Planck, un re´sultat
de convergence exponentielle explicite de la solution sera introduite a` la manie`re
de Villani : l’hypocoercivite´. Ces contenus sont les fondements de mon travail,
et mon but est d’e´tudier la de´croissance sous-exponentielle.
La deuxie`me partie, fait l’objet d’un article e´crit en coope´ration avec d’autres
sur les taux de convergence sous-exponentielle explicites des processus de Mar-
kov a` temps continu. Comme nous le savons, les re´sultats sur les taux de
convergence explicites ont e´te´ donne´s pour le cas exponentiel. Nous les e´tendons
au cas sous-exponentielle par l’approche Meyn-Tweedie. La cle´ de la preuve
est l’estimation du temps de passage dans un ensemble ”petite”, obtenue par
Douc, Fort et Guillin, mais pour laquelle nous donnons une preuve plus simple.
Nous utilisons aussi la construction du couplage et donnons une ergodicite´ sous-
exponentielle explicite. Enﬁn, nous donnons quelques applications nume´riques.
Dans la dernie`re partie, mon second article traite de l’e´quation cine´tique de
Fokker-Planck. Je prolonge l’hypocoercivite´ a` l’hypocoercivite´ faible qui corres-
pond a` ine´galite´ de Poincare´ faible. Graˆce a` cette extension, on peut obtenir
le taux de convergence explicite de la solution, dans des cas sous-exponentiels.
La convergence est au sens H1 et au sens L2. A` la ﬁn de ce document, j’e´tudie
le cas de l’entropie relative comme Villani, et j’obtiens la convergence au sens
de l’entropie. Enﬁn, Je donne deux exemples pour les potentiels qui impliquent
l’ine´galite´ de Poincare´ faible ou l’ine´galite´ de Sobolev logarithmique faible pour
la mesure invariante.
Mots cle´s : me´thode de couplage, ergodicite´, hypocoercivite´, e´quation
cine´tique de Fokker-Planck, fonction de Lyapunov, processus de Markov, en-
semble petite, ensemble petit, ine´galite´ de Poincare´ faible, ine´galite´s de Sobolev
logarithmique faible.
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Abstract
My Ph.D dissertation mainly focuses on long time behavior of Markov processes,
functional inequalities and related techniques. More speciﬁcally, I will present
the computable sub-exponential convergence rate of the Markov process in two
approaches : Meyn-Tweedie’s method and (weak) hypocoercivity. The paper
consists of three parts.
In the ﬁrst part, I will introduce some important results and related know-
ledge. Firstly, overviews of my research ﬁeld are given. Exponential (or sub-
exponential) convergence of Markov chains and (continuous time) Markov pro-
cesses is a hot issue in probability. The traditional method - Meyn-Tweedie’s
approach is widely applied for this problem. Most of the results about conver-
gence rate is not explicit, and some of them will be introduced brieﬂy. In addi-
tion, Lyapunov function is crucial in Meyn-Tweendie’s aproach, and it is also
related to some functional inequalities (for example, Poincare´ inequality). The
relationship of them will be given with results in L2 sense. Furthermore, as a
example of kinetic Fokker-Planck equation, a computable result of exponential
convergence of the solution of it will be introduced in Villani’ way - hypocoerci-
vity. These contents are foundations of my work, and my destination is to study
the sub-exponential decay.
In the second part, it is my article cooperated with others about sub-
exponential convergence rate of continuous time Markov processes. As we all
know, the explicit results of convergence rate is about the exponential case. We
extend them to sub-exponential case in Meyn-Tweedie’s approach. The key of
the proof is the estimation of the hitting time to small set which was got by Douc,
Fort and Guillin, for which we also propose an alternative simpler proof. We
also use coupling construction as others and give a quantitative sub-exponential
ergodicity. At last, we give some calculations for examples.
In the last part, my second article deal with the kinetic Fokker-Planck equa-
tion. I extend the hypocoercivity to weak hypocoercivity which correspond to
weak Poincare´ inequality. Through the extension, one can get the computable
rate of convergence of the solution, which is also sub-exponential case. The
convergence is in H1 sense and in L2 sense. In the end of this paper, I study
the relative entropy case as C.Villani, and get convergence in entropy. Finally, I
give two examples for potentials that implies weak Poincare´ inequality or weak
logarithmic Sobolve inequality for invarient measure.
Mots cle´s : coupling method, ergodicity, hypocoercivity, kinetic Fokker-
Planck equation, Lyapunov function, Markov process, petite set, small set, weak
Poincare´ inequality, weak logarithmic Sobolev inequality.
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Premie`re partie
Pre´sentation ge´ne´rale des
re´sultats
3
Chapitre 1
Aperc¸u de la the`se
1.1 Introduction
1.1.1 De´finition et notation du processus de Markov
Dans la the´orie des probabilite´s et des statistiques, un processus de Mar-
kov est un processus stochastique qui satisfait a` la proprie´te´ de Markov. Un
processus satisfait la proprie´te´ de Markov, si on peut pre´voir l’avenir de proces-
sus fonde´e uniquement sur son e´tat actuel et non conditionnellement a` tout le
passe´, i.e., conditionnellement a` l’e´tat pre´sent du syste`me, l’avenir et le passe´
sont inde´pendants. Mathe´matiquement, on de´ﬁnit un processus de Markov de
la fac¸on suivante.
De´finition 1.1.1. Soit (Ω,F , (F)t≥0,P) un espace de probabilite´ filtre´ ; un pro-
cessus adapte´ X d’espace d’e´tat (E, E) est un processus de Markov homoge`ne
adapte´ a` (F)t, de semi groupe de transition Ps, si pour toute f ∈ E+ et tout
(s, t) ve´rifiant s < t,
E[f(Xt)|(F)s] = Pt−sf(Xs) P− p.p..
1.1.2 Processus de Markov et ergodicite´ : un bref rappel
historique
Les mode`les de Markov sont largement applique´s a` diﬀe´rents domaines.
Malgre´ son apparition datant d’environ un sie`cle, l’e´tude des processus de Mar-
kov est plus que jamais d’actualite´, tant dans des applications pratiques que pour
des re´sultats the´oriques ﬁns. Dans cet the`se, on s’inte´resse principalement au
comportement du processus de Markov a` long terme, et plus particulie`rement,
a` la convergence sous-exponentielle du processus de Markov vers sa probabilite´
invariante (qui existera toujours sous nos hypothe`ses).
Tout d’abord, en temps discret, la stabilite´ stochastique et la the´orie ergo-
dique des chaˆınes de Markov ont e´te´ syste´matiquement e´tudie´es par Meyn et
Tweedie dans le livre re´fe´rence [101], qui fournit un cadre ge´ne´ral pour l’e´tude du
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comportement en temps long des chaˆınes de Markov mais principalement avec
des controˆles non explicites (sauf pour des conditions de type Doeblin). Par la
suite l’e´tude de bornes quantitatives pour la convergence des chaˆınes de Markov
a connu un essor e´norme ces 20 dernie`res anne´es suivant l’explosion de l’attrac-
tivite´ des me´thodes de Monte Carlo par chaˆınes de Markov,. Par exemple, Meyn
et Tweedie [101], Rosenthal [114], Roberts et Rosenthal [110], Douc, Moulines
et Rosenthal [62] ont obtenu les vitesses quantitatives de convergence pour les
chaˆınes de Markov (in)homoge`nes, avec vitesses exponentielles principalement.
Robert et Rosenthal [110] (voir aussi [102, 103]) ont de´veloppe´ ces re´sultats pour
les processus de Markov a` temps continu, en utilisant des conditions de de´rive
dites aussi de Lyapunov et des conditions de minoration, lie´es a` des me´thodes
de couplage. Pourtant, la convergence mentionne´e ci-dessus est ge´ne´ralement
exponentielle (ergodicite´ ge´ome´trique). A ma connaissance, l’e´tude de condi-
tions pratiques pour la convergence sous exponentielle des chaˆınes de Markov a
de´bute´ par Nummelin et Tuominen [106], mais avec des conditions de Lyapu-
nov ite´re´es malheureusement peu exploitables. Douc, Moulines et Soulier [108]
ont ge´ne´ralise´ les re´sultats sur la convergence sous-exponentielle des chaˆınes de
Markov et ont donne´ des conditions simples pour avoir des vitesses calculables
de convergence .
Suite a` ces travaux en temps discret, Fort et Roberts [65] furent parmi les pre-
miers a` e´tudier, syste´matiquement, l’ergodicite´ sous-exponentielle de processus
de markov (fort) en temps continu. Ils ont pu donne´ une suite de conditions de
Lyapunov imbrique´es pour e´tablir des vitesses polynomiales. La ge´ne´ralisation
a` toute vitesse sous exponentielle par une simple condition de Lyapunov a e´te´
donne´e par Douc, Fort et Guillin [61], qui comme nous le montrerons dans cette
the`se permet de plus d’eˆtre d’une grande utilite´ pour l’obtention de bornes
quantitatives !
1.1.3 Semi-groupe, mesure invariante, et processus de Mar-
kov re´versible
Nous sommes maintenant preˆts pour nos de´ﬁnitions de base et quelques
notations. Soit {(Xt)t∈T, (Px)x∈E} un processus de Markov a` temps continu sur
un espace d’e´tat E, on prend T e´gale a` N (temps discret) ou R+ (temps continu).
On introduit le semi-groupe associe´ Pt de´ﬁni pour fonctions borne´es mesurables
f par Ptf(x) = Ex[f(Xt)]. La proprie´te´ de semi-groupe est Pt+s = Pt ◦ Ps qui
est une conse´quence de la proprie´te´ de Markov, et on supposera P0 = I. Dans
le cas temps discret, on notera P = P1 et P
n = Pn.
On supposera dans la suite l’existence d’une mesure de probabilite´ invariante
µ, i.e. tel que µPt = µ pour tout t. Les conditions de type Lyapunov, que nous
imposerons par la suite, garantirons cette hypothe`se. On dira que µ est re´versible
ou syme´trique par rapport a` (Pt) si
Eµ[f(X0)g(Xt)] =
∫
fPtgdµ =
∫
gPtfdµ = Eµ[g(X0)f(Xt)].
Le semi-groupe se prolonge facilement a` tout Lp(µ) pour 1 ≤ p ≤ ∞ comme une
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contraction (i.e. chaque Pt a une norme d’ope´rateur e´gal a` 1). Le semi-groupe
adjoint sera de´signe´ par P ∗t . En particulier, pour toute densite´ de probabilite´ suf-
ﬁsamment re´gulie`re h par rapport a` ν,
∫
Pt(x, ·)h(x)ν(dx) = P ∗t hdν. Au moins
au niveau formel, on peut conside´rer que P ∗t agit sur les mesures (probabilite´s),
via la formule < f, P ∗t ν >=
∫
Ptfdν e´crite pour des fonctions f borne´es. P
∗
t ν
est donc la loi du processus au moment t, lorsque la distribution initiale est
ν. Evidemment, P ∗t ν = νPt. Si ν = δx, on de´signe aussi cette distribution par
Pt(x, ·).
Enﬁn, on introduit le ge´ne´rateur inﬁnite´simal du semi-groupe de´signe´ par L
qui est de´ﬁni par L = P−Id dans le cas a` temps discret, et Lf = limt→0 1t (Ptf−
f) dans le cas a` temps continu, lorsque cette limite a un sens. Les fonctions pour
qui la limite existe sont les e´le´ments du domaine D(L) de L, ce domaine de´pend
de la topologie choisie (en ge´ne´ral, certains Lp(µ)) et pour t > 0, Ptf ∈ D(L).
On supposera toujours l’existence d’un noyau avec les bonnes proprie´te´s usuelles
C dans le domaine. On a alors
d
ds
Psf |s=t = LPtf = PtLf
Pour toute mesure de probabilite´ ν, on de´ﬁnit l’e´nergie Eν(f, g) =
∫
(−Lf)gdν,
et si f = g, on note Eν(f) =
∫ −fLfdν. De plus, on suppose toujours l’existence
d’un ope´rateur biline´aire syme´trique Γ appele´ “carre´ du champ”, c’est-a`-dire,
l’existence d’une alge`bre qui est le noyau du ge´ne´rateur L et tel que pour f et
g dans cette alge`bre,
Γ(f, g) :=
1
2
(L(fg)− fLg − gLf).
et Γ(f) = Γ(f, f).
1.1.4 Processus de Markov conduit par une e´quation diffe´rentielle
stochastique
Si l’e´quation diﬀe´rentielle stochastique a la forme
dXt = b(Xt)dt+ σ(Xt)dBt
ou Xt ∈ Rn, b(x) ∈ Rn, σ(x) ∈ Rn×m et Bt est un mouvement Brownien de
dimension m. La solution est ge´ne´ralemnt appele´e diﬀusion d’Itoˆ (homoge`ne).
Il est bien connu que la diﬀusion d’Itoˆ est un processus de Markov (fort). Nous
pouvons lui associer un ope´rateur diﬀe´rentiel du second ordre L. L est justement
le ge´ne´rateur (inﬁnite´simal) du processus Xt. Si f ∈ C20 (Rn), et f ∈ D(L) et
Lf(x) =
∑
i
bi(x)
∂f
∂xi
+
1
2
∑
i,j
(σσT )i,j(x)
∂2f
∂xi∂xj
.
On pose u(t, x) = Ex[f(Xt)], puis u(t, ·) ∈ D(L) pour chaque t et satisfait
l’e´quation aux de´rive´es partielles du second ordre
6

∂u
∂t
= Lu, t > 0, x ∈ Rn,
u(0, x) = f(x), x ∈ Rn.
1.2 Ergodicite´ exponentielle des chaˆınes et pro-
cessus de Markov
La convergence exponentielle des chaˆınes de Markov a e´te´ bien e´tudie´e sous
diﬀe´rentes formes. Ce travail a e´te´ motive´ en grande partie par l’inte´reˆt pour
les MCMC, algorithmes comprennant l’e´chantillonneur de Gibbs et Metropolis-
Hastings notamment. Une question fondamentale a` propos des me´thodes MCMC
est leur taux de convergence. Plus pre´cise´ment, il s’agit de savoir combien de
temps il faut faire tourner la chaˆıne avant d’eˆtre proche de l’e´quilibre. Il y a eu
des approches diﬀe´rentes pour e´tablir la convergence exponentielle. On introduit
un de ces re´sultats quantitatifs a` partir de Rosenthal [115], dont la preuve est
tre`s courte et simple et permet d’appre´hender plusieurs concepts inte´ressants
pour notre e´tude.
1.2.1 Ergodicite´ exponentielle des chaˆınes de Markov
Comme beaucoup d’ide´es du temps continu sont parfois plus accessibles en
temps discret, nous pre´sentons ici la preuve de [115] sur l’ergodicite´ exponen-
tielle. On dit qu’une chaˆıne de Markov avec un noyau de transition P (x, dy)
sur l’espace d’e´tat E satisfait une condition de minoration sur un sous-ensemble
C ⊆ E, s’il existe une mesure de probabilite´ Q sur E, un nombre entier positif
k0, et ǫ > 0, tel que
Pk0(x,A) ≥ ǫQ(A),∀x ∈ C, (1.1)
pour toutes les parties mesurables A ⊆ E. Ici, C est appele´ (k0, ǫ)-small. Nous
de´ﬁnissons l’ope´rateur P˜ sur E × E comme
P˜ h(x, y) :=
∫
E
∫
E
h(z, w)P (x, dz)P (y, dw).
Nous disons que P˜ satisfait une condition de de´rive, si
P˜ h(x, y) ≤ αh(x, y), x /∈ E × E (1.2)
pour une fonction h : E × E → [1,∞) et un certain α < 1. Finalement on note
B = max[1, α−1(1− ǫ) sup
E×E
R˜h], (1.3)
ou` pour (x, y) ∈ E × E,
R˜h(x, y) =
∫
E
∫
E
(1− ǫ)−2h(z, w)(P (x, dz)− ǫQ(dz))(P (y, dw)− ǫQ(dw)).
L’ergodicite´ exponentielle est donne´e dans le re´sultat suivant.
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The´ore`me 1.2.1. Conside´rons une chaˆıne de Markov sur un espace d’e´tat
E, ayant un noyau de transition P (x, dy). Supposons l’existence de C ⊆ E,
h : E × E → [1,∞), une mesure de probabilite´ Q(·) sur E, α < 1 et ǫ > 0,
tel que (1.1) et (1.2) soient verifie´es. De´finissons B par (1.3) et supposons
B < +∞. Alors pour toute distribution jointe initiale L(X0, X ′0), et tous entiers
1 ≤ j ≤ k, si Xk et X ′k sont deux copies de la chaˆıne de Markov de distribution
jointe initiale L(X0, X ′0),
‖L(Xk)− L(X ′k)‖TV ≤ (1− ǫ)j + αkBj−1E[h(X0, X ′0)].
Remark 1.2.2. Dans [62], Douc, Moulines et Rosenthal e´tendent ce re´sultat,
l’extension nous permet d’envisager des modiﬁcations de la distance en variation
totale, soient des distances ponde´re´es, et les chaˆınes de Markov non homoge`nes.
1.2.2 Bornes quantitatives pour les taux de convergence
exponentielles de processus de Markov
En outre, Robert et Rosenthal [110] ont e´tendu ces re´sultats aux processus
de Markov a` temps continu, et ont applique´ leurs re´sultats a` quelques exemples
de diﬀusions de Langevin. Les conditions de de´rive et de minoration permettent
d’e´tablir des couplages ou des couplages par translation, similaires au cas discret.
On a alors l’analogue
The´ore`me 1.2.3. Soit un processus de Markov de probabilite´s de transition
Pt(x, ·) et de distribution stationnaire µ, supposons que C ⊆ E est (t∗, ǫ)-small,
pour un certain temps positif t∗, et un certain ǫ > 0. Supposons plus qu’il existe
δ > 0 et une fonction h : E × E → [1,∞), telle que
Ex,y(e
δτC×C ) ≤ h(x, y), (x, y) /∈ C × C, (1.4)
ou` τC×C est le premier temps d’atteinte de C × C (pour le processus P˜ ).
Fixons A = sup(x,y)∈C×C Ex,y(h(Xt∗ , Yt∗)), ou` Xt et Yt sont de´fini conjoin-
tement comme dans la preuve ci-dessous. Supposons que A < ∞. Alors pour
t > 0, et pour tout 0 < r < 1/t∗,
‖L(Xt)− µ‖TV ≤ (1− ǫ)[rt] + e−δ(t−t
∗)A[rt]−1E(h(X0, Y0)).
Nous donnons la preuve de ce re´sultat ici, car les concepts utilise´s pour le
cas sous-exponentiel sont les meˆmes (et une petite erreur de leur de´monstration
est corrige´e).
De´monstration. Nous construisons d’abord un temps d’arreˆt ale´atoire T avec
L(XT ) = Q(·) (Q est la mesure dans la condition de minoration), alors pour
tout 0 < r < 1/t∗ et s > 0,
P(T > s) ≤ (1− ǫ)[rs] + e−δ(s−t∗)A[rt]−1E(V (X0)).
Nous construisons Xt comme suit. Nous commenc¸ons par choisir q ∼ Q(·), et
soit Z1, Z2, · · · une suite de v.a.i.i.d. P(Zi = 1) = 1 − P(Zi = 0) = ǫ. Soit
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τ1 la premie`re fois ou` le processus (Xt) est dans l’ensemble C. Si Z1 = 1, nous
posons Xτ1+t∗ = q. Si Z1 = 0, nous choisissons Xτ1+t∗ ∼ 11−ǫ (P (Xτ1 , ·)−ǫQ(·)).
Ceci de´ﬁnit le processus (Xt) pour tout temps t > 0, tel que (Xt) soit encore
markovien de transitions Pt(x, ·). Pour proce´der, on de´ﬁnit Nt = max i; τi ≤ t.
Maintenant, pour tout 0 < r < 1t∗ ,
P(T > s) ≤ (1− ǫ)[rs] + P(Ns−t∗ < [rs]).
En notant D1 = τ1 et Di = τi− τi−1 pour i ≥ 2, pour tout entier positif j, nous
avons que
P(Ns = j) = P(
j∑
i=1
Di > s) ≤ e−δsE(
j∏
i=1
eδDi).
En outre, nous avons que
E(
j∏
i=1
eδDi) ≤ E((
j−1∏
i=1
esDi)E(esDj |Fj−1)) ≤ Aj−1E(V (X0)),
ou` Fi = σ{Xt; 0 ≤ t ≤ τi}. Alors, on construit les processus (Xt) et (Yt) conjoin-
tement comme suit. Soient t0 = inf{t ≥ 0; (Xt, Yt) ∈ C × C}, et tn = inf{t ≥
tn−1 + t∗; (Xt, Yt) ∈ C × C} pour n ≥ 1. Ensuite, pour chaque temps ti, si
nous n’avons pas encore couple´, on proce´de comme suit. Avec une probabilite´
ǫ, nous posons Xti+t∗ = Yti+t∗ = q, de´ﬁnissons T = ti + t
∗, et de´clarons que les
proce´de´s sont couple´s. Autrement (avec une probabilite´ 1− ǫ),nous choisissons
Xt+t∗ ∼ 11−ǫ (Pt∗(Xt, ·)− ǫQ(·)) et Yt+t∗ ∼ 11−ǫ (Pt∗(Yt, ·)− ǫQ(·)), conditionnel-
lement inde´pendants. Dans les deux cas, on remplit les valeurs Xs et Ys pour
ti < s < ti + t
∗ conditionnellement inde´pendantes, en utilisant les distributions
conditionnelles adapte´es des donne´es Xti , Yti , Xti+t∗ , Yti+t∗ . Enﬁn, si (Xt) et
(Yt) ont de´ja` couple´, nous les laissons e´voluer de manie`re conditionnellement
inde´pendante.
Il est facile de voir que (Xt) et (Yt) suivent marginalement les probabilite´s
de transition Pt(·, ·). En outre, T est un temps de couplage. Nous avons controle´
de´ja` P(T > s). Le re´sultat de´coule alors de l’ine´galite´ de couplage.
Ge´ne´ralement, il est diﬃcile d’e´tablir (1.4) directement, et nous avons donc
envie de rapporter cette borne a` une condition simple de Lyapunov. Nous avons
la proposition ci-dessous (voir [110]).
Proposition 1.2.4. Supposons que C ⊆ E est (t∗, ǫ)-small, et en outre qu’il
existe une fonction V ∈ D(L) avec V (x) ≥ 1 pour tout x ∈ E, λ > 0 et Λ <∞,
tel que
LV (x) ≤ −λV (x) + Λ1C(x), x ∈ E.
Alors, en notant B = infx/∈C V (x), nous avons que (1.4) est ve´rifie´e avec h =
1
2 (V (x) + V (y)) et avec δ = λ − ΛB . D’ou` la conclusion du The´ore`me 1.2.3 est
valide dans ce cas. En outre, nous avons que A ≤ Λδ + e−δt
∗
supx∈C V (x).
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1.3 Ine´galite´ de Poincare´ et temps d’atteinte
Dans cette section, nous allons exploiter l’interaction entre ine´galite´s fonc-
tionnelles et les fonctions de Lyapunov utilise´es dans l’approche Meyn-Tweedie.
Comme nous l’avons vu, la me´thode de couplage (la the´orie du renouvellement)
est aussi une cle´. Nous allons donner un re´sultat pre´sente´ par Cattiaux, Guillin
et Zitt [50].
Pour plus de simplicite´, nous conside´rerons les processus de diﬀusion (Xt)t>0
valeur de Rn avec ge´ne´rateur
L =
∑
i,j
aij∂
2
ij +
∑
i
bi∂i
ou` a = σ∗σ, σij et bi e´tant assez lisse (C∞ par exemple). Donc le carre´ du
champ Γ(f, g) = 〈σ∇f, σ∇g〉. De plus on suppose que µ(dx) = e−V (x)dx est
une mesure de probabilite´ syme´trique pour le processus, ou` le potentiel V est
aussi suppose´ d’eˆtre lisse. Donc L ge´ne`re un semi-groupe Pt µ-syme´trique et le
the´ore`me d’ergodicite´ L2 nous dit que pour tout f ∈ L2(µ),
lim
t→+∞
‖Ptf −
∫
fdµ‖2 = 0
Si C est un sous-ensemble ouvert de Rn, on de´ﬁnit TC = inf{t > 0;Xt ∈ C}.
Conside´rons les e´nonce´s suivants :
(H1) Il existe une fonction de Lyapunov V , i.e. une fonction lisse V : Rn →
R, telle que V ≥ 1, une constante λ > 0 et une partie borne´e ouverte
connecte´e C telle que LV ≤ −λV sur (C)c.
(H2) Il existe un sous-ensemble ouvert connexe borne´ C et une constante
δ > 0 tels que pour tout x ∈ Rn, Ex(eδTC ) ≤ ∞, et x → Ex(eδTC ) est
localement borne´e.
(H2µ) Il existe une partie borne´e ouverte connecte´e C et une constante δ > 0
telles que Eµ(e
δTC ) ≤ ∞.
(H3) Il existe des constantes λ > 0 et c > 0 et une fonction V ≥ 1 apparte-
nant a` L1(µ) telles que pour tout x ∈ Rn, ‖Pt(x, ·)− µ‖TV ≤ cV (x)e−λt.
(H4) µ satisfait a` une ine´galite´ de Poincare´, i.e. il existe une constante Cp
telle que pour tout lisse f , Varµ(f) ≤ Cp
∫
Γ(f, f)dµ.
(H5) Il existe des constantes θ > 0 et c > 0 telles que pour toute f borne´e,
Varµ(Ptf) ≤ ce−θtOsc2(f).
(H6) Il existe une constante CS telle que pour tout f ∈ L2(µ), Varµ(Ptf) ≤
e−CStVarµ(f).
De´finition 1.3.1. On dira que L est hypoelliptique fortement s’il peut eˆtre
e´crit sous forme d’Ho¨rmander L =
∑
iX
2
i + Y ou` Xi’s et Y sont des champs
de vecteurs lisses tel que l’alge`bre de Lie ge´ne´re´e par Xi’s est pleine a` chaque
x ∈ Rn (i.e. spans l’espace tangent a` chaque x).Remarquons que dans cette
situation Γ(f, f) =
∑
i |Xif |2.
On dira que L est hypoelliptique uniforme´ment fortement si tous les Xi sont
borne´s avec des de´rive´s borne´s (de n’importe quel ordre) et s’il existe N ∈ N,
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α > 0 tel que pour tout ξ ∈ Rn,∑
Z∈LN (x)
〈Z(x), ξ〉2 ≥ α|ξ|2
ou` LN (x) repre´sente l’ensemble des crochets de Lie de longueur infe´rieure ou
e´gale a` N calcule´s en x.
Nous avons la suite d’e´quivalence (voir [50])
The´ore`me 1.3.2. Les relations suivantes sont ve´rifiees (µ est syme´trique)
– (H1)⇒ (H3)⇒ (H4)⇔ (H5)⇔ (H6)
– (H1)⇒ (H2) et (H2µ)
– Si L est hypoelliptique uniforme´ment fortement, alors (H4) ⇒ (H2) et
(H2µ), et (H2) ou (H2µ)⇒ (H1).
Sauf le troisie`me point, tous ces relations sont ve´riﬁe´s pour les chaˆınes de
Markov.
Exemples pour les conditions de la de´rive
En conside´rant l’ope´rateur L = ∆−∇V · ∇ et la mesure µ(dx) = e−V (x)dx
avec V (x) ∈ C2(Rn), nous avons que
– S’il existe des constantes α > 0 et R ≥ 0, telles que pour |x| ≥ R, x ·
∇V (x) ≥ α|x|, la fonction W = ea|x| pour a > 0 suﬃsamment petit
ve´riﬁe la condition de de´rive.
– S’il existe des constantes a ∈ (0, 1), c > 0 et R ≥ 0, telles que pour |x| ≥ R,
(1 − a)|∇V (x)|2 −∆V (x) ≥ c, W = eaV (x) est pour a petit une fonction
de Lyapunov.
Pour ces deux exemples, les ine´galite´s de Poincare´ et la convergence exponen-
tielle peuvent donc eˆtre prouve´es.
1.4 Convergence sous-exponentielle des proces-
sus de Markov
De l’e´tude de la convergence exponentielle, on a de´veloppe´ certaines me´thodes
faciles a` manipuler pour ve´riﬁer l’ergodicite´. La cle´ de ces me´thodes est la re-
cherche d’une fonction dite de Lyapunov pour le ge´ne´rateur ([63] et [103]). La
convergence sous exponentielle ou polynomiale peut e´galement eˆtre e´tudie´e (voir
[65]) de cette fac¸on. Une forme tre`s ge´ne´rale de la me´thode est explique´e dans
l’article de Douc, Fort et Guillin [61], et cette partie de leurs re´sultats sera
montre´e plus en de´tails.
De´sormais, le processus de Markov a` temps continu (Xt) est suppose´ eˆtre un
processus de Markov fort homoge`ne avec trajectoires ca`dla`g. Pour tout t∗ > 0
et tout sous-ensemble ferme´e C ∈ B(E), soit τ t∗C = inf{t ≥ t∗, Xt ∈ C} le temps
d’atteinte de C retarde´ de t∗.
Redonnons la de´ﬁnition d’ensemble petit et e´galement celle de petite en-
semble.
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De´finition 1.4.1 (Ensemble petit, Petite ensemble). Nous disons que un sous-
ensemble non vide C ⊆ E est (t∗, ǫ)-petit (simplement petit) , pour un temps
positif t∗ et un ǫ > 0, s’il existe une mesure de probabilite´ Q(·) sur E satisfaisant
a` la condition minorisation
P t
∗
(x, ·) ≥ ǫQ(·) ∀x ∈ C.
Le sous-ensemble C est νa-petite (simplement petite) s’il existe une mesure
de probabilite´ a sur le Borel σ-field of [0,+∞) et une non-triviale σ-finie mesure
νa sur E tel que ∫ ∞
0
P t(x, ·)a(dt) ≥ νa(·) ∀x ∈ C.
De´finition 1.4.2. Soit φ une fonction positive de´fini sur [1,+∞) et limx→+∞ φ′ =
0. Nous disons que V ∈ D(L) est une fonction de φ-Lyapunov si V ≥ 1 et s’il
existe une constante b et un petite ensemble ferme´ C tels que pour tout x,
LV (x) ≤ −φ ◦ V (x) + b1C(x).
Quand φ est line´aire (φ(x) = ax), nous appelons simplement V une func-
tion de Lyapunov. L’existence d’une fonction de Lyapunov signiﬁe de´croissance
exponentielle (voir [63] et [103]), comme nous l’avons vu dans les paragraphes
pre´ce´dents.
The´ore`me 1.4.3. ([[61], The´ore`me 3.10, 3.12]) Supposons qu’il existe une
fonction de φ-Lyapunov V croissante lisse et concave tel que V est borne´e sur
un petite ensemble C. De plus, supposons que le processus est irre´ductible dans
un certain sens (voir [63] et [61] pour les de´finitions pre´cises). Alors il existe
une constante positive c telle que pour tout x,
‖Pt(x, ·)− µ‖TV ≤ cV (x)ψ(t),
ou` ψ(t) = 1/(φ ◦H−1φ )(t) pour Hφ(t) =
∫ t
1
(1/φ(s))ds.
Pour les cas ge´ne´raux, nous obtiendrons la de´croissance sous-exponentielle
et des taux calculables dans le chapitre 2.
1.5 Ine´galite´ fonctionnelle et L2-de´croissance de
processus de Markov
En fait les re´sultats e´nonce´s dans les paragraphes ci-dessus peuvent eˆtre
renforce´s par des choix de distances approprie´s plus fortes (que la distance en
variation totale) au de´triment de taux plus lent de convergence (voir [63] et [61]).
Par ailleurs, dans le the´ore`me 1.2.3, si l’on choisit une mesure initiale L(X0) =
fµ pour une fonction f ”sympathique”, la convergence se re´duit a` l’e´tude de
P ∗t h pour grand t. Cela devient un proble`me sur le comportementen temps long
de semi-groupes, qui est connue comme eˆtre lie´e aux ine´galite´s fonctionnelles
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comme nous l’avons vu pre´ce´dement. Le cadre le plus familier est assure´ment le
cadre L2 et l’ine´galite´ de Poincare´ (ou Poincare´ faible) dont nous allons pre´senter
rapidement les concepts qui nous inte´ressent pour le temps long.
1.5.1 Le lien entre ine´galite´ de Poincare´ (faible) et la conver-
gence L2 (sous) exponentielle
The´ore`me 1.5.1. Les deux de´clarations suivantes sont e´quivalentes.
(De´croissance exponentielle) Pour tout f ∈ L2, il existe CP telle que
‖Ptf −
∫
fdµ‖22 ≤ e−t/Cp‖f −
∫
fdµ‖22.
(Poincare´ ine´galite´) Pour tout f ∈ D2(L) (le domaine de l’extension Fredholm
de L),
Varµ(f) := ‖f −
∫
fdµ‖22 ≤ Cp
∫
−2fLfdµ. (1.5)
De´monstration. Pour plus de simplicite´, nous supposons que
∫
fdµ = 0. Si la
de´croissance exponentielle ‖Ptf‖22 ≤ e−t/Cp‖f‖22 est valide, alors pour f ∈ D(L),
−
∫
fLfdµ = −〈Lf, f〉 = lim
t→0
‖f‖22 − ‖Ptf‖22
2t
≥ lim inf
t→0
(1− e−t/Cp)‖f‖22
2t
=
‖f‖22
2Cp
,
soit l’ine´galite´ de Poincare´. En revanche, l’ine´galite´ de Poincare´ implique
d
dt
‖Ptf‖22 = 2〈LPtf, Ptf〉 ≤ −1/Cp‖Ptf‖22
Par le lemme de Gronwall, nous terminons la preuve.
Graˆce a` l’ine´galite´ de Cauchy-Schwarz et comme Pt et P
∗
t ont la meˆme
norme L2, l’ine´galite´ de Poincare´ implique un taux exponentiel de convergence
en distance en variation totale, au moins pour les lois initiales avec une densite´
L2 par rapport a` µ.
Comme pour l’approche Meyn-Tweedie, on peut obtenir des conditions suf-
ﬁsantes pour des taux plus lents de convergence, en utilisant l’ine´galite´ faible
de Poincare´ introduite par Rockner et Wang [111] :
The´ore`me 1.5.2. Soit Φ satisfaisant Φ(λf) = λ2Φ(f), Φ(Ptf) ≤ Φ(f) pour
tout t et Φ(f) ≥ ‖f‖22. Supposons qu’il existe une fonction de´croissante β telle
que pour tout s > 0 et toute f convenable, l’ine´galite´ suivante (ine´galite´ faible
de Poincare´) soit ve´rifie´e :
‖f −
∫
fdµ‖22 ≤ β(s)
∫
−fLfdµ+ sΦ(f −
∫
fdµ). (1.6)
Alors
‖Ptf −
∫
fdµ‖22 ≤ ξ(t)Φ(f −
∫
fdµ),
ou` ξ(t) = 2 inf{s > 0, β(s) log(1/s) ≤ t}
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Dans le cas syme´trique, nous avons une re´ciproque partielle de ce the´ore`me
(voir [111] The´ore`me 2.3).
The´ore`me 1.5.3. Supposons que L est normal (i.e. LL∗ = L∗L), s’il existe
Φ : L2(µ)→ [0,∞] et ξ : [0,∞)→ (0,∞) de´croissante, tel que Φ(λf) = λ2Φ(f)
pour tout λ ∈ R et f ∈ L2(µ), ξ(t) ↓ 0 lorsque t ↑ ∞, et
‖Ptf −
∫
fdµ‖22 ≤ ξ(t)Φ(f −
∫
fdµ), (1.7)
Alors (1.6) est valide avec
β(s) = 2s inf
t>0
1
t
ξ−1(t exp[1− t/s])
ou` ξ−1(t) := inf{r > 0 : ξ(r) ≤ t}. Particulie`rement, si (1.7) est vraie pour
ξ(t) = exp[−λt] pour λ > 0, alors l’ine´galite´ de Poincare´ est ve´rifie´e avec Cp =
2λ.
Remark 1.5.4. Dans le cas de l’exponentielle, la preuve originale par [111]
est relativement complexe. En fait, nous pouvons utiliser un argument simple :
supposons
∫
fdµ = 0, pour λ > 0. Il est facile de voir que t → log ‖Ptf‖2 + λt
est convexe et borne´e supe´rieurement parce que Varµ(Ptf) ≤ cfe−λt. Mais une
fonction convexe borne´e sur R+ est ne´cessairement de´croissante. Donc ‖Ptf‖22 ≤
e−λt‖f‖22.
En ge´ne´ral, l’ine´galite´ de Poincare´ faible est e´crite pour Φ = ‖·‖∞ ou Osc(·).
Ce qui est particulie`rement marquant, c’est que pour tout µ sur Rn, absolument
continue par rapport a` Lebesgue mesure, dµ = e−V dx avec une V localement
borne´e, satisfait une ine´galite´ faible de Poincare´.
1.5.2 De Lyapunov a` Poincare´ et vice versa
Nous savons que l’existence d’une fonction de φ-Lyapunov est une condition
suﬃsante tractable pour la strate´gie de Meyn-Tweedie (et meˆme une condition
ne´cessaire et suﬃsante pour le cas exponentielle). Ne´anmoins, des conditions
suﬃsantes ge´ne´rales tractables et pre´cises pour Poincare´ ou d’autres ine´galite´s
fonctionnelles sont moins connues. C’est la motivation du travail de Bakry, Cat-
tiaux et Guillin [6]. Ils ont e´tudie´ la relation entre la me´thode Meyn-Tweedie et
l’approche d’ine´galite´ fonctionnelle. Nous pre´sentons ici quelques re´sultats. Soit
µ une mesure invariante pour un processus de ge´ne´rateur L. L’existence d’un
“carre´ du champ” est suppose´. Ensuite, nous avons (voir [6] The´ore`me 2.1)
The´ore`me 1.5.5 (De Lyapunov a` Poincare´). Sous les hypothe`ses du the´ore`me
1.4.3, pour toute f telle que
∫
fdµ = 0 et tout 0 < β < 1, on a∫
(P ∗t f)
2dµ ≤ Cβψβ(t)
(∫
|f |V dµ
)β (∫
|f | 2−β1−β dµ
)1−β
.
Le re´sultat s’e´tend a` β = 1 a` condition que f soit borne´e, et dans ce cas,∫
(P ∗t f)
2dµ ≤ C
(∫
V dµ
)
‖f‖2∞ψ(t).
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Si en plus µ est syme´trique (ou plus ge´ne´ralement L est normal, i.e. L∗L =
LL∗) pour le processus, alors µ satisfait une ine´galite´ faible de Poincare´ avec
Φ(f) = C(V )‖f‖2∞ et
β(s) = s inf
u>0
1
u
ψ−1(ue(1−u/s)) with ψ−1(a) := inf{b > 0, ψ(b) ≤ a}.
Particulie`rement si ψ(t) = e−λt, µ satisfait une ine´galite´ de Poincare´.
De´monstration. Supposons les hypothe`ses ve´riﬁe´es, et soit f une fonction borne´e
tel que
∫
fdµ = 0. Alors, si f n’est pas identiquement nulle, on peut de´ﬁnir
h = f+/
∫
f+dµ qui est une densite´ de probabilite´ borne´e. Par conse´quent, si
V ∈ L1(µ), ∫ hV dµ < ∞. Il s’ensuit que ‖P ∗t − 1‖L1 , qui est la distance en
variation totale entre µ et la loi au moment t (a` partir de hµ), tend vers 0 de`s
que t→ +∞, avec un taux cψ(t). Donc pour 0 < β < 1,∫
|P ∗t f+ −
∫
f+dµ|2dµ =
(∫
f+dµ
)2 ∫
(P ∗t − 1)β (P ∗t h− 1)2−βdµ
≤
(∫
f+dµ
)2(∫
|P ∗t − 1|dµ
)β (∫
|P ∗t h− 1|
2−β
1−β dµ
)1−β
≤ cβψβ(t)
(∫
f+V dµ
)β (∫
|f+ −
∫
f+dµ|
2−β
1−β dµ
)1−β
≤ cβψβ(t)
(∫
f+V dµ
)β (∫
(2f+)
2−β
1−β dµ
)1−β
.
ou` nous avons utilise´ ce que P ∗t est un ope´rateur avec la norme e´gale a` 1 dans
tous les Lp’s (p ≥ 1), la relation e´le´mentaire |a + b|p ≤ 2p−1(|a|p + |b|p) pour
tout p ≥ 1 et l’ine´galite´ de Ho¨lder. Alors,∫
(P ∗t f)
2dµ ≤ 2
(∫
|P ∗t f+ −
∫
f+dµ|2dµ+
∫
|P ∗t f− −
∫
f−dµ|2dµ
)
≤ 24−βcβψβ(t)
(∫
|f |V dµ
)β (∫
|f | 2−β1−β dµ
)1−β
.
Dans le cas syme´trique, on applique le the´ore`me 2.3 dans [111] pour prouver la
deuxie`me partie.
Le re´sultat analogue est e´galement mis en place pour la de´croissance de
l’entropie relative, voit [6] The´ore`me 2.2.
Certains re´ciproques possibles ont e´te´ discute´es brie`vement dans [6]. Il est
sugge´re´ de re´fe´rer a` Section 2 de [6] pour plus de re´sultats. Et [6] a e´galement
souligne´ que il n’est pas possible d’obtenir une re´ciproque exacte a` partir de
l’ine´galite´ faible de Poincare´.
1.5.3 Ine´galite´ de Lyapunov-Poincare´ et fonction de Lya-
punov
Nous avons vu que l’existence de la fonction de Lyapunov fournit des ine´galite´s
fonctionnelles dans le cas syme´trique, dans ces sections, nous allons e´tudier les
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relations entre certaines ine´galite´s modiﬁe´es de Poincare´ (et donc de´croissance
exponentielle) et l’existence de la fonction de Lyapunov, sans suppposer de
syme´trie. Ces ine´galite´s ont e´te´ introduites dans [6].
De´finition 1.5.6 (Ine´galite´ (w)-Lyapunov-Poincare´). Nous dirons que µ satis-
fait une (w)-Lyapunov-Poincare´ ine´galite´, s’il existe une fonction W ∈ D(L)
avec W ≥ 1 et une constante C telles que pour toutes fonctions ”sympathiques”
f avec
∫
f = 0, ∫
f2Wdµ ≤ C
∫
(WΓ(f)− f2LW )dµ.
Ici et dans toute la the`se, ”sympathique” signiﬁe que f appartient au do-
maine du ge´ne´rateur et l’ensemble de ces fonctions est dense dans le domaine
de la forme de Dirichlet (par exemple, fonctions lisse a` support compact dans
les cas euclidiens usuels).
Nous avons la proposition ci-dessous pour de´crire la relation entre (w)-
Lyapunov-Poincare´ l’ine´galite´ et la de´croissance exponentielle.
Proposition 1.5.7. Les relations suivantes sont e´quivalentes :
– µ satisfait une (w)-Lyapunov-Poincare´ ine´galite´,
–
∫
(P ∗t f)
2Wdµ ≤ e−t/C ∫ f2Wdµ pour tout f avec ∫ fdµ = 0
Particulie`rement pour toute fonction f tel que
∫
f2Wdµ < ∞, Ptf et P ∗t f
convergent vers
∫
fdµ sur L2(dµ) avec un taux exponentiel.
La preuve suit le meˆme raisonnement que pour l’ine´galite´ de Poincare´ dans
le The´ore`me 1.5.1. Notez qu’une ine´galite´ de Lyapunov-Poincare´ n’est pas une
ine´galite´ de Poincare´ ponde´re´e (nous supposons que
∫
fdµ = 0) et de´pend du
ge´ne´rateur L (pas seulement du carre´ du champ). Mais comme ce que nous avons
de´ja` mentionne´, The´ore`me 2.3 dans [111] nous dit que, dans le cas syme´trique, si∫
P 2t fdµ ≤ ce−δt‖f‖2∞ pour tout f tel que
∫
fdµ = 0, donc µ satisfait l’ine´galite´
habituelle de Poincare´ avec C = 1/δ. Alors,
Exemple : en utilisant des conditions de Lyapunov
Supposons qu’il existe une fonction de Lyapunov V , i.e. LV ≤ −αV + b1C
pour un ensemble C. Supposons que l’on peut trouver un ensemble (grand) U
tel que µ satisfait une ine´galite´ locale de Poincare´ sur U :∫
U
f2dµ ≤ κU
∫
E
Γ(f)dµ+ (1/µ(U))
(∫
U
fdµ
)2
.
pour un certain κU , pour tout f avec
∫
E
fdµ = 0. Supposons que de plus :
1. Soit U contient C ′ = C ∪ {V ≤ 2bα} et 2αµ(U) > bµ(U c),
2. ou bien U contient {V ≤ 2b/α} et µ(U) > µ(U c).
On peut alors trouver λ > 0 tel que si W = V + λ, µ satisfait une ine´galite´ de
(w)-Lyapunov-Poincare´ .
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1.5.4 Ine´galite´ faible de Sobolev logarithmique et conver-
gence pour l’entropie
Comme nous avons vu que l’ine´galite´ (faible) de Poincare´ est un outil puis-
sant pour l’e´tude du comportement en temps long L2 (aussi pour l’e´tude d’isope´rime´trie,
concentration de la mesure). Cependant, les controˆles de L2 ne sont pas bien
adapte´s dans diﬀe´rentes situations (me´canique statistique, EDP non line´aire),
ou` descontroˆles en entropie sont plus naturels. Donc nous allons introduire
l’ine´galite´ faible de Sobolev logarithmique et la convergence entropique pour
le semi-groupe. Le contenu lie´ peut eˆtre lu dans [41].
De´finition 1.5.8. Nous disons que la mesure µ satisfait une ine´galite´ faible de
Sobolev logarithmique, s’il existe une fonction de´croissante β(s) : (0,+∞) →
R
+, telle que pour tout s > 0 et chaque f ∈ C1b (E),
Entµ f
2 :=
∫
f2 log
(
f2∫
f2dµ
)
dµ ≤ β(s)
∫
|∇f |2dµ+ sOsc2(f)
Soit h une fonction borne´e, densite´ par rapport a` la mesure invariante µ.
Nous introduisons le premier re´sultat de la de´croissance dans l’entropie avec
l’oscillation de h.
The´ore`me 1.5.9. Si µ satisfait une ine´galite´ faible de Sobolev logarithmique
avec fonction β, alors pour chaque h ≥ 0 avec ∫ hdµ = 1, pour t assez grand,
Entµ(Pth) ≤ (2 + e−1 + ǫ)ξǫ(t)Osc2(
√
h)
ou` ξǫ(t) est donne´e par, pour r assez petit,
ξ−1ǫ (r) = −
1
2
β(r) log(
r
ǫ
).
En revanche, s’il existe ξ de´croissante, telle que pour chaque h ≥ 0 avec ∫ hdµ =
1, nous obtenons
∀t > 0, Entµ(Pth) ≤ ξ(t)Osc2(
√
h),
alors µ satisfait une ine´galite´ faible de Sobolev logarithmique avec fonction
β(t) = ψ−1(t) ou` ψ(t) = 2
√
2ξ(t). Particulie`rement si ξ(t) ≤ ce−αt, µ satisfait
une ine´galite´ de Poincare´.
v
Ce the´ore`me est juste l’analogue du the´ore`me 1.5.2 pour l’ine´galite´ faible de
Poincare´. Il est manifeste que le re´sultat couvre la relation d’e´quivalence entre
la de´croissance exponentielle dans l’entropie et l’ine´galite´ de Sobolev logarith-
mique.
Un exemple
Pour α ∈ [1, 2], la mesure µα(dt) = Zαe−|t|αdt, t ∈ R, (Zα est une nor-
malisation constante) satisfait l’ine´galite´ faible de Sobolev logarithmique avec
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β(s) = C(log 1/s)(2−α)/α, C > 0. Alors on peut trouver C(α) > 0 tel que pour
tout la densite´ borne´e de probabilite´ h,
Entµα(Pth) ≤ e−t/[C(α)(1+log
(2/α)−1(‖h‖∞))] Entµα(h).
1.6 Un autre aperc¸u sur l’ergodicite´ des chaˆınes
de Markov
Les preuves traditionnelles dans l’e´tude des chaˆınes de Markov (processus
de Markov) sont e´tablis par l’approche Meyn-Tweedie : trouver une fonction
de Lyapunov avec un ensemble petit, de´composer les chaˆınes de Markov en
excursion loin de l’ensemble petit et analyser la queue exponentielle de la loi
de longueur des excursions. Hairer et Mattingly [87] ont de´veloppe´ une autre
me´thode pour obtenir la contractivite´ de semi-groupes dans une certaine dis-
tance de variation totale ponde´re´e. C’est le re´sultat tre`s inte´ressant que nous
allons de´crire maintenant.
D’abord, deux hypothe`ses sont encore suppose´es pour les chaˆınes de Markov
avec P (x, ·) sur un espace mesurable E :
1. (A.1 fonction de Lyapunov) Il existe une fonction V : E → [0,∞) et des
constantes K ≥ 0 et γ ∈ (0, 1) telles que
PV (x) ≤ γV (x) +K, ∀x ∈ E.
2. (A.2 ensemble petit) Il existe une constante α ∈ (0, 1) et une mesure de
probabilite´ ν tel que
inf
x∈C
P (x, ·) ≥ αν(·),
avec C = {x ∈ E : V (x) ≤ R} pour certain R > 2K/(1 − γ) ou` K et γ
sont les constantes de A.1.
Aﬁn de pre´senter le the´ore`me de Harris, nous introduisons la norme du supre-
mum ponde´re´e suivante :
‖φ‖ = sup
x
|φ(x)|
1 + V (x)
. (1.8)
Alors, nous avons
The´ore`me 1.6.1. Sous A.1 et A.2, P admet une unique mesure invariante µ
et il existe des constantes C > 0 et γ ∈ (0, 1) telles que
‖Pnφ− µφ‖ ≤ Cγn‖φ− µ(φ)‖
pour toute fonction mesurable φ : E → R telle que ‖φ‖ <∞.
Alors que ce re´sultat est bien connu, les preuves trouve´es dans la litte´ratures
sont souvent complique´es et de´pendent des estimations de l’inte´grabilite´ des
temps de retour a` l’ensemble petit. Mais Hairer et Mattingly [87] ont fourni
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une preuve tre`s courte et e´le´mentaire du the´ore`me base´ sur une astuce simple.
Au lieu de travailler directement avec (1.8), ils ont de´ﬁni toute une famille de
normes supremum ponde´re´s selon un parame`tre d’e´chelle β > 0 qui sont toutes
e´quivalentes a` la norme originale (1.8) :
‖φ‖β = sup
x
|φ(x)|
1 + βV (x)
. (1.9)
Ils de´ﬁnissent e´galement la me´trique dual associe´e ρβ sur les mesures de proba-
bilite´ donne´e par
ρβ(µ1, µ2) = sup
φ:‖φ‖β≤1
∫
E
φ(x)(µ1 − µ2)dx
Il est bien connu que ρβ est une distance de variation totale ponde´re´e :
ρβ(µ1, µ2) =
∫
E
(1 + βV (x))|µ1 − µ2|dx
Avec ces notations, nous avons que
The´ore`me 1.6.2. Sous A.1 et A.2, il existe α¯ ∈ (0, 1) et β > 0 telles que
ρβ(Pµ1, Pµ2) ≤ α¯ρβ(µ1, µ2)
pour toute mesure de probabilite´ µ1 et µ2 sur E. Particulie`rement, pour toute
α0 ∈ (0, α) et γ0 ∈ (γ + 2K/R, 1) on peut choisir β = α0/K et α¯ = (1 − (α −
α0)) ∨ (2 +Rβγ0)/(2 +Rβ).
Bien qu’il soit possible de re´gler β de fac¸on a` ce que P soit une contraction
stricte pour la distance ρβ , c¸a ne signiﬁe pas que P est une contraction pour ρ1.
Cette nouvelle approche nous inspire que le choix des normes approprie´es des
ope´rateurs nous aidera a` e´tudier l’ergodicite´ du syste`me. En fait, dans l’e´tude
de e´quations d’e´volution dissipatives, Villani [126] introduit un nouveau terme
“hypocoercivite´” qui a e´te´ utilise´ pour re´soudre la convergence a` l’e´quilibre pour
certains ope´rateurs. Il a e´tendu la coercivite´ a` l’hypocoercivite´ en choisissant
les normes approprie´s, et a e´tabli une nouvelle the´orie de coercivite´ de fac¸on
syste´matique et abstraite. Nous allons l’introduire dans la prochaine section.
1.7 Hypocoercivite´ et de´croissance exponentielle
Dans de nombreux domaines des mathe´matiques applique´es, on rencontre
souvent des e´quations d’e´volution dissipatives dans lesquelles apparait (1) un
ope´rateur dissipatif de´ge´ne´re´ et (2) un ope´rateur conservatif pre´sentant cer-
taines proprie´te´s de syme´trie, tels que la combinaison des deux ope´rateurs im-
plique la convergence vers un e´tat d’e´quilibre de´termine´ de fac¸on unique. De`s
que l’existence et l’unicite´ d’un e´tat stable a e´te´ e´tablie, il y a beaucoup d’outils
souples pour prouver la convergence vers l’e´tat stationnaire. Dans l’e´tude des
ope´rateurs de Markov, nous avons de´ja` e´tabli la convergence (sous) exponen-
tielle. Par l’approche Meyn-Tweedie, on essaie de capturer des informations sur
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le comportement de trajectoires, mais le taux n’est ge´ne´ralement pas quantitatif
ou de mauvaise qualite´. En utilisant les ine´galite´s fonctionnelles pour obtenir la
convergence, nous devrions connaˆıtre la mesure invariante et peut eˆtre obtenir
une borne pre´cise du taux de convergence. Mais pour les processus de Markov
conduits par des e´quation diﬀe´rentielles stochastiques totalement de´ge´ne´re´e, les
me´thodes traditionnelles ne conviennent pas.
Par exemple, l’e´quation cine´tique de Fokker-Planck{
dXt = Ytdt
dYt =
√
2dBt −∇V (Xt)dt− Ytdt
(1.10)
associe´e avec
L = ∆v + v · ∇v + v · ∇x −∇V (x) · ∇v.
a une mesure invariante dµ = e
−[V (x)+
|v|2
2
]
Z dxdv.
Mais µ n’est pas syme´trique, et L est entie`rement de´ge´ne´re´, l’ine´galite´ de
Poincare´ (avec E) n’est pas vraie pour µ associe´e a` la forme de Dirichlet ge´ne´re´e
par L. Notamment, la courbure de Bakry-Emery du semi-groupe est e´gale a`
−∞.
Villani a utilise´ l’hypocoercivite´ aﬁn d’obtenir des re´sultats sur la conver-
gence vers equilibre pour cette e´quation. Dans cet the`se, nous allons surtout
introduire la premie`re partie du me´moire [126] : l’ope´rateur A∗A+B.
1.7.1 Ope´rateur L = A∗A+B, coercivite´ et hypocoercivite´
Soit H un espace de Hilbert se´parable re´el, pouvant eˆtre conside´re´ comme
L2(µ), ou` µ est quelque mesure d’e´quilibre ; H est dote´ de la norme ‖ · ‖H
issue d’un produit scalaire 〈·, ·〉H. Dans cette section,nous allons conside´rer des
ope´rateurs line´aires de la forme
L = A∗A+B,B∗ = −B
et le semi-groupe Pt = e
−tL.
De´finition 1.7.1 (coercivity). Soit L un ope´rateur non borne´ sur un espace de
Hilbert H, avec un noyau K. D(L) est dense dans H. On dit que l’ope´rateur L
est λ-coercif sur K⊥, si
〈h, Lh〉H ≥ λ‖h‖2H, ∀h ∈ K⊥ ∩D(L).
On dit que l’ope´rateur L est coercif sur H s’il est λ-coercif sur H pour un λ > 0.
La proprie´te´ de coercivite´ est e´quivalente a` la convergence L2 du semi-groupe
(en supposant qu’il est bien de´ﬁni) :
The´ore`me 1.7.2. L est λ-coercitif sur H si et seulement si ‖e−tLh0‖H ≤
e−λt‖h0‖H pour tous h0 ∈ H et t ≥ 0.
La de´ﬁnition de l’hypocoercivite´ est
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De´finition 1.7.3 (hypocoercivite´). Soit L un ope´rateur non borne´ sur un es-
pace de Hilbert H, avec un noyau K, D(L) est dense dans H. L ge´ne´re un
semi-groupe continu (e−tL)t≥0. L’ope´rateur L est appele´ λ-hypocoercif sur K⊥,
s’il existe une constante finie C telle que
‖e−tLh0‖H ≤ Ce−λt‖h0‖H, ∀h0 ∈ H, ∀t ≥ 0. (1.11)
L’ope´rateur L est appele´ hypocoercif sur H s’il est λ-hypocoercif sur H pour un
λ > 0.
Par rapport a` la de´ﬁnition de la coercitivite´ en terme de semi-groupe, la
seule diﬀe´rence re´side dans l’apparition de la constante C dans le coˆte´ droit de
(1.11) (e´videmment C = 1 signiﬁe coercivite´). L’hypocoercivite´ est invariante en
vertu de changement de norme equivalente sur H, pas comme la coercivite´. Cela
a une conse´quence pratique importante : si l’on trouve une norme e´quivalente
pour laquelle l’ope´rateur est coercitif, il s’ensuit qu’il est hypocoercif.
Villani [126] a donne´ un re´sultat ge´ne´ral sur l’hypocoercivite´ pour l’ope´rateur
L = A∗A + B de manie`re abstraite. Et il l’a applique´ a` l’e´quation cine´tique
de Fokker-Planck. Ici, nous portons principalement une attention aux re´sultats
pour l’e´quation de Fokker-Planck, et parlons de la strate´gie de son approche
pour ce mode`le.
1.8 L’e´quation line´aire cine´tique de Fokker-Planck
Soit une fonction V : Rn → R minore´e, au moins C1 , et convergeant vers
l’inﬁni a` l’inﬁni. De´ﬁnissons
Ai :=
∂
∂vi
, A := ∇v, B := v · ∇x −∇V (x) · ∇v, C := [A,B] = ∇x,
L := −∆v + v · ∇v + v · ∇x −∇V (x) · ∇v.
L’e´quation line´aire aux de´rive´es partielles du second ordre qui nous inte´resse est
l’e´quation cine´tique de Fokker-Planck (la version stochastique est (1.10)) avec
un potentiel de conﬁnement V , sous la forme
∂h
∂t
+ v · ∇xh−∇V (x) · ∇vh = ∆vh− v · ∇vh. (1.12)
Par calcule directement dans L2(µ), on peut ve´riﬁer que l’e´quation prend la
forme ∂h/∂t+ Lh = 0. Pour (x, v) ∈ Rn × Rn, posons
ρ∞(x, v) =
e−[V (x)+
|v|2
2 ]
Z
, µ(dxdy) = ρ∞(x, v)dxdv,
ou` Z est choisie pour que µ soit une mesure de probabilite´ sur Rn × Rn. La
mesure invariante est µ, et nous choisissons l’espace de Hilbert H := L2(µ).
Avant de conside´rer la convergence vers l’e´quilibre pour ce mode`le, nous
devrions re´soudre les proble`mes analytiques sur la re´gularite´ et le caracte`re bien
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pose´ de l’e´quation. Cela a e´te´ pre´sente´ par Helﬀer et Nier[[88], Section 5.2], ainsi
(1.12) ge´ne`re un semi-groupe de contraction C∞, re´gularisant dans L2(µ) de`s
que V est dans C∞(Rn). Villani a utilise´ des approximations lisses pour obtenir
un the´ore`me pour un potentiel moins re´gulie`r V :
The´ore`me 1.8.1. Soit V ∈ C1(Rn) minore´e. Alors pour tout h0 ∈ L2(µ),
l’e´quation (1.12) admet une solution distribution unique h = h(t, x, v) ∈ C(R+;D′(Rnx×
R
n
v )) ∩ L∞loc(R+;L2(µ)) ∩ L2loc(R+;H1v (µ)), telle que h(0, ·) = h0.
1.8.1 Une nouvelle norme e´quivalente a` H1
Pour l’e´quation cine´tique de Fokker-Planck, il y a une norme H1-Sobolev
naturelle ‖ · ‖H1(µ) :
‖h‖2H1(µ) = ‖h‖22 + ‖Ah‖22 + ‖Ch‖22 = ‖h‖22 + ‖∇h‖22
Le produit scalaire associe´e a` cette norme sera note´ par 〈·, ·〉H1 . Par ailleurs,
nous de´ﬁnissons un autre produit scalaire ((·, ·)) :
((h, h)) = ‖h‖22 + a‖Ah‖22 + 2b〈Ah,Ch〉2 + c‖Ch‖22.
Ou` les constantes positives a, b, c sera choisi de fac¸on que c ≤ b ≤ a, b2 < ac et
((h, Lh)) ≥ κ(‖Ah‖22 + ‖Ch‖22). (1.13)
Nous pouvons voir que 〈·, ·〉H1 et ((·, ·)) de´ﬁnissent norme e´quivalente :
min(1, a, c)(1− b√
ac
)‖h‖2H1 ≤ ((h, h))
≤ max(1, a, c)(1 + b√
ac
)‖h‖2H1 .
Par polarisation, le produit scalaire ((·, ·)) de´ﬁnit une forme biline´aire syme´trique
sur H1. Le choix des constantes a, b, c est primordial et de´pend du potentiel
V (x). Dans ma the`se, je donnerais une preuve simpliﬁe´e sous une condition
sur le potentiel V (x) un peu plus fort que Villani mais adapte´e au cas sous-
exponentiel.
1.8.2 Hypocoercivite´ et convergence exponentielle dans le
sens H1 et L2
Il est e´vident que la coercivite´ de A∗A + C∗C signiﬁe ine´galite´ de Poin-
care´ pour la mesure µ. Notez que l’ine´galite´ de Poincare´ ici est en un sens de
l’ope´rateur ∇, pas de l’e´nergie E(f) (∫ −fLfdµ = ∫ |∇vf |2dµ 6= ∫ |∇f |2dµ)
associe´e au processus.
Dans Villani [126] The´ore`me 35, la convergence exponentielle dans le sens
de H1 sous coercivite´ de A∗A+ C∗C est obtenu par le the´ore`me suivant :
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The´ore`me 1.8.2. Pour l’e´quation cine´tique de Fokker-Planck, supposons que
V ∈ C2(Rn) avec |∇2V (x)| ≤ M(1 + |∇V |) pour une constante M ≥ 0 et la
mesure µ satisfait l’ine´galite´ de Poincare´. Alors, il y a des constantes C ≥ 1 et
λ > 0, explicitement calculables, telles que pour tout h ∈ H1(µ), ∫ hdµ = 0,
‖e−tLh‖H1(µ) ≤ Ce−λt‖h‖H1(µ),∀t ≥ 0.
De plus, il existe une constante C ′ ≥ 1 tel que pour tout t ≥ 1 et pour tout
h ∈ L2(µ) avec ∫ hdµ = 0,
‖e−tLh‖H1(µ) ≤ C ′e−λt‖h‖2.
1.8.3 Convergence exponentielle au sens entropique
C. Villani a e´galement e´tudie´ une autre de´croissance dans la meˆme ide´e. Il a
introduit une modiﬁcation de l’entropie en combinant l’information de Kullback
et l’information de Fisher de´forme´e. Dans le prochain re´sultat, la coercivite´ de
A∗A + C∗C sera change´e en ine´galite´ de Sobolev logarithmique pour µ. Tous
les re´sultats et les preuves sont similaires a` la convergence dans H1.
Associe´ au The´ore`me 28 dans [126], on peut facilement obtenir :
The´ore`me 1.8.3. Pour l’e´quation cine´tique de Fokker-Planck, supposons que
V ∈ C2(Rn) avec |∇2V (x)| ≤ M (norme de Hilbert-Schmidt, ponctuelle sur
R
n) pour tout x ∈ Rn. Il y a une function x → S(x), a` valeur dans l’espace
de matrices symme´triques positives, uniforme´ment borne´es, telles que si l’on
de´finit,
E(h) :=
∫
h log hdµ+
∫ 〈S∇h,∇h〉
h
dµ, h ≥ 0,
on a l’estimation
d
dt
E(e−tLh) ≤ −α
∫ 〈S∇e−tLh,∇e−tLh〉
e−tLh
dµ,
pour α > 0, explicitement calculable.
Par ailleurs, nous avons que
The´ore`me 1.8.4. Avec les meˆmes conditions que pre´ce´demment, nous pouvons
choisir a, b, c, tel que
E(h) =
∫
h log hdµ+ a
∫ |Ah|2
h
dµ+ 2b
∫ 〈Ah,Ch〉
h
dµ+ c
∫ |Ch|2
h
dµ
satisfait les conclusions du the´ore`me 3.3.1. Si, en plus, la mesure µ satisfait
l’ine´galite´ de Sobolev logarithmique avec la constante k
Entµ(f
2) ≤ k
∫
|∇f |2dµ.
Alors pour h positive avec
∫
hdµ = 1, il existe λ > 0, telle que
E(e−tLh) ≤ e−λtE(h).
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La preuve de ce the´ore`me suit la preuve du The´ore`me 1.8.2. Si nous mettons
f = e−[V (x)+
|v|2
2 ]h dans l’e´quation (1.12), alors l’e´quation devient :
∂f
∂t
+ v · ∇xf −∇V (x) · ∇vf = ∆vf +∇v · (vf). (1.14)
auquel cas f au temps t peut eˆtre interpre´te´e (si non ne´gative) en tant que
densite´ de particules, ou (si densite´ de probabilite´) comme la loi d’une variable
ale´atoire dans l’espace de phase. Mais les hypothe`ses relatives aux (1.14) sont
plus ge´ne´rales que pour (1.12), voir The´ore`me 7 dans [126]. Ce re´sultat du
The´ore`me 3.3.2 peut eˆtre utilise´ pour e´tudier la convergence pour des densite´s
de probabilite´, voit The´ore`me 39 dans [126] pour plus de de´tails.
Jusqu’ici, nous avons introduit trois types de me´thodes pour l’e´tude du com-
portement en temps long des processus de Markov : l’approche Meyn-Tweedie,
la contraction de normes et les ine´galite´s fonctionnelles. Nous donnerons une
remarque pour ces approches.
1.8.4 Comparaison entre les approches habituelles
Pour la me´thode Meyn-Tweedie, nous devons trouver un ensemble petit
(ou un petite ensemble) et une fonction de Lyapunov, ensuite construire les
processus de couplage de Markov en utilisant le temps d’atteinte de l’ensemble
petit, alors nous pouvons obtenir le re´sultat de convergence. Mais il y a quelques
diﬃculte´s que nous rencontrons souvent. D’abord, l’ensemble petit et la fonction
de Lyapunov sont ge´ne´ralement diﬃciles a` trouver (par exemple, jusqu’ici, il n’y
a pas/peu de condition de minoration explicite pour le processus de Markov dans
l’e´quation cine´tique du Fokker-Planck ) ; Deuxie`mement, meˆme si nous pouvons
obtenir la bonne estimation de la convergence du taux par Meyn-Tweedie, par
exemple, dans la de´croissance exponentielle a` la distance en variation totale,
nous ne savons pas ge´ne´ralement la valeur de la constante avant l’exponentielle
e−λt, il est donc diﬃcile d’obtenir des e´valuations quantitatives.
L’avantage de la l’approche Meyn-Tweedie, c’est que nous n’avons pas be-
soin de connaˆıtre la forme exacte de la mesure invariante. Mais pour la me´thode
des ine´galite´s fonctionnelles, il est ne´cessaire de bien la connaˆıtre. Si nous avons
explicitement ine´galite´ de Poincare´ (faible), nous pouvons obtenir le taux ex-
plicite de la convergence. Dans le cas syme´trique, l’e´quivalence entre l’ine´galite´
de Poincare´ (faible) et la de´croissance (sous-)exponentielle est un beau re´sultat.
Cependant, pas parfait dans l’ine´galite´ de Poincare´ (faible) qui ne ”boucle” pas.
La dernie`re me´thode est l’hypocoercivite´, extension naturelle de la me´thode
pre´ce´dente. Dans le mode`le de l’e´quation cine´tique de Fokker-Planck, bien que
l’ine´galite´ de Poincare´ ne soit pas satisfaite pour la mesure invariente µ (pas
pour E), nous avons encore le taux explicite exponentielle de la convergence. Ici,
le changement des normes est la cle´. Le re´sultat est aussi quantitatif.
Dans les deux prochains chapitres, nous utilisons d’abord l’approche Meyn-
Tweedie pour obtenir la convergence sous-exponentielle ge´ne´rale pour des pro-
cessus de Markov a` temps continu. Au dernier chapitre, on e´tend l’hypocoerci-
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vite´ a` l’hypocoervite´ faible et on obtient la convergence sous-exponentielle pour
la solution de l’e´quation cine´tique de Fokker-Planck.
Ces deux chapitres dont les re´sume´s suivent constituent deux articles
1. la convergence sous-exponentielle explicite par l’approche couplage de
Meyn-Tweedie, dont une version longue mais pre´liminaire, se trouve en
Partie 2, e´crite avec S.V. Bitseki Penda, A. Guillin et M. Hairer. Cet
article devrait eˆtre soumis d’ici un mois.
2. l’extension au cas sous exponentiel de l’hypocercivite´, actuellement soumis
aux Bulletin de la Socie´te´ Mathe´matique de France.
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Chapitre 2
Convergence
sous-exponentielle de
processus de Markov en
temps continu
Dans ce chapitre, nous allons introduire quelques re´sultats sur la convergence
sous-exponentielle de processus de Markov a` temps continu. Et nous utilisons
l’approche Meyn-Tweedie pour ces re´sultats.
2.1 Taux de convergence explicites sous-exponentielles
en temps discret
Rappelons un re´sultat de convergence explicite pour des chaˆınes de Markov
qui a e´te´ obtenu par Douc, Moulines et Soulier [108].
Nous donnons quelques hypothe`ses, la premie`re est la condition de minora-
tion en discret
(A1) Il existe un ensemble C ∈ B(E), une constante ǫ > 0 et une mesure de
probabilite´ Q(·) tels que, pour tout x ∈ C, P (x, ·) ≥ ǫν(·).
Soit P un noyau de transition de Markov sur E×E tel que, pour tout A ∈ B(E),
P (x, x′, A× E) = P (x,A)1(C×C)c(x, x′) +Q(x,A)1C×C(x, x′)
P (x, x′, E ×A) = P (x′, A)1(C×C)c(x, x′) +Q(x′, A)1C×C(x, x′)
ou` Q est le noyau re´siduel, de´ﬁni pour x ∈ C et A ∈ B(E), par
Q(x,A) =
{
(1− ǫ)−1(P (x,A)− ǫν(A)), 0 < ǫ < 1,
ν(A), ǫ = 1.
Notre seconde condition est une borne du moment de temps d’atteinte de la
chaˆıne bivarie´e a` C × C sous la probabilite´ P x,x′ . Soit r(n) ∈ Λ une suite
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croissante , log r(n)/n ↓ 0 quand n→∞, et R(n) :=∑n−1k=0 r(k). Soit σC×C :=
inf{n ≥ 0, (Xn, X ′n) ∈ C × C} et τC×C := inf{n ≥ 1, (Xn, X ′n) ∈ C × C} (le
premier temps d’atteinte et de retour a` C × C) et posons
U(x, x′) := Ex,x′
[
σC×C∑
k=0
r(k)
]
.
Soit v : E × E → [0,∞) une fonction mesurable et
V (x, x′) = Ex,x′
[
σC×C∑
k=0
v(Xk, X
′
k)
]
.
(A2) Pour chaque (x, x′) ∈ E × E, U(x, x′) <∞ et bU <∞, ou`
bU = sup
(x,x′)∈C×C
PU(x, x′) = sup
(x,x′)∈C×C
Ex,x′
[
τC×C−1∑
k=0
r(k)
]
.
(A3) Pour chaque (x, x′) ∈ E × E, V (x, x′) <∞ et bV <∞ ou`
bV = sup
(x,x′)∈C×C
PV (x, x′) = sup
(x,x′)∈C×C
Ex,x′
[
τC×C∑
k=1
v(Xk, X
′
k)
]
.
De´ﬁnissons ‖µ‖f := sup|g|≤f |
∫
gdµ| (f -norme). Nous allons montrer que la
diﬀe´rence de P (x, ·)− P (x′, ·) reste borne´e en f -norme pour chaque fonction f
satisfaisant f(x)+f(x′) ≤ V (x, x′) pour chaque (x, x′) ∈ E×E. En utilisant une
technique d’interpolation, nous en de´duirons un taux de convergence 1 ≤ s ≤ r
associe´ a` quelque g-norme, 0 ≤ g ≤ f . Pour construire une telle interpolation,
nous conside´rons une paire de fonctions positives (α, β) satisfaisant, pour 0 ≤
ρ ≤ 1,
α(u)β(v) ≤ ρu+ (1− ρ)v, (2.1)
pour chaque (u, v) ∈ R+ × R+.
The´ore`me 2.1.1. Supposons (A1), (A2) et (A3). De´finissons
MU := sup
k∈N
{(
bUr(k)
1− ǫ
ǫ
−R(k + 1)
)
+
}
and MV := bV
1− ǫ
ǫ
,
Alors, pour chaque (x, x′) ∈ E × E,
‖Pn(x, ·)− Pn(x′, ·)‖TV ≤ U(x, x
′) +MU
R(n) +MU
,
‖Pn(x, ·)− Pn(x′, ·)‖f ≤ V (x, x′) +MV ,
pour chaque fonction non ne´gative f satisfaisant, pour chaque (x, x′) ∈ E × E,
f(x) + f(x′) ≤ V (x, x′) +MV . Soit (α, β) deux fonctions positives satisfaisant
(2.1) pour un 0 ≤ ρ ≤ 1. Alors, pour chaque (x, x′) ∈ E × E et n ≥ 1,
‖Pn(x, ·)− Pn(x′, ·)‖g ≤ ρ(u(x, x
′) +MU ) + (1− ρ)(V (x, x′) +MV )
α ◦ {R(n) +MU} ,
pour chaque fonction g positive satisfaisant, pour chaque (x, x′) ∈ E×E, g(x)+
g(x′) ≤ β ◦ {V (x, x′) +MV }.
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Nous allons utiliser la meˆme ide´e pour obtenir l’analogue pour des processus
de Markov a` temps continu.
2.2 Les hypothe`ses et les de´finitions
Soit (Ω,F , (Ft)t≥0, (Px)x∈E) une famille de Markov sur un espace localement
compact me´trique se´parable E dote´ de sa σ-alge`bre B(E) : (Ω,F) est un espace
mesurable, (Xt)t≥0 est un processus de Markov par rapport a` la ﬁltration (Ft)≥0
et Px (resp. Ex) de´signe la probabilite´ canonique (resp. espe´rance) associe´e au
processus de Markov avec une distribution initiale la masse de Dirac au point
x. Tout au long de ce chapitre, le proce´ssus est suppose´ eˆtre un processus de
Markov fort homoge`ne avec des trajectoires ca`dla`g, et nous notons la fonction
de transition associe´e par Pt sur (E,B(E)).
2.2.1 Petite ensemble et D(C,V, φ, b)
Conside´rons la condition de de´rive suivante par rapport a` un petite ensemble
ferme´ C (voyez De´ﬁnition 1.4.1).
D(C,V, φ, b) : Il y a un petite ensemble ferme´ C, une fonction ca`dla`g V :
E −→ [1,∞), une fonction croissante concave diﬀe´rentiable positive φ : [1,∞) −→
(0,∞) et une constante b <∞ tels que pour chaque s ≥ 0, x ∈ X,
Ex
[
V (Xs)
]
+ Ex
[∫ s
0
φ ◦ V (Xu)du
]
≤ V (x) + bEx
[∫ s
0
1C(Xu)du
]
. (2.2)
Notez que (2.2) est e´quivalente a` la condition que la fonctionnelle
s −→ V (Xs)− V (X0) +
∫ s
0
φ ◦ V (Xu)du− b
∫ s
0
1C(Xu)du
soit pour chaque x ∈ E une Px-surmartingale par rapport a` la ﬁltration (Ft)t≥0.
Stabilite´ et taux sous-exponentielles de la convergence ont e´te´ e´tudie´s dans
([61]) sous l’hypothe`se principale D(C,V,Φ, b). Plus pre´cise´ment, Douc, Fort
et Guillin [61] ont montre´ la proposition suivante.
Proposition 2.2.1 ([61], Proposition 3.9 et The´ore`me 3.10). Supposons que
D(C,V, φ, b) et supC V <∞. Alors, le processus est re´current positif avec une
mesure de probabilite´ invariante µ tel que µ(φ ◦ V ) < ∞. Si de plus chaˆıne
squelette Pm est irre´ductible pour un temps m > 0 et lim+∞ φ′ = 0, alors il
existe une constante finie c telle que pour tout t > 0 et tout x ∈ E,
φ ◦H−1φ (t)‖P t(x, ·)− µ(·)‖TV ≤ cV (x) (2.3)
ou` la fonction Hφ est de´fini par
Hφ(u) =
∫ u
1
ds
φ(s)
,∀u ≥ 1.
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Notez que (2.3) signiﬁe une convergence plus lente que la convergence expo-
nentielle. Soit Λ0 la classe des fonctions mesurables et croissante r : [0,+∞)→
[2,+∞) tel que log r(t)/t ↓ 0 quand t → +∞. Soit Λ la classe des fonctions
mesurables positives r telles que pour un certain r ∈ Λ0,
0 < lim inf
t
r(t)
r(t)
≤ lim sup
t
r(t)
r(t)
<∞.
On s’inte´resse ge´ne´ralement aux conditions qui impliquent qu’il existe une
constante positive c, telle que pour tout x ∈ E, il existe une r(t) ∈ Λ telle que
r(t)‖P t(x, ·)− µ(·)‖f ≤ cV (x),
Malheureusement, la constante c qui apparaˆıt dans (2.3) n’est pas de´termine´e.
Notre objectif principal est donc d’obtenir une borne quantitative pour le taux
de convergence sous-exponentielle du processus vers sa distribution de proba-
bilite´ stationnaire µ. Plus pre´cise´ment, pour de´terminer une fonction g : X →
[0,∞), qui peut eˆtre calcule´e explicitement, telle que
r(t)‖P t(x, ·)− µ(·)‖TV ≤ g(x),∀x ∈ E, (2.4)
ou` r ∈ Λ.
2.2.2 Conditions de Lyapunov pour D(C,V, φ, b)
Ge´ne´ralement, la condition de de´rive D(C,V, φ, b) n’est pas facile a` obtenir.
Il est donc important de fournir une condition suﬃsante qui est plus maniable.
Pour cela, nous utilisons les crite`res habituels base´e sur le ge´ne´rateur e´tendu.
Soit D(A) l’ensemble des fonctions mesurables f : E → R avec la proprie´te´
suivante : il existe une fonction mesurable h : E → R telle que la fonction
t 7→ h(Xt) est inte´grable Px−a.s. pour chaque x ∈ E et le processus
t 7→ f(Xt)− f(X0)−
∫ t
0
h(Xs)ds
est une Px−martingale locale pour tout x. On dit alors que h = Af , et f est
dans le domaine du ge´ne´rateur e´tendu (A,D(A)). De´ﬁnissons C =
{
φ : [1,∞)→
R
+ : φ est croissante, diﬀe´rentiable,
concave, limt→∞ φ(t) = +∞, limt→∞ φ′(t) = 0, log φ(t)/t ↓ 0 as t→∞
}
. Nous
avons alors
The´ore`me 2.2.2 ([61], The´ore`me 3.11). Supposons qu’il existe un petite en-
semble ferme´ C, une fonction ca`dla`g V : X → [1,+∞) avec V ∈ D(A), φ ∈ C,
et une constante b <∞ tels que pour tout x ∈ X,
AV (x) ≤ −φ ◦ V (x) + b1C(x). (2.5)
alors D(C,V, φ, b) est satisfaite.
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2.3 Une estimation des moments de temps de
retour
Enonc¸ons le re´sultat suivant qui sera utile pour la preuve de nos re´sultats.
De´ﬁnissons τ t
∗
C := inf{t ≥ t∗, Xt ∈ C}.
The´ore`me 2.3.1 ([61], The´ore`me 3.1). Supposons D(C,V, φ, b), alors nous
avons l’estimation des moments ci-dessous,
– Pour tout x ∈ X et t∗ > 0,
Ex
[∫ τt∗C
0
φ ◦ V (Xs)ds
]
≤ V (x)− 1 + bt∗.
– Pour tout x ∈ X et t∗ ≥ 0,
Ex
[∫ τt∗C
0
φ ◦H−1φ (s)ds
]
≤ V (x)− 1 + b
φ(1)
∫ t∗
0
φ ◦H−1φ (s)ds.
Une preuve simple de ce re´sultat est pre´sente´e dans la version longue de
l’article.
2.4 Re´sultats principaux et les preuves
Maintenant, nous commenc¸ons a` pre´senter nos re´sultats et l’ide´e de preuve.
2.4.1 Taux sous-exponentielle de convergence
The´ore`me 2.4.1. Soit un processus de Markov Xt avec les probabilite´s de tran-
sition Pt(x, ·), supposons que D(C,V, φ, b) et supC V < ∞, Φ ∈ C, C ∈ B(E),
qui est (t∗, ǫ)-small, pour un certain temps positif t∗, et ǫ > 0, la distribution
stationnaire est µ, alors si µ(V ) <∞
‖L(Xs)− µ‖TV ≤
∑
0≤n,s≥nt∗
(1− ǫ)nA˜1
H−1φ (λA˜0n)
H−1φ (λ(s− t∗))
≤ A˜1A˜ǫ,φ
H−1φ (λ(s− t∗))
ou`
A˜0 =:
2
λΦ(1)
sup
x∈C
{
V (x)− 1 + b
φ(1)
∫ t∗
0
φ ◦H−1φ (λs)ds)
}
<∞,
A˜1 = max
E
[
V (X0)
]
+ µ(V )− 2
H−1φ (λA˜0)
, 1
 ,
et
d0 = inf
x/∈C
V (x), 0 < λ ≤ 1− b
φ(d0)
, A˜ǫ,φ =
∑
0≤n,s≥nt∗
(1−ǫ)nH−1φ (λA˜0n) <∞.
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En ge´ne´ral on a
‖L(Xxs )− L(Xys )‖TV ≤
A(V (x) + V (y))
H−1φ (λ(s− t∗))
pour A donne´e par
A = max
{
1
V (x) + V (y)
,
1
Hφ(λA˜0)
}
× A˜ǫ,φ.
Remark 2.4.2. On a utilise´ facilement la condition de Lyapunov pour trouver
que µ(φ(V )) < ∞ mais µ(V ) n’est pas controˆle´e a priori. Cependant, si nous
supposons que µ(ψ(V )) < ∞, et φ(x) ≤ ψ(x) ≤ x pour x grand et ψ concave,
on peut obtenir
||L(Xxs )− µ||TV ≤
A(V (x))
H−1φ (λ(s− t∗))
+ CR(t)
pour quelque constante C et R. De plus, R converge vers ze´ro quand t→∞.
Enonc¸ons maintenant un re´sultat concernant le couplage par translation
[110], qui fournit la borne sur la moyenne ergodique de la distance a` la distri-
bution stationnaire.
The´ore`me 2.4.3. Soit un processus de Markov Xt avec les probabilite´s de
transition Pt(x, ·) et distribution stationnaire µ(·), supposons D(C,V, φ, b) et
supC V < ∞, C ∈ B(E) est (t∗, ǫ)-small pour un certain temps positif t∗ et
ǫ > 0. Alors pour t > 0∥∥∥∥1t
∫ t
0
P(Xs ∈ ·)ds− µ(·)
∥∥∥∥
TV
≤ 1
t
(2t∗ + c+ c′) ,
ou`
c = A1Aε,φ
∫ +∞
t∗
1
H−1φ (s− t∗)
ds, c′ = A′1Aε,φ
∫ +∞
t∗
1
H−1φ (s− t∗)
ds,
avec
A1 = max
E
[
V (X0)
]
− 1
H−1φ (A0)
, 1
 , A′1 = max
{
Eµ
[
V
]− 1
H−1φ (A0)
, 1
}
and Aε,φ <∞.
2.4.2 La construction de la trajectoire
On rappelle que C ∈ B(E) est (t∗, ǫ)-small dans D(C,V,Φ, b), ce qui signiﬁe
Pt∗(x, ·) ≥ ǫQ(·) pour x ∈ C. Nous allons utiliser la construction ci-dessous,
qui est celle notamment utilise´e par Roberts et Rosenthal ([110], la preuve du
Lemme 6). Soit une suite de v.a.i.i.d. Z1, Z2, ..., Zi ∼ B(1, ǫ), Nous construisons
(Xt, X
′
t) et le temps d’arreˆt ale´atoire
T˜ = inf
{
τ˜ t
∗
i + t
∗,
(
X
eτt
∗
i
, X ′
eτt
∗
i
)
∈ C × C,Zi = 1
}
.
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Soit
τ˜ t
∗
C×C = inf
{
t ≥ t∗, (Xt, X ′t) ∈ C × C
}
, τ˜ t
∗
1 = τ˜
0
C×C ,
and
τ˜ t
∗
i = inf
{
t ≥ τ˜ t∗i−1 + t∗, (Xt, X ′t) ∈ C × C
}
, i ≥ 2.
Pour chaque τ˜ t
∗
i , si Xt, X
′
t n’ont pas encore couple´, alors on proce`de comme
suit :
1. Si Zi = 1, posons
X
eτt
∗
i +t
∗ = X ′
eτt
∗
i +t
∗ ∼ Q(·),
et nous de´clarons que les processus ont couple´, et a` partir du moment de
couplage, on pose X
eτt
∗
i +t
∗ = X ′
eτt
∗
i +t
∗ ;
2. Si Zi = 0, posons
X
eτt
∗
i +t
∗ ∼ 1
1− ǫ
(
Pt∗(Xeτt∗i
, ·)− ǫQ(·)
)
et X ′
eτt
∗
i +t
∗ ∼ 1
1− ǫ
(
Pt∗(X
′
eτt
∗
i
, ·)− ǫQ(·)
)
conditionnellement inde´pendante.
Dans les deux cas ci-dessus, nous comple´tons Xt et X
′
t pour τ˜
t∗
i < t < τ˜
t∗
i + t
∗
conditionnellement inde´pendante, en utilisant les distributions correctes condi-
tionnelles donne´es par X
eτt
∗
i
, X ′
eτt
∗
i
, X
eτt
∗
i +t
∗ , X ′
eτt
∗
i +t∗
. T˜ est le temps de couplage.
Il est facile de voir que Xt et X
′
t suivent marginalement les probabilite´s de tran-
sition Pt(x, ·).
2.4.3 Condition de de´rive bivarie´e et controˆle du temps
de re´ge´ne´ration
A` partir de la condition de de´rive originale (2.5), nous pouvons obtenir la
condition de de´rive bivarie´e pour la construction de notre couplage.
Lemma 2.4.4. Supposons que la condition de de´rive (2.5) est satisfaite pour
les probabilite´s de transition Pt(x, ·), nous construisons le processus de Markov
bidimensionel (Xt, X
′
t) sur E×E comme ci-dessus avec les probabilite´s de tran-
sition P˜t(x, x
′, ·, ·), donc P˜t satisfait la condition de de´rive bivarie´e (A˜ est le
ge´ne´rateur du semi-goupe P˜t) :
A˜W (x, x′) ≤ −λφ ◦W (x, x′) + 2b1C×C(x, x′)
avec W (x, x′) = V (x) + V (x′)− 1, d0 = infx/∈CV (x), 0 < λ ≤ 1− bφ(d0)
Par ailleurs, la condition D(C,V, φ, b) a change´ pour (Xt, X
′
t).
Lemma 2.4.5. Supposons que la condition de de´rive (2.5) est satisfaite, donc
D(C,V, φ, b) est satisfaite pour Pt et D(C×C,W, λφ, 2b) est satisfaite pour
P˜t avec W (x, x
′) = V (x) + V (x′)− 1, d0 = infx/∈C V (x), 0 < λ ≤ 1− bφ(d0) .
Le controˆle des moments du temps de couplage suit.
32
Lemma 2.4.6. Supposons que Pt(x, ·) est satisfait avecD(C,V, φ, b) et supC V <
∞, Φ ∈ C, C ∈ B(E) est (t∗, ǫ)-small, pour un certain temps positif t∗, et ǫ > 0,
nous construisons le processus (Xt, X
′
t) et le temps de couplage T˜ comme ci-
dessus, alors nous avons que
P(T˜ > s) ≤
∑
0≤n,s≥nt∗
(1− ǫ)nA˜1
H−1φ (λA˜0n)
H−1φ (λ(s− t∗))
≤ A˜1A˜ǫ,φ
H−1φ (λ(s− t∗))
,
ou`
A˜0 =:
2
λΦ(1)
sup
x∈C
{
V (x)− 1 + b
φ(1)
∫ t∗
0
φ ◦H−1φ (λs)ds
}
<∞,
A˜1 = max
E
[
V (X0) + V (X
′
0)
]
− 2
H−1φ (λA˜0)
, 1
 ,
A˜ǫ,Φ =
∑
0≤n,s≥nt∗
(1− ǫ)nH−1φ (λA˜0n) <∞,
and
d0 = inf
x/∈C
V (x), 0 < λ ≤ 1− b
φ(d0)
.
2.4.4 Preuves
Nous avons construit les processus (Xt, X
′
t) conjointement comme ci-dessus,
et obtenu la condition de de´rive approprie´e et le controˆle des moments du temps
de re´ge´ne´ration. Alors par l’ine´galite´ de couplage ‖L(Xt)−L(X ′t)‖TV ≤ P(T˜ >
t), avec L(X ′0) = µ, nous pouvons obtenir directement The´ore`me 2.4.1.
Pour la preuve du The´ore`me 2.4.3, nous utilisons la meˆme fac¸on de construire
les deux processus Xt et Yt, qui suivent les probabilite´s de transition Pt et il y
a les temps T et T ′ tel que L(XT ) = L(YT ′) = Q(·).
Nous de´ﬁnissons le processus joint (Xt, X
′
t) comme suit
X ′T ′ = XT
X ′T ′+t = XT+t for t ≥ 0
X ′t = Yt for t < T
′
Il est facile de voir que X ′t suit encore les probabilite´s de transition Pt(x, ·).Les
temps T et T ′ sont les ”temps de couplage par translation” pour Xt et X ′t. Les
bornes supe´rieures de P(T > s) et P(T ′ > s) peuvent eˆtre obtenues de la meˆme
manie`re, voir Lemme 2.4.6.
Par l’ine´galite´ de couplage par translation (voir e.g [110], Proposition 5),
nous avons
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∥∥∥∥1t
∫ t
0
P(Xs ∈ .)ds− 1
t
∫ t
0
P(X ′s ∈ .)ds
∥∥∥∥
TV
≤ 1
t
(∫ +∞
0
P(T > s)ds+
∫ +∞
0
P(T ′ > s)ds
)
≤ 1
t
(
2t∗ +
∫ +∞
t∗
P(T > s)ds+
∫ +∞
t∗
P(T ′ > s)ds
)
.
Soit L(X ′0) = µ(·), le re´sultat du The´ore`me 2.4.3 est e´tabli par inte´gration
des bornes supe´rieures de P(T > s) et P(T ′ > s).
2.5 Application et exemple
2.5.1 Le cas re´versible
Soit {Xt} un processus de diﬀusion n-dimensionel de´ﬁnit par
dXt = dBt +
1
2
∇ lnπ(Xt)dt, (2.6)
ou` Bt est un mouvement brownien standard n-dimensionel.
Nous supposons que π(x) = e−V (x) ou` V (x) = (1+|x|2)α2 , et 0 < α < 1. Il est
connu que π est la densite´ a` une constante de normalisation sur Rn par rapport
a` la mesure de Lebesgue, de la distribution de probabilite´ invariante unique du
processus {Xt} (voir par exemple [6], [3] ou [42]). Dans la suite, π repre´sente en
meˆme temps la probabilite´ invariante et la fonction de densite´. Nous rappelons
que le ge´ne´rateur du processus est donne´ par L = 12∆ +
1
2∇ lnπ(x) · ∇ (ou` le
point indique produit scalaire).
Fonction de Lyapunov
Soit ι ∈]0, 1[. Nous de´ﬁnissons la fonction W par
W (x) = eι(1+|x|
2)
α
2
Donc W ∈ D(A). La partie suivante est de´duite en partie des calculs de [61],
Section 4.1 ; voir aussi [6] Section 4.3.
AW = LW = 12
{
ιαn
(
1 + |x|2)α2−1 + ια (α− 2) |x|2 (1 + |x|2)α2−2 + ι2α2|x|2 (1 + |x|2)α−2
−ια2|x|2 (1 + |x|2)α−2}× eι(1+|x|2)α2
= − 12
{
− αnι
2−α
α
(1 + |x|2)α2 +
ι
2−α
α α(2− α)|x|2
(1 + |x|2)1+α2 −
ιι
2−α
α α2|x|2
1 + |x|2 +
ι
2−α
α α2|x|2
1 + |x|2
}
︸ ︷︷ ︸
g(x)
×
(
logW (x)
)−2 1−αα × exp(ι(1 + x2)α2 ).
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Soit M tel que pour tout |x| > M , g(x) > 0. Un tel M existe car nous
pouvons voir que le graphe de g a la forme d’un bol. Soit C = B(0,M) la boule
ferme´e centre´e au 0 et le rayon M . Posons κ = 12 infx/∈C
g(x). Pour tout a > 0,
nous avons
AW (x) ≤ −Φ ◦W (x) + b1C(x)
ou`
Φ(x) = κx
(
a+ log x
)−2 1−αα
, b = sup
C
AW + sup
C
Φ ◦W.
W est donc une fonction de Lyapunov sous l’hypothe`se que C ve´riﬁe la
condition de minoration.
Maintenant aﬁn d’eˆtre dans le cadre de l’application du Lemme 2.4.4 et
Lemma 2.4.5 nous choisissons d0 > 0 de fac¸on que Φ(d0) > b etM
′ =
√(
ln d0
ι
) 2
α − 1 >
M (c’est toujours possible car la fonction Φ est non de´croissante et lim
x→+∞
Φ(x) =
+∞). Posons encore C = B(0,M ′). Donc nous avons
AW (x) ≤ −Φ ◦W (x) + b1C(x)
et d0 = inf
x/∈C
W (x), Φ(d0) > b.
Conditions de minoration
Nous avons besoin d’une nouvelle de´ﬁnition pour la condition de minoration.
De´finition 2.5.1 ((t, ǫ)-pseudo ensemble petit). Un sous-ensemble S ⊂ E est
appele´ (t, ǫ)-pseudo ensemble petit, si pour tout x, y ∈ S, il existe une mesure
de probabilite´ Qxy(·) sur E, telle que
Pt(x, ·) ≥ ǫQxy(·) and Pt(y, ·) ≥ ǫQxy(·).
Dans ce qui suit, nous allons ve´riﬁer que l’hypothe`se du The´ore`me 9 (ou
The´ore`me 7 dans un cas unidimensionnel) de [110] est satisfaite.
Soit C = B(0,M ′) =
n∏
i=1
[−M ′,M ′] ou` M ′ est comme ci-dessus. Nous
de´signons le diame`tre de C par D, i.e D = 2
√
nM ′. Soit a > M ′, S =
n∏
i=1
[−a, a].
Posons ∇ lnπ(x) = (µ1(x), · · · , µn(x)) ou` µi(x) = αxi
(1+|x|2)1−α2 . Posons c et d tel
que c ≤ µi(x) ≤ d pour tout x ∈ S. Posons L =
√
n(d− c).
Alors, soit t0 > 0, pour tout t ≥ t0, C est (t, ǫ)-pseudo petit (petit dans un
cas unidimensionnel) avec
ε = Ψ(−D−t0L√
4t0
) + e−
DL
2 Ψ( t0L−D√
4t0
)
−2nΨ(−(a−M ′)−t0c√
t0
)− 2ne−2(a−M ′)cΨ( t0c−(a−M ′)√
t0
)
−2nΨ(−(a−M ′)+t0d√
t0
)− 2ne2(a−M ′)dΨ(−t0d−(a−M ′)√
t0
)
ou` Ψ(s) =
∫ s
−∞
1√
2π
e−
u2
2 du.
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Remark 2.5.2. Dans le cas unidimensionnel, nous avons
ε = Ψ(−D−t0L√
4t0
) + e−
DL
2 Ψ( t0L−D√
4t0
)
−Ψ(−(a−M ′)−t0c√
t0
)− e−2(a−M ′)cΨ( t0c−(a−M ′)√
t0
)
−Ψ(−(a−M ′)+t0d√
t0
)− e2(a−M ′)dΨ(−t0d−(a−M ′)√
t0
)
Bornes dans le cas de pseudo ensemble petit
Dans le cas multidimensionnel, nous avons obtenu des pseudoensembles pe-
tits au lieu d’ensembles petits. Les re´sultats que nous allons donner nous per-
mettront d’avoir la meˆme borne que dans le The´ore`me 2.4.1.
The´ore`me 2.5.3. Soit un processus de Markov de transition Pt(x, ·) et de
distribution stationnaire π(·), supposons C ∈ B(E) es (t∗, ε) pseudo petit, pour
un t∗ et ε > 0. Supposons de plus D(C,V,Φ, b) and supC V . Alors
‖L(Xs)− π‖TV ≤
∑
0≤n,s≥nt∗
(1− ǫ)nA˜1 H
−1
Φ (λA˜0n)
H−1Φ (λ(s− t∗))
≤ A˜1A˜ǫ,Φ
H−1Φ (λ(s− t∗))
,
ou` A˜0, A˜1, λ, et A˜ε,Φ sont comme dans The´ore`me 2.4.1.
Calcul des constantes
Nous allons traiter le calcul des constantes qui apparaissent dans The´ore`me(2.4.1)
et The´ore`me (2.5.3) ci-dessus .
Nous avons d’abord que
H−1Φ (x) = exp
((
κ
(
2− α
α
)
x+ a
2−α
α
) α
2−α
− a
)
ou` κ est donne´e ci-dessus.
d0 = inf
x/∈C
W (x) and Φ(d0) est trouve´ par la re´solution de l’e´quation φ(d0) > b.
λ ∈
]
0, 1− b
Φ(d0)
[
.
A˜0 =
2
λΦ(1)
sup
C
{
W (x)− 1 + b
Φ(1)
∫ t∗
0
Φ ◦H−1Φ (λs)ds
}
=
2
λΦ(1)
d0 − 1−
b
λΦ(1)
+
b exp
((
κ
(
2−α
α
)
λt∗ + a
2−α
α
) α
2−α
)
exp(a)λΦ(1)
 .
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A˜1 = max
E
[
W (X0)
]
+π(W )−2
H−1Φ (λ
eA0)
, 1
 est trouve´ d’apre`s la distribution initiale
de notre chaˆıne.
Mettons n′0 =
[
(ln( 1−aε1−ε ))
2−α
2(α−1)
(κλ eA0)
α
2(α−1) ( 2−αα )
− α
(2−α)κλ eA0
]
ou` [x] est la partie entie`re
de x.
Alors,
A˜ε,Φ =
exp
((
κ
(
2−α
α
)
λA˜0n0 + 1
) α
2−α − 1− n0 ln
(
1−aε
1−ε
))
aε
ou` n0 = 1 si n
′
0 est non positif, d’autre n0 est une des valeurs n
′
0 ou n
′
0 + 1
2.6 Proble`mes ouverts
Les deux e´le´ments cle´s de l’approche Meyn-Tweedie sont la condition de
Lyapunov et la condition de minoration. En fonction de ces deux conditions,
nous pouvons construire le processus de Markov (ou un processus de Markov
conjointement) satisfaisant les probabilite´s de transition donne´es et un temps
de couplage. Nous pouvons facilement controˆler la queue du temps de couplage
par la construction de trajectoire et la condition de Lyapunov. Chaque e´tape ci-
dessus est pre´cise´ment quantitative. Finalement, nous pouvons obtenir un taux
de convergence calculable du processus de Markov par couplage.
Cependant, dans les applications, la condition de de´rive et conditions mino-
risation peuvent eˆtre diﬃcile a` obtenir.
Pour des diﬀusions standarts, et meme dans le cas de Fokker-Planck cine´tique,
on peut relativmeent aise´ment e´crire ces conditions de Lyapunov. Mais pour des
mode`les plus complique´s, par exemple des chaˆınes d’oscillateurs, le proble`me
reste entier. Seul le cas de 3 oscillateurs a e´te´ traite´ par Hairer et Mattingly
et la fonction de Lyapunov est alors non explicite (se basant sur des controˆles
de haute et basse e´nergie). Des me´thodes de recoupement de fonctions de Lya-
punov existent e´galement (voir Mattingly et ses coauteurs), mais une me´thode
”ge´ne´rique” serait vraiment un grand pas.
De meˆme l’obtention de bornes ﬁnes sur l’ensemble petit sont diﬃciles a` ob-
tenir. Jusqu’ici, pour le mode`le de l’e´quation cine´tique de Fokker-Planck, nous
ne pouvons pas e´tablir la condition de de´rive et la condition minoration dans
le cas ge´ne´ral et surtout la coupler avec la condition de Lyapunov, bien que
nous sachions que les re´sultats de convergence (sous) exponentielles sont e´tablis
par l’hypocoercivite´ (voir le chapitre suivant). C’est donc e´galement un travail
important a` re´aliser. Dans le cas re´versible, la me´thode d’ine´galite´s fonction-
nelles par conditions de Lyapunov remplace la condition de minoration par une
condition de Poincare´ locale, il serait e´galement inte´ressant d’e´tudier les liens
entre les deux.
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Chapitre 3
Convergence
sous-exponentielle dans
l’e´quation cine´tique line´aire
de Fokker-Planck
3.1 Construction de la nouvelle norme
Rappelons-nous que l’e´quation cine´tique line´aire de Fokker-Planck est une
e´quation diﬀe´rentielle stochastique de´ge´ne´re´e sur Rn × Rn :{
dXt = Ytdt
dYt =
√
2dBt −∇V (Xt)dt− Ytdt
L’EDP correspondante a la forme :
∂h
∂t
+ v · ∇xh−∇V (x) · ∇vh = ∆vh− v · ∇vh.
Nous supposerons toujours que le potentiel V (x) ∈ C2(Rn) et |∇2V (x)| ≤ M
pour quelqueM > 0. Sous cette hypothe`se, le calcul de la nouvelle norme qui est
e´quivalente a` H1 est plus claire. En fait, toutes les conclusions sont e´galement
correctes dans le cas ge´ne´ral plus |∇2V (x)| ≤M(1+|∇V |) pourM > 0 mais avec
de plus mauvaises estimations des constantes. En utilisant les meˆmes notations
que dans le chapitre 1,
Ai :=
∂
∂vi
, A := ∇v, B := v · ∇x −∇V (x) · ∇v, C := [A,B] = ∇x,
L := A∗A+B = −∆v + v · ∇v + v · ∇x −∇V (x) · ∇v.
La norme de H1-Sobolev naturelle est ‖ · ‖H1(µ) :
‖h‖2H1(µ) = ‖h‖22 + ‖Ah‖22 + ‖Ch‖22 = ‖h‖22 + ‖∇h‖22
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Nous de´ﬁnissons un autre produit scalaire ((·, ·)) :
((h, h)) = ‖h‖22 + a‖Ah‖22 + 2b〈Ah,Ch〉2 + c‖Ch‖22.
Ou` les constantes positives a, b, c seront choisies telles que c ≤ b ≤ a, b2 < ac et
il existe κ > 0,
((h, Lh)) ≥ κ(‖Ah‖22 + ‖Ch‖22).
La construction de la nouvelle norme peut eˆtre cre´e´e par la proposition ci-
dessous.
Proposition 3.1.1. Pour l’e´quation cine´tique de Fokker-Planck, V ∈ C2(Rn)
et |∇2V (x)| ≤ M avec une constante M ≥ 0, pour tout x ∈ Rn. Il y a une
constante κ > 0, telle que
((h, Lh)) ≥ κ(‖Ah‖22 + ‖Ch‖22).
κ := min(34 +a− bM, b− (a+ b+ cM)2) de´pend de a, b, c,M . Par exemple, nous
pouvons choisir c < 1M(M+2)2 , b = cM , a = cM
2.
3.2 Convergence sous-exponentielle dans H1 et
dans L2
3.2.1 Convergence sous-exponentielle dans H1
Si la mesure invariante µ satisfait l’ine´galite´ de Poincare´ faible (pour l’ope´rateur
∇, pas pour le carre´ du champ), nous pouvons obtenir le taux de convergence
sous-exponentielle explicite de la solution dans la nouvelle norme et donc dans
H1. Nous avons la contrepartie du The´ore`me 18 et The´ore`me 35 dans [126] par
Villani.
The´ore`me 3.2.1. Avec les meˆmes conditions que dans la proposition 3.1.1,
nous pouvons choisir a, b, c tels que
((h, h)) = ‖h‖22 + a‖Ah‖22 + 2b〈Ah,Ch〉2 + c‖Ch‖22
satisfait la conclusion de la Proposition 3.1.1. Si, de plus, la mesure µ satisfait
l’ine´galite´ de Poincare´ faible
Varµ(f) ≤ β(s)
∫
|∇f |2dµ+ s‖f‖2∞, s > 0.
Alors il y a la meˆme constante κ que dans la Proposition 3.1.1 et pour
∫
hdµ = 0
et t > 0, tel que
((e−tLh, e−tLh)) ≤ inf
s>0
β(s)>0
(
((h, h)) exp{−λ(s)t}+ κs
β(s)λ(s)
sup
0≤t′≤t
‖e−t′Lh‖2∞
)
.
avec,
λ(s) = min(κ,
κ
β(s)
)
(
max(1, a, c)(1 +
b√
ac
)
)−1
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Par ailleurs,
((e−tLh, e−tLh)) ≤ ξ(t) (((h, h)) + ‖h‖2∞) ,
avec
ξ(t) = K inf
s>0
β(s)>0
{
s
min(β(s), 1)
, t ≥ − 1
λ(s)
log
Ks
min(β(s), 1)
}
,
K = max(1, a, c)(1 +
b√
ac
).
En particulier, on a ξ(t)→ 0 quand t→∞
La preuve du the´ore`me est simplement e´tabli par le Lemme de Gronwall, le
choix de la nouvelle norme est habile et crucial. De plus, par l’e´quivalence entre
〈·, ·〉H1 et ((·, ·)), nous avons
Corollary 3.2.2. Avec les meˆmes notations que le The´ore`me ci-dessus, pour∫
hdµ = 0, nous avons
‖e−tLh‖2H1 ≤
1
min(1, a, c)(1− b√
ac
)
ξ(t)
(
max(1, a, c)(1 +
b√
ac
)‖h‖2H1 + ‖h‖2∞
)
.
3.2.2 Convergence sous-exponentielle dans L2
Du travail de Guillin et Wang [84], nous pouvons obtenir l’estimation du
gradient des solutions.
Lemma 3.2.3. Soit h fonction mesurable borne´e, alors il existe une constante
d0 > 0, pout tout 0 < t0 < 1, tel que
‖∇e−t0Lh‖22 ≤
d0‖h‖2∞
t30
Par calcul direct et en remarquant la relation entre les normes dans L2 et
dans H1,
The´ore`me 3.2.4. Soit h fonction mesurable borne´e, donc il existe une constante
d > 0, pout tout 0 < t0 < 1, pour
∫
hdµ = 0, tel que
‖e−(t+t0)Lh‖22 ≤ d1
(
K‖h‖22 + d2‖h‖2∞
)
ξ(t)
avec, d1 = (min(1, a, c)(1− b√ac ))−1, d2 = (d0d2t30 +1), K = max(1, a, c)(1+
b√
ac
).
3.3 Convergence sous-exponentielle dans le sens
entropique
Dans cette section, nous allons conside´rer la de´croissance dans le sens entro-
pique. Dans le The´ore`me suivant, on de´forme l’information de Fisher en utilisant
un champ approprie´ de forme quadratique, et on le combine avec l’information
de Kullback. L’ine´galite´ de Poincare´ faible sera change´e en ine´galite´ de Sobolev
logarithmique faible. Tous les re´sultats et les preuves sont similaires a` celles de
la section pre´ce´dente a` quelques de´tails techniques pre`s.
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3.3.1 entropie modifie´e
The´ore`me 3.3.1. Pour l’e´quation cine´tique de Fokker-Planck, V ∈ C2(Rn)
avec |∇2V (x)| ≤ M (norme de Hilbert-Schmidt, ponctuelle sur Rn) pour tout
x ∈ Rn. Il y a une fonction x→ S(x), a` valeur dans l’espace des matrices n×n
syme´triques positives, uniforme´ment borne´e, telle que si l’on de´finit,
E(h) :=
∫
h log hdµ+
∫ 〈S∇h,∇h〉
h
dµ, h ≥ 0
on a l’estimation
d
dt
E(e−tLh) ≤ −α
∫ 〈S∇e−tLh,∇e−tLh〉
e−tLh
dµ,
pour α > 0, explicitement calculable.
En fait, E(h) est une combinaison line´aire de l’information de Fisher et
de l’information de Kullback. La construction sera pre´sente´e en de´tail dans le
The´ore`me suivant.
3.3.2 Ine´galite´ de Sobolev logarithmique faible et l’e´quation
cine´tique de Fokker-Planck
Associe´e a` l’ine´galite´ de Sobolev logarithmique faible, nous obtenons :
The´ore`me 3.3.2. Avec les meˆmes conditions que dans le The´ore`me 3.3.1, nous
pouvons choisir a, b, c, tel que
E(h) =
∫
h log hdµ+ a
∫ |Ah|2
h
dµ+ 2b
∫ 〈Ah,Ch〉
h
dµ+ c
∫ |Ch|2
h
dµ
satisfait la conclusion du The´ore`me 3.3.1. Si, de plus, la mesure µ satisfait
l’ine´galite´ de Sobolev logarithmique faible
Entµ(f
2) ≤ β(s)
∫
|∇f |2dµ+ s‖f‖2∞, s > 0.
avec β(s) est une fonction de´croissante positive sur (0,+∞), β(s) ↓ 0, quand
s ↑ ∞. Alors il y a la meˆme constante α que dans le The´ore`me 3.3.1 et pour∫
hdµ = 1,
E(e−tLh) ≤ inf
s>0
β(s)>0
{
E(h) exp[−αλ(s)t] + ks
2β(s)λ(s)
sup
0≤t′≤t
‖
√
e−t′Lh‖2∞
}
avec λ(s) = min(kK
−1
2 ,
2k
β(s) ), k = min(a − b
√
a
c , c − b
√
c
a ) > 0, K = max(a +
b
√
a
c , c+ b
√
c
a ). De plus,
E(e−tLh) ≤ ξ(t) (E(h) + ‖h‖∞)
avec,
ξ(t) = inf
s>0
β(s)>0
{
s
min(β(s)K−1, 4)
, t ≥ − 1
αλ(s)
log
s
min(β(s)K−1, 4)
}
.
En particulier, on a ξ(t)→ 0 quand t→∞.
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3.4 Deux exemples
Nous allons donner deux types de potentiel V (x), tels que l’ine´galite´ de
Poincare´ faible et l’ine´galite´ de Sobolev logarithmique faible soient satisfaites
pour la mesure invariente µ. Donc le taux de la convergence sous-exponentielle
peut eˆtre calcule´.
D’abord, nous conside´rons le cas unidimensionnel. Il est bien connu que (1+
α) log(1+ |x|) et |x|p satisfont se´pare´ment deux ine´galite´s fonctionnelles faibles.
Deuxie`mement, nous allons les lisser en 0. Enﬁn, pour le cas n-dimensionnel,
en construisant la mesure produit, nous obtiendrons les conditions approprie´es
pour le The´ore`me 3.2.1 et le The´ore`me 3.3.2.
3.4.1 Potentiels comme (1 + α) log(1 + |x|)
Ine´galite´ de Poincare´ faible pour (1 + α) log(1 + |x|)
Soit α > 0. Pour n=1, soit V˜ (x) = (1 + α) ln(1 + |x|), 1ZV˜ e
−V˜ (x)dx =
dm˜α(x) =
1
2α(1 + |x|)−1−αdx satisfait l’ine´galite´ de Poincare´ faible
Varm˜α(f) ≤ β˜(s)
∫
|∇f |2dm˜α + sOsc(f)2.
Ou` β˜(s) = c˜αs
−2/α pour 0 < s < 1/4, et β˜(s) = 0 pour s ≥ 1/4, voir [12].
Mais V˜ (x) = (1 + α) ln(1 + |x|) n’est pas lisse au point 0, donc nous devons la
modiﬁer. Soit
V (x) =
{
(1 + α) ln(1 + |x|), |x| ≥ 1
− 3(1+α)32 x4 + 7(1+α)16 x2 + (1 + α)(ln 2− 1732 ), |x| < 1.
(3.1)
Il est facile de voir que V (x) est C2(R), borne´e et minore´e par (1 + α)(ln 2 −
17/32) > 0, et 0 est la me´diane de la mesure 1ZV e
−V (x)dx. Par le Corollaire
4 dans [12], on peut ve´riﬁer que la mesure modiﬁe´e dmα(x) =
1
ZV
e−V (x)dx
satisfait encore l’ine´galite´ de Poincare´ faible (Osc(f) remplace ‖f‖∞) comme
la mesure initiale m˜α(x). Comme m˜α(x), β(s) = c˜αs
−2/α pour 0 < s < 1/4 et
β(s) = 0 pour s ≥ 1/4.
Soit mnα le n−produit tensoriel de mα, i.e. mnα(x) = ⊗nmα(x). Graˆce a` la
proprie´te´ de sous-additivite´ de la variance, mnα satisfait l’ine´galite´ de Poincare´
faible
Varmnα(f) ≤ cα(
s
n
)−2/α
∫
|∇f |2dmnα + sOsc(f)2, 0 < s < 1/4.
Parce que la mesure gaussienne dγn(v) = (2π)−
n
2 e−
|v|2
2 dv satisfait l’ine´galite´ de
Poincare´ avec Cp = 1, donc la mesure produit m
n
α ⊗ γn satisfait l’ine´galite´ de
Poincare´ faible :
Varmnα⊗γn(f) ≤ β(s)
∫
|∇f |2dmnα ⊗ γn + s‖f‖2∞.
ou` β(s) = max( 14 ,
1
4cα(
s
n )
−2/α) pour 0 < s < 1, et β(s) = 0 pour s ≥ 1.
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D’autre part, il est facile de ve´riﬁer que |∇2V (x)| ≤ M pour une constante
M ≥ 0. Alors les re´sultats de la convergence dans H1 et dans L2 peuvent eˆtre
e´tablis pour ce cas par les The´ore`mes pre´ce´dents.
Ine´galite´ de Sobolev logarithmique faible pour (1 + α) log(1 + |x|)
Pour le cas unidimensionnel, il a e´te´ obtenu que la mesure 1ZV˜
e−V˜ (x)dx =
dm˜α(x) satisfait une ine´galite´ de Sobolev logarithmique faible, voir [41]. En uti-
lisant la me´thode de lissage de (3.1), la mesure modiﬁe´e dmα(x) =
1
ZV
e−V (x)dx
satisfait l’ine´galite´ de Sobolev logarithmique faible (en utilisant Osc(f)) avec la
fonction
∀s > 0, β(s) = C (log 1/s)
1+2/α
s2/α
avec une constante C > 0. Le re´sultat de tensorisation pour l’ine´galite´ de So-
bolev logarithmique faible a e´te´ e´tabli par Proposition 6.1 dans [41]. Alors la
mesure vnp ⊗γn satisfait l’ine´galite´ de Sobolev logarithmique faible avec la fonc-
tion
∀s > 0, β(s) = max(1/2, C(logn/s)(2−p)/p)
pour certain Cn > 0.
3.4.2 Potentiels comme |x|p
Iine´galite´ de Poincare´ faible pour |x|p
Soit 0 < p < 1. Nous conside´rons tout d’abord n = 1. Soit V˜ (x) = |x|p,
1
ZV˜
e−V˜ (x)dx = dv˜p(x) = e
−|x|p
2Γ(1+1/p)dx satisfait l’ine´galite´ de Poincare´ faible
Varv˜p(f) ≤ β˜(s)
∫
|∇f |2dv˜p + sOsc(f)2
avec β˜(s) = c˜p(log(2/s))
2
p−2 pour 0 < s < 1/4, et β˜(s) = 0 pour s ≥ 1/4, voir
[12]. Soit
V (x) =
{ |x|p, |x| ≥ 1
p(p−2)
8 x
4 + p(4−p)4 x
2 + (1− 34p+ 18p2), |x| < 1.
(3.2)
Il est facile de voir que V (x) est C2(R), borne´e et minore´e par 1− 34p+ 18p2 > 0, et
0 est la me´diane de la mesure 1ZV e
−V (x)dx. Par le Corollaire 4 dans [12], on peut
ve´riﬁer que la mesure modiﬁe´e dvp =
1
ZV
e−V (x)dx satisfait encore l’ine´galite´ de
Poincare´ (Osc(f) remplace ‖f‖∞) comme la mesure initiale v˜p(x). Comme v˜p(x),
β(s) = cp(log(2/s))
2
p−2 pour 0 < s < 1/4 et β(s) = 0 pour s ≥ 1/4.
Soit vnp le n-produit tensoriel de vp, i.e. v
n
p (x) = ⊗nvp(x). Alors vnp satisfait
l’ine´galite´ :
Varvnp (f) ≤ cp(log(2n/s))
2
p−2
∫
|∇f |2dvnp + sOsc(f)2, 0 < s < 1/4.
La mesure produit vnp ⊗ γn satisfait l’ine´galite´ de Poincare´ faible :
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Varvnp⊗γn(f) ≤ β(s)
∫
|∇f |2dvnp ⊗ γn + s‖f‖2∞.
ou` β(s) = max( 14 ,
1
4cp(log(2n/s))
2
p−2) pour 0 < s < 1, et β(s) = 0 pour s ≥ 1.
|x|p pour l’ine´galite´ de Sobolev logarithmique faible
Pour 0 < p < 2 et le cas unidimensionnel, il a e´te´ obtenu que la mesure
1
ZV˜
e−V˜ (x)dx = dv˜p(x) satisfait l’ine´galite´ de Sobolev logarithmique faible, voir
[41]. En utilisant la meˆme me´thode de lissage que pour (3.2), la mesure modiﬁe´e
dvp(x) =
1
ZV
e−V (x)dx satisfait aussi l’ine´galite´ de Sobolev logarithmique faible
(en utilisant Osc(f)) avec la fonction
∀s > 0, β(s) = C(log 1/s)(2−p)/p
pour quelque constante C > 0.
La proce´dure na¨ıve de tensorization peut nous dire que la mesure vnp ⊗ γn
satisfait l’ine´galite´ de Sobolev logarithmique faible avec la fonction
∀s > 0, β(s) = max(1/2, C(logn/s)(2−p)/p)
pour quelque constante Cn > 0.
Enﬁn il est facile de voir que |∇2V (x)| ≤M pour un certain M ≥ 0.
3.5 proble`me ouvert
Re´cemment, Dolbeault, Mouhot, et Schmeiser [89] ont de´veloppe´ une nou-
velle me´thode pour prouver l’hypocoercivite´ pour une grande classe d’e´quations
line´aires cine´tiques avec seulement une loi de conservation. Ils ont aussi donne´
une de´croissance exponentielle dans L2(µ) pour l’e´quation de Fokker-Planck. Ils
conside`rent l’espace des positions et l’espace des vitesses se´pare´ment par projec-
tion sur l’ensemble des e´quilibres locaux. Ils ont introduit le terme“microscopic
coercivity” et “macroscopic coercivity” qui impliquent les ine´galite´s de Poin-
care´ sur l’espace des positions et l’espace des vitesses se´pare´ment. Ils ont aussi
construit une nouvelle norme qui est e´quivalente a` la norme de L2 par un
ope´rateur auxiliaire. Le controˆle de la norme de l’ope´rateur auxiliaire est im-
portant et technique.
Pour les de´croissance sous-exponentielle, nous devrions conside´rer un “ma-
croscopic coercivity” plus faible sur l’espace des positions. La diﬃculte´ est de
savoir comment e´quilibrer les deux parties, dont l’un est “microscopic coercivi-
ty”, l’autre est “macroscopic coercivity” plus faible. Ce sera notre travail futur.
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1. Introduction and definitions
Let (Ω,F , (Ft)t≥0, (Px)x∈X) be a Markov family on a locally compact separable metric space
X endowed with its Borel σ-ﬁeld B(X): (Ω,F) is a measurable space, (Xt)t≥0 is a Markov
process with respect to the ﬁltration (Ft)≥0 and Px (resp. Ex) denotes the canonical proba-
bility (resp. expectation) associated to the Markov process with initial distribution the point
mass at x. Throughout this paper, the process is assumed to be a time-homogeneous strong
Markov process with ca´d-la`g paths, and we denote by (Pt)t≥0 the associated semigroup on
(X,B(X)).
There are two important notions in the study of long time behavior of Markov processes:
small sets and hitting times and their integrability properties. It is largely due to the following
heuristics: a small set is a set with a nice behavior, i.e. a local version of a Doeblin condition,
and integrability of the hitting times of this small set measures the speed of return of the
process to this nice set. Let us be more precise with the following deﬁnitions.
For any t∗ > 0 and any closed set C ∈ B(X), let τ t∗C = inf{t ≥ t∗, Xt ∈ C} be the hitting
time on C delayed by t∗.
We say that a non-empty subset C ⊆ X is (t∗, ε)-small (or simply small), for a positive time
t∗ and ε > 0, if there exists a probability measure Q(·) on X satisfying the minorization
condition
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(1.1) Pt∗(x, ·) ≥ εQ(·) ∀x ∈ C.
For completeness, let us give also the deﬁnition of a petite set. The subset C is νa-petite (or
simply petite) if there exists a probability measure a on the Borel σ-ﬁeld of [0,+∞) and a
non-trivial σ-ﬁnite measure νa on B(X) such that∫ ∞
0
Pt(x, ·)a(dt) ≥ νa(·) ∀x ∈ C.
One can thus see that every small set is a petite set.
Long time behavior of Markov process has been studied a lot through various set of tech-
niques, but mainly for exponential speed of decay, such as coupling, control of hitting times
and functional inequalities. It is of course a too long story to be exhaustive but let us re-
fer to [21, 17, 20, 10] for Markov chains, [16, 18, 19, 22, 23, 12] for Markov processes via
hitting times and Lyapunov conditions and [7, 2, 3, 4] for Markov processes via functional in-
equalities (Poincare´ inequality, logarithmic Sobolev inequality). The case of sub exponential
speed of decay with practical conditions has been considered only recently and only partial
results exist, ﬁrst for Markov chains [11] via Lyapunov type conditions, and extended to
continuous time Markov process in [8]. See also [30] for a coupling approach and [6] for
functional inequalities (weak Poincare´ inequality). If usually functional inequalities usually
provide quantitative estimates, even poor due to the diﬃculty to estimate precisely say the
spectral gap constant, the hitting times approach of [8] furnishes speed of decay but not the
constant multiplicative of this speed, so that the results are diﬃcult to use in practice. It is
the main goal of this paper: give quantitative estimates under easy to verify conditions. Our
main assumptions will be Lyapunov conditions and small set conditions.
Let us consider the following Lyapunov (or drift) condition towards a closed petite set C.
We will say that a Φ-Lyapunov condition holds if there exist a closed petite set C, a
ca´d-la`g function V : X −→ [1,∞), an increasing diﬀerentiable concave positive function
Φ : [1,∞) −→ (0,∞) and a constant b <∞ such that for any s ≥ 0, x ∈ X,
(1.2) Ex
[
V (Xs)
]
+ Ex
[∫ s
0
Φ ◦ V (Xu)du
]
≤ V (x) + bEx
[∫ s
0
1C(Xu)du
]
.
note that (1.2) is equivalent to the condition that the functional
s 7−→ V (Xs)− V (X0) +
∫ s
0
Φ ◦ V (Xu)du− b
∫ s
0
1C(Xu)du
is for all x ∈ X a Px-supermartingale with respect to the ﬁltration (Ft)t≥0.
Stability and subgeometric rates of convergence have been studied in [8] under the main
hypothesis of a Φ−Lyapunov condition. More precisely, they showed the following.
Proposition 1.1 ([8], proposition 3.9 and theorem 3.10).
3Assume that a Φ−Lyapunov condition holds and supC V < ∞. Then the process is positive
Harris recurrent with an invariant probability measure π such that π(Φ◦V ) <∞. If moreover
some skeleton chain is irreducible and lim+∞Φ′ = 0, then there exists a finite constant c such
that for all t > 0 and all x ∈ X,
(1.3) Φ ◦H−1Φ (t)‖Pt(x, ·)− π(·)‖TV ≤ cV (x)
where the function HΦ is defined by
HΦ(u) =
∫ u
1
ds
Φ(s)
∀u ≥ 1.
Note that the inequality obtained in [8] is more general than (1.3). More precisely, let Λ0
denote the class of the measurable and non-decreasing functions r : [0,+∞)→ [2,+∞) such
that log r(t)/t ↓ 0 as t → +∞. Let Λ denote the class of positive measurable functions r
such that for some r ∈ Λ0,
0 < lim inf
t
r(t)
r(t)
≤ lim sup
t
r(t)
r(t)
<∞.
Then there exists a positive constant c such that for r(t) ≤ Φ ◦H−1Φ (t)
r(t)‖Pt(x, ·)− π(·)‖f ≤ cV (x),
where r ∈ Λ, for a signed measure µ, ‖µ‖f = sup|g|≤f µ(g) and f : X → [0,∞) a measurable
function f linked to the choice of r (via inverse Young function).
Unfortunately, the constant c which appears in (1.3) is not explicit. Our main goal is thus
to obtain quantitative bounds for the subgeometric convergence rates of the process to its
stationary probability distribution π. More precisely, to determine a function g : X → [0,∞),
which can be computed explicitly, such that
(1.4) r(t)‖Pt(x, ·)− π(·)‖TV ≤ g(x) ∀x ∈ X,
where r ∈ Λ.
Lyapunov conditions. As explained in [8], the Φ−Lyapunov condition is not easy to derive.
It is thus important to provide a suﬃcient condition which is more tractable. For this, we
use the usual criteria based on extended generator. Let D(A) denote the set of measurable
functions f : X → R with the following property: there exists a measurable function h : X →
R such that the function t 7→ h(Xt) is integrable Px−a.s. for each x ∈ X and the process
t 7→ f(Xt)− f(X0)−
∫ t
0
h(Xs)ds
is a Px−local martingale for all x. Then we write h = Af , and f is said to be in the domain
of the extended generator (A,D(A)). We then have.
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Theorem 1.2 ([8], Theorem 3.11). Assume that there exist a closed petite set C, a ca´d-la`g
function V : X → [1,+∞) with V ∈ D(A), an increasing differentiable concave positive
function Φ : [1,∞)→ (0,∞), and a constant b <∞ such that for all x ∈ X,
AV (x) ≤ −Φ ◦ V (x) + b1C(x).(1.5)
then a Φ−Lyapunov condition holds.
The Lyapunov conditions are the most useful one to verify in practice, even if of course they
can be tricky to exhibit (see for example the oscillator case [15]). In particular, we will be
able to construct such a Lyapunov conditions for a coupling process which will be the key
tool for our main result. Due to this last result we will use now the following formal deﬁnition
even if the generator applied to the function makes no sense (remembering in this case that
the ﬁrst deﬁnition is in charge):
AV (x) ≤ −Φ ◦ V (x) + b1C(x).
As explained before, the key tool to establish speed of convergence to equilibrium is the proof
of integrability of hitting time, we thus recall the following result which will be useful for the
proof of our results.
Theorem 1.3 ([8], Theorem 3.1). Assume that a Φ−Lyapunov condition holds.
i)For all x ∈ X and t∗ > 0,
Ex
[∫ τ t∗
C
0
Φ ◦ V (Xs)ds
]
≤ V (x)− 1 + bt∗.
ii)For all x ∈ X and t∗ ≥ 0,
Ex
[∫ τ t∗
C
0
Φ ◦H−1Φ (s)ds
]
≤ V (x)− 1 + b
Φ(1)
∫ t∗
0
Φ ◦H−1Φ (s)ds.
Note that we will provide in Appendix a shorter (and we believe clearer) proof of a modiﬁed
version of this result, however perfectly ﬁtted for our use.
The paper is then organized as follows. In section 2 we state our main results. This includes
quantitative bounds of the distance of L(Xt) and ergodic average laws
∫ t
0 P (Xs ∈ ·)ds to the
stationarity. Section 3 is devoted to the proof of our main results. Section 4 focuses on some
examples. The appendix is dedicated to a short proof of the integrability of Hitting times
under Lyapunov conditions.
2. Main results
2.1. Notations and a preliminary lemma. Let us begin by some notations. Deﬁne
C =
{
Φ : [1,∞)→ R+ : Φ is increasing, diﬀerentiable, concave, limt→+∞Φ(t) = +∞,
limt→+∞Φ′(t) = 0, log Φ(t)/t ↓ 0 as t→ +∞
}
.
For Φ ∈ C, let
5HΦ(u) =
∫ u
1
ds
Φ(s)
, u ≥ 1.
It’s easy to see that
(H−1Φ )
′ = Φ ◦H−1Φ , (H−1Φ )′′ = Φ′ ◦H−1Φ · Φ ◦H−1Φ , (lnΦ ◦H−1Φ )′ = Φ′ ◦H−1Φ ,
lim
s→+∞
lnH−1Φ (s)
s
= lim
s→+∞
Φ ◦H−1Φ (s)
H−1Φ (s)
= lim
t→+∞Φ
′(t) = 0.
Then H−1Φ is increasing, convex, sub-geometric. By the log-concavity of Φ ◦H−1Φ ,
z → Φ ◦H
−1
Φ (z + s)
Φ ◦H−1Φ (z)
is non-increasing for s > 0.
Let us ﬁrst state the following elementary lemma.
Lemma 2.1. H−1Φ (λa) = H
−1
λΦ(a), H
−1
Φ (a + b) ≤ H−1Φ (a)H−1Φ (b), H−1Φ (an) ≤ nH−1Φ (a) for
any λ > 0, a ≥ 0, b ≥ 0 and integer n ≥ 1.
2.2. Quantitative subexponential ergodicity. We are now in position to present our
main results.
Theorem 2.2. Given a Markov process (Xt) with semigroup (Pt), assume that a Φ−Lyapunov
condition holds and supC V < ∞, Φ ∈ C, C ∈ X is (t∗, ǫ)-small, for some positive time t∗,
and ǫ > 0, stationary distribution is π, then if π(V ) <∞
||L(Xs)− π||TV ≤
∑
0≤n,s≥nt∗
(1− ǫ)nA˜1 H
−1
Φ (λA˜0n)
H−1Φ (λ(s− t∗))
≤ A˜1A˜ǫ,Φ
H−1Φ (λ(s− t∗))
,∀s ≥ t∗
where A˜ǫ,Φ will be given later and
A˜0 =:
2
λΦ(1)
sup
x∈C
{
V (x)− 1 + b
Φ(1)
∫ t∗
0
Φ ◦H−1Φ (λs)ds)
}
<∞,
A˜1 = max
E
[
V (X0)
]
+ π(V )− 2
H−1Φ (λA˜0)
, 1
 ,
and
d0 = inf
x/∈C
V (x), 0 < λ ≤ 1− b
Φ(d0)
, A˜ǫ,Φ <∞.
In general we have,
||L(Xxs )− L(Xys )||TV ≤
A(V (x) + V (y))
H−1Φ (λ(s− t∗))
,∀s ≥ t∗
for A given by
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A = max
{
1
V (x) + V (y)
,
1
HΦ(λA˜0)
}
× A˜ε,Φ.
In particular,
||L(Xxs )− π||TV ≤
A(V (x) + π(V ))
H−1Φ (λ(s− t∗))
,∀s ≥ t∗.
Remark 2.3. One has easily using the Lyapunov condition that π(Φ(V )) < ∞ and π(V )
is not controlled. However, if we suppose that π(ψ(V )) < ∞ (eventually use Φ) for Φ(x) ≤
ψ(x) ≤ x for large x and ψ concave, one can get
||L(Xxs )− π||TV ≤
A(V (x))
H−1Φ (λ(s− t∗))
+ CR(t)
for some constant C and R decaying to zero and being solution to the minimization in R of
R
ψ(R)H−1Φ (t)
+
1
ψ(R)
.
Let us state now a result related to shift-coupling [24], which provides for bounds on the
ergodic averages of distances to stationary distributions.
Theorem 2.4. Given a Markov process (Xt) with semigroup (Pt) and stationary distribution
π(.), assume that a Φ−Lyapunov condition holds and supC V < ∞, C ∈ X is (t∗, ε)-small
for some positive time t∗ and ε > 0. Then for t > 0
∥∥∥∥1t
∫ t
0
P(Xs ∈ .)ds− π(.)
∥∥∥∥
TV
≤ 1
t
(
2t∗ + c+ c′
)
,
where
c = A1Aε,Φ
∫ +∞
t∗
1
H−1Φ (s− t∗)
ds, c′ = A′1Aε,Φ
∫ +∞
t∗
1
H−1Φ (s− t∗)
ds,
with
A1 = max
E
[
V (X0)
]
− 1
H−1Φ (A0)
, 1
 , A′1 = max
{
Eπ
[
V
]− 1
H−1Φ (A0)
, 1
}
and Aε,Φ <∞.
Proof. Theorem 2.2 and 2.4 are proven in the next section. 
One interesting point, compared to the one of [23] where they only treated the exponential
case, is that we obtain the same speed, i.e. t−1, but valid as soon as 1/H−1Φ is integrable at
inﬁnity. We may now a little bit further in the details of the constants appearing in our main
results.
7Explicit constant Aǫ,Φ (A˜ǫ,Φ). For any 0 < aǫ < ǫ, We choose αc, such that
(1− ǫ)nH−1Φ (cn) ≤ αc(1− aǫ)n for n ≥ 1.
In fact, we can choose αc = supn≥1
H−1Φ (cn)
( 1−aǫ
1−ǫ
)n
<∞. Then we have
∞∑
n=0
(1− ǫ)nH−1Φ (cn) ≤ αc
∞∑
n=0
(1− aǫ)n = αc
aǫ
.
So we can get more explicit expressions:
Aǫ,Φ =
supn≥1
H−1Φ (A0n)
( 1−aǫ
1−ǫ
)n
aǫ
, A˜ǫ,Φ =
supn≥1
H−1Φ (λ
eA0n)
( 1−aǫ
1−ǫ
)n
aǫ
(I) Φ(x) = xα, 0 < α < 1. H−1Φ (x) = ((1− α)x+ 1)
1
1−α ,
Aǫ,Φ =
supn≥1
((1−α)A0n+1)
1
1−α
( 1−aǫ
1−ǫ
)n
aǫ
A˜ǫ,Φ =
supn≥1
((1−α)λ eA0n+1) 11−α
( 1−aǫ
1−ǫ
)n
aǫ
.
(II) Φ(x) = x(lnx)α , α > 0. H
−1
Φ (x) = exp((1 + α)x)
1
1+α , and we get the similar expressions.
3. Useful results and proof of our main theorems
3.1. Proof of Theorem 2.2.
Our proof relies mainly on coupling method as presented for example in Roberts-Rosenthal
[23]. Namely we build two Markov processes which will have some coupling property, which
as usual give some upper bound on the total variation norm of the diﬀerence of the law of
the two processes via a control of the tail of the coupling time.
To control this coupling time we need two tools. The minorization condition is needed to
validate the coupling construction. The second important tool is a good control of expectation
of subexponential moments of the coupling time. We will show that we are able to do so
using the Lyapunov condition.
We will show ﬁrst, to simplify the arguments, how to control the tail of regeneration time
of some process with a minorization condition, and we hope that it will help the reader to
understand the proof for the coupled process.
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3.1.1. Trajectory construction and control of the tail of regeneration time.
C ∈ X is (t∗, ǫ)-small in the Φ−Lyapunov condition, that means Pt∗(x, ·) ≥ ǫQ(·) for x ∈ C.
we shall use the following construction in this paper, which is from Roberts and Rosenthal
([23], proof of Lemma 6). Given a sequence of i.i.d random variables Z1, Z2, ..., Zi ∼ B(1, ǫ),
We construct Xt and the random stopping time T = inf
{
τ t
∗
i + t
∗, Xτ t∗
i
∈ C,Zi = 1
}
. let
τ t
∗
1 = τ
0
C , τ
t∗
i = inf
{
t ≥ τ t∗i−1 + t∗, Xt ∈ C
}
, i ≥ 2.
• (1) if Z1 = 1, τ t∗1 = τ0C is the ﬁrst time the process {Xt} is in the set C, set
Xτ t∗1 +t∗
∼ Q(·);
(2) if Z1 = 0, set Xτ t∗1 +t∗
∼ 11−ǫ(Pt∗(Xτ t∗1 , ·)− ǫQ(·)).
in either case above, ﬁll inXt for τ
t∗
1 < t < τ
t∗
1 +t
∗ from the appropriate conditional
distributions.
• similarly, for i ≥ 2, if Zi = 1, set Xτ t∗
i
+t∗ ∼ Q(·); otherwise Zi = 0, set Xτ t∗
i
+t∗ ∼
1
1−ǫ(Pt∗(Xτ t∗
i
, ·)− ǫQ(·)).
Under this construction, we get the process Xt for all times t > 0 with the semigroup (Pt),
and a random stopping time T with XT ∼ Q(·)
Lemma 3.1. Assume that a Φ−Lyapunov condition holds and supC V <∞, Φ ∈ C, C ∈ X
is (t∗, ǫ)-small, for some positive time t∗, We construct the processes {Xt} and a random
stopping time T as above, then we have
P(T > s) ≤
∑
0≤n,s≥nt∗
(1− ǫ)nA1H
−1
Φ (A0n)
H−1Φ (s− t∗)
≤ A1Aǫ,Φ
H−1Φ (s− t∗)
(3.1)
A0 =:
1
Φ(1) supx∈C
{
V (x)− 1 + bΦ(1)
∫ t∗
0 Φ ◦H−1Φ (s)ds)
}
< ∞, A1 = max
{
E[V (X0)]−1
H−1Φ (A0)
, 1
}
,
Aǫ,Φ <∞
Proof. We deﬁne Ns = max
{
i : τ t
∗
i ≤ s
}
. By the construction above,
P
(
T > s
) ≤ ∑
0≤n,s≥nt∗
P
(
T > s,Ns−t∗ ≤ n
)
=
∑
0≤n,s≥nt∗
P
(
T > s
∣∣Ns−t∗ ≤ n)P(Ns−t∗ ≤ n)
≤
∑
0≤n,s≥nt∗
(1− ǫ)nP
(
Ns−t∗ ≤ n
)
Setting D1 = τ
t∗
1 and Di = τ
t∗
i − τ t
∗
i−1 for i ≥ 2, it’s easy to see that,
E
[
H−1Φ (D1)
]
= E
[
H−1Φ (τ
t∗
1 )
]
≤ E
[
V (X0)
]
− 1 (by theorem 1.3 (i))
for i ≥ 2, let
9A0 =:
1
Φ(1)
sup
x∈C
{
V (x)− 1 + b
Φ(1)
∫ t∗
0
Φ ◦H−1Φ (s)ds
}
<∞.
We have
E
[
H−1Φ (Di)
]
= E
[∫ τ t∗
i
−τ t∗
i−1
0
Φ ◦H−1Φ (s)ds
]
= E
[
E
X
τt
∗
i−1
∫ τ t∗
C
0
Φ ◦H−1Φ (s)ds
]
≤ E
[
V (Xτ t∗
i−1
)− 1 + b
Φ(1)
∫ t∗
0
Φ ◦H−1Φ (s)ds
]
≤ A0Φ(1)
and
E
[
H−1Φ
(
τ t
∗
i
)]
− E
[
H−1Φ
(
τ t
∗
i−1
)]
= E
[∫ τ t∗
i
τ t
∗
i−1
Φ ◦H−1Φ (s)ds
]
= E
[∫ τ t∗
i
−τ t∗
i−1
0
Φ ◦H−1Φ
(
s+ τ t
∗
i−1
)
ds
]
≤ E
[∫ ∞
0
Φ ◦H−1Φ (s)
(
Φ ◦H−1Φ (τ t
∗
i−1)
Φ(1)
)
1s≤τ t∗
C
◦θ
τt
∗
i−1
ds
]
(
z → Φ ◦H
−1
Φ (z + s)
Φ ◦H−1Φ (z)
is non-increasing for s > 0
)
≤ E
[
Φ ◦H−1Φ
(
τ t
∗
i−1
)
Φ(1)
E
X
τt
∗
i−1
∫ τ t∗
C
0
Φ ◦H−1Φ (s)ds
]
≤ E
[
Φ ◦H−1Φ
(
τ t
∗
i−1
)
Φ(1)
(
V (Xτ t∗
i−1
)
− 1 + b
Φ(1)
∫ t∗
0
Φ ◦H−1Φ (s)ds)
]
(by theorem 1.3 (ii))
≤ A0E
[
Φ ◦H−1Φ
(
τ t
∗
i−1
)]
≤ A0Φ ◦ E
[
H−1Φ
(
τ t
∗
i−1
)]
(by the concavity of Φ)
Then we get
E
[
H−1Φ
(
τ t
∗
i
)]
≤ E
[
H−1Φ
(
τ t
∗
i−1
)]
+A0Φ ◦ E
[
H−1Φ
(
τ t
∗
i−1
)]
.
Using the following lemma 3.2, note H−1A1Φ(n) = H
−1
Φ (A1n), and let
10 S.V. BITSEKI PENDA, A. GUILLIN, M. HAIRER, AND X. WANG
A′ = A1 = max
E
[
V (X0)
]
− 1
H−1Φ (A0)
, 1
 ,
we get
E
[
H−1Φ (τ
t∗
n )
]
≤ A1H−1Φ (A0n), for n ≥ 2.
For any positive integer n ≥2, we can get the estimation from Markov’s inequality,
P
(
Ns ≤ n
)
= P
(
n∑
i=1
Di ≥ s
)
= P
(
H−1Φ
(
n∑
i=1
Di
)
≥ H−1Φ (s)
)
≤
E
[
H−1Φ (
∑n
i=1Di)
]
H−1Φ (s)
=
E
[
H−1Φ
(
τ t
∗
n
) ]
H−1Φ (s)
≤ A1H
−1
Φ (A0n)
H−1Φ (s)
This estimation combined with formula 3.2, we get
P (T > s) ≤
∑
0≤n,s≥nt∗
(1− ǫ)nA1H
−1
Φ (A0n)
H−1Φ (s− t∗)
.
Noting that lims→+∞
lnH−1Φ (s)
s = 0, there exits a constant Aǫ,Φ, such that∑
0≤n,s≥nt∗
(1− ǫ)nH−1Φ (A0n) ≤ Aǫ,Φ < +∞,
then we ﬁnish the proof of the lemma. 
Lemma 3.2. ϕ ∈ C, if an+1 ≤ cϕ(an)+an, where {an} is a non-negative increasing sequence,
then there exists a constant A′ ≥ 1, such that
an ≤ A′H−1Φ (n)
where Φ(x) = cϕ(x),HΦ(x) =
∫ x
1
1
Φ(s)ds
Remark 3.3. Φ is also concave, Φ(A′x) ≤ A′Φ(x) for A′ ≥ 1, (H−1Φ )
′
= Φ ◦ H−1Φ and
Φ ◦H−1Φ (n) ≤ H−1Φ (n+ 1)−H−1Φ (n)
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Proof. . It is easy to choose a constant A′ ≥ 1 s.t a1 ≤ A′H−1Φ (1), by induction if an−1 ≤
A′H−1Φ (n− 1), then
an ≤ cϕ(an−1) + an−1 = Φ(an−1) + an−1
≤ Φ(A′H−1Φ (n− 1)) +A′H−1Φ (n− 1)
≤ A′{Φ(H−1Φ (n− 1)) +H−1Φ (n− 1)}
≤ A′H−1Φ (n)

3.1.2. The coupling construction. Recall C ∈ X is (t∗, ǫ)-small in the Φ−Lyapunov con-
dition. Given a sequence of i.i.d random variables Z1, Z2, ..., Zi ∼ B(1, ǫ), We construct
(Xt, X
′
t) and the random stopping time
T˜ = inf
{
τ˜ t
∗
i + t
∗,
(
Xeτ t∗
i
, X ′eτ t∗
i
)
∈ C × C,Zi = 1
}
.
Let
τ˜ t
∗
C×C = inf
{
t ≥ t∗, (Xt, X ′t) ∈ C × C
}
, τ˜ t
∗
1 = τ˜
0
C×C ,
and
τ˜ t
∗
i = inf
{
t ≥ τ˜ t∗i−1 + t∗, (Xt, X ′t) ∈ C × C
}
, i ≥ 2.
For each time τ˜ t
∗
i , if Xt, X
′
t have not yet coupled, then we processes as follows:
(1) if Zi = 1, set
Xeτ t∗
i
+t∗ = X
′eτ t∗
i
+t∗
∼ Q(·),
and we declare the processes to have coupled, and from the coupling time, let
Xeτ t∗
i
+t∗ = X
′eτ t∗
i
+t∗
,
(2) if Zi = 0, set
Xeτ t∗
i
+t∗ ∼
1
1− ǫ
(
P
t∗(Xeτ t∗
i
, ·)− ǫQ(·)
)
and X ′eτ t∗
i
+t∗
∼ 1
1− ǫ
(
P
t∗(X ′eτ t∗
i
, ·)− ǫQ(·)
)
conditionally independently.
In either case above, we ﬁll in Xt and X
′
t for τ˜
t∗
i < t < τ˜
t∗
i + t
∗ conditionally independently,
using the correct conditional distributions given Xeτ t∗
i
, X ′eτ t∗
i
, Xeτ t∗
i
+t∗ , X
′eτ t∗
i
+t∗. T˜ is the
coupling time, and we still have similar estimation as Lemma 3.1. It is easily seen that Xt
and X ′t each marginally has the transition probabilities Pt(x, ·).
Lemma 3.4. Assume that the Φ−Lyapunov condition (1.5) is satisfied for the generator
associated to the semigroup (Pt), we build a two-dimensional Markov process (Xt, X
′
t) on X×
X as above with semigroup (P˜t) and the generator A˜, which satisfies the bivariate Lyapunov
condition:
A˜W (x, x′) ≤ −λΦ ◦W (x, x′) + 2b1C×C(x, x′)
with W (x, x′) = V (x) + V (x′)− 1, d0 = infx/∈CV (x), 0 < λ ≤ 1− bΦ(d0)
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Proof. Note that Φ ◦ (V (x) + V (x′)− 1)− Φ ◦ V (x) ≤ Φ ◦ V (x′)− Φ(1), we have
A˜W (x, x′) = AV (x) +AV (x′)
≤ −Φ ◦ V (x)− Φ ◦ V (x′) + b1C(x) + b1C(x′)
≤ −Φ ◦ (V (x) + V (x′)− 1)− Φ(1) + b1C(x) + b1C(x′).
Then we can get the result easily. 
Lemma 3.5. Assume that the drift condition (1.5) is satisfied, then the Φ−Lyapunov condi-
tion is satisfied for Pt and (P˜t) satsifies a 2Φ−Lyapunov condition with function W (x, x′) =
V (x) + V (x′)− 1, d0 = infx/∈C V (x), 0 < λ ≤ 1− bΦ(d0) .
In the same way of the proof of Lemma 3.1, we get
Lemma 3.6. Assume that a Φ−Lyapunov condition is satisfied and supC V < ∞, Φ ∈ C,
C ∈ X is (t∗, ǫ)-small, for some positive time t∗, and ǫ > 0, we construct the process (Xt, X ′t)
and the coupling time T˜ as above, then we have
P (T˜ > s) ≤
∑
0≤n,s≥nt∗
(1− ǫ)nA˜1 H
−1
Φ (λA˜0n)
H−1Φ (λ(s− t∗))
≤ A˜1A˜ǫ,Φ
H−1Φ (λ(s− t∗))
,
where
A˜0 =:
2
λΦ(1)
sup
x∈C
{
V (x)− 1 + b
Φ(1)
∫ t∗
0
Φ ◦H−1Φ (λs)ds
}
<∞,
A˜1 = max
E
[
V (X0) + V (X
′
0)
]
− 2
H−1Φ (λA˜0)
, 1
 ,
and
d0 = inf
x/∈C
V (x), 0 < λ ≤ 1− b
Φ(d0)
, A˜ǫ,Φ <∞
Proof of Theorem 2.2. We construct the processes Xt and X
′
t jointly as in 3.1.2. By the
coupling inequality ||L(Xt)− L(X ′t)||TV ≤ P (T˜ > t), lemma 3.6 and setting L(X ′0) = π, we
can get the Theorem directly.
3.2. Proof of Theorem 2.4. Our proof relies mainly on the shift-coupling method presented
for example in [24] (see also [1], [28], [29]).
We construct a second process (Yt) with the same marginal Pt(x, ·). From 3.1.1, there are
times T and T ′ such that L(XT ) = L(YT ′) = Q(.)
We deﬁne the joint process (Xt, X
′
t) as follows
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
X ′T ′ = XT ,
X ′T ′+t = XT+t for t > 0
X ′t = Yt for t < T ′.
It is easily seen that X ′t still follows the transition probabilities Pt(x, ·). The times T and T ′
are the so-called shift-coupling epochs for (Xt) and (X
′
t). The lemma 3.1 gives upper bounds
on P (T > s) and P (T ′ > s).
By the shift-coupling inequality(see e.g [23], proposition 5), we have
∥∥∥1t ∫ t0 P(Xs ∈ .)ds− 1t ∫ t0 P(X ′s ∈ .)ds∥∥∥TV ≤ 1t (∫ +∞0 P(T > s)ds+ ∫ +∞0 P(T ′ > s)ds)
≤ 1t
(
2t∗ +
∫ +∞
t∗ P(T > s)ds+
∫ +∞
t∗ P(T
′ > s)ds
)
.
The result thus follows by integrating the upper bounds of P(T > s) and P(T ′ > s) given by
the lemma 3.1 and letting L(X ′0) = π(.).
4. Applications
4.1. The reversible case. Let {Xt} be a n-dimensional diﬀusion process deﬁned by
(4.1) dXt = dBt +
1
2
∇ lnπ(Xt)dt
where Bt is a standard n-dimensional Brownien motion.
We suppose that π(x) = e−V (x) where V (x) = (1 + |x|2)α2 , 0 < α < 1. It is know that π
is up to a normalizing constant the density on Rn with respect to the Lebesgue measure, of
the unique invariant probability distribution of the process {Xt}(see for example [4], [2] or
[6]). In the sequel, π will denote at the same time the invariant probability and the density
function. Our aim is to study the ergodicity of the solution of the stochastic diﬀerential
equation (4.1). In what follows, we will study drift condition and minorization. At the end,
we will compute the constant in order to apply theorem 2.2. We recall that generator of the
process is given by L = 12∆+
1
2∇ lnπ(x) · ∇(where the dot denote scalar product).
4.1.1. Lyapunov function. Let ι ∈]0, 1[. We deﬁne the function W by
W (x) = eι(1+|x|
2)
α
2
Then W ∈ D(A). The following is in part deduced from the the calculations of [8], section
4.1; see also [4] section 4.3.
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AW = LW = 12
{
ιαn
(
1 + |x|2)α2−1 + ια (α− 2) |x|2 (1 + |x|2)α2−2 + ι2α2|x|2 (1 + |x|2)α−2
−ια2|x|2 (1 + |x|2)α−2}× eι(1+|x|2)α2
= −12
{
− αnι
2−α
α
(1 + |x|2)α2 +
ι
2−α
α α(2− α)|x|2
(1 + |x|2)1+α2 −
ιι
2−α
α α2|x|2
1 + |x|2 +
ι
2−α
α α2|x|2
1 + |x|2
}
︸ ︷︷ ︸
g(x)
×
(
logW (x)
)−2 1−α
α × exp
(
ι(1 + x2)
α
2
)
.
Let M such that for all |x| > M , g(x) > 0. Such M exists since we can see that the graph of
g has the shape of a bowl. let C = B(0,M) the closed ball centered at 0 and radius M . Set
κ = 12 inf
x/∈C
g(x). For all a > 0, we have
AW (x) ≤ −Φ ◦W (x) + b1C(x)
where
Φ(x) = κx
(
a+ log x
)−2 1−α
α
, b = sup
C
AW + sup
C
Φ ◦W.
W is thus a Lyapunov function under the hypothesis that C veriﬁes the minorization condi-
tion.
Now in order to be within the context of application of lemma 3.4 and lemma 3.5 we choose
d0 > 0 in such a way that Φ(d0) > b and M
′ =
√(
ln d0
ι
) 2
α − 1 > M (this is always possible
since the function Φ is non-decreasing and lim
x→+∞Φ(x) = +∞). We state again C = B(0,M
′).
Then we have again
AW (x) ≤ −Φ ◦W (x) + b1C(x)
and d0 = inf
x/∈C
W (x), Φ(d0) > b.
4.1.2. Minorization condition. We deal now with the minorization condition. In what follows,
we will check that the hypothesis of theorem 9 (or theorem 7 in one dimensional case) of
[23] holds. To this end let us recall the deﬁnition of a pseudo small set: a subset C is a
(t, ǫ)−pseudo small set if for all x, y ∈ C, there exists a probability measure Qxy such that
Pt(x, ·) ≥ ǫQxy(·), Pt(x, ·) ≥ ǫQxy(·).
This deﬁnition is more convenient for the numerical calculus in high dimension than the usual
deﬁnition of small set.
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Let C = B(0,M ′) =
n∏
i=1
[−M ′,M ′] where M ′ is as above. We denote by D the diameter of
C, i.e D = 2
√
nM ′. Let a > M ′, S =
n∏
i=1
[−a, a]. Set ∇ lnπ(x) = (µ1(x), · · · , µn(x)) where
µi(x) =
αxi
(1+|x|2)1−α2 . Let c and d such that c ≤ µi(x) ≤ d for all x ∈ S. Set L =
√
n(d− c).
Then, given t0 > 0, for all t ≥ t0, C is (t, ε)-pseudo-small (small in one dimensional case)
with
ε = Ψ(−D−t0L√
4t0
) + e−
DL
2 Ψ( t0L−D√
4t0
)
−2nΨ(−(a−M ′)−t0c√
t0
)− 2ne−2(a−M ′)cΨ( t0c−(a−M ′)√
t0
)
−2nΨ(−(a−M ′)+t0d√
t0
)− 2ne2(a−M ′)dΨ(−t0d−(a−M ′)√
t0
)
where Ψ(s) =
∫ s
−∞
1√
2π
e−
u
2
2 du.
Remark 4.1. In the one dimensional case we have
ε = Ψ(−D−t0L√
4t0
) + e−
DL
2 Ψ( t0L−D√
4t0
)
−Ψ(−(a−M ′)−t0c√
t0
)− e−2(a−M ′)cΨ( t0c−(a−M ′)√
t0
)
−Ψ(−(a−M ′)+t0d√
t0
)− e2(a−M ′)dΨ(−t0d−(a−M ′)√
t0
)
Proof. See ([23], theorem 7 and theorem 9). 
Moreover, for one-dimensional diﬀusions, Roberts and Tweedie [22] have provided the follow-
ing result which gives a more accessible form to get minorization condition in certain special
cases
Lemma 4.2 ([22], lemma 6.1). Let X be a non-explosive one dimensional diffusion satisfying
the SDE
dXt = dBt + ζ(Xt)dt,
where Bt is a standard Brownian motion. Suppose that ζ is a non-increasing function. Then
for −∞ < c < a <∞, [c, a] is (t∗, ε)-small with
ε = 2Φ
(
−a− c
2
√
t∗
)
,
where Φ is the standard cumulative normal distribution function.
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4.1.3. Bounds in the case of pseudo-small sets. In the multi-dimensional case we have ob-
tained pseudo-small sets instead of small-sets. The results we will give now will permit us
to have the same bound as in theorem 2.2 in the case the minorization condition deal with
pseudo-small sets.
Theorem 4.3. Given a Markov process (Xt) with semigroup (Pt) and stationary distribution
π(.), suppose C ⊂ X is (t∗, ε) pseudo-small, for some positive time t∗ and ε > 0. Suppose
further that a Φ−Lyapunov condition holds and supC V hold. Then
‖L(Xs)− π‖TV ≤
∑
0≤n,s≥nt∗
(1− ǫ)nA˜1 H
−1
Φ (λA˜0n)
H−1Φ (λ(s− t∗))
≤ A˜1A˜ǫ,Φ
H−1Φ (λ(s− t∗))
,
where A˜0, A˜1, λ, and A˜ε,Φ are as in theorem 2.2.
Proof. We construct the process Xt and Yt jointly and the coupling time T as in([23] theorem
8). The result thus follow by applying the coupling inequality and setting L(Y0) = π(.) as in
theorem 2.2. 
4.1.4. Computation of the constants. This section deals with the calculation of the constants
which appear in theorem (2.2) and theorem (4.3) above.
First we have that
H−1Φ (x) = exp
((
κ
(
2− α
α
)
x+ a
2−α
α
) α
2−α
− a
)
where κ is given above.
d0 = inf
x/∈C
W (x) and Φ(d0) are found by the resolution of equation Φ(d0) > b.
λ ∈
]
0, 1− b
Φ(d0)
[
.
A˜0 =
2
λΦ(1) sup
C
{
W (x)− 1 + bΦ(1)
∫ t∗
0 Φ ◦H−1Φ (λs)ds
}
= 2λΦ(1)
d0 − 1− bλΦ(1) +
b exp
 „
κ( 2−α
α
)λt∗+a
2−α
α
« α
2−α
!
exp(a)λΦ(1)
 .
A˜1 = max
E
[
W (X0)
]
+ π(W )− 2
H−1Φ (λA˜0)
, 1
 is found from the initial distribution of our chain.
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Set
n′0 =

(
ln
(
1−aε
1−ε
)) 2−α
2(α−1)(
κλA˜0
) α
2(α−1) (2−α
α
) − α(2− α)κλA˜0
 where [x] is the integer part of x.
Then
A˜ε,Φ =
exp
((
κ
(
2−α
α
)
λA˜0n0 + 1
) α
2−α − 1− n0 ln
(
1−aε
1−ε
))
aε
where n0 = 1 if n
′
0 is non-positive, else n0 is one of the values n
′
0 or n
′
0 + 1 .
4.1.5. Numerical calculus. We will focus here on the one dimensional case. One easily veriﬁes
that the hypothesis of lemma 4.2 are satisﬁed.
We choose α = 0.8, ι = 0.6
Choosing M = 1.229915 and a = (κ)
α
2−α , we then have κ = 1.18 × 10−4 and b = 0.438. We
take d0 = 15000. We thus have M
′ = 32.05, λ ∈]0, 0.23[ and C = B(0,M ′). λ is choosing as
desired in this interval to optimize the results.
We choose t∗ = 100 we thus have ε = 0.001. We choose aε = ε4 . We thus get A˜0 = 3 × 105,
n′0 = 2× 1010, A˜ε,Φ = exp(2.46×10
6)
aε
.
Now we choose t∗ = 1000 and aε = ε4 . Then we get ε = 0.31; A˜0 = 3 × 105, n′0 = 338,
A˜ε,Φ =
exp(48.40)
aε
.
Finally, we choose t∗ = 106 and aε = ε4 . Thus we have ε = 0.974; A˜0 = 3.78 × 105, n′0 = 0
and A˜ε,Φ =
exp(−0.491)
aε
.
We recall that A˜1 is found from the initial distribution of our chain.
One can observe that there is a ”trade-oﬀ” between the values of t∗ and A˜ε,Φ.
4.2. Comparison with functional inequalities in the reversible case. One common
way to establish quantitative sub exponential convergence to equilibrium is to use functional
inequalities such as weak Poincare´ inequalities, originally introduced by Ro¨ckner-Wang [26],
i.e. for all smooth bounded function f (say in H1) there exists a mapping β : [0, s0] → R+
decreasing such that∫
(f − π(f)2)dπ ≤ β(s)
∫
|∇f |2dπ + s‖f − π(f)‖2∞
which implies that
‖Ptf − π(f)‖22 ≤ ψ(t)‖f − π(f)‖2∞
with ψ(t) = 2 inf{s > 0; β(s) log(1/s) ≤ t}. One notices that the convergence obtained is
not expressed in the same norm. It is however not diﬃcult to go from a total variation (which
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can be seen as a L1 convergence) to a L2 type convergence, indeed if
‖Pt(x, ·)− π(·)‖TV ≤ cr(t)V (x)
and π(V ) <∞ then using [4, Th. 2.1] one gets that
‖Ptf − π(f)‖22 ≤ 8cr(t)π(V )‖f − π(f)‖∞.
Weak Poincare´ inequality are however not so easy to characterize quantitatively, given a
precise probability measure π, even in dimension one where Hardy’s type criterion can be
used. However an interesting feature is that Cattiaux&al [6] have developed a Φ−Lyapunov
function technique to get quantitative estimates in the weak Poincare´ inequality. Let us recall
their results. Assume that a Φ−Lyapunov condition holds on the generator
AV ≤ −Φ ◦ V + b1C
and the measure π satisﬁes some local Poincare´ inequality∫
C
f2dπ ≤ κC
∫
|∇f |2dπ + 1
π(C)
π(f1C)
2
then a weak Poincare´ inequality holds
β(s) =
(1 + bκC)
inf{u;π(Φ(V ) ≤ uV ) > s} ,
for suﬃciently small s. Looking now at the way the rate of convergence is derived from
β(s), one sees that one diﬃculty in this approach is that every estimate has an important
impact on the speed of convergence: bad estimation of b or of the local Poincare´ constant
has a drastic impact, for example in the sub exponential case estimated numericaly in the
previous subsection, whereas in our coupling approach the speed of convergence is quanti-
ﬁed by the Lyapunov condition only but not on the local characteristics of the small set C,
which appears only in the multiplicative constant. It can have an important impact on sub
exponential speed of convergence, and comparable in the polynomial case.
Of course one fundamental point is that the coupling approach may work in the non reversible
case without additional diﬃculty (at least in the strictly elliptic with bounded diﬀusion
coeﬃcient) even if the invariant probabilityy measure is unknown whereas very few results
are known using functional inequalities (see however [4] for an attempt in this direction using
very particular Lyapunov-Poincare´ inequality).
4.3. Kinetic Fokker Planck equation. The main goal of this subsection is to emphasize
the diﬃculty of degenerate models such as kinetic Fokker Planck equations or more degenerate
models as in the chain of oscillators case. Kinetic Fokker Planck equation can be written as{
dxt = vtdt
dvt =
√
2dBt − vtdt−∇F (xt)dt
which describes the position and velocity of a particle submitted to friction and conﬁnement.
If for nice F , Lyapunov conditions are quite well described, see for example [33] for the
exponential Lyapunov condition or [4] in the sub exponential case, very few results exist
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to get quantitative small set estimations in this setting, see for example [5] however hardly
quantitative or [14] but which applies only for very ”small” small set and thus for very
particular drift function F . To this respect, the approach initiated for example by Villani [31]
using the explicit form of the invariant measure linked to this SDE and Poincare´ inequality
furnishes explicit constants (see [32] for the sub exponential case). It should then be rather
interesting to get good explicit bounds for small sets in this setting.
Appendix A. Integrability of hitting times under Lyapunov conditions
revisited
In this section, we aim at providing a simple proof of the integrability of hitting times when
starting outside a chosen small set, due to [8]. It appears ﬁrst in unpublished course note
done by the third author.
Let us ﬁrst present a preliminary proposition linked to concave functions of semimartingales,
whose proof is given for a sake of completeness
Proposition A.1. Let (Yt) be a real valued cad lag semimartingale and let Φ : R+ ×R → R
be a function C1 in its first argument, and C2 and concave in its second argument. Then the
process
Φ(Yt)−
∫ t
0
Φ′(Ys−, s)dYs −
∫ t
0
∂tΦ(Ys−, s)ds
is decreasing.
Suppose moreover Φ′ ≥ 0 and that (Xt) is a continuous time Markov process with generator
A and let F and G be such that
AF ≤ G.
Then we have
AΦ(F ) ≤ ∂tΦ+ Φ′(F )G.
Proof. Since (Yt) is a semimartingale, we can decompose it as Yt = At +Mt with (Mt) a
martingale and (At) a ﬁnite variation process. Use now Itoˆ’s formula to get
Φ(Yt) = Φ(Y0) +
∫ t
0
Φ′(Ys−, s)dYs +
∫ t
0
∂tΦ(Ys−, s)ds
+
∫ t
0
Φ′′(Ys−, s)d〈M〉ct +
∑
s∈[0,t]
(Φ(Ys+, s)− Φ(Ys−, s)− Φ(Ys−, s)∆Ys)
where, as usual, 〈M〉ct denotes the quadratic variation of the continuous part of M and ∆Ys
the size of the jump of (Yt) at time s. The ﬁrst part of the result follows as 〈M〉ct is an
increasing process and that Φ′′ is non positive as Φ is concave.
For the second part, set Y − t = F (Xt, t). It follows from the assumptions that one can write
dYt = G(Xt, t)dt+ dNt + dMt
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where (Mt) is a cadlag martingale and N is a non increasing process. Use now the ﬁrst part
of the proposition to get
dΦ(Yt) ≤ Φ′(Yt−, t)(G(Xt, t)dt+ dNt + dMt) + ∂tΦ(Yt−, t)dt.
The claim then follows from the fact that dNt is a negative measure and Φ
′ is non negative. 
The idea is then following: looking at the Φ−Lyapunov condition
AV ≤ −Φ(V ) + b1C
that we may simplify, if x ∈ Cc to
AV ≤ −Φ(V ),
it is natural to consider the solution Φ of the ordinary diﬀerential equation
∂tΦ = −Φ ◦ Φ, Φ(v, 0) = v.
This ODE can be solved explicitly, indeed we may choose
Φ(v, t) = H−1Φ (HΦ(v)− t).
Let us now recall that
Φ−1(x, t) = H−1Φ (HΦ(v) + t),
∂xΦ
−1(x, t) =
∂tΦ
−1(x, t)
Φ(x)
=
Φ(Φ−1(x, t))
Φ(x)
.
As Φ is concave, we easily deduce that Φ−1 is increasing and concave in its ﬁrst argument
for every ﬁxed value of t. Using the previous proposition, we have that for x ∈ Cc
AΦ−1(V (x), t) ≤ ∂tΦ−1(V (x), t) + ∂xΦ−1(V (x), t)AV
≤ ∂tΦ−1(V (x), t)− Φ(V (x))∂xΦ−1(V (x), t)
≤ 0.
Introduce now τ = inf{t ≥ 0, Xt ∈ C}, and for x ∈ Cc, we immediately deduce, using Itoˆ’s
formula, and the fact that for all t < τ , Xt 6∈ C,
Ex(H
−1
Φ (τ)) ≤ ExΦ−1(V (Xτ ), τ) ≤ V (x)
which is the desired integrability of Theorem 1.3.
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SUBEXPONENTIAL DECAY IN KINETIC
FOKKER-PLANCK EQUATION : WEAK HYPOCOERCIVITY
par
WANG Xinyu
Re´sume´. — We consider here quantitative convergence to equilibrium for the ki-
netic Fokker-Planck equation. We present here a weak hypocoercivity approach a` la
Villani, using weak functional inequalities, such as weak Poincare´ inequality or weak
logarithmic Sobolev inequality, ensuring sub-exponential convergence to equilibrium
in L2 sense or in entropy.
Key words : coercivity, weak Poincare´ inequality, weak Logarithmic Sobolev in-
equality.
MSC 2000 : 26D10, 47D07, 60G10, 60J60.
1. Introduction
The long-time behavior of kinetic linear Fokker-Planck equation has been studied
for a long time and is by itself a very interesting problem as being one of the simplest
hypoelliptic model, noticeably hard to study. From a probabilistic point of view, we
are interested in the law of the following degenerate stochastic diﬀerential equation
on Rn × Rn: {
dXt = Ytdt
dYt =
√
2dBt −∇V (Xt)dt− Ytdt
The corresponding partial diﬀerential equation has the form:
∂h
∂t
+ v · ∇xh−∇V (x) · ∇vh = ∆vh− v · ∇vh. (1)
Before considering convergence to equilibrium for this model,let us recall some analyt-
ical issues about regularity and well-posedness. It is shown by Helﬀer and Nier[[14],
Section 5.2] that (1) generates a C∞ regularizing contraction semigroup in L2(µ) as
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soon as V lies in C∞(Rn), here dµ = e
−[V (x)+
|v|2
2
]
Z dxdv with regularizing constant Z.
In [19], Villani used smooth approximation to get the same type of results under less
regular potential V :
Theorem 1.1. — Let V ∈ C1(Rn), lower bounded. Then for any h0 ∈ L2(µ), equa-
tion (1) admits a unique distributional solution h = h(t, x, v) ∈ C(R+;D′(Rnx×Rnv ))∩
L∞loc(R+;L
2(µ)) ∩ L2loc(R+;H1v (µ)), such that h(0, ·) = h0.
If we set f = e−[V (x)+
|v|2
2 ]h, then the equation becomes:
∂f
∂t
+ v · ∇xf −∇V (x) · ∇vf = ∆vf +∇v · (vf). (2)
in which case f at time t can be interpreted (if it is nonnegative) as a density of
particles, or (if it is a probability density) as the law of a random variable in phase
space. But the assumptions for (2) are more general than for (1), see Theorem 7 in
[19].
Our main purpose is to study the long time behavior of the solution of this equa-
tion. On this basis, Villani [19] established diﬀerent kinds of exponential convergence
with a explicitly computable rate, in H1 sense [Theorem 35], in L2 sense [Theorem
37], and in the sense of relative entropy [Theorem 39]. In fact, for the kinetic Fokker-
Planck equation, the coercivity is equivalent to Poincare´ inequality or Logarithmic
Sobolev inequality for the invariant measure µ previously deﬁned. Note that it is
well known that Poincare´ inequality is equivalent to L2 exponential convergence for
symmetric Markov process. However due to the degeneracy of the generator associ-
ated to the Fokker-Planck equation, a Poincare´ inequality for the present dynamic
cannot hold. More generally, for non symmetric Markov process, an exponential con-
vergence of the L2 norm (not uniform) is not equivalent to a Poincare´ inequality. In
fact, in many ﬁelds of applied mathematics, people usually encounter some dissipa-
tive evolution equations, which involve (i) a degenerate dissipative operator, and (ii)
a conservative operator presenting certain symmetry properties, such that the com-
bination of both operators implies convergence to a uniquely determined equilibrium
state. Typically, the dissipative part is not coercive. This situation is very similar to
problems encountered in the theory of hypoellipticity. Hence, Villani [19] has studied
hypocoercivity and developed a new method for studying convergence problems in a
rather systematic and abstract way. It is suggested to refer to the Part I. of [19] for
a nice presentation of coercivity and hypocoercivity.
Recently, J. Dolbeault, C. Mouhot, and C. Schmeiser [9] have developed a new
method for proving hypocoercivity for a large class of linear kinetic equations with
only one conservation law. They also gave the exponential decay in L2(µ) for our
model.
In the other part, there are fewer examples about subexponential decay. In [2]
Remark 6.7, Bakry, Cattiaux and Guillin have given an example of the subexponential
3decay by using Lyapunov function (Meyn-Tweedie’s method [17]), see also [6] for the
quantitative coupling approach. This approach relies however on the calculus of the
constants of a ”small set” for which only (if available) bad evaluations are known.
Remark however that no knowledge of the explicit form of the invariant measure is
needed.
In this paper, we will study subexponential decay under the weak coercivity con-
dition and the explicit constant of convergence will be given. Here, weak coercivity
means the weak Poincare´ inequality. We will also consider the weak logarithmic
Sobolev inequality for the results in the sense of entropy. For kinetic linear Fokker-
Planck equation, searching a suitable norms is the key to get the rate of convergence.
We will use the same choice of the norm as [19]. This paper is organized as follows.
In section 2, we present the deﬁnitions and some useful results. The weak hypocoer-
civity and examples will be given in section 3 and section 4 separately. After that, the
results in entropic sense and examples are shown in section 5 and section 6 separately.
In appendix, proofs of technical lemmas are given.
2. Framework and useful results
2.1. Derivations in L2(µ), semigroup, weak coercivity. — We consider the
real Hilbert space L2(µ), here µ(dx) = ρ∞dx is the equilibrium measure on Rn, with
density ρ∞ with respect to Lebesgue measure. A = (A1, . . . , Am), Aj ’s and B are
derivations on Rn, i.e. there are vector ﬁelds aj(x) and b(x) on R
n such that
Ajh = aj · ∇h, Bh = b · ∇h.
In short, there is an m× n matrix σ = σ(x) such that
A = σ∇.
Linear operator L = A∗A + B =
∑
A∗iAi + B is to be thought as the generator
of the semigroup (Pt)t≥0: Pt = e−tL, here B∗ = −B. We always assume that the
semigroup (t, h) → e−tLh is continuous as a function of both t and h, satisfying the
semigroup property e0L = Id, e−(t+s)L = e−tLe−sL for t, s ≥ 0, and
∀h ∈ D(L), d
dt
∣∣∣
t=0+
e−tLh = −Lh.
It is well known that the semigroup is nonexpansive, i.e. ∀t ≥ 0, p ≥ 1, ||e−tL||Lp(µ) ≤
1. It is easy to verify that :
B∗ = −B ⇐⇒ ∇ · (bρ∞) = 0
A∗g = −∇ · (σ∗g)− < ∇ log ρ∞, σ∗g > .
Let σ ∈ C2(Rn;Rm×n), ξ ∈ C1(Rn;Rn), and D := σσ∗. If (Xt)t≥0 is a stochastic
process solving the stochastic diﬀerential equation
dXt =
√
2σ(Xt)dBt + ξ(Xt)dt,
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where (Bt)t≥0 is a standard Brownian motion in Rm. By Itoˆ formula, the law (ρt)t≥0
of Xt satisﬁes the diﬀusion equation
∂ρ
∂t
= ∇ · (D∇ρ− ξρ).
Assume that the equation above admits an invariant measure µ∞(dx) = ρ∞dx (with
ﬁnite or inﬁnite mass), where ρ∞ lies in C2(Rn) and is positive everywhere. Then the
new unknown h(t, x) := ρ(t, x)/ρ∞(x) solves the diﬀusion equation
∂h
∂t
= ∇ · (D∇h)− (ξ − 2D∇ log ρ∞) · ∇h,
which is of the form ∂th + Lh = 0 with L = A
∗A + B, B∗ = −B, if one deﬁnes
A := σ∇, and B := (ξ −D∇ log ρ∞) · ∇.
Similar to the deﬁnition of coercivity, we deﬁne (β,Φ)−weak coercivity of operator
L as the following, which will be abbreviated to weak coercivity.
Definition 2.1 (weak coercivity). — Let L be an unbounded operator on a Hilbert
space H, with kernel K. D(L) is dense in H. The operator L is said to be (β,Φ)−weak
coercive on K⊥, if
β(s)〈h, Lh〉H ≥ ‖h‖2H − sΦ(h),∀s > 0, h ∈ K⊥ ∩D(L).
β(s) is a nonnegative and non-increasing function on (0,+∞), β(s) ↓ 0, as s ↑ +∞.
And Φ : H → [0,∞] satisfies Φ(ch) = c2Φ(h).
Remark 2.2. — If lims→0 β(s) = λ < +∞, we obtain exactly λ−coercivity. The
form of this inequality imitate the weak Poincare´ inequality. In this paper, the Hilbert
space H is always L2(µ), Φ(h) := ‖h‖2∞. Sometimes, Φ(h) := Osc(h)2.
As previously recalled, the coercivity is equivalent to “‖e−tLh‖2H ≤ e−2λt‖h‖2H for
all h ∈ H” (see Proposition 9 in [19]). We have here
Theorem 2.3. — Assume that L is (β,Φ)−weak coercive on K⊥, then
‖e−tLh‖2H ≤ infs>0
β(s)>0
{
s sup
r∈[0,t]
Φ(e−rth) + exp[−2t/β(s)]‖h‖2H
}
, t > 0, h ∈ K⊥.
Consequently, if Φ(e−tLh) ≤ Φ(h) for any t ≥ 0, then
‖e−tLh‖2H ≤ ξ(t)
[
Φ(h) + ‖h‖2H
]
, t > 0, h ∈ K⊥.
Where ξ(t) := inf{s > 0 : − 12β(s) log s ≤ t} for t > 0. In particular, ξ(t) ↓ 0 as
t ↑ ∞.
De´monstration. — By density, assume that h ∈ K⊥ ∩D(L). Let H(t) := ‖e−tLh‖2H.
By weak coercivity,
H ′(t) = −2〈e−tLh, Le−tLh〉 ≤ − 2
β(s)
H(t) +
2s
β(s)
Φ(e−tLh), t ≥ 0, β(s) > 0.
5So by Gronwall’s lemma, we can get the results.
2.2. The kinetic Fokker-Planck equation. — Given a nice (at least C1, lower
bounded) function V : Rn → R, converging to ∞ at inﬁnity. For (x, v) ∈ Rn × Rn,
set
ρ∞(x, v) =
e−[V (x)+
|v|2
2 ]
Z
, µ(dxdy) = ρ∞(x, v)dxdv,
where Z is chosen for that µ is a probability measure on Rn × Rn. Deﬁne
Ai :=
∂
∂vi
, A := ∇v, B := v · ∇x −∇V (x) · ∇v,
L := −∆v + v · ∇v + v · ∇x −∇V (x) · ∇v.
The associated equation is the kinetic Fokker-Planck equation with conﬁnement po-
tential V , in the form
∂h
∂t
+ v · ∇xh−∇V (x) · ∇vh = ∆vh− v · ∇vh.
By direct computation in L2(µ), we can check that
A∗i = −
∂
∂vi
+ vi, A
∗A =
n∑
i=1
A∗iAi = −∆v + v · ∇v,
B∗ = −B, L = A∗A+B.
Then the equation takes the form ∂h/∂t+Lh = 0. By more calculations, we can get
[Ai, A
∗
j ] = AiA
∗
j −A∗jAi =
{
1 i = j
0 i 6= j
,
Ci := [Ai, B] = AiB −BAi = ∂
∂xi
, C := [C1, . . . , Cn] = ∇x,
[A∗i , Cj ] = A
∗
iCj − CjA∗i = 0, [Ai, Cj ] = AiCj − CjAi = 0,
[B,Ci] = BCi−CiB = (v·∇x−∇V ·∇v) ∂
∂xi
− ∂
∂xi
(v·∇x−∇V ·∇v) =
n∑
j=i
∂2V
∂xi∂xj
· ∂
∂vj
[A,C] = [A∗, C] = 0, [A,A∗] = I, [B,C] = ∇2V (x) · ∇v.
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2.3. Poincare´ inequality and weak Poincare´ inequality. — Poincare´ inequal-
ity is important in study of the rate of convergence for ergodic continuous Markov
processes, the relationship between Poincare´ inequality and variant decays is a hot
and interesting issue. Generally, Poincare´ inequality means exponential decay, for
example in [2][Theorem 1.3]. In order to describe convergence rates slower than ex-
ponential, the weak Poincare´ inequality was introduced by M. Rockner and F. -Y.
Wang (see [18]). We refer to [1] for a nice introduction on the subject of functional
inequalities.
Definition 2.4. — We say that the measure µ satisfies a Poincare´ inequality, if
there exists a constant CP , such that, for all f ∈ C1b ,
V arµ(f) := ‖f −
∫
fdµ‖22 ≤ CP
∫
|∇f |2dµ.
Definition 2.5. — We say that the measure µ satisfies a weak Poincare´ inequality,
if for all s > 0 and f ∈ C1b ,
V arµ(f) ≤ β(s)
∫
|∇f |2dµ+ s‖f‖2∞. (3)
here, β(s) is a nonnegative and non-increasing function on (0,+∞), β(s) ↓ 0, as
s ↑ +∞.
It has to be noted that for dµ = e−V dx a probability measure with V locally
bounded, there exists β such that µ veriﬁes a weak Poincare´ inequality. Thus, our
theorems around convergence of the kinetic Fokker Planck equations will furnish con-
vergence estimates for nearly all the cases left by Villani.
Remark 2.6. — Sometimes we consider another form of the weak Poincare´ inequal-
ity:
V arµ(f) ≤ β(s)
∫
|∇f |2dµ+ sOsc(f)2.
Note that Osc(f) ≤ 2‖f‖∞, the latter is stronger than the former in a sense. Since
Varµ(f) ≤ Osc(f)2/4, we may set β(s) = 0 for s ≥ 1 in the former, and β(s) = 0 for
s ≥ 1/4 in the latter.
Remark 2.7. — Note that using capacity-measure criterion, Zitt [21, Th. 29] shows
that a weak Poincare´ inequality is indeed equivalent to other variants with weaker
norms than the L∞ one: if φ, ψ are two Young functions with φ(x) = ψ(x2), a measure
µ satisﬁes a weak Poincare´ inequality (3) if and only if denoting Nφ the Orlicz norm
associated to φ
V arµ(f) ≤ αφ(s)
∫
|∇f‖2dµ+ sNφ(f2)
7with αφ(s) = cβ(ψˆ
−1(s/2)/4), c an universal constant, and ψˆ(x) = ((ψ∗)−1(1/x))−1
where ψ∗ is the Fenchel-Legendre dual of ψ.
We may thus for example consider Lp norms instead of L∞ norms.
2.4. Logarithmic Sobolev inequality and weak Logarithmic Sobolev in-
equality. — Once again, we refer to [1] for criterion and results (Bakry-Emery,
perturbation,...) about logarithmic Sobolev inequality.
Definition 2.8. — We say that the measure µ satisfies a Logarithmic Sobolev in-
equality, if there exists a constant CL, such that for any positive f ∈ C1b ,
Entµ(f) :=
∫
f log fdµ−
∫
fdµ log
∫
fdµ ≤ CLS
∫
|∇f |2dµ.
It was then natural to introduce a weak version of this inequality. It was done in [8]
for two purposes : give subexponential convergence to equilibrium and also examples
where non absolutely continuous initial measures can be given.
Definition 2.9. — We say that the measure µ satisfies a weak Logarithmic Sobolev
inequality, if for all s > 0 and f ∈ C1b ,
Entµ(f
2) ≤ β(s)
∫
|∇f |2dµ+ s‖f‖2∞.
here, β(s) is a nonnegative and non-increasing function on (0,+∞), β(s) ↓ 0, as
s ↑ +∞.
Remark 2.10. — The two remarks previously made for weak Poincare´ inequality
are still true here. As previously announced, Osc(f) may also replace ‖f‖∞ in the
weak logarithmic Sobolev inequality:
Entµ(f
2) ≤ β(s)
∫
|∇f |2dµ+ sOsc(f)2.
Note that the weak Poincare´ inequality is translation invariant. Hence it is enough to
check it for non negative functions f , thanks to the inequality Varµ(f) ≤ Entµ(f2).
Hence the weak logarithmic Sobolev inequality (or logarithmic Sobolev inequality) is
stronger than the weak Poincare´ inequality (or the Poincare´ inequality).
Since, by homogeneity, Entµ(f
2) ≤ (2 + 1/e)Osc(f), we may set β(s) = 0 for
s ≥ (8 + 4/e) in the former, and β(s) = 0 for s ≥ (2 + 1/e) in the latter.
Secondly, modifying β in an adequate αφ, one may also give versions of the weak
logarithmic Sobolev inequality with controls by Orlicz norms rather than the sole L∞
one.
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3. decay in H1 under weak coercivity of A∗A+ C∗C
For the kinetic Fokker-Planck equation, there is a natural H1-Sobolev norm ‖ ·
‖H1(µ):
‖h‖2H1(µ) = ‖h‖22 + ‖Ah‖22 + ‖Ch‖22 = ‖h‖22 + ‖∇h‖22
In Villani[19] theorem 35, the exponential convergence in H1 sense under coercivity
of A∗A+ C∗C is got by the following theorem:
Theorem 3.1. — For the kinetic Fokker-Planck equation, assume that V ∈ C2(Rn)
with |∇2V (x)| ≤M(1 + |∇V |) for a constant M ≥ 0 and the measure µ satisfies the
Poincare´ inequality. Then there are constants C ≥ 1 and λ > 0, explicitly computable,
such that for all h ∈ H1(µ), ∫ hdµ = 0,
‖e−tLh‖H1(µ) ≤ Ce−λt‖h‖H1(µ).
In the above theorem, coercivity of A∗A+C∗C means the Poincare´ inequality for
invariant measure µ. Next, We will consider the convergence under weak coercivity
of A∗A + C∗C, which means the weak Poincare´ inequality. And the condition for
potential V (x): |∇2V (x)| ≤M(1 + |∇V |) will be replaced by |∇2V (x)| ≤M .
There is an associated scalar product to the H1-Sobolev norm, which will be de-
noted by 〈·, ·〉H1 . Furthermore, we deﬁne another scalar product ((·, ·)):
((h, h)) = ‖h‖22 + a‖Ah‖22 + 2b〈Ah,Ch〉2 + c‖Ch‖22.
Where the positive constant a, b, c will be chosen later on, in such a way that c ≤ b ≤ a
and b2 < ac, that is similar to the choice in the proof of Theorem 5.1. We can see
that 〈·, ·〉H1 and ((·, ·)) deﬁne equivalent norm:
min(1, a, c)(1− b√
ac
)‖h‖2H1 ≤ ((h, h))
≤ max(1, a, c)(1 + b√
ac
)‖h‖2H1 .
By polarization, the scalar products ((·, ·)) deﬁnes a bilinear symmetric form on H1.
So we easily get
Proposition 3.2. — For h ∈ H1 ∩D(L),
−1
2
d
dt
((e−tLh, e−tLh)) = ((e−tLh, Le−tLh)).
In particular,
− 1
2
d
dt
∣∣∣∣
t=0
((e−tLh, e−tLh)) = ((h, Lh)).
The proposition below is the key in the next theorem. A proof is provided in
Appendix 7.1. It can be seen as a particular case of a result by Villani, with a simpler
and self contained proof, which moreover leads to easily traceable constants.
9Proposition 3.3. — For the kinetic Fokker-Planck equation, we always assume that
V ∈ C2(Rn) and |∇2V (x)| ≤ M with a constant M ≥ 0, for all x ∈ Rn. There is a
constant κ > 0, such that
((h, Lh)) ≥ κ(‖Ah‖22 + ‖Ch‖22).
with κ := min(34+a−bM, b−(a+b+cM)2). For example, we can choose c < 1M(M+2)2 ,
b = cM , a = cM2.
Remark 3.4. — |∇2V (x)| ≤ M is satisﬁed for all the examples which we will con-
sider later. For instance, for α > 0, 0 < p < 2, let V˜ (x) = (n + α) ln(1 + |x|) and
V˜ (x) = |x|p. In order to V ∈ C2(Rn), we have to modify them to make them smooth
enough in a very small neighborhood of 0, but |∇2V (x)| ≤ M is still correct for the
modiﬁed V (x). We will see these examples later.
Remark 3.5. — Recall that one may weaken the assumption to |∇2V (x)| ≤M(1+
|∇V |) (of course, κ is then poorly estimated). This is due to the ﬁrst part of Theo-
rem18 and Lemma A.24 in Appendix A.23 in Villani’s work [19].
It is obvious that weak coercivity of A∗A + C∗C in L2(µ) is equivalent to weak
Poincare´ inequality for measure µ. By the Proposition 3.3, we can get our main
results.
3.1. Convergence to equilibrium in H1. — It is now clear that weak coercivity
of A∗A+ C∗C in L2(µ) is equivalent to weak Poincare´ inequality for measure µ. By
the Proposition 3.3, we can get our main results.
Theorem 3.6. — With the same conditions in Proposition 3.3, we can choose a, b, c
such that
((h, h)) = ‖h‖22 + a‖Ah‖22 + 2b〈Ah,Ch〉2 + c‖Ch‖22.
satisfies the concludes of the Proposition 3.3. If, in addition, the measure µ satisfies
the weak Poincare´ inequality
Varµ(f) ≤ β(s)
∫
|∇f |2dµ+ s‖f‖2∞, s > 0.
Then there is the same constant κ as in the Proposition 3.3 and for
∫
hdµ = 0 and
t > 0, such that
((e−tLh, e−tLh)) ≤ inf
s>0
β(s)>0
(
((h, h)) exp{−λ(s)t}+ κs
β(s)λ(s)
sup
0≤t′≤t
‖e−t′Lh‖2∞
)
.
Here,
λ(s) = min(κ,
κ
β(s)
)
(
max(1, a, c)(1 +
b√
ac
)
)−1
Furthermore,
((e−tLh, e−tLh)) ≤ ξ(t) (((h, h)) + ‖h‖2∞) .
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Here,
ξ(t) = K inf
s>0
β(s)>0
{
s
min(β(s), 1)
, t ≥ − 1
λ(s)
log
Ks
min(β(s), 1)
}
,
K = max(1, a, c)(1 +
b√
ac
).
In particular, ξ(t)→ 0 as t→∞
De´monstration. — By the weak Poincare´ inequality, we have
‖Ah‖22 + ‖Ch‖22 =
∫
|∇h|2dµ ≥ 1
β(s)
‖h‖22 −
s
β(s)
‖h‖2∞.
Then,
((h, Lh)) ≥ κ
2
(‖Ah‖22 + ‖Ch‖22) +
κ
2
(
1
β(s)
‖h‖22 −
s
β(s)
‖h‖2∞)
≥ κ′‖h‖H1 − κs
2β(s)
‖h‖2∞
(
κ′ = min(
κ
2
,
κ
2β(s)
)
)
≥ κ′′((h, h))− κs
2β(s)
‖h‖2∞.(
κ′′ = κ′
(
max(1, a, c)(1 +
b√
ac
)
)−1)
Let λ(s) = 2κ′′, we have
d
dt
((e−tLh, e−tLh)) ≤ −λ(s)((e−tLh, e−tLh)) + κs
β(s)
‖e−tLh‖2∞.
By Gronwall’s lemma, we can ﬁnish the ﬁrst conclude. Using the proposition
‖e−tLh‖2∞ ≤ ‖h‖2∞ and setting κsβ(s)λ(s) ≤ exp{−λ(s)t}, we get the second part. It is
easy to see that 1λ(s) is decreasing and
s
min(β(s),1) is increasing, so ξ(t)→ 0 as t→∞.
By the equivalence of 〈·, ·〉H1 and ((·, ·)), we have
Corollary 3.7. — With the same notations of theorem above, for
∫
hdµ = 0, we
have
‖e−tLh‖2H1 ≤
1
min(1, a, c)(1− b√
ac
)
ξ(t)
(
max(1, a, c)(1 +
b√
ac
)‖h‖2H1 + ‖h‖2∞
)
.
Remark 3.8. — One may ﬁnd that using an L∞ control is too strong. Recall how-
ever than, using Remark 2.7, one may get weaker norms (Lp for p > 2 or more general
Orlicz norms) to the price of a slower rate of convergence to equilibrium. One may
also use truncation arguments to do so.
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The previous theorem suﬀers however from a serious drawback. Indeed it is re-
quired that the initial condition is in H1. It is the contempt of the next subsection
to use hypoelliptic regularization technique to get rid of this stringent assumption.
3.2. Convergence to equilibrium in L2. — From the work of Guillin-Wang [13],
we can get the gradient estimate of the solutions below providing the regularizing
eﬀect we need
Lemma 3.9. — Let h be bounded measurable function, then there exists a constant
d0 > 0, for all 0 < t0 < 1, such that
‖∇e−t0Lh‖22 ≤
d0‖h‖2∞
t30
By direct computation and noticing the relationship between norms in L2 and in
H1,
Theorem 3.10. — Let h is bounded measurable function, then there exists a constant
d > 0, for 0 < t0 < 1 and
∫
hdµ = 0, such that
‖e−(t+t0)Lh‖22 ≤ d1
(
K‖h‖22 + d2‖h‖2∞
)
ξ(t)
here, d1 = (min(1, a, c)(1− b√ac ))−1, d2 = (d0d2t30 + 1), K = max(1, a, c)(1 +
b√
ac
).
4. Examples for a weak Poincare´ inequality
Two class of potentials in position space for the probability measure 1ZV e
−V (x)dx
will be considered separately in this section with V (x) ∈ C2(Rn), where ZV is the
proper normalizing constant. We will verify that all conditions are satisﬁed for these
V (x), then the weak Poincare´ inequality can be set up for the invariant measure
e−[V (x)+
|v|2
2
]
Z dxdv. So we can get the conclusions of Theorem 3.6 and Theorem 3.10.
4.1. For the generalization of (1 + α) ln(1 + |x|). — Here, α > 0. For n=1, let
V˜ (x) = (1 + α) ln(1 + |x|), 1ZV˜ e
−V˜ (x)dx = dm˜α(x) = 12α(1 + |x|)−1−αdx satisﬁes the
weak Poincare´ inequality
Varm˜α(f) ≤ β˜(s)
∫
|∇f |2dm˜α + sOsc(f)2.
Here β˜(s) = c˜αs
−2/α for 0 < s < 1/4, and β˜(s) = 0 for s ≥ 1/4, see [4]. But
V˜ (x) = (1 + α) ln(1 + |x|) is not smooth at point 0, so we have to modify it. In
the following, we will generalize it to the case n ≥ 1 in two diﬀerent ways formally.
Meanwhile, we will give the suitable modiﬁcations.
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(A) Let
V (x) =
{
(1 + α) ln(1 + |x|), |x| ≥ 1
− 3(1+α)32 x4 + 7(1+α)16 x2 + (1 + α)(ln 2− 1732 ), |x| < 1.
(4)
It is easy to see that V (x) is C2(R), bounded below by (1+α)(ln 2−17/32) > 0,
and 0 is the median of the measure 1ZV e
−V (x)dx. By the Corollary 4 in [4], we
can verify that the modiﬁed measure dmα(x) =
1
ZV
e−V (x)dx still satisﬁes the
weak Poincare´ inequality (Osc(f) replaces ‖f‖∞ )as the original measure m˜α(x).
As m˜α(x), β(s) = for 0 < s < 1/4 and β(s) = 0 for s ≥ 1/4.
We set mnα is the n-fold product of mα, i.e. m
n
α(x) = ⊗nmα(x). Thanks
to the sub-additivity property of the variance, mnα satisﬁes the weak Poincare´
inequality
Varmnα(f) ≤ cα(
s
n
)−2/α
∫
|∇f |2dmnα + sOsc(f)2, 0 < s < 1/4.
Since the gaussian measure dγn(v) = (2π)−
n
2 e−
|v|2
2 dv satisﬁes the Poincare´
inequality with Cp = 1, So the product measure m
n
α ⊗ γn satisﬁes the weak
Poincare´ inequality:
Varmnα⊗γn(f) ≤ β(s)
∫
|∇f |2dmnα ⊗ γn + s‖f‖2∞.
where β(s) = max( 14 ,
1
4cα(
s
n )
−2/α) for 0 < s < 1, and β(s) = 0 for s ≥ 1.
In the other hand, it is easy to verify that |∇2V (x)| ≤ M for a constant
M ≥ 0. Then the results of convergence in H1 and in L2 can be established for
this case by the theorems before.
(B) By the Proposition 4.9 in [7], let V˜ (x) = (n+ α) ln(1 + |x|), 1ZV˜ e
−V˜ dx satisﬁes
the weak Poincare´ inequality with β˜(s) = c˜α,ns
−2/α for 0 < s < 1 (here Osc(f)
replaces ‖f‖∞). We choose a function ρǫ(x) in C∞(Rn), such that
ρǫ(x) =
{ 0, |x| ≤ ǫ < 1
0 < ρǫ(x) < 1, ǫ < |x| < 1
1, |x| ≥ 1.
Let V (x) = V˜ ρǫ, then V (x) is in C
∞(Rn). By the construction of V (x), it is
easy to verify that |∇2V (x)| ≤M , and there are constants 0 < e1 and e2 ≥ e1,
such that
0 < e1 ≤
1
ZV
e−V (x)dx
1
ZV˜
e−V˜ (x)dx
≤ e2.
By the perturbation property of measure (refer to Theorem 3.4.1 in [1]),
1
ZV
e−V (x)dx also satisﬁes the weak Poincare´ inequality(here Osc(f) replaces
‖f‖∞)with β(s) = cα,ns−2/α, for 0 < s < 1. Furthermore, the product measure
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µ(dxdy) = e
−(V (x)+
|v|2
2
)
Z dxdv satisﬁes the satisﬁes the weak Poincare´ inequality,
where β(s) = max( 14 ,
1
4cα,ns
−2/α) for 0 < s < 1, and β(s) = 0 for s ≥ 1. So we
can get the same convergence as the above for this case.
Corollary 4.1. — If the potential belongs to the class of (1 + α) ln(1 + |x|), for∫
hdµ = 0, there exist constants K ≥ 1, cα,n > 0, κ > 0, such that
((e−tLh, e−tLh)) ≤ ξ(t) (((h, h)) + ‖h‖2∞) .
Here,
ξ(t) = K inf
s>0
β(s)>0
{
s
min(β(s), 1)
, t ≥ − 1
λ(s)
log
Ks
min(β(s), 1)
}
,
with β(s) = max( 14 ,
1
4cα,ns
−2/α) and λ(s) = K−1min(κ, κβ(s) ). Further more, for a
fixed h with
∫
hdµ = 0, there exit constant A > 1 such that for all t > t0,
‖e−tLh‖2 ≤ A‖h‖∞ [1 + t]−
α
2 .
4.2. For the generalization of |x|p. — Here, 0 < p < 1. As the steps above, we
ﬁrstly consider n=1. Let V˜ (x) = |x|p, 1ZV˜ e
−V˜ (x)dx = dv˜p(x) = e
−|x|p
2Γ(1+1/p)dx satisﬁes
the weak Poincare´ inequality
Varv˜p(f) ≤ β˜(s)
∫
|∇f |2dv˜p + sOsc(f)2.
Here β˜(s) = c˜p(log(2/s))
2
p−2 for 0 < s < 1/4, and β˜(s) = 0 for s ≥ 1/4, see [4]. But
V˜ (x) = |x|p is not smooth at point 0 also. In the following, we will deal with it in
two diﬀerent ways as for the former example.
(A) Let
V (x) =
{ |x|p, |x| ≥ 1
p(p−2)
8 x
4 + p(4−p)4 x
2 + (1− 34p+ 18p2), |x| < 1.
(5)
It is easy to see that V (x) is C2(R), bounded below by 1− 34p + 18p2 > 0, and
0 is the median of the measure 1ZV e
−V (x)dx. By the Corollary 4 in [4], we can
verify that the modiﬁed measure dmα(x) =
1
ZV
e−V (x)dx still satisﬁes the weak
Poincare´ inequality (Osc(f) replaces of ‖f‖∞) as the original measure v˜p(x).
As v˜p(x), β(s) = cp(log(2/s))
2
p−2 for 0 < s < 1/4 and β(s) = 0 for s ≥ 1/4.
We set vnp is the n-fold product of vp, i.e. v
n
p (x) = ⊗nvp(x). Then vnp satisﬁes
the inequality:
Varvnp (f) ≤ cp(log(2n/s))
2
p−2
∫
|∇f |2dvnp + sOsc(f)2, 0 < s < 1/4.
similarly, the product measure vnp ⊗ γn satisﬁes the weak Poincare´ inequality:
Varvnp⊗γn(f) ≤ β(s)
∫
|∇f |2dvnp ⊗ γn + s‖f‖2∞.
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where β(s) = max( 14 ,
1
4cp(log(2n/s))
2
p−2) for 0 < s < 1, and β(s) = 0 for s ≥ 1.
At last, it is easy to see |∇2V (x)| ≤M for a constant M ≥ 0.
(B) If we set V˜ (x) = |x|p, then 1ZV˜ e
−V˜ dx satisﬁes the weak Poincare´ inequality
with β˜(s) = c˜p,n(log(1/s))
2
p−2 for 0 < s < 1/4 (here Osc(f) replaces ‖f‖∞),
see the Proposition 4.11 in [7]. In the same way as the above example, We
choose a function ρǫ(x) in C
∞(Rn), let V (x) = V˜ ρǫ, then V (x) is in C∞(Rn),
|∇2V (x)| ≤M , and there are constants 0 < e1 and e2 ≥ e1, such that
0 < e1 ≤
1
ZV
e−V (x)dx
1
ZV˜
e−V˜ (x)dx
≤ e2.
Naturally, 1ZV e
−V (x)dx also satisﬁes the weak Poincare´ inequality(here Osc(f)
replaces ‖f‖∞)with β(s) = cα,n(log(1/s))
2
p−2, for 0 < s < 1. Similarly, the
product measure µ(dxdy) = e
−(V (x)+
|v|2
2
)
Z dxdv satisﬁes the satisﬁes the weak
Poincare´ inequality , where β(s) = max(14 ,
1
4cα,n(log(1/s))
2
p−2) for 0 < s < 1,
and β(s) = 0 for s ≥ 1. So we have veriﬁed all assumptions.
Corollary 4.2. — If the potential belonging to the class of |x|p, for ∫ hdµ = 0, there
exist constants K ≥ 1, cα,n > 0, κ > 0, such that
((e−tLh, e−tLh)) ≤ ξ(t) (((h, h)) + ‖h‖2∞) .
Here,
ξ(t) = K inf
s>0
β(s)>0
{
s
min(β(s), 1)
, t ≥ − 1
λ(s)
log
Ks
min(β(s), 1)
}
,
with β(s) = cα,n(log(1/s))
2
p−2 and λ(s) = K−1min(κ, κβ(s) ). Further more, for a
fixed h with
∫
hdµ = 0, there exist constant A > 1 such that for all t > t0,
‖e−tLh, e−tLh‖2 ≤ A‖h‖∞e−t
p/(2−p)
.
5. Decay in entropic sense under weak Logarithmic Sobolev inequality
In this section, we will consider the decay in entropic sense. In the next theorem, we
distort the Fisher information by using a suitable ﬁeld of quadratic forms, and combine
it with Kullback information. The expression is in terms of derivation operators on
R
n. Weak coercivity of A∗A + C∗C will be changed to weak logarithmic Sobolev
inequality. All results and proofs are similar to that in section 3 in a sense.
Theorem 5.1. — For the kinetic Fokker-Planck equation, assume that V ∈ C2(Rn)
with |∇2V (x)| ≤ M (in Hilbert-Schmidt norm, pointwise on Rn) for all x ∈ Rn.
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There is a function x → S(x), valued in the space of nonnegative symmetric n × n
matrices, uniformly bounded, such that if one defines
E(h) :=
∫
h log hdµ+
∫ 〈S∇h,∇h〉
h
dµ,
one has the estimate
d
dt
E(e−tLh) ≤ −α
∫ 〈S∇e−tLh,∇e−tLh〉
e−tLh
dµ,
for some positive constants α > 0, which is explicitly computable.
For the sake of completeness, the proof is given in Appendix 7.2. Combined with
weak logarithmic Sobolev inequality, we get the following statement:
Theorem 5.2. — With the same conditions in Theorem 5.1, we can choose a, b, c,
such that
E(h) =
∫
h log hdµ+ a
∫ |Ah|2
h
dµ+ 2b
∫ 〈Ah,Ch〉
h
dµ+ c
∫ |Ch|2
h
dµ
satisfies the concludes of the Theorem 5.1. If, in addition, the measure µ satisfies the
weak Logarithmic Sobolev inequality
Entµ(f
2) ≤ β(s)
∫
|∇f |2dµ+ s‖f‖2∞, s > 0.
β(s) is a nonnegative and decreasing function on (0,+∞), β(s) ↓ 0, as s ↑ +∞. Then
there is the same constant α as in the Theorem 5.1 and for
∫
hdµ = 1, such that
E(e−tLh) ≤ inf
s>0
β(s)>0
{
E(h) exp[−αλ(s)t] + ks
2β(s)λ(s)
sup
0≤t′≤t
‖
√
e−t′Lh‖2∞
}
.
Here λ(s) = min(kK
−1
2 ,
2k
β(s) ), k = min(a−b
√
a
c , c−b
√
c
a ) > 0, K = max(a+b
√
a
c , c+
b
√
c
a ).
Furthermore,
E(e−tLh) ≤ ξ(t) (E(h) + ‖h‖∞) .
Here,
ξ(t) = inf
s>0
β(s)>0
{
s
min(β(s)K−1, 4)
, t ≥ − 1
αλ(s)
log
s
min(β(s)K−1, 4)
}
.
In particular, ξ(t)→ 0 as t→∞.
De´monstration. — By the proof of Theorem 5.1, We can choose suitable a, b, c, such
that k = min(a− b√ac , c− b√ ca ) > 0, and
〈S∇
√
h,∇
√
h〉 = a|A
√
h|2 + 2b〈A
√
h,C
√
h〉+ c|C
√
h|2
≥ k(|A
√
h|2 + |C
√
h|2).
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Obviously,
〈S∇
√
h,∇
√
h〉 ≤ K(|A
√
h|2 + |C
√
h|2).
So we have ∫ 〈S∇h,∇h〉
h
dµ = 4
∫
〈S∇
√
h,∇
√
h〉dµ
≥
∫
2k(|A
√
h|2 + |C
√
h|2)dµ+ 2k( 1
β(s)
Entµh− s
β(s)
‖
√
h‖2∞).
In the last inequality, we have used the equality |∇h|2 = |Ah|2 + |Ch|2 and the weak
Logarithmic Sobolev inequality. Then,∫ 〈S∇h,∇h〉
h
dµ ≥ 2kK−1〈S∇
√
h,∇
√
h〉+ 2k( 1
β(s)
Entµh− s
β(s)
‖
√
h‖2∞)
≥ λ(s)E(h)− ks
2β(s)
‖
√
h‖2∞.
Here λ(s) = min(kK
−1
2 ,
2k
β(s) ). This means
d
dt
E(e−tLh) ≤ −αλ(s)E(e−tLh) + αks
2β(s)
‖
√
e−tLh‖2∞
By Gronwall’s lemma, the proof is ﬁnished.
Remark 5.3. — Using once again regularization techniques as in Villani [19, App.
21] or Guillin-Wang [13, Cor. 3.2], to get rid of the Fisher information part in the
distorted norm, and the use of diﬀerent Orlicz norms than the L∞ norm, one may
obtain a subexponential convergence for the entropy to equilibrium for initial measures
which are only in say L1 log1+ε L1
6. Examples for a weak logarithmic Sobolev inequality
We still consider two kinds of potential which are examples for a weak Poincare´
inequality: (1 + α) log(1 + |x|) (α > 0) and |x|p (0 < p < 2). Note that 1 ≤ p < 2
for |x|p is not suitable for the weak Poincare´ inequality. This interesting problem
has been studied in [5]. In one dimension case, it has been got that the measure
1
ZV
e−V (x)dx satisﬁes a weak Logarithmic Sobolev inequality, see [8]. But for n > 1,
it is not clean about the weak Logarithmic Sobolev inequality for (n+ α) log(1 + |x|)
and |x|p. So we cannot directly smooth them.
We have to start from one dimension, let V1(x) is the modiﬁcation of (1+α) log(1+
|x|) as (4) and V2(x) is the modiﬁcation of |x|p as (5). By the Corollary 2.5 in [8], we
can easily verify:
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– The modiﬁed measure dmα(x) =
1
ZV1
e−V1(x)dx satisﬁes a weak Logarithmic
Sobolev inequality (using Osc(f)) with the function
∀s > 0, β(s) = C (log 1/s)
1+2/α
s2/α
for some constant C > 0.
– The modiﬁed measure dvp(x) =
1
ZV2
e−V2(x)dx satisﬁes a weak Logarithmic
Sobolev inequality (using Osc(f)) with the function
∀s > 0, β(s) = C(log 1/s)(2−p)/p
for some constant C > 0.
The tensorization result for the weak Logarithmic Sobolev inequality has been
established by Proposition 6.1 in [8]. Hence, the naive procedure of tensorization
is of course the same as the examples before. Note that for Gaussian measure, a
Logarithmic Sobolev inequality is satisﬁed with CL = 2. Let us give the result
directly:
– The measure mnα ⊗ γn satisﬁes a weak Logarithmic Sobolev inequality with the
function
∀s > 0, β(s) = max(1/2, C (logn/s)
1+2/α
(s/n)2/α
)
for some constant C > 0.
– The measure vnp ⊗ γn satisﬁes a weak Logarithmic Sobolev inequality with the
function
∀s > 0, β(s) = max(1/2, C(logn/s)(2−p)/p)
for some constant Cn > 0.
Naturally, the assumption that V ∈ C2(Rn) with |∇2V (x)| ≤ M (M > 0) is
satisﬁed for V (x) =
∑n
l=1 Vi(xl), i=1, 2. So the convergence result in Theorem 5.2
can be set up.
For the potential like |x|p, combining Theorem 5.1 and Theorem 5.2, as the Corol-
lary 4.1, we have
Corollary 6.1. — If the potential belonging to the class of |x|p, for ∫ hdµ = 1, there
exist constants C > 0, K > 0, k > 0, such that
E(e−tLh) ≤ ξ(t) (E(h) + ‖h‖∞) .
Here,
ξ(t) = inf
s>0
β(s)>0
{
s
min(β(s)K−1, 4)
, t ≥ − 1
αλ(s)
log
s
min(β(s)K−1, 4)
}
,
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with β(s) = max(1/2, C(logn/s)(2−p)/p) and λ(s) = min(kK
−1
2 ,
2k
β(s) ). Further more,
for a fixed h with
∫
hdµ = 1, there exist A > 1, B > 0 such that for all t > t0,
E(e−tLh) ≤ A(E(h) + ‖h‖∞)e−Bt
p
2 .
In particular, Entµ(e
−tLh) ≤ O(e−tp/2).
Note that when p = 2 we recover Villani’s result as a limit case. Even, using the
regularization result of Guillin-Wang [13], we may even get that there exists A > 1,
B > 0 such that for t > t0,
Entµ(e
−tLh) ≤ Ae−BtEntµ(h).
7. Appendix
In this Appendix, we use the same methodology in C. Villani [19].
7.1. proof of Proposition 3.3. — By polarization,
((h, Lh)) = 〈h, Lh〉+ a 〈Ah,ALh〉︸ ︷︷ ︸
I
+c 〈Ch,CLh〉︸ ︷︷ ︸
III
+b (〈ALh,Ch〉+ 〈Ah,CLh〉)︸ ︷︷ ︸
II
.
By B∗ = −B,
〈h, Lh〉 = 〈h,A∗Ah〉+ 〈h,Bh〉 = ‖Ah‖2. (6)
For each of the terms I, II and III, the contributions of A∗A and B will be estimated
separately, and the resulting expressions will be denoted IA, IB , IIA, IIB , IIIA, IIIB .
First of all,
IB = 〈Ah,ABh〉 =
∑
i
∫
(Aih)(AiBh)dµ
=
∑
i
∫
(Aih)(BAih)dµ+
∑
i
∫
(Aih)(AiBh−BAih)dµ
= 0 + 〈Ah, [A,B]h〉 = 〈Ah,Ch〉 ≥ −‖Ah‖‖Ch‖, (7)
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where the antisymmetry of B was used. Then,
IA = 〈Ah,A∗Ah〉 =
∑
ij
〈Aih,AiA∗jAjh〉
=
∑
ij
(〈Aih,A∗jAiAjh〉+ 〈Aih, [Ai, A∗j ]Ajh〉)
=
∑
ij
(〈AjAih,AiAjh〉+ 〈Aih, [Ai, A∗j ]Ajh〉)
=
∑
ij
(〈AiAjh,AiAjh〉+ 〈Aih, [Ai, A∗j ]Ajh〉)
= ‖A2h‖2 + 〈Ah, [A,A∗]Ah〉 = ‖A2h‖2 + ‖Ah‖2. (8)
Here we used the equality [A,A∗] = I in the Introduction.
Next,
IIB = 〈ABh,Ch〉+ 〈Ah,CBh〉
= 〈ABh,Ch〉+ 〈Ah,BCh〉+ 〈Ah, [C,B]h〉
= 〈ABh,Ch〉 − 〈BAh,Ch〉+ 〈Ah, [C,B]h〉
= ‖Ch‖2 + 〈Ah, [C,B]h〉
≥ ‖Ch‖2 − ‖Ah‖‖[C,B]h‖
≥ ‖Ch‖2 −M‖Ah‖2. (9)
(Here |[C,B]h‖ = ‖∇2V (x) ·Ah‖ ≤M‖Ah‖ was used.)
IIA = 〈AA∗Ah,Ch〉+ 〈Ah,CA∗Ah〉
=
∑
ij
(〈AiA∗jAjh,Cih〉+ 〈Aih,CiA∗jAjh〉)
=
∑
ij
(〈A∗jAiAjh,Cih〉+ 〈[Ai, A∗j ]Ajh,Cih〉+ 〈Aih,A∗jCiAjh〉)
=
∑
ij
〈AiAjh,AjCih〉+
∑
i
〈Ai, Cih〉+
∑
ij
〈AjAih,CiAjh〉
= 2〈A2h,CAh〉+ 〈Ah,Ch〉 ≥ −2‖A2h‖‖CAh‖ − ‖Ah‖‖Ch‖. (10)
(Here we used the commutation of C with both A and A∗.)
Finally,
IIIB = 〈Ch,CBh〉 =
∑
i
〈Cih,CiBh〉 = 0 +
∑
i
〈Cih, [Ci, B]h〉
≥ −‖Ch‖‖[C,B]h‖ ≥ −M‖Ah‖‖Ch‖ (11)
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IIIA = 〈Ch,CA∗Ah〉 =
∑
ij
〈Cih,CiA∗jAjh〉 =
∑
ij
〈Cih,A∗jCiAjh〉
=
∑
ij
〈AjCih,CiAjh〉 =
∑
ij
〈CiAjh,CiAjh〉 = ‖CAh‖2. (12)
(Here again the commutation of C with both A and A∗ was used.)
On the whole, combined with these estimations,
((h, Lh)) ≥ ‖Ah‖2 + a(‖A2h‖2 + ‖Ah‖2 − ‖Ah‖‖Ch‖)
+b(‖Ch‖2 −M‖Ah‖2 − 2‖A2h‖‖CAh‖ − ‖Ah‖‖Ch‖)
+c(‖CAh‖2 −M‖Ah‖‖Ch‖)
≥ (1 + a− bM)‖Ah‖2 − (a+ b+ cM)‖Ah‖‖Ch‖+ b‖Ch‖2
+a‖A2h‖2 − 2b‖A2h‖‖CAh‖+ c‖CAh‖2
Noting b2 < ac, a‖A2h‖2 − 2b‖A2h‖‖CAh‖+ c‖CAh‖2 ≥ 0. Then
((h, Lh)) ≥ (1 + a− bM − 1
4
)‖Ah‖2 + (b− (a+ b+ cM)2)‖Ch‖2
It is easy to choose a, b, c, such that κ := min(34 + a − bM, b − (a + b + cM)2) > 0.
For example, we can choose c < 1M(M+2)2 , b = cM , a = cM
2.
7.2. Proof of Theorem 5.1. — In the next statement, we shall use the notation(
d
dt′
)
S
E(h) = d
dt′
∣∣∣∣
t′=0
E(e−t′Sh).
for the time-derivative of the functional E along the semigroup generated by the linear
operator −S. More over, when no measure is indicated, this means that the Lebesgue
measure should be used. In order to prove Theorem 5.1, We need a lemma and its
corollary, the proofs of them can be found in the section 6 of [19].
Lemma 7.1. — Let µ(dX) = e−E(X)dX, A = (A1, . . . , Am), B and L = A∗A + B
be as in Introduction 2.1. Let C = (C1, . . . , Cm) and C
′ = (C ′1, . . . , C
′
m) be m-tuples
of derivation operator on RN (all of them with smooth coefficients whose derivatives
grow at most polynomially). Then, with the notation f = he−E, u = log h, one has(
d
dt′
)
B
∫
h log hdµ = 0;
−
(
d
dt′
)
A∗A
∫
h log hdµ =
∫ |Ah|2
h
dµ =
∫
f |Au|2,
where by convention |Au|2 =∑i(Aiu)2;
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−
(
d
dt′
)
B
∫ 〈Ch,C ′h〉
h
dµ =
∫ 〈Ch, [C ′, B]h〉
h
dµ+
∫ 〈[C,B]h,C ′h〉
h
dµ
=
∫
f〈Cu, [C ′, B]u〉+
∫
f〈[C,B]u,C ′u〉,
where by convention 〈[C,B]u,C ′u〉 =∑j([Cj , B]u)(C ′ju);
−
(
d
dt′
)
A∗A
∫ 〈Ch,C ′h〉
h
dµ = 2
∫
f〈Cu, [C ′, B]u〉
+(
∫
f〈[C,A∗]Au,C ′u〉+
∫
f〈Cu, [C ′, A∗]Au〉)
+(
∫
f〈CAu, [A,C ′]u〉+
∫
f〈[A,C]u,C ′Au〉)
+
∫
fQA,C,C′(u)
where by convention 〈Cu, [C ′, A∗]Au〉 =∑ij(Cju)([C ′j , A∗i ]Aiu), etc. And
QA,C,C′(u) =
∑
ij
(
[Ai, Cj ]
∗(AiuC ′ju) + [Ai, C
′
j ]
∗(AiuCju)
)
.
Remark 7.2. — For the kinetic Fokker-Planck equation, m = n, [Ai, Cj ] =
[A∗i , Cj ] = 0 for all i, j, then obviously QA,C,C′(u) vanishes identically. And
naturally, we have the following corollary.
Corollary 7.3. — For the kinetic Fokker-Planck equation, by the Lemma 7.1, we
have:
−
(
d
dt′
)
B
∫ |Ah|2
h
dµ = 2
∫
f〈Au,Cu〉; (13)
−
(
d
dt′
)
A∗A
∫ |Ah|2
h
dµ = 2
(∫
f〈A2u,A2u〉+
∫
f〈[A,A∗]Au,Au〉
)
; (14)
−
(
d
dt′
)
B
∫ |Ch|2
h
dµ = 2
∫
f〈Cu, [C,B]u〉; (15)
−
(
d
dt′
)
A∗A
∫ |Ch|2
h
dµ = 2
∫
f〈CAu,CAu〉; (16)
−
(
d
dt′
)
B
∫ 〈Ah,Ch〉
h
dµ =
∫
f〈Au, [C,B]u〉+
∫
f〈Cu,Cu〉; (17)
−
(
d
dt′
)
A∗A
∫ 〈Ah,Ch〉
h
dµ = 2
∫
f〈A2u,CAu〉+
∫
f〈[A,A∗]Au,Cu〉. (18)
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The above lemma and its corollary shows the computations arising in the time-
diﬀerentiation of the functional, and they are the key to the proof of Theorem 5.1
E .
Let functional E be searched for in the form
E(h) =
∫
h log hdµ+ a
∫ |Ah|2
h
dµ+ 2b
∫ 〈Ah,Ch〉
h
dµ+ c
∫ |Ch|2
h
dµ
=
∫
fu+ a
∫
f |Au|2 + 2b
∫
f〈Au,Cu〉+ c
∫
f |Cu|2.
In other words, the quadratic form S in the Theorem 5.1 will be looked for in the
form
〈S(x)ξ, ξ〉Rn = a|A(x)ξ|2Rn + 2b〈A(x)ξ, C(x)ξ〉Rn + c|C(x)ξ|2Rn
By using Young’s inequality, in the form
|2b〈Ah,Ch〉|Rn ≤ 2b‖Ah‖Rn‖Ch‖Rn ≤ b
√
a
c
‖Ah‖Rn + b
√
c
a
‖Ch‖Rn ,
Let b ≤ ac, such that S will be a nonnegative symmetric matrix for all x.
Next we consider the time-derivative of the functional E along the semigroup. By
the Lemma 7.1 and the Corollary 7.3, we set h = e−tLh0, u = log h, then
− d
dt
E(h) = −
(
d
dt′
)
A∗A
E(h)−
(
d
dt′
)
B
E(h)
=
∫
f |Au|2 + 2a
(∫
f |A2u|2 +
∫
f |Au|2 +
∫
f〈Au,Cu〉
)
+2b
(
2
∫
f〈A2u,CAu〉+
∫
f〈Au,Cu〉+
∫
f〈Au, [C,B]u〉+
∫
f |Cu|2
)
+2c
(∫
f |CAu|2 +
∫
f〈Cu, [C,B]u〉
)
= (1 + 2a)
∫
f |Au|2 + 2b
∫
f |Cu|2 + 2(a+ b)
∫
f〈Au,Cu〉
+2b
∫
f〈Au, [C,B]u〉+ 2c
∫
f〈Cu, [c,B]u〉
+2a
∫
f |A2u|2 + 2c
∫
f |CAu|2 + 4b
∫
f〈A2u,CAu〉.
By Cauchy-Schwarz inequality (applied here for vector-valued functions), we have
2(a+ b)
∫
f〈Au,Cu〉 ≥ −2(a+ b)
√
f |Au|2
√
f |Cu|2
≥ −1
2
∫
f |Au|2 − 2(a+ b)2
∫
f |Cu|2;
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2b
∫
f〈Au, [C,B]u〉 ≥ −2b
√
f |Au|2
√
f |[C,B]u|2
≥ −1
2
∫
f |Au|2 − 2b2
∫
f |[C,B]u|2;
2c
∫
f〈Cu, [C,B]u〉 ≥ −2c
√
f |Cu|2
√
f |[C,B]u|2
≥ −c
∫
f |Cu|2 − c
∫
f |[C,B]u|2.
By assumption |[C,B]u| = |∇2V (x) · Au| ≤ M |Au|, and we can see obviously
2a
∫
f |A2u|2 + 2c ∫ f |CAu|2 + 4b ∫ f〈A2u,CAu〉 ≥ 0 (we have already set that
b ≤ ac), we get
− d
dt
E(h) ≥ (2a− 2b2M2 − cM2)
∫
f |Au|2 + (2b− 2(a+ b)2 − c)
∫
f |Cu|2.
It is easy to choose suitable a, b, c ≪ 1 and b < ac, such that there is a positive
constant α satisfying
− d
dt
E(h) ≥ α
∫ 〈S∇h,∇h〉
h
dµ. (19)
For example, we always assume that M > 1, let 0 < c < 1/2(M5 +M)(M4 + 1),
a = cM5, b = cM , we can check that b2 < ac, and
2a− 2b2M2 − cM2 > a− 2c2M4 > 0;
2b− 2(a+ b)2 − c > cM − 2(cM5 + cM)2 > 0;
min(a− b
√
a
c
, c− b
√
c
a
) = c(1−M− 32 );
max(a+ b
√
a
c
, c+ b
√
c
a
) = cM
7
2 (M
3
2 + 1);
c(1−M− 32 ) (|A(x)ξ|2
Rm + |C(x)ξ|2Rm
) ≤ 〈S(x)ξ, ξ〉m
≤ cM 72 (M 32 + 1) (|A(x)ξ|2
Rm + |C(x)ξ|2Rm
)
.
Let κ = min
(
2a− 2b2M2 − cM2, 2b− 2(a+ b)2 − c), then
− d
dt
E(h) ≥ κ(cM 72 (M 32 + 1))−1
∫ 〈S∇h,∇h〉
h
dµ.
We ﬁnish the proof of Theorem 5.1.
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