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NILPOTENT STRUCTURES AND COLLAPSING RICCI-FLAT
METRICS ON K3 SURFACES
HANS-JOACHIM HEIN, SONG SUN, JEFF VIACLOVSKY, AND RUOBING ZHANG
Abstract. We exhibit families of Ricci-flat Ka¨hler metrics on K3 surfaces which collapse to an
interval, with Tian-Yau and Taub-NUT metrics occurring as bubbles. There is a corresponding
continuous surjective map from the K3 surface to the interval, with regular fibers diffeomorphic to
either 3-tori or Heisenberg nilmanifolds.
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1. Introduction
The main purpose of this paper is to describe a new mechanism by which Ricci-flat metrics on
K3 surfaces can degenerate. It also suggests a new general phenomenon that could possibly occur
also in other contexts of canonical metrics.
Recall in 1976, Yau’s solution to the Calabi conjecture [Yau78] proved the existence of Ka¨hler
metrics with vanishing Ricci curvature, which are governed by the vacuum Einstein equation, on
a compact Ka¨hler manifold with zero first Chern class. These Calabi-Yau metrics led to the first
known construction of compact Ricci-flat Riemannian manifolds which are not flat. Examples of
such manifolds exist in abundance, and these metrics often appear in natural families parametrized
by certain complex geometric data, namely, their Ka¨hler class and their complex structure. As the
complex geometric data degenerates, it is a natural question to understand the process of singularity
formation of the corresponding Ricci-flat metrics.
From a geometric analytic point of view, the Einstein equation
Ricg = λg, λ ∈ R, (1.1)
can be made into an elliptic system in natural harmonic coordinates, so it inherits certain general
properties of elliptic equations. However, the Einstein equation is strongly non-linear and might be
highly degenerate. One distinguished feature is that, except in dimension 4, a satisfactory regularity
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theory has only been developed under an extra local volume non-collapsing assumption, i.e., that
there exists a uniform positive constant v > 0 such that
Volg(B1(x)) ≥ v > 0. (1.2)
It is known that a sequence of non-collapsed Einstein manifolds (Mnj , gj , pj) with uniformly bounded
Ricci curvature will converge in the Gromov-Hausdorff sense to a metric space with controlled
singularities. More precisely, after passing to a subsequence,
(Mnj , gj , pj)
GH−−→ (Xn∞, d∞, p∞), (1.3)
and there is a small singular set S ⊂ Xn∞ such that Xn∞ \ S is a smooth manifold endowed with an
Einstein metric [And90, BKN89, Tia90, CC97, CCT02, CD13, CN13]. By Cheeger and Colding’s
fundamental work in [CC96], each tangent cone for every point x ∈ Xn∞ is a metric cone. Recently,
it was proved by Cheeger and Naber in [CN15] that dimHaus(S) ≤ n − 4, which is optimal. The
same estimate in the Ka¨hler case was previously proved in [Che03], and also by Tian. The case of
special holonomy was proved in [CT05].
Let (Mnj , gj , pj) be a sequence of Einstein manifolds satisfying |Ricgj | ≤ n−1 but not necessarily
the non-collapsing condition (1.2) such that (Mnj , gj , pj)
GH−−→ (X∞, d∞, p∞). To understand the
degeneration of the metrics gj more precisely one studies them at an infinitesimal scale: assuming
that curvature blows up around the points pj, we choose rescaling factors λj →∞ such that
(Mnj , λ
2
jgj , pj)
GH−−→ (Y∞, d˜∞, p˜∞) (1.4)
as j →∞ after passing to a subsequence. The limit in (1.4) can depend upon the choice of rescaling
factors λj, and we will call any such limit a bubble limit . Note that in the non-collapsing case, any
bubble limit has Euclidean volume growth.
Without the non-collapsing assumption (1.2), it is much more difficult to understand the de-
generation of Einstein manifolds. In the general context of collapsed Einstein manifolds, there
is no available metric cone structure at infinitesimal scales, and bubble limits will not necessar-
ily have Euclidean volume growth. Moreover, due to the non-existence of a uniform Sobolev
constant, classical regularity analysis cannot be applied directly to collapsed manifolds. How-
ever, in the case of Einstein 4-manifolds, in a pioneering work, Cheeger and Tian proved the
first ǫ-regularity theorem without any non-collapsing assumption [CT06]. Their result implies in
particular that, given a sequence of Ricci-flat metrics gj on a fixed compact 4-manifold M
4 with
(M4, gj , pj)
GH−−→ (Xk∞, d∞, p∞), there exists a finite singular set S ≡ {qβ}Nβ=1 ⊂ Xk∞ in the following
sense: for any compact subset Ω∞ ⊂ Xk∞ \ S there are regular regions Ωj ⊂M4 converging to Ω∞
with uniformly bounded curvatures, a phenomenon which has been deeply studied in Riemannian
geometry, see for instance [CG86, CG90, Fuk87, Fuk88, CFG92, Ron07].
In this paper we focus on the case of Ka¨hler-Einstein metrics in complex dimension 2. In fact we
will only consider Ricci-flat Ka¨hler metrics on K3 surfaces, i.e., simply-connected compact complex
surfaces with vanishing first Chern class. The Ricci-flat Ka¨hler metrics in this case have holonomy
SU(2) ∼= Sp(1) so they are in fact hyperka¨hler. The main result of this paper presents a new gluing
construction of metrics of this type, relying crucially on their hyperka¨hler property.
1.1. Gluing constructions of hyperka¨hler K3 surfaces. In this section we recall the known
gluing constructions of hyperka¨hler metrics on K3 surfaces in the literature.
1.1.1. Kummer construction. We start with a flat orbifold T4/Z2 given by the quotient of a flat 4-
torus by the involution x 7→ −x. It has 16 orbifold singularities. One can resolve these singularities
by gluing 16 Eguchi-Hanson spaces onto X, which are complete hyperka¨hler ALE metrics defined
on the cotangent bundle of S2. By varying the flat structure on T4/Z2 and the gluing parameters,
one obtains an open set in the moduli space of all hyperka¨hler metrics on the K3 surface where the
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areas of the exceptional curves are small. As these areas go to zero the corresponding hyperka¨hler
metrics naturally converge back to the flat orbifold T4/Z2, and the Eguchi-Hanson spaces appear as
bubbles under rescaling. For a rigorous proof we refer readers to [LS94], [Don12] and the references
therein. This is a typical example of singularity formation in the non-collapsing situation. In
general the Gromov-Hausdorff limit will be an orbifold hyperka¨hler K3 surface, and the bubbles
are ALE gravitational instantons, classified by Kronheimer in [Kro89].
1.1.2. Codimension-1 collapse. In [Fos16] Foscolo constructed a family of hyperka¨hler metrics on
a K3 surface that collapses to the flat orbifold T3/Z2. The collapse has bounded curvature away
from finitely many points, and is given by shrinking the fibers of an S1-fibration. In the simplest
case, curvature blow-up occurs at the 8 singular points of T3/Z2, where the bubbles are given by
complete hyperka¨hler spaces with cubic volume growth, which in this case are ALF-D2 spaces.
See [CC15, Min11] for a partial classification of hyperka¨hler ALF spaces. Let us also point out
that the results of [Fos16] have motivated the study of codimension-1 collapse of G2-manifolds to
3-dimensional Calabi-Yau manifolds in [FHN17].
1.1.3. Codimension-2 collapse. In [GW00], Gross and Wilson constructed a family of hyperka¨hler
metrics on the K3 surface which collapse to a singular metric d∞ on a topological sphere X2∞ ≈ S2.
One starts from an elliptic K3 surface, i.e., a K3 surface that admits a holomorphic fibration
over CP 1 with the general fibers being smooth elliptic curves. Moreover we assume the generic
situation when there are exactly 24 singular fibers of type I1. Using a combination of a gluing
construction and Yau’s estimates, [GW00] gave a fairly satisfactory picture describing the metric
asymptotic behavior when the area of the fibers goes to zero. Away from the singular fibers,
the metric is modeled on the Green-Shapere-Vafa-Yau hyperka¨hler semi-flat metrics [GSVY90],
whose restrictions to the fibers are exactly flat; in a neighborhood of each singular fiber the metric
is modeled on the Ooguri-Vafa metric (see [GW00] and [OV96]). The latter is an incomplete
hyperka¨hler metric constructed using the Gibbons-Hawking ansatz which we will recall in Section 2.
When we rescale near the singular point of any singular fiber, the complete bubble that we obtain
is C2 endowed with the Taub-NUT metric, which is Ka¨hler with respect to the standard complex
structure on C2 and has cubic volume growth (see [LeB91, NTU63, Tau04]).
Notice that the limit metric d∞ on the topological sphere X2∞ is non-smooth at the 24 points
corresponding to the singular fibers, but every tangent cone at X2∞ is in fact isometric to R2. Away
from the singular points, d∞ gives a Riemannian metric onX2∞ which satisfies a real Monge-Ampe`re
equation, an adiabatic limit of the Calabi-Yau equation. By hyperka¨hler rotation, this family of
hyperka¨hler metrics also describes the geometry of the Calabi-Yau metrics on a polarized family of
K3 surfaces approaching a large complex structure limit.
1.1.4. Codimension-3 collapse with torus fibers. Here we start with two complete noncompact hy-
perka¨hler 4-manifolds with cylindrical ends. These were constructed by Tian and Yau [TY90] by
removing smooth fibers from rational elliptic surfaces, and were proved in [Hei12] to converge to
their R×T3 flat asymptotic models at an exponential rate. Such spaces are known as ALH-spaces
or half-K3 surfaces in the literature. It is then possible to glue together two ALH spaces to obtain
a family of hyperka¨hler metrics on K3 which degenerates by developing a long neck modeled on T3
times an interval (see [CC16] for a rigorous proof). If we rescale these metrics so that the rescaled
diameter equals 1, then the Gromov-Hausdorff limit is the unit interval and the bubbles are the
Tian-Yau asymptotically cylindrical metrics at each endpoint. Gluing of asymptotically cylindrical
geometric structures is a very familiar construction in geometry, see for example [Flo91, KS01] for
anti-self-dual metrics in dimension 4, and [Kov03] for holonomy G2 metrics in dimension 7.
1.2. Main results. The main result of this paper gives a new gluing construction in which a
family of hyperka¨hler metrics on a K3 surface collapses to a unit interval and generically the collapse
happens along a 3-dimensional Heisenberg nilmanifold (i.e., a nontrivial S1-bundle over T2). Part of
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our motivation was an attempt to understand the hyperka¨hler metric degenerations corresponding
to Type II complex structure degenerations of polarized K3 surfaces. A guiding example is when
we have a family of quartic K3 surfaces Zt in CP
3 defined by the equation tq + f1f2 = 0, where q
is a general quartic and f1 and f2 are general quadrics. So the general fiber is a smooth K3 surface
while the central fiber is a union of two quadric surfaces X1 and X2, intersecting transversally along
an elliptic curve defined by f1 = f2 = 0. We would like to understand the behavior of the Ricci-flat
metrics on Zt in the cohomology class of 2πc1(O(1)|Zt) as t tends to zero.
In general, given a del Pezzo surface M and a smooth anti-canonical curve D ⊂ M , Tian-Yau
proved in [TY90] the existence of a hyperka¨hler metric on M \ D, with interesting asymptotic
geometry at infinity. Namely, outside a compact set the manifold is diffeomorphic to N × [0,∞),
where N is an S1-bundle over D of degree d = c1(X)
2, and the metric is modeled on a doubly-
warped product so that as we move towards infinity the S1-fibers shrink in size while the base
torus D expands. The volume growth rate of the hyperka¨hler metric is 4/3 and the curvature
decays quadratically. We call such a hyperka¨hler metric a Tian-Yau metric throughout this paper,
and for more precise details we refer to Section 3. The proof in [TY90] uses the Calabi ansatz
in a neighborhood of infinity and then solves a Monge-Ampe`re equation, so it is not a priori
clear whether these metrics are unique or canonical in a suitable sense. Nevertheless they provide
candidates for the bubble limits of the degeneration that we would like to understand.
Motivated by the above Type II degeneration picture, our basic idea was to glue together two
Tian-Yau metrics to obtain hyperka¨hler K3 surfaces. However, an easy topological consideration
shows that one cannot naively glue the ends of the two Tian-Yau metrics together to even match the
topology of a K3 surface. Geometrically, even though the end of a Tian-Yau metric is toplogically
cylindrical, the metric itself is not. So we need to construct a neck region that approximates the
Tian-Yau ends on both sides.
A key novel ingredient of this paper is exactly to construct such a transition region. It is an
incomplete hyperka¨hler 4-manifold that can be viewed as a doubly-periodic cousin of the Ooguri-
Vafa metric. Recall that the Ooguri-Vafa metric is the metric arising from the Gibbons-Hawking
ansatz applied to a harmonic function on S1 × R2 with a pole on S1 × {0}; or equivalently, a
harmonic function on R× R2, periodic in the first variable, and with poles on Z× {0} ⊂ R× {0}.
Our neck metric is instead constructed by applying the Gibbons-Hawking ansatz to a harmonic
function on the flat cylinder T2×R with finitely many poles (which we call the monopole points) in
T2×R. This is equivalent to a harmonic function on R2×R, doubly periodic in the first and second
variables, and with poles on lattices. For more details of this construction we refer to Section 2.
Here we point out that in analogy with the Ooguri-Vafa case, the resulting metric is incomplete
because T2 × R is parabolic, hence admits no globally positive harmonic functions; moreover, the
two ends of this neck metric indeed match up closely with the ends of Tian-Yau metrics.
Our main theorem says that it is in fact possible to “glue together” two Tian-Yau metrics with
a suitable neck region as above to construct families of Ricci-flat metrics on K3 with non-trivial
nilpotent collapsing structure.
Theorem 1.1. Let b+, b− and m be positive integers satisfying
1 ≤ b± ≤ 9, 1 ≤ m ≤ b+ + b−. (1.5)
Then there exists a family of hyperka¨hler metrics hˆβ on a K3 surface which collapse to the standard
metric on the closed interval [0, 1], i.e.,
(K3, hˆβ)
GH−−→ ([0, 1], dt2), β →∞. (1.6)
Moreover, for each sufficiently large β ≫ 1, there exist a finite set S ≡ {0, t1, . . . , tm, 1} ⊂ [0, 1]
and a continuous surjective map
Fβ : K3→ [0, 1] (1.7)
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which is almost distance-preserving, i.e., for some constant C0 > 0 independent of β∣∣∣|Fβ(p)− Fβ(q)| − dhˆβ(p, q)∣∣∣ ≤ C0β , ∀p, q ∈ K3, (1.8)
such that the following properties hold.
(1) (Regular collapsing regions) Denote by Tǫ(S) the ǫ-tubular neighborhood of S and Rǫ ≡
[0, 1] \ Tǫ(S). Then for every ǫ ∈ (0, 10−2) and k ∈ N, there exists Ck,ǫ > 0 such that
sup
F−1β (Rǫ)
|∇kRmhˆβ | ≤ Ck,ǫ, (1.9)
and for each t ∈ Rǫ, F−1β (t) is diffeomorphic to an S1-fiber bundle over T2. Furthermore,
C−10 β
−1 ≤ Diamhˆβ(F
−1
β (t)) ≤ C0β−1, C−10 β−2 ≤ Diamhˆβ(S
1) ≤ C0β−2. (1.10)
(2) (Bubbling regions) Denote by F−1β (Tǫ(S)) ≡ S−ǫ ∪
m⋃
j=1
Sjǫ ∪S+ǫ the components of the singular
pre-image. Then the following spaces occur as bubble limits:
(a) For each 1 ≤ j ≤ m, there exists an xβ,j ∈ Sjǫ such that Fβ(xβ,j)→ tj , |Rmhˆβ |(xβ,j)→
∞ as β →∞, and rescalings of the metrics near xβ,j converge to Taub-NUT metrics.
In fact, it is possible to have several distinct Taub-NUT bubbles coming out of the same
component Sjǫ ; see Theorem 1.5 for a more precise statement.
(b) There exist xβ,± ∈ S±ǫ such that Fβ(xβ,−) → 0, Fβ(xβ,+) → 1, |Rmhˆβ |(xβ,±) → ∞ as
β → ∞, and rescalings of the metrics near xβ,± converge to Tian-Yau metrics on a
del Pezzo surface of degree b±, minus a smooth anti-canonical curve.
Remark 1.2. Figure 1.1 schematically shows the collapsing process when b− = b+ = 7, m = 1,
and t1 =
1
2 . In this case we have the maximal possible number b−+ b+ = 14 of Taub-NUT bubbles
coming out of one single singular pre-image component S1ǫ = F−1β (t1 − ǫ, t1 + ǫ).
Remark 1.3. The Riemannian geometry of the regular collapsing regions is actually completely
understood. For each t ∈ Rǫ, F−1β (t) is a 3-dimensional Heisenberg nilmanifold if the S1-bundle
is nontrivial, and is diffeomorphic to T3 otherwise. Furthermore, the universal cover of a regular
preimage F−1β (tj + ǫ, tj+1 − ǫ) converges to a hyperka¨hler manifold (U˜∞, g˜∞) with a Heisenberg
or Euclidean group of isometries according to whether the S1-bundle is nontrivial or trivial. An
explicit expression for g˜∞ in the Heisenberg case may be found in Section 2.2. In particular,
our construction gives a concrete example of Lott’s recent work classifying the regular regions in
collapsing 4-manifolds with almost Ricci-flat metrics (see [Lot17] for more details).
Remark 1.4. The volume of the hyperka¨hler metrics in Theorem 1.1 is comparable to β−4. If
one scales these metrics to have unit volume instead of unit diameter, it is not hard to see that
the possible pointed Gromov-Hausdorff limits are either T2 × R or T2 × [0,∞), depending on the
basepoint (see Section 7.3). Thus under this scaling, the nilmanifolds disappear and one sees only
a simple S1-collapse. However, the bubbles remain the same.
For the precise definition of a 3-dimensional Heisenberg nilmanifold, see Section 2.1. These are
S1-bundles over T2, and thus they have a degree which is only well-defined up to sign. However, if
one specifies a projection to an oriented T2, then the degree is a well-defined integer. We denote by
Nil3b a 3-dimensional nilmanifold of degree b, where we will always have a certain projection to an
oriented T2 in mind. Let t0 = 0, tm+1 = 1, and let dj be the degree of a nilpotent fiber Nil
3
dj
on the
interval (tj + ǫ, tj+1 − ǫ), j = 0, . . . ,m, with d0 = b− and dm = −b+. The following Domain Wall
Crossing Theorem describes the possible jumps of the degrees of the nilmanifolds upon crossing the
singular regions.
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0
Figure 1.1. The vertical arrows represent collapsing to a one-dimensional interval.
The red circles represent the S1 fibers and the blue curves represent the base T2s of
the nilmanifolds. The ×s are the monopole points in the neck region N . The gray
regions are in the “damage zones”.
Theorem 1.5. Given any m-tuple of positive integers (w1, . . . , wm) satisfying
m∑
j=1
wj = b− + b+, (1.11)
there exist examples in Theorem 1.1 with dj − dj+1 = wj+1, j = 0, . . . ,m − 1. Furthermore, near
each singular point tj, exactly wj Taub-NUT bubbles occur.
Remark 1.6. This domain wall crossing phenomenon has been studied in the physics literature,
namely, it arises in Type IIA massive superstring theory, see [Hul98].
Remark 1.7. It is possible to generalize our construction to obtain bubble-trees of ALF-Ak metrics
at the interior points with several levels of scaling (by taking clusters of monopole points in the neck
region which conglomerate in the limit at various rates). Similarly, one could take some monopole
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points to have higher multiplicity, in which case one would obtain collapsing sequences of Ricci-flat
metrics on orbifold K3 surfaces with Ak-type singularities. However, for simplicity we do not list
all of these numerous possibilities here in this paper, but see Remark 9.8 below.
Remark 1.8. This paper is primarily concerned with the construction of the hyperka¨hler metrics.
To actually identify the collapsing limits as polarized degenerations of complex structures in various
cases takes more work, and will be discussed in a forthcoming paper [HSVZ].
Remark 1.9. In 1987 R. Kobayashi proposed a conjectural mechanism for Ricci-flat metrics on
K3 surfaces to degenerate into unions of Tian-Yau and Taub-NUT spaces. See Cases (i) and (ii)
on p.223 in [Kob90]. Our main result in this paper verifies Kobayashi’s expectation at the level of
hyperka¨hler structures. However, at least in certain cases, Kobayashi also proposed an identification
of these limits with type II polarized degenerations of complex structures on K3 surfaces.
1.3. Gluing hyperka¨hler triples. We will adopt the general description of a hyperka¨hler metric
in terms of a triple of three symplectic forms due to Donaldson [Don06], a description which was
also used, for example, in [FLS17, Fos16]. Namely, we will not directly construct a Ricci-flat metric
on M. Instead we will glue together triples of symplectic forms, which we will then perturb to
obtain a hyperka¨hler triple, which will then yield in particular a Ricci-flat Ka¨hler metric.
LetM4 be an oriented 4-manifold with a volume form dvol0. A triple of 2-forms ω = (ω1, ω2, ω3)
is called a definite triple if the matrix Q = (Qij) defined by
1
2
ωi ∧ ωj = Qij dvol0 (1.12)
is positive. Given a definite triple ω, the associated volume form is defined as
dvolω = (det(Q))
1
3 dvol0, (1.13)
which is independent of the choice of volume form dvol0. We denote by Qω ≡ (det(Q))− 13Q the
renormalized matrix with unit determinant. Furthermore, a definite triple ω = (ω1, ω2, ω3) is called
a hyperka¨hler triple if dω1 = dω2 = dω3 = 0 and the renormalized coefficient matrix satisfies
Qω = Id . (1.14)
Note that equation (1.14) is equivalent to
1
2
ωi ∧ ωj = 1
6
δij(ω
2
1 + ω
2
2 + ω
2
3), (1.15)
for every 1 ≤ i ≤ j ≤ 3.
Each definite triple ω defines a Riemannian metric gω such that each ωj is self-dual with respect
to gω. If moreover ω = (ω1, ω2, ω3) is a hyperka¨hler triple, then gω is a hyperka¨hler metric.
Furthermore, ω2 + iω3 is a holomorphic 2-form with respect to the complex structure determined
by ω1. See Section 2 for more concrete examples of such triples.
Since in our construction each piece of the manifoldM is hyperka¨hler, hence carries a hyperka¨hler
triple, we will first show that there exists a glued triple of closed 2-forms ω on M which is very
close to being a hyperka¨hler triple, i.e.,
‖Qω − Id ‖C0(M) < ǫ (1.16)
for some sufficiently small constant ǫ > 0. A precise statement will be proved in Section 6. Starting
from such a glued approximately hyperka¨hler triple ω, the goal of the perturbation procedure is to
find a triple of closed 2-forms θ = (θ1, θ2, θ3) such that ω ≡ ω + θ is an actual hyperka¨hler triple
on M. Precisely, we will solve the system
1
2
(ωi + θi) ∧ (ωj + θj) = δij dvolω+θ, (1.17)
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which is equivalent to
1
2
(ωi + θi) ∧ (ωj + θj) = 1
6
δij
3∑
j=1
(ωj + θj)
2. (1.18)
We expand equation (1.18):
1
2
(ωi ∧ ωj + ωi ∧ θj + ωj ∧ θi + θi ∧ θj) = 1
6
δij
3∑
j=1
(
ω2j + θ
2
j + 2ωj ∧ θj
)
. (1.19)
Now split θ into its self-dual and anti-self-dual parts with respect to gω, θ = θ
+ + θ−. We define
a matrix A = (Aij) by θ
+
i =
3∑
j=1
Aijωj and also define the matrix Sθ− = (Sij) by
1
2
θ−i ∧ θ−j = Sij dvolω, 1 ≤ i ≤ j ≤ 3. (1.20)
Then in terms of the volume form dvolω given by the approximately hyperka¨hler triple ω, the
expansion (1.19) can be rewritten as the matrix equation
(Qω +QωA
T +AQω +AQωA
T ) + Sθ−
=
1
3
Id ·
(
Tr(Qω) + Tr(AQωA
T ) + Tr(Sθ−) + Tr(AQω) + Tr(QωA
T )
)
.
(1.21)
For any 3× 3 real matrix B denote by
tf(B) = B − 1
3
Tr(B) Id (1.22)
the trace-free part of B. Then we get
tf(QωA
T +QωA+AQωA
T ) = tf(−Qω − Sθ−). (1.23)
For simplicity, in our context, we always identify a 3× 3-matrix with a triple of self-dual 2-forms.
Then observe that a solution of following gauge-fixed system
d+η + ξ = F0
(
tf(−Qω − Sd−η)
)
, d∗η = 0, (1.24)
is also a solution of (1.23). Here F0 denotes the local inverse near zero to the local diffeomorphism
G0 : S0(R
3)→ S0(R3) on the space of trace-free symmetric 3× 3-matrices defined by
G0(A) = tf(QωA
T +AQω +AQωA
T ). (1.25)
Moreover, η = (η1, η2, η3) with ηj ∈ Ω1(M), ξ = (ξ1, ξ2, ξ3) with ξi ∈ H+(M) (the space of self-dual
harmonic 2-forms with respect to gω), and d
±η is the self-dual or anti-self-dual part of dη = θ− ξ
with respect to gω, respectively.
The linearization of the elliptic system (1.24) at η = 0 is
L = (D ⊕ Id)⊗ R3 : (Ω1(M)⊕H+(M)) ⊗ R3 −→ (Ω0(M)⊕ Ω2+(M))⊗ R3, (1.26)
where
D ≡ d∗ + d+ : Ω1(M) −→ (Ω0(M)⊕ Ω2+(M)) (1.27)
is a Dirac-type operator.
In order to solve the elliptic system (1.24) we will use the implicit function theorem (see
Lemma 9.3). This requires finding a bounded right inverse to the linearized operator L .
The first step is to define certain weighted Banach norms whose setup requires a careful under-
standing of the collapsing geometries in our construction. The construction of a suitable weight
function will be more complicated than in almost all known gluing constructions because our neck
region is topologically nontrivial. Geometrically, a crucial step is to assign to each p ∈ M an
appropriate scale rp such that the geodesic ball Brp(p) captures enough geometric information and
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curvature remains uniformly bounded for most points in Brp(p). This is equivalent to finding a
canonical rescaling factor for each p ∈ M which reflects the collapsing behavior of the glued metric
near p. This leads to a decomposition ofM (see Section 7.1 and 7.3) into 9 different regions, labeled
I, II, III, IV±, V±, VI±, with each of these regions exhibiting different regularity and convergence
behaviors.
Second, in order to prove uniform boundedness of the right inverse by contradiction (Proposition
9.2), we then need to analyze the kernel of the linearized operator in suitable weighted spaces on
the building blocks of the gluing construction. Here a crucial ingredient is a new Liouville theorem
for half-harmonic 1-forms, i.e., 1-forms φ satisfying
d∗φ = 0, d+φ = 0, (1.28)
on a Tian-Yau space, see Theorem 5.1.
1.4. Outline of the paper. In Section 2, we give some background on the Gibbons-Hawking
ansatz. We also define the Heisenberg nilmanifolds, and describe the Calabi model space used in
the Tian-Yau construction from the Gibbons-Hawking perspective. Lastly, we construct a harmonic
function whose associated Gibbons-Hawking ansatz defines the neck region N .
The Calabi model space will be described in Section 3 from a complex geometric perspective,
which will be used to obtain the precise asymptotic behavior of the complete hyperka¨hler Tian-Yau
spaces. The main result is Proposition 3.4 which roughly states that a complete Tian-Yau space is
exponentially asymptotic to a Calabi model space, up to any arbitrary order of derivatives.
In Section 4, we will establish a Liouville type theorem for harmonic functions which says that
any harmonic function of sufficiently small exponential growth on a complete hyperka¨hler Tian-Yau
space has to be a constant. To prove this, the asymptotics proved in Section 3 will be crucial. These
will allow us to reduce our problem to a question about harmonic functions on the Calabi model
space, which will be solved using separation of variables. Specifically, the Laplace equation on the
model space will be reduced to certain linear ODEs, and the quantitative analysis of the harmonic
functions reduces to some delicate estimates for Hermite functions. The estimates in Section 4
do not require any advanced theory in hypergeometric functions. Instead the ODE solutions are
defined by exponential integrals, which has an advantage that all the calculations in Section 4 are
in fact self-contained. This step is already quite involved because it requires us to develop some
new elliptic theory on a model space which is a doubly warped product rather than just a cylinder.
Using this work, we will then prove the aforementioned Liouville theorem for half-harmonic 1-
forms on a complete hyperka¨hler Tian-Yau space in Section 5 (see Theorem 5.1). This will later
be crucial in the proof of the key uniform estimate (Proposition 9.2) for our gluing construction.
An important observation here is that equation (1.28) is equivalent to the (0, 1)-component of φ
satisfying ∂¯∗φ0,1 = ∂¯φ0,1 = 0 for any choice of compatible integrable complex structure, which
will allow us to invoke tools from complex geometry. More precisely, since the equation ∂¯φ0,1 = 0
depends only on the complex structure, we may study it using a smooth Ka¨hler metric on the
compactified Fano manifold. The Kodaira vanishing theorem then ensures that φ0,1 = ∂¯f for some
function f . Such an f is unique only modulo holomorphic functions, so a priori there is no growth
estimate on f . However, using the construction of the Tian-Yau metrics and basic elliptic estimates
we may find a solution f satisfying some growth estimates. The equation ∂¯∗φ0,1 = 0 then implies
that f is harmonic with respect to the Tian-Yau metric. However at this point we are not yet able
to conclude using the Liouville theorem for harmonic functions that f must be constant because
our growth estimate for f is too weak. We overcome this problem by using separation of variables
on the Calabi model space. This final step hinges on the fact that the asymptotic decay rate of the
complex structure of the Tian-Yau manifold relative to the Calabi model is much faster than the
asymptotic decay rate of the hyperka¨hler metric.
In Section 6 we will complete the construction of the neck region and construct a closed almost
hyperka¨hler triple on a manifoldM. We will also describe some topological invariants ofM. Note
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that at this stage it would be difficult to show directly that M is actually diffeomorphic to K3, a
fact which will follow easily once we have shown it admits a hyperka¨hler metric.
Section 7 will focus on the geometry the manifold M. We provide two different methods for
analyzing the curvature of the approximate metric. One way is to apply some new types of ǫ-
regularity theorems for collapsed Einstein manifolds due to Naber and the fourth author [NZ16],
which will yield curvature control once a simple topological condition is verified (see theorem 7.4
in Section 7). On the other hand, in Lemma 7.2 we will also give a direct curvature estimate in
the collapsed regions. The remainder of this section will then describe all of the rescaled Gromov-
Hausdorff limits for basepoints in each of the various regions.
In Sections 8 and 9, we will set up the weight analysis package and prove the main technical
theorems. The first step is to define weighted Ho¨lder spaces which are consistent with the different
collapsing behaviors in different regions of M. The remainder of Section 8 will then consist of
proving the weighted Schauder estimate in Proposition 8.3. Existence of a bounded right inverse
to the linearized operator will be proved in Section 9 (see Proposition 9.4), where we will then
complete the proofs of Theorems 1.1 and 1.5.
1.5. Acknowledgements. We would like to thank Olivier Biquard, Simon Donaldson, Lorenzo
Foscolo, Mark Gross, Mark Haskins, and Xiaochun Rong for various helpful comments and discus-
sions. We would also like to thank Bobby Acharya and David Morrison for pointing out to us some
interpretations of our work from the physical perspective.
2. The Gibbons-Hawking ansatz and the model space
We first recall the Gibbons-Hawking construction of 4-dimensional hyperka¨hler structures with
an S1 symmetry. Let (U, gU ) be a 3-dimensional parallelizable flat manifold. Then hU = e
2
1 + e
2
2 +
dz2, where e1, e2, dz are global parallel 1-forms. Let V be a positive harmonic function on U , so
∗dV is a closed 2-form. We assume further that the de Rham class [ 12π ∗ dV ] ∈ H2(U,Z) so ∗dV is
the curvature form of a unitary connection −iθ on a circle bundle π : M→ U . Then
g = V π∗hU + V −1θ ⊗ θ (2.1)
is a hyperka¨hler metric on M invariant under the natural S1 action. This is called the Gibbons-
Hawking ansatz. The corresponding triple of symplectic forms ω = (ω1, ω2, ω3) is given by
ω1 = dz ∧ θ + V e1 ∧ e2,
ω2 = e1 ∧ θ + V e2 ∧ dz,
ω3 = e2 ∧ θ + V dz ∧ e1,
(2.2)
and satisfies
1
2
ωi ∧ ωj = δij dvolω . (2.3)
By definition the metric g depends not only on the harmonic function V but also on the choice of
a connection θ with curvature form ∗dV . One can check that gauge equivalent connections lead to
isometric metrics; so in essence g depends only on the gauge equivalence class of θ. Different gauge
equivalence classes differ by tensoring with a flat connection, and the set of isomorphism classes of
flat connections is given by H1(U,R)/H1(U,Z).
Conversely, any 4-dimensional hyperka¨hler metric admitting a tri-holomorphic Killing symmetry
is locally given by the Gibbons-Hawking ansatz. To see this we notice that in the formula above,
we can intrinsically interpret V −1 as the norm-squared of the Killing field, and the projection map
π as the hyperka¨hler moment map.
To get more interesting examples one often allows V to have isolated poles Pk ≡ {p1, . . . , pk}
such that near each pj , V can be written as
1
2rj
+ hj where rj is the distance function to pj and
hj is a smooth harmonic function. Then the corresponding metric g is defined on a manifold M
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admitting a projection π : M→ U , such that π is a circle bundle over U \ Pk and near each point
pj, π is modeled on the Hopf fibration
π : C2 → R3, (z1, z2) 7→
( |z1|2 − |z2|2
2
, Re(z1z2), Im(z1z2)
)
. (2.4)
Example 2.1. Let U = R3. If V = σ (a positive constant), then (M, g) is a flat product R3 × S1.
If V = 12r , then (M, g) is flat Euclidean space R
4 and the map π is exactly the Hopf fibration. If
Vσ = σ +
1
2r then (M, g) is the Taub-NUT space. This is again diffeomorphic to R
4 but has cubic
volume growth and is asymptotic to an S1 fibration over R3 \K at infinity where the length of the
S1 fibers approaches a positive constant. Notice that as σ varies, these metrics are isometric up
to dilation. This is most easily seen using the above intrinsic description. We take the metric g1
constructed using V1 = 1 +
1
2r and rescale gσ = σ
−1g1. Then the length of the S1 orbits becomes
(σV1)
−1/2 and the hyperka¨hler moment map becomes πσ = σ−1π. Thus, gσ can be written in
Gibbons-Hawking form with potential σV1 = σ +
1
2rσ
. See Lemma 7.9 for more details.
By taking multiple poles, we similarly obtain other hyperka¨hler manifolds which are asymptotic
to quotients of either R4 or Taub-NUT space by cyclic groups. These are usually referred to in the
literature as ALE and ALF spaces of Ak−1 type. In particular, see [Min11] for a complete theory
of ALF-Ak−1 spaces.
Example 2.2. Let U = S1×R2 and let V be a Green’s function with exactly one pole on S1×{0}.
In [GW00] V is constructed by passing to the universal cover U˜ = R3, where the lifted function V˜
is a periodic Green’s function constructed using a Weierstrass series. V is only positive in a certain
bounded open set in U . The corresponding hyperka¨hler metric on this bounded open set is called
the Ooguri-Vafa metric. With one particular choice of a compatible complex structure, M becomes
a holomorphic elliptic fibration over a disc D ⊂ R2 = C, and the singular fiber has monodromy
of type I1. The Ooguri-Vafa metric plays a crucial role in the work of Gross-Wilson [GW00] on
collapsing Calabi-Yau metrics on elliptic K3 surfaces with exactly 24 singular fibers of type I1.
In the following subsections, we will consider Gibbons-Hawking spaces (M, g) whose base is a
large open subset of a flat cylinder U ≡ T2xy ×Rz. In Section 2.2, we take V to be linear in z. This
yields the model space at infinity of the Tian-Yau metrics [TY90] as well as of the gravitational
instantons with r4/3 volume growth and r−2 curvature decay from [Hei12]. In this situation, M is
diffeomorphic to the product of a line and a 3-dimensional Heisenberg nilmanifold. We begin by
collecting together some useful basic facts about Heisenberg nilmanifolds in Section 2.1. In Section
2.3 we then consider a doubly-periodic analog of Example 2.2 over T2 times a bounded interval,
and show that this is asymptotic to the model space of Section 2.2 near the ends of the interval.
Ultimately this new metric will serve as the neck region in our gluing construction.
2.1. The Heisenberg nilmanifolds. In this subsection, we will define 3-dimensional Heisenberg
nilmanifolds. Recall the 3-dimensional Heisenberg group is
H(1,R) ≡

1 x t0 1 y
0 0 1
 : x, y, t ∈ R
 . (2.5)
To define a Heisenberg nilmanifold, let us define a co-compact group action on H(1,R). First, we
define a lattice Λ ≡ ǫZ〈1, τ〉 ⊂ R2x,y = C by choosing
τ1 = Re(τ), τ2 = Im(τ), (2.6)
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which is generated by 1 ǫ 00 1 0
0 0 1
 ,
1 ǫτ1 00 1 ǫτ2
0 0 1
 ∈ H(1,R). (2.7)
Then immediately A = Area(R2x,y/Λ) = ǫ
2τ2. For b ∈ Z+, the Heisenberg nilmanifold Nil3b(ǫ, τ) of
degree b is the quotient of H(1,R) by the left action generated by1 ǫ 00 1 0
0 0 1
 ,
1 ǫτ1 00 1 ǫτ2
0 0 1
 ,
1 0 Ab0 1 0
0 0 1
 . (2.8)
Note that these transformations are
(x, y, t) 7→ (x+ ǫ, y, t+ ǫy), (2.9)
(x, y, t) 7→ (x+ ǫτ1, y + ǫτ2, t+ ǫτ1y), (2.10)
(x, y, t) 7→
(
x, y, t+
A
b
)
. (2.11)
The forms
dx, dy, θb ≡ 2πb
A
(dt− xdy) (2.12)
are a basis of left-invariant 1-forms.
It is clear that Nil3b is the total space of a degree b circle fibration
S1 −→ Nil3b π−−→ T2. (2.13)
The following result will be needed later in Proposition 6.6 to determine the Betti numbers of M.
Proposition 2.3. For Nil3b , we have b1(Nil
3
b) = b2(Nil
3
b) = 2, and the de Rham cohomology group
H1(Nil3b) is generated by π
∗dx and π∗dy.
Proof. The Gysin sequence associated to (2.13) yields
0→ H1(T2) π∗−→ H1(Nil3b)→ H0(T2) ∪e−→ H2(T2)→ · · · (2.14)
Since the Euler class e of the bundle is b times a generator of H2(T2), the mapping ∪e : R ∼=
H0(T2) → H2(T2) ∼= R is just multiplication by b, so this mapping is an isomorphism. Con-
sequently, π∗ : H1(T2) → H1(Nil3b) is also an isomorphism. Since Nil3b is a compact orientable
3-manifold, Poincare´ duality implies that b1 = b2. 
For b ∈ Z+, we define the Heisenberg nilmanifold Nil3−b to be the quotient of H(1,R) by the
action generated by
(x, y, t) 7→ (x+ ǫ, y, t− ǫy), (2.15)
(x, y, t) 7→ (x+ ǫτ1, y + ǫτ2, t− ǫτ1y), (2.16)
(x, y, t) 7→
(
x, y, t− A
b
)
. (2.17)
Note that the generated action is conjugate to the previous action by the mapping (x, y, t) 7→
(−x,−y,−t). The forms
dx, dy, θ−b ≡ 2πb
A
(dt+ xdy) (2.18)
are a basis of left-invariant 1-forms.
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2.2. The model space. Consider a 2-torus T2 with a flat metric of area A and let U = T2x,y×Rz>0,
where we have fixed a choice of an orthogonal frame {e1, e2} on T2 such that gT2 = A(e21+ e22). Let
V (z) = 2πbzA for a positive integer b > 0. Fixing a connection form θ such that dθ =
2πb
A dvolT2 , the
corresponding hyperka¨hler Gibbons-Hawking metric g is given by
g =
2πbz
A
(gT2 + dz
2) +
A
2πbz
θ2. (2.19)
The Gibbons-Hawking space (M, g) has one complete end as z → ∞ and one incomplete end as
z → 0. Moreover, for each z0 > 0, the level set {z = z0} is a Heisenberg nilmanifold Nil3b(ǫ, τ) with
a z0-dependent left-invariant metric, where τ denotes the modulus of our flat 2-torus in the upper
half-plane and A = ǫ2τ2 as in Section 2.1. Making the substitution z = (3/2)s
2/3, and then scaling
appropriately, the Gibbons-Hawking metric g takes the form
ds2 + s2/3gT2 + s
−2/3
( A
3πb
θ
)2
. (2.20)
In this form, it is easy to see that the volume growth is ∼ s4/3 and that |Rm| ∼ s−2 as s → ∞.
One can also show using the Chern-Gauss-Bonnet formula that the L2 norm of Rm is finite.
Note that if we had instead taken b = 0, the Gibbons-Hawking metric would be the product of
R with a flat 3-torus, i.e., the type of geometry known as ALH geometry in the literature.
View the flat torus T2 as an elliptic curve E of modulus τ with respect to the complex structure
J defined by Je1 = e2. Then there is exactly one g-parallel complex structure J0 on the total space
M that makes the projection map to E holomorphic. This choice of complex structure realizes M
as an open subset of the total space of a degree b holomorphic line bundle L over E (more precisely,
as a tubular neighborhood of the zero section of L with the zero section removed). The Ricci-flat
Ka¨hler form with respect to J0 is then given by (see Proposition 3.1)
ω0 =
2
3
i∂∂¯(−log |ξ|2h)3/2, (2.21)
where h is a hermitian metric on L whose curvature form is a multiple of the flat Ka¨hler form
on E, and where the tautological section ξ cuts out the zero section of L. This is an example of
the Calabi construction, and we call the corresponding metric a Calabi model metric of degree b.
We will discuss this construction (in all dimensions) in more detail in Section 3. In complex
dimension 2, the Gibbons-Hawking ansatz actually recovers the Calabi ansatz for all degree b
holomorphic line bundles over E. Indeed, any two such line bundles differ by a degree 0 line
bundle and Pic0(E) = H1(E,OE)/H1(E,Z); on the other hand, the gauge equivalence classes of
flat connections are parametrized by H1(E,R)/H1(E,Z).
A very convenient property for our purposes is that if we do change the connection 1-form θ by
a flat connection, then the associated Gibbons-Hawking metric (2.19) actually only changes by a
diffeomorphism (although this diffeomorphism necessarily breaks the S1-bundle structure on M).
To see this, fix any choice of θ such that dθ = 2πbA dvolE . Note that we can always arrange by
parallel transport in the z-direction that the dz-component of θ vanishes. Then we only need to
consider the case that θ gets changed by the pullback (under the projection M
π→ U → E) of a
parallel 1-form η on E. Write η = v y dvolE , where v is a parallel vector field on E. Let vˆ be the
θ-horizontal lift of v to M and let fˆs be the 1-parameter group of diffeomorphisms generated by vˆ,
which covers a 1-parameter group of translations on E. Then
d
ds
(fˆ∗s θ) = vˆ y fˆ
∗
s (dθ) + d(vˆ y fˆ
∗
s θ) =
2πb
A
(vˆ yπ∗(dvolE)) =
2πb
A
π∗η, (2.22)
using the fact that dfˆs|x(vˆ|x) = vˆ|fˆs(x) for all x ∈M. Thus,
fˆ∗s θ = θ +
2πbs
A
π∗η. (2.23)
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This shows that any two possible choices of θ with vanishing dz-component differ by the translation
action of E on itself, lifted to M, and then the corresponding hyperka¨hler metrics (2.19) are clearly
isometric as well. We note that with the particular choice θ = θb from (2.12), these diffeomorphisms
can be written down explicitly as follows: for all p, q ∈ R, the mapping
ϕ(x, y, t, z) = (x− q, y + p, t+ px, z) (2.24)
descends to a diffeomorphism of Nil3b(ǫ, τ)x,y,t × Rz which satisfies
ϕ∗θb = θb +
2πb
A
(pdx+ qdy). (2.25)
Remark 2.4. The above observations reflect the fact that E acts transitively by pullback on its
own Picb for b > 0 (for instance, a holomorphic line bundle of degree 1 on E is uniquely isomorphic
to OE(x) for some point x ∈ E). Moreover, the total spaces of all degree b > 0 holomorphic line
bundles on E are actually biholomorphic as complex manifolds. All of this is false in the classical
ALH case b = 0. In particular, for b = 0 the above parameters p, q are actual moduli of the metric,
corresponding to flat metrics on T3 that do not split isometrically as S1 × T2.
The Calabi construction provides the model at infinity of the Tian-Yau metrics in our context.
These metrics will also be studied in more detail in Section 3. Note that every Tian-Yau metric
comes with its own preferred choice of a connection form θ determined by the Chern connection of
the normal bundle of the compactifying divisor. The above gauge fixing construction then allows
us to choose a new coordinate system at infinity that identifies this θ with the standard connection
form θb (see the proof of Proposition 3.1 and also equation (6.6)).
Remark 2.5. We can choose a different g-parallel complex structure J1 on M such that J1θ = zdx.
With respect to J1 we can view M as a holomorphic elliptic fibration over a punctured disc in C.
The monodromy of this fibration is given by the matrix[
1 b
0 1
]
∈ SL(2,Z). (2.26)
See [Sco83] for more details. This gives a different compactified model for M where the compacti-
fying divisor is a singular fiber of Kodaira type Ib. The J1-Ka¨hler form of our hyperka¨hler model
metric is then given by an appropriate semi-flat ansatz [GSVY90, GW00], and provides the model
at infinity for the gravitational instantons with volume growth ∼ r4/3 and curvature decay ∼ r−2
constructed in [Hei12]. We will pursue this observation further in [HSVZ], connecting the complete
hyperka¨hler metrics of [TY90] and of [Hei12] by global hyperka¨hler rotations.
2.3. Green’s function on a flat cylinder. The neck region in our gluing construction is given
by a doubly-periodic analog of the Ooguri-Vafa metric. To construct this metric using the Gibbons-
Hawking ansatz, we first need to construct a Green’s function V∞ on (T2×R, g0), where T2 is any
flat 2-torus. We also need to determine the asymptotics of V∞ as |z| → ∞ in order to ensure that
the neck matches the Calabi model space from Section 2.2 on both ends.
It is known that the flat cylinder T2×R is parabolic, namely, it does not admit a positive Green’s
function. In fact, Cheng and Yau proved that any complete non-compact Riemannian manifold
with Vol(BR(p)) ≤ CR2 must be parabolic. See theorem 1 and corollary 1 in [CY75].
We now construct a particular sign-changing Green’s function V∞. Fix a point p on T2×R with
z(p) = 0. For R > 0 let VR denote the unique function on T
2 × [−R,R] satisfying
−∆g0VR = 2πδp, z ∈ (−R,R),
VR = 0, z = ±R. (2.27)
The normalization of the right-hand side is precisely chosen in such a way that VR =
1
2r +O(1) near
p, where r denotes g0-distance to p. Thus, the 4-dimensional Gibbons-Hawking metric associated
with VR (or VR + C for any constant C) extends smoothly across p; cf. Example 2.1.
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By the maximum principle, one can see that VR is an increasing family as R→∞. Define
CR ≡ sup
∂B1(p)
VR. (2.28)
Then it follows from the parabolicity of T2 × R that CR → ∞ as R → ∞. By a result of Li and
Tam (see theorem 1 in [LT87]), VR(x, y, z) − CR converges to a function V∞(x, y, z) uniformly on
compact subsets of (T2 × R) \ {p}. Moreover, V∞ ≤ 0 on the complement of B1(p) and
−∆g0V∞ = 2πδp on T2 × R. (2.29)
Notice also that V∞ is symmetric in z by construction.
Theorem 2.6. There are constants β−, β+ ∈ R and k−, k+ ∈ R with
k− = −k+ = π
Areag0(T
2)
> 0 (2.30)
such that for all k ∈ N,
|∇kg0(V∞(z)− (k−z + β−))| = O(e
√
λ1z), z → −∞,
|∇kg0(V∞(z)− (k+z + β+))| = O(e−
√
λ1z), z → +∞,
(2.31)
where λ1 > 0 is the smallest eigenvalue of −∆T2.
Proof. Consider the fiberwise average
V∞(z) ≡ 1
Areag0(T
2)
ˆ
T2×{z}
V∞(x, y, z) dvolg0(x, y). (2.32)
This is well-defined, smooth in z for z 6= 0, and continuous at z = 0. For z 6= 0 we have
V ′′∞(z) =
ˆ
T2×{z}
d2
dz2
V∞ = −
ˆ
T2×{z}
∆T2V∞ = 0. (2.33)
This implies that V∞(z) is a piecewise linear function. Since VR(x, y, z) ≤ −CR for |z| ≥ R with
CR →∞ as R→∞, it follows that lim
z→+∞V∞(x, y, z) = −∞, and hence for all z > 0 that
V ′∞(z) = const ≡ k+ < 0. (2.34)
Denote D0 ≡ Diamg0(T2). Choose R0 > 10D0 large enough so that V∞(x, y, z) ≤ −1 in (T2 ×
R) \ BR0(p). Then for any fixed q ∈ (T2 × R) \ B2R0(p) and r ∈ (2D0, 4D0), we can apply the
Harnack inequality to the harmonic function V∞, which is negative in the geodesic ball Br(q) ⊂
(T2 × R) \ BR0(p). More precisely, passing to the universal cover and applying the standard
Harnack inequality for positive harmonic functions on a fixed ball in R3, we see that there is a
uniform constant C0 > 0 depending only on D0 > 0 such that for all w1, w2 ∈ Br(q),
1
C0
≤ V∞(w1)
V∞(w2)
≤ C0. (2.35)
Since the fiber average V∞(z) of V∞ is linear in z with slope k+ < 0, (2.35) yields that
− C2z ≤ V∞(x, y, z) ≤ −C1z (2.36)
for z ≫ 1, where the constants C1 and C2 depend only on the constants C0 and k+.
We denote by ΛT2 = {λj}∞j=1 the positive spectrum of −∆T2 and expand V∞ according to the
eigenfunctions of ∆T2 along the torus fiber T
2 × {z} for each fixed z > 0. This yields
V∞(x, y, z) = (k+z + β+) +
∞∑
j=1
fj(z)hj(x, y), (2.37)
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where k+ < 0 is the constant of (2.34) and where
f ′′j (z) = λjfj(z), −∆T2hj = λjhj ,
ˆ
T2
|hj |2 = 1. (2.38)
Immediately,
fj(z) = cje
−
√
λjz + c∗je
√
λjz. (2.39)
Notice that ˆ
T2×{z}
|V∞|2 = (k+z + β+)2 +
∞∑
j=1
|fj(z)|2. (2.40)
By the linear growth property (2.36), we obtain that c∗j = 0 for all j ∈ Z+. Therefore,ˆ
T2×{z}
|V∞ − (k+z + β+)|2 =
∞∑
j=1
|cj |2e−2
√
λjz = O(e−2
√
λ1z) as z → +∞, (2.41)
where λ1 > 0 is the minimum of ΛT2 . To see the O(e
−2√λ1z) estimate, note that the series converges
for z = 1. Applying elliptic regularity to the harmonic function V̂∞ ≡ V∞ − (k+z + β+),
‖V̂∞‖W 2,2(Br/2(q)) ≤ C‖V̂∞‖L2(Br(q)) ≤ Ce−2
√
λ1z (2.42)
for all balls Br(q) as above, where C depends only on the diameter and on the injectivity radius of
T2. By the 3-dimensional Sobolev embedding W 2,2 →֒ C0, 12 ,
|V∞(x, y, z) − (k+z + β+)| = O(e−
√
λ1z) as z → +∞. (2.43)
Standard elliptic regularity then shows that for any k ∈ N,
|∇kg0(V∞(x, y, z) − (k+z + β+))| = O(e−
√
λ1z) as z → +∞. (2.44)
The same argument applies in the case z → −∞.
Now we prove the slope relation (2.30). Fix R > 0. Then by Green’s formula,
V ′∞(R)− V ′∞(−R) =
ˆ
T2×[−R,R]
∆V∞. (2.45)
Thus, by the definition of k+ and the analogous definition of k−,
k+Areag0(T
2)− k−Areag0(T2) = −2π. (2.46)
It follows that
k− − k+ = 2π
Areag0(T
2)
. (2.47)
Since V∞ is symmetric in z, it holds that k− = −k+ and the claim follows. 
It is straightforward to use superposition to extend the above construction to the case of multiple
poles. Precisely, we have the following corollary.
Corollary 2.7. Let (T2 ×R, g0) be a flat cylinder with a flat product metric g0. Given a finite set
Pm0 ≡ {p1, . . . , pm0} ⊂ T2 × R, there is a sign changing Green’s function V∞ with
−∆g0V∞ = 2π
m0∑
k=1
δpk , (2.48)
and there are linear functions L±(z) = k±z + β± with
k− = −k+ = πm0
Areag0(T
2)
> 0 (2.49)
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such that for all k ∈ N,
|∇kg0(V∞(z)− L−(z))| = O(e
√
λ1z), z → −∞,
|∇kg0(V∞(z)− L+(z))| = O(e−
√
λ1z), z → +∞,
(2.50)
where λ1 > 0 is the smallest eigenvalue of −∆T2.
Remark 2.8. The asymptotics in Theorem 2.6 have an intuitive electro-magnetic interpretation.
Namely, for |z| large, the electric potential determined by the union of point charges on Λ×{z0} is
approximated by an evenly distributed charge on the corresponding plane C×{z0} in the universal
cover. The electric potential of this uniformly charged plate corresponds to the linear term in V∞.
Further, for any number of charged plates parallel to the xy-plane located at z = zi, i = 1, . . . ,m0,
we can add together the corresponding Vi to get the potential V = V1+ · · ·+Vm0 , and the potential
at large distances looks like the potential due to m0 uniformly charged plates.
In Section 6, we will use V∞ to construct a potential Vβ which is positive in a large region, and
such that [ 12π ∗dVβ ] ∈ H2(U,Z) is a integral class, which will then be used to define our neck metric.
3. The asymptotic geometry of Tian-Yau spaces
In this section we review the Tian-Yau construction [TY90] of complete Ricci-flat Ka¨hler metrics
on the complement of a smooth anti-canonical divisor in a smooth Fano manifold. In complex
dimension 2 these metrics are hyperka¨hler and will be used in our gluing construction in Section 6.
The Ricci-flat metrics constructed in [TY90] are asymptotic to the Calabi model space at infinity.
We first give the definition of the latter. Let D be an (n−1)-dimensional compact Ka¨hler manifold
with trivial canonical bundle and let L→ D be an ample line bundle. We fix a nowhere vanishing
holomorphic (n − 1)-form ΩD on D with
1
2
ˆ
D
i(n−1)
2
ΩD ∧ΩD = (2πc1(L))n−1. (3.1)
By Yau’s resolution of the Calabi conjecture [Yau78], there exists a unique Ricci-flat Ka¨hler metric
ωD ∈ 2πc1(L) satisfying the equation
ωn−1D =
1
2
i(n−1)
2
ΩD ∧ ΩD. (3.2)
Up to scaling there exists a unique hermitian metric h on L whose curvature form is −iωD. We
now fix a choice of h. Then the Calabi model space is the subset C of the total space of L consisting
of all elements ξ with 0 < |ξ|h < 1, endowed with a nowhere vanishing holomorphic volume form
ΩC and a Ricci-flat Ka¨hler metric ωC which is incomplete as |ξ|h → 1 and complete as |ξ|h → 0.
The holomorphic volume form ΩC is uniquely determined by the equation
Zy ΩC = p∗ΩD (3.3)
where p : C → D is the bundle projection and Z is the holomorphic vector field generating the
natural C∗-action on the fibers of p. The metric ωC is given by the Calabi ansatz
ωC =
n
n+ 1
i∂∂¯(−log |ξ|2h)
n+1
n (3.4)
and satisfies the Monge-Ampe`re equation
ωnC =
1
2
in
2
ΩC ∧ ΩC , (3.5)
hence is Ricci-flat. Define z = (−log |ξ|2h)1/n. It is easy to check that z is the ωC-moment map for
the natural S1-action on L. Then the ωC-distance function r to a fixed point in C satisfies
C−1z
n+1
2 ≤ r ≤ Cz n+12 (3.6)
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uniformly for all z ≥ 1.
If n = 2 then D = E is an elliptic curve and the Calabi model space is hyperka¨hler and agrees
with the Gibbons-Hawking construction from Section 2.2. To see this, we choose A = 2π deg(L)
and a flat Ka¨hler form ωE = Ae1 ∧ e2 and a holomorphic 1-form ΩE = A1/2(e1 + ie2) on E such
that ωE =
i
2ΩE ∧ ΩE . Then the Calabi ansatz produces a holomorphic 2-form ΩC and a Ricci-flat
Ka¨hler form ωC on C such that ω2C = 12ΩC ∧ ΩC . In particular,
ωC ≡ (ωC , Re(ΩC), Im(ΩC)) (3.7)
is a hyperka¨hler triple.
Proposition 3.1. The hyperka¨hler structure ωC is diffeomorphism equivalent to the one given by
the Gibbons-Hawking ansatz with V = z on Nil3b(ǫ, τ)× (0,∞) as in Section 2.2, where b = deg(L),
τ is the modulus of E in the upper half-plane, A = 2πb = ǫ2Im(τ), and θ = θb.
Proof. The natural S1-action on C obviously preserves ωC , so ωC must be given by the Gibbons-
Hawking construction. It suffices to determine the hyperka¨hler moment map π = (π1, π2, π3) and
the potential V . We already know that the ωC-moment map is given by π1 = (−log |ξ|2h)1/2 = z,
and it is easy to check that the ΩC-moment map π2 + iπ3 equals the bundle projection p : C → E
followed by the Abel-Jacobi isomorphism E → C/periods , x 7→ ´ xx0 iΩE, for an arbitrary but fixed
basepoint x0 ∈ E. Also, V −1 is the norm-squared of the Killing field, so that
V −1 = (−log |ξ|2h)−1/2 = z−1.
The Calabi construction provides us with an explicit realization M = C of the total space of the
S1-bundle and with a specific choice of connection form θ given by the Chern connection of L with
respect to h. The diffeomorphism equivalence to the model Nil3b(ǫ, τ)×(0,∞) with connection form
θb (after rotating ΩC to eiαΩC if necessary) follows from the discussion before Remark 2.4. 
Remark 3.2. In [TY90] the volume growth and curvature decay rates of the n-dimensional Calabi
metric ωC are estimated as O(r
2n
n+1 ) and O(r−
2
n+1 ), respectively. When n = 2, this suggests that
|Rm| is borderline not in L2. However, while the volume estimate is sharp for all n, the curvature
estimate is sharp only for n ≥ 3. For n = 2, the leading term in the asymptotic expansion of the
curvature vanishes because the Calabi-Yau metric on an elliptic curve is flat, and the true curvature
decay rate of ωC for n = 2 is O(r−2). This was also pointed out by R. Kobayashi in [Kob90] but is
perhaps most easily seen in the Gibbons-Hawking picture.
We now explain the Tian-Yau construction [TY90] of complete Ricci-flat Ka¨hler metrics asymp-
totic to a Calabi ansatz at infinity. Let M be a smooth Fano manifold of complex dimension n,
let D ∈ |K−1M | be a smooth divisor, and let L denote the holomorphic normal bundle to D in M .
Then D has trivial canonical bundle and L is ample, so in particular we can choose a holomorphic
volume form ΩD on D which satisfies (3.1). We fix a defining section S of D, so that S
−1 can be
viewed as a holomorphic n-form ΩX on X =M \D with a simple pole along D. After scaling S by
a nonzero complex constant, we may assume that ΩD is the residue of ΩX along D. (In practice
this means that ΩX is asymptotic to ΩC near D with respect to a suitable diffeomorphism between
tubular neighborhoods of D in M and of the zero section in L.) Lastly, we fix a hermitian metric
hM on K
−1
M whose curvature form is strictly positive on M and restricts to the unique Ricci-flat
Ka¨hler form ωD ∈ 2πc1(L) on D. Then
ωX ≡ n
n+ 1
i∂∂¯(−log |S|2hM )
n+1
n (3.8)
defines a Ka¨hler form on a neighborhood of infinity inX. In fact, by multiplying hM by a sufficiently
small positive constant, we can arrange that ωX is defined and strictly positive on all of X. As
expected, ωX is then complete and asymptotic to ωC , where the hermitian metric h used in (3.4) is
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simply the restriction of hM to K
−1
M |D = L. In particular, ωX is asymptotically Ricci-flat and the
ωX-distance function rX to any fixed basepoint in X can be uniformly estimated by
C−1(−log |S|2hM )
n+1
2n ≤ rX ≤ C(−log |S|2hM )
n+1
2n as |S|hM → 0. (3.9)
The following theorem is proved in [TY90] by solving a Monge-Ampe`re equation with reference
metric ωX . The exponential decay statement follows from Proposition 2.9 in [Hei12].
Theorem 3.3 ([TY90, Hei12]). There is a smooth function φ on X such that ωTY ≡ ωX + i∂∂¯φ
is a complete Ricci-flat Ka¨hler metric on X solving the Monge-Ampe`re equation
ωnTY =
1
2
in
2
ΩX ∧ ΩX . (3.10)
Moreover, there is a constant δ0 = δ0(M,D) > 0 such that for all integers k ≥ 0,
|∇kgXφ|gX = O(e−δ0r
n
n+1
X ) as rX →∞. (3.11)
We remark that polynomial decay estimates were obtained in [KK10].
To make this result useful for our gluing construction in this paper, we need to replace ωX by
the Calabi model metric ωC in (3.11). This amounts to estimating the convergence of ωX to ωC .
In the following, the big-O notation will mean with respect to the limit z → ∞, unless otherwise
indicated.
Proposition 3.4. There is a diffeomorphism Φ : C \K ′ → X \K, where K ⊂ X is compact and
K ′ = {|ξ|h ≥ 12}, such that the following hold uniformly for all large enough values of z.
(a) We have the complex structure asymptotics
|∇kgC(Φ∗JX − JC)|gC = O(e−(
1
2
−ǫ)zn) for all k ≥ 0, ǫ > 0. (3.12)
(b) We have the holomorphic n-form asymptotics
|∇kgC(Φ∗ΩX − ΩC)|gC = O(e−(
1
2
−ǫ)zn) for all k ≥ 0, ǫ > 0. (3.13)
(c) There is some positive constant
δ > 0 (3.14)
such that for all k ≥ 0 the Ricci-flat Ka¨hler metric ωTY satisfies the asymptotics
|∇kgC(Φ∗ωTY − ωC)|gC = O(e−δz
n/2
). (3.15)
Proof. One can prove using an argument due to Donaldson that items (a) and (b) are equivalent.
The point is that ΩX uniquely determines JX because JX is determined by knowing the subspace
Λ1,0JX ⊂ Λ1CX, and we have Λ
1,0
JX
X = ker T , where T : Λ1
C
X → Λn+1
C
X is the C-linear map defined
by Tα = ΩX ∧ α. See Lemma 2.14 in [CH13] for details.
Item (b) can be proved by following the steps of a similar estimate in the asymptotically conical
case in Section 2.2 of [CH15]. Fix any background hermitian metric g on M . Via g-orthogonal
projection, the holomorphic normal bundle L = ND = T
1,0M |D/T 1,0D is naturally isomorphic to
the g-orthogonal complement (T 1,0D)⊥ ⊂ T 1,0M as a C∞ complex line bundle, and the g-normal
exponential map defines a diffeomorphism from a neighborhood of the zero section in (T 1,0D)⊥ to a
neighborhood of D inM . Let Φ be the composition of these two maps. Then Φ is a diffeomorphism
from a neighborhood of the zero section in L to a neighborhood of D in M , and the restriction of
Φ to the zero section is IdD. Note that Φ is almost never holomorphic, but in generic situations Φ
will be one of the “most holomorphic” diffeomorphisms between tubular neighborhoods of D in L
and in M . In any case, Φ turns out to be good enough to obtain the asymptotics (3.13).
Fix a point on D. Let (z1, . . . , zn−1, w) be local holomorphic coordinates on M centered at this
point such that D is locally cut out by w = 0. Then (z1, . . . , zn−1, w) may also be viewed as local
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holomorphic coordinates on L corresponding to the normal vector w( ∂∂w +T
1,0D) ∈ L based at the
point (z1, . . . , zn−1, 0) ∈ D. In these coordinates we may write
ΩX =
(
f(z)
w
+ g(z, w)
)
dz1 ∧ . . . ∧ dzn−1 ∧ dw, (3.16)
ΩC =
f(z)
w
dz1 ∧ . . . ∧ dzn−1 ∧ dw, (3.17)
where f, g are local holomorphic functions with f(z) 6= 0 for all z. In order to compare Φ∗ΩX to
ΩC , we define new C∞ complex coordinates (z′1, . . . , z
′
n−1, w) on M by
z′i(z, w) = zi − ai(z)w, where ai(z) =
∂(zi ◦ Φ)
∂w
∣∣∣∣
(z,0)
. (3.18)
Using the fact that dΦ is complex linear at w = 0 and that Φ∗( ∂∂w ) =
∂
∂w +
∑
ai(z)
∂
∂zi
at w = 0,
it is easy to check that these new coordinates satisfy
Φ∗dz′i = dzi and Φ
∗dw = dw at w = 0. (3.19)
By Taylor expansion, it follows directly from this that
Φ∗z′i = zi +Aiw
2 +Biww + Ciw
2 and Φ∗w = w +Aw2 +Bww + Cw2 (3.20)
with smooth functions Ai, Bi, Ci and A,B,C. We now express the coordinates (z, w) in (3.16) in
terms of (z′, w) using (3.18), and then use (3.20) to compare Φ∗ΩX to ΩC . The first step yields
ΩX =
f(z′)
w
dz′1 ∧ . . . ∧ dz′n−1 ∧ dw +Υ ∧ dw, (3.21)
where Υ extends to a smooth complex (n− 1)-form on a neighborhood of D in M . Then
Φ∗ΩX − ΩC
=
(A′ +B′ww + C
′w2
w2
)(Υ′ ∧ dw) + (A′′ +B′′ww + C ′′w
2
w2
)(Υ′′ ∧ dw) + (wΘ′ + wΘ′′ + w2w Θ′′′)
1 +Aw +Bw + C w
2
w
+Φ∗Υ ∧ (dw + wφ′ + wφ′′),
(3.22)
where A′, B′, C ′, A′′, B′′, C ′′,Υ′,Υ′′,Θ′,Θ′′,Θ′′′, φ′, φ′′ extend to smooth complex functions, (n− 1)-
forms, n-forms, and 1-forms on a neighborhood of D in L, respectively. The reason for writing the
right-hand side of (3.22) in this way is that a smooth complex n-form is small with respect to gC if
it either contains an explicit factor of w or w in front, or if it splits off a wedge factor of dw or dw.
Unfortunately the right-hand side of (3.22) is not smooth at the divisor but all non-smooth terms
are due to factors of w/w, which satisfy the same estimates as smooth functions.
It remains to prove appropriate estimates on |∇kgCF |gC for all k ≥ 0, where F is either a smooth
function on a neighborhood of D in L, or F = w/w. To begin, note that
|∇kgCzi|gC = O(1) for all k ≥ 0, (3.23)
|w| = O(e− 12zn), |∇kgCw|gC = O(e−(
1
2
−ǫ)zn) for all k ≥ 1, ǫ > 0, (3.24)
|w−1| = O(e 12 zn), |∇kgCw−1|gC = O(e(
1
2
+ǫ)zn) for all k ≥ 1, ǫ > 0. (3.25)
Here the bound |zi| = O(1) is clear, and the bounds |w±1| = O(e∓ 12zn) follow from the definition of
the moment map z = (−log |ξ|2h)1/n together with the fact that |ξ|2h = |w|2e−φ with φ independent
of w,w. The higher derivative bounds in (3.23)–(3.25) follow from these pointwise bounds by using
elliptic estimates for holomorphic functions on a Ka¨hler manifold of C∞ bounded geometry (these
estimates apply here because gC is Ricci-flat Ka¨hler of bounded curvature). Note that the ǫ-terms
in (3.24)–(3.25) are necessary because the sup of |w| over a gC-ball of radius 1 is O(|w|1−ǫ) for every
ǫ > 0 but is not O(|w|), unlike on a cylinder C∗w ×D with model metric |d logw|2 + gD.
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We now prove by induction that for all smooth functions F on a neighborhood of D in L,
|F | = O(1), |∇kgCF |gC = O(eǫz
n
) for all k ≥ 1, ǫ > 0. (3.26)
Indeed, the pointwise bound is clear, and for k ≥ 1 we apply ∇k−1gC to the expansion
dF =
∂F
∂w
dw +
∂F
∂w
dw +
n−1∑
i=1
∂F
∂zi
dzi +
n−1∑
i=1
∂F
∂zi
dzi, (3.27)
using the inductive hypothesis to control ∇k−1gC of the partials of F on the right-hand side and using
(3.23)–(3.24) to control ∇k−1gC of dzi, dzi, dw, dw. This proves (3.26). By using (3.24)–(3.25) we can
then prove in a similar manner that∣∣∣∣ww
∣∣∣∣ = O(1), ∣∣∣∣∇kgC (ww
)∣∣∣∣
gC
= O(eǫz
n
) for all k ≥ 1, ǫ > 0. (3.28)
Taken together, (3.26) and (3.28) allow us to estimate all contributions to (3.22) in all Ck norms
with respect to gC , proving item (b).
To prove item (c), notice that in local coordinates ξ = (z1, . . . , zn−1, w) ∈ L as above,
Φ∗|S|2hM = (1 +G)|ξ|2h = (1 +G)|w|2e−φ (3.29)
with smooth real-valued locally defined functions G and φ, where G vanishes at w = 0 and φ does
not depend on w,w. Notice that G = Fw + Fw for some smooth complex-valued locally defined
function F . This structure of the Φ∗JX-Ka¨hler potential of Φ∗ωX , together with (3.24), (3.26), and
item (a), makes it possible to prove that for all k ≥ 0, ǫ > 0,
|∇kgC(Φ∗ωX − ωC)|gC = O(e−(
1
2
−ǫ)zn). (3.30)
Similarly by Theorem 3.3 we get for some δ > 0 depending on δ0 that for all k ≥ 0,
|∇kgC(Φ∗ωTY − Φ∗ωX)|gC = O(e−δz
n/2
). (3.31)
This completes the proof of item (c). 
Remark 3.5. The decay of the Ricci-flat Ka¨hler form ωTY to its asymptotic model ωC is weaker
than the decay of the complex structure and of the holomorphic volume form. The reason is that
the latter is obtained by an explicit computation where the errors admit an expansion in terms of
|w| ∼ e−zn/2. On the other hand, the decay rate of ωTY depends on an analysis of the Tian-Yau
solution of the Monge-Ampe`re equation, which is related to the fact that the decay rate of harmonic
(not necessarily holomorphic) functions on the Calabi model space (see Section 4) is in general only
O(e−δz
n/2
). It is an interesting question if O(e−δz
n/2
) decay of the Ka¨hler form is indeed optimal.
This is a global question because one can easily construct Tian-Yau solutions outside a compact
set with leading term equal to any given decaying harmonic function which is not pluriharmonic.
When n = 2, the Tian-Yau metric is hyperka¨hler, and the corresponding hyperka¨hler triple ωTY
is determined by ωTY and ΩX . Let ωC be the Calabi hyperka¨hler triple defined in (3.7).
Corollary 3.6. Under the same diffeomorphism Φ as in Proposition 3.4 we have that
|∇kgC(Φ∗ωTY − ωC)|gC = O(e−δz) (3.32)
for all k ≥ 0, where δ > 0 is the same constant as in (3.14).
In our gluing construction we need the following refinement of Corollary 3.6.
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Lemma 3.7. There exists a triple of 1-forms a with ∂z ya = 0 such that
Φ∗ωTY − ωC = da (3.33)
and such that for all k ≥ 0 and all ǫ > 0,
|∇kgCa|gC = O(e−(δ−ǫ)z). (3.34)
Proof. By Proposition 3.1, the Calabi space C is diffeomorphic to Nil3b ×(0,∞) in such a way that
the Calabi metric gC becomes the Gibbons-Hawking metric (2.19). Ignoring this diffeomorphism,
we have a 2-form triple φ and a 1-form triple ψ such that ∂z yφ = 0, ∂z yψ = 0, and
Φ∗ωTY − ωC = φ+ dz ∧ψ. (3.35)
Since ωTY ,ωC are closed, it follows that
dNil3b
φ = 0, ∂zφ− dNil3bψ = 0. (3.36)
Now we define the 1-form triple
a ≡ −
ˆ ∞
z
ψ dz. (3.37)
Thanks to (3.32), this integral exists and satisfies (3.34). Note that this is not completely obvious
because the 1-form basis dx, dy, dt − xdy on Nil3b is not parallel with respect to gC . However, this
effect is absorbed by the ǫ in (3.34) because all error terms are at worst polynomial in z. Property
(3.33) now follows in a standard manner by using (3.36). 
4. Liouville theorem for harmonic functions
In this section and the next, we will set up some technical tools for the gluing construction. One
of the crucial technical ingredients in analyzing the linearized operator is to establish a Liouville
theorem on the complete non-compact hyperka¨hler manifolds that arise in our context.
Our main goal in this section is to prove a Liouville theorem for harmonic functions with a small
enough exponential growth rate, on a complete Riemannian 4-manifold (X4, g) with non-negative
Ricci curvature which is asympotically Calabi in the sense of Definition 4.1. This is a necessary
step towards proving our Liouville theorem for half-harmonic 1-forms in Section 5.
Definition 4.1. Given some constant δ > 0, a complete Riemannian manifold (X4, g) is said to be
δ-asymptotically Calabi if there exist a compact subset K ⊂ X and a Calabi model space (C, gC)
as defined in Section 3, and a diffeomorphism
Φ : C \K ′ → X \K (4.1)
with K ′ = {|ξ|h ≥ 12} ⊂ C such that for all k ≥ 0,
|∇kgC(Φ∗g − gC)|gC = O(e−δz) as z →∞, (4.2)
where z = (−log |ξ|2h)1/2 denotes the natural moment map coordinate on (C, gC).
Example 4.2. According to Proposition 3.4, any complete hyperka¨hler Tian-Yau space (X4, g) as
in Theorem 3.3 is δ-asymptotically Calabi for some appropriate constant δ > 0.
The following is our main result in this section.
Theorem 4.3. Let (X4, g) be a complete Riemannian 4-manifold which is δ-asymptotically Calabi
for some δ > 0 and which has Ricg ≥ 0. Then there exists an ℓ0 ∈ (0, 1) depending on (X4, g) such
that if u is a harmonic function on (X4, g) with u = O(eℓ0z) as z →∞, then u is a constant.
The proof heavily relies on the elliptic theory of the Laplace operator on the Calabi model space.
We begin with a careful study of this model operator.
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4.1. Separation of variables on the model space. We work with a Calabi model space C with
a smooth divisor D defined as in Section 3. The Calabi metric is given by
ωC =
n
n+ 1
√−1∂∂¯(− log |ξ|2h)
n+1
n , (4.3)
which is well-defined for |ξ|h < 1. In order to carry out separation of variables, we will study the
local representation of the Laplace operator ∆C on C.
We choose local holomorphic coordinates z = {zi}n−1i=1 on the smooth divisor D, and fix a local
holomorphic trivialization e0 of the line bundle L with |e0|2 = e−ψ, where ψ : D → R is a smooth
function. So we get local holomorphic coordinates (z, w) ≡ (z1, . . . , zn−1, w) on C by writing a
point ξ ∈ C as ξ = we0(z). Then |ξ|2h = |w|2e−ψ. We may assume ψ(0) = 1, dψ(0) = 0 and√−1∂∂¯ψ = ω0. Let π : C → D be the obvious projection map. Then we obtain
ωC = (− log |ξ|2h)
1
nωD +
1
n
(− log |ξ|2h)
1
n
−1√−1(dw
w
− ∂ψ) ∧ (dw¯
w¯
− ∂¯ψ). (4.4)
Let u be a C2-function in the Calabi space C, the Laplacian at points in the fiber π−1(0) is given
by
∆Cu = (− log |ξ|2h)−
1
n
n−1∑
i=1
∂2u
∂zi∂z¯i
+ n(− log |ξ|2h)−
1
n
+1|w|2 ∂
2u
∂w∂w¯
. (4.5)
Now denote ̺ ≡ |ξ|h, then we can write
w = ̺e
ψ
2
+
√−1θ, (4.6)
where ∂θ generates the natural S
1-rotation on the total space of L. Then it is straightforward to
check that
∂̺
∂w
=
̺
2w
,
∂θ
∂w
=
1
2
√−1w,
∂̺
∂zi
= −1
2
̺∂ziψ,
∂θ
∂zi
= 0 (4.7)
and
|w|2 ∂
2
∂w∂w¯
u =
1
4
(̺2u̺̺ + ̺u̺ + uθθ). (4.8)
For fixed r0 ∈ (0, 1), the level set Y 2n−1 ≡ {̺ = r0} is equipped with the induced Riemannian
metric given by
h0 = (− log r20)
1
n gD +
1
n
(− log r20)
1
n
−1r20(dθ −
1
2
dcψ)⊗ (dθ − 1
2
dcψ). (4.9)
Now we consider a smooth function φ ∈ C∞(Y 2n−1) with
L∂θφ =
√−1jφ (4.10)
for some integer j. Replacing φ by φ¯ if necessary we may assume j ≥ 0. Then φ is induced by a
smooth section φˆ of (L∗)⊗j . Precisely, if we locally write φˆ(z) = Φ(z)(e0(z)∗)⊗j , then
φ(z, w) = wjΦ(z)|̺=r0 = rj0ej(
ψ
2
+
√−1θ)Φ(z). (4.11)
Now let φˆ be a non-zero eigen-section of the ∂¯-Laplace operator, i.e.
∆∂¯φˆ = λˆφˆ. (4.12)
By Kodaira-Nakano formula ∆∂¯ = ∆∂ + j(n− 1), so we have λˆ ≥ j(n− 1). By a direct calculation,
we get that on π−1(0),
n−1∑
i=1
∂2φ
∂zi∂z¯i
=
(
− λˆ+ j(n− 1)
2
)
φ. (4.13)
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Moreover, by the local expression of h0 as in (4.9), one can directly check that on π
−1(0) ∩ Y 2n−1,
∆h0φ = (− log r20)−
1
n
∑
i
∂2φ
∂zi∂z¯i
+ n(− log r20)−
1
n
+1r−20 φθθ
=
(
(− log r20)−
1
n (−λˆ+ j(n − 1)
2
)− j2n(− log r20)−
1
n
+1r−20
)
φ.
(4.14)
Now suppose a smooth function u(̺, z) on the Calabi space C is of the form u ≡ f(̺)φ(y), where
φ is a function on Y 2n−1 satisfying (4.10) and (4.13). In polar coordinates, we obtain
∆Cu = φ(y) ·
(
(− log ̺2)− 1n ((−λˆ+ j(n − 1)
2
)f − n− 1
2
̺f̺)
+
n
4
(− log ̺2)1− 1n (̺2f̺̺ + ̺f̺ − j2f)
)
= φ(y) · (− log ̺2)− 1n
(n
4
(− log ̺2)(̺2f̺̺ + ̺f̺ − j2f)
− n− 1
2
̺f̺ − (λˆ− j(n − 1)
2
)f
)
. (4.15)
Notice this formula is now independent of the choice of local holomorphic coordinates. So u is
harmonic if and only if
n
4
(− log ̺2)(̺2f̺̺ + ̺f̺ − j2f)− n− 1
2
̺f̺ − (λˆ− j(n− 1)
2
)f = 0. (4.16)
Denote z = (− log ̺2) 1n , then we get
fzz − (n(λˆ− j(n− 1)
2
) +
j2n2
4
zn)zn−2f = 0. (4.17)
In this section, we will also analyze the Poisson equation
∆Cu = v. (4.18)
Suppose now v ≡ ζ(̺) · φ(y), then the same separation of variables gives the following ODE
fzz − (n(λˆ− j(n− 1)
2
) +
j2n2
4
zn)zn−2f = zn−1 · ζ. (4.19)
We remark that a similar separation of variables was carried out in [KK10], but we will need
stronger estimates on solutions in order to prove Theorem 4.3.
For our application we focus on the case n = 2. So the corresponding ODEs become
fzz − (λ+ j2z2)f = 0 (4.20)
and
fzz − (λ+ j2z2)f = z · ζ, (4.21)
where
λ ≡ 2λˆ− j ≥ j. (4.22)
We have assumed j ≥ 0 in the above discussion, but notice that the Laplace operator is a real
operator, so the ODEs we get for j and −j are the same. Denote z0 ≡ (− log r20)
1
2 , then we notice
that each eigenvalue of ∆h0 can be represented by
Λ =
λ
2z0
+
2z0 · j2
r20
. (4.23)
With the above computations, we are ready to set up the ODE system. Now we fix some
r0 ∈ (0, 1), and define (Y 3, h0) to be the level set {r = r0} endowed with the induced Riemannian
metric h0. The above computations tell us that the eigenvalues of Y
3 is given by linear combinations
of λˆ and j. Below we will parametrize our summation in terms of eigenvalues of (Y 3, h0) (counted
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with multiplicity), but we shall keep in mind that we have further split the eigenspaces of ∆h0
according to the S1 action hence an eigenvalue is naturally written in terms of a linear combination
of λˆ and j.
We denote by {Λk}∞k=1 the spectrum of ∆h0 and let {ϕk}∞k=1 be the eigenfunctions which are
homogeneous under the S1 action and with
−∆h0ϕk = Λk · ϕk. (4.24)
In the above notations, one can compute that in the case n = 2,
Λk =
λk
2z0
+
2z0 · j2k
r20
. (4.25)
First, we carry out separation of variables for harmonic functions on ∆C . Let u be a harmonic
function on the model space C, namely,
∆Cu = 0 (4.26)
For every fixed z, we can write the L2-expansion along the fiber Y 3,
u(z,y) =
∞∑
k=1
uk(z) · ϕk(y). (4.27)
The above computations tell us that for each k ∈ Z+, there are numbers jk ∈ N and λk ≥ njk such
that the function uk(z) satisfies the differential equation
d2uk(z)
dz2
− (j2kz2 + λk)uk(z) = 0, z ≥ 1. (4.28)
We also consider the Poisson equation
∆Cu = v. (4.29)
Take the L2-expansion of v in the direction of the cross section Y 3,
v(z,y) =
∞∑
k=1
ξk(z) · ϕk(y), (4.30)
then the same procedure of separation of variables leads to a differential equation
d2uk(z)
dz2
− (j2kz2 + λk)uk(z) = ξk(z) · z. (4.31)
We end this subsection by giving a model example of the fiber Y 3.
Example 4.4 (The spectrum of a Heisenberg manifold). In our interested context, Y 3 is a Heisen-
berg nilpotent manifold. We consider a simple example that Y 3 ≡ H(1,Z) \H(1,R) with
H(1,R) ≡

1 x t0 1 y
0 0 1
 : x, y, t ∈ R
 . (4.32)
and
H(1,Z) ≡

1 m p0 1 n
0 0 1
 : m,n, p ∈ Z
 . (4.33)
In this case, Y 3 is a Heisenberg manifold of degree 1. As a T2 bundle over S1, its monodromy is
given by ( 1 10 1 ) ∈ SL(2,Z). So it is standard that the spectrum consists of two classes of eigenvalues
T ≡
{
4π2(k2 + ℓ2)
∣∣∣k, ℓ ∈ Z} and S ≡ {2π|m|(2h + 1 + 2π|m|)∣∣∣m ∈ Z \ {0}, h ∈ N}. (4.34)
Detailed discussions can be found in [DS84] and [GW86]. So we can see that the above eigenvalues
coincide with the form (4.25).
26 HANS-JOACHIM HEIN, SONG SUN, JEFF VIACLOVSKY, AND RUOBING ZHANG
In the following subsections, we will analyze the convergence and regularity issues of the formal
solutions (4.28) and (4.31).
4.2. Uniform estimates for the fundamental solutions. A crucial step in applying the method
of separation of variables is to prove the C0-regularity of a formal solution obtained from the above
separation of variables. Specifically, in our context, to prove such a C0-regularity result, first we
need to obtain some effective estimates for the fundamental solutions to the linear differential
equation (see (4.28))
d2u(z)
dz2
− (j2z2 + λ)u(z) = 0, (4.35)
which arises from the harmonic functions on the Calabi manifold (C, gC). In our context, we always
require
j ≥ 0, h ≥ 0, z > 1. (4.36)
There are two different cases to analyze.
The first case is much simpler, i.e. j = 0 and the ODE becomes
d2u(z)
dz2
= λ · u(z). (4.37)
Further, if λ = 0, the solutions to (4.37) are linear. If λ > 0, the above equation has two linearly
independent solutions e
√
λz and e−
√
λz. All the required estimates in this case are standard and
straightforward. Geometrically, the ODE analysis for (4.37) arises naturally from the flat cylindrical
geometry and corresponding gluing constructions.
So in our case, we only focus on the case j ∈ Z+ which is substantially much more technically
involved. In the case j ∈ Z+, we have already shown in Section 4.1 that λ and j satisfy the relation
λ ≥ j ≥ 1. (4.38)
Hence for each pair of λ and j satisfying the above, we choose h ≥ 0 such that
λ = (2h + 1)j. (4.39)
From now on, we focus on the differential equation for every j ∈ Z+ and h ≥ 0,
d2u(z)
dz2
= j(jz2 + 2h+ 1)u(z). (4.40)
We will simplify the above equation by the following transformations. Let
y =
√
jz, V (y) = u
( y√
j
)
, (4.41)
then V (y) satisfies
d2V (y)
dy2
= (y2 + (2h+ 1))V (y). (4.42)
Further, we make the transformation
V (y) = e−
y2
2 Q(y), (4.43)
then Q sovles the differential equation
d2Q(y)
dy2
− 2ydQ(y)
dy
− 2(h + 1)Q(y) = 0. (4.44)
Notice that equation (4.44) is invariant under the change of variables y 7→ −y. Given y > 1 and
h ≥ 0, we define the following exponential integral
H−h−1(y) ≡
ˆ ∞
0
e−t
2−2tythdt. (4.45)
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Straightforward calculations show that for each given h ≥ 0, the functionsH−h−1(y) andH−h−1(−y)
are linearly independent solutions to (4.44). In fact, the above solutions coincide with the usual
Hermite functions up to a constant (see [Leb72] for more details). Eventually, we obtain two
solutions to (4.40),
F(z) = e− jz
2
2 H−h−1(−
√
jz) = e−
y2
2
ˆ ∞
0
e−t
2+2ty+h log tdt (4.46)
and
U(z) = e− jz
2
2 H−h−1(
√
jz) = e−
y2
2
ˆ ∞
0
e−t
2−2ty+h log tdt. (4.47)
The lemma below shows that F and U are two linearly independent solutions.
Lemma 4.5. The Wronskian is a constant given by
W(F ,U) = 2−h
√
jπΓ(h+ 1) > 0. (4.48)
In particular, F and U are linearly independent.
Proof. First observe that W(F(z),U(z)) = F ′(z)U(z) −F(z)U ′(z) is a constant. In fact,
d
dz
W(F(z),U(z)) =
(
F ′′(z)U(z) + F ′(z)U ′(z)
)
−
(
F(z)U ′′(z) + F ′(z)U ′(z)
)
= j(jz2 + 2h+ 1)(F(z)U(z) −F(z)U(z)) = 0. (4.49)
Hence W(F(z),U(z)) has to be a constant. Now we evaluate it at z = 0, we get
W(F ,U) = 2F ′(0)U(0).
Now
F ′(0) = 2
√
j
ˆ ∞
0
e−t
2
th+1dt =
√
jΓ(
h
2
+ 1),
and similarly
U(0) = 1
2
Γ(
h
2
+
1
2
).
Applying Legendre duplication formula
Γ(t)Γ(t+ 12 )
Γ(2t)
=
√
π
22t−1
, t > 0, (4.50)
we have
W(F ,U) = 2−h
√
jπΓ(h+ 1) > 0.

The regularity of the formal solutions obtained from the above separation of variables requires
very precise uniform estimates for the fundamental solutions F and U . We will use the Laplace
Method, which is inspired by [SS16] in a different context. Again we denote y =
√
jz and define
F (t) ≡ −t2 + 2ty + h log t
U(t) ≡ −t2 − 2ty + h log t. (4.51)
Straightforward computations tell us that both F and U are strictly concave when h ≥ 0. For fixed
y, let t0 and s0 be the unique (positive) critical points of F and U respectively. It is straightforward
that
t0 =
y
2
+
√
h2
2
+
y2
4
s0 = −y
2
+
√
h2
2
+
y2
4
.
(4.52)
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Lemma 4.6. The following uniform estimates hold for all j ∈ Z+ and h ≥ 0,
F(z) ≤ (1 +√π)e− jz
2
2
+F (t0(z)), (4.53)
U(z) ≤ (1 +√π)e− jz
2
2
+U(s0(z)). (4.54)
Proof. By the definition of F and U , it suffices to proveˆ ∞
0
eF (t)dt ≤ (1 +√π)eF (t0), (4.55)
and ˆ ∞
0
eU(t)dt ≤ (1 +√π)eU(s0). (4.56)
We only prove the first inequality and the second can be proved in exactly the same way. In fact,
the second can be proved exactly the same way. Denote a ≡ 2y. For ǫ ∈ (−1, 1] we have
F (t0(1 + ǫ))− F (t0) = −ǫ(ǫ+ 2)t20 + ǫat0 + h log(1 + ǫ)
= −ǫ2t20 + h(log(1 + ǫ)− ǫ)
≤ −ǫ2t20 − h(
ǫ2
2
− ǫ
3
3
) ≤ −ǫ2(t20 +
h
6
). (4.57)
The above computations imply that under the transformation t = t0(1 + ǫ),ˆ 2t0
0
exp(F (t))dt ≤
ˆ 2t0
0
exp
(
F (t0)− ǫ2(t20 +
h
6
)
)
dt
= t0 exp(F (t0))
ˆ 1
−1
exp
(
− (t20 +
h
6
)ǫ2
)
dǫ
=
t0√
t20 +
h
6
exp(F (t0))
ˆ √t20+h6
−
√
t20+
h
6
exp(−τ2)dτ
≤ √π exp(F (t0)). (4.58)
In addition, let t > 2t0, then
F (t)− F (2t0) ≤ F ′(2t0)(t− 2t0), (4.59)
and henceˆ ∞
2t0
exp(F (t))dt ≤ exp(F (2t0))
ˆ ∞
2t0
exp
(
F ′(2t0)(t− 2t0)
)
dt =
exp(F (2t0))
−F ′(2t0) . (4.60)
It can be directly computed that
F ′(2t0) = −4t0 + a+ h
2t0
= −4t
2
0 + h
2t0
< 0, (4.61)
then ˆ ∞
2t0
exp(F (t))dt ≤ 2t0
4t20 + h
exp(F (2t0)) ≤ 2t0
4t20 + h
· exp(F (t0))
exp(t20 +
h
6 )
≤ exp(F (t0)). (4.62)
Combining the above calculations,ˆ ∞
0
exp(F (t))dt ≤ (1 +√π) exp(F (t0)). (4.63)

NILPOTENT STRUCTURES AND COLLAPSING RICCI-FLAT METRICS ON K3 SURFACES 29
Apply the same method as in Lemma 4.6, we have the following asymptotic property of F and
U .
Lemma 4.7. For fixed j ∈ Z+ and h > 0, we have the following asymptotic formula
lim
z→+∞
F(z)
√
πe
jz2
2 (
√
jz)h
= 1 (4.64)
and
lim
z→+∞
U(z)
e−
jz2
2 Γ(h+ 1)(2
√
jz)−h−1
= 1. (4.65)
Proof. For simplicity, we will calculate the asymptotic behavior in y. For fixed h and j, as y →∞,
it is straightforward that
t0 = y +
h
2y
+O(y−2)
s0 =
h
2y
+O(y−2)
(4.66)
which implies that
F (t0) = y
2 + h log y +O(y−1)
U(s0) = −h+ h log h− h log(2y) +O(y−1).
(4.67)
First, we prove the asymptotics for F . As in the proof of Lemma 4.6, we getˆ ∞
0
eF (t)dt = eF (t0)
ˆ 2t0
0
eF (t)−F (t0)dt+
ˆ ∞
2t0
eF (t)dt
= t0e
F (t0)
ˆ 1
−1
e−t
2
0ǫ
2+h(log(1+ǫ)−ǫ)dǫ+
ˆ ∞
2t0
eF (t)dt. (4.68)
Notice that
lim
t0→∞
t0
ˆ 1
−1
e−t
2
0ǫ
2+h(log(1+ǫ)−ǫ)dǫ =
√
π, (4.69)
and
lim
t0→∞
e−F (t0)
ˆ ∞
2t0
eF (t)dt = 0. (4.70)
Moreover, by (4.66), lim
y→+∞ t0(y)→∞. It follows that
lim
z→∞
F(z)
√
πe−
jz2
2
+F (t0(z))
= 1. (4.71)
Combining the above limit and (4.67), the proof of (4.64) is complete.
In the case j ∈ Z+ and h > 0, we will prove the asymptotic behavior of U and we writeˆ ∞
0
eU(t)dt = s0e
U(s0)
ˆ ∞
−1
e−s
2
0ǫ
2+h(log(1+ǫ)−ǫ)dǫ
= s0e
U(s0)
ˆ ∞
−1
e−s
2
0ǫ
2 · (1 + ǫ)he−hǫdǫ. (4.72)
We claim that
lim
s0→0
ˆ ∞
−1
(e−s
2
0ǫ
2 − 1) · (1 + ǫ)he−hǫdǫ = 0. (4.73)
In fact, it is straightforward that for any s0 > 0,
− 1 ≤ e−s20ǫ2 − 1 ≤ 0 (4.74)
30 HANS-JOACHIM HEIN, SONG SUN, JEFF VIACLOVSKY, AND RUOBING ZHANG
and for any fixed h > 0, ˆ ∞
−1
(1 + ǫ)he−hǫdǫ <∞. (4.75)
Applying the dominated convergence theorem,
lim
s0→0
ˆ ∞
−1
(e−s
2
0ǫ
2 − 1) · (1 + ǫ)he−hǫdǫ = 0. (4.76)
This completes the proof the the claim. Next, by the definition of the gamma function,ˆ ∞
−1
(1 + ǫ)he−hǫdǫ = eh
ˆ ∞
0
e−hsshds = ehh−h−1Γ(h+ 1). (4.77)
Therefore,
lim
s0→0
ˆ ∞
−1
e−s
2
0ǫ
2+h(log(1+ǫ)−ǫ)dǫ = ehh−h−1Γ(h+ 1). (4.78)
Since lim
y→+∞ s0 = 0 and U yields to the asymptotic property (4.67), eventually we obtain (4.65). 
Lemma 4.8. There is an absolute constant C0 > 0 independent of j ∈ Z+ and h ≥ 0 such that the
following uniform estimate holds for all z ≥ 1,
0 <
eF̂ (z)+Û(z)
W(z) ≤ C0, (4.79)
where
F̂ (z) = −jz
2
2
+ F (t0(z)) (4.80)
and
Û(z) = −jz
2
2
+ U(s0(z)). (4.81)
Proof. The proof is based on Lemma 4.6. First, we discuss the case h = 0 and j ∈ Z+. Direct
computations give that t0 = y and s0 = 0, then by definition we have that F̂ (z) =
jz2
2 and
Û(z) = − jz22 . Therefore, (4.79) immediately follows.
Next, we prove the case j ∈ Z+ and h > 0. We notice that
t0 − s0 = a
2
(4.82)
t20 + s
2
0 =
a2
4
+ h (4.83)
t0s0 =
h
2
, (4.84)
by elementary calculations,
F (t0) + U(s0) = −(t20 + s20) + a(t0 − s0) + h log(t0s0)
=
a2
4
− h+ h log(h
2
) = jz2 − h+ h log(h
2
). (4.85)
Immediately we have that
eF̂ (z)+Û(z) ≤ e−h+h log(h2 ). (4.86)
Combining (4.86) and Lemma 4.5,
eF̂ (z)+Û (z)
W(z) ≤
e−h+h log(
h
2
)
√
jπ2−hΓ(h+ 1)
≤ C0. (4.87)
This proves the lemma. 
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A key technical point of this section is to construct a well-behaved solution of the Poisson equation
∆Cu = v (4.88)
by applying separation of variables and the uniform estimate on the ODE solutions. For this
purpose, we need the following monotonicity.
Lemma 4.9. Let F̂ (z) and Û(z) be the function defined in Lemma 4.8, then F̂ (z)−ηz is increasing
for z > 2η and Û(z) + ηz is decreasing for z > 2η.
Proof. Let y =
√
jz and a = 2y, then by definition,
F̂ = −a
2
8
− (t0(a))2 + at0(a) + h log(t0(a)) (4.89)
and
Û = −a
2
8
− (s0(a))2 − as0(a) + h log(s0(a)). (4.90)
We show that F̂ is increasing in a and Û is decreasing in a. Indeed,
dF̂
da
= −a
4
+ t0(a) +
(
− 2t0(a) + a+ h
t0(a)
)
t′0(a) =
√
h
2
+
a2
16
≥ a
4
. (4.91)
So the monotonicity of F̂ (z)− ηz immediately follows when z > 2η. Similarly, the monotonicity of
Û + ηz follows from the computation
dÛ
da
= −a
4
− s0(a) +
(
− 2s0(a)− a+ h
s0(a)
)
s′0(a) = −
√
h
2
+
a2
16
≤ −a
4
. (4.92)

4.3. Asymptotics of harmonic functions. Let (C, gC) be a Calabi model space with a cross
section Y 3. We will show that any harmonic function u with a slow exponential growth must be
linear.
Proposition 4.10 (Harmonic functions with slow exponential growth). Suppose u is harmonic on
the Calabi model space (C, gC), i.e.,
∆gCu = 0, (4.93)
If u = O(eδz) for some δ ∈ (0, δ), where δ > 0 depends only on the Calabi model space (C, gC). then
there are constants a0, b0 ∈ R such that
u(z) = a0z + b0 +O(e
−δz). (4.94)
Proof. To start with, we choose a closed Sakaki manifold Y 3 which is given by the level set {̺ = r0}
in the Calabi space C. Denote by {Λk}∞k=1 be the spectrum of (Y 3, h0), where h0 is the induced
Riemannian metric from gC . Let ϕk ∈ C∞(Y 3) be the eigenfunctions satisfying
−∆h0ϕk = Λkϕk
L∂θϕk =
√−1jkϕk, jk ∈ N.
(4.95)
As computed in Section 4.1, separation of variables gives the following expansion,
u(z,y) =
∞∑
k=1
uk(z) · ϕk(y) (4.96)
where y ∈ Y 3, and uk satisfies the equation
d2uk(z)
dz2
− (j2kz2 + λk)uk(z) = 0, z ≥ 1, (4.97)
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for some jk ∈ N and λk ≥ 1. Note that, in Section (4.1), we have shown the relations
Λk =
λk
z0
+
2z0 · j2k
r20
(4.98)
and λk ≥ jk, where z0 ≡ (− log r20)
1
2 . So all the estimates obtained in the previous sections directly
apply here.
Since the harmonic function u is smooth, so the convergence (4.96) is in the C∞ topology in any
compact subset of C. Immediately, for k ∈ Z+ and for some fixed z0 > 1,
|uk(z0)| =
∣∣∣ ˆ
Y 3
u · ϕk dvolh0
∣∣∣ = ∣∣∣ˆ
Y 3
u · (−∆h0)
K0ϕk
(Λk)K0
dvolh0
∣∣∣
≤ 1
(Λk)K0
∣∣∣ ˆ
Y 3
|(−∆h0)K0u| · ϕk dvolh0
∣∣∣ ≤ C1
(Λk)K0
, (4.99)
where
C1 ≡ ‖u‖C2K0 (Y 3×{z0}) · (Volh0(Y 3))1/2. (4.100)
Before discussing the asymptotic behavior of the harmonic function u, let us give a more precise
expression for each ODE solution uk under the growth condition u = O(e
δz) for 0 < δ < δ. First,
for every k ∈ Z+, there exist constants Ck and C∗k such that
uk(z) = Ck · Uk(z) + C∗k · Fk(z). (4.101)
The growth condition on u gives the growth of uk. Indeed, by assumption for any sufficiently large
z ∈ (2z0,+∞) with z0 > 106, it holds that
|u(z)| ≤ C0 · eδz , (4.102)
which implies that
|uk(z)| =
∣∣∣ˆ
Y 3
u · ϕk
∣∣∣ ≤ C0 · (Volh0(Y 3))1/2eδ0z. (4.103)
There are two cases to analyze:
First, we consider the case jk = 0, then uk satisfies the linear equation
u′′k(z)− λk · uk(z) = 0. (4.104)
We only consider λk > 0. Otherwise, the solution is just a linear function. In this case, we pick the
fundamental solutions
Fk(z) ≡ e
√
λk·z and Uk(z) ≡ e−
√
λk ·z, (4.105)
We define
δ ≡ min
{√
λk
∣∣∣k ∈ Z+} > 0. (4.106)
If we choose δ ∈ (0, δ), then (4.103) implies
C∗k = 0 (4.107)
for each k ∈ Z+ which satisfies jk = 0, and hence
uk(z) = Cke
−√λk ·z. (4.108)
Next, we consider the case k ∈ Z+ such that jk 6= 0. Lemma 4.7 implies that Fk is growing and
Uk is decaying. Therefore, apply (4.103) again, we have
C∗k = 0 (4.109)
for every k ∈ Z+ which satisfies jk 6= 0.
Combining the above two cases, we conclude that if δ ∈ (0, δ), then for every k ∈ Z+, there exists
some constant Ck ∈ R such that
uk(z) = Ck · Uk(z) (4.110)
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and hence
u(z,y) =
∞∑
k=1
Ck · Uk(z) · ϕk(y). (4.111)
By definition, in our context Um,h(z) > 0, so there is no harm to assume uk(z0) 6= 0.
Now we are in a position to estimate the upper bound of the harmonic function u which satisfies
u = O(eδz) with 0 < δ < δ. We still separate in two cases. First, we consider k ∈ Z+ with jk = 0.
For fixed z0 > 10
6, we apply (4.108), then for every sufficiently large z ∈ (2z0,+∞),∣∣∣ uk(z)
uk(z0)
∣∣∣ = ∣∣∣ Uk(z)Uk(z0)
∣∣∣ = e−√λk·(z−z0) ≤ e−δ(z−z0), (4.112)
and hence∣∣∣ ∑
k>0
jk≥1
uk(z) · ϕk(y)
∣∣∣ = ∣∣∣ ∑
k>0
jk=0
uk(z)
uk(z0)
· uk(z0) · ϕk(y)
∣∣∣
≤
∑
k>0
jk=0
∣∣∣ uk(z)
uk(z0)
∣∣∣ · |uk(z0)| · |ϕk(y)| ≤ Ce−δz/2 ·∑
k>0
jk=0
1
(Λk)K0−1
. (4.113)
Next, let k ∈ Z+ satisfy jk ≥ 1. For fixed z0 > 106 and take z ∈ (2z0,∞), then we have∣∣∣ uk(z)
uk(z0)
∣∣∣ = ∣∣∣ Uk(z)Uk(z0)
∣∣∣ ≤ e− jk(z2−z20)2 ≤ Ce− 3z28 . (4.114)
Taking the sum,∣∣∣ ∑
k>0
jk≥1
uk(z) · ϕk(y)
∣∣∣ = ∣∣∣ ∑
k>0
jk≥1
uk(z)
uk(z0)
· uk(z0) · ϕk(y)
∣∣∣
≤
∑
k>0
jk≥1
∣∣∣ uk(z)
uk(z0)
∣∣∣ · |uk(z0)| · |ϕk(y)| ≤ Ce− 3z28 ∑
k>0
jk≥1
1
(Λk)K0−1
. (4.115)
The estimates in the above two cases imply that
|u(z,y)| =
∣∣∣ ∞∑
k=1
uk(z) · ϕk(y)
∣∣∣
≤ C
(
e−δz/2
∑
k>0
jk=0
1
(Λk)K0−1
+ e−
3z2
8
∑
k>0
jk≥1
1
(Λk)K0−1
)
≤ Ce−δz/2
∞∑
k=1
1
(Λk)K0−1
. (4.116)
We can choose K0 ≥ 3, applying Weyl’s law, then the above numerical series converges and hence
|u(z,y)| ≤ C. (4.117)
Therefore, there exists sufficiently large N0 > 10
6 such that for all z ∈ (N0,∞)
|u(z) − (a0z + b0)| ≤ Ce−2πz, (4.118)
where C depends on Volh0(Y
3) and ‖u‖CK0 (Y 3×{z0}) for some fixed z0 > 106 and K0 ≥ 3.

Let u be a harmonic function on the Calabi model space (C, gC), then there is an expansion of u,
u(z,y) =
∞∑
k=1
(
CkUk(z) + C∗kFk(z)
)
ϕk(y). (4.119)
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Combining those growing and decaying components, we have the following decomposition of u,
u = up + un + (az + b), (4.120)
where
up(z,y) ≡
∑
k≥1
(λk ,jk)6=(0,0)
C∗k · Fk(z)ϕk(y) (4.121)
and
un(z,y) ≡
∑
k≥1
(λk ,jk)6=(0,0)
Ck · Uk(z)ϕk(y). (4.122)
Lemma 4.11. Let u satisfy ∆h0u = 0 and assume u = un, then un is a harmonic function with
u = O(e−δz) for some δ > 0.
Proof. The proof of the lemma is identical to the convergence arguments in Proposition 4.10.

4.4. Regularity and asymptotics for Poisson equation. With the above lemmas, the following
estimate for the solutions of the non-homogeneous equation immediately follows.
Lemma 4.12. Let (C, gC) be the model space with a fixed fiber (Y 3, h0). Let K0 ≥ 1 and let
ξ ∈ C2K0(C) satisfy the expansion
ξ(z,y) =
∞∑
k=1
ξk(z) · ϕk(y). (4.123)
In addition, assume that there is some η0 6= 0 such that for every 0 ≤ m ≤ 2K0,
|∇mξ(z,y)| = O(eη0z), (4.124)
then for every z ≥ 1 and k ∈ Z+,
|ξk(z)| ≤ Ce
η0z
(Λk)K0
, (4.125)
where the constant C > 0 is independent of k and z.
Proof. The estimate will be proved by the standard integration by parts. Since the eigenfunctions
ϕk satisfy
−∆h0ϕk = Λkϕk (4.126)
and ‖ϕk‖L2(Y 3) = 1, we have that∣∣∣ξk(z)∣∣∣ = ∣∣∣ ˆ
Y 3
ξ · ϕk
∣∣∣ = ∣∣∣ˆ
Y 3
ξ · (−∆h0)
K0ϕk
(Λk)K0
∣∣∣
≤ 1
(Λk)K0
ˆ
Y 3
|∆K0h0 ξ| · |ϕk| ≤
Q2K0 ·Volh0(Y 3)1/2 · eη0z
(Λk)K0
, (4.127)
where Q2K0 depends only on the asymptotic bound of ∇2K0ξ. The proof is done.

Lemma 4.13. Consider the inhomogeneous ordinary differential equation
d2uk(z)
dz2
− (j2kz2 + λk)uk(z) = ξk(z) · z, z ≥ 106, (4.128)
where δ > 0 is the constant defined in (4.106). Assume that the function ξk(z) satisfies the following
property: there are constants
η0 ∈ (−δ/2, δ/2) \ {0} (4.129)
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and Qk > 0 such that
|ξk(z)| ≤ Qk · eη0z. (4.130)
Let uk(z) be the particular solution defined by
uk(z) ≡ Gk(z) +Dk(z)Wk(z) , (4.131)
where
Dk(z) ≡ Fk(z)
ˆ ∞
z
Uk(r) ·
(
ξk(r) · r
)
dr, (4.132)
Gk(z) ≡ Uk(z)
ˆ z
1
Fk(r) ·
(
ξk(r) · r
)
dr (4.133)
and Wk is the Wronskian
Wk(z) ≡ W
(
Fk(z),Uk(z)
)
. (4.134)
Then there are constants C0 > 0 and η0 < η < η0 + δ/10 which are independent of k such that the
particular solution uk satisfies the uniform estimate
|uk(z)| ≤ C0 ·Qk · eηz . (4.135)
Proof. We will prove that there exists some constant η0 < η < η0 + δ/10 such that
Dk(z)
Wk(z) ≤ C0 ·Qk · e
ηz (4.136)
and
Gk(z)
Wk(z) ≤ C0 ·Qk · e
ηz , (4.137)
where the positive constant C0 > 0 is independent of the index k.
We prove (4.136) and (4.137) in two different cases.
In the first case, k ∈ Z+ satisfies jk = 0. The fundamental solutions have an explicit form
Fk(z) ≡ e
√
λk ·z (4.138)
and
Uk(z) ≡ e−
√
λk·z. (4.139)
Immediately,
Wk(z) =W(Fk(z),Uk(z)) = 2
√
λk (4.140)
and hence for η > η0,
|Dk(z)|
|Wk(z)| =
Fk(z)
Wk(z)
ˆ ∞
z
Uk(r)|ξk(r) · r|dr ≤ Qke
√
λk·z
√
λk
ˆ ∞
z
e(−
√
λk+η)·rdr ≤ C0 ·Qkeηz . (4.141)
Similarly,
|Gk(z)|
|Wk(z)| =
Uk(z)
Wk(z)
ˆ z
z0
Fk(r)|ξk(r) · r|dr ≤ Qke
−√λk·z
√
λk
ˆ z
z0
e(
√
λk+η)·rdr ≤ C0 ·Qkeηz . (4.142)
In the latter case jk ∈ Z+ and k ∈ Z+, we will prove the uniform estimates. A crucial point is
to apply the monotonicity in Lemma 4.9. In fact,
Dk(z)
Wk(z) =
Fk(z)
Wk(z)
ˆ ∞
z
Uk(r)ξk(r) · rdr
≤ C0e
F̂k(z)
Wk(z)
ˆ ∞
z
eÛk(r)ξk(r) · rdr ≤ C0e
F̂k(z)
Wk(z)
ˆ ∞
z
eÛk(r)+η
′rdr, (4.143)
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where η′ > η0. We choose ǫ ∈ (δ/100, δ/10) and denote η ≡ η′ + ǫ, then by Lemma 4.9
eF̂k(z)
Wk(z)
ˆ ∞
z
eÛk(r)+η
′rdr =
eF̂k(z)
Wk(z)
ˆ ∞
z
eÛk(r)+ηr · e−ǫrdr
≤ C0 ·Qk · e
F̂k(z)+Ûk(z)+ηz
Wk(z)
ˆ ∞
z
e−ǫrdr
≤ C0 ·Qk · e
F̂k(z)+Ûk(z)+ηz
Wk(z) ≤ C0 ·Qk · e
ηz. (4.144)
The proof of (4.136) is done.
Next, for the estimate (4.137),
Gk(z)
Wk(z) =
Uk(z)
Wk(z)
ˆ z
1
Fk(r)ξk(r) · rdr
≤ C0e
Ûk(z)
Wk(z)
ˆ z
1
eF̂k(r)+η
′rdr ≤ C0 ·Qkz · e
Ûk(z)+F̂k(z)+η
′z
Wk(z) ≤ C0 ·Qk · e
ηz . (4.145)
This completes the proof of the proposition.

Lemma 4.14 (Uniform estimate for eigenfunctions). Let {ϕk}∞k=1 be the eigenfunctions of ∆h0 on
(Y 3, h0) with ‖ϕk‖L2(Y 3) = 1, then there exists C > 0 which depends only on the metric h0 such
that
‖ϕk‖L∞(Y 3) ≤ C · Λk. (4.146)
Proof. The proof follows from the standard elliptic regularity. Indeed, the eigenfunction ϕk satisfies
the elliptic equation
−∆h0ϕk = Λk · ϕk. (4.147)
It follows from the standard elliptic regularity that there exists some constant C > 0 depending
only the metric h0 such that
‖ϕk‖W 2,2(Y 3) ≤ C · Λk · ‖ϕk‖L2(Y 3) = C · Λk. (4.148)
Applying the Sobolev embedding theorem,
‖ϕk‖
C0,
1
2 (Y 3)
≤ C‖ϕk‖W 2,2(Y 3) ≤ C · Λk, (4.149)
where C > 0 depends only on the metric h0. The proof is complete. 
Proposition 4.15 (Sovability of Poisson Equation). Let (C, gC) be the Calabi space, there is some
constant δ > 0 which depends only on C such that the following property holds: given any
η0 ∈ (−δ, δ) \ {0}, (4.150)
if v ∈ C3K0,α(C) for K0 ≥ 3 and v(z,y) = O(eη0z), then the equation
∆g0u = v (4.151)
has a solution u ∈ C3K0+2,α(C) with
u(z,y) = O(eηz) (4.152)
for any η > η0.
Proof. The proof of the proposition is constructive. The basic strategy is to apply separation of
variables to construct a solution to the equation (4.151). Given a function v and for any fixed
z ≥ 1, there is an expansion over the fiber Y 3,
v(z,y) =
∞∑
k=1
vk(z)ϕk(y). (4.153)
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Separation of variables enables us to construct a formal solution
u(z,y) =
∞∑
k=1
uk(z)ϕk(y) (4.154)
to the equation (4.151), where uk are the particular solutions in Lemma 4.13. Since a priori the
above series is defined in the L2-topology along each fiber Y 3 × {z}, we need to verify the higher
order convergence of the series, which will indicate that u is a regular solution to (4.151).
First, we will show that the above series converges in the C0-topology and thus u is a C0-
function. The main point is to reduce the uniform convergence to the convergence of certain
numerical series involving only in the eigenvalues {Λk}∞k=1 of a definite fiber (Y 3, h0). Indeed,
Lemma 4.12 guarantees that the solutions satisfy all the conditions in Lemma 4.13. Since we have
obtained in Lemma 4.13 the uniform estimate for the ODE solutions uk and also in Lemma 4.14
the uniform estimate for the eigenfunctions, the L2-expansion has the following bound,
|u(z,y)| ≤
∞∑
k=1
|uk(z)| · |ϕk(y)| ≤ C
∞∑
k=1
eηz
(Λk)K0−1
. (4.155)
Since the spectrum of Laplacian {Λk}∞k=1 obeys Weyl’s law on (Y 3, h0), it follows that for sufficiently
large k,
C−10 k
2
3 ≤ |Λk| ≤ C0k
2
3 , (4.156)
where C0 > 0 depends only on h0. Plugging the above asymptotics into (4.155), we have that
∞∑
k=1
1
(Λk)K0−1
≤ C
∞∑
k=1
1
k
4
3
<∞ (4.157)
and hence
|u(z,y)| ≤ Ceηz. (4.158)
Therefore, u ∈ C0(C) and u exponentially decays.
Next, we will apply the standard elliptic regularity on the Calabi manifold to show that u ∈ C2
and thus u is a regular solution. For the expansions
u(z,y) =
∞∑
k=1
uk(z)ϕk(y), v(z,y) =
∞∑
k=1
vk(z)ϕk(y), (4.159)
we denote by
UN (z,y) ≡
N∑
k=1
uk(z)ϕk(y), VN (z,y) ≡
N∑
k=1
vk(z)ϕk(y) (4.160)
the partial sums of u and v respectively. Immediately,
∆gCUN = VN . (4.161)
For every x ≡ (z,y) ∈ C, we will apply the elliptic regularity on the ball B2(x) ⊂ C to obtain the
higher regularity of u. For this purpose, first we prove the following claim.
Claim 4.16. As N →∞, ‖VN − v‖C0(B2(x)) → 0.
Proof. The proof of the claim follows from basically from Weyl’s law. For the partial sum of v,
VN ≡
N∑
j=1
vjϕj =
N∑
j=1
( ˆ
Y 3
v · ϕj dvolh0
)
ϕj =
N∑
j=1
(ˆ
Y 3
v · (−∆h0)
K0ϕj
(Λj)K0
dvolh0
)
ϕj . (4.162)
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Applying integration by parts,
‖VN‖L∞(B1(p0)) ≤
N∑
j=1
( 1
(Λj)K0
ˆ
Y 3
|∆K0h0 v| · |ϕj |dvolh0
)
‖ϕj‖L∞(B1(p0))
≤ V0 · ‖v‖C2K0 (Y 3×{z0}) ·
N∑
j=1
1
(Λj)K0−1
, (4.163)
where V0 = Volh0(Y
3). Notice that, the spectrum {Λj}∞j=1 satisfies the Weyl’s law on (Y 3, h0), so
in particular for sufficiently large j,
C−10 j
2
3 ≤ |Λj | ≤ C0j 23 . (4.164)
Since K0 ≥ 3,
‖VN‖L∞(B1(p0)) ≤ C‖v‖C2K0 (Y 3×{z0}) ·
N∑
j=1
1
j
4
3
≤ C. (4.165)
The proof of the claim is done. 
The proof of the higher order convergence is exactly the same. In fact, we just need to replace
‖v‖C2K0 with the higher order norm ‖v‖C2K0+m with m ≤ K0. Since ∆gCUN = VN , the standard
W 2,p- implies that regularity for every 1 < p < ∞, ‖UN‖W 2,p(B1(x)) ≤ Cp,x. By assumption
v ∈ C3K0(C) with K0 ≥ 3, we have ‖VN‖C2(B2(x)) ≤ Cx. Hence the regularity of u will be improved
as follows, for every 1 < p <∞,
‖UN‖W 4,p(B1(x)) ≤ Cp,x(‖UN‖W 2,p(B3/2(x)) + ‖VN‖W 2,p(B2(x))) ≤ Cp,x. (4.166)
Now taking p > 4 and applying the Sobolev embedding,
‖UN‖C3,α(B1(x)) ≤ Cp,x, α ≡ 1−
4
p
, (4.167)
which implies that UN converges to a smooth solution u. Then applying the standard Schauder
estimate and bootstrapping, the statement of the proposition just follows.

4.5. Proof of the Liouville theorem. With the above technical preparations, we complete the
proof of the main result in this section, Theorem 4.3. We need the following lemma which is an
immediate corollary of the Bochner formula and the maximum principle.
Lemma 4.17. Let (Mn, g, p) be a complete non-compact manifold with Ricg ≥ 0. Let ω be a
harmonic 1-form on (Mn, g), i.e., ∆Hω = 0 and assume that
lim
dg(x,p)→+∞
|ω(x)| = 0, (4.168)
then ω ≡ 0 on Mn.
Proof. Since ω is harmonic, by Bochner’s formula,
1
2
∆g|ω|2 = |∇ω|2 +Ricg(ω, ω) ≥ 0, (4.169)
then |ω|2 is subharmonic. Given the asymptotic property (4.168), applying the maximum principle
to the above subharmonic function |ω|2, we have ω ≡ 0 on Mn.

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Proof of Theorem 4.3. Let u satisfy ∆gu = 0 (X
4, g). We also assume that u satisfies the asymp-
totic behavior
u = O(eℓ0z) (4.170)
for some ℓ0 ∈ (0, 1). The main part of the proof is to determine a positive number ℓ0 > 0 such that
if (4.170) holds, then u has at most linear growth at infinity, which enables us to apply Lemma
4.17.
By assumption, there is a diffeomorphism
Φ : X4 \K −→ [102,+∞)× Y 3 (4.171)
such that for all k ≥ 0
‖g − Φ∗gC‖Ck ≤ Ce−δz. (4.172)
To obtain an accurate growth order of u, we will study the equation of u in terms of the metric gC
on the model space [102,+∞)× Y 3.
First, we will show that a harmonic function on (X4, g) with exponential growth is well behaved
in terms of the model metric gC near infinity. Preciesly, we will prove the following claim.
Claim 4.18. Assume that (X4, g) is δ-asymptotically Calabi. Let δˆ ∈ (0, δ/10) such that u satisfies
∆gu = 0
u = O(eδˆz),
(4.173)
then for every fixed k ∈ Z+, let x0 ∈ [T0(k),+∞) × Y 3 with T0(k) ≥ 100k3 > 0 and denote
z0 ≡ z(x0), we have
‖∇k∆gCu(x0)‖ ≤ C(k, g) · e−
δz0
2 . (4.174)
Proof. Denoting φ ≡ (∆g −∆gC)u, then ∆gu = 0 implies
∆gCu+ φ = 0. (4.175)
We will show that for each k ∈ N we have
‖∇kφ(x0)‖ ≤ C(k, g) · e−
δz0
2 , (4.176)
where C(k, g) > 0 depends only on k ∈ N and the curvature bound of the cutoff region (X4 \K, g).
The higher order derivative estimate will be proved by theW k,p-estimate for harmonic functions
on the complete space (X4, g). Since the metric g is collapsing near the infinity, the standard
elliptic estimate cannot be directly applied. To overcome this difficulty, we will scale up the metric
g˜ = λ2g such that B1(x0) is non-collapsing for g˜ which guarantees the elliptic estimate holds in
terms of the rescaled metric g˜. For fixed x0 ∈ [T0(k),+∞), we take
λ = z
1
2
0 (4.177)
and hence there is some constant v0 > 0 which is independent of the z-coordinate such that
Volg˜(B1(x0)) ≥ v0 > 0. (4.178)
By explicit calculation on the model space C using (4.4) one easily sees that curvatures are uniformly
bounded in a ball of definite size of radius, i.e.
sup
B2(x0)
‖Rm ‖g˜ ≤ Λ0, (4.179)
where Λ0 > 0 is independent of the z-coordinate. It follows that for every k ∈ N and 1 < p < ∞,
there exists C(k, v0,Λ0, p) > 0 such that under the rescaled metric g˜,
‖u‖
W k+2,pg˜ (B1(x0))
≤ C‖u‖
W k,pg˜ (B1+ 1
k2
(x0))
, (4.180)
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which implies that for every k ∈ Z+,
‖u‖
W k,pg˜ (B1(x0))
≤ C sup
B3(x0)
|u|. (4.181)
Therefore, for every k ∈ Z+ and sufficiently large p ∈ (1,∞), applying the Sobolev embedding on
(B4/3(x0), g˜), there exists C(k, p, v0,Λ0) > 0 such that
sup
B1(x0)
|∇ku|g˜ ≤ C‖∇k+1u‖Lp(B4/3(x0)). (4.182)
By (4.181) and the growth assumption on u, there is some constant C > 0 such that
sup
B1(x0)
|∇ku|g˜ ≤ C sup
B2(x0)
|u| ≤ Ceδˆz0 . (4.183)
In terms of the original metric g, we have
|∇ku(x0)|g ≤ sup
B1/λ(x0)
|∇ku|g ≤ C · z2k0 eδˆz0 < Ceδ
′z0 , (4.184)
where δ′ ∈
(
δˆ, (1 + 10−3)δˆ
)
.
Next, by (4.172), there is some constant δ > 0 such that
‖Φ∗gC − g‖Ck(B2(x0)) ≤ Cke−δz . (4.185)
then the elliptic estimate (4.184) and (4.185) imply that
|φ(x0)| = |(∆g −∆gC)u(x0)| ≤ Ce−
δ·z0
2 (4.186)
and similarly
|∇kφ(x0)| ≤ Cke−
δ·z0
2 . (4.187)

The above error estimate enables us to construct a harmonic function with respect to the model
metric gC on [102,+∞) × Y 3 which has at most linear growth and is exponentially close to the
original function u. Let
ℓ0 ∈
(
0,min{ δ
102
, δ}
)
, (4.188)
where δ > 0 is the constant in Proposition 4.10. By assumption the harmonic function u satisfies
the asymptotic behavior,
u = O(eℓ0z). (4.189)
Then applying the above claim and Proposition 4.15 on [T0,+∞) × Y 3, there exists a solution to
the equation
∆gCv = φ (4.190)
such that
v = O(e−ℓz) (4.191)
for some ℓ ∈ (−δ/2, 0). Therefore, combine (4.175) and (4.190), we have
0 = ∆g(u) = ∆gC(u+ v), (4.192)
and u + v = O(eℓ0z). Since 0 < ℓ0 < 1 has been specified in (4.188), now we are in a position to
apply Proposition 4.10 to u+ v, which shows that
(u+ v) = az + b+O(e−δz), (4.193)
and hence in the non-compact part [T0,+∞)× Y 3,
u = az + b+O(e−δ
′′z), δ′′ ≡ min{ℓ, δ}. (4.194)
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The above asymptotics immediately implies that
|du|g → 0 as z →∞. (4.195)
Let ∆H be the Hodge-Laplacian on (X
4, g). Since ∆gu = 0, it holds that
∆H(du) = dd
∗(du) = −d∆gu = 0. (4.196)
Since the complete space (X4, g) satisfies Ricg ≥ 0, and |du| satisfies the decay property (4.195),
applying Lemma 4.17 implies that
|du|g ≡ 0 on X4. (4.197)
Therefore, u has to be a constant. 
5. Liouville theorem for half-harmonic 1-forms
We call a 1-form γ half-harmonic if it is in the kernel of the operator D ≡ d+ ⊕ d∗. If the
manifold is compact, then such a form is automatically harmonic, but this is no longer true on a
non-compact manifold. The main result of this section is the following.
Theorem 5.1. Let (X4 =M \D,ω) be given by the Tian-Yau construction where M is a smooth
Fano manifold of complex dimension 2 and D is a smooth anti-canonical divisor. Then there is
some positive constant δh > 0 which depends only on the geometry of X
4 such that if a 1-form γ
on X satisfies
d+γ = d∗γ = 0 (5.1)
and
|γ|ω = O(eδhr
2
3 ) (5.2)
as r →∞, where r is the distance function on X to a fixed point, then γ = 0.
Proof. We begin with an interpretation of the equation (5.1) in terms of complex geometric data.
Notice in the Tian-Yau construction we have a preferred complex structure on X induced from M ,
which we denote by J . With respect to J we can write γ = γ1,0 + γ0,1 with γ1,0 = γ0,1. Then by
the Ka¨hler identities we have
d+γ = 0⇐⇒
{
∂¯γ0,1 = 0√−1(∂¯∗γ0,1 − ∂∗γ1,0) = 0 (5.3)
and
d∗γ = 0⇐⇒ ∂¯∗γ0,1 + ∂∗γ1,0 = 0. (5.4)
Thus, equation (5.1) is equivalent to
∂¯γ0,1 = 0, ∂¯∗γ0,1 = 0. (5.5)
The theorem follows from Theorem 4.3 once we prove that there exists some small δ > 0 and a
smooth function f = O(eδz) such that ∂¯f = γ (note that ∆f = ∂¯∗γ = 0).
We next give a brief outline of the proof. In Step 1, we will construct a solution f to ∂¯f = γ such
that f = O(eǫz
2
) for all ǫ > 0. This is done using a complex geometric argument which amounts to
an application of Ho¨rmander’s weighted L2 estimates for the ∂¯-operator. Interestingly it does not
seem to be possible to obtain the required improvement f = O(eδz) using only this type of method,
owing to the fact that the function za is plurisubharmonic on the Calabi model space (C, gC) if and
only if a ≥ 2.
To overcome this problem we use the elliptic theory on (C, gC) developed in Section 4. Thanks to
the bound f = O(eǫz
2
) for all ǫ > 0 from Step 1 and the O(e−(
1
2
−ǫ)z2) complex structure asymptotics
of Proposition 3.4, it follows that ∂¯Cf = O(eδz) on (C, gC). In particular, since ∆ = tr(
√−1∂∂¯),
the Poisson equation estimates of Proposition 4.15 imply that f can be decomposed into an O(eδz)
part f1 and a gC-harmonic part f2 which is O(eǫz
2
) for all ǫ > 0 (see Step 2 for details). Observe
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that it would not be possible to compare ∆TY f and ∆Cf directly because gTY and gC are only
asymptotic at rate O(e−δz), which is too slow to beat the O(eǫz
2
) growth of f from Step 1.
Step 3 analyzes the gC-harmonic part f2 of f . It is clear from Section 4 that f2 = O(eCz) for
some large constant C. The required improvement f2 = O(e
δz) comes from the first-order equation
∂¯Cf2 = O(eδz) satisfied by f2 (in addition to ∆gCf2 = 0). Technically this is done using separation
of variables for the ∂¯C-operator but the underlying idea can be easily explained: being of O(eCz)
rather than O(eCz
2
) growth, the leading terms of the harmonic function f2 must be S
1-invariant,
but on S1-invariant functions the ∂¯C-operator directly controls the radial derivative ∂∂z .
Step 4 concludes the proof by appealing to Theorem 4.3.
Step 1. In this step, we prove the following proposition.
Proposition 5.2. There is a smooth function f on X with ∂¯f = γ and |f | = O(eǫz2) for all ǫ > 0.
Remark 5.3. We also have ∆ωf = 0, but at this point we cannot apply Theorem 4.3 directly to
conclude that f is a constant since this would require stronger control, |f | = O(eδz).
Proof of Proposition 5.2. We work on the compact manifold M . Let S be a holomorphic section of
K−1M with S
−1(0) = D, and let h be a smooth hermitian metric on K−1M whose curvature form ωh
is a Ka¨hler form on M with positive Ricci curvature. By Theorem 3.3 near D we have
C−1
√−1∂∂¯(−log |S|2h)3/2 ≤ ωTY ≤ C
√−1∂∂¯(−log |S|2h)3/2. (5.6)
By a straightforward computation this implies that
ωTY ≤ C|S|−2h ωh (5.7)
and hence, trivially,
|γ|ωh ≤ C−1|S|−1h |γ|ωTY = O(|S|−1−ǫh ) (5.8)
for any ǫ > 0. Define α = γ ⊗ S. This is a section of Λ0,1M ⊗K−1M which lies in Lpωh(M,Λ0,1M ⊗K−1M )
for all p ≥ 1. Since ∂¯γ = 0, one can directly check that ∂¯α = 0 in the distributional sense. Now
notice that H1(M,K−1M ) = H
1(M,KM ⊗ L) = 0 by the Kodaira vanishing theorem applied to the
ample line bundle L = K−2M . Thus, we can define β = ∂¯
∗∆−1
∂¯
α with respect to ωh. It follows from
elliptic regularity that β ∈ W 1,pωh (M,K−1M ) for all p ≥ 1, so that β ∈ Cαωh(M,K−1M ) for all α < 1.
Moreover by local regularity we know β is smooth outside D and ∂¯β = α. Let f = β ⊗ S−1, then
on X we have ∂¯f = γ. The immediate estimate we get is that for some constant C > 0,
f = O(|S|−1h ) = O(eCz
2
). (5.9)
The lemma below allows us to improve (5.9) to the growth order eǫz
2
for any ǫ > 0. The key point
is that the estimate (5.7) can be improved to almost O(1) in directions tangential to D.
Lemma 5.4. Denote β0 := β|D, then ∂¯β0 = 0, i.e. β0 is a holomorphic section of K−1M |D.
Proof. We choose a finite cover D =
⋃N0
k=1Ok such that for each k there exists a local holomorphic
coordinate system (z, w) on some domain Uk ⊂ M such that Uk ∩ D = Ok = {w = 0}. We will
show that ∂¯β0 = 0 in every Ok ⊂ D in the distributional sense. Let ψ be a smooth section of
Λ0,1D ⊗ (K−1M |D) with compact support in Ok. It suffices to show that 〈β0, ∂¯∗ψ〉Ok = 0. To this end,
write ψ(z) = σ(z)dz⊗ (dz ∧ dw)−1 for some smooth function σ ∈ C∞0 (Ok,C) and use this to define
the trivial extension ψˆ(z, w) = σ(z)dz ⊗ (dz ∧ dw)−1 for all (z, w) ∈ Uk. Denote by Ok(τ) the slice
{w = τ} in Uk, which is a complex submanifold of M , and equip Ok(τ) with the restriction of the
Ka¨hler metric ωh from M . Notice that ψˆ restricts to a smooth section of Λ
0,1
Ok(τ)
⊗ (K−1M |Ok(τ)) with
compact support in Ok(τ). Since ∂¯β = α and β ∈W 1,p ∩ Cα for any p ≥ 1, it follows that
〈β0, ∂¯∗ψ〉Ok = limτ→0〈β, ∂¯
∗ψˆ〉Ok(τ) = limτ→0〈∂¯β, ψˆ〉Ok(τ) = limτ→0〈α, ψˆ〉Ok(τ). (5.10)
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Notice that
|γ(∂z¯)| ≤ |γ|ωTY |∂z¯ |ωTY ≤ |γ|ωTY (− log |S|2h)
1
4 = O(|S|−ǫh ). (5.11)
Since α = γ ⊗ S, it then follows that |α(∂z¯)| = O(|S|1−ǫh )→ 0 uniformly as w → 0. Using (5.10), it
follows that
〈β0, ∂¯∗ψ〉Ok = 0, (5.12)
as desired. By standard elliptic regularity, β0 is a holomorphic section. 
Since M is Fano we have H1(M,OM ) = 0 so by a standard exact sequence ([GH94, p.139]) the
restriction map H0(M,K−1M ) → H0(D,K−1M |D) is surjective. This means we can find some β1 ∈
H0(M,K−1M ) such that β1|D = β0|D. Let f = (β − β1)⊗ S−1. Then we still have ∂¯f = γ on X but
now since β − β1 = 0 on D and β ∈ Cαωh(M,C) for all α < 1, we finally obtain Proposition 5.2. 
Step 2. Let f = u+
√−1v be the smooth function constructed by Proposition 5.2 with ∆ωTY u =
∆ωTY v = 0. In this step, we reduce the problem to a question on the Calabi model space through
the diffeomorphism Φ : (C \K ′, ωC , JC)→ (X \K,ωTY , JTY ) chosen in Proposition 3.4. The main
point is to obtain the decomposition u = u1+u2 and v = v1+v2 such that u1 = O(e
δz), v1 = O(e
δz)
and ∆ωCu2 = ∆ωCv2 = 0. The growth estimates for u2 and v2 will be shown in Step 3.
The idea of the proof of Step 2 is as follows. First, we will estimate ∆ωCu and ∆ωCv and all of
their derivatives. Specifically, we will prove that they have slow exponential growth rates (as shown
in (5.23)). Then applying Proposition 4.15, we can construct solutions to the Poisson equations
∆ωCu1 = ∆ωCu, ∆ωCv1 = ∆ωCv, (5.13)
such that u1 = O(e
δz) and v1 = O(e
δz) This completes the desired decomposition of u and v.
To obtain the derivative estimates for ∆ωCu and ∆ωCv, we will prove the derivative estimates for
du+ JCdv. To start with, by the assumption on γ and the first order equation given by Step 1,
du+ JTY dv = Re(γ) = O(e
Cδhz). (5.14)
Applying the asymptotic estimate for JTY in Proposition 3.4, we can convert the above growth
control to the corresponding estimate for du+ JCdv.
In fact, applying Item (b) of Proposition 3.4, for any ǫ > 0 and for any k ∈ N,
|∇kgC(Φ∗JTY − JC)|gC = O(e(−
1
2
+ǫ)z2). (5.15)
We also need derivative estimates for u and v with respect to the model metric ωC . Notice that by
Step 1, f = u+
√−1v = O(eǫz2) for any ǫ > 0, which implies that
|u|+ |v| ≤ 2|f | = O(eǫr4/3) = O(eǫz2), (5.16)
where z is the natural coordinate on C. Since u and v satisfy ∆ωTY u = ∆ωTY v = 0, by applying
the same W k,p-estimate as in the proof of Theorem 4.3, we have for all ǫ > 0 and k ≥ 1,
|∇ku|ωTY = O(eǫz
2
), |∇kv|ωTY = O(eǫz
2
). (5.17)
Since the asymptotic order of harmonic functions u and v is dominated by eǫz
2
and the asymptotic
order of the metric ωTY is e
−δz, so in terms of the model metric we have
|∇ku|ωC ≤ Ce
ǫz2
2 , |∇kv|ωC ≤ Ce
ǫz2
2 . (5.18)
Now we apply the assumption |γ|ωTY = O(eCδhz) and the above elliptic regularity to (5.14), we get
for k ∈ N,
|∇k(du+ JCdv)|ωC =
∣∣∣∇k(du+ JTY dv) +∇k((JC − Φ∗JTY )dv)∣∣∣
ωC
= O(eCkδhz) +O(e−
z2
4 ) = O(eCkδhz). (5.19)
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Now we proceed to prove the derivative estimates for ∆ωCu and ∆ωCv by making use of the
system
du+ JTY dv = Re(γ). (5.20)
The advantage of the above equation is that ∆ωTY = TrωC(dJTY d) so that the behavior ∆ωTY will
follow from the asymptotics of JTY . In fact, taking the differential of (5.20),
dJTY du = dJTY Re(γ), dJTY dv = dRe(γ). (5.21)
Then using Item (a) of Proposition 3.4, similar to the above we have for all k ∈ Z+
|∇kdJCdu| = O(eCkδhz), |∇kdJCdv| = O(eCkδhz). (5.22)
Taking the trace, then we obtain
|∇k∆ωCu| = O(eCkδhz), |∇k∆ωCv| = O(eCkδhz). (5.23)
Applying the linear theory for ∆ωC in Proposition 4.15, if δh ≪ δ, then we choose two solutions u1
and v1 provided by Proposition 4.15
∆ωCu1 = ∆ωCu and ∆ωCv1 = ∆ωCv (5.24)
such that u1, v1 satisfy
|∇ku1|ωC = O(eCkδhz), |∇kv1|ωC = O(eCkδhz). (5.25)
So we have finished the proof of the decomposition u = u1 + u2 and v = v1 + v2 such that
∆ωCu2 = ∆ωCv2 = 0. (5.26)
We also obtain that
|du2 + JCdv2|ωC = O(eCδhz) (5.27)
and
|u2| = O(eǫz2), |v2| = O(eǫz2). (5.28)
Step 3. Now we estimate the harmonic functions u2 and v2 with respect to the model metric ωC
using separation of variables. The goal is to improve the growth order of u2 and v2 from O(e
ǫz2)
for all ǫ > 0 to O(z), using the fact that they also satisfy a first-order equation.
Proposition 5.5. We have
|u2| = O(z), |v2| = O(z). (5.29)
Remark 5.6. The operator (u, v) 7→ du+JCdv has a kernel which consists of pairs (u, v) such that
u +
√−1v is holomorphic. In our case this is eliminated since we have the growth control (5.28).
Notice that the smallest growth rate of a non-constant holomorphic function on C is e 12z2 .
Proof of Proposition 5.5. We denote
ψ = du2 + JCdv2 = O(eCδhz),
Then we have the following expansion as in Section 4.1: let {Λk}k=1 be the spectrum of Y 3 and
{ϕk}∞k=1 are the corresponding eigenfunctions on Y with L∂θϕk =
√−1jkϕk,
u2 =
∑
k
fk(z)ϕk(zα, θ), v2 =
∑
k
gk(z)ϕk(zα, θ), (5.30)
which implies that
du2 =
∑
k
(f ′k(z) · ϕk · dz + fk(z) · dϕk), dv2 =
∑
k
(g′k(z)ϕk · dz + gk(z) · dϕk). (5.31)
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On C by the definition in Section 4.1, we have JC(zdz) = dθ, so we have∑
k
(
f ′k(z)−
√−1jk · z · gk(z)
)
ϕk = ψ(∂z)∑
k
(
z−1 · g′k(z) +
√−1jk · fk(z)
)
ϕk = ψ(∂θ).
(5.32)
This implies that for each k,
f ′k(z)−
√−1jk · z · gk(z) = O(eCδhz)
z−1 · g′k(z) +
√−1jk · fk(z) = O(eCδhz).
(5.33)
There are three different cases.
If jk 6= 0, then we can write fk and gk are given by a linear combination of one growing solution
Fk and one decaying solution Uk. Using the analysis in Section 4 we know that the asymptotic
order of Fk is e
jkz
2
2 (see Lemma 4.7). The control (5.28) then implies both fk and gk can only be
a multiple of the decaying solution Uk = O(e−
jkz
2
2 ).
If jk = 0 and λk 6= 0, then fk and gk are given by linear combinations of the exponential functions
of the form e
√
λkz and e−
√
λkz. Let δ > 0 be the positive constant given in Proposition 4.10, we use
(5.33) and the fact that ψ = O(eCδhz) to conclude that, if Cδh < δ, then both fk and gk must be
proportional to the decaying solutions.
If jk = 0 and ϕk is constant, then fk and gk are linear functions in z. Now since u2 and v2 are
harmonic functions on C, by Lemma 4.11, we conclude that
|u2| = O(z), |v2| = O(z). (5.34)
This completes the proof of Proposition 5.5. 
Step 4. We now complete the proof of Theorem 5.1. By Proposition 5.5 and (5.25),
|u| = O(eCδhz), |v| = O(eCδhz). (5.35)
If we further choose Cδh ≤ ℓ0, where ℓ0 is the constant of Theorem 4.3, we conclude that u and v
must be constant, hence γ = 0. 
6. Construction of the approximate hyperka¨hler triple
In this section, we will obtain a closed manifoldM by gluing two pieces of hyperka¨hler Tian-Yau
spaces with a neck region which satisfies appropriate topological balancing condition, such thatM
has the same homological invariants as the K3 surface (see Proposition 6.6). Moreover, we will
construct a closed definite triple ωM on M which is very close to an SU(2)-structure. This will be
perturbed to a hyperka¨hler triple ωHK in Section 9.
First, we briefly describe the geometry of the Tian-Yau spaces (X4b− , gb−) and (X
4
b+
, gb+) for fixed
b± ∈ {1, . . . , 9}. Denote by Nil3b± the Heisenberg nilpotent 3-manifolds with deg(Nil3b±) = b±. It
follows from Proposition 3.1 and Corollary 3.6 that there exists a coordinate system on the end of
the Tian-Yau spaces (X4b± , gb±)
ΦTY± : [ζ
±
0 ,∞)×Nil3b± → X4b± , (6.1)
such that
(ΦTY± )
∗gb± = V±(gT2 + dz
2
±) + V
−1
± θ
2
b± +O(e
−δ
±
z±), (6.2)
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as z± → ∞, and the area of each 2-torus fiber T2 is A− and A+ respectively. Moreover, the
harmonic potential V± admits the expansion in coordinates
V± =
2π
A±
b±z± + c±, (6.3)
as z± →∞, and θb± is the fixed connection 1-form on the model space satisfying
dθb± =
2πb±
A±
dvolT2 . (6.4)
From now on, we rescale the above Tian-Yau metrics such that the above 2-tori have the common
area A, which we assume satisfies 12 ≤ A ≤ 1. We are free to make the following assumptions
c± = 0, (6.5)
θb± =
2πb±
A
(dt− xdy). (6.6)
The normalization (6.5) can be arranged by applying a translation in the z± coordinates (since
b± 6= 0 by assumption). The normalization (6.6) can be arranged using the discussion of gauge
transformations given in Section 2.
Notice that, we have fixed a scale of the space such that the slope of the above linear functions
are uniquely determined. In our gluing construction, for fixed parameters T− > 0 and T+ > 0, we
choose the cutoff region in X4b± ,
X4b−(T−) ≡ X4b− \
(
(T−,+∞)×Nil3b−
)
(6.7)
X4b+(T−) ≡ X4b+ \
(
(T+,+∞)×Nil3b+
)
. (6.8)
6.1. The neck region: a doubly periodic analogue of the Ooguri-Vafa metric. Given
m0 ∈ Z+, the neck region (N 4m0 , gGH) is obtained from a Gibbons-Hawking space based on T2 ×R
with m0 monopole points. The Gibbons-Hawking metric is determined by a harmonic function on
T2 × R. Notice that, the topology of K3 requires
m0 = b− + b+. (6.9)
Consider the flat cylinder (T2 ×R, g0) and denote by Pm0 ≡ {p1, . . . , pm0} ⊂ T2 ×R a finite set of
monopoles, let V∞ be the Green’s function from Corollary 2.7, which satisfies
−∆g0V∞ = 2π
m0∑
m=1
δpm . (6.10)
In the gluing procedure, we need to modify the above Green’s function V∞ such that the metric
on the neck matches up with the metric of the Tian-Yau parts. For this purpose, we analyze the
asymptotic behavior of V∞ at the two ends of the neck region. By Corollary 2.7, there are bounded
harmonic functions h+ and h− on T2 × R such that
V∞(z) =
{
π(b−+b+)
A z + β− + h−, z ≪ −1,
−π(b−+b+)A z + β+ + h+, z ≫ 1,
(6.11)
and h± satisfy the asymptotic behavior h±(x) = O(e−ǫ0|z(x)|).
For fixed β > 0, we define a new harmonic function on T2 × R,
Vβ(z) ≡ V∞(z) + kz + β (6.12)
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such that the metric on the neck can be glued with the metric on the Tian-Yau space. First, we
need to match the slopes, that is, the slope parameter k should be chosen as
k =
π(b− − b+)
A
. (6.13)
Then near to the two ends of the neck region, the harmonic function Vβ can be written as
Vβ(z) =
{
2πb−
A z + β− + β + h−, z ≪ −1,
−2πb+A z + β+ + β + h+, z ≫ 1.
(6.14)
Using this potential, we next define the neck metric through the Gibbons-Hawking ansatz. Letting
Pm0 denote the set of monopole points, we note that H2((T2 ×R) \ Pm0 ,Z) has dimension m0 + 1
with generators being small spheres around the monopole points, and any torus of the form T2×{z′}
where z′ is any value of z for which there are no monopole points. It is easy to see that the 2-form
1
2π ∗ dVβ attains integer values on these cycles, which implies that the cohomology class [ 12π ∗ dVβ ]
lies in the image of the natural inclusion
H2((T2 ×R) \ Pm0 ,Z) →֒ H2((T2 × R) \ Pm0 ,R). (6.15)
Therefore, we let N 4m0 be the total space of the S1-bundle over (T2 × R) \ Pm0 corresponding to
the class [ 12π ∗ dVβ ], completed by adding finitely many points corresponding to Pm0 . Choose a
connection 1-form θ on Nm0 so that
dθ = ∗dVβ . (6.16)
Then applying the Gibbons-Hawking construction to Vβ, we obtain a smooth hyperka¨hler triple
ωN over N 4m0 , which induces an incomplete hyperka¨hler metric over the part in T2 × R where Vβ
is strictly positive.
For parameters T− > 0 and T+ > 0, we define,
N 4m0(−T−, T+) ≡ π−1
(
U ∩ {−T− < z < T+}
)
, (6.17)
where π : N 4m0 → U ≡ (T2 × R) \ Pm0 is the bundle projection.
Proposition 6.1. There is a diffeomorphism
ΦN− : (−T−,−T− + 1, )×Nil3b−(ǫ, τ)→ N 4m0(−T−,−T− + 1), (6.18)
which preserves the z-coordinate, such that
(ΦN− )
∗θ = θb− +O(e
−δNT−), (6.19)
as T− →∞. Similarly, there is a diffeomorphism
ΦN+ : (T+ − 1, T+)×Nil3−b+(ǫ, τ)→ N 4m0(T+ − 1, T+), (6.20)
which preserves the z-coordinate, such that
(ΦN+ )
∗θ = θ−b+ +O(e
−δNT+), (6.21)
as T+ →∞. Furthermore, there exist triples of 1-forms on the ends of the neck such that
(ΦN− )
∗ωN − ωb− = d(aN− ) (6.22)
(ΦN+ )
∗ωN − ω−b+ = d(aN+ ), (6.23)
with
|∇kaN± | ≤ Ce−δN |z| (6.24)
for any integer k ≥ 0 and ǫ > 0, where δN > 0 is a uniform constant in Proposition 3.4, ωb− and
ω−b+ are the hyperka¨hler triples on the corresponding Calabi model spaces.
48 HANS-JOACHIM HEIN, SONG SUN, JEFF VIACLOVSKY, AND RUOBING ZHANG
Proof. We just deal with the negative end of the neck, the positive end is similar. Let
U− = {p ∈ (T2 × R) \ {p1, . . . , pm0} | −∞ < z < −T−/2}. (6.25)
Note that U− deformation retracts to T2, so H2(U−,Z) = Z. The neck is a circle bundle over
U = (T2 × R) \ {p1, . . . , pm0}, and call the restriction to U− by NU− . Note this bundle has Euler
number b−.
Over U− there exists another S1-bundle explicitly identified with an open subset of the model
space
Nb− = (−∞,−T− + 1, ) ×Nil3b−(ǫ, τ), (6.26)
with connection form θb− , which has curvature form −2πb−A dx ∧ dy, so this bundle also has Euler
number b−. From the exponential sheaf sequence, H1(U−, E∗) ∼= H2(U−,Z), so there exists a
bundle equivalence
H : Nb− → NU− (6.27)
which covers the identity map on the base, and such that the pullback bundle H∗NU− = Nb− . The
1-forms H∗θ and θb− are therefore both connection forms on Nb− . Note that
d(H∗θ) = H∗dθ = H∗(∗dV ) = ∗dVβ, (6.28)
and
dθb− = −
2πb−
A
dx ∧ dy. (6.29)
From the asymptotics on Vβ in (6.14), we have
d(H∗θ − θb−) = O(eδ
′z), (6.30)
as z → −∞. By same method from the proof of Lemma 3.7, we conclude that
d(H∗θ − θb−) = da, (6.31)
where a = O(eδ
′z), as z → −∞. Therefore
d(H∗θ − θ˜b−) = 0 (6.32)
where θ˜b− = θb− + a. Since H
∗θ and θ˜b− are two connections with the same curvature form, and
since H1(U−,R) ∼= H1(T2,R) ∼= R⊕ R, we conclude that
H∗θ − θ˜b− = df + pdx+ qdy, (6.33)
for some function f : U− → R, and constants p, q ∈ R.
Next, there exists a gauge transformation, that is, a mapping G : Nb− → Nb− , covering the
identity map, given by fiber rotation by eif , so that
G∗H∗θ − θ˜b− = pdx+ qdy. (6.34)
Then, by the discussion in Subsection 2.2, there exists a mapping R : Nb− → Nb− which is the lift
of a rotation on the torus, so that R∗θb− = θb− − pdx− qdy. Pulling back (6.34),
R∗G∗H∗θ −R∗θ˜b− = R∗(pdx+ qdy). (6.35)
Since R covers a rotation on the torus, the right hand side is invariant under R, so this can be
rewritten as
R∗G∗H∗θ − θ′b− = 0, (6.36)
where θ′b− = θb− + O(e
δz) as z → −∞. Then we define ΦN− = H ◦G ◦ R. The z coordinate is not
affected because H and G both cover the identity map, and R covers a rotation on the torus.
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Next, it follows from (6.19) that the leading terms of the hyperka¨hler triple on the neck agree
with the model hyperka¨hler triple for z ≪ 0 (note we can allow V to become negative, the triple is
still defined). The same method from the proof of Lemma 3.7 then yields (6.22).

6.2. The attaching maps and constraints. We next define the “attaching maps” which will be
used to construct the manifold M. Let
DZ− = ΦTY−
(
(T−, T− + 1)×Nil3b−
)
⊂ X4b− , (6.37)
using the above coordinates on the end of X4b− . Define
Ψ− : DZ− → N 4m0 (6.38)
by Ψ−(ΦTY− )−1(z−, p) = ΦN− (z− − 2T−, p).
Simlarly, let
DZ+ = Φ
TY
−
(
(T+, T+ + 1)×Nil3b+
)
⊂ X4b+ , (6.39)
using the above coordinates on the end of X4b+ . Define
Ψ+ : DZ+ → N 4m0 (6.40)
be defined by Ψ+(Φ
TY
+ )
−1(z+, p) = ΦN+ (2T+ − z+, ψ(p)), where ψ+ : Nil3b+ → Nil3−b+ is the diffeo-
morphism given by
ψ(x, y, t) = (−x,−y,−t). (6.41)
We obtain the manifold M by gluing the pieces together using the attaching maps:
M≡ X4b−(T− + 1)
⋃
Ψ−
N 4m0(−T−, T+)
⋃
Ψ+
X4b+(T+ + 1). (6.42)
The manifold M carries an orientation compatible with both Tian-Yau pieces, and we will fix this
orientation in the following.
Next, we want the potentials to agree up to the constant term in the damage zones after identi-
fying the corresponding regions by the attaching maps. On DZ− we have
Ψ∗−Vβ =
2π
A
b−(z− − 2T−) + β− + β (6.43)
=
2π
A
b−z− +
(
− 2π
A
b−(2T−) + β− + β
)
, (6.44)
which we want to equal to the leading terms of V−, so we must have
0 = −2π
A
b−(2T−) + β− + β. (6.45)
Similarly, on the other damage zone DZ+ we have
Ψ∗+Vβ = −
2π
A
b+(2T+ − z+) + β+ + β (6.46)
=
2π
A
b+z+ +
(
− 2π
A
b+(2T+) + β+ + β
)
, (6.47)
which we want to equal to the leading terms of V+, so we must have
0 = −2π
A
b+(2T+) + β+ + β. (6.48)
Remark 6.2. If both b+ = 0 and b− = 0, then there is no constraint. This is the already known
ALH#ALH gluing [CC16], so we do not need to analyze this case further.
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To summarize: the gluing procedure requires
4πb±
A
· T± = β± + β. (6.49)
Immediately, the above constraints give 1 free parameter β > 0. So T− > 0 and T+ > 0 are
completely determined by β > 0 in the case b− > 0 and b+ > 0, i.e.,
T± =
A(β + β±)
4πb±
. (6.50)
Remark 6.3. We emphasize that we are fixing all the other gluing parameters so that only β varies.
We will prove some effective estimates in Section 8 and Section 9 which give uniform etimates for
the linearized gluing operator L (defined in Section 1.3) and for sufficiently large β ≫ 1. We also
note that the estimates are unifrom as long as other parameters vary in compact sets.
6.3. Gluing definite triples and topology of M. We have hyperka¨hler triples
ω− ≡ (ω−1 , ω−2 , ω−3 ) on X4b− ,
ωN ≡ (ωN1 , ωN2 , ωN3 ) on N 4m0(−T−, T+),
ω+ ≡ (ω+1 , ω+2 , ω+3 ) on X4b+ .
(6.51)
We assume that ω1 is the Ka¨hler form with respect to which the tori are holomorphic on all three
pieces. Next, we will glue these triples in the damage zones DZ− and DZ+, to get a definite triple
on M. In this section, we show that we can moreover obtain a closed definite triple, which is also
very close to an SU(2)-structure.
Proposition 6.4. There exist smooth triples of 1-forms a± ∈ Ω1(DZ±)⊗ R3 satisfying
ω± + da± = Ψ∗±ω
N in DZ±, (6.52)
such that for any k ∈ N,
|∇ka±| ≤ Cke−δz± in DZ±, (6.53)
where δ > 0 and Ck > 0 are uniform constants independent of β.
Proof. This follows upon combining Lemma 3.7 and Proposition 6.1. 
Let φ± be cutoff functions such that
φ± =
{
0 for z± ≤ T±
1 for z± ≥ T± + 1
. (6.54)
Then we define
ωM =

ω− on X4b−(T−),
ω− + d
(
φ−a−
)
on X4b−(T−, T− + 1),
ωN on N 4m0(−T− + 1, T+ − 1),
ω+ + d
(
φ+a
+
)
on X4b+(T+, T+ + 1),
ω+ on X4b+(T+).
(6.55)
Corollary 6.5. The triple ωM is a closed definite triple on M. Furthermore, for any k ∈ N, there
is some constant Ck > 0 independent of the gluing parameter β > 0 such that
‖Qω − Id ‖Ck(M) ≤ Cke−δqβ, (6.56)
where δq > 0 is a uniform constant independent of β and Qω = (Qij) is defined by
1
2
ωi ∧ ωj = Qij dvolωM . (6.57)
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Here the norm is measured with respect to gβ , the Riemannian metric associated to ω
M.
Proof. This follows from Proposition 6.1 and Proposition 6.4. 
We next analyze some topological properties of the manifold M. Note that we do not yet know
that M is diffeomorphic to the K3 surface.
Proposition 6.6. The compact oriented manifold M has the following topological properties:
b1(M) = 0, χ(M) = 24, b+2 (M) = 3, b−2 (M) = 19. (6.58)
Proof. We write the manifold M as the union of open sets U ∪ V , where
U = N 4m0(−T−, T+), V = Xb−(T− + 1) ⊔Xb+(T− + 1), (6.59)
where Xb± = Qb± \ T2, m0 = b− + b+, with Qb± a del Pezzo surface of degree b±. Clearly, U ∩ V
deformation retracts onto Nil3b− ⊔Nil3b+ .
Next, we claim that the de Rham cohomology H1(Xb±) = 0. To see this, we use the long exact
sequence of a pair in de Rham cohomology
· · · → Hkc (Qb± \ T2)→ Hk(Qb±)→ Hk(T2)
φ−→ Hk+1c (Qb± \ T2)→ · · · , (6.60)
see [Spi79, Chapter 11]. Since H3(Qb±) = 0, (6.60) yields an exact sequence
· · · → H2(Qb±) i
∗−→ H2(T2)→ H3c (Qb± \ T2)→ 0. (6.61)
Here the mapping i∗ : H2(Qb±) → H2(T2) is just the pullback under inclusion, which is dual to
the mapping on homology i∗ : H2(T2;R) → H2(Qb± ;R). Since T2 is a complex submanifold of a
Ka¨hler manifold, this latter mapping is injective, so the mapping i∗ is surjective, and by Poincare´
duality we conclude that
H1(Qb± \ T2) ∼= H3c (Qb± \ T2) = 0. (6.62)
Since we just showed that H1(Xb±) = 0, the Mayer-Vietoris sequence in cohomology for the pair
{U, V } yields an exact sequence
0→ H1(M)→ H1(Nm0) i
∗−→ H1(Nil3b− ⊔Nil3b+) ∼= H1(Nil3b−)⊕H1(Nil3b+). (6.63)
The mapping i∗ is the pullback under inclusion of the two nilmanifold fibers of the neck at each
end. We claim that this mapping is injective. To see this, let Pm0 ≡ {p1, . . . , pm0} denote the
monopole points in B = T2× (−T−, T+), where m0 = b− + b+. Then there are p˜j ∈ N 4m0 such that
N 4m0 \ P˜m0 is a circle bundle over B \ Pm0 ,
S1 −→ N 4m0 \ P˜m0
π−−→ B \ Pm0 . (6.64)
The Gysin sequence of (6.64) begins with
0→ H1(B \ Pm0) π
∗−→ H1(N 4m0 \ P˜m0)→ · · · (6.65)
It is easy to see inclusion induces an isomorphism H1(B \ Pm0) ∼= H1(B) ∼= R ⊕ R, and similarly,
H1(N 4m0 \ P˜m0) ∼= H1(N 4m0). Then (6.65) becomes
0→ span{dx, dy} π∗−→ H1(N 4m0)→ · · · (6.66)
Together with Proposition 2.3, and the exact sequence (6.63), we conclude that i∗π∗dx and i∗π∗dy
are both nontrivial and are linearly independent in H1(Nil3b− ⊔Nil3b+), so i∗ is injective as claimed.
Then (6.63) implies that b1(M) = 0. SinceM is a compact orientable 4-manifold, Poincare´ duality
also implies that b3(M) = 0.
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Next, it follows from the fibration (6.64) that χ(N 4m0 \ P˜m0) = 0, and therefore
χ(N 4m0) = # of monopole points = m0 = b− + b+. (6.67)
For a Tian-Yau space, it follows that
χ(X4b ) = χ(Qb \ T2) = χ(Qb)− χ(T2) = χ(Qb), (6.68)
where Qb is a degree b del Pezzo surface, so
χ(X4b ) = χ(Qb \ T2) = 12− b (6.69)
Note also that χ(Nil3b−) = χ(Nil
3
b+) = 0 since it is an orientable 3-manifold. Then we have
χ(M) = χ(X4b−) + χ(N ) + χ(X4b+) = (12 − b−) + (b+ + b−) + (12 − b+) = 24. (6.70)
Since we have shown above that b1(M) = b3(M) = 0, this proves that b2(M) = 22.
Next, as we constructed in (6.55) the approximate definite triple ωM ≡ (ω1, ω2, ω3), which are
everywhere non-zero self-dual 2-forms forming a basis of Λ2+ at every point. This implies the bundle
Λ2+(M) is a trivial rank 3 bundle. Also, ω1 being non-zero everywhere means that there is an almost
complex structure (ω1/|ω1| is a unit norm self-dual 2-form, which is equivalent to an orthogonal
almost complex structure). By Corollary 6.5, for β ≫ 1, the rank 2 subbundle V ⊂ Λ20, given
by the orthogonal complement of ω1/|ω1| is trivial. Then 0 = c1(V ⊗ C) = c1(TM, J)2, and the
Hirzebruch signature theorem implies that
2χ(M) + 3τ(M) =
ˆ
M
c21 = 0, (6.71)
from which it follows that τ(M) = −16. Therefore, b+2 (M) = 3 and b−2 (M) = 19.

7. Geometry and regularity of the approximate metric
In this section, we will give a detailed analysis of the geometry of (M, gβ).
7.1. Notations. Since the arguments in the next sections are very tedious and involved, in this
subsection we will list some fixed constants and make necessary conventions which will be frequently
used in the later proofs. Throughout the rest of the paper, the notation aj → a will implicitly
mean the limit as j →∞, unless otherwise noted.
7.1.1. Tian-Yau spaces and their asymptotic rates. To start with, for two positive integers
b−, b+ ∈ {1, 2, . . . , 9}, (7.1)
let (X4b− , gb− , q−) and (X
4
b+
, gb+ , q+) be fixed hyperka¨hler Tian-Yau spaces with reference points
q− ∈ X4b− and q+ ∈ X4b+ such that their degrees are b− and b+ respectively. See Section 3 for
the definition of a Tian-Yau space and the natural coordinate outside a large compact subset. On
(X4b− , gb− , q−) and (X
4
b+
, gb+ , q+), there are diffeomorphisms
Φ± : [ζ±0 ,+∞)×Nil3b± → X4b± \K± (7.2)
between the Gibbons-Hawking space which models over a flat cylinder T2 × R. We define the
definite constants D±0 by
D±0 ≡ The distance between q± and the level set {x ∈ X4b± |z±(x) = ζ±0 }. (7.3)
Proposition 3.4 shows that there are some positive constants
δ1 > 0, δ2 > 0 (7.4)
such that for any k ∈ N,
|∇k
g±
C
(Φ∗ω±TY − ω±C )|g±
C
= O(e− δ1 z±), (7.5)
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where ω±TY , ω
±
C are the Ka¨hler forms on the Tian-Yau spaces X
4
b±
,and the Calabi model spaces
respectively.
7.1.2. Some notations about the neck region. Now we fix some parameters in the neck region for
the convenience of our discussions in the later sections.
Let Pm0 ≡ {p1, . . . , pm0} be the set of monopoles on the flat cylinder (T2×R, g0) with coordinates
(x, y, z) such that
(1) z(p1) = 0.
(2) There are definite constants
ι0 > 0, T0 > 0 (7.6)
such that for all k 6= l, we have
ι0 ≤ dg0(pk, pl) ≤ T0. (7.7)
Around each monopole pm ∈ Pm0 , we define the associated distance function
dm(x) ≡ dg(pm,x), pm ∈ Pm0 , x ∈ (M, g). (7.8)
In our proof, the following notations will also be needed. We fix definite constants
ι′0 > 0, T
′
0 > 0 (7.9)
such that for all 1 ≤ m < l ≤ m0, then in terms of the Gibbons-Hawking metric of the neck region,
we have
ι′0 · (β)
1
2 ≤ dg(pm, pl) ≤ T ′0 · (β)
1
2 . (7.10)
We have already defined in Section 6 the Gibbons-Hawking metric in the neck region N 4m0 . Given a
gluing parameter β > 0, by Theorem 2.6, the defining Green’s function Vβ satisfies the asymptotic
property that there are constants
ǫ1 > 0, ǫ2 > 0 (7.11)
such that for any k ∈ N we have∣∣∣∇k(Vβ − (2πb−
A
z + β
))∣∣∣ = O(eǫ1 z), z → −∞ (7.12)
and ∣∣∣∇k(Vβ − (− 2πb+
A
z + β
))∣∣∣ = O(e− ǫ2 z), z → +∞. (7.13)
The following functions defined on N 4m0 as well as on the Tian-Yau pieces are crucial in analyzing
the rescaled limits and the definition of the weight function in the next section, which naturally
comes from the construction of the model metric:
(1) On the negative part of the neck region, we define the function
L−(x) ≡
(2πb−
A
· z(x) + β
) 1
2
, −T− ≤ z(x) < 0 (7.14)
(2) On the positive part of the neck region, we define the function
L+(x) ≡
(
− 2πb+
A
· z(x) + β
) 1
2
, 0 ≤ z(x) < T+ (7.15)
(3) For x ∈ M located in the end region of X4b− and satisfy ζ−0 ≤ z−(x) ≤ T−, we define
L−(x) ≡
(2πb−
A
· z−(x)
) 1
2
(7.16)
(4) For x ∈ M located in the end region of X4b+ and satisfy ζ+0 ≤ z+(x) ≤ T+, we define
L+(x) ≡
(2πb+
A
· z+(x)
) 1
2
. (7.17)
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7.1.3. Subdivision of the manifold M. Fix a gluing parameter β > 1, the manifold (M, gβ) will be
divided into the following 9 regions depending on the different collapsing behaviors of metric g:
I : dm(x) ≤ β−
1
2 for some 1 ≤ m ≤ m0
(in the neck, very close to a monopole point)
II : 2β−
1
2 ≤ dm(x) ≤ ι
′
0
4
· (β) 12 for some 1 ≤ m ≤ m0
(in the neck, not close, but not too far from any monopole point)
III : z(x) ∈ [−m0T0,m0T0] and dm(x) ≥ ι
′
0
2
· (β) 12 for all 1 ≤ m ≤ m0
(in a bounded region of the neck, but far from any monopole point)
IV− : z(x) ∈ [−T−/2,−2m0T0]
(in the negative end region of the neck)
IV+ : z(x) ∈ [2m0T0, T+/2]
(in the positive end region of the neck)
V− : x ∈ X4b− and 2ζ−0 ≤ z−(x) ≤ T−
(in the end region of X4b−)
V+ : x ∈ X4b+ and 2ζ+0 ≤ z+(x) ≤ T+
(in the end region of Xb+)
VI− : x ∈ BD−0 (q−) ⊂ X
4
b−
(in the bounded part of X4b−)
VI+ : x ∈ BD+0 (q+) ⊂ X
4
b+
(in the bounded part of X4b+).
We note that for x ∈ IV±, we have
T ′0(β)
1
2 ≤ dm(x) ≤ R± for all 1 ≤ m ≤ m0, (7.18)
where
R− ≡ sup
{
dg(x, p1)
∣∣∣− T− ≤ z(x) ≤ 0}, (7.19)
R+ ≡ sup
{
dg(x, p1)
∣∣∣0 ≤ z(x) ≤ T+}. (7.20)
Immediately, there is some constant C > 0 (independent of β) such that
C−1β
3
2 ≤ R± ≤ Cβ
3
2 . (7.21)
Remark 7.1. Notice that the above regions do not completely cover the manifold M. However,
each gap region shares the geometric behavior with the adjacent regions in the above subdivision.
Therefore, the curvature estimates and the rescaled geometries in each gap region will be the same
as in the adjacent regions, so we will ignore these gap regions in the following.
7.2. Regularity of the approximate metrics. In this subsection, we prove uniform curvature
estimates on M which will be crucial in showing that certain rescalings of the approximate metric
have bounded curvature. We will show two different ways to understand the regularity.
The first way is to directly compute the curvature tensors. Since the Gibbons-Hawking metric
has an explicit form in terms of the defining harmonic function, the curvature estimates just follow
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from straightforward calculations. The following lemma gives sharp curvature estimates for every
point on M.
Lemma 7.2. The following uniform curvature estimates hold for every point in M:
(1) Let r(x) denote the Euclidean distance to the monopole points, then there exists con-
stants C > 0 so that such that for each 1 ≤ m ≤ m0 for every x ∈ Br0(pm) with
r0 ≡ 12 InjRadg0(T2), the following curvature estimates hold,
|Rm |(x) ≤
{
Cβ, 0 ≤ r(x) < β−1,
C
β2r(x)3
, β−1 ≤ r(x) < r0. (7.22)
In terms of the intrinsic distance function with respect to the Riemannian metric gj ,
|Rm |(x) ≤
{
Cβ, 0 ≤ r(x) < β−1,
C
β
1
2 dm(x)3
, β−1 ≤ r(x) < r0. (7.23)
(2) If x is in the neck region but has some definite distance away from the monopoles, the
following curvature estimates hold for some uniform constant C > 0,
|Rm |(x) ≤
{
C
β2z(x)
, r010 < |z(x)| < β,
C
β3
, −T1 ≤ z(x) ≤ −βand β ≤ z(x) < T2.
(7.24)
(3) For x ∈ Xb±(T±) ⊂M, there is a constant C so that
|Rm |(x) ≤
{
C d(x) < ζ±
C
d(x)2
d(x) ≥ ζ±, (7.25)
where d(x) is the distance to a base point in Xb±.
(4) For x ∈ DZ± ⊂M, there is a constant C > 0 so that
|Rm |(x) ≤ C
β3
. (7.26)
Remark 7.3. The curvature estimates in Lemma 7.2 are sharp in the following sense. The second
estimate in (7.22) and (7.23) corresponds to the curvature behavior of the Taub-NUT metric which
is exactly of cubic decay. The curvature estimate in (7.25) is sharp as well because the curvatures
decay quadratically in the end of a complete Tian-Yau space.
Proof. The proof only requires straightforward calculations, so we only sketch the calculations. We
use the following formula for the pointwise norm squared of the curvature of a Gibbons-Hawking
metric
|Rm |2 = 1
2
V −1β ∆
2(V −1β ), (7.27)
see [GW00]. We just need to consider the case of 1 monopole point located at the origin, the case
of several monopole points follows easily from this case. Let r0 ≡ 12 InjRadg0(T2), then we have the
expansion
Vβ(x) =
1
2r(x)
+ β + h(x), x ∈ Br0(03), (7.28)
where h is a bounded harmonic function.
First, we estimate the curvature in the case r(x) < 1β . By (7.28),
V −1β (x) =
2r
1 + 2rβ + 2rh
, (7.29)
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so it follows that
V −1β =
2r
1 + 2rβ + 2rh
≤ Cr(1− 2rβ + 4r2β2 + 8r3β3) (7.30)
for r < β−1, then
|V −1β ∆2(V −1β )| ≤ Crβ3, (7.31)
and the first claimed estimate follows from this.
Before showing the curvature estimates in other regions, we relate the intrinsic distance function
dm(x) and the Euclidean radial function r(x). By directly estimating the integral of
√
Vβ, we have
that
1
C ′
·
√
r(x) ≤ dm(x) ≤ C ′
√
r(x), r(x) < β−1,
1
C ′
· β 12 · r(x) ≤ dm(x) ≤ C ′ · β
1
2 · r(x), r(x) ≥ β−1,
(7.32)
where C ′ > 0 is some universal constant. So the first part of the curvature estimate in (7.23)
immediately follows.
Next, let x ∈ Br0(03) satisfy r(x) ≥ β−1. Substituting (7.28) into (7.27), then similar expansion
formula shows that for some uniform constant C > 0,
|Rm |(x) ≤ C
β2r3(x)
. (7.33)
Correspondingly in terms of the intrinsic distance function, the curvature estimate turns out to be
|Rm |(x) ≤ C
β
1
2dm(x)3
. (7.34)
The above in fact covers the curvature estimates in Region I and Region II.
From now on, we consider the case that x is in the neck region satisfying r010 ≤ |z(x)| ≤ β. In
this case, the harmonic function Vβ has the expansion,
Vβ(x) =

2πb−z(x)
A + h−(x) + β, −T− ≤ z(x) ≤ −ζ0
h(x) + β, −ζ0 ≤ z(x) ≤ ζ0,
−2πb+z(x)A + h+(x) + β, ζ0 ≤ z(x) ≤ T+.
(7.35)
We apply the above expansion to the curvature formula (7.27), then we obtain the following cur-
vature estimate
|Rm |(x) ≤ C
β2z(x)
, (7.36)
where C > 0 is a uniform curvature estimate. Similarly, one can calculate that in the damage
zones,
|Rm |(x) ≤ C
β3
(7.37)
for some uniform constant C > 0. Note that the cutoff function and its derivatives up to third
order are uniformly bounded, the curvature of the glued metric is therefore also of order β−3 in the
damage zone region.
Next, we recall from Section 2.2 that for the model spaces, the defining harmonic functions are
V−(x) =
2πb−z(x)
A and V+(x) =
2πb+z(x)
A , so (7.27) implies that
|Rm |(x) ≤ C
d(x)2
, (7.38)
for some uniform constant C > 0, so the complete end of the model space has exactly inverse
quadratic curvature decay. It follows from Proposition 3.4 that the Tian-Yau metric does also.
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
The curvature estimates in Lemma 7.2 relies on the explicit formulas of the Gibbons-Hawking
ansatz. For the sake of conceptually understanding the collapsing behavior, we introduce the
following ǫ-regularity theorem for collapsed Einstein manifolds due to Naber and the fourth author
of this paper (see [NZ16] for more details).
Theorem 7.4 (Naber-Zhang, [NZ16]). Let (Mn, g, p) satisfy Ricg ≡ λg and |λ| ≤ n− 1. Given a
manifold (Zk, zk) with k = dim(Zk) < n, there are uniform constants δ0 > 0, w0 > 0 and C0 > 0
which depend only on n and the geometry of B1(z
k) such that the following property holds: if
dGH(B2(p), B2(z
k)) < δ0, (7.39)
then the group Γδ0(p) ≡ Image[π1(Bδ0(p)) → π1(B2(p))] has a nilpotent subgroup N of index
bounded by w0 such that rank(N ) ≤ n− k.
Furthermore, if rank(N ) = n − k, then sup
B1(p)
|Rm | ≤ C0. Conversely, if sup
B3(p)
|Rm | ≤ C0, then
rank(N ) = n− k.
Remark 7.5. Given a finitely generated nilpotent group N , let N = N0 ⊲ N1 ⊲ . . . ⊲Nm = {e}
be the lower central series with abelian factor groups Nj−1/Nj , where Nj+1 ≡ [N ,Nj ] are the
commutator subgroups. Then the nilpotent rank of N is defined as the sum of the ranks of the
abelian factors, i.e.
rank(N ) ≡
m∑
j=1
rank(Nj−1/Nj). (7.40)
Remark 7.6. If the Einstein assumption is replaced with bounded Ricci curvature, then the
uniform curvature bound can be replaced with bounded C1,α-covering geometry for any 0 < α < 1.
This can be used in analyzing the regularity of the damage zones.
In fact, theorem 7.4 has a quick proof in the special case of codimension-1 collapse which exactly
applies in our case. For the readers’ convenience, we give the statement and the proof here.
Lemma 7.7. Let (Mnj , gj , pj) be a sequence of Einstein manifolds with |Ricgj | ≤ ǫj → 0 such that
(Mnj , gj , pj)
GH−−→ Rn−1 (7.41)
and Γ2(pj) ≡ Image[π1(B2(pj))→ π1(Mnj )] is of infinite order. Then for any R > 0,
sup
BR(pj)
|Rm | ≤ C0(n)
R2
. (7.42)
Remark 7.8. Simple rescaling and contradicting arguments imply theorem 7.4 in the case k = n−1,
which is an effective version of the lemma.
Proof. Let (M˜nj , g˜j ,Γj , p˜j) be the Riemannian universal covers of (M
n
j , gj) which converge to the
limit product space (Rn−1 × Y, d˜∞,Γ∞, p˜∞) in the equivariant Gromov-Hausdorff topology, where
Γj ≡ π1(Mnj ) and Γj → Γ∞ ≤ Isom(Rn−1 × Y ). See Section 3 of [FY92] for the precise definition
of the equivariant Gromov-Hausdorff convergence. In summary, we have the following diagram
(M˜nj , g˜j , p˜j)
eqGH
//
prj

Rn−1 × Y
pr∞

(Mnj , gj , pj)
GH
// Rn−1,
(7.43)
58 HANS-JOACHIM HEIN, SONG SUN, JEFF VIACLOVSKY, AND RUOBING ZHANG
where the covering maps prj : M˜
n
j →Mnj converge to a natural projection map pr∞ : Rn−1× Y →
Rn−1.
The main part is to prove the claim that Y is isometric to R.
Applying Cheeger-Colding’s quantitative splitting theorem (see [CC96]), the convergence as-
sumption (7.41) implies that for any fixed R > 0, there are harmonic splitting maps Φj ≡
(u
(1)
j , . . . , u
(n−1)
j ) : B10R(pj)→ Rn−1 which realize the Gromov-Hausdorff maps such that
n−1∑
α,β=1
 
B5R(pj)
|〈∇u(α)j ,∇u(β)j 〉 − δαβ |+
n−1∑
α=1
 
B5R(pj)
|∇2u(α)j |2 → 0. (7.44)
Let Φ˜j ≡ (u˜(1)j , . . . , u˜(n−1)j ) be the lifted harmonic functions on the universal covers, then the volume
comparison theorem implies that
n−1∑
α,β=1
 
B5R(p˜j)
|〈∇˜u˜(α)j , ∇˜u˜(β)j 〉 − δαβ |+
n−1∑
α=1
 
B5R(p˜j)
|∇˜2u˜(α)j |2 → 0. (7.45)
By the definition of the splitting maps, Y is the Gromov-Hausdorff limit of the level sets of the
lifted splitting maps Φ˜−1j (0
n−1). Since Γ2(pj) ≤ π1(Mnj ) is of infinite order which acts on M˜nj
isometrically and discretely, the limit space Y must be non-compact.
On other hand hand, notice that Φ˜−1j (0
n−1) is invariant under the deck transformation group
Γj and Γj converge to some limiting group Γ∞ ≤ Isom(Rn−1 × Y ) such that pr∞ is given by the
quotient (Rn−1 × Y )/Γ∞ = Rn−1. Hence Γ∞ ≤ Isom(Y ) and Γ∞ acts homogeneously on Y .
Therefore, by standard arguments, the noncompact homogeneous space Y admits a line (see
[CG72] or lemma 2.4 in [NZ16]). The Ricci curvature assumption implies that Y is isometric to R.
This completes the proof of the claim.
The curvature estimate (7.42) immediately follows from the ǫ-regularity theorem for noncollapsed
Einstein manifolds (for example see Section 7 in [CC97]).

7.3. Rescaled geometries. In this subsection, we will focus on the rescaled geometry of each
region defined in Section 7.1.3, which can be viewed as a geometric preparation for defining the
weighted Ho¨lder space. In this direction, a necessary technical preparation is to rescale (M, g) by
correctly choosing some rescaled metric g˜ = λ2g such that the weighted Ho¨lder space in the rescaled
space is much easier to analyze.
In our context, we will discuss a sequence (Mj , gj) with a sequence of gluing parameters βj →∞.
In the remaining part of this section, we will specify the following way of rescaling which will be
consistent with the definition of the weight function. For every xj ∈ Mj , we will choose the
rescaling factors λj > 0 and the corresponding rescaled metric g˜j = λ
2
jgj we have the convergence
(Mj , g˜j ,xj) GH−−→ (M∞, g˜∞,x∞). (7.46)
In the meanwhile, for applying the delicate tools in analysis, necessarily we need to improve the
Gromov-Hausdorff convergence to some convergence with higher regularity. To this end, we will
select subdomains Uj ⊂Mj which is of almost full measure such that the above convergence keeps
Riemann curvatures uniformly bounded in Uj . The main tool of proving the curvature estimates
is given by Lemma 7.2 and Lemma 7.7.
Our main task is to appropriately define the rescaling factors λj > 0 which depends on the
different regions in the definition of the weight function. The primary scenario is the following:
while dgj(pm,xj) is increasing and xj is moving from the monopoles in the neck region to the
Tian-Yau pieces, the limiting geometries of the rescaled limits vary in a natural way. First, around
the monopoles, the rescaled limit is the standard Taub-NUT space such that the S1-fiber at infinity
NILPOTENT STRUCTURES AND COLLAPSING RICCI-FLAT METRICS ON K3 SURFACES 59
equals 1. The advantage of rescaling in this way is that the local geometry around the monopoles
can be captured in the rescaled limit. When dgj(pm,xj) is increasing, the length of the S
1 of the
Taub-NUT space is decreasing such that the rescaled limit will collapse to R3. When xj is farther
from the monopoles, the size of the T2-fiber will be shrinking such that the rescaled limit will
become T2×R. Eventually when xj is located in the Tian-Yau pieces, we choose the original scale
so that we will obtain a complete Tian-Yau space.
Region I:
In this subsection, we focus on the blowing-up geometry around each monopole in the neck region
N 4m0(−T−, T+). We will prove that, by correctly rescaling the Gibbons-Hawking metric defined in
the above section, the blowing-up limit around each monopole is the Taub-NUT space.
Let (T2 × R, g0) be a cylinder with a flat product metric g0. Given a constant β > 0, let Vβ be
a harmonic function such that
−∆g0Vβ = 2π
m0∑
m=1
δpm
Vβ(x) =
1
2|x− pm| + hm(p) + β, x ∈ Br0(pm),
(7.47)
where each hm is a bounded harmonic function, r0 ≡ 12 min{d0, i0} and
d0 ≡ min
1≤m<l≤m0
dg0(pm, pl)
i0 ≡ InjRadg0(T2 × R).
(7.48)
Let (N 4m0 , gβ) be the Gibbons-Hawking space defined by
gβ ≡ VβgT2×R + V −1β θ2, (7.49)
where θ is a connection 1-form with
dθ = ∗dVβ . (7.50)
Given any positive constant σ > 0, we define the rescaled metric as follows,
λσ,β ≡ σ · β
1
2
g˜σ,β ≡ (λσ,β)2gβ .
(7.51)
Then we have the following useful lemma.
Lemma 7.9. For every monopole point pm ∈ Pm0 and for every fixed positive constant σ > 0, we
have the following C∞-convergence
(N 4m0 , g˜σ,β , pm)
C∞−−→ (R4, g˜σ,∞, p˜m,∞) as β → +∞, (7.52)
such that (R4, g˜σ,∞, p˜m,∞) is a Ricci-flat Taub-NUT space with
g˜σ,∞ = Gσ · gR3 + (Gσ)−1θ2 (7.53)
and
Gσ(p) =
1
2d0(p, 03)
+
1
σ2
, (7.54)
where d0 is the distance function in the Euclidean space R
3.
Remark 7.10. When σ →∞, the above family of Taub-NUT spaces will converge to R4 with the
standard Euclidean metric. When σ → 0, the above family of Taub-NUT spaces will converge to
R3 with the standard Euclidean metric.
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Proof. To prove this lemma, we need to rescale both the metric and the coordinates. We choose the
pull-back region π−1(Bg0r0 (pm)) with r0 > 0 defined as the above, then for every x ∈ π−1(Bg0r0 (pm))
with π(x) = (x, y, z),
Vβ(x) =
1
2
√
x2 + y2 + z2
+ h(x) + β, (7.55)
where h is a bounded harmonic function on R3. Let us denote the rescaled coordinates by
x˜β ≡ γβ · x, y˜β ≡ γβ · y, z˜β ≡ γβ · z, (7.56)
and we choose
γβ ≡ σ2 · β. (7.57)
So the rescaled metrics g˜σ,β converge to
g˜σ,∞ = Gσ · gR3 + (Gσ)−1θ2 (7.58)
such that
Gσ(p) =
1
2d0(p, 03)
+
1
σ2
, (7.59)
where d0 is the distance function in the Euclidean space R
3. This tells us that g˜σ,∞ is a Taub-NUT
metric, and the proof is complete.

Returning to the analysis of Region I: In this case, we choose λj ≡ (βj) 12 and the corresponding
metric g˜j = λ
2
jgj. Applying Lemma 7.9, the rescaled spaces converge to the standard Taub-NUT
space, i.e.,
(M, g˜j , pm) GH−−→ (R4, g˜∞, pm,∞), (7.60)
where the length of the S1-fiber at infinity equals 1. By the regularity theory of non-collapsing
Einstein manifolds, the above convergence can be improved to C∞ everywhere.
Region II:
We will analyze the convergence rescaled spaces for every fixed reference point xj in Region
II. To understand the geometries of the rescaled limits, we will break down this region in three
different cases which depend on the distance of a reference point xj to the monopoles:
(a) There is a uniform constant σ0 > 0 such that 2β
− 1
2
j ≤ dm(xj) ≤ 1σ0 · β
− 1
2
j .
(b) The distance to a pole dm(xj) satisfies
dm(xj)
β
− 1
2
j
→∞, and dm(xj)
β
1
2
j
→ 0. (7.61)
(c) There is some uniform constant C0 > 0 such that
0 < C0 · β
1
2
j ≤ dm(xj) ≤
ι′0
4
· β
1
2
j . (7.62)
In Case (a) and Case (b), we choose
λj ≡ 1
dm(xj)
(7.63)
and define the rescaled metric g˜j = λ
2
jgj . Immediately, dg˜j (pm,xj) = 1. In Case (c), we denote
dj ≡ min
1≤m≤m0
dm(xj) and define the following rescaled metric by g˜j ≡ λ2jgj and
λj ≡ 1
dj
. (7.64)
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Now we proceed to describe the rescaled limits in each of the above cases. Applying Lemma 7.9
to Case (a), the rescaled spaces converge to a Ricci-flat Taub-NUT space with a monopole pm,∞,
i.e.,
(M, g˜j ,xj) GH−−→ (R4, g˜∞,x∞), (7.65)
where dg˜∞(x∞, pm,∞) = 1 and the S1-fiber at infinity has length at least σ0 > 0. Moreover, the
above convergence is C∞ everywhere.
In Case (b), we have the convergence(
M\Bgj
β
−
1
2
j
(pm), g˜j ,xj
)
GH−−→ (R3 \ {03}, gR3 ,x∞), (7.66)
where gR3 is the standard Euclidean metric in R
3. In terms of the rescaled metrics g˜j , the diameters
of the fibers converge in the following way,
Diamg˜j(S
1) ≤ C · β−
1
2
j ·
1
dm(xj)
→ 0. (7.67)
Denote γj ≡ β
1
2
j
dm(xj)
and choose the rescaled coordinates
xj ≡ γj · x, yj ≡ γj · y, zj ≡ γj · z, (7.68)
then one can check that the metric tensor g˜j in terms of the rescaled coordinates converges to the
Euclidean metric dx2∞ + dy2∞ + dz2∞, where (xj , yj , zj) converges to (x∞, y∞, z∞) with |dx∞| =
|dy∞| = |dz∞| = 1. Therefore, by (7.67), the rescaled Gromov-Hausdorff limit is the punctured
Euclidean space R3 \ {03}. Moreover, applying Lemma 7.2 (or Lemma 7.7), it follows that the
sequence converges with uniformly bounded curvature away from the origin.
In Case (c), we will prove the rescaled limit is a punctured flat cylinder. That is, let sj > 0 be
a sequence of numbers such that
sj → 0 , 1
sjβj
→ 0, (7.69)
then we claim that(
M\ π−1
( m0⋃
m=1
Bg0sj (pm)
)
, g˜j ,xj
)
GH−−→
(
(T2 × R) \ Pm0 , g0,x∞
)
, (7.70)
where g0 is a flat product metric on T
2 ×R.
To see this, we will carefully look at the convergence in a sequence of punctured domains with
unbounded diameter. We denote U(a, b) ≡ {x ∈ M|a ≤ z(x) ≤ b}. Let ξj > 0 be a sequence with
ξj/βj → 0 and we choose a sequence of punctured domains
U˚j ≡ U(z(xj)− ξj, z(xj) + ξj) \ π−1
( m0⋃
m=1
Bg0sj (pm)
)
, (7.71)
where Bg0sj (pm) are balls of radii sj in the flat product metric g0 on T
2 × R. It is straightforward
that
Diamg˜j (U˚j) ≈ C · ξj →∞ (7.72)
and
Diamg˜j
(
π−1(Bg0sj (pm))
)
≈ C · sj → 0. (7.73)
The above arguments show that the U˚∞ is a complete space minus m0 points.
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On the other hand, we will show that the metrics g˜j converge to a flat product metric on T
2×R.
In fact, for every y ∈ U˚j, there is a bounded harmonic function hj such that the Green’s function
Vβj satisfies ∣∣∣Vβj(y)− (hj(y) + 2πb−A · z(y) + βj)∣∣∣ ≤ 12sj . (7.74)
By the assumption of Case (c), for every j, it holds that γj ≡ dm(xj )
β
1
2
j
∈ [C0, ι
′
0
4 ]. Since
1
sjβj
→ 0, the
following holds for some uniform constant C > 0,∣∣∣λ2jVβj(y)− 1γ2j
∣∣∣ = |Vβj (y)− βj |
γ2j βj
≤
C + C · ξj + 12sj
γ2j βj
=
C
βj
+
Cξj
βj
+ 12sjβj
γ2j
→ 0. (7.75)
Therefore, applying (7.72), (7.73) and (7.75), we have
(U˚j , g˜j ,xj)
GH−−→
(
(T2 × R) \ Pm0 , g0,x∞
)
, (7.76)
where g0 is a flat product metric on T
2 × R and Pm0 has m0 points. Similar to Case (b), Apply-
ing Lemma 7.2 (or Lemma 7.7), it follows that the sequence converges with uniformly bounded
curvature away from the monopoles.
Region III:
For every fixed xj in Region III, we define λj ≡ β−
1
2
j and g˜j ≡ λ2jgj . Let sj > 0 be a sequence of
numbers such that
sj → 0, 1
sjβj
→ 0, (7.77)
then applying the arguments in Case (c) of Region II, we have(
M\ π−1
( m0⋃
m=1
Bg0sj (pm)
)
, g˜j ,xj
)
GH−−→
(
(T2 × R) \ Pm0 , g0,x∞
)
, (7.78)
where g0 is a flat product metric on T
2 × R. Applying Lemma 7.2 (or Lemma 7.7), it follows that
the sequence converges with uniformly bounded curvature away from the monopoles.
Region IV−:
For fixed xj in Region IV−, we choose the following rescaling factor
λj ≡ (L−(xj))−1 (7.79)
and the corresponding rescaled metric g˜j = λ
2
jgj. To start with, let us estimate the lower bound of
the rescaled distance from xj to a monopole. For every xj in Region VI−, by the definition of this
region, we have that
dg˜j (pm,xj) ≥
10T ′0 · β
1
2
j
L−(xj)
=
10T ′0 · β
1
2
j(
2πb−
A · z(xj) + β− + βj
) 1
2
. (7.80)
If βj > 0 is sufficiently large, then immediately
dg˜j(pm,xj) ≥ 5T ′0 > 0. (7.81)
Now we consider the following cases:
NILPOTENT STRUCTURES AND COLLAPSING RICCI-FLAT METRICS ON K3 SURFACES 63
(a) There is a constant C0 > 10T
′
0 independent of j such that
5T ′0 ≤ dg˜j (pm,xj) ≡ λj · dm(xj) ≤ C0 (7.82)
for each 1 ≤ m ≤ m0.
(b) The reference points xj in Region IV− satisfy
dg˜j(pm,xj) ≡ λj · dm(xj)→∞, (7.83)
In Case (a), we have the convergence
(M, g˜j ,xj) GH−−→
(
(T2 × R) \ Pm0 , g0,x∞
)
, (7.84)
where g0 is a flat product metric and the set Pm0 contains m0 point. To see this, first we notice
that there is some constant C > 0 such that
|z(xj)| ≤ C. (7.85)
Let ξj > 0 be a sequence satisfying ξj →∞ and ξjβj → 0, and denote
U(a, b) ≡ {x ∈ M|a ≤ z(x) ≤ b}. (7.86)
For fixed xj in Region IV−, we choose a punctured domain
U˚j ≡ U(z(xj)− ξj, z(xj) + ξj) \ π−1
( m0⋃
m=1
Bg0sj (pm)
)
, (7.87)
where Bg0sj (pm) are balls of radii sj in the flat product metric g0 on T
2×R and sj > 0 is a sequence
of numbers satisfying
sj → 0, 1
sjβj
→ 0. (7.88)
It is straightforward that
Diamg˜j (U˚j) ≈ C · ξj →∞ (7.89)
and the limit space U˚∞ has two ends. Moreover,
Diamg˜j
(
π−1(Bg0sj (pm))
)
≈ C · sj → 0. (7.90)
Therefore, the limit space U˚∞ is a complete space minus m0 points.
Next, we will show g˜j converges to a flat product metric g0 on T
2×R. To this end, it suffices to
show that
Vβj (y)
(L−(xj))2
→ 1. (7.91)
In fact, for every y ∈ U˚j, there is a bounded harmonic function hj such that the Green’s function
Vβj satisfies ∣∣∣Vβj(y)− (hj(y) + 2πb−A · z(y) + βj)∣∣∣ ≤ 12sj . (7.92)
Since 1sjβj → 0, the following holds for some uniform constant C > 0,∣∣∣ Vβj(y)
(L−(xj))2
− 1
∣∣∣ = |Vβj (y)− (L−(xj))2|∣∣∣ 2πb−A · z(xj) + β− + βj∣∣∣ ≤
C + Cξj +
1
2sj
βj − C → 0. (7.93)
Therefore, applying (7.89), (7.90) and (7.93), we have
(U˚j , g˜j ,xj)
GH−−→
(
(T2 × R) \ Pm0 , g0,x∞
)
, (7.94)
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where g0 is a flat product metric on T
2 × R and Pm0 has m0 points. Moreover, by Lemma 7.2 (or
Lemma 7.7), it follows that the sequence converges with uniformly bounded curvature away from
the monopoles.
In Case (b), it holds that
(M, g˜j ,xj) GH−−→ (T2 × R, g0,x∞), (7.95)
where g0 is a flat product metric on T
2×R. The proof of this is similar to the previous case. Here
we choose the domain
Uj ≡ U(z(xj)− ξj, z(xj) + ξj), (7.96)
where the sequence of numbers ξj > 0 satisfy ξj →∞ and ξjβj → 0. Then the same arguments show
that
(Uj , g˜j ,xj)
GH−−→ (T2 × R, g0,x∞), (7.97)
where g0 is a flat product metric on T
2 × R. By Lemma 7.2 (or Lemma 7.7), it follows that
the sequence converges with uniformly bounded curvature in any compact subset containing xj of
bounded diameter.
Region IV+:
For every fixed reference point xj in Region IV+, we choose the rescaling factor
λj ≡ (L+(xj))−1 (7.98)
and the rescaled metric g˜j = λ
2
jgj . The rescaled limits are the same as those in Region IV−
Region V−:
For every fixed reference point xj in Region V−, we choose the rescaling factor
λj ≡ (L−(xj))−1 (7.99)
and the rescaled metric g˜j = λ
2
jgj . Let (X
4
b−
, gb− , q−) be a Tian-Yau space in our context with a
fixed reference point q− ∈ X4b− . We need to analyze the following cases:
(a) Assume z−(xj)→∞.
(b) Assume that there is some constant C0 > 0 independent of the index j such that 10ζ
−
0 ≤
z−(xj) ≤ C0.
In Case (a), we have the convergence
(M, g˜j ,xj) GH−−→ (T2 × R, g0,x∞), (7.100)
where g0 is a flat product metric on T
2 × R. To see this. we denote ζj ≡ z−(xj)→∞. Let ξj > 0
satisfy
ξj →∞, ξj
ζj
→ 0, (7.101)
and we choose a unbounded domain
U−j ≡ U−(ζj − ξj, ζj + ξj) = {y ∈ M|ζj − ξj ≤ z−(y) ≤ ζj + ξj}. (7.102)
We will show that
(Uj , g˜j ,xj)
GH−−→ (T2 × R, g0,x∞), (7.103)
where g0 is a flat product metric on T
2 ×R. Applying the similar arguments as before, we have
Diamg˜j(Uj)→∞ (7.104)
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and the limit space U∞ has two ends. It follows that U∞ is complete. In addition, we need to show
that g˜j converges to a flat product metric on T
2 × R. In fact,∣∣∣ V−(y)
(L−(xj))2
− 1
∣∣∣ = |V−(y)− (L−(xj))2|2πb−
A · ζj
≤ C(ξj + e
− ǫ0ζj
2 )
2πb−
A · ζj
→ 0. (7.105)
By Lemma 7.2 (or Lemma 7.7), it follows that the sequence converges with uniformly bounded
curvature in any compact subset containing xj of bounded diameter, and this finishes the analysis
of Case (a).
In Case (b), since d(q−,xj) ≤ C0, there is some constant C ′0 > 0 (depending only on the constant
C0 > 0 and the geometric data of gb−) such that
1
C ′0
≤ L−(xj) ≤ C ′0. (7.106)
Therefore, the limit space (M∞, g˜∞,x∞) is a complete Ricci-flat Tian-Yau space which is a simple
rescaling of (X4b− , gb−, q−). The convergence in this case is moreover smooth on compact subsets.
Region V+:
For every fixed reference point xj in Region V+, we choose the rescaling factor
λj ≡ (L+(xj))−1 (7.107)
and the rescaled metric g˜j = λ
2
jgj . So the rescaling geometries are the same as those in Region V−.
Region VI−:
We choose λj ≡ 1 and the limit is (X4b− , gb− , q−) which is a complete Tian-Yau space.
Region VI+:
We choose λj ≡ 1 and the limit is (X4b+ , gb+ , q+) which is a complete Tian-Yau space.
The above arguments completely classify all the rescaled limit spaces. We end this section by
proving the following lemmas which will be used in the proof of Proposition 9.2 in Section 9. We will
choose a convenient way to study the convergence of differential 1-forms in the rescaled spaces. The
lemma below shows that, in each part with a collapsing circle bundle structure, every differential
1-form is equivalent to its 4-tuple of coefficient functions.
Lemma 7.11. Let (M, gj) be a sequence with gluing parameters βj → ∞. Let ω ∈ Ω1(M), then
are 1-forms θxj , θ
y
j , θ
z
j and θ
c
j in each circle bundle part with
|θxj |g˜j = |θyj |g˜j = |θzj |g˜j → 1, |θtj|g˜j → 0. (7.108)
Moreover, every 1-form ω ∈ Ω1(M) in the circle bundle part can be represented as
ω = fxθ
x
j + fyθ
y
j + fzθ
z
j + ftθ
t
j. (7.109)
Proof. Based on the above discussions, there is a circle bundle structure in each of the following
rescaled regions: Case (b) and Case (c) of Region II, Region III, Region IV± and Case (a) of Region
V±. In all the above cases, the collapsed rescaled limit of M is isometric to R3 or T2 × R.
First, the proof of Case (a) of Region V− is the same as the proof of Case (b) of Region V+. We
only need to discuss Region V−. The original sequence gj is a fixed Tian-Yau metric and have the
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asymptotic behavior
gj = V−(gT2 + dz
2
−) + V
−1
− θ
2
b− +O(e
−δ1z−). (7.110)
In this case, the reference points xj satisfy ζj ≡ z−(xj)→∞. In the above discusssions, we choose
the rescaling factor λj ≡ 1L−(xj ) . So under the rescaled metric g˜j , it holds that
|dx|g˜j = |dy|g˜j = |dz˜|g˜j → 1, |θb− |g˜j → 0, (7.111)
where we choose the z-coordinate translation as z˜(x) = z(x) − z(xj). In the remaining cases, the
proof is very similar. We can properly rescale the 1-forms dx, dy and dz by
θxj ≡ γj · dx, θyj ≡ γj · dy, θzj ≡ γj · dz˜, θtj ≡ γj · dt. (7.112)
In Case (b) and Case (c) of Region II, γj is defined by
γj ≡ λj · β
1
2
j , (7.113)
where λj ≡ (dpm(xj))−1, then by straightforward computations,
|θxj |g˜j = |θyj |g˜j = |θzj |g˜j → 1, |θtj |g˜j → 0. (7.114)
In Region III and IV±, by the definition of the rescaled metrics,
|dx|g˜j = |dy|g˜j = |dz|g˜j → 1, |θ|g˜j → 0. (7.115)
So the proof is done. 
The following Lemma will be used throughout the following sections, and its simple proof is left
to the reader.
Lemma 7.12. Let (M4, g) be a Riemannian 4-manifold and let ω ∈ Ω1(M4) satisfy Dgω = 0, then
∆Hω = 0, (7.116)
where Dg ≡ d+ + d∗ and ∆H is the Hodge Laplacian.
The following Lemma will also be very useful in the following sections.
Lemma 7.13. In Case (b) of Region II, the Gromov-Hausdorff map
Fj : (M, gj ,xj) −→ (R3, g0,x∞) (7.117)
can be given by the rescaled coordinate functions
xj ≡ γj · x, yj ≡ γj · y, zj ≡ γj · z, (7.118)
where γj > 0 is defined in the proof of Lemma 7.11. Moreover, F ≡ (xj , yj, zj) satisfies
∆g˜jxj = ∆g˜jyj = ∆g˜jzj = 0 (7.119)
and satisfy
|∇g˜jxj |g˜j = |∇g˜jyj|g˜j = |∇g˜jzj |g˜j → 1 (7.120)
and away from the monopoles,
|∇2g˜jxj|g˜j = |∇2g˜jyj|g˜j = |∇2g˜jzj |g˜j → 0. (7.121)
Remark 7.14. The explicitly Gromov-Hausdorff map Fj in Lemma 7.13 in fact corresponds to
Cheeger-Colding’s quantitative splitting map (see [CC96]).
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Proof. In terms of the original coframes {dx, dy, dz, θ}, the volume form is given by
dvolgj = Vβjdx ∧ dy ∧ dz ∧ θ. (7.122)
By definition,
∗(dx) = dy ∧ dz ∧ θ, ∗(dy) = −dx ∧ dz ∧ θ, ∗(dz) = dx ∧ dy ∧ θ, (7.123)
which implies
∆gjx = ∆gjy = ∆gjz = 0. (7.124)
After rescaling, we have that
∆g˜jxj = ∆g˜jyj = ∆g˜jzj = 0. (7.125)
By Lemma 7.11, the pointwise gradient estimate holds,
|∇xj|g˜j = |∇yj|g˜j = |∇zj |g˜j → 1. (7.126)
Now we estimate the Hessian of the harmonic functions xj , yj and zj . It suffices to check it for
xj. First, Bochner’s formula gives that
1
2
∆g˜j |∇xj|2g˜j = |∇2xj |2g˜j . (7.127)
Due to Cheeger-Colding (see [CC96]), there exist cutoff functions ϕj :M→ [0, 1] with
ϕj(x) =
{
1, x ∈ BR(pj),
0, x ∈ M \B2R(pj)
(7.128)
and there exists an absolute constant C0 > 0 such that
R|∇g˜jϕj |g˜j +R2|∆g˜jϕj | ≤ C0. (7.129)
Integrating (7.127) over B4R(pj), 
B4R(pj)
ϕj |∇2xj |2g˜j dvolg˜j =
1
Volg˜j(B4R(pj))
ˆ
B4R(pj)
ϕj |∇2xj |2g˜j dvolg˜j
=
1
Volg˜j(B4R(pj))
ˆ
B4R(pj)
1
2
ϕj∆g˜j(|∇xj |2g˜j − 1) dvolg˜j
=
1
2Volg˜j(B4R(pj))
ˆ
B4R(pj)
(∆g˜jϕj) · (|∇xj |2g˜j − 1) dvolg˜j → 0,
(7.130)
as j →∞. Therefore, by volume comparison, 
BR(pj)
|∇2xj|2g˜j dvolg˜j → 0, (7.131)
as j → ∞. Let p∞ ∈ R3 \ {03} with B2s¯0(p∞) ⊂ R3 \ {03} and we choose a sequence of geodesic
balls B2s¯0(pj) such that
(B2s¯0(pj), g˜j)
GH−−→ (B2s¯0(p∞), g0). (7.132)
By Lemma 7.7, the curvatures on Bs¯0(pj) are uniformly bounded by C · s¯−20 and C > 0 is an
absolute constant. On the other hand, since ∆g˜jxj = 0, (7.131) can be strengthened to
sup
Bs¯0 (pj)
|∇2xj |2g˜j → 0. (7.133)
The proof is done.

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8. Weighted Schauder estimate
The main part of this section is to establish the appropriate weight analysis which is consistent
with the different rescaled geometries of the manifold (M, gβ). The main result in this section is
the weighted Schauder estimate in Proposition 8.3.
To start with, we define the weight functions. Let δ, ν and µ be fixed constants to be determined
later. Fix the gluing parameter β > 0, the weight functions ρ
(k+α)
δ,ν,µ with k ∈ N and 0 ≤ α < 1, are
defined as follows:
ρ
(k+α)
δ,ν,µ (x) ≡

eδ·(2T−) · (β− 12 )2µ+ν+k+α, x ∈ I
eδ·(2T−) · (β−µ2 ) · dµ+ν+k+αm (x), x ∈ II
eδ·(2T−) · (β 12 )ν+k+α, x ∈ III
eδ·(z(x)+2T−) · (L−(x))ν+k+α x ∈ IV−
eδ·(z(x)+2T−) · (L+(x))ν+k+α x ∈ IV+
eδ·(z−(x)) · (L−(x))ν+k+α, x ∈ V−
eδ·(−z+(x)+2T−+2T+) · (L+(x))ν+k+α, x ∈ V+
eδ·ζ
−
0 ·
(
L−(ζ
−
0 )
)ν+k+α
, x ∈ VI−
eδ(−ζ
+
0 +2T−+2T+) ·
(
L+(ζ
+
0 )
)ν+k+α
, x ∈ VI+ .
(8.1)
Recall from Remark 7.1 that these regions do not entirely cover M, so we extend the weight
functions to smooth functions on the entire manifold M by using appropriate cutoff functions in
each gap region. The geometry in each gap region is the same as the geometry of the adjacent
regions, therefore these gap regions can be ignored in the following analysis.
Definition 8.1 (Weighted Ho¨lder space). The weighted Ho¨lder space is defined by,
‖ω‖
Ck,αδ,ν,µ(M)
≡
k∑
j=0
∥∥∥ρ(j)δ,ν,µ · ∇jω∥∥∥
C0(M)
+ [ω]
Ck,αδ,ν,µ(M)
, (8.2)
where
[ω]
Ck,αδ,ν,µ(M)
≡ sup
dg(x,y)≤r0
x,y∈M
{
min{ρ(k+α)δ,ν,µ (x), ρ(k+α)δ,ν,µ (y)} ·
|∇kω(x)−∇kω(y)|
(dg(x, y))α
}
, (8.3)
ω ∈ T r,s(M) is a tensor field of type (r, s) and r0 ≡ 12 InjRadg(M). In the above definition, the
difference of the two covariant derivatives is defined in terms of the parallel translation.
Remark 8.2. If (X, g) is a δ-aymptotically Calabi space for n = 2, one can define a weight function
ρ
(k+α)
δ,ν (x) = e
δz(x) · (z(x)) ν+k+α2 , (8.4)
and defined the weighted space Ck,αδ,ν (X) exactly as in Definition 8.1. On such a space the Laplace
operator is a bounded linear mapping
∆ : Ck,αδ,ν (X)→ Ck−2,αδ,ν+2 (X). (8.5)
It is expected that this operator is Fredholm if δ is sufficiently small and non-zero, and for arbi-
trary ν. The analysis in Section 4 can likely be extended to prove this stronger result, but for the
purposes of this paper we do not need this. Likewise, we expect that
D : Ck,αδ,ν (Ω
1)→ Ck−1,αδ,ν+1 (Ω0 ⊕ Ω2+) (8.6)
is Fredholm for δ sufficiently small, but this would require a much more elaborate separation of
variables argument.
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Proposition 8.3 (The Weighted Schauder Estimate). Consider (M, gβ) with a sufficiently large
gluing parameter β > 0. Then there exists a uniform constant C > 0 (independent of β) such that
for every ω ∈ Ω1(M), it holds that
‖ω‖C1,αδ,ν,µ(M) ≤ C
(
‖Dgω‖C0,αδ,ν+1,µ(M) + ‖ω‖C0δ,ν,µ(M)
)
. (8.7)
Proof. We will prove by contradiction and suppose no such a uniform constant C > 0 exists. That
is, there exist the following sequences:
(1) a sequence of numbers βj →∞,
(2) a sequence of gluing metrics (M, gj) with weight functions ρ(k+α)j,δ,ν,µ (for simplicity, we still
denote by ρ
(k+α)
δ,ν,µ because there is no ambiguity),
(3) a sequence of differential 1-forms ωj ∈ Ω1(M) such that
‖ωj‖C1,αδ,ν,µ(M,gj) = 1, (8.8)
‖Dgjωj‖C0,αδ,ν+1,µ(M,gj) + ‖ωj‖C0δ,ν,µ(M,gj) → 0, (8.9)
as j →∞.
Our main goal is to prove a local version of the above weighted Schauder estimate. Precisely,
it suffices to show that, there is some uniform constant C > 0 (independent of j) and for every
ω ∈ Ω1(M) and for every xj ∈ M, there is some rj > 0 (depending on the location of xj) such
that the following estimate holds in B2rj (xj) ⊂ (M, gj),
‖ω‖C1,αδ,ν,µ(Brj (xj)) ≤ C
(
‖Dgjω‖C0,αδ,ν+1,µ(B2rj (xj )) + ‖ω‖C0δ,ν,µ(B2rj (xj))
)
. (8.10)
Once (8.10) is established, the contradiction immediately arises which completes the entire proof.
Indeed, (8.9) implies that either ‖ρ(1)δ,ν,µ · ∇ωj‖C0(M,gj) ≥ 12 or [ωj]C1,αδ,ν,µ(M,gj) ≥
1
2 . We can assume
‖ρ(1)δ,ν,µ · ∇ωj‖C0(M,gj) ≥ 12 because the argument for the other case is exactly the same. Hence by
definition, there exists some xj ∈ Mj with
|ρ(1)δ,ν,µ(xj) · ∇ωj(xj)| ≥
1
2
. (8.11)
By (8.10), there is some rj > 0 which depends on xj such that
‖ωj‖C1,αδ,ν,µ(Brj (xj)) ≤ C
(
‖Dgjωj‖C0,αδ,ν+1,µ(B2rj (xj )) + ‖ωj‖C0δ,ν,µ(B2rj (xj))
)
−→ 0. (8.12)
The above estimate implies that
|ρ(1)δ,ν,µ(xj) · ∇ωj(xj)| ≤ ‖ωj‖C1δ,ν,µ(Brj (xj)) ≤ ‖ωj‖C1,αδ,ν,µ(Brj (xj )) → 0. (8.13)
However, (8.13) contradicts (8.11). The proof is done.
So the main part of the proof of the proposition is to establish (8.10). In our proof, the primary
strategy is to rescale the metric gj and the differential 1-form ω. That is, we choose some correct
rescaling factors λj > 0, κj > 0 and define
g˜j = λ
2
jgj , ω˜ = κjω. (8.14)
In the previous section, we showed that, for every reference point xj ∈ M, after appropriate
rescaling, there is a subdomain Uj which contains xj and has uniformly bounded geometry away
from at most finitely many singular points. Then the standard Schauder estimate in the rescaled
spaces is available. That is, for every ω˜ ∈ Ω1(M),
‖ω˜‖
C1,α(B
g˜j
r˜0
(xj ))
≤ C
(
‖Dg˜j ω˜‖C0,α(Bg˜j2r˜0 (xj ))
+ ‖ω˜‖
C0(B
g˜j
2r˜0
(xj))
)
, (8.15)
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where r˜0 > 0 is some uniform constant independent of the index j such that the balls B
g˜j
2r˜0
(xj)
converge to a smooth space and the convergence keeps curvatures uniformly bounded. Once we
obtain (8.15), we will get the weighted estimate (8.10) after an appropriate rescaling.
In the following arguments, for every fixed xj ∈ M, we will choose the corresponding rescaled
metrics g˜j = λ
2
jgj defined in Section 7.3.
Region I:
We prove (8.10) around the monopole pm ∈ Pm0 . Let λj = β
1
2
j and we choose the rescaled metric
g˜j ≡ λ2jgj, then (
M, g˜j , pm
)
C∞−−→
(
R
4, g˜∞, pm,∞
)
as βj →∞, (8.16)
where g˜∞ is the standard Taub-NUT metric such that the length of the S1-fiber at infinity equals 1.
Since the above convergence is C∞, the rescaled sequence (M, g˜j , pm) has bounded geometry and
thus the standard Schauder estimate holds in the geodesic ball B
g˜j
2 (pm) with respect to the rescaled
metric g˜j . Precisely, there is a uniform constant such that for every ω˜ ∈ Ω1(M),
‖ω˜‖
C1,α(B
g˜j
1 (pm))
≤ C
(
‖Dg˜j ω˜‖C0,α(Bg˜j2 (pm)) + ‖ω˜‖C0(Bg˜j2 (pm))
)
. (8.17)
Now we rescale back to the original metric gj . First, we choose
κj = e
δ·(2T−) · (β−
1
2
j )
2µ+ν−1 (8.18)
and denote ω˜ = κj ·ω. With respect to the original metric, the above Schauder estimate is equivalent
to the following
‖ρ(1)δ,ν,µ · ∇ω‖C0(Brj (pm)) + ‖ρ
(1+α)
δ,ν,µ · ∇ω‖Cα(Brj (pm))
≤ C
(
‖ρ(α)δ,ν+1,µ ·Dgjω‖Cα(B2rj (pm)) + ‖ρ
(0)
δ,ν,µ · ω‖C0(B2rj (pm))
)
,
(8.19)
where rj = λ
−1
j . Therefore, by the definition of the weighted Ho¨lder norm,
‖ω‖C1,αδ,ν,µ(Brj (pm)) ≤ C
(
‖Dgjω‖C0,αδ,ν+1,µ(B2rj (pm)) + ‖ω‖C0δ,ν,µ(B2rj (pm))
)
. (8.20)
So the estimate (8.10) has been proved in Region I.
Region II:
We will prove (8.10) for every xj in Region II. As what is introduced in Section 7.3, we break
down this region in 3 cases with different rescaling geometries:
(a) There is a uniform constant σ0 > 0 such that 2β
− 1
2
j ≤ dm(xj) ≤ 1σ0 · β
− 1
2
j .
(b) The distance to a pole dm(xj) satisfies
dm(xj)
β
− 1
2
j
→∞, and dm(xj)
β
1
2
j
→ 0. (8.21)
(c) There is some uniform constant C0 > 0 such that
0 < C0 · β
1
2
j ≤ dm(xj) ≤
ι′0
4
· β
1
2
j . (8.22)
NILPOTENT STRUCTURES AND COLLAPSING RICCI-FLAT METRICS ON K3 SURFACES 71
In each of the above cases, the rescaled spaces (M, g˜j ,xj) have uniformly bounded curvatures
and converge to a smooth limit space, which enables us to obtain the standard Schauder estimate
in any ball of a definite radius the rescaled spaces. Specifically, let xj be a fixed point in Region II,
then the standard Schauder estimate in B
g˜j
1/6(xj) states that for any ω˜ ∈ Ω1(M),
‖ω˜‖
C1,α(B
g˜j
1/6
(xj ))
≤ C
(
‖Dg˜j ω˜‖Cα(Bg˜j
1/3
(xj))
+ ‖ω˜‖
C0(B
g˜j
1/3
(xj ))
)
. (8.23)
Now let
κj ≡ eδ·2T− · (βj)−
µ
2 · (dm(xj))2µ+ν−1, (8.24)
and denote ωj = ω˜j/κj , then rescaling to the original metrics gj , we have
‖ρ(1)δ,ν,µ(xj)·∇ω‖C0(Brj (xj)) + ‖ρ
(1+α)
δ,ν,µ (xj) · ∇ω‖Cα(Brj (xj ))
≤ C
(
‖ρ(α)δ,ν+1,µ(xj) ·Dgjω‖Cα(B2rj (xj)) + ‖ρ
(0)
δ,ν,µ(xj) · ω‖C0(B2rj (xj))
)
.
(8.25)
The above rj > 0 is defined as follows. If xj is in Case (a) or (b), then
rj ≡ 1
6
λ−1j =
1
6
dm(xj). (8.26)
If xj is in Case (c), then
rj ≡ 1
6
dj, (8.27)
where dj ≡ min
1≤m≤m0
dgj(pm,xj). We need to show that the values ρ
(k+α)
δ,ν,µ (y) for all y ∈ Brj(xj) are
equivalent. Indeed, by the triangle inequality, we can see that for every y ∈ Brj(xj),
(
5
6
)µ+ν+k+α ≤ ρ
(k+α)
δ,ν,µ (y)
ρ
(k+α)
δ,ν,µ (xj)
≤ (7
6
)µ+ν+k+α. (8.28)
Therefore, by the definition of the weighted norm, the estimate (8.10) immediately follows.
Region III:
If we choose λj ≡ β−
1
2
j , then the remaining arguments coincide with those in Case (c) of Region II.
Regions IV− and IV+:
We only prove the estimate (8.10) for every fixed reference point xj in Region IV− and the proof
for the other part is identical.
For fixed xj in Region IV−, we define g˜j = λ2jgj and
λj ≡ (L−(xj))−1. (8.29)
In Section 7.3, the rescaled limits were separated in the following cases:
(a) There is a constant C0 > 10T
′
0 independent of the index j such that
5T ′0 ≤ dg˜j (pm,xj) ≡ λj · dm(xj) ≤ C0 (8.30)
for each 1 ≤ m ≤ m0.
(b) The reference points xj in Region IV− satisfy
dg˜j(pm,xj) ≡ λj · dm(xj)→∞, (8.31)
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We follow the notations in Section 7.3. Notice that, in each of the above cases, the rescaled
spaces have uniformly bounded curvature and the standard Schauder estimate can be stated in the
following way.
In Case (a), by assumption, we can pick some definite constant
r˜0 ≡ T
′
0
2
≤ dg˜j (pm,xj)
10
(8.32)
such that for every ω˜ ∈ Ω1(M),
‖ω˜‖
C1,α(B
g˜j
r˜0
(xj))
≤ C
(
‖Dg˜j ω˜‖Cα(Bg˜j2r˜0 (xj))
+ ‖ω˜‖
C0(B
g˜j
2r˜0
(xj ))
)
. (8.33)
In the above estimate, the constant C > 0 depends only on T ′0 > 0 and the flat product metric g0
(particularly C does not depend on C0).
Now we rescale the 1-form ω˜ by choosing
κj ≡ eδ(z(xj )+2T−) · (L−(xj))ν−1 (8.34)
and ωj ≡ ω˜j/κj . First, we rescale the above estimate to the original metric gj and denote
rj ≡ (L−(xj)) · r˜0 > 0, (8.35)
then
‖ρ(1)δ,ν,µ(xj)·∇ω‖C0(Brj (xj)) + ‖ρ
(1+α)
δ,ν,µ (xj) · ∇ω‖Cα(Brj (xj ))
≤ C
(
‖ρ(α)δ,ν+1,µ(xj) ·Dgjω‖Cα(B2rj (xj)) + ‖ρ
(0)
δ,ν,µ(xj) · ω‖C0(B2rj (xj))
)
.
(8.36)
So the rest is to show the values of the weight function ρ
(k+α)
δ,ν,µ are equivalent for every y ∈ B2rj (xj).
Indeed, denote ζj ≡ z(xj), by straightforward computations, there is a uniform constant C1 > 0
such that for every y ∈ B2rj (xj),
|z(y)− ζj| ≤ C1. (8.37)
Moreover, we can show that
ζj
βj
≤ C2, (8.38)
for some uniform constant C2 > 0. By the definition of the weight function in Region IV−,
ρ
(k+α)
δ,ν,µ (y)
ρ
(k+α)
δ,ν,µ (xj)
= eδ·(z(y)−ζj ) · (L−(y))
ν+k+α
(L−(xj))ν+k+α
(8.39)
The above estimates imply that there is a uniform constant C3 > 0 such that
1
C3
≤
∣∣∣ ρ(k+α)δ,ν,µ (y)
ρ
(k+α)
δ,ν,µ (xj)
∣∣∣ ≤ C3. (8.40)
So the proof of (8.10) in Case (a) is done.
The proof of the estimate in Case (b) is the same.
Regions V− and V+:
We only need to prove the estimate (8.10) for the reference point xj in Region V− because the
estimate in Region V+ is identical. As the discussion in Section 7.3, there are the following two
cases to be considered:
(a) Assume that a sequence of reference points xj satisfy z−(xj)→∞.
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(b) Assume that there is a some constant C0 > 0 such that a sequence of reference points xj
satisfy 10ζ−0 ≤ z−(xj) ≤ C0.
First, we prove the weighted Schauder estimate (8.10) in Case (a). Let λj ≡ (L(xj))−1 and
g˜j ≡ λ2jgj, then we have shown in Section 7.3 that
(M, g˜j ,xj) GH−−→ (T2 × R, g0,x∞). (8.41)
Moreover, the curvatures are uniformly bounded in the above convergence, which implies the stan-
dard Schauder estimate for every ω˜ ∈ Ω1(M),
‖ω˜‖
C1,α(B
g˜j
1 (xj))
≤ C
(
‖Dg˜j ω˜‖Cα(Bg˜j2 (xj)) + ‖ω˜‖C0(Bg˜j2 (xj ))
)
. (8.42)
To prove the weighted estimate (8.10) in the original metrics gj , we both rescale the metric g˜j and
ω˜j in the above estimate. First, let
κj ≡ eδz−(x) · (L−(x))ν−1 (8.43)
and denote ωj ≡ ω˜j/κj , then
‖ρ(1)δ,ν,µ(xj)·∇ω‖C0(Brj (xj)) + ‖ρ
(1+α)
δ,ν,µ (xj) · ∇ω‖Cα(Brj (xj ))
≤ C
(
‖ρ(α)δ,ν+1,µ(xj) ·Dgjω‖Cα(B2rj (xj)) + ‖ρ
(0)
δ,ν,µ(xj) · ω‖C0(B2rj (xj))
)
,
(8.44)
where
rj ≡ L−(xj). (8.45)
Now the last step is to show that all the values ρ
(k+α)
δ,ν,µ (y) are equivalent for every y ∈ B2rj (xj).
Indeed, denote ζj ≡ z−(xj) and ξj ≡ z−(y), then straightforward computations immediately imply
that
|ξj − ζj| ≤ C0 (8.46)
for some uniform constant C0 > 0. By the definition of the weight function in Region V−,
ρ
(k+α)
δ,ν,µ (y)
ρ
(k+α)
δ,ν,µ (xj)
= eδ·(ξj−ζj) · (L−(y))
ν+k+α
(L−(xj))ν+k+α
. (8.47)
Therefore,
1
C1
≤ ρ
(k+α)
δ,ν,µ (y)
ρ
(k+α)
δ,ν,µ (xj)
≤ C1 (8.48)
and thus the proof of Case (a) is done.
Now we prove Case (b). We showed in Section 7.3 that the limit space (M∞, g˜∞,x∞) is a finite
rescale of (X4b− , gb−, q−). Notice that, by the choice of the constant C0 in Case (b), the geodesic ball
B g˜∞2 (x∞) is contained in the end part of M∞ which has an S1-fibration structure. It follows that
B g˜∞2 (x∞) has uniformly bounded geometry. Then for every ω˜ ∈ Ω1(M), the standard Schauder
estimate holds and we have
‖ω˜‖
C1,α(B
g˜j
1 (xj))
≤ C
(
‖Dg˜j ω˜‖Cα(Bg˜j2 (xj)) + ‖ω˜‖C0(Bg˜j2 (xj ))
)
, (8.49)
where C > 0 is independent of the index j and the constant C0. Now we rescale the above estimate
to the original metric and we also rescale ω as in Case (a), which gives
‖ρ(1)δ,ν,µ(xj)·∇ω‖C0(Brj (xj)) + ‖ρ
(1+α)
δ,ν,µ (xj) · ∇ω‖Cα(Brj (xj ))
≤ C
(
‖ρ(α)δ,ν+1,µ(xj) ·Dgjω‖Cα(B2rj (xj)) + ‖ρ
(0)
δ,ν,µ(xj) · ω‖C0(B2rj (xj))
)
,
(8.50)
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where
rj ≡ L−(xj). (8.51)
It is similar to Case (a) that there is some constant C2 > 0 which is independent of the index j
and the constant C0, such that
1
C2
≤ ρ
(k+α)
δ,ν,µ (y)
ρ
(k+α)
δ,ν,µ (xj)
≤ C2. (8.52)
By definition, the weighted Schauder estimate (8.10) immediately follows.
Regions VI− and VI+:
First, we consider the case that the fixed reference point xj is in Region VI−. We choose a ball
B1(xj) and the estimate (8.10) is the standard Schauder estimate on B1(xj). Since the weight
function in this region is uniformly bounded, the weighted Schauder estimate (8.10) is equivalent
to the standard one.
Next, if xj is in Region VI+, then
(M, gj ,xj) C
∞−−→ (X4b+ , gb+ ,x∞) (8.53)
and the standard Schauder estimate states that there is a uniform constant C > 0 such that for
every ω˜ ∈ Ω1(M),
‖ω˜‖C1,α(B1(xj)) ≤ C(‖Dgj ω˜‖Cα(B1(xj)) + ‖ω˜‖C0(B1(xj))). (8.54)
So we just rescale the the 1-form ω˜ by letting κj ≡ eδ(2T−+2T+) and ω = ω˜/κj , then (8.54) is
equivalent to
‖eδ(2T−+2T+) · ω‖C1,α(B1(xj))
≤ C
(
‖eδ(2T−+2T+) ·Dgjω‖Cα(B1(xj )) + ‖eδ(2T−+2T+) · ω‖C0(B1(xj))
)
.
(8.55)
Up to some uniformly bounded constant, the above estimate implies the weighted Schauder estimate
(8.10).

9. Perturbation to genuine hyperka¨hler metrics
In the previous sections, we have already defined the approximate metric gβ and proved the
elliptic regularity for the operator Dg on the manifoldM. This section is devided in 3 subsections.
In Section 9.1, we will prove the uniform injectivity of the linearized operator which is a crucial
technical ingredient in proving the existence of a hyperka¨hler triple. Theorem 9.7 is the main
existence theorem of a hyperka¨hler triple which will be proved in Section 9.2. Specifically, we will
set up the right Banach spaces and apply the implicit function theorem to Theorem 9.7. Then in
Section 9.3 we will finish the main theorems introduced in Section 1.2.
9.1. The injectivity estimate for Dg. For the convenience of the arguments, we start with a
standard fact concerning a Liouville theorem on a flat cylinder T2 × R.
Lemma 9.1. Let (T2 × R, g0) be a cylinder with a flat product metric g0. Denote by λ0 > 0 the
lowest eigenvalue of the torus T2. If u is a harmonic function on T2 × R with growth control
|u(z)| = O(eλz) (9.1)
for some λ ∈ (0,√λ0), then u ≡ 0.
Now we state a main technical result which gives the required effective estimate for the Dirac-type
operator Dg.
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Proposition 9.2 (The Injectivity Estimate for Dg). Consider (M, gβ) with sufficiently large gluing
parameter β > 0. Assume that the parameters δ, µ and ν satisfy
(1) 0 < δ < 1
103
min{δ1, δ2, ǫ1, ǫ2, λ0, δh, δq},
(2) µ+ ν ∈ (0, 1),
where δ1, δ2, ǫ1, ǫ2 are the fixed constants specified in Section 7.1, λ0 > 0 is in Lemma 9.1, δh > 0
is in Theorem 5.1 and δq is in Corollary 6.5. Then for every α ∈ (0, 1), there exists a uniform
constant C = C(α, δ, µ, ν) > 0 which is independent of β such that for every ω ∈ Ω1(M) it holds
that
‖ω‖
C1,αδ,ν,µ(M)
≤ C · ‖Dgβω‖C0,αδ,ν+1,µ(M). (9.2)
Proof. By Proposition 8.2, it suffices to show that there exists a uniform constant C > 0 such that
‖ω‖C0δ,ν,µ(M) ≤ C · ‖Dgβω‖C0,αδ,ν+1,µ(M) (9.3)
for all ω ∈ Ω1(M). We argue by contradiction and suppose no such a uniform constant exists.
Then we have the following:
(1) a sequence of spaces (Mj , gj) with the gluing parameter βj →∞ such that
(Mj , gj , pj) GH−−→ (X∞, d∞, p∞). (9.4)
(2) a sequence of 1-forms ωj ∈ Ω1(Mj) such that
‖ωj‖C0δ,ν,µ(Mj ,gj) = 1 (9.5)
‖Dgjωj‖C0,αδ,ν+1,µ(Mj ,gj) → 0 (9.6)
as j →∞,
(3) a sequence of points xj ∈ Mj satisfying
|ρ(0)j,δ,ν,µ(xj) · ωj(xj)| = 1, (9.7)
where ρ
(0)
j,δ,ν,µ is a sequence of weight functions in (Mj , gj).
Now we are in a position to rescale the above contradicting sequences to produce a contradiction.
To start with, let gj be a sequence of contradicting metrics, and we denote the rescaling factors as
follows:
(1) Rescaling of the metrics:
Let g˜j = λ
2
j · gj , then with respect to the fixed reference point xj ∈ Mj picked as the
above, we have the convergence,
(Mj , g˜j ,xj) GH−−→ (M∞, d˜∞,x∞). (9.8)
(2) Rescaling of the 1-forms:
Let κj > 0 be a sequence of rescaling factors which will be determined later, such that
ω˜j ≡ κj · ωj. (9.9)
(3) Rescaling of the weight functions:
Since we need to distinguish between the weight functions on the sequenceMj and those
on the limit spaces, we denote by ρ
(k+α)
j,δ,ν,µ the weight functions onMj and denote by ρ(k+α)∞,δ,ν,µ
the weight functions on the limit spaces. Fix k ∈ N and α ∈ (0, 1), we rescale the weight
function ρ
(k+α)
j,δ,ν,µ by
ρ˜
(k+α)
j,δ,ν,µ = τ
(k+α)
j · ρ(k+α)j,δ,ν,µ. (9.10)
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The above rescaling factors are chosen to satisfy the scale-invariance property of the weighted norm,
1 ≤ τ (0)j · κj · λ−1j ≤ 10 (9.11)
1 ≤ τ (1)j · κj · λ−2j ≤ 10 (9.12)
1 ≤ τ (1+α)j · κj · λ−2−αj ≤ 10, (9.13)
such that in this way we will obtain a sequence of 1-forms ω˜j ∈ Ω1(Mj) with the property
‖ω˜j‖C0δ,ν,µ(M,g˜j) = 1
|ρ˜(0)j,δ,ν,µ(xj) · ω˜j(xj)| = 1
‖Dg˜j ω˜j‖Cαδ,ν+1,µ(M,g˜j) → 0.
(9.14)
The basic strategy is to combine the compactness arguments and the Liouville theorems. That
is, if (M∞, g˜∞,x∞) is non-collapsed, we apply Proposition 8.3 and the C1,α-compactness to obtain
a limiting 1-form ω˜∞ ∈ (M∞, g˜∞,x∞) such that
‖ω˜∞‖C0δ,ν,µ(M∞,g˜∞) = 1
|ρ˜(0)∞,δ,ν,µ(x∞) · ω˜∞(x∞)| = 1
Dg˜∞ω˜∞ ≡ 0.
(9.15)
We will apply the Liouville theorems to show that the above limiting 1-form ω˜∞ with controlled
weighted norm is in fact vanishing onM∞, which gives a contradiction. Next, for a collapsed limit
(M∞, g˜∞,x∞), to understand the limiting behavior of the operators Dg˜j and the contradicting
1-forms ω˜j, we will lift everything to an appropriately chosen non-collapsed (local) normal cover
such that the C1,α-compactness still applies on such a covering space. On the other hand, by the
representation lemma of the 1-forms, see Lemma 7.11, there are coefficient functions fxj , f
y
j , f
z
j and
f tj such that
ω˜j = f
x
j θ
x
j + f
y
j θ
x
j + f
z
j θ
z
j + f
t
jθ
t
j. (9.16)
We will show that the 4-tuples (fxj , f
y
j , f
z
j , f
t
j) converge to a
(ω˜∞, f t∞) ≡ (fx∞, f y∞, f z∞, f t∞) (9.17)
which can be in effect viewed as the limits of the 1-forms ω˜j. In addition, we will also show that
at least one of fx∞, f
y∞, f z∞ and f t∞ has a positive weighted Ho¨lder norm at x∞. Therefore, the
desired contradiction just arises from various versions of Liouville theorems for harmonic functions
in those different collapsed regions.
In accordance with the classification of the geometries of the rescaled limits in Section 7, we
will proceed to produce the desired contradiction in each of the regions discussed in Section 7.3.
Precisely, we will correctly choose the rescaling factors such that the contradicting 1-forms ω˜j ∈
Ω1(Mj) will converge to some limit which satisfies the norm control and satisfies the assumptions
in the Liouville theorems in each region.
Region I:
Assume that the reference point xj is Region I, then the rescaled limit is the standard Ricci-flat
Taub-NUT space (M∞, g˜∞,x∞) with a limiting monopole pm,∞. We choose the rescaling factors
NILPOTENT STRUCTURES AND COLLAPSING RICCI-FLAT METRICS ON K3 SURFACES 77
as follows,
λj = β
1
2
j
τ
(k+α)
j = e
−δ·2T− · (β
1
2
j )
2µ+ν+k+α
κj = e
δ·2T− · (β−
1
2
j )
2µ+ν−1.
(9.18)
In the above way of rescaling, we have dg˜∞(pm,∞,x∞) ≤ C and the rescaled weight function in the
limit space is
ρ˜
(k+α)
∞,δ,ν,µ(x) =
{
1, x ∈ B1(pm,∞)
(dg˜∞(x, pm,∞))µ+ν+k+α, x ∈ M∞ \B2(pm,∞).
(9.19)
Then the limiting 1-form ω˜∞ ∈ Ω1(M∞) satisfies that
Dg˜∞ω˜∞ ≡ 0
|ρ˜(0)∞,δ,ν,µ(x∞) · ω˜∞(x∞)| = 1
‖ω˜∞‖C0δ,ν,µ(M∞) = 1.
(9.20)
Notice that the above norm bound implies that for all x ∈M∞ \B2(pm,∞),
|ω˜∞(x)| ≤ (dg˜∞(x, pm,∞))−µ−ν . (9.21)
Since ω˜∞ is in the kernel of Dg˜∞ , immediately ω˜∞ is harmonic with respect to the Taub-NUT
metric g˜∞. Applying Lemma 4.17, we have ω˜∞ ≡ 0.
Region II:
Now we discuss the case that the reference points xj are in Region II. As what we discussed in
Section (7.3), the rescaled geometries were separated in the following cases:
(a) There is a uniform constant σ0 > 0 such that 2β
− 1
2
j ≤ dm(xj) ≤ 1σ0 · β
− 1
2
j .
(b) The distance function dm(xj) to a pole pm satisfies
dm(xj)
β
− 1
2
j
→∞, dm(xj)
β
1
2
j
→ 0. (9.22)
(c) There is some uniform constant C0 > 0 such that
0 < C0 · β
1
2
j ≤ dm(xj) ≤
ι′0
4
· β
1
2
j (9.23)
for all 1 ≤ m ≤ m0.
We start with our analysis in Case (a). By Lemma 7.9, the rescaled limit in Case (a) is a Ricci-
flat Taub-NUT space (M∞, g˜∞,x∞) such that the S1-fiber at infinity has length at least σ0 > 0.
The rescaling factors in this case are
λj = (dm(xj))
−1
τ
(k+α)
j = e
−δ·2T− · (βj)
µ
2 · (dm(xj))−µ−ν−k−α
κj = e
δ·2T− · (βj)−
µ
2 · (dm(xj))µ+ν−1.
(9.24)
In the rescaled limit space, the limiting reference point x∞ satisfies dg˜∞(x, pm,∞) = 1. Moreover,
the rescaled weight function in the limit space is given by
ρ˜
(k+α)
∞,δ,ν,µ(x) = (dg˜∞(pm,∞,x))
−µ−ν−k−α, x ∈ M∞ \B2(pm,∞), (9.25)
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and the limiting 1-form ω˜∞ ∈ Ω1(M∞) satisfies
Dg˜∞ω˜∞ ≡ 0
|ρ˜(0)∞,δ,ν,µ(x∞) · ω˜∞(x∞)| = 1
‖ω˜∞‖C0δ,ν,µ(M∞) ≤ 1.
(9.26)
The above weighted norm bound implies that for every x ∈ M∞ \ B2(pm,∞), the limiting 1-form
ω˜∞ satisfies the pointwise estimate
|ω˜∞(x)| ≤
(
dg˜∞(pm,∞,x)
)−µ−ν
. (9.27)
Applying Lemma 4.17, we have ω˜∞ ≡ 0 on the rescaled limit M∞, which completes the proof of
Case (a).
The rescaled limit in Case (b) is the punctured Euclidean space R3 \{03}. In this case, we choose
the rescaling factors as follows,
λj = (dm(xj))
−1
τ
(k+α)
j = e
−δ·2T− · (βj)
µ
2 · (dm(xj))−µ−ν−k−α
κj = e
δ·2T− · (βj)−
µ
2 · (dm(xj))µ+ν−1.
(9.28)
In terms of the above rescaled metric, the reference point x∞ satisfies dg0(x, 03) = 1. Moreover,
the rescaled weight function in the limit space is given by
ρ˜
(k+α)
∞,δ,ν,µ(x) = (dg0(0
3,x))−µ−ν−k−α, x ∈ R3 \ {03}. (9.29)
Mainly we will analyze the limiting behavior of the operator Dg˜j under the collapsing sequence
(M, gj ,xj). Specifically, we will construct a globally defined 1-form
ω˜∞ ∈ Ω1(R3 \ {03}) (9.30)
and we will also show that the coefficient functions of ω˜∞ are harmonic with respect to the Euclidean
metric. Our basic strategy is to apply Lemma 7.11 to reduce the convergence of the 1-form ω˜j to
the convergence of the coefficient functions. Let
ω˜j = f
x
j · θxj + f yj · θyj + f zj · θzj + f tj · θtj, (9.31)
then Lemma 7.11 and the circle bundle structure in this case guarantee the convergence of the
frames {θxj , θyj , θzj , θtj}.
Now we are in a position to construct the limits of the above coefficient functions. We start with
the Gromov-Hausdorff convergence
(M, g˜j ,xj) GH−−→ (R3, g0,x∞) (9.32)
with |x∞| = 1. For any fixed R > 10, let Ag01
R
,R
(03) be an annulus in R3 with respect to the
Euclidean metric g0. The first step is to obtain the limits of the coefficient functions f
x
j , f
y
j , f
z
j , f
t
j
with controlled weighted norms in the flat annulus Ag01
R
,R
(03) under the above Gromov-Hausdorff
convergence. Next, letting R→∞, we will apply Arzela`-Ascoli to obtain global limiting functions.
First, fix any R > 0, we consider a Euclidean annulus Ag01
R
,R
(03) ⊂ R3 and we claim that there
are limiting functions fx∞,R, f
y
∞,R, f
z
∞,R and f
t
∞,R on A
g0
1
R
,R
(03) ⊂ R3. For fixed R > 0, there are
s¯0(R) > 0 and N0(R) > 0 such that {B2s¯0(y∞,k)}Nk=1 with N ≤ N0 is a finite collection of Euclidean
balls which covers Ag01
R
,R
(03) which satisfies
(1) Ag01
R
,R
(03) ⊂
N⋃
s=1
B2s¯0(y∞,k) ⊂ Ag01
3R
,3R
(03)
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(2) s¯03 ≤ dg0(y∞,k,y∞,k′) ≤ s¯0 for all 1 ≤ k < k′ ≤ N .
We will verify that there exists a subsequence (still denoted by j) such that the above finite cover
satisfy the following compatibility:
(C1) fxj , f
y
j , f
z
j and f
t
j converge to harmonic functions f
x
∞,k, f
y
∞,k, f
z
∞,k and f
t
∞,k on every ball
B2s¯0(y∞,k).
(C2) The above locally defined limiting functions can be patched together in the sense that if
B2s¯0(y∞,k) ∩B2s¯0(y∞,k′) 6= ∅, then
fx∞,k(y∞) = f
x
∞,k′(y∞), f
y
∞,k(y∞) = f
y
∞,k′(y∞),
f z∞,k(y∞) = f
z
∞,k′(y∞), f
t
∞,k(y∞) = f
t
∞,k′(y∞)
(9.33)
holds for all y∞ ∈ B2s¯0(y∞,k) ∩B2s¯0(y∞,k′).
The above compatibility properties immediately imply that there are well-defined harmonic limiting
functions fx∞,R, f
y
∞,R, f
z
∞,R and f
t
∞,R on A 1
R
,R(0
3).
To show property (C1), by taking some subsequence, it suffices to show that for each ball
B2s¯0(y∞,k) in the above finite cover, there is some subsequence in the original sequence {j} such
that the coefficient functions fxj,k converge to a harmonic function f
x
∞,k. For this purpose, we need
to locally unwrap the collapsed fibers and discuss the convergence of the coefficient functions fxj,k
on non-collapsed universal covers.
Now we take a sequence of geodesic balls B2s¯0(yj,k) with
(B2s¯0(yj,k), g˜j)
GH−−→ (B2s¯0(y∞,k), g0). (9.34)
Denote by ℓj (→ 0) the length of the collapsed S1-fiber at yj and define
Γj = Γǫj(yj,k) ≡ Image[π1(Bǫj (yj))→ π1(B2s¯0(yj))] (9.35)
where ǫj > 0 are chosen such that 2ℓj ≤ ǫj ≤ 4ℓj . Immediately in our context, π1(B2s¯0(yj,k)) = Γj
and Γj is isomorphic to Z. Now let
prj : (
̂B2s¯0(yj,k), gˆj , yˆj,k) −→ (B2s¯0(yj,k), g˜j ,yj,k) (9.36)
be the universal covering map with B2s¯0(yj,k) =
̂B2s¯0(yj,k)/Γj . Now on the universal covers, we
have the equivariant convergence and the following diagram,(
̂B2s¯0(yj,k), gˆj ,Γj , yˆj,k
)
eqGH
//
prj

(
Ŷk, gˆ∞,Γ∞, yˆ∞,k
)
pr∞
(
B2s¯0(yj,k), g˜j ,yj,k
)
GH
//
(
B2s¯0(y∞,k), g0,y∞,k
)
(9.37)
which satisfies the following properties:
(e1) the universal covers ( ̂B2s¯0(yj,k), gˆj , yˆj,k) are non-collapsed and have uniformly bounded
curvatures,
(e2) the limiting Lie group Γ∞ is diffeomorphic to R and acts isometrically on the limit space
(Ŷk, gˆ∞, yˆ∞,k),
(e3) the universal covering maps prj converge to a Riemannian submersion
pr∞ : (Ŷk, gˆ∞, yˆ∞,k) −→ (B2s¯0(y∞,k), g0,y∞,k) (9.38)
with B2s¯0(y∞,k) = Ŷk/Γ∞,
(e4) for every zˆ∞ ∈ Ŷk, the orbit Γ∞ · zˆ∞ is a geodesic in Ŷk and isometric to (R, dt2). In
particular, (Ŷk, gˆ∞, yˆ∞) is isometric to B2s¯0(03)× R in the Euclidean space R4.
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Indeed, property (e1) follows from Lemma 7.7. Property (e2) and (e3) follow from the definition
of the equivariant convergence. Property (e4) immediately follows from Lemma 7.13. Actually, by
Lemma 7.13, the second fundamental form of each Γ∞-orbit is vanishing. In other words, each Γ∞-
orbit is a geodesic in Ŷk. Combining with the facts that the limiting projection pr∞ is a Riemannian
submersion and B2s¯0(y∞,k) is a Euclidean ball, then Ŷk ≡ B2s¯0(03)×R and gˆ∞ is isometric to the
Euclidean metric.
We will apply the above equivariant convergence to construct harmonic functions fx∞,k, f
y
∞,k,
f z∞,k and f
t
∞,k in B2s¯0(y∞,k). We only show the construction for f
x
∞,k. Notice that Proposition 8.3
implies that the Γj-invariant lifted functions fˆ
x
j satisfy the uniform weighted Schauder estimate
‖fˆxj ‖C1,αδ,ν,µ( ̂B2s¯0 (yj)) ≤ C (9.39)
with respect to the lifted weight function. Applying Arzela`-Ascoli, passing to a subsequence, there
is a limiting function fˆx∞,k with
‖fˆx∞,k‖C1,α′δ,ν,µ(Ŷk) ≤ C (9.40)
with 0 < α′ < α < 1. Combining with the above equivariant convergence, we obtain that the limit
function fˆx∞,k is Γ∞-invariant which descends to a function f
x
∞,k in B2s¯0(y∞). Now we prove that
fx∞,k is a harmonic function on B2s¯0(y∞). In fact, the lifted 1-forms ωˆj also satisfies
‖ωˆj‖C1,αδ,ν,µ( ̂B2s¯0 (yj)) ≤ C (9.41)
and hence there is a limiting 1-form ωˆ∞,k satisfying
‖ωˆ∞,k‖C1,α′δ,ν,µ(Ŷk) ≤ C (9.42)
for 0 < α′ < α < 1. The contradiction assumption implies that ωˆ∞,k satisfies
Dgˆ∞ωˆ∞,k ≡ 0 in Ŷ k. (9.43)
The standard elliptic regularity theory for Dgˆ∞ shows that the 1-form ωˆ∞,k is C∞. This implies
that fˆx∞,k ∈ C∞(Ŷk), then by Lemma 7.12 gives the equation
∆gˆ∞(fˆ
x
∞,k) = 0. (9.44)
Applying Property (e4),
∆g0(f
x
∞,k) = ∆gˆ∞(fˆ
x
∞,k) = 0. (9.45)
The construction of the harmonic limiting functions f y∞,k, f
z
∞,k and f
t
∞,k is verbatim.
We are ready to prove the compatibility property (C2). To this end, we take the union
B∞ ≡ B2s¯0(y∞,k) ∪B2s¯0(y∞,k′) (9.46)
with
B2s¯0(y∞,k) ∩B2s¯0(y∞,k′) 6= ∅. (9.47)
Let Bj ≡ B2s¯0(yj,k) ∪B2s¯0(yj,k′), then
(Bj, g˜j)
GH−−→ (B∞, g0). (9.48)
By the same arguments as the above, Bj has uniformly bounded curvatures and the universal
covering space (B˜j , gˆj) is non-collapsed. Moreover, the equivariant convergence with property (e1)-
(e5) as the above still holds in this case. By passing to some subsequence, the lifted coefficient
functions fˆxj are C
1,α′-converging to some invariant limiting function fˆx∞,k,k′ on B̂∞ such that
fˆx∞,k,k′|Ŷk = fˆ
x
∞,k (9.49)
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Therefore, fˆx∞,k,k′ descends to a function f
x
∞,k,k′ on B∞ such that
fx∞,k,k′|B2s¯0 (y∞,k) = f
x
∞,k. (9.50)
In addition, fx∞,k,k′ is harmonic on B∞, so we have managed to extend the local harmonic limiting
function fx∞,k to the union B∞. Repeating the above arguments, we can extend the limiting
functions to the whole annulus Ag01
R
,R
(03).
Consider the 4-tuple of harmonic functions (fx∞,R, f
y
∞,R, f
z
∞,R, f
t
∞,R) in the flat annulus A
g0
1
R
,R
(03)
obtained from the above construction, and we write
ω˜∞,R = fx∞,Rdx+ f
y
∞,Rdy + f
z
∞,Rdz. (9.51)
Immediately, we have the weighted norm control
|ρ˜(0)∞,δ,ν,µ(x∞) · ω˜∞,R(x∞)|+ |ρ˜(0)∞,δ,ν,µ(x∞) · f t∞,R(x∞)| ≥
1
30
‖ω˜∞,R‖C1,α′δ,ν,µ(Ag01
R
,R
(03))
+ ‖f t∞,R‖C1,α′δ,ν,µ(Ag01
R
,R
(03))
≤ C, (9.52)
where 0 < α′ < α < 1. The above construction enables us to define a global harmonic 4-tuple
on the punctured Euclidean space R3 \ {03} by applying the standard exhaustion arguments. Let
R → +∞, by applying (9.52) and Arzela`-Ascoli, there is a global 4-tuple of harmonic functions
(fx∞, f
y∞, f z∞, f t∞) in R3 \ {03} and we denote
ω˜∞ = fx∞dx+ f
y
∞dy + f
z
∞dz. (9.53)
Then we have the weighted norm control,
|ρ˜(0)∞,δ,ν,µ(x∞) · ω˜∞(x∞)|+ |ρ˜(0)∞,δ,ν,µ(x∞) · f t∞(x∞)| ≥
1
30
‖ω˜∞‖C1,γδ,ν,µ(R3\{03}) + ‖f
t
∞‖C1,γδ,ν,µ ≤ C,
(9.54)
where 0 < γ < α′ < α < 1. The weighted norm bound implies that the limiting functions have the
following controlled behavior,
(|fx∞|+ |f y∞|+ |f z∞|+ |f t∞|)(x) ≤ C
(
dg0(x, 0
3)
)−µ−ν
, ∀x ∈ R3 \ {03}. (9.55)
By the standard removable singularity theorem, the 4-tuple of harmonic functions (fx∞, f
y∞, f z∞, f t∞)
extend to the entire Euclidean space R3. Applying the standard Liouville theorem for harmonic
functions, we conclude that ω˜∞ ≡ 0 and f t∞ ≡ 0. So the contradiction arises, which completes the
proof of Case (b).
Now we consider Case (c). We have shown in Section 7.3 that the rescaled limit in Case (c)
is a punctured flat cylinder (T2 × R) \ Pm0 . More precisely, we chose a sequence of punctured
unbounded domains U˚j containing xj such that
(U˚j , g˜j ,xj)
GH−−→
(
(T2 × R) \ Pm0 , g0,x∞
)
. (9.56)
Moreover, the curvatures of the above rescaled spaces are uniformly bounded away from the singular
points in Pm0 .
Next we study the limiting weight functions. For any fixed reference point xj in this case, denote
dj ≡ min
1≤m≤m0
{dm(pm,xj)} and we choose the following rescaling factors
λj = d
−1
j
τ
(k+α)
j = e
−δ·2T− · (βj)
µ
2 · (d−1j )µ+ν+k+α
κj = e
δ·2T− · (βj)−
µ
2 · (dj)µ+ν−1.
(9.57)
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So the rescaled weight function in the limit space satisfies
ρ˜
(k+α)
∞,δ,ν,µ(x) =

(dg0(pm,x))
µ+ν+k+α, x ∈ Bg0
ι′′0
(pm) for some 1 ≤ m ≤ m0,
Qν,µ,k,α, x ∈
m0⋂
m=1
Ag0m (2ι′′0 , T
′′
0 ),
eδz(x), x ∈ (T2 × R) \
m0⋃
m=1
Bg0
T ′′0
(pm),
(9.58)
where ι′′0 ∈ [1, ι
′
0
C0
] is some definite constant and Qν,µ,k,α is some uniform constant depending on ν,
µ, k and α.
Similar to Case (b), in order to apply the Liouville theorem in the collapsed limit, we need to
construct a global defined 1-form in the collapsed limit and deduce the corresponding equation.
Fix R > 0, denote by TR(S) the R-tubular neighborhood of a compact set S, applying Lemma
7.7, then we have the following curvature estimate on the sequence of annuli T
g˜j
3R(Pm0) \ T
g˜j
1
R
(Pm0):
‖Rmg˜j ‖
L∞
(
T
g˜j
3R(Pm0 )\T
g˜j
1
R
(Pm0 )
) ≤ K0 ·R2, (9.59)
where K0 > 0 is an absolute constant. Applying the same arguments as in Case (b), one can
construct a limiting pair
(ω˜∞, f t∞) ∈ Ω1
(
(T2 × R) \ Pm0)
)
⊕ Ω0
(
(T2 × R) \ Pm0)
)
(9.60)
such that
|ρ˜(0)∞,δ,ν,µ(x∞) · ω˜∞(x∞)|+ |ρ˜(0)∞,δ,ν,µ(x∞) · f t∞(x∞)| ≥
1
30
‖ω˜∞‖C1,γδ,ν,µ((T2×R)\Pm0 ) ≤ C,
(9.61)
where 0 < γ < α < 1. Let θx∞, θ
y∞ and θz∞ be the canonical parallel 1-forms with unit length on
T2 × R, then
ω˜∞ = fx∞θ
x
∞ + f
y
∞θ
y
∞ + f
z
∞θ
z
∞. (9.62)
Moreover, it holds in the punctured cylinder (T2 ×R) \ Pm0 that
∆g0f
x
∞ = ∆g0f
y
∞ = ∆g0f
z
∞ = ∆g0f
t
∞ ≡ 0. (9.63)
Next, the weighted norm bound implies that the limiting 1-form ω˜∞ ∈ (T2 × R) \ Pm0 has the
following controlled behavior,
|fx∞(x)|+ |f y∞(x)|+ |f z∞(x)|+ |f t∞(x)| ≤ C
(
dg0(x, pm)
)−µ−ν
, x ∈ Bg0
ι′′0
(pm),
|fx∞(x)|+ |f y∞(x)|+ |f z∞(x)|+ |f t∞(x)| ≤ Ce−δz(x), |z(x)| ≥ Z0,
(9.64)
for some sufficiently large Z0 > 0. Since we have required that
0 < µ+ ν < 1, (9.65)
it is standard that the singularities in Pm0 are removable. It follows that the harmonic functions
fx∞, f
y∞, f z∞ and f t∞ extend to the entire flat cylinder T2×R and they satisfy the above asymptotic
behavior. Applying Lemma 9.1 to the coefficient functions with the growth condition (9.64), we
conclude that ω˜∞ ≡ 0 and f t∞ ≡ 0. So the proof of Case (c) is complete.
Region III:
The proof for Region III is identical to Case (c) of Region II.
Regions IV− and Region IV+:
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We only focus on the case that the reference points xj are located in Region IV−. The proof for
Region IV+ is verbatim. Region IV− has two different types of rescaling geometries (see Section
7.3) which are given by the following two cases:
(a) There is a uniform constant C0 > 0 independent of j such that
5T ′0 ≤ dg˜j (pm,xj) ≡ λj · dm(xj) ≤ C0 (9.66)
for each 1 ≤ m ≤ m0.
(b) The reference points xj in Region IV− satisfy
dg˜j(pm,xj) ≡ λj · dm(xj)→∞. (9.67)
For fixed reference points xj satisfying Case (a), we have the following convergence
(U˚j , g˜j ,xj)
GH−−→
(
(T2 × R) \ Pm0 , g0,x∞
)
, (9.68)
where g0 is a flat product metric on T
2 ×R. We choose the rescaling factors as follows,
λj = (L−(xj))−1
τ
(k+α)
j = e
−δ(2T−) · (L−(xj))−ν−k−α
κj = e
δ(2T−) · (L−(xj))ν−1,
(9.69)
and the limiting weight function is
ρ˜
(k+α)
∞,δ,ν,µ =

(dg0(pm,x))
ν+µ+k+α, x ∈ Bg0
ι′′0
(pm) for some 1 ≤ m ≤ m0,
Qν,µ,k,α, x ∈
m0⋂
m=1
Ag0m (2ι′′0 , T
′′
0 ),
eδz(x), x ∈ (T2 × R) \
m0⋃
m=1
Bg0
T ′′0
(pm),
(9.70)
where ι′′0 ∈ [1, ι0C0 ] is some definite constant and Qν,µ,k,α is some uniform constant depending on ν,
µ, k, α. So the rest of the proof is identical to the proof of Case (c) in Region II.
Now we prove Case (b). We showed in Section 7.3 that in this case we have the convergence
(Uj , g˜j ,xj)
GH−−→ (T2 × R, g0,x∞), (9.71)
where g0 is a flat product metric on T
2 ×R. The rescaling factors are chosen as the following
λj = (L−(xj))−1
τ
(k+α)
j = e
−δ(2T−−zj) · (L−(xj))−ν−k−α
κj = e
δ(2T−+zj) · (L−(xj))ν−1,
(9.72)
where zj ≡ z(xj). We also translate the z-coordinate by z˜(x) = z(x) − zj. It gives the limiting
weight function
ρ˜
(k+α)
∞,δ,ν,µ(x) = e
δz˜(x), ∀x ∈ T2 × R. (9.73)
The proof of the next stage is similar to the proof of Case (c) of Region III. We follow all the
notations there. Applying exactly the same arguments, we obtain the limiting pair (ω˜∞, f t∞) ∈
Ω1(T2 × R)⊕ C∞(T2 ×R) which satisfy
∆g0f
x
∞ = ∆g0f
y
∞ = ∆g0f
z
∞ = ∆g0f
t
∞ ≡ 0
|ρ˜(0)∞,δ,ν,µ(x∞) · ω˜∞(x∞)|+ |ρ˜(0)∞,δ,ν,µ(x∞) · f t∞(x∞)| ≥
1
30
‖ω˜∞‖C1,α′δ,ν,µ(T2×R) ≤ C, 0 < α
′ < α < 1,
(9.74)
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which implies that
|fx∞(x)|+ |f y∞(x)|+ |f z∞(x)|+ |f t∞(x)| ≤ Ce−δz˜(x), x ∈ T2 × R. (9.75)
Applying Lemma 9.1, we conclude that ω˜∞ ≡ 0 and f t∞ ≡ 0. So we complete the proof of Case (b).
Regions V− and V+:
First, we assume that the reference points xj are located in V−. As what was discussed in
Section 7.3, it is natural to separate Region V− in the following cases
(a) Assume z−(xj)→∞.
(b) Assume that there is some constant C0 > 0 independent of the index j such that 10ζ
−
0 ≤
z−(xj) ≤ C0.
The rescaled limit in Case (a) is the flat cylinder T2×R and we have the convergence (see Section
7.3),
(Uj , g˜j ,xj)
GH−−→ (T2 × R, g0,x∞). (9.76)
We choose the corresponding rescaling factors
λj = (L−(xj))
−1
τ
(k+α)
j = e
−δzj · (L−(xj))−ν−k−α
κj = e
δzj · (L−(xj))ν−1,
(9.77)
where zj ≡ z−(xj). Hence, under the z-coordinate translation z˜−(x) = z−(x) − zj , the limiting
weight function is
ρ˜
(k+α)
∞,δ,ν,µ(x) = e
δ·z˜−(x). (9.78)
The remaining arguments are exactly the same as that in Case (b) of Region IV−, and the proof
of this case is complete.
Next, we prove Case (b) of Region V−. If the reference points satisfy 10ζ−0 ≤ d(xj , q−) ≤ C0,
we still choose the same rescaling factors
λj = (L−(xj))
−1
τ
(k+α)
j = (L−(xj))
−ν−k−α
κj = (L−(xj))
ν−1
(9.79)
and we have the convergence
(M, g˜j ,xj) C
∞−−→ (M∞, g˜∞,x∞) (9.80)
where (M∞, g˜∞,x∞) is a finite rescaling of (X4b− , gb− , q−).
So limiting weight function, up to some definite constant, has the form
ρ
(k+α)
∞,δ,ν,µ(x) = e
δ·z−(x) · (L−(x))
ν+k+α
(L−(xj))ν+k+α
. (9.81)
Moreover, the limiting 1-form ω˜∞ ∈ Ω1(X4b−) such that
Dgb−
ω˜∞ ≡ 0
|ρ˜(0)∞,δ,ν,µ(x∞) · ω˜∞(x∞)| = 1
‖ω˜∞‖C0δ,ν,µ(X4b− ) = 1,
(9.82)
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which implies that for some constant C1 > 0,
|ω˜∞(x)| ≤ C1 · e−δz−(x) · (z−(x))−
ν
2 , x ∈ X4b− \B2D−0 (q−). (9.83)
Since Dgb− ω˜∞ ≡ 0, by Lemma 7.12, ω˜∞ is harmonic with respect to the complete Tian-Yau metric
gb− . Applying Lemma 4.17 to the harmonic 1-form ω˜∞, we conclude that ω˜∞ ≡ 0 on X4b− . So the
proof of Case (b) is done.
Now we consider the case that the reference points xj belong to Region V+. As the above, we
still separate this region in two different pieces:
(a) Assume z+(xj)→∞.
(b) Assume that there is some constant C0 > 0 independent of the index j such that 10ζ
+
0 ≤
z+(xj) ≤ C0.
We skip the argument in Case (a) because it coincides with Case (a) in Region V−.
So we start to prove Case (b) of Region V+. If the reference points satisfy 10ζ
+
0 ≤ z+(xj) ≤ C0,
we choose the rescaling factors as follows,
λj = (L+(xj))
−1
τ
(k+α)
j = e
−δ(2T−+2T++zj) · (L+(xj))−ν−k−α
κj = e
δ(2T−+2T++zj) · (L+(xj))ν−1,
(9.84)
where zj ≡ z+(xj). Then we have the convergence
(M, g˜j ,xj) C
∞−−→ (M∞, g˜∞,x∞) (9.85)
where (M∞, g˜∞,x∞) is a finite rescaling of (X4b+ , gb+ , q+). Hence, under the z-coordinate transla-
tion z˜+(x) = z+(x)− zj , the limiting weight function has the form
ρ
(k+α)
∞,δ,ν,µ(x) = e
−δ·z˜+(x), x ∈ X4b+ \B2D+0 (q+). (9.86)
On the other hand, the limiting 1-form ω˜∞ ∈ Ω1(X4b−) satisfies
Dgb+
ω˜∞ ≡ 0
|ρ˜(0)∞,δ,ν,µ(x∞) · ω˜∞(x∞)| = 1
‖ω˜∞‖C0δ,ν,µ(X4b+ ) = 1,
(9.87)
which implies which implies the C0-estimate
|ω˜∞(x)| ≤ C2 · eδz˜+(x), x ∈ X4b+ \B2D+0 (q+). (9.88)
Now we are in a position to apply the Liouville theorem for half-harmonic 1-forms. If we choose
δ ∈ (0, δh), then Theorem 5.1 shows that
ω˜∞ ≡ 0 on X4b+ . (9.89)
Regions VI− and VI+:
If xj are located in Region VI−, the proof is identical to Case (b) of Region V−. If xj are located
in Region VI+, the proof is the same as Case (b) of Region V+.
Combining all of the above regions, the proof of Proposition 9.2 is complete.

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9.2. The existence of a hyperka¨hler triple. Now we are in a position to prove the existence
of the hyperka¨hler triple. For any sufficiently large gluing parameter β ≫ 1, denote by ωMβ =
(ω1, ω2, ω3) the approximate definite triple onM which was constructed in Section 6. To prove the
existence of a hyperka¨hler triple, we will solve the gauge-fixed elliptic system,
d+η + ξ = F0
(
tf(−Qβ − Sd−η)
)
, d∗η = 0, (9.90)
where the renormalized coefficient matrix Qβ = (Qij) is defined by
1
2
ωi ∧ ωj = Qij dvolωMβ , (9.91)
see Section 1.3 for more details about the setup. A basic tool of solving the elliptic system (9.90)
is the following version of the implicit function theorem, see for example [RS05, theorem 4.4.2].
Lemma 9.3. Let F : A→ B be a C1-map between two Banach spaces such that F (x) −F (0) =
L (x) +N (x), where the operator L : A→ B is linear and N (0) = 0. Assume that
(1) L is an isomorphism with ‖L −1‖ ≤ C1,
(2) there are constants r > 0 and C2 > 0 with r <
1
3C1C2
such that
(a) ‖N (x)−N (y)‖B ≤ C2 · (‖x‖A + ‖y‖A) · ‖x− y‖A for all x, y ∈ Br(0) ⊂ A,
(b) ‖F (0)‖B ≤ r2C1 ,
then there exists a unique solution to F (x) = 0 in A such that
‖x‖A ≤ 2C1 · ‖F (0)‖B. (9.92)
To apply the above implicit function theorem, we need to verify the above properties in our
context. To start with, we define the following Banach spaces,
A ≡
(
C1,αδ,ν,µ(Ω˚
1(M))⊕H+(M)
)
⊗ R3 (9.93)
and
B ≡
(
C0,αδ,ν+1,µ(Λ
+(M))
)
⊗ R3, (9.94)
where H+(M) is the space of self-dual 2-forms on M, Λ+(M) is the space of self-dual 2-forms on
M and Ω˚1(M) ≡ {η ∈ Ω1(M)|d∗η = 0}. Notice that Proposition 6.6 implies that
dim(H+(M)) = b+2 (M) = 3. (9.95)
Now we give a basis of H+(M). Let ωMβ ≡ (ω1, ω2, ω3) be the gluing definite triple on M con-
structed in Section 6 which induces a Riemannian metric g such that the triple ωM is self-dual
with respect to g. Immediately, d∗ωk = dωk = 0 and hence for every 1 ≤ k ≤ 3, ωk is a self-dual
harmonic 2-form. Then by Corollary 6.5, {ω1, ω2, ω3} is actually a basis of H+(M).
Let A and B equipped with the following weighted Ho¨lder norms: Let (η, ξ¯+) ∈ A and ξ+ ∈ B,
then
‖(η, ξ¯+)‖A ≡ ‖η‖C1,αδ,ν,µ(M) + ‖ξ¯
+‖L2 (9.96)
and
‖ξ+‖B ≡ ‖ξ+‖C0,αδ,ν+1,µ(M), (9.97)
where the above L2 norm is defined with respect to a fixed basis {ω1, ω2, ω3} ⊂ H+(M). The
operator F : A→ B is defined by
F (η, ξ¯+) ≡ d+η + ξ¯+ − F0
(
tf(−Qβ − Sd−η)
)
, (9.98)
which is given by the system (9.90). The corresponding linearization is
L ≡ (d+ ⊕ Id)⊗ R3 : A −→ B. (9.99)
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So the nonlinear part is given by
N (η, ξ¯+) ≡ F0
(
tf(−Qβ)
)
− F0
(
tf(−Qβ − Sd−η)
)
. (9.100)
First, we will check Property (1) in Lemma 9.3 and we will prove that the linearized operator
Lg is an isomorphism from A to B.
Proposition 9.4. For (M, gβ) with sufficiently large gluing parameter β ≫ 1, then there exists
some constant C > 0, independent of β, such that for every triple
ξ+ ≡ (ξ+1 , ξ+2 , ξ+3 ) ∈ B, (9.101)
there exists a unique pair
(η, ξ¯+) ≡
(
(η1, η2, η3), (ξ¯
+
1 , ξ¯
+
2 , ξ¯
+
3 )
)
∈ A (9.102)
which satisfies
Lg(η, ξ¯
+) = ξ+ (9.103)
and
‖η‖
C1,αδ,ν,µ(M)
+ ‖ξ¯+‖L2 ≤ Ce10δ·β · ‖ξ+‖C0,αδ,ν+1,µ(M), (9.104)
where δ, ν and µ are the constants in Proposition 9.2.
Proof. First, we prove the surjectivity of the linear operator Lg. By standard Hodge theory, it
holds that
Ω2+(M) = H+(M)⊕ d+(Ω1(M)) (9.105)
Ω1(M) = d(Ω0(M))⊕ Ω˚1(M), (9.106)
where Ω˚1(M) denotes the space of divergence-free 1-forms on M, therefore
Ω2+(M) = H+(M)⊕ d+(Ω˚1(M)). (9.107)
This clearly implies that
Lg = (d
+ ⊕ Id)⊗ R3 : A −→ B. (9.108)
is surjective.
The remainder of the proof is a contradiction argument. We will argue on the level of forms, and
this will imply the result for triples. If (9.104) does not hold for a uniform constant, then there
exists a sequence of gluing parameters βj →∞ and ηj, ξ¯+j with
e10δ·βj‖d+ηj + ξ¯+j ‖C0,αδ,ν+1,µ(M) → 0, (9.109)
‖ηj‖C1,αδ,ν,µ(M) + ‖ξ¯
+
j ‖L2(M) = 1, (9.110)
as j →∞. Pairing d+ηj + ξ¯+j with ξ¯+j and integrating, and using (9.109), we obtain that
‖ξ¯+j ‖2L2(M) ≤ ǫje−10δ·βj
ˆ
M
|ξ¯+j |(ρ(0+α)δ,ν+1,µ)−1 dvolgβj
≤ ǫje−10δ·βj‖ξ¯+j ‖L2(M)
{ˆ
M
(ρ
(0+α)
δ,ν+1,µ)
−2 dvolgβj
} 1
2
,
(9.111)
where ǫj → 0 as j →∞. It is easy to check thatˆ
M
(ρ
(0+α)
δ,ν+1,µ)
−2 dvolgβj < C, (9.112)
where C is independent of β, so this implies that
e10δ·βj‖ξ¯+j ‖L2(M) → 0 (9.113)
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as j →∞.
Next, since the triple ωM is harmonic and spans H+(M) at every point, we can write
ξ¯+ = λ1ω1 + λ2ω2 + λ3ω3. (9.114)
Recall by the definition of the triple ωMβ , for every 1 ≤ p, q ≤ 3,
1
2
ˆ
M
ωp ∧ ωq =
ˆ
M
Qpq dvolωMβ
, (9.115)
and so for any self-dual harmonic form ξ¯+ ∈ H+(M),
‖ξ¯+‖2L2(M) = 2
3∑
p,q=1
λpλq
ˆ
M
Qpq dvolωMβ
, (9.116)
so applying the volume estimate
C−1β2 ≤ Volg(M) ≤ Cβ2, (9.117)
and Proposition 6.4, we have the estimate
C−1β2j (λ
2
1,j + λ
2
2,j + λ
2
3,j) ≤ ‖ξ¯+j ‖2L2(M). (9.118)
The above and (9.113) imply that βjλk,je
10δ·βj → 0 as j →∞ for k = 1, 2, 3. We then have
‖ξ¯+j ‖C0,αδ,ν+1,µ(M) = ‖λ1,jω1 + λ2,jω2 + λ3,jω3‖C0,αδ,ν+1,µ(M)
≤ λ1,j‖ω1‖C0,αδ,ν+1,µ(M) + λ2,j‖ω2‖C0,αδ,ν+1,µ(M) + λ3,j‖ω3‖C0,αδ,ν+1,µ(M).
(9.119)
Since
‖ωk‖C0,αδ,ν+1,µ(M) ≤ Ce
5δ·βj , (9.120)
for 1 ≤ k ≤ 3, the above implies that
‖ξ¯+j ‖C0,αδ,ν+1,µ(M) ≤ Cǫjβ
−1
j e
−5δ·βj , (9.121)
for some sequence ǫj → 0 as j →∞, so we have proved that
‖ξ¯+j ‖C0,αδ,ν+1,µ(M) → 0, (9.122)
as j →∞. Consequently, our sequence satisfies
‖d+ηj‖C0,αδ,ν+1,µ(M) → 0, (9.123)
‖ηj‖C1,αδ,ν,µ(M) → 1, (9.124)
as j →∞, which contradicts Proposition 9.2. 
In the following proposition, we will prove the nonlinear error estimate which corresponds to
Property (2) in Lemma 9.3.
Lemma 9.5 (Nonlinear Errors). Consider (M, gβ) with sufficiently large gluing parameter β ≫ 1.
Let δ, ν and µ be the constants in Proposition 9.2, then there are constants r0 > 0 and C > 0 which
are independent β, such that for every v1 ≡ (η1, ξ¯+1 ) ∈ Br(0) ⊂ A and v2 ≡ (η2, ξ¯+2 ) ∈ Br(0) ⊂ A,
where r < r0, we have
‖N (v1)−N (v2)‖B ≤ C(‖v1‖A + ‖v2‖A) · ‖v1 − v2‖A. (9.125)
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Proof. By definition, for any v ≡ (ω, ξ¯+),
N (v) ≡ F0
(
tf(−Qβ)
)
− F0
(
tf(−Qβ − Sd−η)
)
. (9.126)
and hence
N (v1)−N (v2) = F0
(
tf(−Qβ − Sd−η2)
)
− F0
(
tf(−Qβ − Sd−η1)
)
. (9.127)
Since F0 : S0(R
3)→ S0(R3) is a smooth map on the space of trace-free symmetric (3×3)-matrices,
there is some universal constant C > 0 such that
|N (v1)−N (v2)| ≤ C|d−η1 ∗ d−η1 − d−η2 ∗ d−η2|
≤ C(|d−η1|+ |d−η2|) · |d−(η1 − η2)|.
(9.128)
Multiplying by the weight function,
ρ
(0)
δ,ν+1,µ(x) · |N (v1)−N (v2)| ≤ C · ρ(0)δ,ν+1,µ(x) · (|d−η1|+ |d−η2|) · |d−(η1 − η2)|
≤ C
(
ρ
(1)
δ,ν,µ(x) · (|d−η1|+ |d−η2|)
)
·
(
ρ
(1)
δ,ν,µ(x) · |d−(η1 − η2)|
)
.
(9.129)
Taking sup norms,
‖N (v1)−N (v2)‖C0δ,ν+1,µ(M) ≤ C
(
‖v1‖C1δ,ν,µ(M) + ‖v2‖C1δ,ν,µ(M)
)
·
(
‖v1 − v2‖C1δ,ν,µ(M)
)
. (9.130)
By similar computations, we also have the estimate for the Ho¨lder seminorm[
N (v1)−N (v2)
]
C0,αδ,ν+1,µ(M)
≤ C
(
‖v1‖C1,αδ,ν,µ(M) + ‖v2‖C1,αδ,ν,µ(M)
)
·
(
‖v1 − v2‖C1,αδ,ν,µ(M)
)
. (9.131)
So we obtain the effective estimate (9.125) for the nonlinear errors. 
Proposition 9.6. Consider (M, gβ) with sufficiently large gluing parameter β ≫ 1. Let δ, ν and
µ be the constants in Proposition 9.2, then there exists some constant C > 0 which is independent
of β such that
‖F (0)‖B ≤ Ce−
δqβ
2 , (9.132)
where δq > 0 is the constant in Corollary 6.5.
Proof. In our context, it holds that
F (0) = −F0
(
tf(−Qβ)
)
. (9.133)
Since F0 : S0(R
3)→ S0(R3) is a smooth map on the space of trace-free symmetric (3×3)-matrices,
and F0(0) = 0, so we have
‖F (0)‖B ≤ C‖ tf(Qβ)‖B. (9.134)
The proof immediately follows from the estimate in Corollary 6.5. 
Now we are ready to prove the existence of a hyperka¨hler triple on M which implies that M is
diffeomorphic to the K3 surface.
Theorem 9.7. Consider (M, gβ) with sufficiently large gluing parameter β ≫ 1. Denote by ωMβ
the gluing definite triple which is constructed by Proposition 6.4. Let δ, ν and µ be the constants
in Proposition 9.2, then there exists a hyperka¨hler triple ωHKβ with the effective estimate
‖ωMβ − ωHKβ ‖C0,αδ,ν+1,µ(M) ≤ Ce
−δ0β (9.135)
for some constants C > 0 and δ0 > 0 independent of β. In particular, M is diffeomorphic to the
K3 surface.
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Proof. It suffices to verify the conditions in Lemma 9.3. In fact, Proposition 9.4, Lemma 9.5 and
Proposition 9.6 verify Property (1), Property (2a) and Property (2b) in Lemma 9.3 respectively.
So applying the implicit function theorem given by Lemma 9.3, the existence of the hyperka¨hler
triple ωHKβ just follows. The Ho¨lder type error estimate (9.135) follows directly from the implicit
function theorem and the definition of the weight functions.
Since the hyperka¨hler triple ωHKβ determines a hyperka¨hler metric on M. By Proposition 6.6,
χ(M) = 24 and hence M is diffeomorphic to the K3 surface.

9.3. Completion of main proofs. In this subsection, we prove Theorems 1.1 and 1.5.
Proof of Theorem 1.1. Recall that by Theorem 9.7, M is diffeomorphic to the K3 surface.
First, we consider the simpler case that there is only one cluster of monopoles, i.e., m = 1.
Without loss of generality, one can assume that all the monopoles in the neck region are located
on the same torus fiber of T2 × R.
We start the proof by describing the hyperka¨hler metrics hˆβ and the continuous map Fβ : K3→
[0, 1]. Given any sufficiently large parameter β ≫ 1, denote by gβ the approximate metric which is
almost Ricci-flat and determined by the approximate triple constructed in Section 6 such that
C−1β
3
2 ≤ Diamgβ(M) ≤ Cβ
3
2 (9.136)
for some constant C > 0 independent of β. By Theorem 9.7, there is a hyperka¨hler metric gˆβ such
that
‖gˆβ − gβ‖C0,α(M) ≤ Ce−δ0β (9.137)
for some C > 0 and δ0 > 0 independent of β. Let hˆβ be the rescaling of the hyperka¨hler metric gˆβ
with Diamhˆβ(M) = 1. Denote by hβ the rescaling of gβ with Diamhβ(M) = 1, then
‖hˆβ − hβ‖C0,α(M) ≤ Ce−
δ0β
2 . (9.138)
Now we are ready to define the map Fβ :M→ [0, 1]. First, recalling the notation in Section 6, we
extend the function z on the neck region to M as follows
z˜(x) =

ζ−0 − 2T− x ∈ X4b− \ {z− ≥ ζ−0 }
z−(x)− 2T− x ∈ X4b− ∩ {ζ−0 ≤ z− ≤ T−}
z(x) x ∈ N (T−, T+)
2T+ − z+(x) x ∈ X4b+ ∩ {ζ+0 ≤ z+ ≤ T+}
2T+ − ζ+0 x ∈ X4b+ \ {z+ ≥ ζ+0 }
, (9.139)
and then define
Fβ(x) =
z˜(x)− ζ−0 + 2T−
2(T+ + T−)− ζ−0 − ζ+0
. (9.140)
Then it follows directly from the gluing construction that there is some point t1 ∈ (0, 1) such
that F−1β (t1) is a singular S
1-bundle over T2 with exactly (b− + b+) vanishing circles. In fact, the
vanishing circles occur at the monopoles of the neck region N 4m0 constructed in Section 6.1 which
is a Gibbons-Hawking space over T2 × R. Moreover, for each t ∈ (0, t1) ∪ (t1, 1), the fiber F−1β (t)
is diffeomorphic to a Heisenberg nilmanifold with
deg(F−1β (t)) =
{
b−, t ∈ (0, t1),
b+, t ∈ (t1, 1).
(9.141)
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By the explicit construction in Section 6, there is some uniform constant C0 > 0 such that for each
regular fiber,
C−10 β
−1 ≤ Diamhˆβ (F
−1
β (t)) ≤ C0β−1, C−10 β−2 ≤ Diamhˆβ(S
1) ≤ C0β−2. (9.142)
With these diameter estimates, we are ready to prove the uniform curvature estimates by applying
theorem 7.4. Fix any ǫ ∈ (0, 10−2), let β > 0 sufficiently large such that
Diamhˆβ(F
−1
β (t)) <
δ0 · ǫ
10
, (9.143)
where δ0 > 0 is the dimensional constant in theorem 7.4. Now for a ball around each regular point
Bǫ(x) ⊂ F−1β ([0, 1] \ T2ǫ(S)) with S ≡ {0, t1, 1}, then
Γδ0ǫ(x) ≡ Image[π1(Bδ0ǫ(x))→ Bǫ(x)] ∼= π1(Nil3) (9.144)
and hence rank(Γδ0ǫ(x)) = 3. Then by theorem 7.4,
sup
Bǫ/2(x)
|Rmhˆβ | ≤ C0,ǫ, (9.145)
where C0,ǫ > 0 depends only on ǫ and is independent of β. The higher order curvature estimates
can be proved by considering a local universal cover and applying the standard regularity theory
for non-collapsing Einstein metrics. This completes (1) of Theorem 1.1.
Now we proceed to prove (2). We still apply theorem 7.4 to prove curvatures blowing-up behavior
around the singular fiber. In fact, if x ∈ Tǫ/2(F−1β (t1)), it suffices to show sup
Bǫ/2(x)
|Rmhˆβ | → ∞ as
β →∞. In fact, notice that
Γǫ/2(x) ≡ Image[π1(Bǫ/2(x))→ B1/10(x)] ∼= Z⊕ Z (9.146)
and hence rank(Γǫ/2(x)) = 2 < 3. Therefore, theorem 7.4 implies that
sup
Bǫ/2(x)
|Rmhˆβ | → ∞ (9.147)
as ǫ→ 0.
The next part is to prove the classification of the bubble limits in (2) of statement of the theorem.
Fix the gluing parameter β ≫ 1, we analyze the curvature behavior of the approximate metric gβ
in the gluing construction at the scale such that
C−1β
3
2 ≤ Diamgβ (M, g) ≤ Cβ
3
2 . (9.148)
There are two cases to analyze.
First, let the reference point xβ be a curvature maximum point of a Tian-Yau piece. It fol-
lows directly from the construction that, as β → +∞, the curvature |Rmgβ |(xβ) is uniformly
bounded but not going to 0. So (M, gβ ,xβ) converges to a complete hyperka¨hler Tian-Yau space
(X4, gTY ,x∞) in the pointed Ck-topology for any k ∈ Z+. We will show that (M, gˆβ ,xβ) also
converges to the same Tian-Yau space (X4, gTY ,x∞) in the pointed Ck-topology for any k ∈ Z+.
In fact, by Theorem 9.7,
‖gˆβ − gβ‖C0,α(M) ≤ Ce−δβ, (9.149)
which implies that (M, gˆβ , xβ) converges to the same Tian-Yau space (X4, gTY ,x∞) in the pointed
C0,α-topology. The stronger convergence follows from a regularity result for non-collapsed Einstein
metrics in [AC92]. Since the rescaling factor β
3
2 is much smaller than exponential, so the bubble
limit of (M, hˆβ) around xβ is a complete hyperka¨hler Tian-Yau space.
Next, we consider the case in which the reference point xβ is very close to one of monopoles, i.e.
xβ ∈ B
β−
1
2
(pm) in terms of the metric hˆβ, where
pm ∈ Pb−+b+ ≡ {p1, . . . , pb−+b+}. (9.150)
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Applying Lemma 7.9, then
(M, β · gβ ,xβ) −→ (R4, gTN ,x∞), (9.151)
where gTN is the Taub-NUT metric and the convergence is with respect to the pointed C
k-topology
for any k ∈ Z+. Applying the error estimate (9.149) and the same arguments as the above,
(M, β · hβ,xβ) converges to (R4, gTN ,x∞), in the pointed Ck-topology for any k ∈ Z+. This
implies that in terms of the hyperka¨hler metric hˆβ, we have the pointed C
k-convergence for any
k ∈ Z+,
(M, β4 · hˆβ ,xβ) −→ (R4, gTN ,x∞). (9.152)
So the proof of (2) is done.
The above completes the proof in the case with 1 singular point of convergence in the interior
of the interval. Next we are in a position to give a generalization of the gluing construction in
Section 6 to produce multiple singular points of convergence in the interior of the interval.
First, we fix two hyperka¨hler Tian-Yau spaces (X4b− , gb− , p−) and (X
4
b+
, gb+ , p+) with b−, b+ ∈
{1, . . . , 9}. Let {wj}mj=1 be positive integers satisfying
w1 + . . .+ wm = b− + b+. (9.153)
For each 1 ≤ j ≤ m, we choose the neck region N 4wj as a Gibbons-Hawking space over a finite flat
cylinder (T2 × [−Tj , Tj+1], g0) with wj-monopoles. As in the construction of Section 7, each pair
of monopoles in N 4wj has a definite and bounded distance. Now let Gj : T2 × R → R be a global
sign-changing Green’s function which satisfies
−∆g0Gj = 2π
wj∑
s=1
δps (9.154)
and there are constants β−j , β
+
j ∈ R and k−j > 0, k+j < 0 such that
|∇kg0(Gj − (k−j z + β−j ))| ≤ Ckeλ1z, z < −100β,
|∇kg0(Gj − (k+j z + β+j ))| ≤ Cke−λ1z, z > 100β,
k−j = −k+j =
πwj
Area(T2)
.
(9.155)
Note that the first step of gluing is to modify the above Green’s function by adding a linear function,
i.e. let
Vj ≡ Gj + (ℓjz + βj) (9.156)
such that two adjacent neck regions have compatible slopes, that is,
k−j+1 + ℓj+1 = k
+
j + ℓj
k−1 + ℓ1 =
2πb−
A
.
(9.157)
Immediately, we have k+1 + ℓ1 =
2π(b−−w1)
A where A = Area(T
2). Eventually, one can check that at
the right end of the last neck region N 4wm ,
k+m + ℓm =
2πb− −
m∑
j=1
wj
A
= −2πb+
A
. (9.158)
Applying the construction in Section 6, we obtain a manifold
M = X4b−(T1)
⋃
Ψ1
N 4w1(−T1 − 1, T2)
⋃
Ψ2
. . .
⋃
Ψm
N 4wm(−Tm − 1, Tm+1)
⋃
Ψm+1
X4b+(Tm+1 + 1), (9.159)
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where the attaching maps Ψ1, . . .Ψm are chosen analogously to Ψ−, and Ψm+1 is chosen analogously
to Ψ+. Furthermore, there is an approximate hyperka¨hler triple ω
M on M which is hyperka¨hler
away from the damage zones, and satisfies the conclusions of Proposition 6.4. The weight function
onM is defined in an analogous way to (8.1), and the arguments in the previous sections are easily
modified to prove the existence of a hyperka¨hler metric gˆβ, close to gβ.
Next, choose the parameters so that βj = β. The parameters Tj are then all proportional to
β, and the diameter of the neck region N 4wj(−Tj − 1, Tj+1) in the metric gˆβ is proportional to
β3/2. Therefore, for the sequence of unit diameter hyperka¨hler metrics hˆβ , these neck regions
limit to nontrivial intervals, and thus there are exactly m distinct singular points of convergence
tj ∈ (0, 1), j = 1 . . . m, in the interior of the interval. The analysis of the regular collapsing regions
and the bubbling regions is the same as above. 
Proof of Theorem 1.5. This is a consequence of the above construction. To see this, let
N 4w1(−T1 − 1, T2), . . . ,N 4wm(−Tm − 1, Tm+1) (9.160)
be the neck regions in (9.159) such that for each 1 ≤ j ≤ m, the neck region N 4wj(−Tj−1, Tj+1) has
exactly wj-monopoles which have the same z-coordinate. Notice that the degree of the nilmanifold
fiber is determined by the ending slope of the Green’s function. Corollary 2.7 implies that the
degree of the nilpotent fibers will jump by wj when crossing a singular fiber in N 4wj(−Tj − 1, Tj+1).
It is also easy to see from the construction that there are wj Taub-NUT bubbles at each singular
point tj ∈ (0, 1), j = 1 . . . m. 
Remark 9.8. If we take each collection of wj monopole points in N 4wj(−Tj − 1, Tj+1) to have
distances exactly proportional to β−1 (in the flat metric on T2 × R) from each other, then the
corresponding bubble limit will be a multi-Taub-NUT ALF-Awj−1 metric instead of having wj
Taub-NUT bubbles. It is also possible to obtain nontrivial bubble-trees. For example, if the
distances of the monopole points in a collection of monopole points from each other is proportional
to β−2, then there will be a first bubble which is a ALF orbifold with an orbifold point which is
cyclic of order wj , and the deepest bubble will then be an ALE-Awj−1 metric.
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