This article describes and evaluates a new approach to optimizing DRAM performance and energy consumption that is based on eagerly writing dirty cache lines to DRAM. Under this approach, many dirty cache lines are written to DRAM before they are evicted. In particular, dirty cache lines that have not been recently accessed are eagerly written to DRAM when the corresponding row has been activated by an ordinary, noneager access, such as a read. This approach enables clustering of reads and writes that target the same row, resulting in a significant reduction in row activations. Specifically, for a variety of applications, it reduces the number of DRAM row activations by an average of 42% and a maximum of 82%. Moreover, the results from a full-system simulator show compelling performance improvements and energy consumption reductions. Out of 23 applications, 6 have overall performance improvements between 10% and 20%, and 3 have improvements in excess of 20%. Furthermore, 12 consume between 10% and 20% less DRAM energy, and 7 have energy consumption reductions in excess of 20%. 
INTRODUCTION
Due to the structure of modern DRAM devices, the performance and energy consumption of the main memory system is primarily determined by the locality of access within these devices. In particular, data within a device's memory cells cannot be accessed directly. Data can only be read from or written to a row buffer. Migrating data between the memory cells and this row buffer takes 25ns and consumes 3.9nJ in a modern DDR3 device [Micron Technology Inc. 2010] . In contrast, reading data from this row buffer takes 17.5ns and 1.44nJ and can be pipelined with other read accesses to this same row for improved performance.
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Eager cache line writeback was originally proposed by Lee et al. [2000] to reduce the competition for bus bandwidth between cache line reads and writebacks. In particular, they performed eager writebacks when the bus was idle so that a cache line read would be less likely to be delayed by a cache line writeback.
In contrast, this article shows that eager cache line writeback can instead be used to cluster reads and writes that target the same row, thereby significantly reducing the number of row activations. Specifically, under ERWC, eager writebacks are triggered upon a row activation, regardless of the cause. Furthermore, eager writebacks are canceled when the rows are no longer active and prevented from occurring repeatedly for the same cache line.
In order to assess the benefits of ERWC, we run all of the programs listed in Table II on a full-system simulator. These programs include Glimpse, MineBench, SPEC CFP2006, SPEC CINT2006, and TPC-C. In a nutshell, for these programs, the geometric mean of the performance improvement and the energy savings are 7.0% and 10.6%, respectively.
In addition, this article presents a design space evaluation of different clustering and eager writeback policies for cache lines. In particular, this evaluation compares the performance of the various points in this design space, including the Virtual Write Queue (VWQ) [Stuecheli et al. 2010] , DRAM-Aware Writeback [Lee et al. 2010] , and ERWC. To the best of our knowledge, this article presents the most comprehensive exploration of the design space to date. In summary, ERWC achieves better overall results in terms of performance and energy consumption than the other points in this design space.
The rest of this article is organized as follows. The next section provides relevant background on the organization and operation of DRAM. Section 3 presents the motivation for our eager writeback scheme. Section 4 defines the design space of clustering and eager writeback policies, and Section 5 describes the mechanisms for realizing these policies. Section 6 describes our experimental methodology, and Section 7 presents our experimental results. Finally, Section 8 discusses related work, and Section 9 summarizes our conclusions.
DRAM BASICS
Modern DRAM devices are organized into banks, rows, and columns. A DRAM device has 4 to 16 banks that can operate concurrently. Memory cells within a bank cannot be directly accessed. Instead, data can only be read or written through the row buffer. Each bank has a dedicated row buffer that can hold one row at a time. A row is transferred from the memory cell array to the row buffer by a row activate command. After an arbitrary number of read and write commands, which transfer data to or from columns in the row buffer, the precharge command returns the row's contents to the memory cell array and prepares the bank for another row activation.
A rank ties together multiple DRAM devices to create a wider data interface. Specifically, the address lines are tied together to create the illusion of a single, wider DRAM. This leads to rows of 4 to 16 KB across the rank. A modern DIMM consists of 1 to 4 ranks of DRAM devices.
Modern DRAM timing is quite complex, and there are many constraints placed upon when DRAM commands (precharge, activate, read/write) can be issued. These constraints ensure that data can traverse the long internal wires of the DRAM device and that the power dissipation does not exceed the limits of the device. The precharge and activate commands are more expensive, in terms of both energy and delay, than the read and write operations to a column within the row buffer. This is due to the fact that the column operations simply access a few bytes in a buffer, whereas the precharge and activate commands drive thousands of long wires across an entire DRAM bank. Table I shows the timing and energy costs of the various DRAM operations for a Micron DDR3-1600 1Gb 8-bit-wide DRAM device [Micron Technology Inc. 2010] . Recall that before performing a column operation, the bank must first be precharged and then the row within that bank must be activated in order to transfer it to the row buffer. So, to read a single burst of data (64 bits in this example) would take 10 + 10 + 14 = 34 memory cycles, or 42.5ns. Note that the column read access only occupies the data bus for the last 4 of the 14 cycles. Once a row has been activated, however, read operations can be pipelined, yielding 64 data bits every 4 memory cycles (due to the 8-bit-wide double data rate bus). As DRAM devices are aggregated into a rank, each read would occur simultaneously across eight devices yielding a 64-byte cache line for each read operation. This clearly shows that there is an enormous advantage to reading multiple cache lines per row to achieve the DRAM's peak bandwidth of one cache line every 4 cycles, instead of one cache line every 34 cycles.
Write operations are similarly expensive, with a potential 32 memory cycle delay. They too can be pipelined at a rate of one burst every 4 memory cycles. However, read and write operations cannot be freely interleaved. When transitioning from reading to writing, there is a 2-cycle delay in the Micron DRAM to allow the bus drivers to turn around. The situation is worse when transitioning from writing to reading, as the logic for dealing with the row buffer requires these operations to be isolated. This leads to a 20 memory cycle delay from the completion of a write to the completion of the read (6 empty memory cycles plus the full 14-cycle latency of a column read).
Although these latencies are quite high, they can be partially hidden in two ways. First, precharge operations can be overlapped with read operations-that is, the bank can be precharged as the last column read is proceeding. Second, while the row buffer from one bank is being read or written, precharge and activate operations can occur in parallel to other banks.
As Table I shows, the combination of a precharge and an activate command for a bank consumes 3.9nJ. Not only is this more than twice the energy of a read or write access, but these row operations can occur in parallel for multiple banks. If there were no limitations, all eight banks within a DRAM could be activated simultaneously, which would result in instantaneous power dissipation of 1.25W per DRAM device, without even transferring any data across the pins of the device. In a memory system with 8 DIMMs, each with 8 DRAM devices, that would consume 80W.
In summary, due to the latency, energy, and timing constraints of row activations, it is important to activate rows judiciously and perform as many read and write accesses per activated row as possible. In order to mitigate the cost of row activation, there have been several proposals to either reduce the row size of the DRAM [Rixner 2004; Zheng et al. 2008; Ahn et al. 2009; Udipi et al. 2010] or improve the locality of access within a row [Sudan et al. 2010; Stuecheli et al. 2010] .
ROW BUFFER UTILIZATION
Given the impact of row buffer utilization on performance and energy, it is important to understand how programs exercise the memory system. Across a variety of programs, there are typically only 1 to 4 column accesses per row activation. The reason for this low utilization is cache line writebacks. Writebacks interfere with the programs' read locality in the DRAM and lead to significant performance and energy problems.
This section explores this issue further and clarifies the problems with cache line writebacks. Specifically, they occur more often than might be expected, they often require row activations, and they often cause future read accesses to reactivate rows that would have already been in the row buffer if the writeback had not occurred. The data in Table II highlight these problems. The methodology for collecting this data will be described in Section 6. Briefly, we simulated these programs on a widely used memory architecture that is intended to reduce interference between reading and writing (see Section 5.4). This architecture has separate DRAM read and write queues managed using watermarks. Writes are processed either when the write queue reaches a high watermark or when there is no pending read.
Frequency of DRAM Writes
Whenever a cache line is first accessed, it must be read from the DRAM. Both read and write misses in the cache trigger DRAM reads. In systems that employ writeback caches, DRAM writes only occur when a dirty cache line is evicted. Intuitively, this should occur much less often than DRAM reads. The first column of Table II shows the number and fraction of DRAM accesses that are reads and writes for 35 programs. For 27 of these programs, writes account for more than 20% of total DRAM accesses. Moreover, writes account for more than 40% of the DRAM accesses for 7 of those 27 programs. Thus, DRAM writes are not that infrequent.
Frequency of Row Activations
Modern cache replacement policies are not concerned with the locality of data written back to the next level in the memory hierarchy. In particular, Last-Level Caches (LLCs) are not concerned with the locality of row accesses to the DRAM. Thus, DRAM writes caused by evictions frequently exhibit no locality of access with the contemporaneous reads. Moreover, they are often unrelated to other contemporaneous writes. The second column of Table II shows the number and fraction of row activations caused by reads and writes. In 21 of the programs, row activations caused by writes account for more than 30% of all row activations. In 2 programs, writes account for more than 50% of all row activations.
Effects of Row Activations
Beyond the direct costs of row activations caused by cache writebacks, there is the collateral damage that they cause. The third column in Table II shows the number of read/write operations that occur per activated row. As the table shows, for most programs, there are only 1 to 4 read/write operations per activated row, with an average of 2.71 reads and 2.36 writes. Worse, there are fewer than 2 writes per activated row for 20 of the programs. Surprisingly, the trends for rows that are activated by reads are not much better than for rows that are activated by writes. There are fewer than 2 reads per activated row for 15 of the programs. Only 4 of the programs perform 5 or more reads per row activation. There are two reasons for the low hit rates on activated rows. First, not all programs have good spatial locality in the row buffer. Our simulated architecture maps the physical address space across ranks and banks at a row granularity, so sequential memory accesses by a program should yield numerous DRAM reads per activated row. Nonetheless, this is not happening because the cache hierarchy acts as a filter for the program's memory access stream. Second, even when programs do have good spatial locality, cache evictions often interfere with that locality, reducing the number of reads per row activation.
The fourth column in Table II explains the damage done by the interference of cache evictions. "No Write" shows the amount of row locality in the reference stream when all write operations were discarded. This is compared to the row locality of read operations (RD) in the third column to show the improvement when there is no such interference. Although showing at least a modest increase in all programs, the number of reads per activated row increases markedly for seven of the programs. Thus, eliminating the interference of cache evictions will have a positive effect for all programs and a significant impact on some programs. Lee et al. [2000] initially proposed using eager writeback to reduce competition for bus bandwidth between cache line reads and writebacks. In particular, they performed eager writebacks when the bus was idle so that a cache line writeback would be less likely to delay a cache line read. This article shows that the concept of eagerly writing back dirty cache lines can also be used to reduce the number of row activations in the DRAM.
POLICIES
The basic idea of ERWC is to write back dirty cache lines from the LLC ahead of time, when their associated DRAM row has been activated by other ordinary, noneager accesses. This strategy enables better clustering of both reads and writes that target the same DRAM row, increasing the overall number of DRAM accesses per activated row, which should improve performance and reduce energy consumption in the memory system.
To preserve normal cache behavior, lines that are eagerly written back are not actually evicted from the cache. Thus, the cache hit rate remains largely unaffected (although timing variations due to the different scheduling of DRAM accesses could result in minor differences). If those cache lines are not subsequently modified again, then their later eviction will not require a write to the DRAM.
There are many possible variations of eager writeback that might be used to reduce row activations in the DRAM. This section discusses the policy space of these variations. To organize this discussion, we present a number of orthogonal policies that collectively define a variation. Table III summarizes these policies, and Table IV explains how previous variations, including Eager [Lee et al. 2000] , DAW [Lee et al. 2010 ], VWQ [Stuecheli et al. 2010] , and Last-Write Predictor Guided (LWPG) [Wang et al. 2012] , as well as our proposed ERWC scheme, can be defined in terms of these policies.
When/Access Type(s). Dirty cache lines in the LLC are eagerly written to DRAM when they can be scheduled with other accesses to the same row. A key dimension of the policy space is with which types of accesses are the eager writebacks clustered.
Eviction-triggered clustering has been proposed in previous studies to cluster DRAM writes that target the same row [Lee et al. 2010; Stuecheli et al. 2010; Wang et al. 2012] . Under this policy, when a dirty cache line is evicted, other dirty cache lines in the LLC that map to the same row as the evicted line are eagerly written back. Since the eager and eviction writes are placed in the same DRAM write queue and typically are scheduled as a burst, this policy increases the row-level locality of DRAM writes.
Alternatively, we propose that dirty cache lines are eagerly written when their associated row has been activated by any type of ordinary, noneager access, including reads. This activation-triggered clustering should allow greater clustering of accesses, both read and write, that target the same row. By increasing the clustering of reads and writes, there will be fewer row activations, and rows should be kept open for a longer period of time to perform more accesses per activation.
Both ERWC and VWQ perform activation-triggered clustering. The distinction between them is that activation-triggered clustering in VWQ only applies to activations caused by write bursts to the DRAM.
Eager Writeback Cancellation. If the memory controller activates a new row while eager writebacks remain for the old row, those eager writebacks would later trigger another row activation. In such circumstances, it may be better to cancel all eager writebacks to a row once that bank is precharged. That way, they will either be reissued speculatively if eager writeback with the original row is ever attempted again, or they will simply occur when the cache lines are finally evicted, as if no eager writeback had been attempted.
Repeated Eager Writeback. Since we are speculatively writing dirty cache lines from the LLC, a cache line may be modified again after it is eagerly written back. In that case, it might be eagerly written back multiple times before it is evicted, causing an increase in overall writeback traffic. After a cache line has been eagerly written back, further eager writebacks could be prohibited for that cache line, minimizing the excess writeback traffic. This choice can impact programs where data writes are more likely to hit in the cache, cache lines are less likely to be evicted, and DRAM writebacks are relatively infrequent.
Cache Line Selection. The goal of the cache line selection policy is to identify dirty cache lines that are unlikely to be written to again before they are evicted. Most of the eager writeback schemes, including ERWC, use the LRU information in the LLC for cache line selection. Lee et al. [2000] analyzed the frequency of writes to dirty cache lines as a function of their LRU position in the cache set. Their results showed that dirty cache lines that reach the LRU position are rarely written to again. In contrast, cache lines in the MRU position are highly likely to be written to again.
More recently, Wang et al. [2012] have proposed the LWPG approach that does not depend on the use of LRU replacement by the cache. Their approach is based upon the following observation: if an instruction has previously been the source of the last write before eviction for one cache line, then that instruction is likely to be the source of last writes to other cache lines. Thus, they propose a Last-Write Predictor (LWP) that selects cache lines based upon the past behavior of the instruction at a given address.
Lookup Depth. Given a W-way, set-associative LLC, using LRU replacement, an eager writeback scheme can be configured to check a certain number, depth, of the LRU ways. In effect, the depth determines the aggressiveness of the scheme. Varying the depth results in an interesting trade-off-less aggressive configurations that consider fewer LRU ways result in fewer cache line writebacks, and more aggressive configurations that consider more LRU ways result in more writebacks. However, the latter may write back more cache lines that will be written to again.
Lookup Range. The eager writeback schemes evaluated in this article require that the cache be probed for dirty lines that match the given row address. If the row size is 8KB and the cache line size is 64 bytes, then 128 cache lines can map to a row and these lines will be placed in 128 different cache sets. Thus, to achieve the full benefits of the eager writeback schemes, 128 sets may have to be probed. Although this full search may increase the likelihood of finding dirty cache lines, it can also consume energy. Another question that our evaluation will address is whether or not a comparable reduction in the number of row activations can still be achieved while probing a smaller number of cache sets.
Idle Prefill. When no cache line transfer is in progress, the memory controller can preemptively ask the LLC for dirty cache lines belonging to ranks with no pending writes. Ideally, the LLC will provide dirty cache lines belonging to the same row. In any case, otherwise idle DRAM cycles will be utilized by these writes. This idle prefill policy can be combined with any eager writeback scheme. Its effectiveness depends on many factors, including how many and how often idle DRAM cycles occur, and how DRAM reacts to incoming reads during a burst of writes.
MECHANISMS
Eager writebacks may be initiated as soon as the memory controller begins to activate a row or detects an evicted cache line. These are triggering events, which have a trigger address that is the physical address accessed by the event.
The memory controller and LLC must be modified to (1) detect these triggering events, (2) transmit the trigger address from the memory controller to the LLC, if necessary, (3) find dirty cache lines to eagerly write back, and (4) properly manage the eager writebacks. Although the first two steps are obvious extensions to existing hardware, there are several design options for the final two steps, which will be discussed in this section.
Cache Line Lookup Mechanism
To support cache line lookup, there needs to be enough lookup bandwidth in the LLC. We believe that sufficient bandwidth exists because Lee et al. [2010] have shown that there is substantial idle time in the LLC. Specifically, in a single-core system, for 15
Reducing DRAM Row Activations with Eager Read/Write Clustering 43:9 out of 16 SPEC2000/2006 programs, they found that the LLC is idle 95% of the time. Moreover, even in 4-core and 8-core systems, the idle time is around 90%.
An 8KB DRAM row is composed of 128 64B cache lines. Therefore, the LLC would potentially have to be probed 127 times to find all dirty cache lines for eager writeback after every triggering event. The lookup range decreases the number of sets that should be searched. To facilitate a more efficient range-based search, the cache sets mapping to a row in the DRAM are partitioned into equal range-sized groups, as shown in Figure 1 . Only the partition corresponding to the trigger address is searched.
When the LRU information is used for cache line selection, the lookup depth limits the selection of dirty cache lines. Within each set, a dirty cache line will be selected for eager writeback only if its LRU position is within the lookup depth. Note that only one cache line per set can correspond to a particular DRAM row, so all of these conditions can easily be detected using the normal cache line eviction and LRU logic.
With a lookup range of k, the LLC controller must access the cache k − 1 times using cache line addresses neighboring the trigger address. Any matching dirty lines within the lookup depth can be forwarded to the memory controller back-to-back for eager writeback as they are found in the cache. Considering that a modern memory system has multiple channels and ranks, the LLC controller may need to interleave accesses for several active banks.
To reduce lookup overhead, Stuecheli et al. [2010] proposed the Set State Vector (SSV). The SSV consists of one bit per cache set that indicates whether the designated LRU ways contain any dirty cache lines. By first checking the SSV bit for a cache set before performing the cache line lookup, the LLC controller can avoid pointless lookups that cannot possibly yield a dirty cache line.
Eager Cancellation Support
If a speculative writeback is guaranteed to be performed by the memory controller, then the dirty bit in the cache can be cleared as soon as the eager writeback is initiated. However, there can be an advantage to allowing the memory controller to cancel speculative writebacks in order to activate other rows to perform pending read accesses. To support this optimization, both the memory and cache controllers need to be modified. Eager Write Command. The memory controller requires a new command type for eager write in order to differentiate between a write caused by a normal cache eviction and a write caused by a speculative writeback. This way, whenever a bank is precharged, the memory controller can discard all speculative writebacks to the row that used to be active in that bank. Furthermore, after the eager writeback has occurred to the DRAM, the memory controller must notify the LLC that the cache line is no longer dirty. In all other respects, the new command behaves identically to a conventional writeback.
Maintaining Correct Cache State. With cancellation, the dirty bit for a cache line cannot be cleared until the memory controller confirms that the eager write has been performed. However, just because the eager writeback has been committed to the DRAM does not mean that the dirty bit can be cleared, as the cache line may have been updated after the eager writeback was initiated.
An additional "eager" bit is necessary for each cache line to support cancellation. When an eager writeback is initiated, the eager bit is set. If the cache line is modified while the eager bit is set, the bit should be cleared. If the memory controller notifies the cache that the eager writeback completed, then the dirty bit will be cleared if and only if the eager bit is still set. The eager bit can always be safely cleared at that point.
A dirty cache line can be evicted while its eager bit is set. In that case, there may still be an eager writeback pending in the memory controller (if it has not been canceled). The memory controller should detect this situation and remove the eager writeback in favor of the actual eviction. Of course, this is a performance optimization that will not affect correctness.
Finally, when the memory controller precharges a bank, it can notify the LLC that all eager writebacks to that row have been canceled. The LLC can clear the associated eager bits and discontinue further lookups on the associated trigger. Again, these are performance optimizations that do not affect correctness.
Table V describes the baseline system that we simulate in our evaluation. Since the 512KB LLC contains 8,192 cache lines, the cancellation mechanism requires an extra 8,192 bits inside the LLC.
Eager Writeback Management
The Eager Writeback Manager (EWM) in the LLC is responsible for managing all eager writeback operations. Upon a triggering event, the memory controller sends the trigger address to the EWM. The EWM then creates an entry in an Eager Writeback Queue (EWQ) corresponding to that trigger.
For ERWC, there may be at most one active trigger per DRAM bank. Thus, for an 8-bank, 8-rank DRAM system, the EWQ would need to hold 64 entries. Each entry in the EWQ must store the next cache line address to search and the number of remaining accesses, which is initialized to k − 1 for a lookup range of k. The EWM services the EWQ in a round-robin fashion to ensure fairness in eager writeback traffic among the triggers. Whenever the LLC is otherwise idle, the EWM services the next EWQ entry by accessing the stored cache line address and initiating an eager writeback, if appropriate. After the access, the cache line address is updated subject to the DRAM address mapping, and the number of remaining accesses is decremented until it reaches zero. Upon reaching zero, or if the EWM is notified of a cancellation, the entry is discarded.
Our baseline system, shown in Table V , has an 8-bank, 2-rank DRAM system. Thus, the EWQ needs to hold 16 entries. Further, each EWQ entry needs to store one cache line address (58 bits, since the last 6 bits of the cache line address are always zero) and the number of remaining accesses (7 bits, since there are 128 cache lines in a row buffer). Therefore, ERWC's EWM requires an extra (58 + 7) * 16 = 1,040 bits inside the LLC.
For eviction-triggered clustering, including VWQ, the EWQ could be much larger, as there is no bound on the number of writeback operations that would cause triggering events. To avoid a large EWQ, VWQ uses an SSV (as described in Section 5.1). Under VWQ, the EWM is called the Cache Cleaner. When the Cache Cleaner receives the trigger address, it will read the corresponding section of the SSV. Then, the Cache Cleaner will lookup the cache sets corresponding to the SSV bits that show the existence of dirty cache lines and send eager writeback requests to the cache controller. In other words, the Virtual Write Queue, as its name implies, uses the SSV to maintain a virtual EWQ, thereby avoiding a large source of overhead in the LLC.
Our baseline system, shown in Table V , has a 512KB, 4-way LLC with a 64-byte line size. Thus, there are 512 * 1,024/4/64 = 2,048 cache sets in the LLC. Since the SSV requires 1 bit per cache set, VWQ requires an extra 2,048 bits inside the LLC.
As described in Section 4, an LWP is used as the EWM under the LWPG scheme. An LWP is composed of a lightweight LLC write simulator and a prediction table. The address of the instruction accessing the cache line is stored in the prediction table and used as an input to the simulation. The simulator updates the prediction table based on the simulated write behavior of the LLC. When a dirty cache line is evicted from the L1 cache to the LLC, the LWP consults the prediction table to make a prediction of whether this cache line will be written to again. When the LWP selects a dirty cache line for eager writeback, it will put a corresponding write request into the last-write buffer.
Our baseline system, shown in Table V , has a 16KB, L1 cache with a 64-byte size line. Since the LWP keeps a 16-bit partial instruction pointer for each L1 cache line, it requires an extra 4,096 bits inside the L1 cache. For a 512KB, 4-way LLC with a 64-byte line size, the LLC write simulator requires at least 128 entries. Since each entry requires 36 bits, the simulator requires an extra 4,608 bits in the LLC. Therefore, the storage overhead of LWPG is 8,704 bits.
Memory Controller Queue Management
Separate read and write queues are used in the memory controller to provide a static partitioning of the available entries, isolating read and write accesses. High/low watermarks are managed on the write queue to schedule DRAM operations in bursts [Stuecheli et al. 2010; Chatterjee et al. 2012] . The basic mechanism is to process a burst of reads until the write queue reaches a high watermark (or there are no pending reads). Once reached, writes begin to be scheduled over reads and drained from the write queue until a low watermark is reached. Even when a read/write clustering policy is used, this reduces switching between reads and writes at the DRAM, amortizing the delay incurred due to the write turnaround.
Design Complexity
Based on this discussion of mechanisms, we can quantitatively compare the different eager writeback schemes in Table IV in terms of their design complexity. The approaches described in Table IV that require the most complex designs are VWQ, LWPG, and ERWC.
Prior to this work, VWQ and LWPG both represented the state-of-the-art in eager writeback schemes. Previous work had shown that under LRU replacement LWPG has very similar performance to VWQ [Wang et al. 2012] . Moreover, as discussed in Section 5.3, LWPG has similar design complexity to VWQ in terms of storage overhead. Therefore, we include only one of these schemes, VWQ, in our evaluation. We do, however, include both of the less complex schemes, Eager [Lee et al. 2000] and DAW [Lee et al. 2010 ], in our evaluation.
ERWC has similar design complexity to VWQ. Both ERWC and VWQ require communication between the memory controller and the LLC for selecting dirty cache lines for eager writeback. ERWC's EWM and VWQ's Cache Cleaner require similar mechanisms for cache line lookup and eager writeback management. ERWC's primary storage overhead, the EWQ, depends on the number of DRAM banks. In contrast, VWQ's primary storage overhead, the SSV, depends on the number of LLC cache sets. To support the cancellation technique, ERWC requires an extra storage overhead as described in Section 5.2.
METHODOLOGY
We use a full-system simulator to evaluate the policy space. This simulator is based on HP Labs' COTSon [Argollo et al. 2009 ], which we have extended to simulate a DRAM system using DRAMSim2 [Rosenfeld et al. 2011] . DRAMSim2 accurately models all characteristics of the main memory system, including the state of all channels, ranks, banks, and rows, in a cycle-accurate manner. COTSon uses AMD's SimNow [Bedichek 2004 ] to emulate an x86-64 processor and to capture all instructions that are executed for the operating system and user-level processes. Table V shows the important parameters of the simulated system.
In all of the experiments, the baseline memory access scheduler is based on a columnfirst scheduling policy [Rixner et al. 2000 ] and gives reads higher priority than writes. The ERWC memory access scheduler is extended from the baseline and gives row-hit reads higher priority than row-hit eager writes. As a result, even when a few eager writebacks are issued in each bank, they can be gathered across the banks to form a long burst without any row activations.
The address space is mapped to a single channel using page interleaving. Detailed timing and power parameters for the memory devices are based upon the Micron MT41J128M8 DDR3-1600 datasheet [Micron Technology Inc. 2010] . Energy and power are calculated using Micron's power calculation methodology, assuming x8 DRAM devices [Micron Technology Inc. 2007 ]. We adopt the same DRAM queue parameters as in Chatterjee et al. [2012] for managing high/low watermarks.
We use a wide variety of programs, including Glimpse, TPC-C, and a large number of programs from the MineBench, SPEC CFP2006, and SPEC CINT2006 suites. Glimpse is a text indexing and search program. We use a collection of program source and text files, whose total size is 2.3GB, as the input to Glimpse. TPC-C is a distributed, Online Transaction Processing (OLTP) benchmark specification. We use an open-source implementation of TPC-C, TPCC-UVa [Llanos and Palop 2006] . MineBench is a suite of data mining programs. We use HOP, Utility, Apriori, Eclat, SEMPHY, and ScalParC on large datasets. For each of these programs, we simulate 0.5 billion instructions. To eliminate the initialization phase from our simulations, we apply appropriate fast forwarding to each program. We have run some simulations for a larger number of instructions and obtained similar results.
EXPERIMENTAL RESULTS
This section evaluates various points in the eager writeback policy space, including ERWC, VWQ, and DAW as described in Table III Overall, all three schemes significantly reduce the number of row activations. Moreover, the number of row activations never increases for any of the programs. ERWC shows the greatest reduction in the number of row activations. With ERWC, the number of row activations is reduced by an average of 42% and a maximum of 82%. Eager writeback eliminates two kinds of row activations: row activations due to a DRAM write and row activations due to interference from a cache eviction (RD Interfered). RD Interfered represents the situation where a row is activated for a writeback operation that closes a row to which a subsequent read arrives. Were the writeback not to occur, that subsequent read would not require an additional row activation. Out of the total reduction in row activations that ERWC achieves, 38.4% comes from eliminating RD Interfered activations.
For most programs, ERWC reduces the number of bus turnarounds. ERWC may cause more bus turnarounds than No Eager WB when read and write accesses are highly interleaved. However, we only see this phenomenon in two programs (hmmer and cactusADM) out of the 35 evaluated.
As DAW and VWQ both cluster only the writes, they achieve on average similar reductions in the number of row activations. VWQ, however, shows an overall greater reduction in bus turnarounds than DAW because activation-triggered clustering is able to form a longer write burst than can stored in the physical write queue. Similarly, as ERWC is based on activation-triggered clustering, it often achieves a greater decrease in bus turnarounds than DAW.
A decrease in row activations and bus turnarounds can lead to improvements in performance and energy consumption. However, not all programs will experience substantial improvements. We found that programs that perform infrequent row activations or are highly read intensive get very minor benefits (<1% performance improvement) from eager writeback. From now on, we will exclude these programs from the evaluation and focus on the remaining 23 programs for the remainder of this section. Figure 2 shows the improvements in performance and energy consumption for the three competing schemes. The results show that ERWC outperforms VWQ for 21 out of 23 programs and always outperforms DAW. Specifically, ERWC achieves an average of 10.3% performance improvement compared to No Eager WB, which is 3.8% and 2.0% larger than the improvements achieved by DAW and VWQ, respectively. Moreover, ERWC improves energy consumption by an average of 15.2%, which is almost 3.0% greater than that achieved by the other schemes. It is interesting to note that VWQ outperforms ERWC in libquantum. libquantum performs a considerable number of read accesses to each activated row (see Table II ). VWQ outperforms ERWC because it significantly reduces the number of bus turnarounds.
Performance and Energy.
With ERWC, out of the 23 total programs, 6 have overall performance improvements between 10% and 20%, and 3 have improvements in excess of 20%. Moreover, 12 consume between 10% and 20% less DRAM energy, and 7 have energy savings in excess of 20%. The magnitude of the improvements corresponds closely to the reduction in row activations from Table VI. In fact, the improvements from using eager writeback not only depend on the clustering policy but also depend on other features of the system configuration. Table VII shows a summary of the improvements for a variety of configurations with selected features.
An interesting finding is that having a minimum burst size for processing writes has a positive effect on all of the schemes. With this feature, if a burst of writes is in progress to the DRAM in response to idle DRAM cycles, the memory controller attempts to process a minimum number of writes without being preempted by reads. Typically, under any of the eager writeback schemes, a burst of writes can be effectively pipelined to activated rows once the initial cost has been paid. Therefore, the delay to reads can be amortized by processing multiple row-hit writes in a fairly short time. However, the benefits are not proportional to the length of the bursts. Based on our observations, 8-write bursts are sufficient and longer bursts do not offer any significant additional benefit.
With Idle Prefill, the memory controller can preemptively ask the LLC for dirty cache lines in order to promptly react to rank idleness with writes. We find that Idle Prefill does not beneficially combine with the eager writeback schemes. If a minimum burst is used, Idle Prefill adds little to performance. Even worse, without the burst for writes, Idle Prefill just keeps precharging rows that have been activated by a read and will be utilized by subsequent accesses.
Finally, we observe that eviction-triggered clustering (i.e., DAW) does not perform as well overall as activation-triggered clustering (i.e., ERWC or VWQ). By clustering accesses earlier than is actually required, eviction-triggered clustering quickly fills up the physical write queue and subsequently delays the processing of reads more often. In contrast, with activation-triggered clustering, the dirty cache lines to cluster are brought into the DRAM at the time the physical write queue drains. So, the high watermark is less often reached. Figure 3 shows the trade-offs involved in the four possible combinations of cancellation (Can) and repeated eager writebacks (Repeat) when read/write clustering is performed. These combinations are evaluated under 2-way depth and 128-set range of lookup. As the figure shows, all variations provide improvements over No Eager WB for all programs. There is a trade-off between having less repeated write traffic that competes for memory bandwidth with cache line reads and serving more writes on activated rows. For most programs, the use of Repeat is beneficial since LRU lines are rarely written again [Lee et al. 2000 ]. The figure also shows that when repeated eager writebacks are allowed, cancellation is critical to avoid triggering excess row activations to perform these writebacks. Moreover, cancellation helps to avoid the interference between writes and incoming read requests. However, cancellation, by itself, seems to generate many short write bursts, as observed in Can & No Repeat. Figure 4 shows the Cumulative Distribution Function (CDF) of the distance (in cache lines) from an eager writeback triggering address to the other dirty cache lines in that row. The figure shows four representative programs. For all but nine of the programs that we evaluated, the CDFs are similar to gcc. As the figure shows, dirty cache lines are not often near the triggering access. In fact, to find 50% of the dirty cache lines, 15 cache lines must be checked (in both directions) around the triggering access. This suggests that larger lookup ranges are going to perform significantly better. Figure 5 shows the effect of the lookup depth and range on performance and energy consumption. Each benchmark has a set of three bars, which are the results of a 128-line lookup. The 128-line lookups are organized as the following (range, depth) combinations: (128, 1), (64, 2), (32, 4).
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Lookup Depth/Range Analysis
Using a depth of four results in many eager writebacks of cache lines from more recently used ways that will later be written again before they are evicted. So, these useless eager writebacks consume bandwidth in the cache and memory system for no benefit. Although for some programs the 4-way depth configurations achieve better results, for most programs the useless eager writes lead to worse performance than the 2-way depth configurations. It is also important to note that the 1-way depth configurations achieve similar results to the 2-way depth configurations. The trends are similar in 64-line lookups, (64, 1), (32, 2), (16, 4), and 32-line lookups (32, 1), (16, 2), (8, 4), but overall improvements decrease as the lookup size decreases.
For most of the programs, given the same lookup depth, configurations with larger lookup ranges produce more improvements. For example, results of milc show that (128, 1) improves the performance 3.1% and 6.8% more than (64, 1) and (32, 1), respectively. These results intuitively make sense (especially with smaller lookup depth) because a larger lookup range provides a higher chance to find dirty cache lines that would be eagerly written back.
The trade-offs on the lookup depth and range that we described earlier for read/write clustering also occur for write clustering. Our analysis shows that for 128-line lookup, ERWC produces better performance improvements of 3.3%, 3.0%, and 3.1% for depths of 1, 2, and 4, respectively, than DAW. Moreover, for the same lookup, ERWC shows better energy savings of 3.6%, 3.3%, and 2.7% for depths of 1, 2, and 4, respectively. Optimization Opportunities. Stuecheli et al. [2010] proposed the SSV under VWQ to reduce the lookup overhead for dirty cache lines by keeping track of their existence in the designated LRU ways of a cache set. We can similarly use the SSV in ERWC to reduce the lookup overhead. If the SSV's bit for a cache set is zero, then we do not need to examine that set because there are no dirty cache lines in its LRU ways. For the programs that we evaluated, we found that by using the SSV, the number of lookups that must be performed for eager writebacks is reduced by an average of 57.7% and a maximum of 98%.
Cache Lookup Energy Overhead. In terms of energy consumption, there are two kinds of cache lookup overhead for any eager writeback scheme. The first of these overheads is the tag array access energy, which is consumed when the EWM accesses the tag bits to find dirty cache lines. The second overhead is the data array access energy, which is consumed when the EWM retrieves a dirty cache line's data. To quantify both of these overheads, we used CACTI 6.5 [Muralimanohar et al. 2009 ] to model a 32nm, 512KB, 4-way L2 cache with a 64-byte line size. These results show that the tag array access energy is 0.007nJ/access and the data array access energy is 0.127nj/access.
To quantify the overall cache lookup energy, we calculated the total energy consumption by tag accesses and data accesses for the 0.5 billion instructions that we simulated for each program. For ERWC+SSV, the lookup energy overhead is 0.738mJ on average (ranging from 0.024mJ to 5.223mJ) across the programs, which is on average 1% (ranging from 0.05% to 2.5%) of the energy reduction in the DRAM. For VWQ, the lookup energy overhead is 0.742mJ on average, ranging from 0.019mJ to 10.823mJ. Breaking down the overall lookup energy overhead for ERWC+SSV, the tag access energy overhead accounts for the largest portion (0.695mJ). Only 0.29% of the extra tag accesses result in extra data accesses. Thus, the data access energy overhead (0.043mJ) is comparatively small. As a result, the cache lookup energy overhead for ERWC+SSV is small compared to the energy reduction in DRAM.
Sensitivity Studies
This section evaluates the sensitivity of the results for ERWC to a variety of different system design parameters.
LLC Size. When the LLC size is increased from 512KB to 2MB, the benefits of ERWC go from 10.3% and 15.2% down to 8.0% and 11.9% for performance and energy consumption, respectively. These slight reductions are caused by the larger LLC filtering DRAM accesses in such a way that there are fewer overall row activations. In particular, the average number of row activations caused by reads and writes are reduced by 26% and 14%, respectively. This reduces the opportunities for ERWC to eliminate row activations.
Cache Latency. With a faster cache access, an instruction is more likely delayed by DRAM latency than cache latency. ERWC in fact achieves similar improvements in both performance and energy consumption even when a cache hit at any level of the memory hierarchy adds only one-cycle latency. Specifically, we see the improvements of 10.0% and 14.9% for performance and energy consumption, respectively. Improvements with ERWC are closely related to access patterns and pressure on DRAM, and cache latency seems less relevant. A program's DRAM access pattern may not be largely changed with cache latency. Moreover, there are several factors, such as CPU pipeline bandwidth and dependency between instructions, that affect the amount of outstanding DRAM accesses.
DRAM Queue Parameters. The use of high and low watermarks affects the duration and frequency of write bursts. Since reads must be stalled while draining writes, they directly affect system performance. Longer write bursts induce longer read stalls, but they are less frequent. To see how these stalls interact with ERWC, we perform simulations for two different configurations with high watermarks of 16 and 64 and low watermarks of 8 and 32, respectively. Figure 6 shows the effects of changing the high and low watermarks. The figure shows the performance of ERWC with these watermarks normalized to No Eager WB with the same watermarks. These figures can be compared to Figure 2 , which shows the same comparison with the default high/low watermarks of 32/16. As the figure shows, the ERWC improvements are higher with smaller watermarks. The geometric mean of performance improvement and energy savings are 15.1% and 19.6% for the small case (Figure 6a ), 10.3% and 15.2% for the default case (Figure 2) , and 8.0% and 13.3% for the large case (Figure 6b ). This results from ERWC being very effective at clustering reads and writes in the same row. With 16/8 watermarks, the write queue must be serviced frequently, causing many disruptive row activations without ERWC. In summary, although eager writeback provides larger improvements with smaller watermarks, it is still effective at improving performance and reducing energy with much larger watermarks.
Bank Parallelism. The number of banks in the main memory system affects how frequently eager writes are able to be scheduled on the activated row. Each bank attempts to produce a DRAM command that is issuable every cycle. With more banks, reads tend to be spread across banks, so there are fewer row conflicts. This provides less opportunity to schedule eager writebacks, as the reads are effectively using the available DRAM bandwidth. To test this effect, we ran the programs on a DRAM of 64 banks (8 ranks of 8 banks each). Even with larger bank parallelism, ERWC still provides performance and energy improvements of 4.5% and 6.0%, respectively. Lee et al. [2000] first proposed eager writeback to optimize systems that experience competition for memory bandwidth between cache writebacks and data fetches. Eager writeback can effectively redistribute and balance the memory traffic for those systems and thereby improve system performance. VWQ [Stuecheli et al. 2010 ] exploited eager writeback to increase row-level locality of DRAM writes. This technique coordinates DRAM access scheduling with cache writeback to increase the opportunities to find dirty cache lines in the LLC that can hit on the activated row. LWPG [Wang et al. 2012] writeback extended this idea to take the similar advantage in any cache replacement policies (including NRU and random). Our work also focuses on increasing row buffer locality but is not limited to DRAM writes. Moreover, none of these works explored the policy space.
RELATED WORK
Clustering of accesses can be realized across row boundaries. Sudan et al. [2010] recently observed that a large number of accesses within heavily accessed OS pages happen to small, contiguous chunks of cache lines and proposed the co-location of the clusters from different OS pages in a row buffer to improve its utilization.
Some efforts have been made to try to avoid access interference within banks. The XOR-based address mapping [Zhang et al. 2000 ] scheme avoids row buffer conflicts between reads and cache writebacks under page interleaving by generating bank addresses pseudorandomly. This technique effectively redirects writes that would conflict in a bank to another bank. A write buffer with read bypass [Chen and Baer 1992] could also alleviate row buffer conflicts by postponing writebacks. This potentially would allow consecutive reads to be grouped together. However, these schemes do not eliminate write interference but rather attempt to reduce it, and neither scheme reduces the number of row activations caused by writes.
There are several works, such as McKee et al. [2000] , Rixner et al. [2000] , and Lin [2004, 2007] , that present techniques to reschedule memory accesses to improve overall system performance. These works introduce a variety of scheduling mechanisms and algorithms to increase performance. However, they do not consider energy consumption and are orthogonal to our eager writeback scheme, which introduces more opportunity for read and write clustering in the accesses to be scheduled.
Energy and latency could further be reduced by utilizing smaller rows within the DRAM. Rixner [2004] and Cooper-Balis and Jacob [2010] presented memory controller policies that can make effective use of commercial DRAM architectures that support the use of subsets of rows to further reduce the average latency of the DRAM. These types of proposals are being revisited in the context of multicore systems where access streams are mixed creating more interference in the row buffers. Udipi et al. [2010] proposed a redesign of DRAM to activate subsets of a row and to keep inactive subarrays in lowpower sleep modes. Others have proposed a rank subsetting that enables the smaller number of devices to be involved for a memory access [Zheng et al. 2008; Ahn et al. 2009 ]. All of these techniques are orthogonal to our read and write clustering strategy, and we would expect the ideas to be complementary. Taking advantage of low-power modes has also been focused in the memory controller. Hur and Lin [2008] extended the Adaptive History-Based Scheduler (AHB) with power consumption to increase the average idle duration of each rank, thus increasing the utility of the power-down unit. Huang et al. [2005] identified memory access traffic often random when the OS arbitrarily maps virtual pages to physical pages. They thus proposed a way to reshape such random memory traffic to produce longer idle periods by which a more aggressive power-saving mode is actively utilized.
CONCLUSIONS
This article has shown that cache line writebacks to the DRAM have a disproportionate impact on performance and energy consumption in the main memory system. In particular, the fraction of row activations due to writes is higher than the fraction of writes in the DRAM access stream.
To address this problem, this article has introduced ERWC to optimize DRAM performance and energy efficiency. Whenever a row is activated, either by a read or write access, eager writeback operations to that row are triggered. Clustering both read and write operations in this manner, instead of just write operations, leads to superior improvements in both performance and energy consumption. Read/write clustering increases the row-level locality of access and reduces the number of row activations, increasing bandwidth and reducing energy. In fact, ERWC reduces row activations by an average of 42% for 35 programs. For the programs with more than 15% DRAM writes, row activations are reduced by 43%, and for the programs with more than 30% DRAM writes, row activations are reduced by 48%. This reduction results in improvements in both performance and energy efficiency. Specifically, 9 programs have performance improvements in excess of 10%, and 19 programs have energy consumption reductions in excess of 10%.
The article has also explored the design space of eager writeback schemes. This has yielded three key insights. First, dirty cache lines are not usually near the cache line that triggers the eager writeback. This necessitates larger lookup ranges in order to provide the best improvements. However, smaller lookup depths usually perform best. This validates the use of the SSV to mitigate the cost of these lookups [Stuecheli et al. 2010] . Second, the improvements of read/write clustering increase as the write queue watermarks are decreased. Therefore, eager writeback enables the use of smaller write buffers and shorter write bursts. Third, canceling eager writebacks in read/write clustering is important, whereas it is detrimental with eviction-triggered write clustering. With write clustering, eager writebacks are always triggered by an actual writeback operation. Therefore, it is guaranteed that row will be activated, so it makes sense to always perform the pending eager writebacks to that row in a burst. In contrast, with read/write clustering, a read operation may have activated the row, so the bus turnaround penalty may make it less desirable to try to perform all of the eager writeback operations.
This article used one out-of-order single-core processor in all of its experiments. Running multiple threads or programs on a multicore system is known to have two effects. First, the reduced locality of reference in the shared LLC results in additional cache misses and DRAM accesses. However, our experiments with a shorter cache latency, which also results in more outstanding DRAM accesses at a time, still showed substantial improvements in both performance and energy consumption with ERWC. Specifically, with single-cycle cache latency, the benefits of ERWC only went down slightly, from 10.3% and 15.2% to 10.0% and 14.9% for performance and energy consumption, respectively. Moreover, Lee et al. [2010] have reported that in 4-and 8-core systems, the shared LLC still has around 90% idle cycles, and so we do not foresee the additional load on the LLC to be a problem. The second effect is that additional DRAM accesses may introduce more read interference. However, several techniques, including XOR-based address mapping [Zhang et al. 2000 ] and a write buffer with read bypass [Chen and Baer 1992] , can alleviate row buffer conflicts between reads and cache writebacks. Therefore, we expect that eager writeback schemes, like ERWC, will still achieve substantial improvements in performance and energy consumption on multicore systems.
Eager writeback is a promising approach to reducing row activations in DRAM. Our article has shown the trade-offs along several dimensions to motivate the proposed eager writeback policies. This has shown that many policy decisions improve performance and energy consumption and that the proposed ERWC scheme outperforms previous strategies.
