Incorporation of effective backbone sampling into protein simulation and design is an 
Introduction
Proteins undergo conformational fluctuations in response to thermal energy, binding events, and mutation. Understanding and predicting such excursions around the native state of a protein is a key challenge in computational molecular biology. Side chain sampling 1 has been shown to be an extremely useful first-order method for predicting small-scale conformational change. Successful applications include protein-protein docking 2, 3 , total redesign of protein sequences 4, 5 , and redesign of both protein-protein 6 and protein-DNA 7 interfaces. However, one key approximation made by many of these applications is keeping the backbone structure fixed.
In actual proteins the backbone often undergoes subtle shifts in response to binding events 8 or sequence changes 9 . Successfully capturing such near-native shifts is thus important for many docking and design applications.
Numerous methods have been developed to take backbone flexibility into account for both the whole protein and local subsections. Molecular dynamics is currently one of the most pervasive methods. However, in the absence of a steep energy gradient, dynamics depend on random thermal velocities and a long sequence of time steps to sample motions as simple as a rotamer change. Monte Carlo minimization of backbone torsion angles [10] [11] [12] has also been very successful, but can result in highly non-local displacements of the protein backbone and becomes
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3 increasingly less efficient with greater protein size. Insertion of peptide fragments has been used for de novo protein structure prediction 13 and loop prediction 14 , but causes similar propagating changes. Several non-local sampling techniques have been applied to protein design including random torsion angle sampling 15 and more correlated methods such as fragment insertion 16 , parameterized coiled-coils 17 , and normal mode analysis 18 . These methods make use of patterns commonly observed in protein structures or a harmonic approximation of intra-protein interactions to increase backbone sampling efficiency. Other methods have addressed the problem of making local perturbations using heuristics to iteratively optimize backbone torsion angles until distortions of covalent geometry are minimized [19] [20] [21] , but those techniques sometimes leave strained chain junctions that must be relaxed with other algorithms. Another method, called wriggling 22 , was developed to make partially local moves in which groups of four torsion angles are changed simultaneously to minimize the displacement of distant atoms.
Deformations of protein backbones are truly local only if all consecutive atoms beyond the perturbed region remain fixed. Several local methods exist, the first being introduced by Go and Scheraga 23 with numerous subsequent refinements and adaptations [24] [25] [26] [27] . These methods involve making a random prerotation of one or more backbone angles, followed by solving a geometric constraint equation for six other backbone degrees of freedom to maintain the locality of the move. Several of the methods incorporated bond angle sampling, either as part of the prerotation 24, 27 , or both the prerotation and the solved constraint equation 26 . The latter work also biased the prerotations towards less perburbed backbone conformations. The implementation of these methods is more complex than other common techniques like rotamer sampling. Another drawback is that such loop closure methods are biased towards proposing moves that satisfy bonded, geometric constraints, whose multiple free rotation axes can lead to radically different
4 conformations, often with substantial steric clashes and unsatisfied hydrogen bonds. Those nonbonded factors are particularly relevant in highly packed protein cores and interfaces.
The work described here, instead of being motivated by geometric constraints, derives its motional model from conformational variations observed in high-resolution (≤ 1Å) crystal structures 28 . The fluctuations observed in the crystal lattice motivated Davis et al. to create a simple model, called Backrub, for subtle backbone shifts using just three residues. The core idea in this work is to use that type of motion, observed in nature, to computationally sample backbone configurations in a generalized scheme. A similar move set was recently described 29 in the context of a simplified energy function. Here, we investigate the utility of the backrub move to sample conformations in the context of the Rosetta all-atom force field. Rosetta has been successfully used for protein-protein docking 3 , protein-ligand docking 30 , redesign of protein cores 16 , design of new protein interface specificities 6 , and de novo prediction of small protein structures 31 . As an initial test, we recapitulate the backbone/side-chain correlations observed in the same high-resolution structures that inspired the Backrub model. We go on to show that backrub backbone flexibility improves side-chain modeling of point mutations. Finally, as a demonstration of the method's potential, we present a proof-of-concept simulation showing efficient sampling of the opening and closing of triosephosphate isomerase loop 6. Our results indicate that the backbone sampling described here captures a sizable fraction of the subtle conformational variability found in folded proteins.
Results
We implemented the backrub sampling protocol inspired by motion observed in protein structures 28 (see Figure 1 , Figure 2 , and Methods), and evaluated it using three different tests:
First, we sought to determine whether the motional model, combined with an all-atom force field, could recapitulate the variation seen in occurrences of a backrub motion in high-resolution crystal structures. Secondly, we test whether backrub sampling can improve the accuracy of modeling small backbone and side chain conformational changes in response to single point mutations in a set of crystal structure pairs. Finally, we show simulations indicating that backrub sampling can capture conformational variability observed in a long time-scale loop motion.
Test 1: Simulation of 3-Residue Backrubs
Davis et al. 28 derived the "Backrub" model of protein backbone motion from examples of three residue segments exhibiting multiple backbone conformations in high-resolution (≤ 1.0 Å) crystal structures. To model those variations, they used the Cα atoms as pivot points and enumerated the three possible rotation axes between them. By manually rotating the backbone around those axes, they were able to model the conformational transitions in a significant number of cases. They catalogued 126 such instances in the PDB that fit their model, the majority of which involved a simultaneous rotamer change. In those cases, the backbonedetermined location of the Cβ atom significantly altered the conformation of attached side chain atoms. As an initial test of our generalized backrub sampling method, we used focused Monte
Carlo simulations to determine whether we could detect distinct populations of coupled backbone/side-chain conformations centered on coordinates observed in the PDB.
Out of 161 derived starting structures (see
Materials and Methods), the majority (105) came from PDB residue entries with χ1
angles of the central side chain, i, occupying multiple rotameric bins (-60°, 60°, 180°). In our analysis, we therefore used the χ1 angle as a one-dimensional representation of the side chain conformation. We used the
represent the backbone conformation of the 3-residue segment. (Figure 3 ) We wanted to determine whether the simulations showed a similar correspondence between side-chain and backbone conformation to that observed in the crystal structures. To answer that question, we calculated τ disp probability distributions for each of the χ1 bins visited during the simulations and compared those distributions to the crystallographic τ disp backbone angles. An example analysis of a simulation showing good agreement with the PDB is given in Figure 4 .
A simple binary metric indicating if the simulations correctly captured the sidechain/backbone bias is whether the average backbone conformations for each χ1 bin (〈τ disp | χ1〉, circles in Figure 4B ) were in the same relative orientations found in the PDB (vertical lines in Figure 4B ). This is easiest to interpret for those residues with PDB side-chain conformations in exactly two χ1 bins, as in Figure 4 . There were 98 starting structures where that was the case and of those, in 76 cases the simulations did visit both χ1 bins observed in the PDB, making the comparison possible. Out of these 76, 55 (73%) showed the correct bias, which is significantly better (chi-square p-value 1·10 -4 ) than would be expected at random (50%). When only buried side chains (SASA <30%, see below) are considered, 15 out of 17 (88%) are correct.
A comparison between the mean τ disp angles from the simulations and those determined from the PDB shows reasonable agreement ( Figure 5 ). As the accuracy of rotamer prediction has been shown to be strongly dependent on the degree of residue burial [32] [33] [34] [35] , we show results for 24 residues with solvent accessible surface areas (SASA) of <30%, using the surface area of an extended residue flanked by glycines as the reference SASA. Deviations from the diagonal can result from both scoring/sampling problems in our modeling procedure and uncertainty in the A notable observation is that at certain backbone τ disp angles (i.e. < 3° or > 17° in Figure   4 ), some side chain conformations are completely inaccessible. .
Backbone/χ1 Correlation in Crystal Structures Alone
After observing the correlation of backbone conformation with the side chain χ1 angle in our simulations, we wanted to determine whether the same biases could be observed at a global level in the Davis et al. 28 dataset, irrespective of the simulation results. To do so, we considered the 68 residues (out of 126) where there were at least two χ1 bins represented in the PDB. For every alternate backbone conformation, we calculated the τ disp angle, using the first conformation as the reference structure. We then normalized the τ disp angles for each of the 68 residues to make the τ disp weighted mean (using PDB occupancies as the weights) of each individual residue 0.
The distribution of τ disp for each χ1 bin is shown in Figure 6 . distributions.
A C C E P T E D
In principle, the dependence of backbone conformation on side-chain conformation could be used to derive coupled moves in sequence and structural optimization algorithms. For example, the differences in backbone distributions could be used to restrict sampling of backbone conformations when switching into or out of the 60° χ1 rotameric bin.
Test 2: Point Mutant Side Chain Prediction
In addition to distinct conformations observed in the high-resolution crystal structure dataset discussed above, another context in which subtle backbone differences may be important are residue point mutation. A single-residue point mutation represents the simplest of increasingly more difficult structural modeling tasks where one is given a template and then must predict the new low energy conformation after a known perturbation. In addition, the ability to accurately predict the conformation of a side-chain upon point mutation has direct bearing on the success of protein sequence design algorithms.
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We wanted to determine the extent to which generalized backrub sampling could improve the prediction of point mutant side chains, especially when using a fixed rotamer library as commonly done in computational protein design methods. Recently, Bordner and Abagyan 37 compiled a large benchmark set of PDB structure pairs differing by a single point mutation. We applied the generalized backrub protocol to locally refine structural models after mutation/fixed backbone rotamer optimization in Rosetta 16 . We found that overall, incorporation of backrub sampling improved both side chain heavy atom RMSD and χ1/χ2 recovery within 40°. ( Figure   7 ) We also found that the local backbone RMSD between PDB structure pairs was correlated with prediction difficulty, in terms of both RMSD and χ1/χ2 recovery. The larger the backbone conformational change upon mutation, the larger was the improvement resulting from backrub sampling. In particular, the fraction of pairs with the highest starting RMSD showed the most sizeable improvement. Similar observations were made in a previous study 15 which showed improvements in prediction of side chain conformations after core substitutions in T4 lysozyme when comparing flexible with fixed backbone methods. There backbone flexibility was modeled using a different mechanism employing random continuous adjustments of ±3 degrees to each backbone angle.
In addition to the dependence on initial backbone RMSD, we also investigated how a number of other factors affected the extent of improvement, including the radius of neighboring residues allowed to change rotameric conformations (4, 5, 6, 7, and 8 Å from the mutated residue) and the degree of burial of the mutated residue (< 5%, < 30%, and ≤ 100% solvent accessible surface area). Figure 7 shows results from point mutant predictions that showed the best overall improvement in prediction accuracy, considering < 5% solvent exposure and a 6Å sampling radius. A complete enumeration of the radius of sampling and degree of burial is
shown in supplementary data for both side-chain RMSD and χ1/χ2 recovery. Between a 4 Å and 8 Å sampling radius, the prediction of side chain RMSD does not change significantly. Backrub sampling gives better χ1/χ2 recovery at 6Å than using any other radius. Considering the amount of residue burial, backrub sampling continues to improve overall RMSD prediction somewhat using a 30% SASA cutoff. When evaluating all residues including those that are largely solvent However, such a large rotation introduces several significant steric clashes and adds sizable backbone bond angle strain at residue V167.
We wanted to determine whether generalized backrub sampling of the loop region could capture the same degree of conformational variability without producing energetically unreasonable conformations. Previous studies using molecular dynamics have had difficulty capturing the TIM loop 6 conformational transition 40, 41 . Notably, the simulations required temperatures from 1000-1200 K to see transitions from one state to the other.
We ran simulations starting from both the open conformation (1YPI) and the closed conformation (2YPI). In each simulation, we allowed backrub moves of size 2-12 on residues 165-179. Residues 128-130 showed small but potentially significant changes between the two conformations, so we allowed backrub moves of size 2-3 for those residues. In addition to all of those residues, rotamer changes were allowed for residues whose side chains were in the vicinity of the loop using a 5 Å cutoff and by visual inspection (3, 7, 95 
Discussion
We have shown that the backrub sampling method is useful for sampling small, highresolution conformational fluctuations as well as a larger, functionally relevant conformational change. In addition to capturing the structural variability of single sequences, generalized backrub sampling also improves modeling of changes to protein structures upon point mutation.
While many of the backbone movements are less than 1 Å, they can result in significant displacements of the attached side chains. In addition, the localized breathing motion that backrub sampling emphasizes can allow otherwise energetically unfavorable rotameric transitions.
This work supports the conclusion advanced by Davis et al 28 that protein backbones are influenced by side-chain conformations in a predictable manner, complementing the accepted notion that side-chain conformations can be backbone dependent. In backbone-dependent rotamer libraries, the side chain conformation is influenced by the φ and ψ angles of the residue itself 33 . Our simulations and analysis support the notion of a second-order correlation between a central side-chain and the protein backbone in adjacent residues. The 3-residue simulations indicate that the energetic barriers between the relevant backbone conformations can be significantly less than those typically associated with side-chain rotamer transitions.
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As a sampling method, the overall philosophy behind the move used here is somewhat different from other methods (although bearing similarities to local perturbation approaches highlighted earlier 26, 27 ). First, it is a generalization of movement that is observed in nature at both small and large amplitude. Finally, the use of near-native backbone ensembles has been shown to broaden the set of sequences identified by computational methods and result in successful designs 18 . Similarly, we find that design simulations employing backrub-generated backbone ensembles predict protein sequence families more similar to those observed by experimental phage display selection methods than predictions using just the crystallographic backbone (Humphris & Kortemme, unpublished data). Given its relative simplicity in implementation and ability to capture relevant conformational changes inspired by observed alternative conformations in high-resolution structures, the backrub method may be generally useful for a broad spectrum of side chain sampling and protein design protocols.
Materials and Methods
Generalized Backrub Move
The backrub move (Figure 1 ) is applied to an internal protein segment two or more residues long and consists of a geometric rotation by a random angle, τ, about an axis defined by the flanking Cα atoms. The move simultaneously changes 6 internal backbone degrees of freedom in the protein, namely the φ and ψ angles at both pivot points and the N-Cα-C bond angle, α, at both pivots. (Variable names follow the conventions of Betancourt 29 instead of Davis 28 , which uses τ for the N-Cα-C bond angle.)
The sampling strategy employed here is similar to the one described by Betancourt 29 , in that three types of moves are used, namely backbone only, rotamer only, and rotamer/backbone.
However, the move selection is significantly different. We were interested in selectively sampling backbone motion in specified local regions of the protein while keeping other regions fixed. Therefore, we devised a flexible scheme for specifying which parts of the protein structure were variable. At the highest level, the operator indicates for each residue whether to sample the backbone, side chain or both. Backrub moves are only allowed for segments where backbone sampling is enabled for both the beginning (i) and ending (j) residues, and all intervening residues. Because the proline side-chain rejoins to the backbone at the amide nitrogen, it has been excluded as a pivot point. In addition, the minimum and maximum segment size (j-i+1) can be varied. By default, the minimum segment size is 2, corresponding to a rotation of the atoms making up the peptide bond between two consecutive Cα atoms. The default maximum segment size is 12, although higher or lower values may be desired depending on the application.
Given that information, a sparse upper-triangular boolean matrix, B, is created where
indicates whether a move starting at residue i and ending at residue j is permissible. B can then be further modified to enable or disable individual residue segments. Before beginning
Monte Carlo sampling, a data structure is generated from B that lists each possible segment size, along with all starting residues compatible with that particular segment size. Segment selection then becomes the simple procedure of first selecting a random segment size uniformly from all allowed segment sizes, and then selecting a random segment from all allowed segments with the selected size. As there are fewer long segments than short segments, individual long segments will be selected slightly more often than individual short segments.
Monte Carlo Sampling Protocol
During the course of an actual Monte Carlo simulation, the protocol described in Figure 2 is used to perform each move. At the beginning of a step, a decision to make a rotamer only move is made according to the adjustable probability, P rotamer . The default value of P rotamer is 0.25. If a rotamer only move is chosen, a single variable side-chain is randomly selected and a rotamer is chosen from a library generated using a backbone-dependent rotamer library 16, 46 . The rotamer library is initialized using the φ/ψ angles from the starting structure and not updated during the simulation. If a rotamer only move is not made, then a random segment and angle is selected as described previously, and the rotation is applied. At that point, the algorithm decides whether to terminate the move (leaving it as a backbone only move) according to the second adjustable probability, P backbone . The default value of P backbone is 0.75 to emphasize the more frequently accepted backbone only moves. If the move is not ended, then one or two residues (respective probabilities 0.75 and 0.25) are selected from along the length of the perturbed backbone segment and random rotamers are chosen for those residues. After all structural
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18 perturbations are complete, the move is evaluated using the Metropolis criterion and the Rosetta energy function. Constraints on the degree of angular perturbation and example acceptance probabilities are given in subsequent sections.
Rosetta Scoring Function
In a previous implementation 29 of the move described here, N-Cα-C bond angles were not energetically scored and were constrained to being within 10° of the median bond angle observed in PDB structures. In this work we used bond angle potentials from the Amber ff94 47 and CHARMM22 48 force fields.
In addition to the added bond angle term, the Rosetta full-atom scoring function 49 uses several bonded terms including a φ/ψ angle term based on Ramachandran distributions and a χ angle term based on Dunbrack rotamer statistics. For evaluating non-bonded interactions, Rosetta uses a van der Waals term resembling a Lennard-Jones potential, an explicit geometrydependent hydrogen bonding term 44 , a short-range electrostatics term approximated by a residuespecific pairwise distance potential, and the Lazaridis/Karplus implicit solvation model 50 .
Bond Angle Constraints
In order to reduce the amount of bond angle strain imposed, we sought to bracket the randomly chosen rotation angle such that the bond angle strain never exceeds a threshold value, α max . We used a previously described method 29 to analytically determine the set of τ intervals satisfying that constraint. Briefly, the method involves solving for τ a trigonometric equation that relates α to τ and then plugging in α ideal -α max and α ideal + α max for both the starting and ending residues. The resulting values of τ establish the intervals of allowed τ angles. We term that set of intervals I bond angle .
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To determine how the acceptance ratio decays for increasingly strained bond angles, we performed a long (10 6 step) Rosetta Monte Carlo simulation using a PDZ domain structure (PDB 2H3L 51 ), imposing the Amber bond angle potential and limiting bond angles to within 10° of the overall bond angle minimum. Move attempts were binned by the maximum deviation (at either pivot point) from the Amber ideal bond angle and acceptance ratios were calculated (Supplemental Figure 1A) . The acceptance rate remained above 20% for all moves where both bond angles remained within 6.25° degrees of ideal. At the extreme, where one of the bond angles reached a 10° deviation from ideal, the acceptance rate dropped to 6.6%. Those rates may initially seem somewhat high, given the severity of the angular strain. However, there are always two bond angles changing during any move. At equilibrium, moves may transfer bond angle strain from one residue to the other, without increasing the total amount of strain in the system.
Rotation Angle Constraints
Examining the acceptance statistics further, we made the intuitive observation that as the magnitude of angular displacement increases, the acceptance statistics drop almost exponentially (Supplemental Figure 1B) . This phenomenon is best explained through sterics, where the larger the rotation, the more likely a deleterious steric clash is encountered. We therefore imposed an additional constraint upon moves that restricted the maximum angular rotation to a given 
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20 the probability of selecting a given angle is inversely proportional to the number of possible values, the following acceptance criterion can be used to produce uniform selection probabilities:
Trial move τ angles are generated using this procedure:
1. Calculate the total length, l, of the set of intervals, I.
2. Choose a random threshold, t, uniformly from the interval [0, 1].
3. Choose a random angle, τ, uniformly from I.
At angle τ, calculate the new rotational interval, I rotation angle '
5. Calculate I' = I bond angle ∩ I rotation angle ' and the total length, l', of I'.
Otherwise go back to step 3.
Because l and l' are generally quite similar, this procedure rarely iterates more than several times and is considerably less costly than other parts of the simulation.
To ameliorate the reduction in acceptance ratio for large segment sizes, the τ max parameter is varied for each possible residue segment. This is distinguished from the Betancourt strategy of making equal magnitude displacements regardless of segment size. Different values of τ max are stored in another sparse upper triangular matrix, T. Based on empirical observation of the acceptance statistics, we devised the following rule relating τ max to segment size, s:
We found peptide bonds (size 2) to be significantly more flexible than other segment sizes. The large increase in flexibility is partially due to peptide bonds lacking the steric constraints of other segment sizes. However, when one looks at the distribution of allowable τ angles, given only a 10° bond angle cutoff, it is also clear that peptide bond segments have
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21 significantly more flexibility than larger segments (Supplemental Figure 1C) . In addition to
Davis et al. 28 , a similar type of motion has also been observed in unbiased computational simulations. A recent analysis of correlated φ/ψ motions in a large set of molecular dynamics trajectories also observed significant, localized peptide bond fluctuations 52 . Additionally, in pairs of structures of the same protein crystallized multiple times, larger "peptide flips" (involving rotations ~180°) are often observed 53 .
As a result of constraining both the N-Cα-C bond angles and maximum angular displacement during a move, the acceptance statistics remain relatively high for segments sizes from 2 to 12 (Supplemental Figure 1D ). For the PDZ domain test simulation, backbone only moves showed an average acceptance ratio of 29%, and rotamer only moves showed an acceptance ratio of 34% (data not shown). When combined with the much less accepted simultaneous rotamer/backbone moves, the overall acceptance ratio drops to 26% (weighted mean of all move types). Elimination of simultaneous rotamer/backbone moves would increase the overall acceptance rate to 30%.
Optimized Placement of Cβ and Hα Atoms
An important methodological consideration in a procedure that modulates Cα backbone bond angles is how the positions of the branching Cβ and hydrogen atoms are simultaneously Figure 4) . To enable fast updates of the position of a branching atom X, quadratic functions were fit that related a series of N-Cα-C backbone bond angles to the corresponding fully minimized branching atom internal coordinates, namely the C-N-Cα-X torsion offset from φ, and the N-Cα-X bond angle (Supplemental Table 2 ). These fits were very accurate even to highly unfavorable bond angle energies of 20 kcal/mol.
After every backrub move, the new branching atom positions are found using those quadratic fits. Subsequently, the coordinates of the side chain prior to the move are rotated about the Cα atom pivot point such that the old Cβ atom is collinear with the new Cα-Cβ axis. Finally, the whole side chain is rotated slightly about the Cα-Cβ axis to restore the χ1 angle to its original value.
Simulation of 3-Residue Backrubs (Test 1)
Davis et al 28 
Point Mutant Side Chain Prediction (Test 2)
We used a benchmark set of 2,141 pairs of protein structures for which the only difference was a single point mutation, aside from extra or missing residues at the N and C termini 37 . We removed 7 pairs from the set that had, at the mutated residue position, either missing side chain atoms or a non-canonical amino acid. We also removed 8 pairs for which the mutation was duplicated in another pair in the list. Finally we removed 103 pairs that had either missing or zero occupancy backbone atoms in the first structure in the pair. Structures with missing or zero occupancy backbone atoms in the second structure were removed during analysis (see below). That left 2,023 ordered pairs of structures.
During side-chain prediction, we sampled conformations (backbone and side-chain) for both the mutated residue and neighboring residues. Neighboring residues were selected that, prior to mutation, had any atom within a given radius of any atom in the mutated residue. Radial cutoffs of 4Å, 5Å, 6Å, 7Å, and 8Å were tested. At the beginning of each sampling run, the sidechain in the first PDB structure was mutated and then rotamer optimized along with all the neighboring side-chains using an energy-table based Monte Carlo simulated annealing protocol 16 . Subsequently, the backrub protocol was run for 10 4 steps at a single temperature of kT = 0.6, maintaining either a fixed backbone (P rotamer = 1) or allowing backbone sampling
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(P rotamer = 0.25). The lowest energy structure found during ten separate executions was used as the prediction.
To facilitate comparison of the prediction with the second PDB structure in the pair, we first superimposed the N, Cα, and C atoms from a set of residues around the mutated residue.
The superimposed set was defined as all residues satisfying the following condition in both the first and second PDB structures: a heavy atom of the residue must be within 4Å of a heavy atom in the mutated residue. All subsequent RMSD calculations used this fixed superimposition. To compare effects of the mutation on surrounding side-chains, we used a similar set of residues.
The set was defined as all non-mutated residues satisfying the following condition in either the first or second PDB structures: a non-backbone heavy atom of the residue must be within 4Å of a non-backbone heavy atom in the mutated residue. Any RMSD calculation in which all compared atoms in the second PDB structure had zero occupancy was ignored in calculating overall statistics. All superimposition, RMSD, and chi angle calculations were done using ICM Browser 3.5-1l (Molsoft). Sequence alignments for mapping atom selections from structure to structure were created using ClustalW 1.83 54 .
Code Availability
Source code for the implemented backrub model is available for download free-of-charge parameters. The first, P rotamer , specifies the probability of only making a rotamer move. The second, P backbone , specifies the probability that only the backbone is modified, given that a rotamer only move type was not selected. residues in the backrub set, 68 have χ1 angles in multiple rotameric bins. For those residues, the Figure 4B were normalized by the average angle (weighted by PDB occupancy). Histograms of those angles are shown using 2.5° bins and colored by χ1 bin: -60° (red), 60° (green), and 180° (blue).
B)
The clear difference between the -60°/180° and 60° bins has a straightforward structural explanation, where side chains in the 60° bin push the backbone to the left, and the -60°/180°
side chains push the backbone to the right. Hypothetical γ atom positions are colored by χ1 bin. Table 1 . Images were created using ICM Browser. 
