Given the stochastic nature of gene expression, genetically identical cells exposed to the same 10 environmental inputs will produce di↵erent outputs. This heterogeneity has consequences for how 11 cells are able to survive in changing environments. Recent work has explored the use of information 12 theory as a framework to understand the accuracy with which cells can ascertain the state of their surroundings. Yet the predictive power of these approaches is limited and has not been rigorously 14 tested using precision measurements. To that end, we generate a minimal model for a simple genetic 15 circuit in which all parameter values for the model come from independently published data sets.
I(p; c) between input c and output p, given by I(p; c) =
be used to quantify the resolution with which cells can resolve the environmental state with no free 87 parameters.
88
The reminder of the paper is organized as follows. In Section 1.1 we define the minimal theoretical We treat cellular response to an external stimuli as a Bayesian inference of the state of the environment. As the phenotype (protein level) serves as the internal representation of the environmental state (inducer concentration), the probability of a cell being in a specific environment given this internal representation P (c | p) is a function of the probability of the response given that environmental state P (p | c). (C) The precision of the inference of the environmental state depends on how well can cells resolve di↵erent inputs. For three di↵erent levels of input (left panel) the green strain responds more precisely than the purple strain since the output distributions overlap less (middle panel). This allows the green strain to make a more precise inference of the environmental state given a phenotypic response (right panel).
Results

102
Minimal model of transcriptional regulation
103
We begin by defining the simple repression genetic circuit to be used throughout this work. As a 104 tractable circuit for which we have control over the parameters both theoretically and experimentally 105 we chose the so-called simple repression motif, a common regulatory scheme among prokaryotes [28] .
106
This circuit consists of a single promoter with an RNA-polymerase (RNAP) binding site and a single 107 binding site for a transcriptional repressor [19] . The regulation due to the repressor occurs via exclusion 108 of the RNAP from its binding site when the repressor is bound, decreasing the likelihood of having 109 a transcription event. As with many important macromolecules, we consider the repressor to be 110 allosteric, meaning that it can exist in two conformations, one in which the repressor is able to bind 111 to the specific binding site (active state) and one in which it cannot bind the specific binding site 112 (inactive state). The environmental signaling occurs via passive import of an extracellular inducer 113 that binds the repressor, shifting the equilibrium between the two conformations of the repressor [26] .
114
In previous publications we have extensively characterized the mean response of this circuit under 115 di↵erent conditions using equilibrium based models [27] . In this work we build upon these models to 116 characterize the full distribution of gene expression with parameters such as repressor copy number 117 and its a nity for the DNA being systematically varied.
118
Given the discrete nature of molecular species copy numbers inside cells, chemical master equations
119
have emerged as a useful tool to model the inherent probability distribution of these counts [29] . In 
126
We coarse-grain all these steps into an e↵ective "on" and "o↵" states for the promoter consistent with 127 experiments demonstrating the bursty nature of gene expression in E. coli [18] . These three states 128 generate a system of coupled di↵erential equations for each of the three state distributions P A (m, p; t), 129 P I (m, p; t) and P R (m, p; t), where m and p are the mRNA and protein count per cell, respectively and 130 t is the time. Given the rates shown in Fig. 2(A) we define the system of ODEs for a specific m and 131 p. For the transcriptionally active state we have
For the transcriptionally inactive state I we have
And finally, for the repressor bound state R we have
As we will discuss later in Section 1.4 the protein degradation term p is set to zero since we do 135 not consider protein degradation as a Poission process, but rather we explicitly implement binomial
136
partitioning as the cells grow and divide.
137
It is convenient to rewrite these equations in a compact matrix notation [29] . For this we define 138 the vector P(m, p) as
where T is the transpose. By defining the matrices K to contain the promoter state transitions, R m 140 and m to contain the mRNA production and degradation terms, respectively, and R p and p to 141 contain the protein production and degradation terms, respectively, the system of ODEs can then be 142 written as (See Appendix S1 for full definition of these matrices) the one depicted in Fig. 2 (A) to study the noise in mRNA copy number [24] . As a test case of the 153 depth of our theoretical understanding of the so-called "hydrogen atom" of transcriptional regulation
154
we combine all of the studies mentioned above to inform the parameter values of the model presented 155 in Fig. 2(A) . Fig. 2(B) schematizes the data sets and experimental techniques used to measure gene 156 expression along with the parameters that can be inferred from them.
157
Appendix S2 expands on the details of how the inference was performed for each of the parameters.
158
Briefly the promoter activation and inactivation rates k present in the cell) [24] . The repressor on rate is assumed to be of the form k
is a di↵usion-limited on rate and [R] is the concentration of active repressor in the cell [24] . This o↵ . These constraints on the rates allow us to make 175 self-consistent predictions under both, the equilibrium and the kinetic framework. Solving chemical master equations represent a challenge that is still an active area of research.
178
An alternative approach is to find schemes to approximate the distribution. One such scheme, the 179 maximum entropy principle, makes use of the moments of the distribution to approximate the full 180 distribution. In this section we will demonstrate an iterative algorithm to compute the mRNA and 181 protein distribution moments.
182
Our simple repression kinetic model depicted in Fig. 2(A) consists of an infinite system of ODEs
183
for each possible pair m, p. To compute any moment of the distribution we define a vector
where hm x p y i S is the expected value of m x p y in state S 2 {A, I, R} for x, y 2 N. In other words, just 185 as we defined the vector P(m, p), here we define a vector to collect the expected value of each of the 186 promoter states. By definition any of these moments hm x p y i S are computed as Summing over all possible m and p values in Eq. 6 results in a ODE for any moment of the 188 distribution of the form (See Appendix S3 for full derivation)
Given that all transitions in our stochastic model are first order reactions, Eq. 9 has no moment- mRNA distribution hmi, and ⌦ m 2 ↵ , the first protein moment hpi and the cross-correlation term hmpi.
194
We can therefore define µ (x,y) to be a vector containing all moments up to hm x p y i for all promoter
195
states. This is
Explicitly for the three-state promoter model depicted in Fig. 2 (A) this vector takes the form
Given this definition we can compute the general moment dynamics as
where A is a square matrix that contains all the numeric coe cients that relate each of the moments.
199
We can then use Eq. 9 to build matrix A by iteratively substituting values for the exponents x and y 200 up to a specified value. In the next section, we will use Eq. 12 to numerically integrate the dynamical 201 equations for our moments of interest as cells progress through the cell cycle. is expressed as
where hpi c represents the average protein copy number over a cell cycle, t o represents the start of the 252 cell cycle, t d represents the time of cell division, and P (t) represents the probability of any cell being 
where hp(R 6 = 0)i c represents the mean protein count for cells with non-zero repressor copy number shows the noise in gene expression defined as the standard deviation over the mean protein count.
274
The good correspondence between the zero-parameter fit theoretical predictions and the experimental 275 data is only achieved when considering the gene copy number variability introduced in this section.
276
(See Appendix S4 for comparison when this variability is not included). [39]. This procedure leads to a probability distribution P H of the form (See Appendix S5 for full
where (x,y) is the Lagrange multiplier associated with the constraint set by the moment hm x p y i, and
286
Z is a normalization constant. The more moments hm x p y i included as constraints, the more accurate 287 the approximation resulting from Eq. 15 becomes.
288
The computational challenge then becomes a minimization routine in which the values for the
289
Lagrange multipliers (x,y) that are consistent with the constraints set by the moments values hm x p y i 290 need to be found. Appendix S5 details our implementation of a robust algorithm to find such values. 
305
In the following section we formalize the notion of how well cells can resolve di↵erent inputs from an 306 information theoretic perspective via the channel capacity.
307
Figure 4. Maximum entropy protein distributions for varying physical parameters. Predicted protein distributions under di↵erent inducer (IPTG) concentrations for di↵erent combinations of repressor-DNA a nities (columns) and repressor copy numbers (rows). The first six moments of the protein distribution used to constrain the maximum entropy approximation were computed by integrating Eq. 9 as cells progressed through the cell cycle as described in Section 1.4.
Theoretical prediction of the channel capacity
308
As a useful measure of the ability of the genetic circuit to allow the cell to infer the environmental 309 state, i.e. the inducer concentration, we turn to the channel capacity. The channel capacity is defined 310 as the mutual information between input and output, maximized over all possible input distributions.
311
Putting this into mathematical terms we define c as the inducer concentration. P (c) represents 
where I(p; c), the mutual information between protein count and inducer concentration is given by of the input when considering the output compared to just using the prior distribution of the input 323 by itself for prediction [13, 40] . Under this interpretation a channel capacity of a fractional bit still 324 quantifies an improvement of the ability of the signaling system to infer the value of the extracellular 325 signal compared to having no sensing system at all.
326
Computing the channel capacity as defined in Eq. 16 implies optimizing over an infinite space of 327 possible distributions P (c). For special cases in which the noise is small compared to the dynamic 328 range, approximate analytical equations have been derived [16] . But given the high cell-to-cell variabil-329 ity that our model predicts, the conditions of the so-called small noise approximation are not satisfied.
330
We therefore appeal to a numerical solution known as the Blahut-Arimoto algorithm [41] . This algo-331 rithm, starting on any (discrete) distribution P (c), converges to the distribution at channel capacity. tational minimization routine that can be undertaken using conjugate gradient or similar algorithms.
339
For the particular case of the channel capacity on a system with a discrete number of inputs and test of these ideas with precision measurements on a system that is tractable both experimentally and 363 theoretically.
364
In this paper we take advantage of the recent progress on the quantitative modeling of input-output 
394
We compare these theoretical channel capacity predictions with experimental determinations, finding 395 that our minimal model is able to predict with no free parameters this quantity. In principle since binding site (See Fig. 3(B) ). This systematic deviation for weak binding sites remains an unresolved 412 problem that deserves further investigation. Also the minimal model in Fig. 2(A The microscopy pipeline used for this work followed exactly the steps from 
