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Figure 1: Real-time prediction of debate persuasiveness (number of votes) using our proposed model M2P2. The debate is
from a Chinese debate TV show, Qipashuo. M2P2 closely predicts the ground truth number of votes.
Abstract
Identifying persuasive speakers in an adversarial envi-
ronment is a critical task. In a national election, politi-
cians would like to have persuasive speakers campaign on
their behalf. When a company faces adverse publicity, they
would like to engage persuasive advocates for their posi-
tion in the presence of adversaries who are critical of them.
Debates represent a common platform for these forms of
adversarial persuasion. This paper solves two problems:
the Debate Outcome Prediction (DOP) problem predicts
who wins a debate while the Intensity of Persuasion Pre-
diction (IPP) problem predicts the change in the number
of votes before and after a speaker speaks. Though DOP
has been previously studied, we are the first to study IPP.
Past studies on DOP fail to leverage two important as-
pects of multimodal data: 1) multiple modalities are often
semantically aligned, and 2) different modalities may pro-
vide diverse information for prediction. Our M2P2 (Mul-
timodal Persuasion Prediction) framework is the first to
use multimodal (acoustic, visual, language) data to solve
the IPP problem. To leverage the alignment of different
modalities while maintaining the diversity of the cues they
provide, M2P2 devises a novel adaptive fusion learning
Chongyang Bai: cy@cs.dartmouth.edu
framework which fuses embeddings obtained from two mod-
ules – an alignment module that extracts shared informa-
tion between modalities and a heterogeneity module that
learns the weights of different modalities with guidance
from three separately trained unimodal reference models.
We test M2P2 on the popular IQ2US dataset designed for
DOP. We also introduce a new dataset called QPS (from
Qipashuo, a popular Chinese debate TV show ) for IPP
- we plan to release this dataset when the paper is pub-
lished. M2P2 significantly outperforms 3 recent baselines
on both datasets. Our code and QPS dataset can be found
at http://snap.stanford.edu/m2p2/.
1. Introduction
Controversial topics (e.g. foreign policy, immigra-
tion, national debt, privacy issues) engender much debate
amongst academics, businesses, and politicians. Speakers
who are persuasive often win such debates. Given videos
of discussions between two participants, the goal of this
paper is to provide a fully automated system to solve two
persuasion related problems. The Debate Outcome Pre-
diction problem (DOP) tries to determine which of two
teams “wins” a debate. Suppose the two teams are A and
B and suppose befA, befB denote the number of support-
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ers for A and B’s positions respectively before the debate
and aftA, aftB denote the same after the debate. Hence,
befA + befB = n = aftA + aftB . In the DOP prob-
lem, we say that team A (resp. team B) wins the de-
bate if befA < aftA (resp. befB < aftB). We say a
speaker is a winner if s/he belongs to the winning team.
The Intensity of Persuasion Problem (IPP) tries to predict
the increase (or decrease) in the number of votes of each
speaker (as opposed to a team). We use the same nota-
tion as before but assuming we have two speakers S1, S2.
The intensity of speaker X’s persuasiveness is aftX−befXn
for X ∈ {S1, S2}. It is clear that both these problems are
important. In a business meeting, it might be important to
win (DOP), but in other situations, peeling away support for
an opponent might be important (IPP). The more support a
speaker can peel away from the opponent, the more persua-
sive s/he is.
Solving DOP and IPP using video data alone can pose
many challenges. In this paper, we test ourM2P2 algorithm
against two datasets, the IQ2US dataset1 from a popular US
debate TV show and the QPS dataset from the popular Chi-
nese TV show Qipashuo2. Real-world videos such as these
come with three broad properties: (i) as we can see in Fig-
ure 3b, the detected language can be very noisy — this must
be accounted for, (ii) as we can see from Figure 3a, there can
be considerable noise in the video modality as well — for
instance, a man’s face might be shown in the video while
a woman is speaking and these kinds of audio-video mis-
matches must be addressed, (iii) but in some cases — as
shown in Figure 2, the modalities might be nicely aligned
where the audio, language, and video modalities are all cor-
rect and the speaker’s speech and visual signals are aligned.
The problem of identifying these types of mismatches poses
a major challenge in building a single model to predict both
DOP and IPP.
Though we are not the first to take on the DOP prob-
lem, we are the first to solve IPP. DOP has been addressed
by [5, 24, 29] who use multimodal sequence data to predict
who will win a debate. However, these efforts do not ad-
dress all the three challenges described above. To the best
of our knowledge, there is no existing dataset that addresses
the IPP problem and there are no algorithms to solve the
IPP problem. In this paper, we develop a novel algorithm
called M2P2 and show that M2P2 improves upon past so-
lutions to DOP by 2%–3.7% accuracy (statistically signif-
icant with a p-value below 0.05) and beats adaptations of
past work on DOP to the IPP case by over 25% MSE (statis-
tically significant with p < 0.01). Figure 1 shows a sample
of how our M2P2 framework predicts speaker persuasive-
ness at interim points during a debate from the QPS dataset
— the reader can readily see that the M2P2 prediction of
1https://www.intelligencesquaredus.org
2https://www.imdb.com/title/tt4397792/
Figure 2: In multimodal content, the modalities are seman-
tically aligned. This example shows a case where the vi-
sual modality (facial expressions) and the language modal-
ity (the content of the speech) are closely aligned.
(a) There are cases where the visual modality is noisy, while the
language modality is clean. In 4 consecutive frames when the
woman is speaking, the face of a man appears (see frames 2 and 3)
and the man’s face is incorrectly assumed to be the woman’s. The
language modality, however, is correct.
(b) There are cases where the language modality can be noisy,
while the visual modality is clean. We use Baidu’s OCR API to
extract the Chinese transcripts from the video frames. In the video
frame (the right side of the figure), the transcripts extracted by the
OCR system (the left side) are incorrect due to the milk ads shown.
Figure 3: Individual modalities can be noisy. Here we show
examples where the visual or the language modality are
wrong. M2P2 learns to down-weight the noisy modalities.
number of votes (orange line) closely matches the ground
truth (green line).
Our contributions. When all three modalities (audio,
video, language) agree, then that “common” information
must be correctly captured by a predictive model. In this
case, we say that the modalities are aligned. However,
there can be cases where some modalities suggest one thing,
while the other(s) suggest something different. In this
case, we say the modalities are heterogeneous. Our so-
lution, M2P2, captures both aspects and also learns how
to weight the two aspects in order to maximize prediction
accuracy. M2P2 first leverages the Transformer encoder
structure [34] to project the three modalities into three la-
tent spaces. To combine the information from the latent
spaces, the model devises two major modules: alignment
and heterogeneity.
The alignment module learns to highlight the shared,
aligned information across modalities. It enforces an align-
ment loss in the loss function as a regularization term during
training. This ensures that there is relatively little discrep-
ancy between the latent embeddings of different modalities
when they are aligned.
The heterogeneity module first learns the weights of
modality-specific information and applies weighted fusion
to harden the model against noisy modalities (cf. Figure 3).
M2P2 uses a novel interactive training procedure to learn
the weights from three separately trained reference mod-
els, each corresponding to a single modality. Intuitively, a
modality with smaller unimodal loss should be assigned a
higher weight in the multimodal model. Finally, the outputs
of both modules are combined with the debate meta-data for
persuasion prediction.
We evaluate M2P2 on the IQ2US and QPS datasets.
IQ2US was first used by [5] to evaluate the DOP prob-
lem. The IQ2US dataset only has the final debate outcomes,
without any labels about how persuasive each speaker is
during the debate. Hence, IQ2US cannot be used to eval-
uate IPP. To this end, we created a new dataset QPS, based
on an extremely popular Chinese entertainment debate TV
show called Qipashuo2. In QPS, the audience provides real-
time votes before and after each speaker in order to gauge
how persuasive the speaker is. QPS therefore provides a
direct measure of each speaker’s persuasiveness for train-
ing and evaluation. We use the IQ2US dataset for the DOP
problem and the QPS dataset for IPP problem. M2P2 out-
performs baselines based on three recent papers [5, 24, 29]
which were originally designed to predict debate outcomes
(or other related problem scenarios). We also conduct abla-
tion studies and visualize our results to show the effective-
ness of different novel components in M2P2.
2. Related Work
Unimodal persuasion prediction. There has been some
work on using a single modality for predicting persuasion.
[39, 27, 36, 13] explored the linguistic modality by study-
ing style, context, semantic features and argument-level dy-
namics in English transcripts to solve DOP. For the visual
modality, Joo et al. [19] defined nine visual intents related
to persuasion (e.g. dominance, trustworthiness) and trained
SVMs to predict them and persuasion using hand-crafted
features. Huang et al. [16] improved these results by fine-
tuning pre-trained CNNs. In the case of audio, MFCC fea-
tures and LSTM were used by [28] to solve DOP.
Multimodal persuasion prediction. Brilman et al. [5]
solved DOP by extracting facial emotions, voice pitch and
word category related features and then training separate
SVMs for each modality. The overall prediction for DOP
was obtained through a majority vote by the three models.
Nojavanasghari et al. [24] solved DOP by first building a
Multi-Layer Perceptron (MLP) for each modality, then con-
catenating the predicted probabilities,and sending them as
input to yet another MLP. Because both methods use simple
aggregate feature values (e.g. mean, median), they ignore
the dynamics of features over time. As a result, these two
approaches do not work well with short video clips, and do
not leverage temporal dynamics. To address this problem,
Santos et al. [29] used an LSTM to take each time-step into
account, but their feature-level multimodal fusion considers
all modalities to be equally important — thus ignoring the
noise, heterogeneity, and alignment properties.
M2P2 is the first to address the Intensity of Persua-
sion Prediction problem (IPP). Moreover, M2P2 captures
temporal dynamics via a multi-headed attention mechanism
that: (i) learns the importance of different modalities at dif-
ferent times in long video sequences, and (ii) thus learns
better representations of multiple modalities. Moreover,
M2P2 is the first to capture both alignment and hetero-
geneity — hence addressing noise. With these innovations,
M2P2 performs well in both IPP and DOP.
General Multimodal Learning. A body of multimodal
learning methods defines constraints between modalities
in a latent space to capture their inter-relationships. An-
drew et al. [2] extended Canonical Correlation Analysis
by deep neural networks to maximize inter-modal correla-
tions. Such correlation constraints have since been used in
sentiment classification [10], emotion recognition [1] and
semantic-visual embedding [11]. In addition to capturing
the shared relationship, [25, 30, 35] tried to extract the indi-
vidual component of each modality through low-rank es-
timation. [18, 10] trained auto-encoders to reconstruct a
modality from itself and another modality. While these
efforts provide important insights for creating multimodal
embeddings, they do not show how to combine the learned
embeddings for accurate prediction.
A second body of work explores architectures for fus-
ing embeddings from modalities. Zadeh et al. [38] in-
troduced bimodal and trimodal tensors via cross products
to express inter-modal features. As cross products signif-
icantly increase the dimensionality of the feature space,
[20, 4, 6] introduced bilinear pooling techniques to learn
compact representations. Although these methods explic-
itly model inter-modal relationships, they introduce addi-
tional features that require larger networks to be learned for
subsequent prediction tasks. In contrast, attention-based fu-
sion [22, 15] learns the weighted sum of multimodal embed-
dings taking the prediction task into account. However, they
require huge amounts of data to learn the optimal attention
weights. In order to capture long-term dependencies,M2P2
uses the Transformer encoder [34, 33] to learn latent em-
beddings for modalities. On one hand, inspired by the first
class of work, M2P2 uses a shared projector and enforces
high correlation among the encoded embeddings. On the
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Figure 4: M2P2 architecture. First, audio, face and language sequences are extracted from a video clip and fed to three
separate modules to get primary input embeddings. Second, each of these embeddings is fed to a Transformer encoder [34]
followed by a max pooling layer, which yields the latent embeddings. Third, the latent embeddings are fed to the alignment
and heterogeneity modules to generate the embeddings Halign and Hhet. Last, we concatenate Halign, Hhet and the debate
meta-data XM which is fed to an MLP for persuasiveness prediction. The latent embeddings interact with two procedures
alternately: optimize the alignment loss Lalign and persuasiveness loss Lpers, and learn weights through 3 reference models.
other hand, M2P2 computes a weighted concatenation of
latent unimodal embeddings, where the weights are guided
by the persuasiveness loss of each embedding through in-
teractive training. These two innovations lead to a compact
embedding that can be learned with a small dataset.
3. The M2P2 Framework
Figure 4 shows an overview of our M2P2 architecture
with a brief description of its major components. Note that
the key novelties of this paper are the two novel modules
(i.e., the alignment module and the heterogeneity module
shaded in yellow in Figure 4) that constitute the adaptive
fusion framework (Section 3.3). 3
3.1. Generating Primary Input Embeddings
Given a video clip, we respectively represent the acous-
tic, visual and language input as XA ∈ RTA , XV ∈
R(H×W×C)×TV , XL ∈ RD×TL , where TA, TV , TL are re-
spectively the lengths of the audio signal, face sequence,
and word sequence. H,W,C are the height, width and the
number of channels of each image, and D is the length of
our dictionary of words. In addition, we also use two debate
meta-data features: the number of votes before a speech and
the length of the speech. We generically denote the debate
meta-data as a vector XM ∈ RdM , where dM = 2.
3Our proposed adaptive fusion framework has the potential of being
broadly utilized in other multimodal learning tasks. We leave that explo-
ration for future work.
We first extract features from the three modalities, then
add a fully-connected (FC) layer for each modality to ob-
tain low dimensional primary input embeddings. The gen-
erated primary input embeddings are depicted as multi-
dimensional bars (as a symbol of vector sequences) in Fig-
ure 4. Here we describe the detailed feature extraction com-
ponents.
Feature extraction from the acoustic modality. For each
audio clip, we use Covarep [7] to extract MFCCs4, Glottal
source parameters, pitch-related features, and features using
the Summation of Residual Harmonics method [9]. These
features capture human voice characteristics from different
perspectives and are all shown to be relevant to emotions
[12]. These 73 dimensional features are averaged over every
half second.
Feature extraction from the visual modality. Since the
speakers in both datasets can be highly dynamic and oc-
cluded, we capture only their faces as Brilman et al. [5]
did to reduce noisy input. The details of face detection and
recognition are in Section 4. Given each facial image, we
use the VGG19 architecture [31] pre-trained on the Facial
Emotion Recognition FER2013 dataset5 and extract the 512
dimensional output before the last FC layer as the face fea-
tures.
Feature extraction from the language modality. We use
4The energy-related 0th coefficient is excluded
5https://www.kaggle.com/c/challenges-in-representation-learning-
facial-expression-recognition-challenge/overview
the Jieba6 Chinese text segmentation library to segment
Chinese sentences (utterances) into words. We use the Ten-
cent Chinese embedding corpus [32] to extract 200 dimen-
sional word embeddings. In the case of English, we extract
64 dimensional Glove word embeddings [26] trained from
all transcripts from the IQ2US debates.
All features are passed to a learnable FC+ReLU layer
which converts the initial features into primary input em-
beddings. The primary input embeddings thus obtained
for each of the three modalities are respectively HinA ∈
Rdin×T ′A , HinV ∈ Rdin×T
′
V , HinL ∈ Rdin×T
′
L , where din =
16 is the row-dimension of the primary input embeddings,
which is same across different modalities. T ′A, T
′
V , T
′
L de-
note the sequence lengths of the modalities, where T ′V =
TV , T
′
L = TL. Note that in our primary input embeddings,
the timestamps of the acoustic, visual, and language modal-
ity respectively represent a short time window, a frame, and
a word.
3.2. Generating Compact Latent Embeddings of
Modalities with Transformers
To get a compact representation of the primary input em-
beddings for each modality, we aggregate the sequence of
features into a single representation vector using one Trans-
former encoder per modality. Transformer encoders have
been shown to outperform many other deep architectures,
including RNNs, GRUs, and LSTMs in many sequential
data processing tasks in computer vision [37] and natu-
ral language processing [8]. The multi-head self-attention
mechanism of Transformer better memorizes the long-term
temporal dynamics [34].
With the Transformer encoder, the primary input embed-
ding Hinm ,m ∈ {A, V, L} of each modality is respectively
transformed into a representation as:
Htransm = TransformerEncoder(H
in
m ), (1)
where Htransm ∈ Rdtrans×T
′
m , and dtrans = 16 is the di-
mension of the latent space after the Transformer encoder.
To convert arbitrary length time sequences into standard-
ized latent embedding vectorsH latentm ∈ Rdtrans×1, we ad-
ditionally use a max pooling layer:
H latentm = MaxPool(H
trans
m ). (2)
H latentm intuitively captures the maximum activation over
the time sequence along each dimension of dtrans.
3.3. Balancing Shared andHeterogeneous Informa-
tion with Adaptive Fusion
As mentioned earlier, there are two conflicting aspects
of multimodal data. First, data from different modalities
6https://github.com/fxsjy/jieba
within the same time frames may sometimes be highly
aligned (i.e., have shared information). Second, differ-
ent modalities may sometimes contain diverse cues which
may not be equally important for prediction. To balance
the aligned and heterogeneous multimodal information, we
propose a novel adaptive fusion framework consisting of
two key modules: an alignment module and a heterogeneity
module (shaded in yellow in Figure 4).
3.3.1 Alignment Module
To extract information shared across different modalities,
we first use a shared multi-layer perceptron (MLPs) to
project the latent embeddings of each modality m =
A, V, L into the same latent space:
Hsm = MLP
s(H latentm ) (3)
Here, Hsm ∈ Rds , where ds = 16 is the dimension of the
shared projection space. MLPs is shown as three rounded
grey boxes in Figure 4.
Inspired by existing multimodal representation learn-
ing work [2, 10], we use three cosine loss terms 1 −
cos(Hsm, H
s
n) (∀m,n = A, V, L,m 6= n) across the modal-
ities to measure the alignment of modalities in the shared
projection space:
Lalign = 1− cos(HsA, HsV )+
1− cos(HsA, HsL) + 1− cos(HsV , HsL)
(4)
During training, the alignment loss will be added to the en-
tire prediction loss function as a regularization term to pe-
nalize lack of alignment between the 3 modalities in the pro-
jected space.
After the shared MLP layer, the regularized embeddings
Hsm are in the same latent space. We apply mean pooling to
average the three embeddings:
Halign = MeanPool(HsA, H
s
V , H
s
L) , (5)
Halign ∈ Rds now contains shared information from all
modalities.
3.3.2 Heterogeneity Module
Another key observation discussed in Section 1 is that
different modalities may contain diverse information, and
therefore make unequal contributions to the final prediction
of persuasiveness (e.g., due to the noisy data from certain
modalities as shown in Figure 3). We therefore propose
a novel heterogeneity module which utilizes an interactive
training procedure (Algorithm 1) to learn weights for differ-
ent modalities.
Intuitively, the importance of each modality should be
inversely proportional to the “error” caused by the modal-
ity. To estimate this error term, we create three unimodal
MLP reference models (represented as dashed arrows and
rounded grey boxes at the central bottom of Figure 4) pa-
rameterized by φA, φV , φL for the acoustic, visual, and lan-
guage modalities respectively. Each unimodal MLP takes
the compact latent embedding H latentm generated by the
Transformer encoder as input and generates a unimodal pre-
diction Yˆ refm for each modality m = A, V, L:
Yˆ refm = MLP
ref
m (φm;H
latent
m ) . (6)
We use Tval to denote the validation set, Yval ∈ R|Tval| are
the labels, and Yˆ refm,val ∈ R|Tval| are the predictions made
by the unimodal reference model for modality m. The ref-
erence models (φm’s) are updated using the following Mean
Squared Error (MSE) loss alone:
Lrefm =
∥∥∥Yval − Yˆ refm,val∥∥∥2
2
|Tval| (7)
After several epochs of training φm’s, we are able to ob-
tain a converged MSE loss of each reference model. We
then use the updated reference model to estimate the pre-
diction errors by Lrefm . Lrefm is used to guide the weights
wm of latent embeddings H latentm (m = A, V, L) to be con-
catenated in the heterogeneity module:
Hhet = wAH
latent
A ⊕ wVH latentV ⊕ wLH latentL . (8)
wA, wV , wL are scalars incrementally updated over epochs:
wm = αwm + (1− α)w˜m, (9)
where α ∈ (0, 1) controls the rate of update, and w˜m is ob-
tained using the following softmax function of the reference
model validation losses:
w˜m =
exp{−βLrefm }∑
m′=A,V,L exp{−βLrefm′ }
,∀m = A, V, L (10)
β > 0 is a scaling factor. Since
∑
m w˜m = 1, combining
Equation (9), it is guaranteed that
∑
m wm = 1.
3.3.3 Adaptive Fusion with Interactive Training
The representations obtained from the alignment module
(Halign) and the heterogeneity module (Hhet) are then con-
catenated together with the debate meta-data XM and fed
into a final MLP layer to make the final prediction Yˆ :
Yˆ = f(θ;XA, XV , XL, XM ) = MLP(Halign ⊕Hhet ⊕XM )
(11)
where θ is the set of parameters of the M2P2 model exclud-
ing the reference model parameters φm.
To train the M2P2 model, we have two loss terms: a
novel alignment loss Lalign, and a persuasiveness loss term
Lpers. In the case of the IPP problem, Lpers is the MSE
loss. In the case of DOP, we use cross-entropy loss for the
binary classification. The total loss function is a weighted
combination:
Lfinal = Lpers + γLalign, (12)
where γ is a weight factor.
The entire training proceeds in a master-slave manner, as
shown in Algorithm 1. In each epoch of the master training
procedure (Lines 4 to 14), we use the total loss function in
Equation (12) to update the parameters θ of the main M2P2
components. The weights wA, wV , wL of the 3 modalities
are obtained using reference models φm, and their losses
Lrefm are then updated in the slave procedure. In each epoch
of the slave procedure (Lines 8 to 10), we take the latent em-
beddings from the master procedure as input and update the
reference models with the loss function in Equation (7). We
then obtain the weights wA, wV , wL of different modalities
in the heterogeneity module.
Algorithm 1 M2P2 interactive training procedure
Input: Training dataset T , validation datset Tval; Number
of epochs n and N
Output: Multi-modality model f(θ;XA, XV , XL, XM ),
modality weights wm (∀m = A, V, L)
1 Initialize three unimodal reference models φm(∀m =
A, V, L) and θ;
2 Initialize wA = wV = wL = 1/3;
3 % Master Procedure Start
4 for epoch=1,. . . ,N do
5 Update θ with loss function Equation (12);
6 Get latent embeddings H latentm ,∀m = A, V, L;
7 % Slave Procedure Start
8 for epoch=1,. . . ,n do
9 Update φm,∀m = A, V, L with loss function in
Equation (7);
10 % Slave Procedure End
11 Get reference model losses Lrefm ,∀m = A, V, L;
12 Update modality importance weights wm,∀m =
A, V, L using Equations (9)-(10);
13 % Master Procedure End
14 return θ, wm(∀m = A, V, L)
4. Datasets
We describe our two datasets below.
4.1. QPS Dataset
We created the QPS dataset by getting videos7 from
the popular Chinese TV debate show Qipashuo. In each
7An example can be found in https://youtu.be/
P5ehhs0hpFI.
episode of the TV show, 100 audience members initially
vote ‘for’ or ‘against’ a given debate topic. Debaters from
‘for’ and ‘against’ teams speak alternately, and the audience
can change their votes anytime. In general, there are 6–10
speech turns. Final votes are turned in after the last speaker.
The winner is the team which has more votes at the end
than at the beginning. For example, if the initial and final
‘for’ vs. ‘against’ votes are 30:70 and 40:60, respectively,
then the ‘for’ team wins because they increased their votes
from 30 to 40 (even though they still have fewer votes than
the “against” team). In total, we collected videos of 21 Qi-
pashuo episodes with 205 speaking clips spanning a total of
582 minutes.
We extracted the transcripts from the video frames us-
ing Baidu’s OCR API8. We sample 2 frames per second
and binarize the images with a threshold 0.6. We cluster
the binarized images into buckets such that any two bina-
rized images in the same bucket are identical on 90% or
more pixels. We then randomly select one of these images
to represent the cluster. This helps reduce noise (e.g. from
advertisements displayed on the image). Finally, the surviv-
ing binary images are fed into the OCR API to get accurate
transcripts.
If we take each speaking clip as a train/test instance,
there would be a total of 205 data points. This paucity of
information poses a huge challenge for machine learning.
We therefore segment each speaking clip into clips of 50 ut-
terances each according to the transcript we extract above.
Note that 50 is the smallest number of utterances in any
speaking clip of our dataset. Moreover, note that these “sub-
clips” of 50 utterances yield a temporal sequence whose
temporal dynamics can be important. The labels are shared
for segments extracted from the same clip. This trick yields
2297 such segments which are used as train/test instances
in our evaluation.
As the speakers are highly dynamic and often occluded,
we only use speakers’ faces as the visual input. We extract
2 frames per second from videos and use Dlib9 for face de-
tection and recognition. The recognition is based on one
pre-annotated profile for each speaker and is only needed
for training. To further reduce false positives (i.e., extract-
ing the face of the non-speakers), we first use the model
from [3] to remove faces in the image that are not speaking,
and then use the method from [23] for face tracking.
4.2. IQ2US
We also evaluate M2P2 on the benchmark IQ2US TV
debate dataset used by [5, 28, 39, 27, 36]. This dataset was
originally collected by [5]. The audience can only vote at
the beginning and at the end of the debate, and the winner
is determined in the same way as in Qipashuo. Note that we
8https://ai.baidu.com/tech/ocr
9http://dlib.net
cannot use the same set of videos as [5], since they were in-
terested in predicting the result of the whole debate, which
doesn’t require the transcripts to be aligned within shorter
clips. Of the 100 episodes we collected, only 58 had tran-
scripts that were correctly aligned with the visual modality
at the minute level. Finally, we get 852 one-minute single-
speaker clip instances from the 58 episodes — 428 of them
belong to the winning side. As transcripts are available in
the IQ2US data, no pre-processing is required for the lan-
guage modality in this dataset. For the visual modality, we
use the same procedures as in the QPS dataset to extract the
face image sequences of the speakers. Since there are no in-
termediate votes in IQ2US, we only predict the debate out-
come (i.e. whether a single-speaker clip instance belongs to
the winning team).
5. Experimental Evaluations
Our experiments assess the performance ofM2P2 on the
DOP and IPP tasks. Specifically:
1. (IPP) We predict the number of votes after a speech by
a debater — this is done on the QPS dataset;
2. (DOP) We predict whether a clip in which a debater is
speaking is part of the winning team of the debate —
this is done on the IQ2US dataset;
In addition, we also conduct an ablation study that assesses
the contributions of different components ofM2P2. Finally,
we assess the importance of different modalities as well as
time frames using the QPS dataset.
5.1. Experimental Settings
QPS uses a 10-fold rolling window prediction. Specif-
ically, we construct 10 sequences of consecutive episodes
of the show. For instance, if E1, . . . , Ek represent the set
of all QPS episodes, then one sequence would be Seqk =
E1, . . . , Ek, another would be Seqk−1 = E1, . . . , Ek−1.
For any such sequence Seqi = E1, . . . , Ei, we set Ei
as the test episode (i.e. the episode on which we make
predictions). We learn a model from the first i − 3
episodes E1, . . . , Ei−3 and identify the best parameters for
our model by using episodes Ei−2, Ei−1 as the validation
set. As the same subject can occur in multiple episodes
of QPS, in order to avoid information leakage from train-
ing to test data, we do not train a model from Ei to predict
Ej,j<i,∀i, j.
For IQ2US, 10-fold cross validation is used since a de-
bater can only appear in one episode. The initial vote score
and speaking length features are normalized to (0, 1].
Denote FCn as a fully-connected layer that outputs n-
dimension vectors. The MLPs in the reference models
and final multimodal prediction model are all configured as
FC16+ReLU, FC8+ReLU, and FC1+Sigmoid. The shared
Fold 1 2 3 4 5 6 7 8 9 10 Average
Brilman et al. [5] 0.009 0.011 0.016 0.017 0.030 0.018 0.020 0.012 0.013 0.018 0.016
Nojavanasghari et al. [24] 0.007 0.015 0.019 0.011 0.027 0.014 0.020 0.012 0.020 0.015 0.016
Santos et al. [29] 0.025 0.019 0.018 0.019 0.018 0.017 0.029 0.016 0.024 0.018 0.020
M2P2 (proposed method) 0.006 0.010 0.015 0.015 0.020 0.015 0.012 0.009 0.009 0.013 0.012
dec. % 14.2 9.1 6.3 -36.4 -11.1 -7.1 40.0 25.0 30.8 13.3 25.0
Table 1: MSE for each test fold of different approaches to solving the Intensity of Persuasion Prediction on the QPS Dataset.
The last row shows the MSE decrease percentage of M2P2 compared to the best baseline in each fold. On average, M2P2
achieves a lower MSE than the baselines by at least 25%. Results are statistically significant with p-val < 0.01. Note that the
vote scores we predict range from 0 to 1.
Method Accuracy
Brilman et al. [5] 0.614
Nojavanasghari et al. [24] 0.615
Santos et al. [29] 0.598
M2P2 (proposed method) 0.635
Table 2: Prediction accuracy for Debate Outcome Predic-
tion in IQ2US dataset. Our M2P2 is 2%–3.7% better than
baselines. Results are statistically significant with p-val <
0.05.
MLP in alignment module is FC16+ReLU. M2P2 uses
Batch Normalization [17] right after each of the FC lay-
ers for input embeddings, and uses 0.4 as dropout [14] af-
ter all FC16 layers. For the Transformer encoder, we use
a single layer with 4 heads, where the input, hidden, and
output dimension are all 16. We use the Adam [21] opti-
mizer with a weight decay of 10−5. The numbers of epochs
in Algorithm 1 is N = 200 and n = 10. The learning
rate lr, alignment loss weight γ, update scalar α, scaling
factor β are finalized by grid search. We ended up using
lr = 0.001, γ = 0.1, α = 0.5, β = 50 as these yield the
best results on the validation sets.
5.2. Comparison with Baselines
We compare both tasks with the following multimodal
persuasion prediction baselines: SVM + majority vote [5],
deep multimodal fusion [24], and LSTM [29].
In the case of the IPP problem, we adapt the first base-
line by modifying it to use an SVM regressor (rather than
an SVM classifier) followed by late fusion. For the other
two baselines, we use MSE loss. For fairness, we also al-
low the baselines to use the two debate meta-data features.
The results comparing M2P2 on IPP and DOP with past
approaches are shown in Tables 1 and 2, respectively.
IPP Problem. Table 1 shows the MSE obtained by dif-
ferent approaches in each fold and the average on the QPS
dataset. Note that the vote scores we predict are normal-
ized to lie in the [0, 1] interval. The last line of Table 1
shows the decrease percentage of MSE which is defined
as dec. = 1-MSE(M2P2)/MSE(the best baseline). For in-
stance, from the first column of Table 1, we see that the
percentage decrease is 1− 0.0060.007 ≈ 0.14 representing a 14%
decrease of MSE generated by M2P2 compared to the best
of the baselines. In the case of IPP, we see that on average,
M2P2 yields a 25% decrease of MSE compared with the
best baseline which is statistically significant via a Student
t-test (p-val < 0.01). Moreover, M2P2 is more robust and
performs better than all baselines in 7 out of 10 folds.
DOP Problem. Table 2 shows the average prediction ac-
curacy over 10 folds on the DOP problem w.r.t. the IQ2US
dataset. It is clear that M2P2 achieves 2%–3.7% higher av-
erage accuracy than the baselines, the improvement is sta-
tistically significant (p-val < 0.05). These make M2P2 the
best performing system for both the IPP and the DOP prob-
lems.
Method MSE
M2P2 without alignment loss 0.018
M2P2 without reference models 0.015
M2P2-LSTM 0.032
M2P2-Acoustic 0.017
M2P2-Visual 0.019
M2P2-Language 0.016
M2P2 0.012
Table 3: Ablation study results. All improvements are sta-
tistically significant (p-val < 0.01).
5.3. Ablation Study
To measure the contributions of the different components
of M2P2, we create four methods, each with one compo-
nent removed from M2P2 :
• M2P2 without the alignment loss.
• M2P2 without reference models. The latent embed-
dings are concatenated by equal weights 1/3.
• M2P2-LSTM. The Transformer encoder and max
pooling layer are replaced by a 1-layer LSTM.
• M2P2-unimodal. We input a single modality without
alignment loss and latent embedding concatenation.
That is, the latent embedding is directly concatenated
with the debate meta-feature and fed to the final MLP.
IPP Problem. Table 3 shows the average MSE obtained
on the QPS dataset for bothM2P2 and the 4 methods above.
First, according to rows 1,2 and the last row, we find that if
M2P2 does not use alignment losses and reference mod-
els, the MSE increases from 0.012 to 0.018 and 0.015 re-
spectively. This is statistically significant (p-val < 0.01)
and hence shows the power of both proposed adaptive fu-
sion modules in Section 3.3. Second, we observe the power
of the Multihead-attention Transformer encoder to handle
long sequences, as the M2P2-LSTM model achieves the
worst MSE amongst all methods. Third, we observe from
rows 4-6 that the language modality is the most important in
the prediction task, while the acoustic and visual modalities
are less important. This observation is consistent with the
modality concatenation weights that will be shown in the
following subsection.
5.4. Visualization of Prediction
In this experiment, we show (1) the importance of
modalities through their learned weights (cf. Equation (8)),
and (2) the examples of learned temporal attention weights
from different modalities.
Modality weights. We report the modality weights in the
heterogeneity module of the trained M2P2 in all folds of
QPS dataset. Figure 5 shows box plots for the three modal-
ities. The language modality is the most important and ro-
bust over all folds with a median weight of 0.42, while the
median weights of acoustic and visual modalities are 0.23
and 0.32 respectively.
Temporal attention weights. We visualize the temporal
attention weights of two sample sequences of visual (Fig-
ure 6) and language (Figure 7) modalities. For each times-
tamp, we average the attention weights of all timestamps
and all heads towards it, as its attention weight. In Figure 6
(top), the man’s face is not detected correctly in frames 3
and 6 – and we see that M2P2 assigns near-zero attention
weights to both frames, suggesting that these frames should
be ignored. Moreover, the happy expression in frame 2 gets
a high attention weight. The woman below gets high at-
tention weights when she actively talks to someone (frames
2,4,5). In Figure 7, we notice that reasonable keywords like
‘wear’, ‘shackle’, ‘passive’, and ‘hold’ also get high atten-
tion weights. Therefore, ourM2P2 captures the meaningful
long-range temporal dynamics with the help of Transformer
Encoder.
Figure 5: Modality weights in the heterogeneity module.
Figure 6: Temporal attention of visual modality – color
coded as blue. Darker color implies higher attention weight.
Figure 7: Temporal attention of language modality – color
coded as red. Darker color implies higher attention weight.
The original Chinese transcripts are translated to English.
6. Conclusion
In this paper, we have solved two problems. First, we
provide a solution to the Debate Outcome Prediction (DOP)
problem that improves on past work by 2%–3.7%. Though
these numbers are not huge, they are statistically signifi-
cant. Second, we are the first to pose and solve the Intensity
of Persuasion Prediction (IPP) problem. We show that we
are able to beat baselines built on top of past solutions to
IPP by 25% on average. Our proposed M2P2 framework
leverages both the common and modality-specific informa-
tion contained in multimodal sequence data (audio, video,
language), while learning to focus attention on the mean-
ingful part of the data. Moreover, our newly created QPS
dataset provides a valuable new asset for future research —
it will be released upon publication of this paper.
However, there is ample scope for future work. First,
we do not provide any theoretical guarantees on the conver-
gence of modality weights. Second, more scalable methods
to capture cross-modal interaction would be very valuable.
It is important to note that the adaptive fusion technique
in M2P2 can be generalized to other multimodal sequence
prediction problems such as video question answering and
video sentiment analysis. We leave this exploration for
future work. In other future work, we plan to conduct
semantic-level studies to gain knowledge of the persuasive
attributes (e.g. are high pitch, positive sentiment, attractive
faces more persuasive?). One can also explore richer pri-
mary input modality embeddings (e.g. body pose, context-
related word embeddings).
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