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a b s t r a c t
Missing observations occur commonly in longitudinal studies, and it has been documented
that biased results could arise if such a feature is not properly accounted for in the analysis.
A large body of methods handle missingness arising either from response components
or covariate variables, but relatively little attention has been directed to addressing
missingness in both response and covariate variables simultaneously. The sparsity of
the research on this topic is partially attributed to substantially increased complexity of
modeling and computational difficulty. In particular, the likelihood method may become
infeasible in handling high dimensional data. This paper explores pairwise likelihood
methods to handle longitudinal data with missing observations in both response and
covariate variables. A unified framework based on bivariate normal distributions is invoked
to accommodate various types of missing data patterns, including non-ignorable and non-
monotone missingness. The performance of the proposed methods is assessed under a
variety of circumstances. In particular, issues on efficiency and robustness are investigated.
Longitudinal survey data from theWaterloo Smoking Prevention Project are analyzedwith
the proposed methods.
© 2013 The Authors. Published by Elsevier B.V.
1. Introduction
Longitudinal studies have proven to be useful in many fields, including clinical trials and health research. They are often
designed to collect all the information on individuals at each assessment time, but missing observations occur frequently.
Incompleteness of data presents considerable challenges in standard analysis methods. Analysis with missingness ignored
may lead to biased results.
A large body of methods have been developed to handle incomplete data, and these methods can be generally classified
into three categories according to whether missingness arises from responses or covariates or both. With the primary focus
being onmissingness in covariates, Little (1992) provided a reviewwork on this topic in linear regression. To handle incom-
plete covariates, Horton and Laird (1998), Ibrahim et al. (1999) and Lipsitz et al. (1999) proposed estimation approaches
based on the EM algorithm, and Chen (2004) developed nonparametric and semiparametric models, among many others.
Recently, Creemers et al. (2012) proposed a nonparametric approach to handle missing covariates based on weighted es-
timating equations, Liu et al. (2012) discussed incomplete covariates under partially linear single-index models, and Noh
et al. (2012) introduced hierarchical likelihood methods for data with covariate missingness and measurement error.
To handle missingness in responses, Diggle and Kenward (1994), Little (1995), and Ibrahim et al. (2001) explored
maximum likelihoodmethods. Robins et al. (1995) and Rotnitzky et al. (1998) discussed semiparametric approaches to deal
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with repeated responses with missingness. Liu and Wu (2007) and Yi et al. (2011a) proposed semiparametric methods to
handle missingness in responses for error contaminated data, and Yi et al. (2011b) discussed a pairwise likelihood approach
for binary data with incomplete responses, among many others.
Regrading missingness in both responses and covariates, there is relatively limited work, although some authors paid
attention to this direction (e.g. Stubbendick and Ibrahim, 2003, 2006; Chen et al., 2008; Shardell andMiller, 2008; Chen et al.,
2010). Existing work on this topic can be grouped as marginal analyses and likelihood-based methods. Marginal methods
require less modeling assumptions, but they often handle restrictive missing data scenarios such as missing at random. On
the other hand, likelihood-based methods are flexible to accommodate different types of missing data mechanisms, but
they incur complexity in modeling and intensive computation. More importantly, they are generally sensitive to model
misspecification.
It is desirable to develop methods that are robust yet flexible to handle various types of missingness in both response
and covariate measurements. The purpose of this manuscript is to describe a general approach based on the pairwise
likelihood formulation (Lindsay, 1988; Cox and Reid, 2004; Lindsay et al., 2011). We consider continuous longitudinal data
with arbitrary missingness. In particular, missing values can occur in both response and covariate variables, missingness
patterns can be either monotone or intermittent, and missingness mechanisms can be either ignorable or non-ignorable. In
contrast to a common strategy of usingmultivariate normal distributions to feature continuous longitudinal data,we employ
bivariate normal distributions to model the longitudinal process. This scheme applies regardless of the dimension of the
response vector, whereas the standardmodeling strategy for the full model depends on the dimension of the entire response
vector. Our method is flexible to accommodate various longitudinal data with large or small number of assessment times,
while the usual likelihood method becomes cumbersome for longitudinal data with a large dimension. More importantly,
our scheme of modeling paired responses is attractive in that inference results are robust to model misspecification for
association structures of three or more response components. Our method provides a unified framework for various types
of missing data patterns with some existing work yielded as special cases. For instance, Troxel et al. (1998), Parzen et al.
(2007) and Troxel et al. (2010) proposed marginal and pairwise likelihood methods respectively to deal with missing data
when missingness occurs only in response. Parzen et al. (2006) proposed a marginal modeling approach that is suitable for
simultaneous missingness in response and covariates. Our method is flexible to handle the situation when the response and
covariates are missing not simultaneously.
The reminder of the paper is organized as follows. Section 2 introduces the notation andmodel setup. Inferencemethods
are presented in Section 3. In Section 4, we report on numerical assessment of the performance of the proposed methods,
together with an application to the data arising from the Waterloo Smoking Prevention Project (WSPP). To further evaluate
the performance of the proposed methods, we study the efficiency and robustness of the proposed method in Sections 5
and 6, respectively. Concluding remarks are given in Section 7.
2. Notation and model setup
Suppose that there are n subjects and m follow-up occasions. Let Yij and Xij be the response and a scalar covariate
for subject i at occasion j, respectively, i = 1, 2, . . . , n; j = 1, 2, . . . ,m. We consider the case that both Yij and Xij are
continuous variables that are subject to missingness. Let Zij be the covariate vector with complete observations, and write
Yi = (Yi1, Yi2, . . . , Yim)′,Xi = (Xi1, Xi2 . . . , Xim)′ and Zi = (Z′i1, Z′i2, . . . , Z′im)′.
2.1. The response process
For j < k, the distribution for Yij and Yik is assumed to be bivariate normal. That is, conditional on (Xi, Zi),
(Yij, Yik) ∼ N2((µyij, µyik)′,6ijk(σ 2y ,ψyjk)), j < k
where N2(·, ·) denotes a bivariate normal distribution with mean and covariance matrix indicated by the arguments,
and 6ijk(σ 2y ,ψ
y
jk) is a 2 × 2 covariance matrix with diagonal elements σ 2y and correlation coefficients ψyjk. Commonly,
a regression model is postulated to reflect the dependence of marginal mean µyij on the covariates at occasion j. For
instance, consider µyij = Xijβx + Z′ijβz , where β = (βx,β′z)′ is a vector of regression parameters linking covariates and
responses.
2.2. The covariate process
Analogous to the modeling of the response variable, we assume that, condition on Zi,
(Xij, Xik) ∼ N2((µxij, µxik)′,6ijk(σ 2x ,ψxjk)), j < k
where µxij and σ
2
x are the conditional mean and variance of Xij given Zi, respectively, and ψ
x
jk is the conditional correlation
coefficient between Xij and Xik given Zi. Furthermore, we feature mean µxij by a regression model, such as µ
x
ij = Z′ijα, where
α is a vector of regression coefficients.
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2.3. Missing data process
We consider general settings that both responses Yij and covariates Xij can bemissing. Missing data patterns are arbitrary
for both responses or covariates: they can be either monotone or intermittent, and missingness in responses and covariates
can be concurrent or not concurrent. Define Ryij = 1 if Yij is observed and Ryij = 0 otherwise, and Rxij = 1 if Xij is observed and
Rxij = 0 otherwise. Let Ryi = (Ryi1, Ryi2, . . . , Ryim)′ and Rxi = (Rxi1, Rxi2, . . . , Rxim)′.
For the missing data process, we follow the same lines to postulate pairwise models. Specifically, we model P(Ryij =
1, Ryik = 1|Yi,Xi, Zi, Rxij, Rxik) and P(Rxij = 1, Rxik = 1|Yi,Xi, Zi) for j < k. As a result, the distribution P(Ryij = 1, Ryik = 1, Rxij =
1, Rxik = 1|Yi,Xi, Zi) is uniquely determined. A convenient assumption (e.g. Troxel et al., 1998) is made:
P(Ryij = 1, Ryik = 1, Rxij = 1, Rxik = 1|Yi,Xi, Zi)
= P(Ryij = 1, Ryik = 1, Rxij = 1, Rxik = 1| Yij, Yik, Xij, Xik, Zij, Zik).
This assumption corresponds to a scenario with missing not at random or non-ignorable missing data (Little and Rubin,
2002).
We employ a pairwise probit model to postulate (Ryij, R
y
ik). Specifically, assume there are latent variables (R˜
y
ij, R˜
y
ik)
′ which
follow a bivariate normal distribution N2((0, 0)′,6ijk(1, ρyjk)), then R˜
y
ij determines the binary variable R
y
ij according to
Ryij = I(R˜yij ≤ ηRyij ), j = 1, . . . ,m, where I(·) is the indicator function and ηRyij is the linear predictor for Ryij. A similar
modeling scheme applies to (Rxij, R
x
ik). Such a modeling scheme has been constantly used for binary data analysis. See
Ashford and Sowden (1970), Joe (1997), Renard et al. (2002) and Chaganty and Joe (2004), for instance. More explicitly,
the pairwise model can be written as P(Ryij = 1, Ryik = 1|Yi,Xi, Zi, Rxij, Rxik) = Φ2((ηRyij , ηRyik )′,6ijk(1, ρyjk)), and P(Rxij =
1, Rxik = 1|Yi,Xi, Zi) = Φ2((ηRxij , ηRxik )′,6ijk(1, ρxjk)),whereΦ2(u, v) is the bivariate cumulative distribution function for the
N2((0, 0)′, v) evaluated at u = (u1, u2).
Furthermore, regression models are employed to facilitate the dependence of each conditional probability on associated
variables. To be specific, we set ηRyij = λy′ξyij and ηRxij = λx′ξxij, where λ = (λy′,λx′)′ are regression parameters, ξyij and ξxij
are respectively subsets of {Yij, Xij, Zij, Rxij}, and {Yij, Xij, Zij}. Varying choices of these subsets can feature different types of
dependence among missing data indicators.
3. Estimation and inference
3.1. Marginal and pairwise likelihood
Let γ = (β′,α′,λ′, σ 2y , σ 2x )′ be the parameters associated with the marginal structure, and δ = (ψy′,ψx′, ρy′, ρx′)′ be the
set of parameters which governs the association structure in the pairwise models. Write θ = (γ ′, δ′)′. Let
LC1,i(γ) =
m
j=1
f (Y obsij , X
obs
ij , R
y
ij, R
x
ij|Zij)
=
m
j=1

f (Yij|Xij, Zij)f (Xij|Zij)f (Ryij, Rxij|Yij, Xij, Zij)dYmisij dXmisij ,
be the observed likelihood for subject i with an independence structure temporarily assumed for repeated measurements,
and
LC2,i(θ) =

j<k

· · ·

f (Yij, Yik|Xij, Xik, Zij, Zik)f (Xij, Xik|Zij, Zik)
× f (Ryij, Rxij, Ryik, Rxik|Yij, Yik, Xij, Xik, Zij, Zik)dYmisij dXmisij dYmisik dXmisik

be the observed pairwise likelihood for subject i, where to clearly indicate the availability of the response and covariate X for
each subject at each time point, we attach superscripts obs or mis to Yij or Xij. That is, notation Y obsij conveys two meanings:
(1) response variable for subject i is observed at time j, and (2) this observed value is denoted as Y obsij . On the other hand,
notation Ymisij implies that the response value for subject i at time j is not observed. Similar meaning is imposed to notation
Xobsij or X
mis
ij .
The integrals in themarginal and pairwise likelihood functions do not have analytic forms, and they are usually calculated
by using numerical approximations, such as Gaussian quadrature approximations (Molenberghs and Verbeke, 2005). With
the Gaussian quadrature approach, we approximate the integrals using weighted sums of function values calculated at a
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number of suitably specified points. For example, for a given function g , one can approximate the integral

g(u) exp(−u2) du
by a weighted sum
Q
q=1wqg(uq), where the quadrature points uq and related weights wq are calculated based on a Q th
order Hermite polynomial. Although the approximation accuracy can be improved by increasing the value of Q , in actual
implementation, the choice of the value for Q is based on the trade-off between numerical accuracy and computing time.
For the data analysis in this manuscript, we use Q = 25, 15, 10, 7 for integrals with dimensions of one, two, three and four,
respectively.
The marginal likelihood and pairwise likelihood are respectively given by
LC1(γ) =
n
i=1
LC1,i(γ), (1)
and
LC2(θ) =
n
i=1
LC2,i(θ). (2)
Provided mild regularity conditions, solving the pseudo-score functions ∂ logLC1(γ)/∂γ = 0 and ∂ logLC2(θ)/∂θ = 0
results in consistent estimators of γ and θ, respectively. A proof is sketched in Supplementary Material.
3.2. Inference procedures
We now employ two algorithms for estimation of θ. Approach 1 involves direct maximization of the pairwise likelihood
(2) (labeled as PL). An alternative method is a two-stage approach (labeled as TS) which first maximizes marginal likelihood
(1) to obtain the estimator of γ , and then maximizes pairwise likelihood (2) with γ replaced by its estimator obtained in
the first stage, resulting in the estimator of δ. Compared to PL, although some efficiency loss may incur in TS, an obvious
advantage is substantial gain in the ease of computation due to that the dimension of integrals in marginal likelihood is a
lot smaller than that in the pairwise likelihood.
Let S1i(γ) = ∂ logLC1,i(γ)/∂γ ′, S2i(γ) = ∂ logLC2,i(θ)/∂γ ′, and S2i(δ) = ∂ logLC2,i(θ)/∂δ′. Define Hi = (S1i(γ)′,
S2i(δ)′)′, and S2i(θ) = (S2i(γ)′, S2i(δ)′)′.
3.2.1. Pairwise likelihood (PL) inference
We employ the Newton–Raphson algorithm to maximize the pairwise likelihood function (2). Denote by θ(t)PL =
(γ
(t)′
PL , δ
(t)′
PL )
′ the updated value of θ obtained by the PL method at the tth iteration, and we update the estimates by the
iterative equation
γ
(t+1)
PL
δ
(t+1)
PL

=

γ
(t)
PL
δ
(t)
PL

−

n
i=1
D(t)i
−1
·
n
i=1
S2i(γ
(t)
PL , δ
(t)
PL ) (3)
until (γ (t+1)′PL , δ
(t+1)′
PL )
′ converges to the solution θˆPL = (γˆ ′PL, δˆ
′
PL)
′, where
D(t)i =

∂S2i(γ
(t)
PL )/∂γ
′ ∂S2i(γ (t)PL )/∂δ
′
∂S2i(δ
(t)
PL )/∂γ
′ ∂S2i(δ(t)PL )/∂δ
′

,
and t = 0, 1, . . .
Under regularity conditions,
√
n(θˆPL − θ) has an asymptotic normal distribution with mean 0 and covariance matrix
[E(Di)]−1E[S2i(θ)S2i(θ)′][E(Di)]−1′, where Di defined as D(t)i with γ (t)PL and δ(t)PL replaced by γ and δ, respectively. In particular,
for primarily interesting parameter β, we need to establish the asymptotic distribution of its estimator βˆPL. Rewrite θ =
(β′,υ′)′, and S2i(θ) = (S2i(β)′, S2i(υ)′)′. Define
J∗ = E[∂S2i(β)/∂β′] − E[∂S2i(β)/∂υ′] · E−1[∂S2i(υ)/∂υ′] · E ′[∂S2i(β)/∂υ′],
and
K ∗ = E[S2i(β) · S2i(β)′] − E[∂S2i(β)/∂υ′] · E−1[∂S2i(υ)/∂υ′] · E[S2i(υ)S2i(β)′]
− E[∂S2i(β)/∂υ′] · E−1[∂S2i(υ)/∂υ′] · E[S2i(υ)S2i(β)′]′
+ E[∂S2i(β)/∂υ′] · E−1[∂S2i(υ)/∂υ′] · E[S2i(υ)S2i(υ)′] · E−1[∂S2i(υ)/∂υ′] · E ′[∂S2i(β)/∂υ′].
Then
√
n(βˆPL − β) has an asymptotic normal distribution with mean 0 and covariance matrix J∗−1K ∗(J∗−1)′. The proof is
outlined in supplementary material.
3.2.2. Two-stage inference
Under the two-stage inference scheme, an estimate, denoted by γˆTS , of γ is first obtained as themaximizer of themarginal
likelihoodLC1(γ).With this γˆTS , we thenmaximize the pairwise likelihoodLC2(γˆTS, δ), with respect to δ, and themaximizer
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δˆTS is taken as the estimate of δ. To be specific, the two-stage procedure can be realized using the iterative equation
γ
(t+1)
TS = γ (t)TS −

n
i=1
∂S1i(γ
(t)
TS )/∂γ
′
−1
·
n
i=1
S1i(γ
(t)
TS ), t = 1, 2, . . .
until convergencewhere γ (t)TS represents the updated value for γ at the tth iteration. Similarly, update the estimate of δ using
the iterative equation
δ
(t+1)
TS = δ(t)TS −

n
i=1
∂S2i(γˆTS, δ
(t)
TS )/∂δ
′
−1
·
n
i=1
S2i(γˆTS, δ
(t)
TS ), t = 1, 2, . . .
until convergence, where δ(t)TS is the updated value of δ at the tth iteration.
An alternative to obtain the estimator θˆTS = (γˆ ′TS, δˆ
′
TS)
′ is to employ the joint iterative equation to update the estimate:
γ
(t+1)
TS
δ
(t+1)
TS

=

γ
(t)
TS
δ
(t)
TS

−

n
i=1
D∗(t)i
−1
·
n
i=1
Hi(γ
(t)
TS , δ
(t)
TS ), (4)
where
D∗(t)i =

∂S1i(γ
(t)
TS )/∂γ
′ 0
∂S2i(δ
(t)
TS )/∂γ
′ ∂S2i(δ(t)TS )/∂δ
′

.
At each iteration, the update obtained from (4) may differ from that obtained from the two-stage algorithm. However,
updated values from these two procedures converge to the same limit under mild regularity conditions (Newey and
McFadden, 1994). While the two-stage algorithm provides an easy way for estimation, algorithm based on (4) is more
convenient to establish the asymptotic distribution of the estimator. Under regularity conditions,
√
n(θˆTS − θ) is
asymptotically normally distributed with mean 0 and covariance matrix [E(D∗i )]−1E[HiH ′i ][E(D∗i )]−1′ where D∗i is defined to
be D∗(t)i with γ
(t)
TS and δ
(t)
TS replaced by γ and δ, respectively. Rewrite γ = (β′,υ∗′)′, and S1i(γ) = (S1i(β)′, S1i(υ∗)′)′. Define
J∗∗ = E[∂S1i(β)/∂β′] − E[∂S1i(β)/∂υ∗′] · E−1[∂S1i(υ∗)/∂υ∗′] · E ′[∂S1i(β)/∂υ∗′],
and
K ∗∗ = E[S1i(β) · S1i(β)′] − E[∂S1i(β)/∂υ∗′] · E−1[∂S1i(υ∗)/∂υ∗′] · E[S1i(υ∗)S1i(β)′]
− E[∂S1i(β)/∂υ∗′] · E−1[∂S1i(υ∗)/∂υ∗′] · E[S1i(υ∗)S1i(β)′]′
+ E[∂S1i(β)/∂υ∗′] · E−1[∂S1i(υ∗)/∂υ∗′] · E[S1i(υ∗)S1i(υ∗)′] · E−1[∂S1i(υ∗)/∂υ∗′] · E ′[∂S1i(β)/∂υ∗′].
Then
√
n(βˆTS − β) has an asymptotic normal distribution with mean 0 and covariance matrix J∗∗−1K ∗∗(J∗∗−1)′. The proof is
outlined in Supplementary Material.
4. Numerical studies
4.1. Empirical assessment of the proposed methods
In this section we assess the empirical performance of the proposed methods through a simulation study. Five hundred
simulations are run for each parameter setting. We consider a setting with m = 3 and n = 100, and simulate longitudinal
continuous responses from a normal model with µyij = β0 + β1Xij, where Xij is a time-dependent continuous covariate
generated from a normal distribution with µxij = α0. Set β0 = −1, β1 = 1 and α0 = 1. The association among responses is
specified as exchangeable with σ 2y = 1 and correlation coefficient ψy = 0.9. The association among covariate components
is specified as exchangeable with σ 2x = 1 and ψ x = 0.5.
For the response and covariate missingness processes, we take
η
Ry
ij = λy0 + λy1Yij + λy2Rxij, and
ηRxij = λx0 + λx1Yij.
The true values for the regression parameters for missing-data processes are set to be λy0 = λx0 = 1.5, λy1 = −0.5, λx1 = −1,
and λy2 = −0.5. For the joint distribution for the response and covariate missing processes, we consider
P(Ryi1 = 1, Ryi2 = 1, Ryi3 = 1|Yi, Xi, Rxi1, Rxi2, Rxi3) = Φ3((ηRyi1 , ηRyi2 , ηRyi3 )′,Σi(1, ρy123)),
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Table 1
Simulation results for incomplete longitudinal data with missingness in both continuous response and covariate under pairwise likelihood (PL) and two-
stage (TS) estimation algorithms.
Response Covariate Response missingness Covariate missingness
β0 β1 ψ
y σ 2y α0 ψ
x σ 2x λ
y
0 λ
y
1 λ
y
2 ρ
y λx0 λ
x
1 ρ
x
PLa
Bias%* −0.669 0.002 −0.385 −0.450 0.016 −2.212 −1.203 3.101 2.518 3.027 −3.512 2.185 3.027 −2.601
ASE** 0.108 0.040 0.020 0.149 0.085 0.062 0.109 0.321 0.130 0.307 0.137 0.184 0.147 0.170
ESE*** 0.106 0.041 0.021 0.149 0.083 0.064 0.117 0.322 0.131 0.304 0.144 0.198 0.162 0.190
CP% 94.8 92.8 95.6 92.0 95.8 93.4 91.2 96.0 94.8 95.2 92.4 93.8 93.8 90.2
TS
Bias% −0.441 0.512 −1.061 −0.391 −0.016 −2.250 −1.196 7.337 6.822 9.501 −5.455 2.153 2.611 −2.391
ASE 0.138 0.088 0.022 0.164 0.086 0.064 0.114 0.518 0.213 0.446 0.138 0.189 0.160 0.168
ESE 0.138 0.092 0.022 0.165 0.084 0.066 0.123 0.562 0.225 0.457 0.147 0.204 0.178 0.188
CP% 95.0 93.8 95.8 91.6 95.4 95.8 91.4 94.8 94.0 94.4 92.6 93.4 93.0 90.0
NGEE
Bias% 11.893 −5.456 – – – – – – – – – – – –
ASE 0.102 0.041 – – – – – – – – – – – –
ESE 0.102 0.045 – – – – – – – – – – – –
CP% 72.0 72.6 – – – – – – – – – – – –
MI-GEE
Bias% 3.179 −9.001 – – – – – – – – – – – –
ASE 0.115 0.073 – – – – – – – – – – – –
ESE 0.122 0.064 – – – – – – – – – – – –
CP% 91.8 82.6 – – – – – – – – – – – –
a PL and TS stand for pairwise likelihood and two-stage inference procedures. NGEE and MI-GEE represent the generalized estimation equation
approaches that are applied to the complete data and multiple imputed data, respectively.
* Relative bias defined by (βˆ − βtrue)/βtrue × 100.
** ASE is the average standard error for r times simulations, which is defined by r−1
r
i=1
Var ˆ(β), where Var ˆ(β) is the standard error estimates in
ith simulation result.
*** ESE is the empirical standard error for r times simulation, which is defined by {(r − 1)−1ri=1(βˆ i − ¯ˆβ)2}1/2 , where βˆ i is the ith simulation result, and¯ˆ
β = r−1ri=1 βˆ i .
and P(Rxi1 = 1, Rxi2 = 1, Rxi3 = 1|Yi, Xi) = Φ3((ηRxi1 , ηRxi2 , ηRxi3 )′,Σi(1, ρx123)), respectively, where Φ3(u∗, v∗) is the
cumulative distribution function for theN3((0, 0, 0)′, v∗) evaluated atu∗ = (u∗1, u∗2, u∗3).We takeΣi(1, ρy123) andΣi(1, ρx123)
to have exchangeable association forms with correlation coefficients ρy and ρx, respectively. The true values are set as
ρy = ρx = 0.5.
We analyze the simulated data using the PL and TS methods. As a comparison, we employ two approaches that are often
used by analysts to handle data with missing observations. The first one, labeled as NGEE, is a naive method which uses
the complete data only. The second approach, labeled as MI-GEE, is the multiple imputation (Rubin, 1987) strategy which
creates q sets of complete data, where each set contains complete measurements with missing values imputed via iterative
regression. We particularly set q = 20, and use the R package mi to implement multiple imputation. For both approaches,
we use the R package gee for generalized estimating equations to conduct estimation of the response mean parameters,
where the working matrix is specified to be exchangeable.
The results are reported in Table 1, where ‘‘bias’’ represents the percent relative bias, ‘‘ASE’’ and ‘‘ESE’’ are the average
of model-based standard errors and empirical standard errors, respectively, and ‘‘CP%’’ represents the empirical coverage
probability for 95% confidence intervals. The table shows that our PL and TS approaches both yield small biases and
satisfactory coverage probabilities for the response parameters associated with both mean and association structures. As
expected, the PL approach results in smaller ASE and ESE for parameter β1 than TS method, which confirms that the PL
approach is more efficient than the TS method. A good agreement between ASE and ESE indicates that variance estimates
for the corresponding estimators are valid. Regarding the estimators for the parameters of the covariate and missing
data models, the biases are negligible and ASE or ESE are similar for most of the estimators. The NGEE method, on the
other hand, produces considerable biased results. In contrast, the performance of the MI-GEE method improves, but it still
incurs noticeable biases. These biased results are due to that non-ignorable missing data mechanisms are specified in data
generations.
4.2. Application to the WSPP data
The Waterloo Smoking Prevention Project (WSPP) is a longitudinal study that collects smoking status and related social
background information by following a group of Canadian school students through Grade 6, 7 and 8 (Cameron et al.,
1999). The questions for the WSPP include many aspects of in-depth smoking behavior information, such as numbers of
cigarettes smoked, frequencies of smoking, and smoking prevention intervention. Moreover, social background questions,
including gender, students’ rebelion personality, and smoking habits from family members and friends, are contained in
the questionnaire. A research interest focuses on modeling the influences of young students’ rebelion on their weariness of
study. Weariness of study (WS) and rebelion personality (REBEL) are measured by several self-reported survey questions.
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Fig. 1. Q–Q plots for normalized covariate REBEL and regression residuals for normalized response WS on normalized covariate REBEL.
The higher WS score indicates more severely negative attitude on course study. The higher REBEL score implies students
can be more likely to take rebellious actions.
The data we analyze here contain observations of 250 students, who were followed up in Grades 6, 7 and 8. Let GRADE
denote school’s grade number with values 1, 2, 3 to correspond to Grades 6, 7 and 8, respectively. Fourty point four percent
individuals have missing observations in WS variable and 35.6% have missing observations in REBEL. Only 48.4% of the
members have complete observations for both WS and REBEL in all 3 grades. The missingness proportions in WS from
Grade 6 to Grade 8 are 10.4%, 24.0%, 24.4%, respectively, while the missingness proportions in REBEL from Grade 6 to Grade
8 are 9.6%, 23.2% and 17.2%, respectively.
To ensure that a multivariate normal distribution may provide a reasonable fit to the data, we apply the Box–Cox
transformation marginally to the Grade 6 measurements of WS and REBEL. Specifically, we let WSi1 be the WS score
for student i measured on Grade 6 using the Box–Cox transformation with power parameter 0.52, and then taking stan-
dardization. Let REBELi1 be the REBEL score transformed with power parameter 0.60 and standardization. That is, take
WSi1 = [{(y + 14.267)0.52 − 1}/0.52 − 3.470]/1.668 and REBELi1 = [{(x + 18.1)0.6 − 1}/0.6 − 4.792]/2.641, where
y and x are the original measurements of WS and REBEL for subject i in Grade 6, respectively. These transformations are
suitable because the Shapiro–Wilk test, employed to test for the normality, gives the p-value to be 0.264 and 0.182, respec-
tively. Furthermore, we fit a linear regression model
WSi1 = β0 + β1REBELi1 + εi1,
to the transformed measurements in Grade 6. The residuals of the regression model, with Shapiro–Wilk test p-value 0.532,
also implies that the normality assumption is appropriate. Fig. 1 displays Q–Q plots, fairly suggesting that the normality
assumption is reasonable.
Similarly, we apply the same transformations to WS and REBEL in Grades 7 and 8, and let WSij and REBELij denote the
transformedWS and REBELmeasurements for subject i in Grade j, j = 2, 3. Let GRADEij be the grade number for individual i
at Grade j. Let Rij = (Ryij, Rxij) represent themissing data indicator where Ryij = 1 denotes subject i’s WS is observed at Grade j,
and Ryij = 0 otherwise. Similarly, Rxij = 1 means that subject i’s REBEL is observed at Grade j and Rxij = 0 otherwise. Table 2
displays a sample data subset after transformation.
We assume that WS and REBEL follow marginal models
WSij = β0 + β1REBELij + β2GRADEij + εyij, (5)
and
REBELij = α0 + α1GRADEij + εxij, (6)
respectively, where εyij ∼ N(0, σ 2y ), εxij ∼ N(0, σ 2x ), and they are independent with each other and of other variables.
We further assume an AR(1) association structure with corresponding association parameters ψy, ψ x, for WS and REBEL,
respectively.
H. Li, G.Y. Yi / Computational Statistics and Data Analysis 68 (2013) 66–81 73
Table 2
Sample data from the WSPP.
ID WSa REBELa
6 7 8 6 7 8
1 0.039 0.436 1.131 −0.363 0.098 −0.210
2 −0.476 −0.476 −0.038 −0.671 · −0.210
3 −0.590 0.504 · −0.210 · −1.131
4 −1.573 · 0.058 0.251 −0.210 −0.056
5 −0.157 · · 1.173 · ·
a Missing data are denoted by ·
Table 3
Analysis of the WSPP data using the pairwise likelihood, two-stage estimation and naive
methods: response models.
Parameter PLa TS
Estimate S.E. p-value Estimate S.E. p-value
INTERC. (β0) −0.209 0.083 0.012 0.008 0.085 0.926
REBEL (β1) 0.494 0.039 <0.001 0.654 0.037 <0.001
GRADE (β2) 0.111 0.039 0.004 0.154 0.041 <0.001
Variance (σ 2y ) 0.656 0.048 <0.001 0.739 0.089 <0.001
Association (ψy) 0.418 0.054 <0.001 0.354 0.060 <0.001
Parameter NGEE MI-GEE
Estimate S.E. p-value Estimate S.E. p-value
INTERC. (β0) −0.102 0.077 0.182 −0.095 0.075 0.208
REBEL (β1) 0.586 0.035 <0.001 0.602 0.033 <0.001
GRADE (β2) 0.116 0.037 0.002 0.111 0.037 0.003
Variance (σ 2y ) – – – – – –
Association (ψy) – – – – – –
a PL and TS stand for the pairwise likelihood and two-stage inference procedures. NGEE
and MI-GEE represent the generalized estimation equation approaches that are applied to
the complete data and multiply imputed data, respectively.
The missing data processes are specified as
η
Ry
ij = λy0 + λy1WSij + λy2REBELij + λy3Rxij + λy4GRADEij, (7)
and
ηRxij = λx0 + λx1WSij + λx2REBELij + λx3GRADEij. (8)
The AR(1) association structure is also assumed with corresponding association parameters ρy and ρx for Ry and Rx,
respectively.
With models (5)–(8), we analyze the data using the PL and TS methods in contrast to the methods NGEE and MI-GEE, as
described in Section 4.1. The analysis results are displayed in Tables 3 and 4.
All the four approaches reveal that the rebelion personality and grade have significant effects on weariness of study.
Studentswho have high rebelion scores aremore likely to dislike study. Theweariness of study increases as students become
older. For themodel of rebelion personality, both the PL and TSmethods indicate that with grades’ increasing, students tend
to become more rebellious.
For themissingness probability, both the PL andTS approaches showsignificance ofλy3, suggesting an association between
missingness of the response and of the covariate, and this association should be taken into account for the inference.
Regarding other estimates, the PL and TS methods provide different results. These differences come from distinct nature
of the PL and TS procedures; such discrepancies do not alter the nature of the covariate effects.
5. Efficiency assessment
To fully understand the performance of the proposed methods, we access the efficiency of the PL and TS algorithms. To
this end, we invoke the estimating function theory. Suppose U(θ) = ni=1 Ui(θ) are estimating functions for parameter θ,
where E[Ui(θ)] = 0, then under regularity conditions, the solution, say θˆ, toU(θ) = 0 has an asymptotic normal distribution
√
n(θˆ − θ)→D N(0, I−1(θ)), (9)
where I(θ) is the Godambe information matrix (Godambe, 1991) defined as
I(θ) = E[∂Ui(θ)/∂θ′]′E[Ui(θ)Ui(θ)′]−1E[∂Ui(θ)/∂θ′].
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Table 4
Analysis of theWSPP data using the pairwise likelihood (PL) and two-stage (TS) estimation approaches:
covariate and missing-data models.
Parameter PL TS
Estimate S.E. p-value Estimate S.E. p-value
Model for REBEL
Intercept α0 −0.185 0.091 0.042 −0.293 0.089 <0.001
GRADE α1 0.352 0.038 <0.001 0.316 0.039 <0.001
Variance in REBEL σ 2x 1.280 0.095 <0.001 1.080 0.076 <0.001
Association ψ x 0.579 0.048 <0.001 0.582 0.051 <0.001
Response missing model
Intercept λy0 0.555 0.365 0.129 0.844 0.498 0.090
WS λy1 0.199 0.261 0.446 −1.537 0.515 0.003
REBEL λy2 −0.187 0.199 0.348 0.758 0.211 <0.001
Rxij λ
y
3 1.090 0.307 <0.001 1.726 0.295 <0.001
GRADE λy4 −0.223 0.073 0.002 −0.061 0.115 0.599
Association ρy 0.152 0.148 0.304 −0.067 0.426 0.874
Covariate missing model
Intercept λx0 2.434 0.337 <0.001 1.265 0.140 <0.001
WS λx1 1.378 0.272 <0.001 −0.231 0.106 0.029
REBEL λx2 −2.048 0.345 <0.001 −0.021 0.087 0.807
GRADE λx3 0.143 0.145 0.325 −0.063 0.065 0.333
Association ρx 0.488 0.260 0.061 0.353 0.085 <0.001
The Godambe information matrix or its inverse provides us a basis to evaluate efficiency of estimators obtained from
different methods or distinct conditions. In particular, we are interested in two scenarios concerning the marginal response
parameter β.
In the first case, we are interested in comparing the efficiency of estimators of β that are obtained when nuisance
parameters are known or estimated. This study would provide insight into variability induced by an additional estimation
procedure for nuisance parameters. Following the notation in Section 3, if nuisance parameter ν or ν∗ is unknown, then the
estimation of β can proceed by solving (∂/∂θ) logLC2(θ) = 0 for the PL approach and (∂/∂γ) logLC1(γ) = 0 for the TS
approach. Let θˆPL = (βˆ′PL, νˆ′PL)′ and γˆTS = (βˆ
′
TS, νˆ
∗′
TS)
′ be the estimators obtained from the PL and TS approaches, respectively.
Then its asymptotic covariance is determined by (9), yielding the asymptotic covariance I−1PL (β) for βˆPL:
IPL(β) = E[∂S2i(β)/∂β′] · D1 · E ′[∂S2i(β)/∂β′]
− E[∂S2i(β)/∂β′] · E−1[S2i(β)S2i(β)′] · E[S2i(β)S2i(ν)′] · D2 · E ′[∂S2i(β)/∂ν′]
− E[∂S2i(β)/∂β′] · E−1[S2i(β)S2i(β)′] · E[S2i(β)S2i(ν)′] · D2 · E ′[∂S2i(β)/∂ν′]′
+ E[∂S2i(β)/∂ν′] · D2 · E ′[∂S2i(β)/∂ν′] (10)
where D1 =

E[S2i(β)S2i(β)′] − E[S2i(β)S2i(ν)′] · E−1[S2i(ν)S2i(ν)′] · E[S2i(ν)S2i(β)′]
−1
, and D2 =

E[S2i(ν)S2i(ν)′]
− E[S2i(ν)S2i(β)′] · E−1[S2i(β)S2i(β)′] · E[S2i(β)S2i(ν)′]
−1
. Moreover, for the TS method, we obtain ITS(β) by respectively
substituting S2i(β), S2i(ν) and ν into S1i(β), S1i(ν∗) and ν∗ in (10).
On the other hand, if nuisance parameter ν is known, the estimation of the β parameter can proceed by solving
(∂/∂β) logLC2(β) = 0 for the PL approach and (∂/∂β) logLC1(β) = 0 for the TS approach, respectively. The resulting
estimator, denoted by β˜PL and β˜TS have the asymptotic covariance I˜
−1
PL (β) given by
I˜PL(β) = E[∂S2i(β)/∂β′] · {E[S2i(β)S2i(β)′]}−1 · E ′[∂S2i(β)/∂β′], (11)
while I˜−1TS (β) can be obtained by substituting S2i(β) into S1i(β).
To compare the efficiency of the PL estimators βˆPL and β˜PL, one needs only to compare IPL(β) and I˜PL(β). Similarly,
comparison of ITS(β) and I˜TS(β) indicates the efficiency of the TS estimators βˆTS and β˜TS . Differences in (10) and (11) quantify
the amount of additional variation induced in estimating parameter ν that would be contained in the asymptotic covariance
matrix of the estimator for β if ν were unknown (Henmi and Eguchi, 2004). We conduct a numerical study here.
To be specific, we consider the same missing data model as in Section 4.1. Let avar(βˆXj ) denote the asymptotic variance
of estimator βˆXj for parameter βj (j = 0, 1), obtained from the X method, where X refers to the PL and TS methods. Table 5
displays the relative efficiency of the estimators for β parameters that is defined as the ratio RXs (βj) = avars(βˆXj )/avar(β˜Xj )
for j = 0, 1, where avars(βˆXj ) and avars(β˜Xj ) are the jth diagonal element of I−1s,X (β) and I˜−1X (β), respectively, and Is,X (β) is
similar to IX (β) in (10) under the assumption that some or all nuisance parameters are unknown. Most of the entries for the
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Table 5
Efficiency comparison of the β estimators under various scenarios of
unknown nuisance parameters.
s Nuisance Para. RPLs (β0) R
TS
s (β0) R
PL
s (β1) R
TS
s (β1)
σ 2y α λ δ
1 ×a ✓ ✓ ✓ 0.861 0.967 0.598 0.993
2 ✓ × ✓ ✓ 1.034 0.992 1.022 1.002
3 × × ✓ ✓ 0.895 0.978 0.603 0.968
4 ✓ ✓ × ✓ 0.896 0.952 0.972 0.994
5 × ✓ × ✓ 0.796 0.934 0.549 0.967
6 ✓ × × ✓ 0.921 0.972 0.995 0.970
7 × × × ✓ 0.821 0.920 0.551 0.968
8 ✓ ✓ ✓ × 0.541 1 0.609 1
9 × × × × 0.378 0.920 0.290 0.968
a × and ✓ indicate the corresponding nuisance parameter is unknown or
known, respectively.
PL and TS estimators are no bigger than 1, suggesting that the involvement of unknown nuisance parameters in estimation
would reduce the efficiency for the β estimators. Themore unknown nuisance parameters are involved, the larger efficiency
loss tends to occur.
Next, we are interested in assessing efficiency for estimators obtained from the PL and TS methods in contrast to
the maximum likelihood (ML) approach. Again, we consider the model settings in Section 4.1. To highlight comparisons
on the β parameter, we assume all nuisance parameters are known for simplicity. For the TS method, avar(β˜TSj ) is the
diagonal element of {E[∂S1i(β)/∂β′]}−1 · E[S1i(β)S2i(β)′] · {E[∂S1i(β)/∂β′]}−1′; for the PL method, avar(β˜PLj ) is the diagonal
element of {E[∂S2i(β)/∂β′]}−1 · E[S2i(β)S2i(β)′] · {E[∂S2i(β)/∂β′]}−1′; for the ML approach, avar(β˜MLj ) is obtained from the
diagonal element of {E[SFi (β)SFi (β)′]}−1, where SFi (β) is the score function of β calculated from the fully specified likelihood
function. Let RML:TS(βj) = avar(β˜MLj )/avar(β˜TSj ), RML:PL(βj) = avar(β˜MLj )/avar(β˜PLj ), and RPL:TS(βj) = avar(β˜PLj )/avar(β˜TSj )
be the relative efficiency for the corresponding estimators (j = 0, 1). We consider the case with a common exchangeable
correlation coefficient ρ = ψy = ψ x = ρy = ρx.
We evaluate the relative efficiency of the PL and TS estimators with respect to the ML estimator and display the result
in Fig. 2. As expected, both the PL and TS methods incur efficiency loss. As the correlation becomes stronger, the loss of
efficiency increases. When the measurements are uncorrelated, the PL, TS and ML methods produce the same asymptotic
variance. In addition, the efficiency loss in using the PLmethod is less striking than that incurred by using the TSmethod. It is
noted that efficiency loss associatedwith interceptβ0 is less profound than that for the covariate effectβ1. To better visualize
the relative performance of the PL and TS methods, we show the relative efficiency RPL:TS(βj) (j = 0, 1) in Fig. 3 as well.
6. Sensitivity analysis to model misspecification
The validity of the proposed method requires correct model specification, and this involves modeling of the response,
covariate and missing data processes. Now we investigate the impact of model misspecification on estimation of the
parameter θ.
If we apply a misspecified model to fit data, then the resultant estimator, denoted by θˆ
∗
, for the parameter θ would
converge in probability to a limit, say θ∗, which may differ from the true parameter value θ. Specifically, let L∗(θ∗) be the
marginal or pairwise likelihood function formulated from a misspecified model. Then by the result in Yi and Reid (2010),
under certain regularity conditions, the limit θ∗ is the solution of
E(Y,X,R)

∂ logL∗(θ∗)
∂θ∗

= 0, (12)
where the expectation is taken under the true joint distribution for the Y,X and R variables. In most situations, (12) does
not have an analytically closed solution. Hence the relationship between θ∗ and θ is frequently evaluated via numerical
assessment. Now we undertake numerical studies by assuming the similar settings described in Section 4.1, and focus the
discussion on primarily interesting parameter β.
Firstly, to compare the robustness of the PL method relative to the TS method, we first consider the case that all the
marginal models, including response, covariate and missing data processes, are correctly specified, but the association
structures are misspecified. The true correlation matrix for the response process 1 ψy (ψy)κ
ψy 1 ψy
(ψy)κ ψy 1

, (13)
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Fig. 2. Relative efficiency with respect to common correlation coefficient ρ. RML:TS(β0): ; RML:PL(β0): - - -; RML:TS(β1): ; RML:PL(β1):
.
Fig. 3. Relative efficiency with respect to common correlation coefficient ρ. RPL:TS(β0): ; RPL:TS(β1): .
is used to generate the data, but a misspecified correlation structure with common correlation coefficient 1 ψy ψy
ψy 1 ψy
ψy ψy 1

,
is used to fit the data. Similar misspecification of the association structures are imposed to the covariate and missing data
processes.
In Fig. 4 we display the relative biases, defined as (100× (β∗−β)/β). It is seen that for both the PL and TS methods, the
asymptotic relative biases for β0 and β1 are negligible, showing that both approaches are robust to the misspecification of
association structures under current model settings.
In the reminder of this section, we focus assessment on the misspecification of marginal models. First, we consider the
case that the marginal mean model for the response process is misspecified but other processes are modeled correctly. In
particular, we generate data from the following two means models along with other models described in Section 4.1: (1)
µ
y
ij = β0+β1Xij+κ · j, and (2)µyij = β0+β1Xij+κ ·Xij · j. Regardless of the truemodel, we always fit data with themodel in
Section 4.1 where the mean is specified as µyij = β0 + β1Xij. Fig. 5 displays the asymptotic relative bias (in percent) against
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Fig. 4. Asymptotic relative bias for regression coefficients β0 and β1 for PL and TS methods when the association structures for the response, covariate
and missing processes are all misspecified. The models for estimation involves a common correlation coefficient. However, the true correlation matrix for
the response process has the form in (13).
Fig. 5. Asymptotic percent relative bias for regression coefficients β0 and β1 when misspecified mean response models. The model for estimation is
µ
y
ij = β0 + β1Xij , while true models are: µyij = β0 + β1Xij + κ · j for mean model (1) and µyij = β0 + β1Xij + κ · Xij · j for mean model (2), respectively. PL
method: ; TS method: .
varying degrees of κ . It is seen that when a specific term in the response process is ignored, bias would occur. As expected,
the stronger influence of the omitting term on the response, the larger the relative bias. Moreover, the PL and TS methods
result in same bias patterns.
Finally, we evaluate the impact of misspecifying the missing data processes, while the response and covariate processes
are retained being correctly specified. True models of the missing data processes are particularly considered, given by
η
Ry
ij = λy0 + λy1Yij + λy2Rxij + κXij, and ηRxij = λx0 + λx1Yij + κXij. But we fit data with the models described in Section 4.1
where in particular, the missing data models are ηRyij = λy0 + λy1Yij + λy2Rxij, and ηRxij = λx0 + λx1Yij. In Fig. 6 we display the
asymptotic relative biases for β0 and β1. Again, various patterns of inflating biases are observed, and the PL and TS methods
follow similar patterns.
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Fig. 6. Asymptotic relative bias for regression coefficient β0 and β1 when the missing process is misspecified. The model for estimation is specified in
Section 4.1, while the true model is ηRyij = λy0 + λy1Yij + λy2Rxij + κXij, ηRxij = λx0 + λx1Yij + κXij . PL method: ; TS method: .
In summary, we comment that like any othermethod, the validity of the proposedmethods depends on associatedmodel
assumptions. Our sensitivity analyses show that erroneous results can be produced if model misspecification is involved
in modeling the missing data processes. Although the bias magnitude can differently incur from varying types of model
misspecification, it is general advisable that the validity of the results is subject to the feasibility of model assumptions. In
applications, if there lacks knowledge of assessing the model assumptions, conducting sensitivity analyses could be helpful
to provide a comprehensive understanding of the inference results.
7. Discussion and extension
Semiparametric approaches, such as generalized estimation equation, canbe convenient inmodeling complex correlation
structures. However, semiparametric approaches are often developed under missing at random cases (Chen, 2004; Chen
et al., 2010), and they may be difficult to accommodate complex missingness such as missing not at random. Alternatively,
likelihood-based approaches can be a convenient tool to handle data missing not at random.
As discussed in Stubbendick and Ibrahim (2003, 2006), the likelihoodmethod is commonly employed to handle data that
are missing not at random. Specifically, the likelihood function contributed from subject i is formulated as
Li = f (Yobsi ,Xobsi ,Ryi ,Rxi |Zi)
=

· · ·

f (Yi|Xi, Zi)f (Xi|Zi)f (Ryi ,Rxi |Yi,Xi, Zi)dYmisi dXmisi (14)
where the f functions represent the probability density (mass) functions for the corresponding variables, Yobsi and X
obs
i
stand for the subvectors of the observed components in Yi and Xi, respectively, and Ymisi and X
mis
i respectively stand for the
subvectors of the components in Yi and Xi that are not observed. Several issues are typically associated with the maximum
likelihoodmethod. High dimensional integrals are involved in (14), and the dimensionmay rapidly increasewith the number
of missing observations. Moreover, inference based on (14) requires correct specification for the full distributions of the
response, covariate and missing data processes, otherwise, biased results may be produced.
To overcome these issues, in this paperwe develop two estimation approaches based on the pairwise likelihood to handle
longitudinal data with missing values in both response and covariate variables. Our methods have a number of advantages,
including transparent interpretation, modeling tractability and computational cheapness. Simulation studies demonstrate
that both pairwise likelihood (PL) and two-stage (TS) estimators are consistent with reasonably small finite sample biases.
The PL method is appealing for its better efficiency, while the TS approach is easy to implement. Relative to the maximum
likelihood method, both PL and TS approaches may incur efficiency loss, but the magnitude is fairly small when correlation
among repeated measurements is not high.
We comment that, analogous to the likelihood-based methods, nonidentifiability could be an issue for some model
specification. As discussed by many authors, such as Fitzmaurice et al. (1996) and Ibrahim et al. (2005), it is often difficult
to analytically check whether or not the models are identifiable. When this concern arises, a viable way is to carry out
sensitivity analyses to assess how inference results for the response model may change for given models and parameters
associated with the missing data processes.
The proposed methods can be extended to accommodate circumstances that multiple covariates could be missing. To be
specific, let Xij = (Xij1, Xij2, . . . , Xijp)′ with p ≥ 2. Noticing the factorization
f (Xij,Xik|Zi) = f (Xij1, Xik1|Zi)× f (Xij2, Xik2|Xij1, Xik1, Zi)× f (Xij3, Xik3|Xij1, Xik1, Xij2, Xik2, Zi)
· · ·
× f (Xijp, Xikp|Xij1, Xik1, Xij2, Xik2, . . . , Xij,p−1, Xik,p−1, Zi),
where the f functions represent the probability density functions for the corresponding variables, we need only to model a
sequence of conditional bivariate distributions
f (Xijr , Xikr |Xij1, Xik1, Xij2, Xik2, . . . , Xij,r−1, Xik,r−1, Zi), r = 2, . . . , p

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in order to determine the distribution of f (Xij,Xik|Zi) for j < k. A similar strategy applies to modeling the missing data
processes.
Finally, we comment that our discussion is focused on bivariate normal models. However, we can readily modify the
proposed methods to handle other types of models. For example, bivariate skew normal distributions (Azzalini and Valle,
1996) may be invoked to describe non-normal continuous data; and the pairwise likelihood formulation discussed in He
and Yi (2011) can be utilized to handle binary data.
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Appendix A. Proof of unbiasedness of estimating functions
To show unbiasedness of estimating functions, it suffices to show that
EYi,Xi,Ryi ,Rxi |Zi

n
i=1
∂ logLC1,i(β)
∂β

= 0.
The proof of EYi,Xi,Ryi ,Rxi |Zi
n
i=1 ∂ logLC2,i(θ)/∂θ
 = 0 follows analogously. Indeed, write
LC1(γ) =
n
i=1
m
j=1

f (Yij|Xij, Zij)f (Xij|Zij)f (Ryij, Rxij|Yij, Xij, Zij)
RyijRxij
×

f (Yij|Xij, Zij)f (Xij|Zij)f (Ryij, Rxij|Yij, Xij, Zij)dYij
(1−Ryij)Rxij
×

f (Yij|Xij, Zij)f (Xij|Zij)f (Ryij, Rxij|Yij, Xij, Zij)dXij
Ryij(1−Rxij)
×

f (Yij|Xij, Zij)f (Xij|Zij)f (Ryij, Rxij|Yij, Xij, Zij)dYijdXij
(1−Ryij)(1−Rxij)
=
n
i=1
m
j=1
K1,ij · K2,ij · K3,ij · K4,ij.
Thus, we have
EYi,Xi,Ryi ,Rxi |Zi

∂ log K1,ij
∂β

= EYi,Xi|Zi

ERyi ,Rxi |Yi,Xi,Zi

∂ log K1,ij
∂β

= EYi,Xi|Zi f (Ryij = 1, Rxij = 1|Yij, Xij, Zij)
∂ log f (Yij|Xij, Zij)
∂β
,
and
EYi,Xi,Ryi ,Rxi |Zi

∂ log K2,ij
∂β

= EXi|Zi

EYi|Xi,Zi

ERyi ,Rxi |Yi,Xi,Zi

∂ log K2,ij
∂β

= EXi|ZiEYi|Xi,Zi

f (Ryij = 0, Rxij = 1|Yij, Xij, Zij)
∂ log

f (Yij|Xij, Zij)f (Xij|Zij)f (Ryij = 0, Rxij = 1|Yij, Xij, Zij)dYij
∂β

= EXi|Zi

EYi|Xi,Zi f (R
y
ij = 0, Rxij = 1|Yij, Xij, Zij)
  f (Yij|Xij,Zij)∂β f (Xij|Zij)f (Ryij = 0, Rxij = 1|Yij, Xij, Zij)dYij
f (Yij|Xij, Zij)f (Xij|Zij)f (Ryij = 0, Rxij = 1|Yij, Xij, Zij)dYij
= EXi|Zi

EYi|Xi,Zi f (R
y
ij = 0, Rxij = 1|Yij, Xij, Zij)
  f (Yij|Xij,Zij)∂β f (Ryij = 0, Rxij = 1|Yij, Xij, Zij)dYij
EYi|Xi,Zi f (R
y
ij = 0, Rxij = 1|Yij, Xij, Zij)
= EXi|Zi

f (Yij|Xij, Zij)
∂β
f (Ryij = 0, Rxij = 1|Yij, Xij, Zij)dYij
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= EXi|Zi

log f (Yij|Xij, Zij)
∂β
f (Yij|Xij, Zij)f (Ryij = 0, Rxij = 1|Yij, Xij, Zij)dYij
= EYi,Xi|Zi f (Ryij = 0, Rxij = 1|Yij, Xij, Zij)
∂ log f (Yij|Xij, Zij)
∂β
.
Following the same spirit, we have
EYi,Xi|Zi

∂ log K3,ij
∂β

= EYi,Xi|Zi

f (Ryij = 1, Rxij = 0|Yij, Xij, Zij)
∂ log f (Yij|Xij, Zij)
∂β

,
EYi,Xi|Zi

∂ log K4,ij
∂β

= EYi,Xi|Zi

f (Ryij = 0, Rxij = 0|Yij, Xij, Zij)
∂ log f (Yij|Xij, Zij)
∂β

.
Combining the above results leads to
EYi,Xi|Zi

n
i=1
∂ logLC1,i(β)/∂β

=
n
i=1
m
j=1
EYi,Xi|Zi

∂ log f (Yij|Xij, Zij)/∂β
 = 0.
Appendix B. Asymptotic distribution for βˆPL
We sketch of the proof of the asymptotic distribution for βˆPL; the asymptotic distribution for βˆTS follows similarly.
Appendix A shows that E[S2i(θ)] = 0. Applying estimating function theory leads to the asymptotic distribution
√
n(θˆPL − θ)→D N(0, [E(Di)]−1E[S2i(θ)S2i(θ)′][E(Di)]−1′). (15)
Rewrite θ = (β′, ν′)′, and S2i(θ) = (S2i(β)′, S2i(ν)′)′, yielding
E(Di) = E

∂S2i(β)/∂β′ ∂S2i(β)/∂ν′
∂S2i(ν)/∂β′ ∂S2i(ν)/∂ν′

,
and
E[S2i(θ)S2i(θ)′] = E

S2i(β)S2i(β)′ S2i(β)S2i(ν)′
S2i(ν)S2i(β)′ S2i(ν)S2i(ν)′

.
Using (15), we obtain the asymptotic covariance matrix for βˆPL using the left-upper block matrix from
E−1

∂S2i(β)
∂β′
∂S2i(β)
∂ν′
∂S2i(ν)
∂β′
∂S2i(ν)
∂ν′
 E S2i(β)S2i(β)′ S2i(β)S2i(ν)′S2i(ν)S2i(β)′ S2i(ν)S2i(ν)′

E−1

∂S2i(β)
∂β′
∂S2i(β)
∂ν′
∂S2i(ν)
∂β′
∂S2i(ν)
∂ν′

′
.
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