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1 Introduction and definitions
Decomposing a digraph into subdigraphs with a fixed structure or property is a classical
problem in graph theory and a useful tool in a number of applications of networks and
communication. For instance, finding a decomposition in strongly connected components
has been used in compiler analysis, data mining, scientific computing, social networks and
other areas. In this paper we consider multipartite tournaments, and we study the existence
of a partition of the set of vertices of a multipartite tournament with c partite sets, into
strongly connected tournaments of order c. Observe that every partite set of the multipartite
tournament has exactly one vertex in each strongly connected tournament of the partition.
We can illustrate our result with the following situation: if all the vertices of any partite
set has the same information, and any pair of vertices of different partite sets has different
information, then the total information spread among all the vertices of the digraph can be
distributed effectively using the partition into strongly connected tournaments since each
strongly connected tournament possess one vertex of each partite set.
Let c- be a non-negative integer, a c-partite or multipartite tournament is a digraph obtained
from a complete c-partite graph by orienting each edge. In 1999 [3] Volkmann developed the
first contributions in the study of the structure of the strongly connected subtournaments
in multipartite tournaments. He proved that every almost regular c-partite tournament
contains a strongly connected subtournament of order p for each p ∈ {3, 4, . . . , c−1}. In the
same paper he also proved that if each partite set of an almost regular c-partite tournament
has at least 3c
2
− 6 vertices, then there exist a strong subtournament of order c. In 2008 [4],
Volkmann and Winsen proved that every almost regular c-partite tournament has a strongly
connected subtournament of order c for c ≥ 5. In 2011 [5] Xu et al. proved that every vertex
of regular c-partite tournament with c ≥ 16, is contained in a strong subtournament of order
p for every p ∈ {3, 4, . . . , c}. Finally, in 2016 [2], we proved that for every (not necessarily
strongly connected) balanced c-partite tournament of order n ≥ 6, if the global irregularity
of T is at most c√
3c+26
, then T contains a strongly connected tournament of order c.
Let T be a c-partite tournament of order n with partite sets {Vi}ci=1. We call T balanced,
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if all partite sets contain the same number of vertices and we denote by Gr,c a balanced
c-partite tournament satisfying that |Vi| = r for every 1 ≤ i ≤ c. Throughout this paper
|Vi| = r for each i ∈ [c]. As a partition of Gr,c in maximal tournaments we will understand a
spanning subdigraph of Gr,c which is a set of r pairwise vertex-disjoint tournaments of order
c.
Our main result gives sufficient conditions in terms of the minimum degree, the number of
partite and its order to guarantee that a r-balanced c-partite tournament has a partition
in maximal tournaments such that each of its r tournaments is strongly connected. Such a
partition will be called a strong partition.
We will follow almost all the definitions and notation of [1]. The maximal independent sets
of T are called the partite sets of T . If T is a c-partite tournament, ∆(T ) = max{dj(x) :
x ∈ V (T ), j ∈ {+,−}} and δ(T ) = min{dj(x) : x ∈ V (T ), j ∈ {+,−}}. Notice that
ig(T ) = ∆(T ) − δ(T ). Let x ∈ V (T ) and i ∈ [c], the out-neighborhood of x in Vi is
N+i (x) = Vi ∩ N+(x); the in-neighborhood of x in Vi is N−i (x) = Vi ∩ N−(x); d+i (x) =
|N+i (x)| and d−i (x) = |N−i (x)|. If x ∈ V (T ), ∆+V (x) = max{d+i (x) : i ∈ [c]}; δ+V (x) =
min{d+i (x) : i ∈ [c]}); ∆−V (x) = max{d−i (x) : i ∈ [c]} and δ−V (x) = min{d−i (x) : i ∈ [c]}.
If T is a c-partite tournament, the maximum out-degree of T with respect to the parts is
∆+V (T ) = max{d+i (x) : i ∈ [c] & x ∈ V (T )} and the minimum out-degree of T with respect
to the parts is δ+V (T ) = min{d+i (x) : i ∈ [c] & x ∈ V (T )}. Analogously, we define ∆−V (T ) =
max{d−i (x) : i ∈ [c] & x ∈ V (T )} and δ+V (T ) = min{d−i (x) : i ∈ [c] & x ∈ V (T )}. We
will simply write ∆+V , for example, instead of ∆
+
V (T ) whenever it is clear in which c-partite
tournament T we are working on.
If Gc,r is a balanced c-partite tournament, we define a new measure of irregularity called the
irregularity restricted to the parts as µ(Gr,c) = max{∆+V − δ+V ,∆−V − δ−V }. Our main result
has µ(Gr,c) as a parameter.
3
2 Main Results
In this section we used Lemmas 1− 4 in order to proof our Main Result. The prove of these
lemmas can be found in Section 3.
Lemma 1 The number of partitions of Gr,c in maximal tournaments is (r!)
c−1.
Let x ∈ Vc and let Hk(x) be the set of vectors (h1, h2, . . . hc−1) ∈ {0, 1}c−1 such that hi = 1
if d+i (x) = r, hi = 0 if d
+
i (x) = 0 and
∑c−1
i=1 hi = k.
Lemma 2 Let Gr,c be a balanced c-partite tournament and let x ∈ Vc. The number of
maximal tournaments of Gr,c for which x has out-degree k is equal to∑
h∈Hk(x)
c−1∏
i=1
d+i (x)
hid−i (x)
1−hi .
For each x ∈ V (T ) let T+(x) (resp. T−(x) ) be the number of maximal tournaments of Gr,c
for which x has out-degree (resp. in-degree) at most d c−2
4
e. The following Lemma provides
an upper bound for T+(x). An analogous result for T−(x) can be obtained using similar
arguments.
Lemma 3 Let Gr,c be a balanced c-partite tournament such that δ(Gr,c) ≥ b c−24 c(r + µ) +
max{δ+V , δ−V }. Then, for every x ∈ V (Gr,c),
T+(x) ≤
b c−24 c∑
k=0
(
c− 1
k
)(
d+(x)
d−(x)
)k (
d−(x)
c− 1
)c−1
.
Moreover, if d c−2
4
e < |{i : d+i (x) = r}|, T+(x) = 0.
Lemma 4 Let Gr,c be a balanced c-partite tournament, with c ≥ 10, such that δ(Gr,c) ≥
r(c− 1)
(
c+6
4(c+1)
)
. Then, for every x ∈ Vc,
b c−2
4
c∑
k=0
(
c− 1
k
)(
d+(x)
d−(x)
)k
<

(
c−1
b c−2
4
c
) (
3c−2
2c−4
)(d+(x)
d−(x)
)b c−2
4
c
if d+(x) ≥ d−(x);
(
c−1
b c−2
4
c
) (
3c−2
2c−4
)(d−(x)
d+(x)
)b c−2
4
c
if d+(x) < d−(x).
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Let P be the set of all the partitions of Gr,c in maximal tournaments. For each partition in
maximal tournaments, P of Gr,c let ω(P ) be the number of vertices x ∈ V (Gr,c) such that
δP (x) ≤ b c−24 c and let ω(Gr,c) =
∑
P∈P
ω(P ).
Theorem 1 Let Gr,c be a balanced c-partite tournament, with c ≥ 10, α = 2∆(Gr,c)r(c−1) and
β = 2δ(Gr,c)
r(c−1) . Gr,c has a strong partition if
ω(Gr,c)
((r − 1)!)c−1rc ≥
(
c− 1
b c−2
4
c
)(
3c− 2
2c− 4
)(
α
β
)b c−2
4
c (r
2
)c−1 (
αc−1 + βc−1
)
and
δ(Gr,c) ≥ max
{
r(c− 1)
(
c+ 6
4(c+ 1)
)
,
⌊
c− 2
4
⌋
(r + µ) + max{δ+V , δ−V }
}
.
Proof.
Let Gr,c be such that δ(Gr,c) ≥ max{r(c−1) c+64(c+1) , b c−24 c(r+µ)+max{δ+V , δ−V }} and suppose
there is no strong partition. For each x ∈ V (Gr,c), let F+(x) (resp. F−(x) ) be the number
of partitions P of Gr,c for which d
+
P (x) ≤ b c−24 c (resp. d−P (x) ≤ b c−24 c). If follows that∑
x∈V (Gr,c)
(F+(x) + F−(x)) = ω(Gr,c) and, by an average argument, we can notice that there
exists x0 ∈ V (Gr,c) such that
F+(x0) + F
−(x0) ≥ ω(Gr,c)
rc
. (1)
Notice that each maximal tournament is a member of ((r − 1)!)c−1 partitions P of Gr,c
in maximal tournaments (using the same argument as in the proof of Lemma 1). Then,
F+(x0) = ((r − 1)!)c−1T+(x0) and F−(x0) = ((r − 1)!)c−1T−(x0). Thus, by (1),
T+(x0) + T
−(x0) ≥ ω(Gr,c)
((r − 1)!)c−1rc. (2)
Assume, w.l.o.g, d+(x0) ≥ d−(x0). Since δ(Gr,c) ≥ b c−24 c(r + µ) + max{δ+V , δ−V }, by Lemma
3,
T+(x0) ≤
b c−24 c∑
k=0
(
c− 1
k
)(
d+(x0)
d−(x0)
)k (
d−(x0)
c− 1
)c−1
.
By hypothesis, δ(Gr,c) ≥ r(c− 1) c+64(c+1) , then by Lemma 4
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T+(x0) <
(
c− 1
b c−2
4
c
)(
3c− 2
2c− 4
)(
d+(x0)
d−(x0)
)b c−2
4
c(
d−(x0)
c− 1
)c−1
,
and since d
+(x0)
d−(x0)
≤ ∆(Gr,c)
δ(Gr,c)
= α
β
T+(x0) <
(
c− 1
b c−2
4
c
)(
3c− 2
2c− 4
)(
α
β
)b c−2
4
c(
d−(x0)
c− 1
)c−1
.
Analogously, since d+(x0) ≥ d−(x0), by Lemmas 3 and 4, we can see that
T−(x0) <
(
c− 1
b c−2
4
c
)(
3c− 2
2c− 4
)(
α
β
)b c−2
4
c(
d+(x0)
c− 1
)c−1
.
Thus, by (2),
ω(Gr,c)
((r − 1)!)c−1rc <
(
c− 1
b c−2
4
c
)(
3c− 2
2c− 4
)(
α
β
)b c−2
4
c((
d−(x0)
c− 1
)c−1
+
(
d+(x0)
c− 1
)c−1)
.
Finally, since d+(x0) + d
−(x0) = r(c − 1) = ∆(Gr,c) + δ(Gr,c), with ∆(Gr,c) ≥ d+(x0) ≥
d−(x0) ≥ δ(Gr,c), we see that(
d−(x0)
c− 1
)c−1
+
(
d+(x0)
c− 1
)c−1
≤
(
δ(Gr,c)
c− 1
)c−1
+
(
∆(Gr,c)
c− 1
)c−1
,
and
(
δ(Gr,c)
c− 1
)c−1
+
(
∆(Gr,c)
c− 1
)c−1
=
(
βr
2
)c−1
+
(
αr
2
)c−1
=
(
r
2
)c−1
(αc−1 + βc−1) .
Therefore,
ω(Gr,c)
((r − 1)!)c−1rc <
(
c− 1
b c−2
4
c
)(
3c− 2
2c− 4
)(
α
β
)b c−2
4
c (r
2
)c−1 (
αc−1 + βc−1
)
and the result follows.
Corollary 2 Let Gr,c be a balanced c-partite tournament, with c ≥ 10, α = 2∆(Gr,c)r(c−1) and
β = 2δ(Gr,c)
r(c−1) . Then, Gr,c has a strong partition if
1
r
≥ √c
(
9
7
)(
2
3
3
4
)c−1(
α
β
)b c−2
4
c (
αc−1 + βc−1
)
and
δ(Gr,c) ≥ max
{
r(c− 1)
(
c+ 6
4(c+ 1)
)
,
⌊
c− 2
4
⌋
(r + µ) + max{δ+V , δ−V }
}
.
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Proof.
Let Gr,c be a balanced c-partite tournament, with c ≥ 10, and with no strong partition. For
each partition P of Gr,c, ω(P ) ≥ 1, because every tournament of order c that is not strongly
connected has minimum degree at most b c−2
4
c and since P is not a strong partition, at least
one of its tournaments is not strongly connected. Thus, by Lemma 1, ω(Gr,c) ≥ (r!)c−1. By
the Main Theorem,
(r!)c−1
((r − 1)!)c−1rc ≥
(
c− 1
b c−2
4
c
)(
3c− 2
2c− 4
)(
α
β
)b c−2
4
c (r
2
)c−1 (
αc−1 + βc−1
)
.
Simplifying this inequality we obtain that
1
rc
≥
(
c− 1
b c−2
4
c
)(
3c− 2
2c− 4
)(
α
β
)b c−2
4
c(
1
2
)c−1 (
αc−1 + βc−1
)
(3)
We will prove by induction that
p(c) :
(
c− 1
b c−2
4
c
)
≤
(
9
7
√
c
)(
4
3
3
4
)c−1(
2c− 4
3c− 2
)
(4)
Base cases holds:
c
(
c−1
b c−2
4
c
) ≤ ( 9
7
√
c
)(
4
3
3
4
)c−1 (
2c−4
3c−2
)
10 36 36.65
11 45 62.3
12 55 105.05
13 66 180.72
For the inductive step we will prove that p(c) implies p(c+ 4).
(
c+3
b c−2
4
c+1
)
= c(c+1)(c+2)(c+3)
(c+2−b c−2
4
c)(c+1−b c−2
4
c)(c−b c−2
4
c)(b c−2
4
c+1)
(
c−1
b c−2
4
c
)
≤ 44
33
3c(3c+3)
(3c+13)(3c+5)
(
c−1
b c−2
4
c
)
≤ 44
33
3c(3c+3)
(3c+13)(3c+5)
(
9
7
√
c
)(
4
3
3
4
)c−1 (
2c−4
3c−2
)
=
(
4
3
3
4
)c+3 (
9
7
√
c
)
3c(3c+3)(2c−4)
(3c+13)(3c+5)(3c−2)
To complete the induction it is enough to prove that, for c ≥ 10,(
1√
c
)
3c(3c+ 3)(2c− 4)
(3c+ 13)(3c+ 5)(3c− 2) ≤
(
1√
c+ 4
)(
2c+ 4
3c+ 10
)
.
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This is a consequence of the fact that the real function
f(c) =
(
1√
c
)
3c(3c+ 3)(2c− 4)
(3c+ 13)(3c+ 5)(3c− 2) −
(
1√
c+ 4
)(
2c+ 4
3c+ 10
)
has no roots for positive c ≥ 10 and f(10) < 0, which can be proved by computer.
Therefore, p(c+ 4) holds. By 3 and 4, the result follows.
Notice that if Gr,c is regular, α = β = 1 and since δ(Gr,c) =
r(c−1)
2
, we have the following
corollary.
Corollary 3 Let Gr,c be a regular balanced c-partite tournament, with c ≥ 10. Gr,c has a
strong partition if
1
r
≥ √c
(
18
7
)(
2
3
3
4
)c−1
.
Let C(r) be the number of partite sets such that if c ≥ C(r), every balanced multipartite
tournament Gc,r satisfying the minimum degree condition of the Main Theorem has a strong
partition. By the Main Theorem, C(r) is bounded for each non negative integer r. In
the following table we illustrate the upper bounds of C(r) for regular balanced multipartite
tournament given by Corollary 3.
r 2 3 5 10 100
C(r) ≤ 26 30 35 40 60
3 Proofs of the lemmas
Proof of Lemma 1.
Let Gr,c be a balanced c- partite tournament and let V1, . . . Vc its partite sets. Let V1 =
{x1, . . . , xr} and, given a partition of Gr,c in maximal tournaments, let τ1, τ2, . . . τr be its set
of tournaments. W.l.o.g, assume that for every partition of Gr,c, the vertex xi of V1 is a
vertex of τi. Then, every partition corresponds to a permutation of the vertices in each Vj
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(for 2 ≤ j ≤ c) choosing the i-th member of the permutation of Vj to be in τi. Since there
are r! permutations of each Vj, j ∈ {2, 3, . . . , c}, the result follows.
Proof of Lemma 2
Let x ∈ V (Gr,c). A maximal tournament containing the vertex x with out-degree k can
be constructed choosing a vertex for each part Vi for 1 ≤ i ≤ c − 1 in the following way.
Given h = (h1, h2, . . . , hc−1) ∈ Hk(x), we choose an out neighbor of x from Vi if and only
if hi = 1. The number of maximal tournaments constructed in this way for a fixed h is∏c−1
i=1 d
+
i (x)
hid−i (x)
1−hi . Therefore, for each h ∈ Hk(x), there are d+i (x)hid−i (x)1−hi ways to
construct such a maximal tournaments and the result follows.
Proof of Lemma 3.
Let x ∈ V (Gr,c). Assume w.l.o.g that x ∈ Vc, let M(d+1 (x), d+2 (x), . . . , d+c−1(x); k) be the
function that calculates the number of maximal tournaments for which x has out-degree k.
Then by Lemma 2,
M(d+1 (x), d
+
2 (x), . . . , d
+
c−1(x); k) =
∑
h∈Hk(x)
c−1∏
i=1
d+i (x)
hid−i (x)
1−hi
and
T+(x) =
b c−2
4
c∑
k=0
M(d+1 (x), d
+
2 (x) . . . d
+
c−1(x); k).
To give an upper bound of T+(x) we need to extend the definition ofM(d+1 (x), d
+
2 (x) . . . , d
+
c−1(x); k)
to the real numbers, as follows:
Let g1, g2, . . . , gs be real numbers such that 0 ≤ gi ≤ r, we define
M(g1, . . . , gs; k) =
∑
h∈Hk,s
s∏
i=1
ghii (r − gi)1−hi ,
where Hk,s is the set of s-vectors (h1, h2, . . . , hs) ∈ {0, 1}s such that if gi = r, hi = 1; if
gi = 0, hi = 0, and
∑s
i=1 hi = k. For the sake of readability, in what follows M(g1, . . . , gs; k)
can be denoted as M(g[s]; k). In order to prove the Lemma 3, we will prove the following
general version:
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Proposition 4 Let g1, g2, . . . , gc−2, gc−1, q be real numbers such that 0 ≤ gi ≤ r. Let pr =
|{i ∈ {1, . . . , c− 3} : gi = r}|, p0 = |{i ∈ {1, . . . , c− 3} : gi = 0}| and t = c− 3− pr − p0 and
pr + 1 ≤ q. Let Γ = max{gi}i∈[c−1] and γ = min{gi}i∈[c−1]. If
∑
i∈[c−1]
gi ≥ q(r + Γ − γ) + γ,
then
q∑
k=0
M(g[c−1]; k) ≤
q∑
k=0
(
c− 1
k
)
()k(r − )c−1−k
for  =
∑
i∈[c−1]
gi
c−1 .
Assume that g1, g2, . . . , gc−1 are ordered in the following way:
- gc−1 = Γ, gc−2 = γ,
- for every i ∈ [t], 0 < gi < r,
- for every t+ 1 ≤ i ≤ t+ pr, gi = r,
- for every t+ pr + 1 ≤ i ≤ t+ pr + p0 = c− 3, gi = 0.
Claim 1 For every I ⊆ [t] with |I| = t− (q − pr) + 1,
∑
i∈I
gi
r−gi ≥ (q − pr).
∑
i∈[c−1]
gi =
∑
i∈I
gi +
∑
i∈[t]\I
gi +
t+pr∑
i=t+1
gi +
c−3∑
i=t+pr+1
gi + (gc−2 + gc−1)
=
∑
i∈I
gi +
∑
i∈[t]\I
gi + rpr + (gc−2 + gc−1),
then, ∑
i∈I
gi =
∑
i∈[c−1]
gi −
∑
i∈[t]\I
gi − rpr − (gc−2 + gc−1).
Let Q ≥ gi for i ∈ [t] \ I. Since
∑
i∈[c−1]
gi ≥ q(Γ + r − γ) + γ,
∑
i∈I
gi ≥ q(Γ + r − γ) + γ −Q(q − pr − 1)− rpr − Γ− γ
= q(r − γ) + (q − 1)(Γ−Q) + pr(Q− r).
If Γ < r, then pr = 0, Q ≤ Γ and therefore,
∑
i∈I
gi ≥ q(r − γ). If Γ = r, since Q ≤ r − 1
and |I| = t− (q − pr) + 1,
∑
i∈I
gi ≥ q(r − γ) + (q − 1− pr)(r −Q) ≥ q(r − γ). In both cases,
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∑
i∈I
gi ≥ q(r − γ) and since for every i ∈ [c− 1], gi ≥ γ,
∑
i∈I
gi
r − gi ≥
∑
i∈I
gi
r − γ ≥
q(r − γ)
(r − γ) ≥ q
and the claim follows.
Claim 2 For every I ⊆ [t] such that |I| = t− (q − pr) + 1, we have that
q∑
k=0
M(g[c−1]; k) ≤
q∑
k=0
M(g′[c−1]; k)
where g′c−2 = g
′
c−1 =
gc−2+gc−1
2
; and for i ∈ [c− 3], g′i = gi;
Observe that for every k ≥ 0,
M(g[c−1]; k) =
2∑
j=0
M(g[c−3]; k − j)M(gc−2, gc−1; j).
Therefore, for every q ≥ pr + 1,
q∑
k=0
M(g[c−1]; k) = M(g[c−3]; q)M(gc−2, gc−1; 0)
+ M(g[c−3]; q − 1) [M(gc−2, gc−1; 0) +M(gc−2, gc−1; 1)]
+
q−2∑
k=0
M(g[c−3]; k) [M(gc−2, gc−1; 0) +M(gc−2, gc−1; 1) +M(gc−2, gc−1; 2)] .
Notice that for every pair x, y ∈ R, such that 0 ≤ x, y ≤ r,
1. M(x, y; 0) +M(x, y; 1) +M(x, y; 2) = (r − x)(r − y) + x(r − y) + (r − x)y + xy = r2;
2. M(x, y; 0) +M(x, y; 1) = (r − x)(r − y) + x(r − y) + (r − x)y = r2 − xy y
3. M(x, y; 0) = r2 − r(x+ y) + xy.
Since gc−2 + gc−1 = g′c−2 + g
′
c−1, we have that
q∑
k=0
M(g′[c−1]; k)−
q∑
k=0
M(g[c−1]; k) = M(g[c−3]; q − 1)
[
gc−2gc−1 − g′c−2g′c−1
]
+ M(g[c−3]; q)
[
g′c−2g
′
c−1 − gc−2gc−1
]
=
(
g′c−2g
′
c−1 − gc−2gc−1
) [
M(g[c−3]; q)−M(g[c−3]; q − 1)
]
.
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Since g′c−2g
′
c−1 ≥ gc−2gc−1,
q∑
k=0
M(g[p+2]; k) ≤
q∑
k=0
M(g′[p+2]; k) if and only if
M(g[c−3]; q − 1) ≤M(g[c−3]; q). (5)
Let denote by Hc−3q−1 ⊆ {0, 1}c−3, the set of vectors h = (h1, h2, . . . , hc−3) such that if gi = r,
hi = 1; if gi = 0, hi = 0, and
∑c−3
i=1 hi = q − 1 .
For each h = (h1, . . . .hc−3) ∈ Hc−3q−1 let
F (h) = {(h′1, . . . , h′c−3) ∈ Hc−3q : hi ≤ h′i for i ∈ [c− 3]} (6)
Claim 2.1 For each h = (h1, . . . .hc−3) ∈ Hc−3q−1.
∑
h’∈F (h)
c−3∏
i=1
g
h′i
i (r − gi)1−h
′
i ≥ (q − pr)
c−3∏
i=1
ghii (r − gi)1−hi .
Let h = (h1, . . . , hc−3) ∈ Hc−3q−1 and recall that for every t + 1 ≤ j ≤ t + pr, gj = r; and for
every t+ pr + 1 ≤ j ≤ t+ pr + p0 = p, gj = 0. Therefore, for every t+ 1 ≤ j ≤ t+ pr, hj = 1
and for every t + pr + 1 ≤ j ≤ c− 3, hj = 0. By definition,
c−3∑
i=1
hi = q − 1, therefore w.o.l.g
we may assume that j ∈ [q − 1− pr]; hi = 1 and that q − pr ≤ j ≤ t, hi = 0. Hence,
(h′1, . . . , h
′
c−3) ∈ F (h) if and only if h′i = 1 for i ∈ [q − 1− pr], and
t∑
j=q−pr
h′j = 1. (7)
Therefore, by 6 and 7,
∑
h’∈F (h)
c−3∏
i=1
g
h′i
i (r − gi)1−h′i
c−3∏
i=1
ghii (r − gi)1−hi
=
∑
h’∈F (h)
c−3∏
i=1
g
h′i
i (r − gi)1−h′i
c−3∏
i=1
ghii (r − gi)1−hi
=
t∑
j=q−pr
gj
r − gj .
By the hypothesis,
t∑
j=q−pr
gj
r−gj ≥ (q − pr), then
∑
h’∈F (h)
c−3∏
i=1
g
h′i
i (r − gi)1−h′i
p∏
i=1
ghii (r − gi)1−hi
≥ (q − pr)
12
and the Claim 2.1 follows.
Observe that for every h’ ∈ Hc−3q there are exactly q − pr elements h ∈ Hc−3q−1 such that,
h’ ∈ F (h). Therefore,
∑
h∈Hc−3q−1
 ∑
h’∈F (h)
c−3∏
i=1
g
h′i
i (r − gi)1−h
′
i
 = (q − pr) ∑
h’∈Hc−3q
c−3∏
i=1
g
h′i
i (r − gi)1−h
′
i .
On the other hand, by Claim 2.1,
∑
h∈Hc−3q−1
 ∑
h’∈F (h)
c−3∏
i=1
g
h′i
i (r − gi)1−h
′
i
 ≥ ∑
h∈Hc−3q−1
(q − pr)
c−3∏
i=1
ghii (r − gi)1−hi
implying that ∑
h’∈Hc−3q
c−3∏
i=1
g
h′i
i (r − gi)1−h
′
i ≥
∑
h∈Hc−3q−1
c−3∏
i=1
ghii (r − gi)1−hi
which is equivalent to (5). Therefore Claim 2 follows.
By Claim 1 and Claim 2 we can conclude that
q∑
k=0
M(g[c−1], k) ≤
q∑
k=0
M(g′[c−1], k)
for gi = g
′
i, with i ∈ [c− 3]; and g′c−2 = g′c−1 = gc−2+gc−12 .
Let Γ′ = max{g′i}i∈[c−1] and γ′ = min{g′i}i∈[c−1]. Since gc−1 ≥ g′c−1 = g′c−2 ≥ gc−2, observe
that Γ ≥ Γ′ γ ≤ γ′. Therefore ∑
i∈[c−1]
g′i ≥ q(Γ + r − γ) + γ, as
∑
i∈[c−1]
g′i =
∑
i∈[c−1]
gi ≥
q(Γ + r − γ) + γ and q ≥ 1.
We can iterate this process and find g′′1 , . . . , g
′′
c−1 such that max{g′′i }i∈[c−1] = min{g′′i }i∈[c−1],
then, for every i, j ∈ [c− 1], g′′i = g′′j . Hence, for every i ∈ [c− 1], g′′i =
∑
i∈[c−1]
g′′i
c−1 = α, and for
each q ≥ k ≥ 0,
M(g′′[c−1]; k) =
∑
h∈Hc−1k
c−1∏
i=1
(g′′i )
hi(r − g′′i )1−hi =
∑
h∈Hc−1k
c−1∏
i=1
αhi(r − )1−hi =
∑
h∈Hc−1k
αk(r − )c−1−k =
(
c− 1
k
)
αk(r − )c−1−k
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and the Proposition 4 follows.
Let x ∈ V (Gr,c) and q = b c−24 c. Suppose, w.o.l.g., x ∈ Vc. Let Γ = ∆+V (x) = d+c−1(x);
γ = δ+V (x) = d
+
c−2(x); pr = |{i ∈ {1, . . . , c − 3} : d+i (x) = r}|, p0 = |{i ∈ {1, . . . , c − 3} :
d+i (x) = 0}| and t = c − 3 − pr − p0. Observe that if Γ < r then pr = 0, and if Γ = r, the
vertex x has out-degree at least pr + 1 in every maximal tournament. If b c−24 c < pr + 1,
T+(x) = 0. Thus, we can suppose that q ≥ pr + 1. Since µ ≥ ∆+V (x) − δ+V (x) = Γ − γ and
max{δ+V , δ−V } ≥ δ+V (x) = γ,
∑
i∈[c−1]
d+i (x) ≥ δ(Gr,c) ≥ q(r + Γ− γ) + γ. By Proposition 4,
T+(x) =
b c−2
4
c∑
k=0
M(d+(x)[c−1]; k) ≤
b c−2
4
c∑
k=0
(
c− 1
k
)
()k(r − )c−1−k
for  =
∑
i∈[c−1]
d+i (x)
c−1 =
d+(x)
c−1 and the lemma follows.
Proof of Lemma 4. Let Gr,c be a balanced c-partite tournament such that δ(Gr,c) ≥
r(c− 1) c+6
4(c+1)
, and let x ∈ V (Gr,c). In what follows, let p = d+(x) and m = d−(x). Observe
that since δ(Gr,c) ≥ r(c − 1) c+64(c+1) and r(c − 1) = p + m, p ≥ (p + m) c+64(c+1) . Multiplying
the previous inequality by (c + 1) and adding −p c+6
4
we obtain that p3c−2
4
≥ m c+6
4
. Since
c+6
4
≥ b c−2
4
c+ 2 and 3c−2
4
≤ c− 1− b c−2
4
c it follows that
p
(
c− 1−
⌊
c− 2
4
⌋)
≥ m
(⌊
c− 2
4
⌋
+ 2
)
(8)
Claim.
b c−2
4
c∑
k=0
(
c−1
k
) (
p
m
)k
<
(
c−1
b c−2
4
c
) (
p
m
)b c−2
4
c p(c−1−b c−2
4
c)
p(c−1−b c−2
4
c)−m(b c−2
4
c+1)
For each integer q ≥ 0, let g(q) =
q∑
k=0
(
c−1
k
) (
p
m
)k
. Observe that,
g(q + 1) = 1 +
q+1∑
k=1
(
c−1
k
) (
p
m
)k
= 1 +
q∑
k=0
(
c−1
k+1
) (
p
m
)k+1
= 1 + p
m
q∑
k=0
(
c−1
k+1
) (
p
m
)k
= 1 + p
m
q∑
k=0
(
c−1
k
)
c−1−k
k+1
(
p
m
)k
Notice that for each k ≤ q, c−1−q
q+1
≤ c−1−k
k+1
therefore
14
g(q + 1) ≥ 1 + p
m
q∑
k=0
(
c−1
k
)
c−1−q
q+1
(
p
m
)k
= 1 + p
m
c−1−q
q+1
q∑
k=0
(
c−1
k
) (
p
m
)k
> p
m
c−1−q
q+1
g(q).
On the other hand, g(q + 1) = g(q) +
(
c−1
q+1
) (
p
m
)q+1
, and therefore
g(q) +
(
c− 1
q + 1
)( p
m
)q+1
>
p
m
(c− 1− q)
q + 1
g(q).
For b c−2
4
c = q, since (c−1
q+1
)
=
(
c−1
q
)
c−1−q
q+1
, multiplying the inequality by m(q + 1), adding
−m(q+ 1)g(q) and dividing by p(c− 1− q)−m(q+ 1) (which by (8) is positive ), we obtain(
c− 1
q
)( p
m
)q p(c− 1− q)
p(c− 1− q)−m(q + 1) > g(q)
and from here the claim follows.
By the Claim, it only remains to prove that
( p
m
)b c−2
4
c p(c− 1− b c−2
4
c)
p(c− 1− b c−2
4
c)−m(b c−2
4
c+ 1) <

(
3c−2
2c−4
) ( p
m
)b c−2
4
c
if p ≥ m;(
3c−2
2c−4
)(m
p
)b c−2
4
c
if p < m.
If p ≥ m then,
p
(
c− 1− ⌊ c−2
4
⌋)−m (⌊ c−2
4
⌋
+ 1
) ≥ p (c− 1− ⌊ c−2
4
⌋)− p (⌊ c−2
4
⌋
+ 1
)
= p
(
c− 2− 2 ⌊ c−2
4
⌋)
thus,
p(c− 1− b c−2
4
c)
p(c− 1− b c−2
4
c)−m(b c−2
4
c+ 1) ≤
c− 1− b c−2
4
c
c− 2− 2b c−2
4
c ≤
3c− 2
2c− 4 .
For the case when m > p, let us suppose on the contrary, that( p
m
)b c−2
4
c p(c− 1− b c−2
4
c)
p(c− 1− b c−2
4
c)−m(b c−2
4
c+ 1) ≥
(
3c− 2
2c− 4
)(
m
p
)b c−2
4
c
.
Multiplying by
(
1
p
1
p
)(
m
p
)b c−2
4
c
both sides of the inequality we obtain that
c− 1− b c−2
4
c
(c− 1− b c−2
4
c)− m
p
(b c−2
4
c+ 1) ≥
(
3c− 2
2c− 4
)(
m
p
)2b c−2
4
c
. (9)
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On the one hand, since p
m
≥ b c−24 c+2
c−1−b c−2
4
c it follows that
m
p
≤ c−1−b c−24 cb c−2
4
c+2 and therefore,
(c− 1− b c−2
4
c)− m
p
(b c−2
4
c+ 1) ≥ (c− 1− b c−2
4
c)− (c−1−b c−24 c)(b c−24 c+1)b c−2
4
c+2
= (c− 1− b c−2
4
c)(1− b c−24 c+1b c−2
4
c+2) =
c−1−b c−2
4
c
b c−2
4
c+2 .
Then,
c− 1− b c−2
4
c
(c− 1− b c−2
4
c)− m
p
(b c−2
4
c+ 1) ≤
c− 1− b c−2
4
c
c−1−b c−2
4
c
b c−2
4
c+2
=
⌊
c− 2
4
⌋
+ 2
and therefore, using inequality (9),⌊
c− 2
4
⌋
+ 2 ≥
(
3c− 2
2c− 4
)(
m
p
)2b c−2
4
c
≥ 3
2
(
m
p
)2b c−2
4
c
.
Since c ≥ 10, it follows that m
p
≤ 1.28.
On the other hand, since m
p
> 1 it follows that
c− 1− b c−2
4
c
(c− 1− b c−2
4
c)− m
p
(b c−2
4
c+ 1) ≥
(
3c− 2
2c− 4
)
m
p
.
Multiplying both sides of the inequality by
(c−1−b c−2
4
c)−m
p
(b c−2
4
c+1)
c−1−b c−2
4
c = 1 − mp
( b c−2
4
c+1
c−1−b c−2
4
c
)
we
obtain that
1 ≥
(
3c− 2
2c− 4
)
m
p
−
(
3c− 2
2c− 4
)(
m
p
)2( b c−2
4
c+ 1
c− 1− b c−2
4
c
)
and therefore (
3c− 2
2c− 4
)(
m
p
)2( b c−2
4
c+ 1
c− 1− b c−2
4
c
)
−
(
3c− 2
2c− 4
)
m
p
+ 1 ≥ 0.
Since
b c−2
4
c+1
c−1−b c−2
4
c ≤ c+23c−2 we see that(
3c− 2
2c− 4
)(
m
p
)2(
c+ 2
3c− 2
)
−
(
3c− 2
2c− 4
)
m
p
+ 1 =
(
c+ 2
2c− 4
)(
m
p
)2
−
(
3c− 2
2c− 4
)
m
p
+ 1 ≥ 0.
Thus, using the quadratic formula, m
p
≥ 4c−8
2(c+2)
or m
p
≤ 2c+4
2(c+2)
= 1. Since m > p it follows
that m
p
≥ 4c−8
2(c+2)
and since c ≥ 10, m
p
≥ 16
12
= 1.33 which is a contradiction because m
p
≤ 1.28.
From here, the result follows.
16
4 Final remarks
The problem of finding interesting sufficient conditions in order to guarantee a strong parti-
tion of multipartite tournaments in general seems to be much more complicated and probably
would need different techniques. Let A(r, c) be the set of r-balanced c-partite tournaments
with no strong partition and Ω(r, c) = min{ω(Gr,c) : Gr,c ∈ A(r, c)}. Notice that bet-
ter lower bounds of Ω(r, c) leads, by the Main Theorem, to better sufficient conditions for
having strong partitions. For now, our corollaries assume that for every partition of a mul-
tipartite tournament of A(r, c) there exists exactly one vertex with in-degree or out-degree
at most
⌊
c−2
4
⌋
, which we think its not a realistic approximation, and thus one may find a
better way to estimate Ω(r, c).
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