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a b s t r a c t
Bi-level linear programming is a technique for modeling decentralized decision. It consists
of the upper-level and lower-level objectives. This paper attempts to develop an efficient
method based on particle swarm optimization (PSO) algorithm with swarm intelligence.
The performance of the proposed method is ascertained by comparing the results with
genetic algorithm (GA) using four problems in the literature and an example of supply chain
model. The results illustrate that the PSO algorithm outperforms GA in accuracy.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Multi-level programming techniques are developed to solve decentralized planning problems with multiple decision
makers in a hierarchical organization. The bi-level linear programming problem (BLPP) is a special case of multi-level linear
programming problems with a two-level structure [1,2]. Most of the mathematical programming models deal with a single
decision maker and a single objective function and are used for centralized planning systems. The BLPP on the other hand is
developed for decentralized planning systems in which the upper level is termed as the leader and the lower level pertains
to the objective of the follower. In the BLPPs, each decision maker tries to optimize its own objective function without
considering the objective of the other party, but the decision of each party affects the objective value of the other party as
well as the decision space.
There already have been some methods for solving BLPPs, like methods based on vertex enumeration and meta-
heuristics. In this study, an attempt is made to employ particle swarm optimization (PSO) algorithm for solving BLPPs due
to its promising performance in optimization problems. Four problems taken from the literature are adopted to test the
proposed algorithm’s performance. The experimental results indicate that PSO algorithm outperforms genetic algorithm
(GA) in accuracy and has better stability. In addition, an example of supply chain model also reveals that PSO algorithm is a
suitable approach for solving BLPPs.
The rest of this paper is organized as follows. Section 2 provides basic concept of BLPPs and PSO algorithm. The
proposed PSO algorithm for solving BLPPs will be presented in Section 3, while Section 4 makes a thorough discussion
on computational experiences. Finally, the concluding remarks are made in Section 5.
2. Background
This section will briefly present the background for bi-level programming and PSO algorithm.
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2.1. Bi-level linear programming problem (BLPP)
Stackelberg game is a leader–follower strategy and an N-people nonzero-sum game. In two-person nonzero-sum
games [3], the objectives of the players are neither exactly opposite nor do they coincide with each other, and the loss
of one of them is not equal to the other. According to the hierarchy of Stackelberg game with leader and follower, it can
develop to become amulti-level programming problem. Based on the decomposition principle for linear programs [4], many
organizations have rested heavily on the principle to optimize hierarchical systems. The assumption is that all variables
have been controlled by centers, and the objectives of centers can decompose into the objectives of all subunits. However,
some academics like Bialas and Karwan [5,6] argued that these problems are characterized by a hierarchy of planners, each
independently controlling a set of decision variables, disjoint from the others.
BLPP is a special case of multi-level linear programming problems. Assume that the higher-level decision maker has
control overX and lower-level decisionmaker has control over Y. Then,wehave x ∈ X ⊂ Rn, y ∈ Y ⊂ Rm and F : X×Y → R1.
The BLPP can be stated as follows:
P1 : min
x∈X F(x, y) = c1x+ d1y,
P2 : min
y∈Y f (x, y) = c2x+ d2y,
subject to A2x+ B2y ≤ b,
(1)
where c1, c2 ∈ Rn, d1, d2 ∈ Rm, b ∈ Rp, A ∈ Rp×n, B ∈ Rp×m. P1 is the higher-level decision maker and P2 is the lower-level
decision maker. According to the differences of the requirements in these models, there may be some extra limitations of x
and y, like the limitation of integers or the limitation of upper and lower bound. In the process of solving, once the leader
has chosen an x, the x of the follower’s objective function has become a constant. Thus, the objective function of follower is
simplified to miny∈Y f (y) = d2y.
Based on these we have the following definitions [7]:
Definition 1. 1. Constraint set of the problem:
S = {(x, y) : x ∈ X, y ∈ Y , Ax+ By ≤ b}. (2)
2. Feasible set for the follower for each x:
S(x) = {y ∈ Y : By ≤ b− A}. (3)
3. Projection of M onto the leader’s decision space:
S(x) = {x ∈ X : ∃y ∈ Y , Ax+ By ≤ b}. (4)
4. Follower rational reaction set for x ∈ S (X):
P(x) = {y ∈ Y : y ∈ argmin[f (xˆ, yˆ) : yˆ ∈ S(x)]}, (5)
and argmin{[f (xˆ, yˆ) : yˆ ∈ S(x)]} = {f (x, y) ≤ f (x, yˆ), yˆ ∈ S(x)}. (6)
5. Inducible region:
IR = {(x, y) : (x, y) ∈ S, y ∈ P(x)}. (7)
Definition 2. If {(x, y) ∈ P (x) |x ∈ S(X)}, (x, y) is the feasible solution of the BLPP.
BLPP is equivalent to a feasible region consisting of piecewise-linear constraints to minimize the objective function F of
the leader.
Definition 3. For ∀(x, y) ∈ IR, if ∃(x∗,y∗) ∈ IR, F(x∗, y∗) ≤ F(x, y), then (x∗, y∗) is an optimal solution of problem.
To solve the BLPPs, it must be careful that when x on the upper level has been fixed, the corresponding solution on the
lower level has not been the only one. There have been some effects on the objective function of the lower level, but it has
had a large differentiation on the upper level. To overcome the problem, Bialas and Karwan [8] suggested replacing the f by
f + εF , where ε > 0 is a small factor. The idea is to have the upper decision maker share a small part of his earning with the
decision maker, to make this latter choose the appropriate solution to the upper objective. In the organization, this can be
regarded as sharing some profits of the upper manager to all departments to assure that all departments can work hard for
the whole objectives in the company. In general, to check the effect of multiple optima, we can solve the BLPPs: once with
the lower objective function equal to f + εF , and a second time with that function equal to f − εF . And optimal solution is
obtained if it is optimal in both cases. Thus, it is the optimal solution.
The solution of BLPP may not be Pareto-optimal. In other words, it may be a feasible solution to get a better objective
function of a lower or upper level but does not influence the objective function value of any other levels. Wen and Hsu [9]
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have treated how to find the efficient compromise solution at the situation of non-degeneracy. It means that when solving
the BLPP and the solution is non-Pareto optimal, we can look for the efficient compromise solution according to the advice
of the author. The upper -level decision maker can retain the original rewards, and the lower one can get the extra profits.
Shih [10] advanced that it cannot assure BLPP could get the Pareto-optimal or the efficient solution onlywhen the objections
of both levels are the same. In other words, it may get the Pareto-optimal when they cooperate absolutely with each
other.
According to [1], the existing methods for solving BLPPs can be divided into the following four categories: (1) methods
based on vertex enumeration, (2)methods based on Kuhn–Tucker conditions, (3) fuzzy approach [11], and (4)method based
on meta-heuristics. We will give more detailed discussion for the last one, since this study will focus on applying meta-
heuristics for solving BLPPs.
In the category of meta-heuristics, Mathieu et al. [12] firstly proposed a GA-based bi-level programming algorithm
(GABBA) for solving BLPPs. Later, Hejazi et al. [1] presented amethod based on GA. It is ascertained by comparing the results
with method proposed in [13]. Oduguwa and Roy [14] developed a bi-level GA, which is an elitist optimization algorithm
developed to encourage limited asymmetric cooperation between the two players, to solve different classes of the BLPPs
within a single framework. Yin [15] also proposed a GA-based approach for solving two BLPPs, road pricing and reserve
capacity of signal-controlled road network. Wang et al. [16] proposed an evolutionary algorithm for solving nonlinear bi-
level programming problem. Recently, Wang et al. [17] developed a GA which adopted some techniques to guarantee not
only the initial chromosomes but also the chromosomes generated by GA are all feasible. Sahin and Cirit [18] presented an
algorithm based on simulated annealing.
Besides GA, a hybrid tabu-ascent algorithm (HTA) was developed by Gendreau et al. [13]. Wen and Huang [19] employed
a simple tabu search for solving a mixed-integer BLPP. The 0-1 decision variables are controlled by upper -level decision
maker. They [20] also presented a tabu search approach to solve a BLPP with all real variables. Recently, Gupta et al. [21]
also applied tabu search for solving the BLPP in the area of chemical engineering. In addition, Shih et al. [22] developed a
neural network model for BLPP. The revised version is presented by Lan et al. [23].
2.2. Particle swarm optimization (PSO)
The PSO algorithm shares many similarities with evolutionary computation techniques such as GAs. The system is
initialized with a population of random solutions and searches for optima by updating generations. However, unlike GA, the
PSO algorithm has no evolutionary operators, such as crossover and mutation. In the PSO algorithm, the potential solutions,
called particles, move through the problem space by following the current optimal particles.
Originally, the framework of PSO algorithmwas designed by Eberhart and Kennedy [24] in 1995. Particle i is represented
as Xi = (xi1, xi2, . . . , XiD), which represents a potential solution to a problem in D-dimensional space. Each particle keeps a
memory of its previous best position, Pbest , and a velocity along each dimension, represented as Vi = (vi1, vi2, . . . , viD). For
each iteration, the position of the particle with the best fitness value in the search space, designated as g, and the P vector
of the current particle are combined to adjust the velocity along each dimension, and that velocity is then used to compute
a new position for the particle [24,25]. The method could be divided into GBEST and LBEST versions, whose main difference
is their definition of the best. In the GBEST version, the particle swarm optimizer keeps track of the overall best value,
and its location, obtaining thus far by any particle in the population, which is called gbest (Pgd). For the LBEST version, in
addition to gbest, each particle keeps track of the best solution, called lbest (Pgd), and it is attained within a local topological
neighborhood of particles. However, the particle velocities in each dimension are held to a maximal velocity, Vmax, and
the velocity in that dimension is limited to Vmax. Later, inertial weight was developed to better balance exploration and
exploitation in order to eliminate the need for Vmax [26,27]. The updating rule is given by
V newid = W · V oldid + c1 · rand1 · (Pid − Xid)+ c2 · rand2 · (Pgd − Xid) (8)
Xnewid = Xoldid + V newid (9)
whereW is the inertia weight, c1 and c2 determine the relative influence of the social and cognition components (learning
factors), while rand1 and rand2 denote two random numbers uniformly distributed in the interval [0, 1]. Recent work done
by Clerc indicates that the use of a constriction factor may be necessary to ensure convergence of the PSO algorithm [28].
PSO algorithm has been applied for many optimization problems, such as scheduling and traveling sales problems.
3. Methodology
The PSO concept originated as a simulation of a simplified social system. Each particle keeps track of its coordinates in
the problem space which are associated with the best solution (fitness) it has achieved so far. Due to this merit, this study
employs PSO algorithm for solving the BLPPs.
The BLPP is developed for decentralized planning systems in which the upper level is termed as the leader and the lower
level pertains to the objective of the follower. In the BLPP, each decision maker tries to optimize its own objective function
without considering the objective of the other party, but the decision of each party affects the objective value of the other
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Table 1
BLPPs and their corresponding characteristics.
Source Wen and Hsu [29] Bialas and Karwan [6] Liu and Hart [30] Bard and Falk [31]
Number of variables 2 2 2 4
Range of variables = 0 = 0 = 0 = 0
party as well as the decision space. This section will present the way to apply PSO algorithm for BLPPs. The PSO algorithm
for solving BLPPs is presented as follows:
Step 1: Set up parameters including population size (the number of particles), Maximal velocity (Vmax), inertial weight
(w), and two learning factors, (c1 and c2). Two random variables, rand1 and rand2, are in the interval [0, 1].
Step 2: Set up the searching range for x, which will influence the searching speed. Initialize each particle randomly with
initial position, Xid, within the pre-specified range and velocity, V id, in the range ofmaximal speed, Vmax. This study
adopts the float coding method [17] to generate the random numbers for the upper-level variables. Thus, every
particle represents the real dimensional position. Then, program for variable ys in the lower level. Each particle’s
position is represented as:
Xid = (xi1, . . . , xin, yi1, . . . yim). (10)
Step 3: Calculate every particle’s fitness value using
F = ctXid. (11)
Step 4: Update the local best position, Pid, and global best position, Pgd.
Step 5: According to the updated Pid and Pgd, use Eqs. (12) and (13) to update the velocity and position for every particle.
V newid = W · V oldid + c1 · rand1 · (Poldid − Xoldid )+ c2 · rand2 · (Poldgd − Xoldid ) (12)
Xnew1id = Xoldid + V newid . (13)
Every particle’s velocity is constrained by the pre-determinedmaximal velocity, Vmax, and every particle’s position,
Xid, should be within the specified range:
l ≤ xi ≤ u. (14)
Step 6: Stop if the specified number of generations is satisfied; otherwise, go back to Step 3.
4. Computational experiences
In order to test the proposed PSO algorithm, four examples as presented in Appendix were taken from the literature.
These examples were selected in a manner to demonstrate the capability of the algorithm which is able to handle a variety
of problem conditions and complexities. In addition, an example of supply chain model is also formulated in order to verify
PSO algorithm’s feasibility.
The description of the four BLPPs is presented in Table 1. For the purpose of choosing problems with different levels of
complexities, they have been selected from different sources. For each problem, 30 runs were simulated. This was done
to ensure that the selection of seed values for the random number generator used did not have a major influence on the
solution obtained. All simulation was implemented on a personal computer with Intel Pentium Duo CPU 2.8 GHz and 1 GB
RAM using MATLAB.
For the comparison purpose, this study treats solution obtained from Lingo as the best solution. Since each problem
is run for 30 times, error rate and standard deviation are calculated, respectively. The standard deviation is based on the
upper-level objective function. They are illustrated in Eqs. (15) and (16), respectively as follows:
Error rate =
∣∣f ∗ − f ∗M ∣∣
f ∗
× 100% (15)
where f ∗ : optimal solution based on Lingo, and
f ∗M : optimal solution obtained fromM method.
Standard deviation =
√√√√ 1
N
N∑
i
(
f ∗Mi − f ∗MA
)2 (16)
where i = 1, . . . ,N (This study uses N = 30)
f ∗Mi = The optimal solution for M method in ith run.
f ∗MA = The average of N optimal solutions for M method.
Table 2 lists the corresponding parameter setup for these two algorithms, PSO algorithm and GA.
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Table 2
Parameter setup.
Method GA PSO
Population: 20 Population: 20
Crossover rate: 0.8 Vmax: 10
Parameter Mutation rate: 0.1 Inertial weight: 1.2–0.2
Generations: 200 Iterations: 200
Table 3
The best solutions of problem 1.
FNN GA PSO Lingo
X1 17.5000 17.4528 17.4535 17.4545
X2 10.9000 10.9055 10.9070 10.90909
f1 85.0909 85.0551 85.0700 85.0909
f1error rate 0 0.04% 0.02% N/A
f2 −50.2000 −50.16937 −50.17450 −50.18182
f2error rate 0.036% 0.038% 0.015% N/A
Table 4
Average and standard deviation of problem 1.
GA PSO
x1 17.43289 17.4417
x2 10.86578 10.8788
f1 84.657812 84.85119
f2 −50.03023 −50.0781
f1error rate 0.51% 0.28%
f2error rate 0.30% 0.21%
f1standard deviation 0.38650 0.189965
Table 5
The best solutions of Problem 2.
GA PSO Lingo
x1 15.9984 15.9999 16
x2 10.9968 10.9998 11
f1 10.9968 10.9998 11
f1error rate 0.03% 0.002% N/A
f2 −10.9968 −10.9998 −11
f2 error rate 0.03% 0.002% N/A
Table 6
Average and standard deviation of problem 2.
GA PSO
x1 15.9041 15.99806
x2 10.8082 10.9961
f1 10.8082 10.9961
f2 −10.8082 −10.9961
f1 error rate 1.74% 0.04%
f2 error rate 1.74% 0.04%
f1 standard deviation 0.168034 0.004014
4.1. Problem results
(1) Problem 1
Problem 1 is the example taken from Wen and Hsu [29]. Since in [22], the problem is solved by fuzzy neural network
(FNN), the results are also presented in Table 3. However, only the best solution instead of average is provided. The penality
parameter is K = 1.0 and the training rate isµ = 0.005. In Table 3, we found that PSO algorithm has better results than GA
both for upper and lower objectives, f1 and f2. Regarding FNN, PSO algorithm has smaller f2 error rate. But, FNN has smaller
f1 error rate. Table 4 illustrates that average and standard deviation values for PSO algorithm are smaller than those of GA.
(2) Problem 2
Problem 2 is the example taken from [6]. In problem 2, the objectives of upper and lower levels are just conflict. Table 5
illustrates that PSO algorithm has better solution than GA. In addition, PSO algorithm’s average value and standard deviation
are also much smaller than those of GA as shown in Table 6.
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Table 7
The best solutions of Problem 3 for different methods.
GA PSO Lingo
x1 3.9994 4 4
x2 3.9974 4 4
f1 15.9917 16 16
f1 error rate 0.05% 0 N/A
f2 −3.94636 −4 −4
f2 error rate 1.34% 0 N/A
Table 8
The average and standard deviation of Problem 3 for different methods.
GA PSO
x1 3.986583 3.99908
x2 3.946363 3.996343
f1 15.82567 15.98811
f2 −3.946363 −3.996343
f1 error rate 17.43% 1.19%
f2 error rate 1.34% 0.09%
f1 standard deviation 0.192652 0.009664
Table 9
Results of Problem 4.
Range [0, 1] GA PSO Lingo
Population: 20 Population: 20 N/A
Crossover rate: 0.9 Vmax: 10
Parameter setup Mutation rate: 0.1 Inertia weight: 1.2–0.2
Generations: N/A Iterations: 150
x1 0.000 0.0004 0
x2 0.898 0.8996 0.9
y1 0.000 0 0
y2 0.599 0.5995 0.6
y3 0.399 0.3993 0.4
f1 29.1480 29.1788 29.2
f1 error rate 0.18% 0.07% N/A
f2 −3.1930 −3.1977 −3.2
f2 error rate 0.22% 0.07%
Table 10
The average of Problem 4 for different methods.
GA PSO Lingo
x1 0.15705 0.02192 0
x2 0.86495 0.86693 0.9
y1 0 0 0
y2 0.47192 0.56335 0.6
y3 0.51592 0.34108 0.4
f1 21.52948 24.81256 26
f1 error rate 17.19% 4.57% N/A
f2 −3.39072 −3.1977 −3.2
f2 error rate 5.96% 6.21% N/A
f1 error rate 3.14432 1.55374 N/A
(3) Problem 3
Problem 3 is the example taken from [30] for discussing BLPP. Due to low problem complexity, it is much easier to
demonstrate the fast convergence characteristics of PSO algorithm. In addition, the accuracy is significantly better than that
of GA. In 30 runs, the standard deviation of PSO, 0.009664, is much smaller than that of GA which is 0.192652. This shows
that PSO algorithm is much more stable than GA. The detailed results are depicted in Tables 7 and 8.
(4) Problem 4
Problem 4 with higher dimensionality taken from [31] is employed to test PSO algorithm’s solving capability. Wang
et al. [17] also apply GA to solve this problem. The parameter setup and corresponding solution are tabulated in Table 9.
Since Wang et al. [17] only present the one-run solution, this study codes the GA according to Wang et al.’s method. The
experimental results are listed in Table 10. PSO algorithm also have better performance than GA.
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Table 11
Results for supply chain model.
Methods PSO GA Lingo
D11 29.97433 29.88833 30
D21 0 0 0
X1 30 30 30
X2 20 20 20
f1 797.4329 790.1857 800
f2 4046.535 4034.925 4050
f 1 error rate −0.32% −1.227%
f 2 error rate −0.09% −0.372%
f 1 standard deviation 3.144077 7.13298
4.2. Supply chain model results
From the above simulation results, we can conclude that PSO algorithm is a promising method for solving BLPPs. In this
subsection, a supply chain model is formulated and solved by using the proposed method. The current supply chain model
is with two distribution centers and one assembly factory. The variable notation for supply chain model is as follows:
i: The number of distribution centers,
j: The number of assembly factories,
Dij: The demand of the jth assembly factory from the ith distribution center,
Pij: The product price that the ith distribution center provides to the jth assembly factory,
Xi: The total amount of products that the ith distribution center has,
Ci(Xi): The unit cost for the ith distribution center to purchase product Xi,
Wi: The capacity constraint for the ith distribution center,
Aj: The total amount of products that the jth assembly factory needs,
Sij(Dij): The unit cost of product that the jth assembly factory order from the ith distribution center,
Tij(Dij): The unit transportation cost of product being delivered from the ith distribution center to the jth assembly factory,
and
hj: The unit holding cost for the jth assembly factory.
This study assumes that distribution centers belong to the upper level, while assembly factories are the lower level. The
objective of the upper level is to maximize the total profits for distribution centers, while the objective of the lower level is
to minimize the total costs for assembly factories.
The related parameters are set as: i = 2, j = 1, P11 = 100, P21 = 150, C1(X1) = 40, C2(X2) = 50,W1 = 30,W2 =
20, S11(D11) = 10, S21(D21) = 15, T11(D11) = 20, T21(D21) = 25, and h1 = 5. Thus, the corresponding model can be
represented as:
MAX f1 = 100D11 + 150D21 − 40X1 − 50X2
Min f2 = 135D11 + 195D21
s.t. D11 ≤ X1
D21 ≤ X2
X1 ≤ 30
X2 ≤ 20
X1 + X2 ≥ 50
Xi ≥ 0, Dij ≥ 0, i = 1, 2 and j = 1.
The computational results are tabulated in Table 11. It revels that PSO algorithm has more accurate solution than GA.
Especially PSO algorithm’s standard deviation is smaller than that of GA. It can provide more feasible solution most of the
time.
5. Conclusions
This study has proposed a PSO-based method for BLPPs. The experimental results of four problems taken from the
literature illustrate that the proposed PSO algorithm outperforms GA for most of the problems. Besides, PSO algorithm
has smaller standard deviation. This implies that PSO algorithm has better stability compared to GA. In addition, the
computational time of PSO algorithm is also smaller than that of GA. However, the current algorithm is only suitable for
BLPPs. It is promising to extent the proposed method for multi-level linear programming problems in the future. Besides, it
is feasible to gather virtues of PSO algorithm and GA to ascend learning efficiency.
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Appendix
Problem 1 Problem 2
Max f1 = −2x1 + 11x2 where x2 solves Max x2 where x2 solves
Max f2 = −x1 − 3x2 Max − x2
s.t. x1 − 2x2 ≤ 4 s.t.−x1 − 2x2 ≤ 10
2x1 − x2 ≤ 24 x1 − 2x2 ≤ 6
3x1 + 4x2 ≤ 96 2x1 − x2 ≤ 21
x1 + 7x2 ≤ 126 x1 + 2x2 ≤ 38
−4x1 + 5x2 ≤ 65 −x1 + 2x2 ≤ 18
x1 + 4x2 ≥ 8 x1, x2 ≥ 0
x1, x2 ≥ 0
Problem 3 Problem 4
Max x1 + 3x2 where y solves Max 8x1+ 4x2− 4y1+ 40y2+ 4y3 where y solves
Max − x2 Max − x1 − 2x2 − y1 − y2 − 2y3
s.t.−x1 + x2 ≤ 3 s.t. y1 − y2 − y3 ≥ −1
x1 + 2x2 ≤ 12 −2x1 + y1 − 2y2 + 0.5y3 ≥ −1
4x1 − x2 ≤ 12 −2x2 − 2y1 + y2 + 0.5y3 ≥ −1
x1, x2 ≥ 0 x1, x2, y1, y2, y3 ≥ 0
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