Abstract. The Jacobi polynomials on the simplex are orthogonal polynomials with respect to the weight function Wγ (x) = x
Introduction
The purpose of this paper is to study the limiting case of classical orthogonal polynomials on the simplex when the weight function becomes singular. Let T d be the d-dimensional simplex defined by The orthogonal polynomials with respect to this inner product have been studied extensively (cf. [7] ). In particular, let V degree n with respect to ·, · γ . Then, for all P ∈ V d n (W γ ),
where |γ| := γ 1 + · · · + γ d+1 . In other words, orthogonal polynomials of degree n are eigenfunctions of the differential operator L γ . If some or all γ i equal to −1, the weight function becomes singular and orthogonal polynomials with respect to W γ are no longer well defined. In fact, the Jacobi polynomials on the simplex defined via the Rodrigue formula can be extended to the case of γ i ≤ −1. In the case of all γ i = −1, they have been used to study certain approximation processes in [14, 16] , but this family of polynomials does not provide a complete basis. On the other hand, the equation (1.2) still makes sense if some, or all, γ i = −1. Thus, it is natural to ask two questions: firstly if (1.2) still has a complete basis of polynomial solutions, and secondly, when the answer to the first question is affirmative, if these polynomial solutions are orthogonal with respect to an inner product.
The main results of this paper answer both questions affirmatively. More precisely, for each singular case of some or all γ i = −1, we have identified a complete basis of polynomials that are eigenfunctions of L γ , which are given explicitly, and we have found an inner product explicitly, with respect to which these polynomials are orthogonal. The inner product turns out to involve derivatives of the functions, so that the orthogonality is not established in the usual L 2 (W γ ) sense, but in a Sobolev space. Such orthogonal polynomials are named Sobolev orthogonal polynomials.
The problems are motivated by a recent study [13, 18] of analogue problems on the unit ball, for which the classical weight function takes the form W µ (x) = (1 − x 2 ) µ . The orthogonal polynomials with respect to W µ on the ball are eigenfunctions of a second order differential operator L µ . In [18] , a family of orthogonal polynomials with respect to an inner product that involves the first partial derivatives on the unit ball was studied, which turned out to be the eigenfunctions of L −1 as shown in [13] .
The Sobolev orthogonal polynomials have been studied extensively when d = 1 (cf. [9] ). The simplex T d becomes, when d = 1, the interval [0, 1] and W γ is the Jacobi weight function x α (1 − x) β , where we have written α = γ 1 and β = γ 2 . In this case, Sobolev orthogonal polynomials have been studied by several authors ( [1, 2, 4, 11] ). More precisely, the Sobolev orthogonality of the Jacobi polynomials {P (−N,β) n } n≥0 was studied in [3] , and the case {P (−N,−N ) n } n≥0 was studied in [4] , in both cases N is a positive integer. The particular case of the Jacobi polynomials {P (−1,−1) n } n≥0 had been previously given in [11] . In the case of d = 2, the simplex becomes a triangle and the weight function is usually denoted by W α,β,γ . An observation in [6] shows that the monic basis for W α,β,γ is still a basis when γ = −1 and α, β > −1, and they are orthogonal with respect to an inner product that involves the first order derivatives. In contrast to one variable, there are only a handful papers on Sobolev orthogonal polynomials of several variables [6, 10, 12, 13, 17, 18] , see also [8] . It should be mentioned that the studies in [17, 18] are motivated by problems in numerical solution of Poisson equations [5] and in optics. Given this background, it is somewhat surprising that there have been so few studies of the Sobolev orthogonal polynomials of several variables. It is our hope that the results in this paper will help to kindle more interests on this topic.
The paper is organized as follows. In the next section we recall results on Jacobi polynomials and classical orthogonal polynomials on the simplex, where we will also present several new properties on the simplex, including how orthogonal bases on the faces of T d arise from some of the orthogonal polynomials on T d , which are of independent interest. The main results are stated in the third section, where we will state the results for d = 2 first to illustrate the results and illuminate how the results are obtained, as the results in T d require unavoidably heavy notations. Finally, the proofs of the main results, including several lemmas, are given in the fourth section.
Orthogonal polynomials on the simplex
This section contains background results on orthogonal polynomials that are necessary for latter sections. After a brief subsection on the classical Jacobi polynomials, orthogonal polynomials on the triangle are described in the second subsection and those on the simplex are developed in full generality in the third subsection, and orthogonal polynomials on the faces of the simplex are discussed in the fourth subsection.
2.1. Jacobi polynomials. The Jacobi weight function v α,β is defined by
The Jacobi polynomials are given explicitly by the Rodrigue formula
and they satisfy the orthogonality condition
and δ n,m is the Kronecker delta. The Jacobi polynomial P (α,β) n also satisfies the second order differential equation
in other words, it is the eigenfunction of the differential operator in the left hand side with the eigenvalue −n(α + β + n + 1). If one of α and β is a negative integer, then the weight function v α,β is no longer integrable on [−1, 1]. Assume α = −l, l ∈ N, then we have [15, (4 
which is well defined for n ≥ l. In the case of α = −1, defining P
is well defined and they still satisfy the differential equation (2.3) for all n = 0, 1, . . .. They are, however, no longer orthogonal polynomials in the sense of (2.2) but, as it turns out, orthogonal polynomials with respect to the following Sobolev type inner product [3, 11] ,
If both α = β = −1, then the Jacobi polynomials in (2.1) are well defined for n ≥ 2. Furthermore, any linear polynomial will be a solution of the equation (2.3) when n = 0 and 1. In fact, the polynomials P
satisfy the equation (2.3) for all n = 0, 1, 2, . . .. Furthermore, these polynomials are orthogonal with respect to the Sobolev type inner product
where λ 1 and λ 2 are nonnegative numbers, not both zero, and the constant in P , and normalized as
Up to a constant multiple, J
. These polynomials are orthogonal on [0, 1] with respect to the weight function
and they satisfy a second order differential equation
Orthogonal polynomials on the triangle. On the triangle T 2 := {(x, y) ∈ R 2 : x, y ≥ 0, 1 − x − y ≥ 0}, the Jacobi polynomials are orthogonal with respect to the weight function
More precisely, we define the inner product
where c α,β,γ is the normalization constant of W α,β,γ given by c α,β,γ := 1
Let V 2 n (W α,β,γ ) denote the space of orthogonal polynomials of degree n with respect to this inner product. Then P ∈ V 2 n (W α,β,γ ) if P, q α,β,γ = 0 for all q ∈ Π 2 n−1 and dim V 2 n (W α,β,γ ) = (n + 1). Among many bases for V 2 n (W α,β,γ ), one is given by the Rodrigue formula: For 0 ≤ k ≤ n,
It should be noted that the elements of this basis are not mutually orthogonal to each other. The triangle T 2 is symmetric under the permutation of (x, y, 1 − x − y). Parametrizing the triangle differently leads to two more orthogonal bases of
. Upon changing variables from (2.5), these polynomials are given explicitly by
For the study of the Sobolev orthogonal polynomials, it is necessary to understand the restriction of the basis element on the boundary of the triangle. For later use, we state the following proposition, which is the special case of Lemma 2.10.
There is another basis {V
are biorthogonal. This basis will be the special case of d = 2 of the basis (2.11) in the following section.
2.3.
Orthogonal polynomials on the simplex. To simplify the notation, we set, for
Then the weight function W γ in (1.1) can be written as
If all γ i > −1, then W γ is integrable and we can consider orthogonal polynomials in the space L 2 (W γ , T d ) with respect to the inner product
where c γ is the normalization constant of W γ given by 
where
n are orthogonal polynomials with respect to W γ and {P
This is a classical result, see, for example, [7, p. 49] . As a basis of V d n (W γ ), these polynomials are eigenfunctions of the differential operator L γ in (1.2); that is, (2.10)
In particular, the differential equation has a complete set of solutions consisting of n+d−1 n linearly independent polynomials of degree n.
Remark 2.1. Analytic continuation shows that (2.10) still holds if some or all γ i are ≤ −1, in which case, however, {P γ n : |n| = n} no longer contains a complete set of solutions.
If some components of γ are negative integers, the polynomial P γ n still satisfies some orthogonality with respect to a different weight function. More precisely, we have the following lemma.
n is orthogonal to polynomials of degree at most |n| − |m| − 1 with respect to W γ,0 k ; that is,
Proof. Let us denote temporarily x = (x 1 , x 2 ) with
and, similarly, n = (n 1 , n 2 ). Furthermore, let m = (m ′ , m 0 ) with m ′ ∈ N k−1 . Then, by the Rodrigue formula (2.9),
We perform integration by parts on the last integral. Since γ i > −1, the integration by parts over the first d − k + 1 variables carries through without problem. For integration by parts in x d−k+2 , the first component of x 2 , the part that is being integrated out, is zero since, if j ≤ m 1 , then
vanishes for x d−k+2 = 0 and |x| = 1, whereas if j > m 1 , then for ℓ = n d−k+2 − j,
(1 − |x|) |n|−m0 vanishes on the boundary. Consequently, we conclude that
since the term insider the bracket is a polynomial of degree |m| + deg Q < n.
It should be noted that, instead of γ = (γ, −m), we can assume that γ i is a negative integer for i in a subset of {1, 2, . . . , d + 1} in the above lemma. The result will be similar and the precise formulation should be clear from the above proof.
The simplex T d is symmetric under the permutation of (x 1 , . . . , x d , x d+1 ). This symmetry carries over to the Rodrigue basis. Let
For a subset S of Z d we denote by |S| the cardinality of S and by S c the complement of S, that is, S c := Z d \ S. Let G k be the permutation group of k elements; its action on a function g :
Just as in the case of d = 2, see (2.6), we can permute variables and parameters of P γ n to obtain different bases of
In the case of d + 1 ∈ S, the notation P γ S n (x S ) agrees with that of (2.9), and it is a simple permutation of P γ n (x). For d = 2, see (2.6). Lemma 2.5. Let S and P
Proof. In the first case, d + 1 / ∈ S, changing variable x → xσ in the integral of P n , g γ shows immediately that P
The second case, d + 1 ∈ S, requires a bit more work. Up to a permutation in G d , we can assume that
. Making a change of variable
so that 1 − |u| = x d and, using superscript for the variable with respect to which the derivative is taking,
, we obtain from the Rodrigue formula (2.9) that
Furthermore, under this change of variables, W γ (x) = W γ S (u). Consequently,
by the orthogonality of P γ n , so that P
. Furthermore, we have the biorthogonal relation
We note that V γ n is well defined even if γ d+1 = −1, since γ d+1 appears only in |γ| in the right hand side of (2.11). For latter use, we state one more property of V γ n . Let e 1 , . . . , e d be the standard basis of R d , that is, the ith coordinate of e j is 1 if
Proof. We can assume i = 1 and write V γ n as
Taking derivative with respect to x 1 and shifting the summation index over m 1 , we obtain
Since (a) n = a(a + 1) n−1 , it holds that
from which (2.12) follows.
The relation (2.12) allows us to take higher order derivatives of V γ n . One interesting consequence of the lemma is that V γ n are orthogonal polynomials for a family of other inner products that involve differentiation. To state the result, we need further notation. For a subset S = {i 1 , . . . , i j } of Z d , we define
where λ S are nonnegative numbers. Then the polynomials V γ n in (2.11) are orthogonal with respect to the inner product
Proof. By (2.12), taking repeated derivatives of V γ n , we have
with S = {i 1 , . . . , i j }, which implies, by the orthogonality of V
and, consequently, orthogonal with respect to
Remark 2.2. Using the relation (2.12) repeatedly, we can also include partial derivatives of higher orders, such as
For our purpose, the definition in (2.13) is sufficient.
A couple of remarks are in order. We note that [·, ·] S is not an inner product by itself since, for example, can be decomposed into lower dimensional faces.
|S| . In particular, for |S| = d, the 0-dimensional faces are precisely the vertices e 0 , e 1 , . . . , e d of T d , whereas for |S| = 1,
is a weight function of the same type in variables {x i : i ∈ S c }.
n (x S ) be defined as Definition 2.4.
: |n| = n, and n ℓ = 0, ∀ℓ ∈ S j }.
We further define
Lemma 2.10. The space H d n,Sj (W γ ) satisfies the following properties:
Proof. The item (i) follows immediately from Lemma 2.5. For the proof of item (ii), we need to consider two cases, d + 1 / ∈ S and d + 1 ∈ S. 
where S * j := {1, 2, . . . , j} and H
which is equivalent to
This completes the proof.
) is defined as follows: γ * ℓ ∈ R are arbitrary for ℓ ∈ S j and γ * ℓ = γ j otherwise. In particular, every element of H Proof. In the Rodrigue formula P γ n of (2.9), if n ℓ = 0, then the derivative with respect to x ℓ does not appear, so that, after canceling out x −γ ℓ ℓ and x γ ℓ ℓ , γ ℓ does not appear in P γ n , which means that we can assign γ ℓ any value. In other words,
Main results
Our main results on the simplex are fairly involved in notations. We shall state our results first in the case of triangle, that is, d = 2, and use it to explain how we arrive at the results.
3.1. Sobolev orthogonal polynomials on the triangle. As stated in the introduction, we are facing two problems. The first one is to find a complete solutions of polynomials for the differential equation (1.2) in which d = 2 and γ = (α, β, γ).
To facilitate the discussion, we define the following subspaces of V 2 n (W α,β,γ ), H n,1 (w γ,β ) := span{P (1 − x − y, y)}, which can be formulated as special cases of the spaces in Definition 2.9. According to Proposition 2.1,
n (w α,β ). In the following we adopt the convention that V 2 n (W α,β,γ ) = ∅ and H n,j = ∅, if n < 0. Theorem 3.1. For n ∈ N 0 and at least one of α, β, γ being −1, the differential equation L α,β,γ u = −n(n + α + β + γ + 2)u has a solution space U 2 n (W α,β,γ ) of polynomials of degree n, which has dimension n + 1 and can be decomposed as a direct sum as follows:
for n ≥ 1 and U From the decomposition, we can deduce further relations among the subspaces. 
Remark 3.1. In the statement of the theorem, we could also assume either α = −1 or β = −1 instead of γ = −1. The result then can be obtained via permutation of (α, β, γ) and the corresponding permutation of (x, y, 1 − x − y). We give one example explicitly:
n−2 (W 1,1,γ ) + xH n−1,2 (w γ,1 ) + yH n−1,1 (w γ,1 ). Our second problem is to identify an inner product under which the eigenspaces in the Theorem 3.1 are orthogonal. [x∂ x f (x, y)∂ x g(x, y) + y∂ y f (x, y)∂ y g(x, y)] x α y β dxdy
∂ xy f (x, y)∂ xy g(x, y)(1 − x − y)dxdy, .
as will be shown in (iii) of Theorem 3.7.
Again, by symmetry, we can state the inner product if other parameters are −1. We give one example.
where λ 1 , λ 2 ≥ 0 with at least one of them positive and λ 0,0 > 0.
Remark 3.2. Notice that f, g −1,−1,γ contains two terms of one-dimenional integral, whereas f, g α,−1,−1 contains only one such term. Evidently, by symmetry we could include another term in f, g α,−1,−1 . In fact, it will become clear in the discussion below that we could include even more terms if we are willing to use higher order derivatives. Apart from consideration of symmetry, as in the three vertices in f, g −1.−1.−1 in Definition 3.3, we shall keep the number of terms in the inner product minimal below.
These theorems will be special cases of the results on T d . We will not give separate proof for d = 2. Instead we give an indication below on how the main terms of the inner products are identitified. We start from an observation in [6] that the monic orthogonal polynomials V (α,β,γ) k,n (x, y) are also orthogonal with respect to the inner product, when α, β, γ > −1,
which is a special case of Lemma 2.7. Since V α,β,γ k,n are well-defined if γ = −1, letting γ → −1 preserves the orthogonality, which is how the orthogonality in f, g α,β,−1 was established [6] , but the method does not give the decomposition of the orthogonal space. Indeed, the second and the third terms in the right hand side of [f, g] α,β,γ make sense for γ = −1 as well, whereas for the first term we parametrize the integral over T 2 as 
to conclude that
which is a constant multiple of f, g α,β,−1 when λ 2 = λ 1 . Since V (α,β,−1) k,n (x) are well defined for all 0 ≤ k ≤ n, their orthogonality is preserved under the above limit.
The above limit process can be continued one more time by taking, for example, β → −1, which gives lim
where c is a constant. However, since V (α,−1,−1) k,n (x) are not well defined when k = 0, the limit process at this stage no longer gives the complete answer for our problem.
If we take the limit α → −1 in f, g α,−1,−1 , we end up with
which however is no longer an inner product since, for example, it is equal to zero if f (x, y) = g(x, y) = xy. In order to obtain the main terms of the inner product in f, g −1,−1,−1 we need to go one level up by noticing that, by Lemma 2.7, V (α,β,γ) k,n are orthogonal with respect to yet one more inner product: For α, β, γ > −1,
where λ 1 , λ 2 , λ 1,1 are nonnegative numbers. Taking the limit three times in the above inner product leads to the main terms of the inner product f, g −1,−1,−1 .
We emphasis, however, that the above limiting process only suggests possible form of the Sobolev inner product. It neither gives the final answer nor it proves the orthogonality.
3.2.
Sobolev orthogonal polynomials on the simplex. For a fixed positive integer k, 1 ≤ k ≤ d, we consider W γ with γ d+2−k = . . . = γ d+1 = −1. For convenience, we introduce the notation
where 1 k := (1, . . . , 1) ∈ Z k and −1 k = (−1, . . . , −1), and we always assume that the subindex of W γ is a vector in R d+1 so that, with the length of the vector −1 k being k, the length of γ is d − k + 1, γ = (γ 1 , . . . , γ d−k+1 ). In particular,
In these notations we can allow k = d + 1 if we regard γ ∈ R d−k+1 as nonentity when k = d + 1 and write W −1 d+1 (x) = W −1 (x).
Recall the subspace H d n,Sj (W γ ) in the Definition 2.9. From Remark 2.11, since the values of γ i for i ∈ S j can be arbitraty in the basis of H d n,Sj (W γ ), we can set
so that S k,j (σ) contains the indices of zero elements in (0 k−j , 1 j )σ, and we treat S k,j (σ) as a vector whose elements are arranged according to their order in (γ, (0 k−j , 1 j )σ)}. To simplify the notation, we define for j = 0, 1, . . . , k − 1,
where if σ = id, then S k,0 = {d + 2 − k, . . . , d + 1} and 1 0 is a nonentity. It then follows by Lemma 2.10 that
agrees with the
In particular, if σ = id, then S k,j = {d − k + 2, . . . , d + 1 − j} and
with variables
We adopt the convention that k i=j a i = 0 if k < j regardless the values of a i . Theorem 3.5. Let k be a fixed integer, 1 ≤ k ≤ d + 1 and γ ∈ R d−k+1 . For n ∈ N 0 , the differential equation
which can be decomposed as a direct sum as follows:
where x d+1 = 1 − |x|, and with x 0 := 1 and (ε 1 , . . . , ε d+1 ) = (0 d−k+1 , (0 k−j , 1 j )σ),
x δi with δ i = i if ε i = 1, and arbitrary real numbers c 1 , . . . , c d , and for n ≥ 2,
where, with (ε 1 , . . . , ε d+1 ) = (0 d+1−j , 1 j )σ,
x δi with δ i = i if ε i = 1, and δ i = 0 if ε i = 0.
In the case of k = d + 1, that is, all γ j = −1, the differential equation becomes
For n = 1, any polynomial of the form P i (x) = x i + c i with c i being an arbitrary constant satisfies the equation L −1 P = 0. The values of the constant will be fixed when we discuss the Sobolev orthogonality.
As an example, we give the decomposition for k = 3 and k < d explicitly:
Our next theorem shows that the elements in U d n (W γ,−1 k ) are orthogonal polynomials with respect to an inner product of the Sobolev type. We need the following notations: for 1 ≤ k ≤ d − 1, define
where if k = d, we replace the last term by λf (e 1 )g(e 1 ), with λ ≥ 0. Finally, when all γ i = −1, for λ I ≥ 0 and λ i,0 ≥ 0, define
In the following we shall write f, g γ,−1 k with k = 1, 2, . . . , d + 1 for all three cases. Whenever f, g γ,−1 k is an inner product, we can define a space of orthogonal polynomials. Our next result says that the space of orthogonal polynomials with respect to f, g γ,−1 k is exactly U d n (W γ,−1 k ). First, however, we need to specify U
is the space of orthogonal polynomials with respect to f, g γ,−1 k . (iii) In the case of k = 1, the decomposition of (3.3) is orthogonal, that is,
Remark 3.3. For k ≥ 2, the direct sums in the decomposition of U d n (W γ,−1 k ) is in general not orthogonal sums. In other word, the elements belong to different parts of the decomposition (3.4) may not be mutually orthogonal in general. On the other hand, the Gram-Schmid process is applicable if an orthonormal basis is desired.
It should be mentioned that, as stated in Remark 3.2, it is possible to add more terms or higher order derivatives in the definition of f, g γ,−1 k but we strike to keep the number minimal.
Lemmas and Proof of Theorems
In the first subsection we prove several lemmas that will be needed for the proof of Theorem 3.5. The proofs of the main results are given in the subsequent sections.
4.1. Lemmas on Rodrigue basis. Our first two lemmas are analogues of (2.4) of one variable with one of the element in γ being −1.
Proof. Applying the product rule
multiple times within the Rodrigue formula, we obtain
in which the first term in the right hand can be written as
so that, putting the two identities together, we conclude that
which completes the proof.
Proof. Without loss of generality, we can assume
, and applying the product rule
multiple time with the Rodrigue formula, we obtain
Splitting the partial derivatives in the first term as
, a quick computations establishes the stated identity.
By repeatedly applying the above lemmas, we can deduce a relation when more than one γ i equal to −1. We state the results in the following corollaries.
In particular, it follows that
. Combining Lemmas 4.1 and 4.2 , we can also deduce the following lemma:
For later use, we need to reverse the expression in (4.1), which is the content of the following lemma.
Lemma 4.5. Let j = (j 2 , . . . , j d ). Then there exist constant µ j such that
where the sum is over j i for i = 2, 3, . . . , d. In particular, for n ≥ k,
Proof. To simplify the notation in the proof, let
, which proves (4.2) for n = (n, 0, . . . , 0). Notice that the subindex n of P γ n is always in N d 0 , so that we have suppressed the subindex of 1 = 1 k−1 for the polynomial in the left hand side and the subindex of 0 = 0 d−1 for the polynomial in the right hand side. We shall keep this convention below. Again by (4.1), we have
, which shows by induction on n 2 that
where the µ j can be determined inductively, which proves (4.2) for n = (n 1 , n 2 , . . . , 0). Furthermore, the above proof shows, in fact, that
for every σ ∈ G d−k+1 , the permutation group of (d − k + 1) elements. In the next step, we deduce from (4.1) that
For n 3 = 1, we can use induction on n 2 to deduce, from
Then, by induction on n 3 , we can deduce the desired (4.2) for n = (n 1 , n 2 , n 3 , 0). It is now clear how to proceed, by induction if necessary, to conclude that (4.2) holds for n = (n d−k , 0).
We can go beyond d − k by using (4.1) and the fact that λ m,τ = 0 if m = 1 and τ = −1. Indeed, (4.1) implies that
which allows us to use the induction on n d−k+1 to prove (4.2) for n = (n d−k+1 , 0). Furthermore, the process can obviously be continued, by induction if necessary, until we reach n = (n 1 , . . . , n d ). This completes the proof.
4.2.
Proof of Theorem 3.5. By (3.4) in the Theorem 3.5, the space U d n (W γ,−1 k ) consists of three main terms. Since, by Lemma 4.5, the elements in the space
by Remark 2.1, they satisfy the equation
which takes care of the first term. The second term of the decomposition in (3.4) is a large sum. Since the permutation is acting on (0 k−j , 1 j ) and the differential operator L γ,0 k−j ,1j is clearly invariant under such permutation, we only need to consider, for 1 ≤ j ≤ k − 1, the cases of
From Lemma 2.11, since the parameters in {γ i : i ∈ S k,j } do not appear in the basis of H d n−j (W γ,0 k−j ,1j ), the values of these parameters can be arbitrary. As a result, we can write
On the other hand, from Lemma 4.5, for γ ∈ R d−k+1 , we have 
where m k = {d − k + 2, . . . , d} and m
is decomposed into three pieces as in (3.4) , where the second term is a large sum. The proof is divided into several cases according to this decomposition.
, where x d+1 = (1 − |x|) and P Taking derivative of f with respect to variables whose index is in m k , we obtain First of all, since the inner product f, g γ,1 k involves symmetric derivatives with respect to variables {x d−k+2 , . . . , x d }, it is sufficient to consider the case that σ = id. Let j be fixed, 1 ≤ j ≤ k − 1. Since x j,k contains the variable x d+1 , we can assume then
where Q n−j ∈ H Using these notations, we can write the element Q n−j ∈ H 
