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Living organisms process information to interact and adapt to their changing environment with
the goal of finding food, mates or averting hazards. The structure of their niche has profound
repercussions by both selecting their internal architecture and also inducing adaptive responses to
environmental cues and stimuli. Adaptive, collective behaviour underpinned by specialized opti-
mization strategies is ubiquitously found in the natural world. This exceptional success originates
from the processes of fitness and selection. Here we prove that a universal physical mechanism of a
nonequilibrium transition underlies the collective organization of information-processing organisms.
As cognitive agents build and update an internal, cognitive representation of the causal structure
of their environment, complex patterns emerge in the system, where the onset of pattern forma-
tion relates to the spatial overlap of cognitive maps. Studying the exchange of information among
the agents reveals a continuous, order-disorder transition. As a result of the spontaneous breaking
of translational symmetry, a Goldstone mode emerges, which points at a collective mechanism of
information transfer among cognitive organisms. Taken together, the characteristics of this phase
transition consolidate different results in cognitive and biological sciences in a universal manner.
These finding are generally applicable to the design of artificial intelligent swarm systems that do
not rely on centralized control schemes.
Living organisms respond to environmental cues and
stimuli in order to locate resources, avoid threats, or ex-
press social behaviour1–3. The navigation of the environ-
ment requires a feedback loop of information processing,
inference, and active response that optimizes the sensory
inputs2,3, and that, in time, produces evolutionary sur-
vival strategies. In this view, living organisms constantly
incorporate the spatio-temporal information of their dy-
namic environment into an internal representation. We
call this internal representation of the geometry, topog-
raphy, external entities, and other aspects of the envi-
ronment a cognitive map4–8. The emergence of adap-
tive organization in the collective behaviour of cognitive
agents naturally prompts the question whether we can
find generic features which are characteristic of the col-
lective dynamics of cognitive agents. In other words, does
the cognitive competence of the agents result in charac-
teristic features of their collective behaviour, and if so,
what are these features?
In order to investigate this fundamental question, we
need to choose a quantitative description of cognitive
competence which allows to be implemented into a model
of collective behaviour. It is clear that there are many
phenomenological aspects which distinguish an agent
with some intelligence from a simple active matter agent,
like a self-propelling particle. Internal representation is
a highly complex cognitive process that can be realized
through memory, pattern recognition, and maximization
of the information about the environment.
Cognitive maps are a prerequisite of intelligent be-
haviour. Consider, for instance, a simple analogy to a
chess player. It is the player’s internal cognitive map that
allows to contemplate the possible moves and the ramifi-
cations of their consequences, i.e., hypothetical trajecto-
ries. At the same time, the player’s strategy can be cast
into a simple, universal form: the maximization of future
options to move without losing the king. The player who
has no such option left is called checkmate and loses. For
the present study, we identify cognitive competence with
the ability of the agent to maximize the number of hy-
pothetical moves within the agent’s cognitive map of the
environment.
Given that an agent creates a representation of its
environment within a certain distance, it is straight-
forward to quantify such representation for modelling.
We define a cognitive map as the ensemble of random
hypothetical trajectories, {Γτ (t)}, each of total dura-
tion τ , that the agent may traverse to explore its en-
vironment. We explicitly indicate the dependence on
time t because the cognitive map is dynamically up-
dated as information is acquired. Starting from its ini-
tial position, x0, the area probed by the agent, and
thus the size of its cognitive map, is directly propor-
tional to τ . The number of options necessary to tra-
verse such trajectories, P (Γτ (t)|x0), can be expressed as
an information entropy of the cognitive map, S(X, τ) =
−kB
∫
P (Γτ (t)|x0) lnP (Γτ (t)|x0)DΓτ (t), which is ex-
pressed as a path integral over the cognitive map {Γτ (t)}
(see Methods and9,10), and where kB is Boltzmann’s con-
stant to give dimensions of entropy. The symbolX repre-
sents the characteristics of the environment and of other
agents.
Maximization of S can then be represented by a force
acting on the agent of the form F(X, τ) = θ∇XS(X, τ).
The coupling parameter θ (with dimensions of temper-
ature) represents how high is the cognitive competence
of the agent, that is, how strongly the agent responds
to the environment (see Methods). In order to maximize
the information an agent needs to take into account other
agents. This corresponds to following the gradient of S.
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FIG. 1. Schematic representation of a system of cognitive
agents and their cognitive maps. (a) Starting from the ini-
tial condition in configuration space the agents (empty cir-
cles) create a cognitive map of their surroundings by means
of hypothetical sampling trajectories of duration τ . The cones
show a (2 + 1)-dimensional envelop of the trajectories, which
represent the cognitive maps, of average radius λ. When the
cones overlap, the agents sense each other and a force arises.
(b) Shown here are four sampling trajectories emanating from
cognitive agent i. The grey gradient represents the projection
of the cognitive map onto the plane. As one of the trajectories
impacts with agent j, agent i is forced to modify its trajectory,
thus responding to its cognitive representation of the environ-
ment. Cognitive competence is the tendency to maximize the
options left after one agent enters the space of the other, and
to avoid in the most efficient way the overlapping regions.
Similar expressions have been used in cosmology11,12, bi-
ological infotaxis2, sensorimotor systems13, and control
theory10. Importantly, maximization of information has
been found as characterizing human cognition14. Fig-
ure 1 shows a sketch of a few agents which interact with
each other and with the environment. Each agent ex-
plores the available configuration space and acquires in-
formation about its structure, and in so doing builds its
cognitive map, and optimizes its behaviour through re-
sponding to the surrounding. In the overlap regions of
the forward cones the agents have a probability to col-
lide, and because of this the effective force F(X, τ) arises.
The overlap regions and the corresponding effective forces
appear when the distance between any two agents be-
comes shorter than the average linear length, λ(τ), of the
agents’ hypothetical trajectories, which relates to the size
of the cognitive map.
Our definition of information entropy S satisfies the
following criteria. First, S is based on the information
content of the system because agents retrieve and process
information about the presence of other agents. Second,
it is universal, as it does not require any specific goal
or strategy, such as rules for taxis of bacteria in chemo-
attractant concentration fields. Third, it obeys the laws
of information theory and information processing, essen-
tial to build cognitive maps. Fourth, it obeys causality
because the current state of the cognitive map influences
the agent’s future dynamics.
We carried out simulations of N agents in a two-
dimensional, continuous system of size L × L, where
agents interact with each other via the force F and with
hard-core repulsion when their distance is less than the
agent diameter σ. Figure 2 shows the steady-state config-
urations of the system as the size λ of the map increases.
At low values of cognitive map size λ with respect to the
inter-agent separation (Fig. 2(a)) most agents are iso-
lated and randomly distributed throughout the system.
As λ increases, we observe the spontaneous formation
of short linear chains of agents (Fig. 2(b)). At λ = 5.6σ
the chains grow longer and outline a labyrinthine pattern
in the system (Fig. 2(c)). Upon further increase of λ,
the pattern continuously morphs into a cellular structure
(Fig. 2(d-e)), which we find well developed at λ = 10.8σ
(Fig. 2(f)). A similar sequence of patterns can be ob-
served when we vary the filling fraction, φ ≡ Npiσ2/L2.
The phase diagram of the system is shown in Figure 3(a).
The transition line from short chains to more complex
pattern is well fitted by a relation φ ∼ λ−2 which sug-
gests that the transition is triggered as the mean inter-
agent distance is comparable to the cognitive map size
λ.
In order to analyse the complex morphology of the pat-
terns, we employ the anisotropy parameter α ≡ β1−β2β1+β2 ,
defined in terms of the eigenvalues β1 and β2 of the
Minkowski tensor15,16 (see Methods for more details).
Figure 3(a) shows as a heat map the association of the
phase diagram with the anisotropy α of the configura-
tional patterns. At fixed filling fraction φ, the system
exhibits the largest anisotropy α when linear chains start
to connect with each other for intermediate values of the
size λ of the cognitive map. In contrast, at low λ, where
agents are isolated, the system is trivially isotropic. At
large values of λ, where cognitive maps significantly over-
lap and cellular patterns emerge (Fig. 2(f)), the asso-
ciated anisotropy decreases to values that are however
larger than in the case of low λ. This indicates that the
system gains again isotropy on the larger scale of the
cells. Figure 3(b) shows the anisotropy α of the pattern.
It exhibits a sharp maximum at λ ≈ 5.5 where the lin-
ear chains are most pronounced and the system is at the
threshold of forming the labyrinthine patterns.
The continuous dependence of α on λ provides ev-
idence of a continuous transition. It proves instruc-
tive to consider the mutual flow of information that
ensues from the overlap of the cognitive maps and,
in turn, dynamically modifies the cognitive maps of
the agents. This information flow can be quantified
via the notion of mutual information 17–19. The mu-
tual information for two sequences (ai) and (bj) is
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FIG. 2. Snapshots of a two-dimensional system system of N = 800 (L = 80σ) cognitive agents in steady-state configurations.
As the size of the cognitive map λ increases, complex structures emerge. (a) At λ = 0.8σ the agents are randomly distributed.
(b) At λ = 3.2σ agents start forming short linear chains. (c) At λ = 5.6σ the chains outline a labyrinthine pattern. (d) At
λ = 7.6σ the labyrinthine pattern continuously changes into a cellular structure. At λ = 10σ (e) and λ = 10.8σ (f) the cellular
structure is well formed. Thus, cognitive agents capable of ‘intelligent’ response to their environment and maximizing their
cognitive map information exhibit a clear phase transition from disorder (at small λ) to order (at large λ).
given by
∑
i,j P (ai, bj) log2
P (ai,bj)
P (ai)P (bj) , where P (ai) rep-
resents the probability of occurrence of of the ai value,
while P (ai, bj) is the joint probability for the values
ai and bj . Because we are interested in isolating the
causal interaction between agents that underpins the up-
date of the cognitive maps, we consider the positions
(xi(t), yi(t)) of the ith agent at time t and compute
~Mij ≡ (Mxij ,Myij), where Mxij = P (xi, xj) log2 P (xi,xj)P (xi)P (xj) ,
and Myij = P (yi, yj) log2
P (yi,yj)
P (yi)P (yj) . The total mutual
information is then
M = 1
Np
∑
i,j∈N (i)
| ~Mij | , (1)
where N (i) is the set of agents whose distance from i is
smaller than 4σ, and Np ≡
∑
i |N (i)| is the total number
of pairs (i, j) included in the sum in Eq. (1). We note that
the hypothetical Brownian trajectories are determined by
a temperature T , and therefore a longer λ relates to a
higher T .
As a measure of the impact of the cognitive maps onto
the trajectories, we consider the relative mutual informa-
tion ∆M =M−MBr, whereMBr is calculated following
Eq. (1) for a system of Brownian agents characterized by
the same T as in the cognitive agent system. Figure 4(a)
shows the dependence of the relative mutual informa-
tion ∆M on temperature T . At very low T , the cogni-
tive agent system exhibits a mutual information which
is within scattering consistent with a collection of Brow-
nian agents20. As the temperature increases beyond a
critical value Tc ≈ 0.023, ∆M increases steadily, while
the system develops labyrinthine and cellular patterns.
Taking Tc as the critical temperature of the order-
disorder transition reveals a region of critical scaling of
∆M with rescaled temperature. The critical exponent
is unity within data scattering (see inset of Fig. 4). At
T ≈ 0.05, ∆M reaches a maximum, and for even larger
T decreases slightly to a plateau value.
In order to further investigate the analogy with con-
tinuous phase transitions, we consider the spontaneous
breaking of translational symmetry (Galilean invariance)
associated with the emergence of the patterns for T > Tc.
In this case we expect a Goldstone mode to emerge, which
corresponds to ‘massless’ excitations propagating in the
system at infinite correlation length.
As we need to analyse the dynamic response of the
agents we consider the displacement covariance matrix21
Cij ≡ 〈δri(t) · δrj(t)〉, where δri(t) ≡ ri(t) − 〈ri〉. Fig-
ure 5 shows the eigenvalues of Cij for δx and δy, and the
comparison with a random matrix model of Gaussian-
distributed displacements. The first mode is considerably
above the random Gaussian model, and corresponds to
a large wavelength mode propagating through the sys-
tem (shown in the inset of Fig. 5). This is the Goldstone
mode associated to the order-disorder transition and cor-
responds to excitations of the ordered state.
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FIG. 3. Nonequilibrium phase diagram of the cognitive agent
system. (a) Symbols represent the steady-state configuration
for up to N = 500 agents: isolated agents (•), short chains
(◦), labyrinthine pattern (+), cellular pattern (). Heat map
of the anisotropy α ≡ β1−β2
β1+β2 of the W
1,1
2 Minkowski tensor.
The dotted line represents the φ−1/2 scaling of the transition
values of λ (note that an offset is added because at very low
filling fraction no transition is expected as there is now signif-
icant overlap of the cognitive maps). (b) Dependence of the
anisotropy α ≡ β1−β2
β1+β2 on the cognitive map size λ for a sys-
tem at φ = 0.1 (N = 800). Symbols have the same meaning
as in panel (a). Cognitive agents exhibit an order-disorder
phase transition to a cellular pattern as the mean inter-agent
distance becomes comparable to the cognitive map size λ.
In conclusion, we have found the first nonequilibrium
phase transition in a system of cognitive agents that dy-
namically interact with their environment and respond
to it with cognitive competence by maximizing the in-
formation content of their cognitive maps14. The tran-
sition from isolated Brownian-like particles to complex
patterns is characterized by different degree of overlap
of the cognitive maps. The continuous change of ∆M
as the system develops complex patterns, together with
the change of the anisotropy parameter β1−β2β1+β2 point at
a continuous transition in cognitive-agent systems. We
have found the existence of critical scaling at the onset of
the transition, where the cognitive maps overlap signifi-
cantly. We have identified a Goldstone mode propagating
through the system that is generated in the spontaneous
symmetry breaking of the order-disorder transition as
complex patterns emerge. Our results are relevant to ar-
tificial systems like autonomous micro-robots, and swarm
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FIG. 4. Nonequilibrium transition in a cognitive-agent sys-
tem. As the temperature T associated with the hypotheti-
cal Brownian trajectories increases, the mutual information
among the cognitive agents increases once their maps over-
lap significantly. The main panel shows the dependence of
the relative mutual information ∆M on T for L = 80σ at
fixed number density. The results are averaged over eight in-
dependent simulations for each data point. The inset shows
the scaling of ∆M in proximity of the critical temperature
Tc. The cognitive agent system exhibits a continuous phase
transition to complex patterns as the overlap of their cogni-
tive maps grows and they maximize the information content
of the map.
robotic22,23 systems explicitly designed to autonomously
mimic the collective behaviour of living organisms.
Methods
Construction of the cognitive map. The calculation of
P (Γτ (t)|x0) is performed by generating hypothetical sam-
pling trajectories, each of which represents a virtual evo-
lution during the time [0, τ ] of the agent with constraints
fixed at the present configuration and not depending on time
(they correspond to D’Alembert virtual displacements). The
virtual trajectories are generated using Langevin dynamics
mv˙ = −γv+ξ(t) +h(r), where v is the velocity of the agent,
m its mass, γ the viscous drag, h(r) represents the holonomic
constraints and the other agents, and ξ(t) is a random noise
with zero mean and 〈ξi(t)ξj(t′)〉 = 2γkBTδijδ(t− t′).
Simulations. For every agent the force due to the over-
lapping cognitive maps F(X, τ) = 2θ
TNΩ
〈∑NΩ
n=1 fn(0) ln(
Ωn
〈Ωn〉 )〉
is calculated by independently sampling the phase-space vol-
ume Ω via NΩ trajectories. The effective temperatures T and
θ and the random force fn(0) determine the first step of the
hypothetical sampling trajectory. The ratio of the temper-
atures θ/T determines the magnitude of the causal entropic
force. The parameter T is a measure for the random noise
and is proportional to the average linear size λ of a hypo-
thetical sampling trajectory. The phase-space volume of ev-
ery trajectory is defined as Ω−1i = NΩP (Γτ (t)|x0), and we
approximate it through the radius of gyration R of all posi-
tions of the sampling trajectory relative to their mean position
Ωi ≈ R2 = 1K
∑K
k=1(rk − r¯) and then applied to it according
to the equation of motionmv˙ = −γv+F(t)+h(r). All agents
have the diameter σ. Any interaction of a sampling trajectory
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FIG. 5. Growth of correlated motion. (a) Spectrum of eigen-
values of the displacement covariance matrix (for a system
with φ = 0.1 and λ = 8σ) and comparison with a model
of Gaussian-distributed random displacements. The largest
eigenvalue mode corresponds to a Goldstone mode propagat-
ing through the system. (b) We show the collective fluctua-
tion in the agents’ positions due to a Goldstone mode prop-
agating through the system when elongated linear chain pat-
terns emerge. As complex patterns emerge and Galilean in-
variance is spontaneously broken, collective fluctuations ma-
terialize through the propagation of a Goldstone mode.
with another agent is hard core, whereas actual agents inter-
act with each other through a repulsive linear spring when
|ri − rj | < σ. The agents are initially placed randomly with
a uniform distribution within the system and without any
overlap of the agents’ hard cores. The system size is fixed at
L = 80σ.
Measure of anisotropy. The Minkowski tensorW1,12 (C) ≡
1
2
∫
∂C
r  nG2 dr provides a measure of anisotropic mor-
phologies15,16. It is a second rank symmetric tensor, where
G2 = (κ1 + κ2)/2 is the local curvature, r the position vec-
tor, n the normal vector to the surface ∂C of a body, and
(a b)ij ≡ (aibj + ajbi)/2 is the symmetric tensor product of
vectors a and b. The anisotropy parameter α ≡ β1−β2
β1+β2 , where
β1 and β2 are the largest and smallest eigenvalues of W1,12 ,
respectively, gives a measure of anisotropy of the pattern.
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