Introduction
The main geometric objects of study in this paper are double Bruhat cells G u,v = BuB ∩ B − vB − in a simply-connected connected complex semisimple group G; here B and B − are two opposite Borel subgroups in G, and u and v any two elements of the Weyl group W . Double Bruhat cells were introduced and studied in [5] as a geometric framework for the study of total positivity in semisimple groups; they are also closely related to symplectic leaves in the corresponding Poisson-Lie groups (see [4, 6] ). It will be convenient for us to replace G u,v with a reduced double Bruhat cell L u,v introduced in [3] . The variety L u,v can be identified with the quotient of G u,v modulo the left (or right) action of the maximal torus H = B ∩ B − . As shown in [5, 3] , an algebraic variety L u,v is biregularly isomorphic to a Zariski open subset of an affine space of dimension m = ℓ(u)+ℓ(v), where ℓ(u) is the length of u in the Coxeter group W . However, the smooth topology of L u,v can be quite complicated. A first step towards understanding this topology is enumerating the connected components of the real part L u,v (R). In the case when G is simply-laced, a conjectural answer was given in [14, Conjecture 4 .1]. Here we prove this conjecture and extend the result to an arbitrary semisimple group G. The answer is given in the following terms: as shown in [14] for G simply-laced, every reduced word i of (u, v) ∈ W ×W gives rise to a subgroup Γ i (F 2 ) ⊂ GL m (F 2 ) generated by symplectic transvections (here F 2 is the 2-element field). We extend the construction of Γ i (F 2 ) to an arbitrary G (it is still generated by transvections but not necessarily by symplectic ones). Extending [14, Conjecture 4 .1], we show that the connected components of L u,v (R) are in a natural bijection with the Γ i (F 2 )-orbits in F m 2 . As explained in [14] , this provides a far-reaching generalization of the results in [12, 13] ; this also refines and generalizes results in [10, 11] .
Our proof uses methods and results developed in [5, 3] . First, it was shown there that every reduced word i of (u, v) ∈ W × W gives rise to a biregular isomorphism between the complex torus C u,v such that replacing the divisor {M n,i = 0} with {M ′ n,i = 0} leads to another "toric chart" U n,i in L u,v . Then we prove that the connected components of the real part of the union of charts U i n U n,i are in a natural bijection with the Γ i (F 2 )-orbits in F the connected components of L u,v (R) are enumerated in the same way as those of the real part of U i n U n,i . According to [5, 3] , each M k,i is a "twisted (generalized) minor" on G. We show that each M ′ n,i is obtained by the same twist from a regular function on G which is no longer a minor but can be expressed as a sum of two Laurent monomials in minors. These regular functions are of independent interest for the study of the dual canonical bases in the ring of regular functions C[G] and its q-deformation.
The paper is organized as follows. After recalling the necessary background, we formulate our main result (Theorem 2.2) in Section 2. In Section 3, we formulate a lemma (Lemma 3.1) that plays the crucial role in our proof of Theorem 2.2, and then show how this lemma implies the theorem. The proof of Lemma 3.1 is given in Section 4. Finally, Section 5 discusses some examples and applications of the results in Sections 3 and 4.
Main theorem
To formulate our main result, let us recall the necessary background from [5, 14, 3] . Let G be a simply connected semisimple algebraic group with the Dynkin graph Π. Let B and B − be two R-split opposite Borel subgroups, N and N − their unipotent radicals, H = B ∩ B − an R-split maximal torus of G, and W = Norm G (H)/H the Weyl group of G. Let g = Lie(G) be the Lie algebra of G, and h = Lie(H) the Cartan subalgebra of g. Let {α i : i ∈ Π} be the system of simple roots in h * for which the corresponding root subgroups are contained in N . Let {α ∨ i : i ∈ Π} be the corresponding system of simple coroots in h, and A = (a ij = α j (α ∨ i )) be the Cartan matrix. Thus, for i = j the indices i and j are adjacent in Π if and only if a ij a ji = 0; we shall denote this by {i, j} ∈ Π. For every i ∈ Π, let ϕ i : SL 2 → G denote the corresponding canonical SL 2 -embedding.
The Weyl group W is canonically identified with the Coxeter group W (A) generated by the involutions s i for i ∈ Π subject to the relations (s i s j ) dij = e for all i = j, where d ij = 2 (resp. 3, 4, 6) if a ij a ji = 0 (resp. 1, 2, 3). A word i = (i 1 , . . . , i m ) in the alphabet Π is a reduced word for w ∈ W if w = s i1 · · · s im , and m is the smallest length of such a factorization. The length m of any reduced word for w is called the length of w and denoted by m = ℓ(w). Let R(w) denote the set of all reduced words for w. The identification W = W (A) is given by s i = s i H, where
The representatives s i ∈ G satisfy the braid relations s i s j s i · · · = s j s i s j · · · (with d ij factors on each side); thus, the representative w can be unambiguously defined for any w ∈ W by requiring that uv = u · v whenever ℓ(uv) = ℓ(u) + ℓ(v).
The "double" group W × W is also a Coxeter group. The corresponding graph Π is the union of two disconnected copies of Π. We identify the vertex set ofΠ with {+1, −1} × Π, and write a vertex (±1, i) ∈Π simply as ±i. For each i ∈ Π, we set ε(±i) = ±1 and | ± i| = i. Thus, two vertices i and j ofΠ are adjacent if and only if ε(i) = ε(j) and {|i|, |j|} ∈ Π. In this notation, a reduced word for a pair (u, v) ∈ W × W is an arbitrary shuffle of a reduced word for u written in the alphabet −Π and a reduced word for v written in the alphabet Π.
The group G has two Bruhat decompositions, with respect to B and B − :
The maximal torus H acts freely on G u,v by left (or right) translations, and L u,v is a section of this action. Thus, G u,v is biregularly isomorphic to H × L u,v , and all properties of G u,v can be translated in a straightforward way into the corresponding properties of L u,v (and vice versa). In particular, Theorem 1.1 in [5] implies that L u,v is biregularly isomorphic to a Zariski open subset of an affine space of dimension
The real part of G is the subgroup G(R) of G generated by all the subgroups
Now let us fix a pair (u, v) ∈ W × W , and let m = ℓ(u) + ℓ(v). Let i = (i 1 , . . . , i m ) ∈ R(u, v) be any reduced word for (u, v). We associate to i an m × m matrix (C kl ) in the following way: set
Following [14] , we associate with i a directed graph Σ(i) on the set of vertices 
. The edges of type (i) are called horizontal, and those of types (ii) and (iii) inclined. A horizontal (resp. inclined) edge {k, l} with k < l is directed from k to l if and only if ε(i k ) = +1 (resp. ε(i k ) = −1). We shall write (k → l) ∈ Σ(i) if k → l is a directed edge of Σ(i).
We now associate to each n ∈ [1, m] a transvection τ n = τ n,i :
(note that if G is simply-laced then all the coefficients C kn and C ln in (2.2)are equal to 1, so (2.2) becomes formula (2.4) in [14] ). We call an index n ∈ [1, m] i-bounded if n − > 0. Let Γ i denote the group of linear transformations of Z m generated by the transvections τ n for all i-bounded indices n ∈ [1, m]. Let Γ i (F 2 ) denote the group of linear transformations of the F 2 -vector space F m 2 obtained from Γ i by reduction modulo 2 (recall that F 2 is the 2-element field).
We are finally ready to formulate our main result.
Theorem 2.2. For every reduced word
Note that in Theorem 2.2 we only need the modulo 2 reductions of transvections τ n , so the formula (2.2) could be simplified as follows:
We prefer the form (2.2) because it is suggested by the construction of toric charts in L u,v which is our main ingredient in proving Theorem 2.2.
Main lemma
As before, let G be a simply connected connected complex semisimple group with the Dynkin graph Π. We fix a pair (u, v) ∈ W × W , let m = ℓ(u) + ℓ(v), and fix a reduced word i = (i 1 , . . . , i m ) ∈ R(u, v). 
, and the biregular isomorphisms in (2) and (4) 
restrict to biregular isomorphisms
The functions M k = M k,i in Lemma 3.1 were introduced in [3, (4.13) ]. We recall the definition and prove Lemma 3.1 in the next section; in the rest of this section we show that it implies Theorem 2.2. To be more precise, we shall prove that the bijection in Theorem 2.2 can be defined as follows.
We split the proof of Theorem 3.2 into several lemmas. Let us abbreviate X = L u,v , and let C[X] be the ring of regular functions on X. Since X is isomorphic to a Zariski open subset of C m , the ring C[X] is a unique factorization domain. By property (1) Proof. Notice that every P ∈ C[X] restricts to a regular function on the Zariski open subset U i ⊂ X. By property (2) in Lemma 3.1, P is a Laurent polynomial in M 1 , . . . , M m . It follows that if M n is the product of two regular functions P and Q then both P and Q must be Laurent monomials in M 1 , . . . , M m . By Lemma 3.3, one of the factors P and Q must be a Laurent monomial in the variables M k for k not i-bounded, hence is an invertible element of C[X]. Therefore, M n is irreducible.
Restricting P to U i and using property (2) in Lemma 3.1, we see that P must be also a Laurent polynomial in M 1 , . . . , M m . By (3.1), this implies that the exponent of M 
The converse inclusion is obvious. Finally, the statement that X − U has codimension ≥ 2 in X is clear since X − U is the union of finitely many subvarieties, each given by two (distinct) irreducible equations. Now consider the real part U (R) = U i (R) n U n,i (R). By Lemma 3.6 and property (5) in Lemma 3.1, the complement X(R) − U (R) has real codimension ≥ 2 in X(R). Therefore, the connected components of X(R) (in the real topology) are closures of the connected components of U (R). It remains to show that Theorem 3.2 holds with X(R) replaced by U (R). For a subset Y ⊂ U (R) we now denote by Y the closure of Y in U (R). The role of transvections τ n is explained by the following lemma.
Lemma 3.7. Let ξ (1) and
k . Using Lemma 3.6, we see that there is a unique n such that ξ
n ; furthermore, this index n is i-bounded, and M ′ n (x) = 0. Since any neighborhood of x intersects both U (ξ (1) ) and U (ξ (2) ), it follows that the two monomials on the right hand side of (3.1) must have opposite signs at x. Let us write ξ k = ξ
Comparing this with (2.2), we conclude that ξ (2) = τ n (ξ (1) ), as claimed.
This implies that there exists a point x ∈ U n,i (R) such that (−1)
> 0 for all k = n, and the right hand side of (3.1) vanishes at x. Then any neighborhood of x contains points with the signs of all M k for k = n unchanged and with the right hand side of (3.1 positive (as well as negative). Thus, x ∈ U (ξ (1) ) ∩ U (ξ (2) ), and we are done. Now we are ready to complete the proof of Theorem 3.2. Let Ω be a Γ i (F 2 )-orbit in F m 2 , and consider the corresponding closed subset
and so is connected. Using the "if" part of Lemma 3.7, we conclude that Y Ω is connected (since the closure of a connected set and the union of two non-disjoint connected sets are connected as well). On the other hand, by the "only if" part of the same lemma, all the sets Y Ω are pairwise disjoint. Thus, they are the connected components of U (R), and we are done. 4 . Proof of Lemma 3.1 4.1. The functions M k . We start by recalling the definition of the functions M k = M k,i given in [3, (4.13) ]. First of all, recall that the weight lattice P of G can be thought of as the group of rational multiplicative characters of H written in the exponential notation: a weight γ ∈ P acts by a → a γ . The lattice P is also identified with the additive group of all γ ∈ h * such that γ(α ∨ i ) ∈ Z for all i ∈ Π. Thus, P has a Z-basis {ω i : i ∈ Π} of fundamental weights given by ω j (α 
This notation means that in the first (resp. second) product in (4.4), the index l is decreasing (resp. increasing); for example, if Π = {1, 2, 3} and i = (−2
Following [3, (4.13)], we define a regular function . To formulate it, we need some notation.
For every i ∈ Π and t ∈ C =0 , we denote
following [3] , we also denote
For any word i = (i 1 , . . . , i m ) in the alphabetΠ, let us define the product map
For k ∈ [1, m], we denote k + = min{l : l > k, |i l | = |i k |}, so that k + is the next occurrence of an index ±i k in i; if k is the last occurrence of ±i k in i then we set k + = m + 1. We also adopt the convention that M m+1 (x) = 1.
The following reformulation of Theorem 4.8 in [3] provides a refinement of property (2) in Lemma 3.1. 
This element x has the form x = x i (t 1 , . . . , t m ), with the factorization parameters t k given by: if i k ∈ −Π then
Remark 4.2. We see that the parameters t 1 , . . . , t m in the factorization x = x i (t 1 , . . . , t m ) are related to M 1 , . . . , M m by an invertible monomial transformation. The inverse of this monomial transformation can be computed explicitly: a direct calculation shows that
Finally, property (5) in Lemma 3.1 is clear since each M k is just a Laurent monomial in the factorization parameters t 1 , . . . , t m , while each M ′ n is the sum of two Laurent monomials; therefore they take real values when all t k are real.
Property (3).
To prove property (3) in Lemma 3.1, we shall construct a new family of regular functions on the whole group G. Let i = (i 1 , . . . , i m ) be a reduced word for (u, v) ∈ W × W such that |i 1 | = |i m | = i for some i ∈ Π, and |i k | = i for 1 < k < m. Let E ± = {k ∈ [2, m − 1] : ε(i k ) = ±1}, and let
be the rational function on G defined by one of the following four equations.
Theorem 4.3. In each of the above four cases,
Before proving Theorem 4.3, we show that it implies property (3) in Lemma 3.1. Let (u, v) be an arbitrary pair of elements of W , and fix a reduced word i = (i 1 , . . . , i m ) ∈ R(u, v). Let n be an i-bounded index in [1, m] , and let i ′ denote the subword (i n − , . . . , i n ) of i. We claim that the rational function M ′ n on L u,v defined by (3.1) is given by 
is regular on G, we first consider the case when i is "nonmixed," i.e., k < l for each k ∈ E − and l ∈ E + . Then the defining equation for and using (4.12), we obtain
Since all "principal minors" ∆ ωj ,ωj are distinct irreducible elements of C[G], it follows that ∆ ωi,ωi is relatively prime with j∈Π−{i}−(S+∩S−) ∆ −aji ωj ,ωj . Therefore,
is a regular function on G, as required. The argument in Case 1 is similar (and simpler). Let us only give the final answer: the function ∆ ′ is now given by
and it is again a regular function on G, as required. We shall deduce the general case in Theorem 4.3 from the non-mixed case just considered. Note that every reduced word i in each of the cases 1 -4 is obtained from the corresponding non-mixed word by a sequence of 2-moves each of which interchanges a pair of consecutive indices i k and i k+1 with k ∈ E − and k + 1 ∈ E + . It suffices to show that if i ′ is obtained from i by such a move then the regularity of ∆ ′ i implies that of ∆ ′ i ′ . We shall only treat Case 1; the argument in the other three cases is the same.
Let P 1 and P 2 (resp. P ′ . It is clear from the definitions that P ′ 1 = P 1 and P ′ 2 = P 2 unless −i k = i k+1 = j for some j ∈ Π such that a ji < 0. In the latter case, we have
is relatively prime with ∆ siωi,ωi , it remains to show that
is divisible by ∆ siωi,ωi . Since P 1 + P 2 is divisible by ∆ siωi,ωi , it suffices to show that
is divisible by ∆ siωi,ωi . This in turn follows from the fact that
is divisible by ∆ siωi,ωi . But the last expression can be factored according to (4.12) , and one of the factors is ∆ −aij siωi,ωi . This completes the proofs of Theorem 4.3 and property (3) in Lemma 3.1.
Property (4). Let us fix a reduced word
. . , t m be rational functions on C m given by (4.8) and (4.9), where M n is determined from (3.1). By Theorem 4.1, the map
To prove property (4) in Lemma 3.1, it suffices to show that π restricts to a regular map C m =0 → L u,v . Let us first show that π restricts to a regular map C m =0 → G. In view of (4.8) and (4.9), if k < n − or k > n then t k is a Laurent monomial in the variables M l with l = n. Thus we only need to show that the product x i n − (t n − ) · · · x in (t n ) is a regular function on C It remains to show that each of (p n t n ) ±1 and p n + t
−1
n is a regular function on C m =0 . By a direct calculation, both p n t n and p n + t
Clearly, both p and q are regular functions on C m =0 . The desired regularity of y k becomes a consequence of the following lemma.
In order not to interrupt the exposition, we will prove this lemma in the end of this section. Case 2:
Using (4.6) and the commutation relation [5, (2.5)], we can rewrite y k as follows:
is clearly a regular function on C m =0 . As for the first factor 
To complete the proof of property (4) , it remains to show that the image of π is contained in L u,v . By Theorem 4.1, this image is contained in the closure of L u,v . Recall from [5] that L u,v is determined inside its closure by the conditions ∆ ωj ,v −1 ωj (x) = 0 for all j. The results in [5] also imply that, for any x ∈ L u,v , we have
, where k(j) is the first occurrence of the index ±j in i. It follows that
, and we are done.
Proof of Lemma 4.4. The proof below was suggested by N. Reshetikhin; it is simpler than the author's original proof. Let {e i : i ∈ Π} be the standard generators of the Lie algebra n = Lie(N ); thus, we have x i (t) = exp(te i ) for every i ∈ Π and t ∈ C. Let Ad : G → Aut(g) be the adjoint representation of G, and ad : g → End(g) be the differential of Ad; recall that these representations satisfy exp (Ad(x)e) = x exp (e)x −1 and exp (ad(e)) = Ad(exp (e)) for x ∈ G and e ∈ g. It follows that
which is obviously regular in p and q (the last equality follows from Serre's relation ad(e i ) 1−aij (e j ) = 0).
Property (4) 
Two special cases are worth mentioning. If v = e then ε(i k ) = −1 for all k, and the inequalities (5.1) take the form a n ≥ a n − . If u = e then ε(i k ) = 1 for all k, and the inequalities (5.1) take the form −a n − a n − + n − <k<n C nk a k ≥ 0 ; the cone defined by these inequalities appeared in a different context in [7] , and also in [8] . [1, 2, 10, 11, 12, 13] . Let C denote the number of connected components of L e,w0 (R); to emphasize the dependency on G, we shall write C = C(X r ), where X r = A r , B r , . . . , G 2 is the type of G in the Cartan-Killing classification. The numbers C(A r ) were determined in [12, 13] : it turns out that C(A 1 ) = 2, C(A 2 ) = 6, C(A 3 ) = 20, C(A 4 ) = 52, and C(A r ) = 3 · 2 r for r ≥ 5. Theorem 2.2 allows us to extend this result to all other simply-laced types.
Proof. Following [14, Definition 3.10], we say that a graph is E 6 -compatible if it is connected, and it contains an induced subgraph with 6 vertices isomorphic to the Dynkin graph E 6 (see Fig. 1 ). , we obtain the following sufficient condition for the equality C(X r ) = 3 · 2 r : it holds provided G is simplylaced, and there exists i ∈ R(w 0 ) such that the induced subgraph of Σ(i) (see Definition 2.1) on the set of all i-bounded vertices is E 6 -compatible. In [13] this condition was checked for the type A 5 . Therefore, it also holds for any simplylaced Dynkin graph that contains an induced subgraph of type A 5 , that is, for A r (r ≥ 5), D r (r ≥ 6), E 6 , E 7 , and E 8 . It remains to check this condition for the type D 4 (the statement for D 5 then follows). Let Π = {1, 2, 3, 4} with the branching vertex 3. Take the reduced word i = (1, 2, 3, 1, 2, 3, 4, 3, 1, 2, 3, 4 ) ∈ R(w 0 ). By inspection, the induced subgraph of Σ(i) with i-bounded vertices 4, 5, 9, 10, 11, and 12 is isomorphic to the Dynkin graph E 6 , and we are done.
The numbers C(B 2 ) and C(G 2 ) were determined in [11] : it turns out that C(B 2 ) = 8 and C(G 2 ) = 11. Theorem 2.2 gives a simpler way to prove these answers. In the case of B 2 , take i = (j, i, j, i) with a ij = −2 and a ji = −1. Then Γ i (F 2 ) is the group of transformations of F ←→ 1111. The case of G 2 is treated in a similar fashion. Take i = (j, i, j, i, j, i) with a ij = −3 and a ji = −1. Then Γ i (F 2 ) is the group of transformations of F 6 2 generated by the transvections τ n (3 ≤ n ≤ 6) acting by τ n : ξ n → |k−n|≤2 ξ k . It is easy to see that the action of Γ i (F 2 ) in F 6 2 has 11 orbits: four fixed points 000000, 001001, 001110, and 000111; six 8-element orbits, and one 12-element orbit. The 8-element orbits are depicted in Fig. 2 (one has to take the first depicted orbit together with its translates by the 3 non-zero fixed vectors; and the second depicted orbit together with its translate by the vector 001110); the 12-element orbit is depicted in Fig. 3 . Remark 5.3. Computing the numbers C(B r ) and C(C r ) for r ≥ 3 seems to be a challenging problem. Since the transvections τ n are no longer symplectic in this case, one cannot use [14, Corollary 3.12] (at least, not in a straightforward way).
5.3.
Dual canonical basis for the type B 2 . In conclusion, we briefly discuss a potential application of the above results. Let G/N be the base affine space for G.
It is well-known that the ring of regular functions C[G/N ] (that is, regular functions on G invariant under right translations by elements of N ) is the multiplicity-free sum of all irreducible finite-dimensional representations of G. Let B denote the dual canonical basis in C[G/N ] (more precisely, B is the "classical limit" of the dual canonical basis in the q-deformed ring C q [G/N ]). Despite much progress in studying properties of the canonical bases, an explicit construction of B still remains to be found. It is known that B contains all "Plücker coordinates" P γ = ∆ γ,ωi for i ∈ Π and γ ∈ W ω i . We suspect that B also contains all functions ∆ ′ i in Theorem 4.3 corresponding to reduced words i consisting of elements of Π. Thus, these functions together with the Plücker coordinates P γ are among the building blocks for B.
As an illustration, consider the case when G is of type B 2 , i.e., Π = {i, j} with a ij = −2 and a ji = −1. The basis B in this case was found in [9] (even before the "official" discovery of canonical bases). Translating the results in [9] into our present notation, we obtain the following.
There are 8 Plücker coordinates: P ωi , P ωj , P siωi , P sj ωj , P sj siωi , P sisj ωj , P w0ωi , and P w0ωj . Let us also denote Q ωj = ∆ ′ (i,j,i) and Q 2ωi = ∆ ′ (j,i,j) ; thus, these functions are defined from the equations Q ωj P siωi = P sisj ωj P ωi + P ωj P w0ωi (5.2) and Q 2ωi P sj ωj = P 2 sj siωi P ωj + P The main result of [9] can be now summarized as follows. We see that B is the union (not disjoint!) of six families of elements corresponding to the edges of the hexagon in Fig. 4 : each family consists of all monomials in six variables P ωi , P ωj , P w0ωi , P w0ωj , P, Q, where P and Q lie in two adjacent vertices of the hexagon.
Note that the equations (5.2) and (5.3) can be now interpreted as expansions in the basis B of two "forbidden" monomials corresponding to diagonals of the hexagon. There are 7 more such identities corresponding to the remaining 7 diagonals:
Q ωj P sj siωi = P w0ωj P ωi + P sj ωj P w0ωi ; Q 2ωi P sisj ωj = P 2 w0ωi P ωj + P 2 siωi P w0ωj ; P siωi P sj siωi = P ωi P w0ωi + Q 2ωi ;
P sj ωj P sisj ωj = P ωj P w0ωj + Q 2 ωj ;
P siωi P sj ωj = P sj siωi P ωj + P ωi Q ωj ; P sj siωi P sisj ωj = P siωi P w0ωj + P w0ωi Q ωj ;
Q 2ωi Q ωj = P sj siωi P w0ωi P ωj + P siωi P ωi P w0ωj .
