The aim of this chapter is to begin the study of the nonlocal evolution problems by the analysis of the asymptotic behaviour of solutions of nonlocal linear diffusion problems in the whole R N . First, we deal with the simplest model,
We focus our attention on existence and uniqueness of solutions, their asymptotic behaviour as t → ∞ and the convergence of solutions of these nonlocal evolution equations to solutions of classical models, such as the heat equation, when the nonlocal equation is rescaled in an appropriate way. As it happens in the study of the Cauchy problem for the heat equation, the Fourier transform will play a fundamental role, allowing us to obtain an explicit formula for the solution to the nonlocal equation in Fourier variables.
The Cauchy problem
We consider the linear nonlocal diffusion problem presented in the Preface, This means that J is a radial probability density.
As we have mentioned in the Preface, this equation has been used to model diffusion processes. More precisely (see [106] ), if u(x, t) is thought of as a density at a point x at time t and J(x − y) is thought of as the probability distribution of jumping from location y to location x, then R N J(y − x)u(y, t) dy = (J * u) (x, t) is the rate at which individuals are arriving at position x from all other places, and −u(x, t) = − R N J(y − x)u(x, t) dy is the rate at which they are leaving location x to travel to all other sites. This consideration, in the absence of external or internal sources, leads immediately to the fact that the density u satisfies equation (1.1).
A solution of (1.1) is understood as a function u ∈ C 0 ([0, +∞); L 1 (R N )) that satisfies (1.1) in the integral sense; that is, u satisfies u(x, t) = u 0 (x) + t 0 R N
J(x − y)u(y, s) dy − u(x, s) ds.
This definition of solution is quite natural since every term in the equation is well defined. In Theorem 1.4, it is shown that existence and uniqueness hold for this kind of solutions. As we are dealing with nonlocal diffusion problems, searching for a solution in some Lebesgue space seems the appropriate thing to do.
We shall make an extensive use of the Fourier transform in order to obtain explicit solutions in frequency formulation. Moreover, the main result in this section states that the decay rate as t goes to infinity of solutions of this nonlocal problem is determined by the behaviour of the Fourier transform of J near the origin, and the asymptotic decays are the same as the ones that hold for solutions of the evolution problem with right hand side given by a power of the Laplacian. Therefore, we begin with some preliminaries concerning the Fourier transform. We assume that the reader is familiar with them and hence we refer to [113] or [148] for details.
In the sequel,f denotes the Fourier transform of f , which is given by the following definition. 
In the following proposition we list some of the main properties of the Fourier transform. 
and
(5) f * g =f ·ĝ.
(6) The Fourier transform operator F is an isomorphism from S(R N ) onto S(R N ), and its inverse is given by the inversion formula
. Moreover, the following identity holds:
Moreover, the following inequality holds:
Throughout this chapter we denote by G 
The fractional Laplacian of a function f : R N → R is expressed by the formula
where the parameter s is a real number 0 < s ≤ 2, and C N,s is a normalization constant given by
It can also be defined as a pseudo-differential operator,
The fractional Laplacian can be defined in a distributional sense for functions that are not differentiable, as long as f is not too singular at the origin or, in terms of the x variable, as long as
For references concerning the fractional Laplacian see for instance [130] or [147] .
We will use the following notation throughout this monograph:
The hypothesis (H) for J immediately implies that
The main result of this section reads as follows.
Theorem 1.3. Assume there exist A > 0 and 0 < s ≤ 2 such that
, there exists a unique solution u(x, t) of (1.1).
The asymptotic behaviour of u(x, t) is given by
where v is the solution of
and the asymptotic profile is given by
The assumption u 0 ≥ 0 can be easily removed, but it is adopted here for simplicity.
Condition (1.4) can be reduced to the existence of A, s > 0 such that
since (H) implies s ≤ 2 (see Lemma 1.8 below).
In the special case s = 2, the decay rate is t
. Note that in this case (which occurs, for example, when J is compactly supported) the asymptotic behaviour is the same as the one that holds for the solutions of the heat equation and, as it happens for the heat equation, the asymptotic profile is a Gaussian.
The decay of the solutions in L ∞ together with the conservation of mass (that holds trivially for solutions to the nonlocal evolution problem (1.1)) give the decay in the L p -norms by interpolation. As a consequence of the previous theorem, we find that this decay is analogous to the decay of the evolution given by the fractional Laplacian, that is, 1.1.1. Existence and uniqueness. Let us begin by proving existence and uniqueness of solutions using Fourier variables.
) of (1.1), and it is given bŷ
Proof. We have, formally,
Applying the Fourier transform to this equation we obtain
Since u 0 ∈ L 1 (R N ) and e (Ĵ(ξ)−1)t is continuous and bounded, the result follows by taking the inverse Fourier transform.
Remark 1.5. One can also understand solutions of (1.1) directly in Fourier variables. This concept of solution is equivalent to the integral solution in the original variables under our hypotheses on the initial condition. Now we prove a lemma concerning the fundamental solution of (1.1), that is, the solution of (1.1) with initial condition u 0 = δ 0 , the Dirac measure at zero.
The fundamental solution of (1.1) can be decomposed as
where
t) is a smooth function defined in Fourier variables by
Moreover, if u is a solution of (1.1) with u 0 ∈ L 1 (R N ), it can be written as
Proof. As in the previous result we havê
Hence, as the initial datum satisfiesδ 0 = 1,
The first part of the lemma is proved by applying the inverse Fourier transform in S(R N ).
To finish the proof we observe that w * u 0 is a solution of (1.1) (just use Fubini's theorem) with (w * u 0 )(x, 0) = u 0 (x).
Remark 1.7. The above proof together with the fact thatĴ(ξ) → 0 as |ξ|
, then the same decomposition (1.6) holds and the result also applies.
Asymptotic behaviour.
We begin by collecting some properties of the function J. 
where h ≥ 0 is bounded and h(ξ) → 0 as ξ → 0. Moreover, given D > 0 there exist a > 0 and 0 < δ < 1 such that
Proof. Points i) and ii) are rather straightforward (recall that J is a radial probability density). Now we turn to iii). Observe that ifĴ has an expansion of the formĴ
where a = (a 1 , . . . , a N ) and B = (B ij ) i,j=1,...,N , then J has a second momentum and
Thus if iii) held for some s > 2, it would turn out that the second moment of J is null, which would imply that J ≡ 0, a contradiction. When s = 2, since by (ii)
, the Hessian is diagonal. Finally, (1.7) is evident and implies the existence of a > 0 satisfying (1.8). Once a is fixed, on account that J is radial and |Ĵ (ξ)| ≤ 1, there exists δ > 0 such that (1.9) holds.
Observe thatĴ(ξ) is real for ξ ∈ R N due to the symmetry of J.
Next, we prove Theorem 1.3. Throughout this chapter we denote by C any constant independent of the relevant quantities that may vary from line to line.
Proof of Theorem 1.3. By Theorem 1.4 we havê
with the same initial datum v(x, 0) = u 0 (x). Solutions of this equation are understood in the sense that
see [21] . Hence in Fourier variables,
where [I] and [II] denote the first and second integral, respectively, in the left hand side of the last identity, and r(t), with r(t) → 0, will be determined later.
To get a bound for [I] we proceed as follows. We decompose it into two parts,
First, we deal with the first term on the right hand side in the above expression. Changing variables, η = ξt 1/s , we have
Let us now deal with the second term. Let a and δ be as in Lemma 1.8 iv) for
Using the above inequality, (1.8) and changing variables,
Now we estimate [II] as follows: by (1.7) and the elementary inequality
provided we impose
In this case, changing variables η = ξt 1/s again, we have
Since the integrand is dominated by h ∞ |η| s exp(−c|η| s ), a function which belongs to L 1 (R N ), and h(η/t 1/s ) → 0 as t → ∞, using the Dominated Convergence Theorem, we obtain lim
This shows that
provided we can find a r(t) → 0 as t → ∞ which fulfils both conditions (1.11) and (1.12). This is proved in Lemma 1.9, which is postponed to just after the end of the present proof. To conclude (1.5), we only have to observe that from (1.13) we get
From the above, we obtain that the asymptotic behaviour is the same as the one for solutions of the evolution given by the fractional Laplacian. Now, it is easy to check that this asymptotic behaviour is exactly the one described in the statement. Indeed, in Fourier variables (see (1.10)) we have for t → ∞
The following lemma shows that there exists a function r(t) satisfying (1.11) and (1.12), as required in the proof of the previous theorem.
Proof. For fixed t large enough, we choose r(t) as a small solution of
This equation defines a function r = r(t) which, by continuity arguments, goes to zero as t goes to infinity. Indeed, if there exists t n → ∞ with no solution of (1.14)
Remark 1.10. In the case h(t) = t α with α > 0, we can look for a function r of power type, r(t) = t β with β < 0, and the two conditions read as follows:
This implies that β ∈ (−1/s, −1/(α + s)), which is, of course, always possible. Now we find the decay rate in L p of solutions of (1.1). 
.
Integrating and using Fubini's Theorem it is easy to see that solutions of (1.1) preserve the total mass and consequently the L 1 -norm. Hence, the result follows from the above inequalities and the previous results that give the decay in L ∞ of the solutions.
Refined asymptotics
The goal now is to get refined asymptotic expansions for the solution u of the nonlocal evolution problem (1.1).
For the heat equation a precise asymptotic expansion in terms of the fundamental solution and its derivatives was found in [96] . In fact, for the fundamental solution v of the heat equation, under adequate assumptions on the initial condition, we have
and G 2 t is given in (1.3). As pointed out by the authors in [96] , the same asymptotic expansion can be done in a more general setting, dealing with the equations
The main objective here is to study if an expansion analogous to (1.16) holds for the nonlocal problem (1.1). We find a complete expansion for u(x, t) in terms of the derivatives of the regular part of the fundamental solution K t given in Lemma 1.6.
Concerning the first term, it has been shown that (see Theorem 1.
As a consequence, the decay rate is given by
and the asymptotic profile is as follows:
In contrast with the analysis done in the previous section, where the long time behaviour is studied in the L ∞ (R N )-norm, here we also consider L q (R N )-norms for q ≥ 1. In the sequel we denote by L 1 (R N , a(x)) the following weighted space:
such that
Remark 1.13. The condition k + 1 < m − N guarantees that all the partial derivatives ∂ α K t of order |α| = k + 1 make sense. In addition if J decays at infinity faster than any polynomial,
To deal with L q -norms for 1 ≤ q < 2 more restrictive assumptions have to be imposed. In the sequel [s] stands for the floor function of s. 
Then for any 1 ≤ q < 2, the asymptotic expansion (1.19) holds for any k.
Remark 1.15. Recall that (1.17) implies 0 < s ≤ 2, hence the hypothesis [s] > N/2 implies that if N = 1 then 1 ≤ s ≤ 2, and if N = 2 or N = 3 then s = 2 in the previous theorem.
Estimates on the regular part of the fundamental solution.
To prove the previous results we need some estimates on the kernel K t and its derivatives for large t. The strategy is as follows: for 2 ≤ q ≤ ∞ the behaviour in the L q (R N )-norms follows from the estimates in the L ∞ -norm and the L 2 -norm, for which we use Plancherel's identity. The case 1 ≤ q < 2 is more tricky. In order to evaluate the L 1 (R N )-norm of K t we use the Carlson type inequality (see for instance [31] 
, which holds for n > N/2. The use of the above inequality with
To guarantee that property and to obtain the decay rate in the L 2 (R N )-norm of |x| n ∂ α K t , the additional hypothesis of Theorem 1.14 will be imposed in Lemma 1.17.
The following lemma gives us the decay rate in the L q (R N )-norms of the kernel K t and its derivatives for 2 ≤ q ≤ ∞ .
holds for sufficiently large t.
Moreover, if J satisfies (1.20), then the same result holds with no restriction on α.
Proof. We consider the cases q = 2 and q = ∞. The other cases follow by interpolation. We denote by e.s. the exponentially small terms.
First, let us consider the case q = ∞. Using the definition of K t ,
Since |e y − 1| ≤ 2|y| for |y| small, say |y| ≤ c 0 , by (1.18), we obtain 
Putting out the exponentially small terms, it remains to estimate
where a is as above. Then, by (1.8), and working as before, we get
which finishes the proof.
Once the case 2 ≤ q ≤ ∞ has been analyzed the next step is to obtain similar decay rates for the L q -norms with 1 ≤ q < 2. These estimates follow from an L 1 -estimate and interpolation.
Lemma 1.17. Let N ≤ 3. Assume that J satisfies (1.17) and (1.21) with [s] > N/2. Then, for any multi-index α and any 1 ≤ q < 2, Proof of Lemma 1.17. Fix α. The estimates for 1 < q < 2 follow from the cases q = 1 and q = 2 (Lemma 1.16) using interpolation. Let us deal with q = 1. We use inequality (1.22) with f = ∂ α K t and n such that [s] ≥ n > N/2. We take n = 1 if N = 1 (in this case, 1 ≤ s ≤ 2) and n = 2 if N = 2 or 3 (in this case, s = 2). We have
. In view of Lemma 1.16 and the above inequality, we obtain
The condition n ≤
Thus it is sufficient to prove that
for all sufficiently large t. Observe that by Plancherel's Theorem
Therefore, it remains to show that, for any j = 1, . . . , N,
for t large.
We analyze the case j = 1; the others follow by the same arguments. Observe that if N = 1, ξ 1 = ξ, and in this case we have chosen n = 1, so
, and for n = 2 (now, N = 2 or 3, s = 2)
for t large for all 0 ≤ k ≤ min{α 1 , n}, or equivalently to (1.25)
for t large, for all n − min{α 1 , n} ≤ k ≤ n; k can be 0 or 1 if n = 1, and 0, 1 or 2 if n = 2. Let us call
First we analyze the case k = 0 in (1.25) (observe that this case appears only when α 1 > 0 if N = 1, and when α 1 > 1 if N = 1 or 2). In this case
and in view of Lemma 1.16 we obtain the desired decay property.
Let us now analyze the cases k = 1 and k = 2 in (1.25). Taking into account that K t (ξ) = e t( J(ξ)−1) − e −t , we get
Using that all the partial derivatives of J decay, as |ξ| → ∞, faster than any polynomial in |ξ|, we have that
where a and δ are chosen as in Lemma 1.8 iv) for D = 
for all |ξ| ≤ a. Then for all |ξ| ≤ a, by (1.8), the following holds:
Observe that the second derivative only appears when n = 2 = s, so in this case,
Using that for any l ≥ 0,
from which (1.25) follows for k = 1. For k = 2 (so n = 2 = s),
and (1.25) also holds.
Now we are ready to prove Theorems 1.12 and 1.14.
Proof of Theorems 1.12 and 1.14. Following [96] we obtain that the initial condition u 0 ∈ L 1 (R N , 1 + |x| k+1 ) has the following decomposition:
for all multi-indices α with |α| = k + 1.
In view of (1.1) the solution u satisfies
Since the first term is exponentially small, it suffices to analyze the long time behaviour of K t * u 0 . Using the above decomposition, Lemma 1.16 and Lemma 1.17 we get
) . This ends the proof.
Asymptotics for the higher order terms.
Next it is studied if the higher order terms of the asymptotic expansion found in Theorem 1.12 have some relation with the corresponding ones for the heat equation. The results show that the difference between them is of lower order. Again we have to distinguish between 2 ≤ q ≤ ∞ and 1 ≤ q < 2. 
for t large. 
Then, for any 1 ≤ q < 2 and any multi-index α, the inequality (1.27) holds.
Note that these results do not imply that the asymptotic expansion
coincides with the expansion that holds for the equation
They only say that the corresponding terms agree up to a better order. When J is compactly supported or rapidly decaying at infinity, then s = 2 and we obtain an expansion analogous to the one that holds for the heat equation.
Proof of Theorem 1.21. We consider the case q = ∞; the case q = 2 can be handled similarly, and the rest of the cases, 2 < q < ∞, follow again by interpolation.
Writing each of the two terms in Fourier variables we obtain
Let us choose a > 0 such that
And let δ > 0 such that 
This finishes the proof.
Proof of Theorem 1.22. Using the same ideas as in the proof of Lemma 1.17 it remains to prove that for some N/2 < n ≤ [s] the following holds:
Like there, we chose n = 1 if N = 1 (in this case 1 ≤ s ≤ 2), and necessarily n = 2 if N = 2, 3 (in this case s = 2).
Applying Plancherel's identity the proof of the last inequality is reduced to the proof of the following one:
provided that all the above terms make sense. This means that all the partial derivatives ∂
As in Lemma 1.17 we must see that
Again, k can be 0 or 1 if n = 1, and 0, 1 or 2 if n = 2.
The case k = 0 follows easily from Theorem 1.21. Let us deal with the cases k = 1 and k = 2. Using that the integral outside of a ball of radius a decays exponentially, it remains to analyze the decay of the following integral and for k = 2, which appears only when n = 2 = s,
Let us first analyze I(1, t). We can write
Let us consider I 1 (ξ, t). Taking into account that n ≤ [s] and | J(ξ)
for all |ξ| ≤ a. On the other hand (see (1.28))
s |ξ| 2(r+s) .
Therefore,
Let us now deal with I 2 (ξ, t). Choosing eventually a smaller a we can guarantee that for |ξ| ≤ a, since k = 1 ≤ [s], the following inequality holds:
s |ξ| 2(r+s−1) .
we get the desired decay result for I(1, t).
Finally, to study the decay of I(2, t) we do the following decomposition:
and proceeding similarly to the previous case we finish the proof.
A different approach.
In this subsection we obtain the first two terms in the asymptotic expansion of the solution under less restrictive hypotheses on J.
and s < l be two positive numbers such that
for some real number B.
Then for any
Moreover, if we set
Let us point out that the asymptotic expansion given by (1.19) involves K t (and its derivatives) which is not explicit. On the other hand, the two-terms of the asymptotic expansion (1.29) involves G s t , a well known explicit kernel (v is just the convolution of G s t and u 0 ). However, the ideas and methods employed here allow us to find only two terms in the latter expansion. The case 1 ≤ q < 2 in (1.29) can be also treated, but additional hypothesis on J must be imposed.
Proof of Theorem 1.23. The method used here is just to estimate the dif-
As before, it is enough to consider the cases q = 2 and q = ∞. We analyze the case q = ∞; the case q = 2 follows in the same manner by applying Plancherel's identity.
For q = ∞ we have
Let a and δ be as in Lemma 1.8 iv) for D = 1 2 . Hence,
Therefore, we have to analyze
We write J(ξ) = 1 − |ξ|
For I 1 we have, for t large, that
Making a change of variables we obtain
s , which belongs to
and the proof of (1.29) is complete.
Thanks to (1.29), the proof of (1.30) is reduced to showing that
For any y ∈ R N , by making a change of variables,
Thus, using the dominated convergence theorem,
as t → ∞.
Rescaling the kernel. A nonlocal approximation of the heat equation
In this section it is shown that the problem v t (x, t) = Δv(x, t) can be approximated by nonlocal problems like the ones presented here when they are rescaled in an appropriate way. Concretely, we will rescale the problem
for x ∈ R N and t > 0, with J satisfying condition (H) and such that
Let us consider the following nonlocal evolution problem:
(1.33)
for x ∈ R N and t > 0, where the hypothesis on the convolution kernel J is again (H), and (J * )
Note that in the problem (1.33) we just have the iteration (n times) of the nonlocal operator J * u − u as right hand side of the equation. This can be seen as a nonlocal generalization of higher order equations of the form
, where A and α are positive constants specified later in this section. Observe that when α = 2, (1.34) is just x, t) . Nonlocal higher order problems have been, for instance, proposed as models for periodic phase separation. Here the nonlocal character of the problem is associated with long-range interactions of "particles" in the system. An example is the nonlocal Cahn-Hilliard equation Here (1.33) is proposed as a model for higher order nonlocal evolution. Existence and uniqueness of solutions of (1.33) are shown first, but the main aim is to study the asymptotic behaviour as t → ∞ of such solutions.
1.4.1. Existence and uniqueness. As it was done for (1.1), we first prove the existence and uniqueness of a solution, which is understood in the integral sense.
in Fourier variables, is given by the explicit formula,
Proof. We have formally
n t is continuous and bounded,û(·, t) ∈ L 1 (R N ) and the result follows by taking the inverse Fourier transform.
The next result is a lemma concerning the fundamental solution of (1.33).
Lemma 1.27. Let J ∈ S(R N ). The fundamental solution w of (1.33), that is, the solution of the equation with initial condition u 0 = δ 0 , can be decomposed as
with V (x, t) smooth. Moreover, if u is a solution of (1.33), u can be written as
Proof. By the previous result we havê
Hence, as the initial datum satisfies w 0 = δ 0 = 1, we get
The first part of the lemma follows by applying the inverse Fourier transform.
To finish the proof we just observe that w * u 0 is a solution of (1.33) with (w * u 0 )(x, 0) = u 0 (x).
Asymptotic behaviour.
Next, we deal with the asymptotic behaviour as t → ∞.
Moreover, there exists a constant C > 0 such that
Proof. By Theorem 1.26,û(ξ, t) = e
Hence in Fourier variables
where [I] and [II] denote the first and the second integral respectively, and r(t), with r(t) → 0, will be determined later. To deal with [I] we decompose it into two parts, 
Let a and δ be as in Lemma 1.8 iv) for D such that
Changing variables as before, η = ξt
It remains only to estimate [II] . We proceed as follows:
Applying the binomial formula,
Consequently, since |e y − 1| ≤ C|y| for y small, and using (1.7), 
provided we can find an r(t) → 0 as t → ∞ that fulfils both conditions (1.37) and (1.38), which is true by Lemma 1.9 changing there s by sn. To conclude we only have to observe that from the convergence of the Fourier transforms
which ends the first part of the proof of the theorem.
As a consequence of this first part we obtain that the asymptotic behaviour is the same as the one for solutions of the evolution given by a power n of the fractional Laplacian. It is now easy to check that the asymptotic behaviour is in fact the one described in the statement of the second part of the theorem. Indeed, in Fourier variables we have
With similar arguments one can prove that also the asymptotic behaviour of the derivatives of solutions u of (1.33) is the same as the one for derivatives of solutions v of the evolution of a power n of the fractional Laplacian, assuming sufficient regularity of the solutions u of (1.33).
Proof. We begin again by transforming our problem for u and v into a problem for the corresponding Fourier transformsû andv. To this end we consider
The proof of
as t → ∞ works in an analogous way to the proof of the first part of the previous theorem since the additional term |ξ| k is always dominated by the exponential terms.
1.4.3.
Rescaling the kernel in a higher order problem. Now we show that the problem v t (x, t) = −A n (−Δ) sn 2 v(x, t) can be approximated by nonlocal problems like the ones presented in this section when they are rescaled in an appropriate way. Proof. As for the case of the heat equation, the proof uses once more the explicit formula for the solutions in Fourier variables. We have, arguing exactly as before, 
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