Abstract We prove weak-type (1, 1) estimates for rough parabolic singular integrals on R 2 under the L log L condition on their kernels.
Introduction
Let {A t } t>0 be a dilation group on R n defined by A t = t P = exp((log t)P ), where P is an n × n real matrix whose eigenvalues have positive real parts. We assume n 2. There is a non-negative function r on R n satisfying r(A t x) = tr(x) for all t > 0 and x ∈ R n . We may assume the following:
(i) the function r is continuous on R n and infinitely differentiable in R n \ {0};
(ii) r(x + y) C 0 (r(x) + r(y)) for some C 0 1, r(x) = r(−x); (iii) if Σ = {x ∈ R n : r(x) = 1}, then Σ = {θ ∈ R n : Bθ, θ = 1} for a positive symmetric matrix B, where · , · denotes the inner product in R n ;
(iv) we have dx = t γ−1 dσ dt, that is,
for appropriate functions f , where dσ is a C ∞ measure on Σ and γ = tr P ; where χ S is the characteristic function of a set S.
T is bounded on L p (R n ) for 1 < p < ∞ (see, for example, [11] ). Also, the following results are known.
Theorem A. Suppose that A t = tE and r(x) = |x|, where E denotes the identity matrix and |x| denotes the Euclidean norm for x; also suppose that
K 0 ∈ L log L(R n ).
The operator T is then of weak-type (1, 1).

Theorem B. Suppose that
where x = (x 1 , . . . , x n ) and 0 < α 1 α 2 · · · α n . Also, suppose that Σ = S n−1 = {|x| = 1} and K 0 ∈ L log L(R n ). Then T is of weak-type (1, 1).
Theorem A is due to Seeger [12] . In low-dimensional cases, a version of Theorem A was proved in [4, 6] . (See [3, 5, 7, 10, 13, 15, 16] for relevant results.) Theorem B is a particular case of a result of Tao [15] . In [15] , the weak-type (1, 1) boundedness was proved for singular integrals on general homogeneous groups. Note that the proof given in [15] does not use the Fourier transform. Remark 1.1. In Theorem B, the assumption that Σ = S n−1 can be relaxed. We note that the method of [15] can prove a version of Theorem B where Σ is only assumed to be an ellipsoid in statement (iii) above. We use this fact in § 8.
In this paper we prove the following result.
Theorem 1.2. Suppose that n = 2 and K 0 ∈ L log L(R n ). The operator T is then of weak-type (1, 1).
There exists a non-singular real matrix Q such that Q −1 P Q is one of the following Jordan canonical forms:
where α, β > 0. Since the case where P = P 1 is handled by Theorem B and Remark 1.1, to prove Theorem 1.2 we must consider the cases P = P 2 and P = P 3 . In § 8, we shall give an argument that derives Theorem 1.2 from results for P having the form of (1.2).
In § 2, we give an outline of a proof of Theorem 1.2. We shall see that Theorem 1.2 follows from Proposition 2.2. A proof of Proposition 2.2 for P 2 will be given in § § 3-6. We shall give a proof of Proposition 2.2 for P 3 in § 7. The framework of our proof of Theorem 1.2 is similar to that of Theorem B in [15] , but we need some new arguments in § § 4-8, which do not occur in [15] . In Appendix A, for completeness we shall give proofs of four results of § § 2 and 3 by applying the methods of [15] . Although we assume n = 2 in § § 3-8, several results can extend to higher dimensions. In this paper, C, C 1 , C 2 will be used to denote non-negative constants which may be different in different occurrences.
Outline of proof of Theorem 1.2
We normalize K 0 L log L = 1, where K 0 is as in (1.1). We may assume that K is real valued.
Let ϕ be a non-negative function in
where
We note that
where C is independent of j. Let B be a subset of R n such that
for some a ∈ R n and s > 0. Then we call B a ball with centre a and radius s and we write
We have to show that
We may assume that λ = 1. By Calderón-Zygmund decomposition of f at height 1, we have
where the balls B range over a collection of disjoint dyadic balls and
We may assume that the functions b B are real valued and smooth. Also, we may assume that the family of the balls {B} is finite. We have
Here C is a sufficient large positive constant. Since T is bounded on L 2 , by Chebyshev's inequality and (2.2) we have
The set G 2 is contained in E = B C 1 B for some C 1 > 0, since we have (2.4) and
by (2.3). Therefore, to prove Theorem 1.2 it remains to show that |G 3 | C f 1 . This follows from the estimate
where the function ψ B is defined as
with a non-negative function 
Proof of Proposition 2.2: preliminaries
To prove Theorem 1.2, it remains to show Proposition 2.2. To obtain (2.12), by duality it suffices to show that
To prove (3.1), by the T T * method, it suffices to show that
Note that
where T B is the self-adjoint operator defined as
Define the smooth function a B supported on the ball B(0, C) by
where d B is the mapping defined as
Then by (2.4)-(2.6) we see that
Also, note that , 4]. Thus, we can rewrite the operator T B , up to a constant factor, as
We need the following result [15] .
Then there exist functions
for some constants C 1 and C 2 with C 1 C 1 .
where 
if F is non-negative. As in [15] , we can show that 
To see this, by the T T * method, the self-adjointness of T and (3.11) we first note that
Interpolating between this and (3.12) under the condition 1 < p < 2, we have (3.3) for some > 0.
It remains to prove (3.11). Since
, it suffices to prove (3.11) for p = 1 if we take into account interpolation. Expanding T 2 , we thus have to prove
By duality and self-adjointness this follows from
for all real-valued smooth functions
The inner product in (3.13) can be written, up to a constant factor, as
thus,
, 2 are defined as follows:
We note that each x i , i = 1, 2, is a function of x 0 and B , v , w , t for all with 1 i. We also write y = (y 1 , y 2 
Proof of Proposition 2.2 for P 2 : basic estimates
Suppose that P = P 2 , where P 2 is as in (1.2). Then
be the matrix such that the first column vector is ∂ t1 x 2 and the second column vector is ∂ t2 x 2 , where x 2 is as in (3.16) . The following two estimates imply (3.13):
where H B is as in (3.15); ζ 1 is a non-negative function in
δ is a small positive number to be specified in the following.
Let D yi,tj (x 2 ) be the matrix such that the first column vector is ∂ yi x 2 and the second column vector is ∂ tj x 2 for i, j = 1, 2. To prove (4.2) and (4.3) we use the following lemma and results in its proof. Lemma 4.1. Let M B be as in (4.1) . Suppose that B ∈ B 0 , where B 0 is as in (3.14) , and
, where x 1 is as in (3.16 ). Then we have the following:
for i, j, k = 1, 2, and
Proof . We note the following formulae, which hold for general A t = t P :
where {e i } is the standard basis. Let
By the assumptions and (4.7), we have |X| C and |Y | C. Thus, by (4.15) and (4.16), we have
Similarly by (4.7), (4.15), (4.16), (4.9)-(4.11) we have
Next, by (4.14) we have
where X is as above. Thus, by (4.7) and (4.16) we have
. Also, by (4.14) we have
where Y is as above. Therefore, arguing as above, we have
From these estimate it follows that
Collecting results, we obtain (4.4). Similarly, by (4.12) and (4.7) we see that
By (4.14) and (4.7) we have
The estimates (4.18) and (4.19) imply
Thus, (4.5) follows from (4.17) and (4.20).
To prove (4.6), we recall that
Therefore,
By (4.7) and (4.8) we see that
Also, we note that
by the assumptions. Therefore, we have (4.22) and the chain rule, we have (4.6).
Proof of Proposition 2.2 for P 2 : proof of (4.2)
In this section we prove (4.2). It suffices to show that For x ∈ R 2 we consider the condition 
we have a subfamily of disjoint balls 
Therefore, the conclusion follows from an application of Lemma 2.3.
Let the set E be as in Lemma 5.1. Writing
and expanding the right-hand side, by (3.8) we can see that to prove (5.1) it suffices to show the following two estimates:
(5.6) for = 0, 1, where we note that x 1 is independent of v 2 and w 2 , and
for some > 0, where the balls B range over B 0 .
Proof of (5.6). First, let = 0. Since C 1 d 2 , where C 1 is as in Proposition 2.2 and d 2 is as in the definition of ψ + B , by (2.11) and (3.8), the left-hand side of (5.6) is bounded by I, where
By (2.11) and Lemma 5.1, we have
Next, let = 1. As above, by (2.11) the left-hand side of (5.6) is bounded by II, where
By a change of variables, we see that
We observe that ψ
Combining the results for = 0 and = 1, we have (5.6). 
Proof of (5.7). We consider the variables
Note that L * = −L. Therefore, the condition |det(D t (x 2 ))| 2 −δs M B and (4.16) imply
is sufficiently large. Therefore, by (5.8) we see that
Therefore, recalling the definition of Y , we have
and hence
(5.10)
for some δ 1 > 0. Next, we assume that
We write X = S + R, where
and decompose W as W = U + Q, where
Here As above, from this expression it follows that
for sufficiently large constants C, C > 0, where
By (5.10) and (5.11) we see that if
We may assume that δ 1 and δ 2 are sufficiently small. By Lemma 5.2 we have
for some balls S j , S k j in B(0, 2C ) with radius 2 −δ0s for some δ 0 ∈ (0, 1). In (5.3) we take this δ 0 and C = 2C . By (5.12) and (5.13) we see that
Therefore, summing up in B 2 under the condition for some 3 > 0. Let
To prove (5.7), we split the integral as follows:
From (3.8) and (5.12) it follows that
Therefore, by (5.14), (3.8) 
16) A change of variables implies that
wherex 0 is as in the proof of (5.6) and
and s are sufficiently large as in the proof of (5.6). Also, the condition 
Arguing as in the proof of (5.14), if x 0 ∈ E c , we see that 
Proof of Proposition 2.2 for P 2 : proof of (4.3)
In this section we prove (4.3). By (3.10) it suffices to show that
Recalling the definition of T + in (3.9) and expanding (T + ) 2 , we can see that this follows from
for all B ∈ B 0 , where
If we fix all the variables but y, t, then (6.1) follows from the estimate
which is uniform in the fixed variables, where
To prove (6.2), by (3.7) it suffices to show
Applying integration by parts, we can see that the left-hand side of (6.5) is majorized by
To estimate this, we need the following.
Lemma 6.1. Let L and L + be as in (6.3) and (6.4) , respectively. Then we have
for all y, t and j, k = 1, 2.
Proof . We note that
on the support of L. This follows from (4.4) and the chain rule. The estimates (4.6) and (6.7) imply the conclusion of Lemma 6.1.
By Lemma 6.1, we can estimate the first term of (6.6) as follows:
An estimate needed for the second term of (6.6) follows if we prove that
uniformly in y. To prove (6.9), we use the following [15] .
Lemma 6.2.
Suppose that det D t (x 2 ) = 0. We then have the equality
Fix y. By Lemma 6.2, we can write the left-hand side of (6.9) as
Integration by parts implies that this is equal to
Therefore, by Lemma 6.1, to prove (6.9) it suffices to show that
on the support of L(y, t). By Cramer's rule, (6.10) is a consequence of the estimates
which follows from (4.4), (4.5) and the estimate |det D t (x 2 )| C2 −δs M B on the support of L. This proves (6.10) with = α − 3δ for any α ∈ (0, α). Thus, we have (6.9) with = α − 3δ. Combining this with (6.8), we have (6.5) with = α − 3δ, choosing δ to be sufficiently small. This completes the proof of (4.3).
Proof of Proposition 2.2 for P 3
In this section we consider the case P = P 3 , where P 3 is as in (1.2). Then A t = t α U t , where
cos(β log t) sin(β log t) − sin(β log t) cos(β log t) .
, for i, j = 1, 2, be as in § 4 with P = P 3 . The following lemma can then be proved in the same way as Lemma 4.1 by noting U t ∈ SO(2). Lemma 7.1. Let M B be as in (7.1) and let B ∈ B 0 , where B 0 is as in (3.14) . Let
Then the following estimates hold:
To prove Theorem 1.2 for P 3 , it suffices to prove Proposition 2.2 for P 3 . So, we have to prove estimates analogous to (4.2) and (4.3) in the case of P 3 with M B in (7.1). To prove an analogue of (4.2), we show analogues of (5.6) and (5.7). An analogue of (5.6) can be shown in the same way as in the case of P 2 . To prove an analogue of (5.7), by (4.15) for P 3 we note that
where X and Y are as in (4.15) with P = P 3 . Suppose that β = 2πk/ log 2 for some k ∈ Z. Then U 2 j is the identity matrix for all j ∈ Z. So we have 
as in the proof of (5.7), this implies | LS, Y | C2 −δs for δ ∈ (0, α). Also, from the inequality
This estimate along with the definition of Y implies
It follows that To prove an analogue of (4.3) we first note the following.
Lemma 7.2. Let L and L
+ be defined as in (6.3) and (6.4) , respectively, with everything adapted for the present case. Then we have the pointwise estimates
for j, k = 1, 2.
We can prove this by using Lemma 7.1, in the same way as we proved Lemma 6.1 by applying Lemma 4.1.
By Lemmas 7.1 and 7.2 we can prove an analogue of the estimate (6.5) for the present situation, which will prove an analogue of (4.3) as in § 6.
We have just proved Theorem 1.2 for P 3 assuming β = 2πk/ log 2 for some k ∈ Z. Now we remove the restriction on β.
Also, we can easily see that D t , r D and K satisfy all the conditions in Theorem 1.2 assumed for A t , r and K. Furthermore, if we choose λ such that λβ = 2πk/ log 2 for some k ∈ Z, then the proof of Theorem 1.2 given above under the restriction of β applies to the proof of Theorem 1.2 for D t , r D and K. This proves Theorem 1.2 for a general P 3 .
S. Sato
Reduction to the Jordan canonical forms
We choose a non-singular real matrix Q such that Q −1 P Q is one of the three matrices in (1.2). Let
Then r 1 (D t x) = tr 1 (x) and r 1 (x) = 1 if and only if Q * BQx, x = 1, where B is as in statement (iii) of § 1. We note that Q * BQ is positive and symmetric. Also, we have
Theorem B, Remark 1.1 and what we have already proved then imply the weak-type (1, 1) estimate for T 1 :
since K 1 , D t and r 1 satisfy all the requirements needed in the proof. We note that 
for some positive constant C 1 . The estimates (A 1) and (A 2) imply (2.7). The estimate (A 1) follows from
by Chebyshev's inequality. To see this, we note that the estimates (2.1) and (2.5) imply
8) and (A 4) imply (A 3).
To prove (A 2) we note that | s>C E s | C. Thus, by Chebyshev's inequality it suffices to show that
by the triangle inequality. We can prove (A 6) by Proposition 2.1 with
A.2. Proof of Lemma 2.3
We prove
where BMO is the space defined by using the balls with respect to the function r. The estimates (A 7) and (A 8) imply the conclusion of Lemma 2.3, since we have
for some A > 0, which follows from the John-Nirenberg inequality [8] . Proof of (A 7) is straightforward:
where the last inequality follows from (2.8).
To prove (A 8), it suffices to show that
S. Sato
Case 1 (i k(B) + s). If
Cu,
For j ∈ Z, define a family of disjoint balls Combining results in Cases 1-4, we have (A 8).
Case 3 (k(B) i k(B) + s − δs). As in Case 2 we have
r(x B + A 2 k(B)+s x S − x R ) C2 k(B)+s−δs , if O R (ψ B,S ) = 0. This implies B + A 2 k(B)+s x S ⊂ B(x R , C2 k(B)
A.3. Proof of Proposition 2.1 from Proposition 2.2 and Lemma 2.3
For B ∈ B and a constant D > 0, let
where B is as in Proposition 2.1 and C 0 is as in statement (ii) of § Combining this with (A 9), we have card(B x ) C2 γs as claimed.
A.4. Proof of (3.10)
By interpolation and duality, to prove (3.10) it suffices to show the claim with q = ∞. To achieve this, by the positivity of the operator we may assume that F is identically equal to 1. Therefore, we must show that 
C,
where the last inequality follows from (2.8) . This completes the proof of (3.10).
