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Abstract--In this paper, a theory of discrete vector Sturm-Liouville theory for second-order 
problems where coefficients of the difference quation are scalar and the boundary conditions are not 
self-adjoint is developed. Eigenstructure, orthogonality, and eigenfunctions expansion are studied 
and an illustrative xample is included. @ 2004 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
Discrete scalar Sturm-Liouville problems are well studied [1]. The theory for vector case is not 
so well developed, although for the self-adjoint case results are known in the literature, see [2,3]. 
In the last few years, non-self-adjoint discrete Sturm-Liouville problems of the form 
H(k + ]) - all(k) + 72H(k - i) AH(k), 
H(0) = FH(1), 
H(N-  1) = LH(N), 
l<k<N-1 ,  (1.1) 
(1.2) 
(1.3) 
where the unknown H(k) is an m-dimensional vector in R "~, F and L are matrices in R mx'~, not 
necessarily symmetric, a and 7 are real numbers with 7 > 0 and A is a real parameter, appear 
in several situations when one uses a discrete separation of variables method for constructing 
numerical solutions of strongly coupled mixed partial-differential systems, see [4-8]. In such 
papers, some eigenvalues and eigenfunctions are obtained using certain underlying scalar discrete 
Sturm-Liouville problems and assuming the existence of real eigenvalues for certain matrices 
related to the matrix coefficients arising in the boundary conditions. However, no information is 
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given about other eigenvalues and eigenfunctions, and unnecessary hypothesis eem to be assumed 
due to the lack of an appropriate discrete vector Sturm-Liouville theory adapted to problems with 
non-self-adjoint boundary conditions. 
This paper is organized as follows. Section 2 deals with the existence and construction of the 
eigenpairs of problem (1.1)-(1.3). In Section 3, an inner product is introduced which permits 
to construct an orthogonal basis in the eigenfunctions space and to obtain finite Fourier series 
expansions in terms of eigenfunctions. Section 4 includes a detailed example. 
Throughout his paper, the set of all eigenvalues of a matrix S E R "~×'~ is denoted by a(S) 
and S T denotes the transpose of S. If S = S T, then S is called symmetric and its eigenvalues 
are real numbers. Finally, if V c ]~'~, we denote by LIN(V) the linear hull of V. 
2.  E IGENSTRUCTURE 
We begin this section by recalling some definition and introducing some convenient notation. 
DEFINITION 1. We say that )` C ]~ is an eigenvalue of problem (1.1)-(1.3) if there exists a nonzero 
solution {HA (k)}N_0 = HA of problem (1.1)-(1.3). The sequence HA is called an eigenfunction of 
problem (1.1)-(1.3) associated to )`. The pair ()`, HA) is called an eigenpair of problem (1.1)-(1.3). 
Given a sequence N in lit N+I {S(k)}k= o and a vector subspace W, we denote by {f(k)}N=o W the 
set  
Note that if {P I , . . .  ,Pn} is a basis of W, then 
= , . . . ,  k N . {S(k)}Y=o w LIN({f(k)P1}N_o {S( )P ,}k=0)  (2.1) 
Observe that the associated algebraic haracteristic equation of (1.1) is 
z 2 - (~ + )`)z + 7 2 = 0, (2.2) 
and its discriminant 
a = (~ + )`)~ - 4~ 2. (2.3) 
We analyze the eigenstructure of problem (1.1)-(1.3) according to the sign of A. 
Let us assume that A = (a + ),)2 _ 4.y2 > 0. Then, equation (2.2) has two real different roots 
given by 
~+A±V~ (2.4) 
z= 2 ' 
and the solutions of (1.1) are of the form 
H(k) = zkQ, Qc]~ "~, 0<k<N.  (2.5) 
If H satisfies the boundary conditions (1.2),(1.3), then vector Q must satisfy Q = FzQ and 
zN-1Q = LzNQ, i.e., 
[zF-q 
zn - I J Q = 0. (2.6) 
Thus, the existence of nontrivial solutions for these values of )` implies that 
Ker (zF - I)  n Ker (zL - I) # {0}, 
and in particular 
1 
- e ~r (F)  a a (L) n (R ~ {0}) .  (2.7) 
Z 
Conversely, if # e a(F)  n a(L) n (R ~ {0}), take z = 1/#. By imposing that z = 1/# coincides 
with (2.4) one gets a + )` -4- v/A = 2/#. Hence, 
A 72 # + 1 (2.8) = - -  - -  OL, 
# 
and substituting )` into (2.4), we obtain Zl = 72# taking sign +, and z2 = 1/# taking sign - 
in (2.4). Thus, the following result has been proved. 
Discrete Vector Sturm-Liouville Problems 1125 
THEOREM 2.1. Suppose that matrices F and L satisfy the condition 
V (F, L) = a (F)  (q 0. (L) A (R ,-,, {0}) # 0, 
let Ni(z) be defined by 
NI (z) = Ker zL 
and let 0.}, 0.~ be the sets defined by 
= c v (F, L), such that # {0}}, 
a~ = {~ E V (F,L) , such that Nx (1 )  ¢ {O}  . 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
• K 0.} = {[~1,..., liD1 }, then the eigenpairs of problem (1.1)-(1.3) are defined by Table I. 
Table 1. 
Eigenvalues Associated Eigenfunctions 
1 
" /2~1 -}- - -  - -  O~ 
#1 
1 
#D1 " ) '2#D 1 -}- - -  - -  a 
#D1 
N, 
2 k N 
{(')' #nl) }k=0NI ("/2#D1) 
• hc 0"2 : {771," •• , riD2 }, then the eigenpairs 
111 
of problem (I.1)-(1.3) are defined by Table 2. 
Table 2. 
Eigenvalues Associated Eigenfunctions 
i 72~i+ - -  a 
1 
~D 2 ~21]D2 -~- - -  - -  O~ 
1]D2 
(±]k/N 1 
1 
Theorem 2.1 suggests the introduction of the following concept. 
DEFINITION 2. With the notation of Theorem 2.1, the possible eigenpairs described in Tables 1 
and 2 wi11 be called Type I eigenpairs. The set of all eigenfunctions corresponding to Type I 
eigenpairs will be denoted by BI and the eigenvalues by elements of 0.I. 
REMARK 1. Note that the condition Ni(z) ¢ {0} is equivalent to Ker(zF-I)nKer(zL- I)  # {0}. 
This condition can be expressed in terms of generalized inverses of matrices and for a given value 
of z can be easily checked, see Lemma 1 of [8]. 
If in equation (1.1), we replace 7 2 by 7 with 7 < 0, results of Theorem 2.1 remain true 
replacing 72 by 7 in all conclusions. 
Let us consider now the case A = 0 corresponding to the eigenvalues 
A = -a  4- 2 7. (2.13) 
In this case, the double roots of (2.2) are z = ±7,  and the solutions H = {H(k)}N=o are generated 
by functions of the form 
H1 (k) = 7kQ, H3 (h) = kTkQ, 
H2 (k) = ( -7 )  k Q, //4 (k) = k ( -7 )  k Q, (2.14) 
Qc~ m, 0<k<N.  
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Functions H1 and //2 are Type I eigenfunctions and Theorem 2.1 can be applied for z -- ±7. 
The result is summarized in the next corollary. 
COROLLARY 1. Consider the notation of Theorem 2.1 and assume condition (2.9). 
• If 1/7 e V(F, L) and NI(7) # {0}, then ( -~ + 27, {Tk}~=0Ni(7)) is an eigenpair 05 
St~m-niouville proble~ (1.1)-(1.3). 
• S~-1/7 e V(F, L) and N~(-7) # {0}, then ( -~ - 27, {( -7)~}~=0Ni( -7) )  is an eigenpair 
of Sturm-Liouville problem (1.1)-(1.3). 
Let us impose to Ha defined in (2.16) that satisfies the boundary conditions (1.2) and (1.3). 
Then, FTQ = 0 and (N - 1)TN-1Q = LNTNQ. Thus, vector Q must satisfy 
Let us define Nii(z) by 
[ F 1 7NL- (N-1)  I Q=O" (2.15) 
-27-  a < A < 27-  a. 
In this case, equation (2.2) has two conjugate complex roots given by 
a+)~+i~472- (a+A)  2 a + ~-  i\/4"),2 - (a + A) 2 
z0 = 2 , zl = 2 , (2.18) 
Iz01 = Izl I  = 
Given )~, there exists 0 c]0, 2~r[ such that z0 = 7e ie, Zl - - - -  7 e-io, and 
z0 k = 7 k [cos (kO) + i sin (k0)], Zl k = 7 k [cos (kO) - i sin (kO)]. 
(2.17) 
(2 .19)  
F ] (2.16) N i i ( z )=Ker  zNL-  (N -1)  I ' 
System (2.15) has nonzero solution if and only if Q E Ker(F) N Ker(TNL - (N - 1)I) and this 
means that 0 C a(F) and (N -  1)/7N E a(L). In analogous way, for H4 we have that / /4  is an 
eigenfunction if and only if Nn( -7 )  ¢ {0} and this means that 0 e a(F)  and (1 - N)/~/N e ¢(L). 
Summarizing the following result has been proved. 
THEOREM 2.2. Let Nii(z) be defined by (2.16). 
• Assume that NII(7) ¢ {0}, 0 e ~(F),  and (N - 1)/Tg e a(L). Then, 
k N 
is an eigenpair of Sturm-Liouville problem (1.1)-(1.3). 
• Assume that NI I ( -7 )  ¢ {0}, 0 e a(F), and (1 - N)/TN e a(n). Then, 
k N 
is an eigenpair of Sturm-Liouville problem (1.1)-(1.3). 
DEFINITION 3. With the notation of Theorem 2.2, the eigenpairs described in Theorem 2.2 are 
called Type H eigenpairs. The set of all eigenvalues corresponding to these eigenpairs will be 
denoted by ali and the corresponding eigenfmlctions by BII. 
Note that eigenpairs corresponding to functions H1,/ /2,  described in Corollary I are of Type I 
while those corresponding to functions//3,/-/4 are of Type II. 
Finally, we consider the case A < 0, corresponding to the values of ;~ such that ]a + ;q < 27 or 
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This 0 is related to )` by the expression '7 cos 0 = (c~ + )`)/2, coming from the equation zo + Zl : 
'7(e i° + e - i°) = a + )`. 
By (2.19), the solutions of (1.1) are generated by functions of the form 
H1 (k) = 'Tk sin (kO) P, H2 (k) = "Tk cos(k0)q, 
P, Q c R "~, 0 < k < N. (2.20) 
If H1 satisfies the boundary conditions (1.2) and (1.3), then vector P must satisfy 0 = F'7 sin OP 
and '7N--1 sin((N - 1)0)P = L',/N sin(NO)P or 
s in (0 )F ]  
S (0) P = O, S(O) = "7 sin(NO)L - sin((U - 1)0)I. (2.21) 
It is clear that S(O) = -S(27r - 0) and by the relationship '7cos(0) = (a + ),)/2, the values 0 
and 27r - 0 provide the same eigenpairs of problem (1.1)-(1.3). Note that the only solution of 
equation sin(0) = 0 in ]0, 2~r[ is 0 = 7r and that for 0 = % we also have SQr) = 0. However, 
the solution of problem (1.1)-(1.3) corresponding to this value of A = -2 (a  + "7) is the trivial 
one, namely, {@ sin(kTr)p}N_0 0 N = { }k=0" Thus, we can assume that sin(0) ~ 0, in ]0, 7r[ and 
system (2.21) can be transformed into 
s(o) P = o. (2.22) 
System (2.22) has nontrivial solutions P if and only if F and S(O) both are singular and P C 
Ker(F) N Ker(S(0)). At the points 0 = n~/N, 1 < n < N - 1, we have sin(N0) = 0, but 
S (nN)  = -s in  ( (N -  1 )n - -~) I= (-1)'~ sin (n--~)I 
is invertible. 
Thus, the values 0 E ]0, 7r[ for which S(O) is singular, must satisfy sin(N0) ¢ 0. By (2.21), this 
means that values of 0 making S(O) singular coincide with those making L - ((sin((N - 1)0))/ 
('7 sin(NO)))I singular. By the spectral mapping theorem [9, p. 569], this occurs if there exists 
# E ~ such that 
sin ( (g  - 1) 0) 
#= '7 sin (NO) ' 0<0<~r ,  #ca(L )  AR. (2.23) 
Let us suppose that # C a(L) A R and consider the f : 11 U 12 U ... t_J IN ~ R defined by 
f(O) =s in ( (u -1 )  O) ] [ 
7sin (NO) -I-t, I j=  ( j - l )  7r .~r ~,3  , I _< j_<N.  (2.24) 
Note that by L'H6pital's rule one gets 
lim sin ((N - 1) 0) _ N - 1 lira sin ((N - 1) 0) _ 1 - N (2.25) 
0-~0+ '7 sin (NO) 7N ' 0-+~- '7 sin (NO) "TN " 
Furthermore, f is strictly monotone in each interval Ij, and for 1 < j < N, we have 
lim f(O) = +oo and lira f(O) = Toe, 
o--,(j-1)(,~ /N)+ O~j(~ /N)- 
and there exists 0j E I j  such that f(Oj) = 0. By (2.25), one gets 
N-1  
f(O) - "TN P' o--,~/N-lim f(O) = Tce, (2.26) 
1 -N  
lim f(O) = -co ,  f(Tr) - - -  #. (2.27) O.--*(N--1)/N:r+ "TN 
Note that by (2.27), if # < (1 -  N)/'TN, there exists ON C IN such that f(ON) = 0, and 
by (2.26), if I.t > (N - 1)/'TN, then there exists 01 C/1 such that f(01) = 0. Finally, note that 
for all 0 e ]0, ~r[ satisfying (2.23), one gets S(O) = "Tsin(NO)(L - #I), and thus, 
Ker I s (F ) ]  =Ker[p IFL  ] . (2.28) 
Summarizing, the following result has been 
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THEOREM 2.3. 
by 
as (L) = {# 6 a(L) n ]~, such that Ns (#) # {0}}, 
and for each # E as(L), let 
{ s in ( (N- l )  0) } 
Au = 0 E]0,~[, such that ~,sin(N0) -- # ' 
Assume that # E a(L) n R, and let Ns(z) = Ker[ FL] .  Let as(L) be defined 
(2.29) 
(2.30) 
1. 1~ IPl < (N - 1)I~/N, then A v has N - 2 elements, and if IPl >- (N - 1)I?N, then A~ has 
N - 1 elements. 
2. Let 5(#) be defined by 
N-1  
N - 2, I,~1 < ,,/---~, 
,~(~) = 
N- l ,  Ip, l> N-1  
- ' TN  ' 
and let as(L) = {#1 . . . .  , #s}, Am = {01,..., 0~(m)}, 1 < i < S. Then problem (1.1)-(1.3) 
has eigenpairs defined by Table 3. 
Table 3. 
Eigenvalues Associated Eigenfunctions ~s (L) A, 
of 
#1 
01 ~(~) 
#s 
27 cos 011 - c~ 
2~'cos0~(ul ) - a 
{3 'k sin (kO1)}N=o Ns (#1) 
• 1 N {")'ksm(kOs(.,))}k=oNs(.1) 
of 27 cos 0~ - 
oS~(~s) 27cosOS(us) - a 
{3 ,k sin (kO s) }N=0 Ns (]~s ) 
{~ksin (koD ,~ ~ Ns (.s) 
\ t~S) ]  Jk=O 
DEFINITION 4. The eigenpairs of problem (1.1)-(1.3) given by Theorem 2.3 will be Type Sine 
eigenpairs, the associated eigenfunctions are called Type Sine eigenfunctions, and the set of all 
these eigenfunctions is denoted by Bsin. 
Finally, we study the possible eigenfunctions derived from the solutions//2 defined in (2.20). 
By imposing to H2(k) = "7 ~ cos(kO)Q that satisfies (1.2) and (1.3), one gets that vector Q must 
verify Q = FTcos(O)Q, 7 N-1 cos((g - 1)8)Q = L7 g cos(NO)Q, or 
Tcos(0) F -  I ]  P=0,  C(O) =Tcos(gO)L -cos ( (Y -  1)0)I. (2.31) 
c(0) 
As in the case of Type Sine eigenpairs, C(0) = C(27r - 0) and by equation 3' cos(0) = (c~ + A)/2, 
the numbers 0 and 27r - 0 produce the same eigenpairs of problem (1.1)-(1.3). 
If linear system (2.31) admits nontrivial solutions, then both matrices ~ cos(0)F - I  and C(0) 
are singular and Ker(C(0)) A Ker(Tcos(0)F - I) ¢ {0}. In particular cos(0) ¢ 0, and by the 
spectral mapping theorem 5 = 1/(-/cos(0)) e a(F), and consequently, 0 = arccos(1/3,5). If 
0 = ((2n + 1)Tr)/2N, for some n, 0 < n < N - 1, then cos(N0) = 0 and by (2.31) 
C _((2n2"-N+ 1) 7r'~.] ( (N -  ,, (2n + 1) 7r~ I=  ( (2n + 1) 7r~ I = - cos l)  ~ ) ( -1)  "+ '  sin 2-Af J 
is invertible. 
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Thus, the values 0 e ]0, 7r[ with C(O) singular must verify cos(N0) 7 ~ 0, and from (2.31), C(O) 
is singular if and only if L - (eos((N - 1)0))/(7 cos(NO))I is singular or 
cos((N-1)0) 
7cos(N0) 
E G(L) Q R. (2.32) 
Let 5 e a(F) M (JR - {0}) and it e a(L) hR.  Then, for all 0 e]0, Tr[ such that cos0 # 0, 
1 = 5 and  cos ( (N  - 1) 0) 
3` oos (0) 7 cos (NO) = i t ,  
one gets C(O) = 3`cos(NO)(L- itI), 3`cos(0)F-  I = (1/5)F - I ,  and taking into account hat 
cos 0 # 0, cos(N0) # 0, it follows that 
[Tcos(0)F -  I ]  = Ker ~6 I -  F~ 
Ker [ C(O) \ i t I  - L ]" (2.33) 
Furthermore 5 and it satisfy (2.32), i.e., 
cos((N - 1) arccos (1/3,6)) 
7 cos(N axccos (1/76)) = it, 
and, if -1  _< 1/3`5 _< 1, it means that there is only one 0 = arccos(1/3`6) E]0, Tr[, and the 
eigenvalue is
A=2cos0-a=2cos  arceos -~= c~. 
Summarizing, we have established the following. 
THEOREM 2.4. LetS,# be reM numbers with 5 ~ a(F)M(R-{O}), -1  _< 1/75 <_ 1, # E cr(L)nR, 
and let us denote 
[S I -F  1 
Nc (5,#) = Ker [# I  - LJ " 
Let 
(6, #) E (G(F) N (R - {0})) x (a(L) n N) such that I 
Gc = 1 cos((N - 1) arccos (1/3`6)) 
-1  _< ~-~ < 1, 7cos(N arccos (1/75)) = it, No (6, it) ¢ {0} (2.34) 
= {((~l , i t l ) , ' ' ' ,  (~C,itC)}. 
Then, a set of eigenpairs of the Sturm-Liouville problem (1.1)-(1.3) is contained in Table 4. 
Table 4. 
Gc Eigenvalues Associated Eigenfunctions 
(61, #1) 2 
761 - 
2 
3 k cos (k arccos 1 N (-~))}k=oNC(~1,ttl) 
1 N 
DEFINITION 5. The eigenpairs provided by Theorem 2.4 are called Type Cosine. The set of all 
Type Cosine eigenvalues i denoted by (rc and their corresponding eigenfunctions axe called Type 
Cosine. The set of all Type Cosine eigenfunetions i  denoted by B .... 
All the conclusions of this section axe contained in the following result. 
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THEOREM 2.5. Consider the hypotheses and notation of Theorems 2.1-2.4 and Corollary 1. Let 
cr = or} U a~ U ~zI U as(L) U ac and B = Bz U B I I  U Bsin U B . . . .  
1. The Sturm-Liouville problem (1.1)-(1.3) admits nontriviaI solutions if and only if ~ ¢ O. 
2. If or # O, every eigenfunction of probIem (1.1)-(1.3) is a linear combination of the eigen- 
functions of B. 
Taking into account notation (2.1), in the following, we only consider the subset of eigen- 
k N functions of B of the form {f( )P}k=o, where P belongs to a basis of the corresponding vector 
subspace. The eigenfunctions of this form generates B. 
3. ORTHOGONALITY  AND E IGENFUNCTION EXPANSIONS 
Consider the notation of Section 2 and denote by SL(F, L) the vector space of the solutions 
of Sturm-Liouville problem (1.1)-(1.3) that by Theorem 2.5 is the set of all linear combinations 
of eigenfunctions of B. The aim of this section is to obtain an explicit representation f a given 
function N {f(k)}k= o in SL(F, L) in terms of eigenfunctions of B. This task implies solving a linear 
system but having some orthogonal structure in B, we would determine the coefficients of the 
linear expansion as Fourier coefficients which are much more interesting from a computational 
point of view. A possible orthogonal structure of SL(F, L) is available using Gram-Schmidt 
orthogonalization method to the set of eigenfunctions B given in Theorem 2.5, however this 
method is computationally expensive and it seems more interesting to endow to B of an inner 
product structure which recover the properties of scalar discrete Sturm-Liouville problems, see [1, 
pp. 664-666]. 
Consider the usual inner product in [~'~, i.e., {., .) : ]~m x IK m ~ ]R such that {u, v) = uTv 
k N for all u,v e ~m and let us define an inner product in SL(F,L) as follows: if ¢,  = {¢u( )}k=0, 
¢~ = {¢~(k)}N=0 are in SL(F, L), then 
N-1  
[¢,, ¢~1 = E (¢u(k), ¢~(k)). (3.1) 
k=l  
THEOREM 3.1. Let (#,¢u),(~,¢~) be two eigenpairs of problem (1.1)-(1.3) with # ~ ~. Then, 
[¢,, ¢~] = 0 if and only if 
( (F  - F 3-) ¢u(1), ¢~(1)} + ((L T - L) ¢,(N),  ¢~(N)} = 0. (3.2) 
PROOF. As ¢u,¢~ are eigenfunctions, in particular both satisfy (1.1) for A and # values of the 
parameter A 
¢~(k -  1) - (a+A)¢x(k )  +¢~(k+ 1) = 0, 1 < k < N-  1, (3.3) 
¢~(k -  1) - (a+ &)¢u(k) + Cu(k + 1) = 0, 1 < k < N-  1. (3.4) 
If we premultiply (3.3) by ¢ , (k)  3-, postmultiply (3.4) by ¢~(k), and subtract the resulting ex- 
pression, it follows that 
( ,  - ~) (¢,(k) ,  ¢~(k)) = (¢u(k - 1), ¢~(k)) + (¢ , (k  + 1), ¢~(k)) 
(3.5) 
- (¢,(k) ,  ¢~(k - 1)) - (¢,(k) ,  ¢~(k + 1)). 
Summing relation (3.5) from k = 1 to k = N - 1, one gets 
N-1  N- -1  
( .  - ~) ~ (¢.(k), ¢~(k)) = ~ (¢.(k - 1), ¢~(k)> + (¢.(k + 1),¢~(k)> 
k=l k=l (3.6) 
N-1  
- ~ ((¢u(k), ¢~(k - 1)> + <¢.(k), ¢~(k + 1)>). 
k=l  
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The right-hand side member of (3.6) takes the value 
<¢Ao), ¢~(1)) - (¢~(1), ¢~(o)) + <¢,(N), ¢~(g-  1)> - <¢~(N-  1), ¢~(N)). (3.7) 
By (3.1), (3.6), (3.7), it follows that 
(# - A) [¢u, ¢~] = (¢ , (0 ) ,  ¢~(1)}  - (¢u(1) ,  ¢~(0) )  
(3.8) 
+ (¢v(N), Cx(N-  1)) - (¢, (N - 1), ¢~(N)). 
Now, from (1.2), we have ¢,(0) = F¢,(1),  ¢~(0) = F¢~(1) and from (1.3), ¢~(g-  1) = L¢~(N), 
¢ , (N  - 1) = L¢,(N).  Substituting these expressions in (3.8) 
(~ - ~) [¢,, ¢~] 
= (F¢,(1), CA(l)) - (¢,(1), F¢~(1))+ (¢,(N), L¢~(N)) - (L¢,(N),  CA(N)) (3.9) 
= ( (F  - F-;) ¢,(1), ¢~(1)> + ((L T - L) ¢,(N),+~(N)}. 
Since # ~ A, from (3.9) one concludes the proof. | 
The following result is a direct consequence of Theorem 3.1. 
COROLLARY 2. Let the boundary conditions be self-adjoint in the sense of [2], i.e., F = F T, and 
L = L T, and let (#, C,),(A, ¢~) be eigenpairs of (1.1)-(1.3) with # # A, then [¢~, ¢~] = 0. 
COROLLARY 3. 
1. If P, Q are orthogonal vectors in I~ m and f(k),g(k) are real numbers for 0 < k < N, then 
[{f(k)P}g=o, {g(k)Q}N=o] = O. 
2. If {f(k)W}N=o are eigenfunctions of Type I, II or Cosine, associated to a certain eigen- 
value, and { Q1,.. . ,  Qn} is an orthogonal basis of W, then 
k N N • .. Qn}k=o {f(  )Q1}k=0, , ( f (k )  
are orthogonal. 
PROOF. By definition (3.1) 
N-1  N-1  
U(k)p}2_o, {g(k)Q}k=o = ~ (f(k)P,g(k)Q/= ~ f(k)~(k) (P, Q/= o. 
k=l k=l 
This proves Part 1. Part 2 is a direct consequence of Part 1. | 
The next result provides information about the orthogonality of Type Sine eigenfunctions. 
COROLLARY 4. Let as(L) be defined by (2.29). Assume that # E as(L), {P1,. . . ,Pn} is an 
orthogonal basis of Ns(#) and let A ,  be defined by (2.30). Then, the Type Sine eigenfunctions 
p, N A,}  {{  sin(ke) G=0,  1 < i < n, 0 , 
are orthogonal. 
PROOF. Note that the eigenfunctions {7 k sin(kO1)Pi}N=o and {V k sin(kO1)Pj}Y=o for i # j axe 
orthogonal by Part 1 of Corollary 3. Consider now two Type Sine eigenfunctions correspond- 
ing to 01 and 02 with 01 # 02, given by {7 k sin(kO1)P}g=o and {7 k sin(kO2)p}N=o with P 6 
LIN(P1,.. . ,P~) = Ns(#). As P c Ns(#), we have FP  = 0 and LP = #P, and by (3.2), it 
follows that 
((L -7 - L) ~/N sin (NO1) P, 7 N sin (N02) P} 
= 3 '2N sin (N01)sin (N02) ((L T - L) P, P> 
= 72N sin (N01) sin (N02) [(P, LP) - (LP, P)] 
= 72N sin (N01) sin (NO2) [(P, #P) - (#P, P)] = O. | 
Finally, we state without proof the vector analogous of the Fourier series expansion in terms 
of an orthogonal basis of SL(F, L), see [1, p. 675]. 
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COROLLARY 5. 
product (3.1). Let f = {f(k)}k= oN E SL(F,L), then 
n 
f (k )=Eags(k ) ,  as -  [%'f] l<s<n,  2=1 [~s,~]' 
and coe~cients as E R, are called the Foarier coet~cients of f with respect o T. 
R. J. VILLANUEVA ND L. JdDAR 
Let T = {'rl, . . . , Tn} be an orthogonal basis of SL(F, L) with respect o the inner 
4. EXAMPLE 
Consider the vector discrete Sturm-Liouville problem (1.1)-(1.3) where 
F=L= 0 . 
1 
N=10,  a=2,  7=1,  
(3.10) 
Ker[ ~F II] = LIN ({(1, 0, 1)}). 
By Theorem 2.1, V2~ + 1/~ - a = 1/2 is an eigenvalue of the Sturm-Liouville problem and its 
Type I eigenfunction takes the form 
~ 10 {( l /k  [ i l  }10 
{ T1 ( )}k=0 = 
k=0 
As (N - 1)/~/N = 9/10 and (1 - N) /vN = -9 /10  are not eigenvalues of L, there are not Type II 
eigenfunctions. 
Taking into account hat 
one gets that ~s(L) = {0}. Since 101 < (N - 1)/~/N = 9/10, by Theorem 2.3, we have that 
0 i=-~-  and 2+2cos  , 1<i<8,  
are the Type Sine eigenvalues and their corresponding Type Sine eigenfunctions are 
{ (9) [O1]}  1° 
{Ti+l(k)}l° o= sin k , 1<i<8.  
k=0 
Now, # = (cos(9 arccos(1/2)))/(lcos(10 arccos(1/2))) = 2 C a(L) n JR, 5 = 2 E a(F)  n (]~ - {0}) 
and 
Ne(2 ,2)=Ker  2 I -  ' 
and note that by Theorem 2.4, 2/',/5 - c~ = 2/(1 x 2) - 2 = -1  is an eigenvalue of the Sturm- 
Liouville problem and the corresponding Type Cosine eigenfunction takes the form { ( { 1° 
10 k arecos  ~ {r lO(k )L=o= eos = cos k 
k=O k=O 
= 1/2, we have 
NI(2) =Ker  2F = {0}, 
The only real eigenvalues of F = L are {0, 2}. Furthermore, as V(F, L) = {2}, taking # = 2, 
Discrete Vector Sturm-Liouville Problems 1133 
Once we obtained the full set of eigenfunctions of the Sturm-Liouville problem, we study its 
orthogonality. By Corollary 4, the family 
{( (k)} 1° { (k)} 1° } 
7-2 k=0, ' ' ' ,  7-9 k=0 (4.1) 
is orthogonal. Furthermore, vectors (-1,0, 1) and (1, 0, 1) are orthogonal, and by Part 1 of 
Corollary 3, each of the eigenfunetions lr~-lt~k~l°jtk=0 and {'rlo(k)}vbk= o1° are orthogonal with the 
eigenfunctions of (4.1). Finally, we check that using Theorem 3.1 and (3.2), that the eigenfunc- 
tions {Tl(k)}~°0 and rT /k~11° 10t JIk=o are orthogonal. Note that 
<(F - F T) T1 (1),T10 (1)} + ((L T - L) T1 (10),~-10 (10)> 
/[ol [i]/ 1 0 1 g 71- 1 + :0  
Thus, the family of eigenfunctions {T1, T2,..., ~-10}, is orthogonal. 
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