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Abstract
This paper is devoted to the study of the flatness property of linear
time-invariant fractional systems. In the framework of polynomial ma-
trices of the fractional derivative operator, we give a characterization of
fractionally flat outputs and a simple algorithm to compute them. We also
obtain a characterization of the so-called fractionnally 0-flat outputs. We
then present an application to a two dimensional heated metallic sheet,
whose dynamics may be approximated by a fractional model of order 1/2.
The trajectory planning of the temperature at a given point of the metallic
sheet is obtained thanks to the fractional flatness property, without inte-
grating the system equations. The pertinence of this approach is discussed
on simulations.
1 Introduction
Fractional (or non integer) differential equations prove to be particularly perti-
nent for the modeling of some classes of systems such as thermal [32, 4], electro-
chemical [11], viscoelastic [31], nuclear magnetic resonance [25] or biological
ones [42], whereas integer models may lead to representations with an exces-
sive number of state variables or poorly reproducing some dynamical aspects
[26]. Fractional calculus dates back to Euler, Leibniz, Liouville, Riemann and
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many others (see e.g. [35, 39]). For relations between Mikusin´ski’s operational
calculus and fractional integration the reader may refer to [5]. In control ap-
plications, seminal works on modeling, identification and robust control design
may be found in Oustaloup [33, 34]. For controllability, observability, minimal
realization aspects of fractional systems in the algebraic framework of module
theory via Mikusin´ski’s calculus, one may refer to Fliess and Hotzel [19, 14].
Stability and stabilization in relation to controllability and observability have
been extensively studied by Matignon and d’Andrea-Novel [27, 28].
Motion planning for fractional systems becomes a major issue if working
around an equilibrium point appears to be too restrictive. If we need to properly
design a feasible trajectory to be tracked, no systematic approach is presently
available in this context. One possible approach consists in extending the so-
called flatness-based trajectory design (see [15, 16, 17], the books [38, 37, 41, 23]
and the references therein) to fractional systems. Recall that, roughly speaking,
a system described by ordinary differential equations is said to be differentially
flat if and only if there exists an output vector, called flat output, of the same
dimension as the control vector, such that all system variables can be expressed
as functions of this output and its successive time derivatives in finite number.
The role played by flat outputs for motion planning is thus clear: all system
trajectories being parametrized by such an output, which, in addition, does
not need to satisfy any differential equation, it suffices to construct an output
curve by interpolation and deduce the desired state trajectory which, moreover,
may be obtained without integrating the system equations, thus making this
solution particularly simple and elegant. Our aim in this paper is therefore (1) to
extend this property to fractional systems, a notion that will be called fractional
flatness, (2) to characterize fractionally flat systems and fractionally flat outputs,
(3) to provide an algorithm to compute such flat outputs, and (4) to show the
usefulness of our approach on the motion planning example of a thermal system.
Preliminary results on fractional flatness have been presented by some of the
authors [45, 44] without algebraic foundations and in the particular case where
the matrix B of System (5) (see Section 3.1) is a 0-degree polynomial matrix,
leading to a less precise characterization of the so-called defining matrices.
The theoretical contributions of this paper are: a rigorous algebraic def-
inition of the fractional flatness property for linear time invariant fractional
systems, and its characterization in the framework of polynomial matrices of
the fractional derivative operator; as a by-product, we recover the equivalence
between fractional flatness and controllability (see e.g. [19, 14]); then a sim-
ple algorithm to compute fractionnally flat outputs is obtained as well as a
specialization of the latter results to the notion of fractional 0-flatness.
Concerning the applications, we extend previous results of Rudolph [38],
Laroche et al. [22, 21] and others, establishing a link between the heat equa-
tion in one dimension, with various boundary conditions, and an approximate
fractional system representation of order 12 , to the heating of a two dimensional
sheet, modeled by the heat equation in the positive orthant of the (x, y)-plane
and controlled by the heat density flux through the y-axis; we further show
that the associated fractional approximation is flat with an easily obtained flat
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output that, to the authors knowledge, has no simple physical interpretation as
a variable related to the aforementioned heat equation; finally, we show how to
use these results to plan rest-to-rest trajectories of the temperature at a given
point of the metallic sheet.
After recalling the basics of fractional calculus in Section 1, Section 2 presents
the fractional polynomial algebraic framework. Then, the notion of fractional
flatness is introduced in Section 3. In Section 4, a two-dimensional thermal
application is presented in simulation, to finally conclude in section 5.
2 Recalls on Fractional Calculus
2.1 Fractional derivative
Let γ ∈ R+, n = ⌈γ⌉ = E(γ)+1 = min{k ∈ N|k > γ}, where ⌈.⌉ (resp. E) is the
ceiling operator (resp. the integer part), and ν ∈ [0, 1[ given by ν = n− γ. Let
a be a given arbitrary real number and f ∈ C∞([a,+∞[), the set of infinitely
continuously differentiable functions from [a,+∞[ to R. We denote by f (k)(t)
the ordinary k-th order derivative of f with respect to t for every k ∈ N.
The Riemann-Liouville derivative1 , or more simply fractional derivative, of
order γ = n−ν, denoted byDγ
a
, is defined as the n-th order (ordinary) derivative
of the Cauchy integral of order ν of f at time t [30]:
Dγ
a
f(t) = Dn (Iν
a
f(t))
,
(
d
dt
)n(
1
Γ (ν)
∫ t
a
f (τ) dτ
(t− τ )1−ν
)
(1)
where Iν
a
f(t) is called the fractional primitive of f and the Euler’s Γ function,
defined by:
Γ(x) =
∫ ∞
0
e−ttx−1dt, ∀x ∈ R∗ \ N−, (2)
is the generalized factorial (∀n ∈ N,Γ(n+1) = n!). Note that νΓ(ν) = Γ(ν+1)
for all ν ∈ R+. If γ = n ∈ N, the fractional and ordinary derivatives coincide
(Dγ
a
f(t) = Dnf(t)) and if γ < 0, Dγ
a
f(t) = I−γ
a
f(t). Indeed, when n = 0, the
differentiation (1) boils down to an integration.
Let us denote
Ha
∆
= {f : R 7→ R|f ∈ C∞([a,+∞[), f(t) = 0, ∀t ≤ a} . (3)
As a consequence of Propositions A.1 and A.2 of the Appendix (see also e.g.
[35]), Dγ
a
is an endomorphism from Ha to itself and Ha may be considered as
the domain of Dγ
a
. For simplicity’s sake, the notation Dγ
a
is used in place of
1This definition is generally credited to Riemann when a 6= 0 , to Liouville when a = −∞,
and to Riemann-Liouville when a = 0. Here since a is arbitrary, we gather the Riemann
and Riemann-Liouville cases in one and give the name “Riemann-Liouville” to this generic
concept, the role played by the bound a being of minor importance.
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Dγ
a
∣∣Ha . We consider arbitrary polynomials of the indeterminate Dγa with real
coefficients, of the form
K∑
k=0
ckD
kγ
a
and call them Dγ
a
-polynomials. Their degree
is defined as usually.
We denote by R [Dγ
a
] the set of such Dγ
a
-polynomials (again whose domain is
restricted to Ha) endowed with the usual addition and multiplication of polyno-
mials (denoted as usual by + and ×). The reader may immediately verify that
(R [Dγ
a
] ,+,×) is a (commutative) principal ideal domain. The main properties
of R [Dγ
a
] are recalled in the Appendix.
2.2 Dγ
a
-polynomial matrices
Interpreting the fractional derivative operator in terms of Mikusin´ski’s opera-
tional calculus as in Battig and Kalla [5], a system theoretic approach has been
developed by Fliess and Hotzel [14] where the field of Mikusin´ski’s operators
M is defined as the field of fractions of the commutative integral domain C of
continuous functions defined over [0,∞[ endowed with the addition and convo-
lution product [29, 14]. M can also be considered as an R [sγ ]-module, where
sγ is the Laplace operator associated to Dγ
a
.
Note that for all A ∈ M and all f ∈ C, the result Af is defined in the
sense of distributions, whereas in the previous approach, namely in R [Dγ
a
], the
action of a polynomial of Dγ
a
applied to a function of Ha is always well-defined
in Ha. However the results stated in the remainder of this paper are equally well
established in both approaches. We only state them in the setting of R [Dγ
a
].
Their (straightforward) adaptation toM is left to the reader. Note also that the
parameterization algorithms of [9] might be adaptable to this fractional context
to yield comparable results, though apparently in a more indirect way.
If p, q ∈ N, we call R [Dγ
a
]
p×q
the set of Dγ
a
-polynomial matrices of size
(p × q), i.e. whose entries are Dγ
a
-polynomials. When p = q, the group of
unimodular Dγ
a
-polynomial matrices, GLp (R [D
γ
a
]), defines the set of invertible
(square)Dγ
a
-polynomial matrices whose inverse is also a Dγ
a
-polynomial matrix.
We denote by Ip the p × p identity matrix and by 0p×q the p × q zero matrix.
Dγ
a
-polynomial matrices enjoy the following important property [10, Chap. 8]:
Theorem 2.1 (Smith diagonal decomposition) Given a matrix A ∈
R [Dγ
a
]p×q, with p ≤ q ( resp. p ≥ q), there exist two matrices S ∈ GLp (R [Dγa ])
and T ∈ GLq (R [Dγa ]) such that:
SAT = [∆ 0p,q−p] (resp. =
[
∆
0p−q,q
]
), (4)
where ∆ = diag{δ1, . . . , δσ, 0, . . . , 0} ∈ R [Dγa ]p×p (resp. R [Dγa ]q×q). In ∆, the
integer σ ≤ min(p, q) is the rank of A and every non zero Dγ
a
-polynomial δi, for
i = 1, . . . , σ, is a divisor of δj for all σ ≥ j ≥ i.
This decomposition over R [Dγ
a
] is done in practice by the same algorithm
as the one over R [s], s being a complex variable. It consists in computing a
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diagonal form by repeatedly using greatest common divisors (see e.g. [18, 46].
See also [9] for more general algorithms in the context of Ore algebras).
Definition 2.1 (Hyper-regularity [23]) Given a matrix A ∈ R [Dγ
a
]
p×q
, we
say that A is hyper-regular if, and only if, in (4), we have ∆ = Imin(p,q).
Note that a square matrix A ∈ R [Dγ
a
]p×p is hyper-regular if, and only if, it
is unimodular.
A straightforward adaptation of [2, Section II.C] to Dγ
a
-polynomial matrices
reads:
Proposition 2.1 (i) A matrix A ∈ R [Dγ
a
]
p×q
, with p < q is hyper-regular if,
and only if, it possesses a right-inverse, i.e. there exists T in GLq (R [D
γ
a
]) such
that AT =
[
Ip 0p×(q−p)
]
.
(ii) A matrix A ∈ R [Dγ
a
]
p×q
, with p ≥ q is hyper-regular if, and only if,
it possesses a left-inverse, i.e. there exists S in GLp (R [D
γ
a
]) such that SA =[
Iq
0(p−q)×q
]
.
Note, again according to [2], that the technique of row- or column-reduction
described in this reference requires less computations for left- or right-inverses
than the above mentioned Smith decomposition and might indeed be preferred.
3 Linear fractionally flat systems
3.1 Linear fractional systems
We consider a linear fractional system given by the following representation
Ax = Bu (5)
with state, or partial state, x of dimension n, input u of dimension m, A ∈
R [Dγ
a
]
n×n
and B ∈ R [Dγ
a
]
n×m
. B is assumed to be of rank m, with 1 ≤ m ≤ n.
For System (5), we consider (see e.g. [12, 13, 36, 43, 23, 1]):
• its behavior ker [A −B], where the kernel is taken w.r.t. the signal space
Ha defined in (3), i.e. the set
{[
x
u
]
∈ (Ha)n+m |
[
A −B] [x
u
]
= 0
}
;
• and its system module MA,B, i.e. the quotient module
MA,B = R[D
γ
a
]1×(n+m)/R[Dγ
a
]1×n
[
A −B] , (6)
where R[Dγ
a
]1×(n+m) is the set of row vectors with components in R[Dγ
a
]
and where R [Dγ
a
]1×n
[
A,−B] is the module generated by the rows of the
n× (n+m) matrix [A −B].
According to [12], MA,B can be decomposed into the direct sum: MA,B =
T ⊕ F where the uniquely defined module T is torsion and F is free. F is
unique up to isomorphism. Also, the system is said F -controllable if and only
if T = {0}, or in other words, if and only if MA,B is free.
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3.2 Fractional flatness
From now on, it is assumed that the matrix F ,
[
A −B] ∈ R [Dγ
a
]n×(n+m)
has full (left) row rank. We also denote by MF , MA,B the system module for
simplicity’s sake. System (5) reads:
F
[
x
u
]
= 0. (7)
Our definition of fractional flatness is based on the notion of defining matrices
in the spirit of [24, 1].
Definition 3.1 The system (7) is called fractionally flat if, and only if, there
exist matrices P ∈ R [Dγ
a
]
m×(n+m)
and Q ∈ R [Dγ
a
]
(n+m)×m
such that
Q (Ha)
m = kerF and PQ = Im. (8)
In other words, there exists a matrix P with right-inverse Q over the ring
R [Dγ
a
] such that, for all (x, u) satisfying F
[
x
u
]
= 0, we have y = P
[
x
u
]
and[
x
u
]
= Qy. The variable y, taking its values in (Ha)
m, is called fractionally
flat output and the matrices P and Q are called defining matrices.
The main result of this section is the following2:
Theorem 3.1 We have the following equivalences:
(i) system (7) is fractionally flat;
(ii) the system module MF is free;
(iii) the matrix F is hyper-regular over R [Dγ
a
].
Proof. (i) =⇒ (iii) Assuming system (7) fractionally flat, according to Def-
inition 3.1, there exist P and Q such that Q (Ha)
m = kerF , or FQ = 0,
and PQ = Im. According to the decomposition of morphisms (see e.g. [6,
A I, The´ore`me 3 p. 37]), since Q is onto by definition, there exists an iso-
morphism of R [Dγ
a
]-modules R := (Ha)
n+m / kerF 7→ F (Ha)n+m such that
F
(
R Q
)
=
(
In 0n×m
)
, which, together with the fact that R ∈ GLn (R [Dγa ])
and that Q has right-inverse, proves that F is hyper-regular.
(iii) =⇒ (ii) If F is hyper-regular, by Proposition 2.1, there exists T ∈
GLn+m (R [D
γ
a
]) such that FT =
(
In 0n×m
)
. Therefore the module MF is
equivalent to the module MFT ≃M(In 0n×m
) which is indeed free.
(ii) =⇒ (i) Assume that MF is free. According to the size of F , it admits m
independent variables y1, . . . , ym ∈ Ha as basis. Denote by y = (y1, . . . , ym)T .
If ξ is an arbitrary element of MF , we indeed have y = Tξ and ξ = Sy for
2A comparable result, in the context of linear time-varying differential-delay systems, may
be found in [1].
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some suitable unimodular matrices T and S. We readily get TS = Im and,
since, by construction, ξ = U
[
x
u
]
for some
[
x
u
]
satisfying F
[
x
u
]
= 0,
i.e. U−1ξ ∈ kerF , we get U−1S (Ha)m = kerF , thus proving that system (7) is
fractionally flat with P = TU and Q = U−1S.
Remark 3.1 Given (ii), a linear fractional system is flat if and only if it is
F-controllable (see Section 3.1).
The following algorithm to compute a fractionally flat output is immediately
deduced:
Algorithm 3.1 Computation of fractionally flat output
Input : The matrix F =
[
A −B] ∈ R [Dγ
a
]
n×(n+m)
Output : Defining matrices P and Q, i.e. satisfying (8).
Procedure:
1. Use column-reduction to check if F is hyper-regular. If not, return
“fail”.
2. Else, find W ∈ GLn+m (R [Dγa ]), according to Proposition 2.1 (i),
such that FW = [In, 0n×m] .
3. The defining matrices are given by:
Q ,W
[
0n×m
Im
]
and P , [0m×n, Im]W−1.
4. Return P , Q and a fractionally flat output given by y = P
[
x
u
]
.
It is readily seen that this algorithm yields FQ (Ha)
m
= 0 and that PQ = Im,
which is precisely (8). Moreover, x = [In, 0n×m]Qy and u = [0m×n, Im]Qy
identically satisfy (7).
3.3 Fractional 0-flatness
In practical applications, it may be convenient to distinguish between state and
input, and for linear controllable time-invariant systems, a set of flat outputs
may be obtained via Brunovsky´’s canonical form (see e.g. [7, 20]) and do not
depend on the input u. This property called fractional 0-flatness, reads: there
exist P1 ∈ R [Dγa ]m×n and Q1 ∈ R [Dγa ]n×m such that y = P1x, x = Q1y, and
P1Q1 = Im.
Definition 3.2
• A system is called fractionally k-flat, with k ≥ 1, if and only if the maximal
degree of the matrix P
[
0n,m
Im
]
is equal to k− 1. In this case, the output y
is called fractionally k-flat output.
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• It is said fractionally 0-flat if P
[
0n,m
Im
]
= 0m. The associated output y is
called fractionally 0-flat output.
Fractional 0-flatness is thus equivalent to the existence of P and Q as in Defini-
tion 3.1 such that P =
[
P1 0m,n
]
with P1 ∈ R [Dγa ]m×n and P1Q1 = Im where
Q1 ,
[
In 0n,m
]
Q.
Lemma 3.1 (Elimination) If B is hyper-regular, there exists a unimodular
matrix M ∈ R [Dγ
a
]
n×n
such that MB =
[
Im
0(n−m)×m
]
. Moreover, there ex-
ist matrices F˜ ∈ R [Dγ
a
]
(n−m)×n
and R ∈ R [Dγ
a
]
m×n
such that System (5) is
equivalent to Rx = u, F˜ x = 0.
Proof. Setting MA ,
[
R
F˜
]
with R of size m × n and F˜ of size (n −m) × n,
we have:
[
R
F˜
]
x =MAx =MBu =
[
Im
0(n−m)×m
]
u.
Theorem 3.2 If B is hyper-regular, the following statements are equivalent:
(i) System (5) is fractionally 0-flat;
(ii) The system module
MF˜ , R [D
γ
a
]
1×n
/R [Dγ
a
]
1×(n−m)
F˜
is free, with F˜ defined in Lemma 3.1;
(iii) the matrix F˜ is hyper-regular over R [Dγ
a
].
Proof. Immediate consequence of Theorem 3.1. See also [1, Theorem 2] in a
different context.
The previous algorithm is easily adapted to compute fractionally 0-flat out-
puts:
Algorithm 3.2 Computation of fractionally 0-flat output
Input : The matrices A and B of System (5) with B hyper-regular.
Output : Defining matrices P and Q, i.e. satisfying (8), with P =
[
P1 0m,m
]
,
P1 ∈ R [Dγa ]m×n, Q1 ,
[
In 0n,m
]
Q and P1Q1 = Im.
Procedure:
1. Check, using row-reduction, if B is hyper-regular. If not, return
“fail”.
2. Else, find M ∈ GLn (R [Dγa ]) such that MB =
[
Im
0(n−m)×m
]
.
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3. With M , obtain R ∈ R [Dγ
a
]m×n and F˜ ∈ R [Dγ
a
](n−m)×n, according
to Lemma 3.1, by: MA =
[
R
F˜
]
.
4. Apply Algorithm 1 to F˜ , which returns P1 and Q1.
5. Set P = (P1, 0) and Q =
[
Q1
RQ1
]
.
To summarize, Algorithm 3.2 gives a fractionally 0-flat output y by y = P1x.
Moreover, x = Q1y and u = RQ1y identically satisfy Ax = Bu.
4 A thermal bidimensional application
4.1 Heat equation
0
PSfrag replacements
ϕ(y, t)
y
x
T (x0, y0, t)
Figure 1: Heated metallic sheet
We consider a 2D metallic sheet, assumed isolated and without heat losses
(see Figure 1), where the temperature T (x, y, t) is controlled by the heat density
flux ϕ(y, t) across the y-axis for y ≥ 0. The medium may be seen as a homoge-
neous metallic semi-infinite plane of diffusivity α and conductivity λ. Our aim
is to plan a temperature trajectory at a given point (x0, y0) and to obtain the
control that generates it.
As it is well-known, the temperature diffusion satisfies the following scalar
heat equation: (
∂2
∂x2
+
∂2
∂y2
− 1
α
∂
∂t
)
T (x, y, t) = 0, (9)
in the open quarter-space (x, y) ∈]0, ∞[×]0, ∞[ and t ∈]0, ∞[, with boundary
condition
− λ∂T (x, y, t)
∂x
∣∣
x=0
= ϕ(y, t), ∀y > 0, ∀t > 0 (10)
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ϕ being the control variable, with the limit conditions
lim
x→∞
T (x, y, t) = 0, ∀y > 0, ∀t > 0, (11)
lim
y→∞
T (x, y, t) = 0, ∀x > 0, ∀t > 0, (12)
and Cauchy condition
T (x, y, 0) = 0 ∀x > 0, ∀y > 0. (13)
We follow a separation of variables approach developed, e.g. in [8] and
generalizing the one followed by [22, 21, 40]. We recall that, for a function f
of several variables ξ and t ∈ R, its (partial) Laplace transform is given by
fˆ(ξ, s) =
∫ +∞
0
f(ξ, t)e−tsdt for all ξ and s ∈ C where this integral is finite.
Applying this transform to (9), we get:
s
α
Tˆ (x, y, s) =
∂2Tˆ (x, y, s)
∂x2
+
∂2Tˆ (x, y, s)
∂y2
. (14)
It may be seen that the formal series:
Tˆ (x, y, s) =
+∞∑
i=0
Lx,i(s)Ly,i(s)e
−√s
(
x
i+1+y
√
1
α
− 1
(i+1)2
)
(15)
where Lx,i(s) and Ly,i(s) are arbitrary functions of the complex variable s,
satisfies (9) –(13) and that the heat flux, defined by (10), is given by
ϕˆ(y, s) =
+∞∑
i=0
λ
√
s
i+ 1
Lx,i(s)Ly,i(s)e
−√sy
√
1
α
− 1
(i+1)2 . (16)
Setting
ϕˆi(s) ,
λ
√
s
i+ 1
Lx,i(s)Ly,i(s), ∀i, (17)
the unique solution of (14) for every given square integrable flux density ϕˆ reads:
Tˆ (x, y, s) =
+∞∑
i=0
i+ 1
λ
√
s
e
−√s
(
x
i+1+y
√
1
α
− 1
(i+1)2
)
ϕˆi(s)
ϕˆ(y, s) =
+∞∑
i=0
e
−√s
(
y
√
1
α
− 1
(i+1)2
)
ϕˆi(s).
(18)
Remark 4.1 The sequence {ϕˆi} corresponds to a decomposition of the heat flow
in spatial frequencies.
For each i ≥ 0, let us define the thermal impedance:
Hi(x, y, s) ,
(i+ 1)e
−√s
(
x
i+1+y
√
1
α
− 1
(i+1)2
)
λ
√
s
, (19)
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so that, denoting by Tˆi(x, y, s) = Hi(x, y, s)ϕˆi, we get
Tˆ (x, y, s) =
+∞∑
i=0
Tˆi(x, y, s). (20)
4.2 Approximate fractional heat transfer
Using the Pade´ approximant of e−x at the order K (see e.g. [3]), the expression
(19) evaluated at the point (x0, y0), with γ =
1
2 , reads:
Hi(x0, y0, s) =
(i+1)
λ√
s
e
−√s
(
x0
i+1+y0
√
1
α
− 1
(i+1)2
)
≈
∑
K
k=0
(i+1)
λ
ai,ks
kγ∑
K
k=0 |ai,k|s(k+1)γ
, Hi,K(x0, y0, s),
(21)
with ai,k =
(−1)k(2K−k)!K!
2K!k!(K−k)!
(
x0
i+1 + y0
√
1
α
− 1(i+1)2
)k
.
For a point (x0, y0) not too far from the origin, for every i ≥ 0, Hi,K fastly
converges to Hi as K tends to infinity. Also, given a finite number I, the
truncated temperature
TˆI,K(x0, y0, s) ,
I∑
i=0
Hi,K(x0, y0, s)ϕˆi(s) (22)
may be seen to fastly converge to Tˆ (x0, y0, s) as I tends to infinity. Note that
the finite sequence {ϕi, i = 0, . . . , I} now plays the role of the control vector.
In state space form, the transfer (22) can be represented by:
AX = BU, TI,K(x0, y0, t) = CX, (23)
where:
X ,


X0
...
XI

 , U ,


ϕ0
...
ϕI

 ,
A , diag{Ai}, B , diag{Bi}, C ,
[
C0, . . . , CI
] (24)
with, for i = 0, . . . , I,
Xi ,


Xi,K
...
Xi,0

 , (25)
Ai ,


D
1
2
a + |a′i,K−1| |a′i,K−2| . . . |a′i,0| 0
−1 D
1
2
a 0 . . . 0
0 −1 . . . . . . ...
...
. . .
. . .
. . . 0
0 . . . 0 −1 D
1
2
a


,
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Bi ,
[
1
0K×1
]
, Ci ,
(i+ 1)
λ
[
a′i,K , · · · , a′i,0
]
, (26)
where we have denoted a′i,k = ai,k/|ai,K| for all k = 0, . . . ,K and all i = 0, . . . , I.
4.3 Flat output computation
Let us now apply Algorithm 2. Since every hyper-regular Bi is already in
its Smith form, we introduce the matrices Ri ∈ R
[
D
1
2
a
]1×(K+1)
and F˜i ∈
R
[
D
1
2
a
]K×(K+1)
such that: Ai =
[
Ri
F˜i
]
with
Ri =
[
D
1
2
a + |a′i,K−1|, |a′i,K−2|, . . . , |a′i,0|, 0
]
,
F˜i =


−1 D
1
2
a 0
. . .
. . .
0 −1 D
1
2
a

 , i = 0, . . . , I.
To get the required implicit form, we consider the unimodular matrix M =[
diag{MR,i, i = 0, . . . , I}
diag{MF˜ ,i, i = 0, . . . , I}
]
with MR,i = [1, 01,K] and MF˜ ,i = [0K,1, IK] for all
i = 0, . . . , I. and we can verify that MA =
[
diag{Ri, i = 0, . . . , I}
diag{F˜i, i = 0, . . . , I}
]
,
[
R
F˜
]
, F˜
being hyper-regular, and thus System (23)-(24)-(25)-(26) is 0-flat.
Applying Algorithm 1 to F˜ , we compute the upper triangular matrix W ∈
GL(I+1)(K+1) (R [D
γ
a
]) satisfying F˜W =
[
IK(I+1) 0K(I+1)×(I+1)
]
,
W = diag{Wi, i = 0, . . . , I},with
Wi ,


−1 −D
1
2
a −D1a . . . −D
K
2
a
. . .
. . .
. . .
...
. . .
. . . −D1
a
. . . −D
1
2
a
0 −1


, i = 0, . . . , I.
and its inverse, also upper triangular,
W−1 = diag{W−1i , i = 0, . . . , I},with
W−1i ,


−1 D 12a 0
. . .
. . .
. . . D
1
2
a
0 −1

 , i = 0, . . . , I.
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Therefore, by introducing Si =
[
0K×1
1
]
, Q1,i =


−D
K
2
a
...
−D
1
2
a
−1

 and P1,i =
[
01×K 1
]
,
for i = 0, . . . , I:
Q1 =Wdiag{Si} = diag{Q1,i, i = 0, . . . , I},
P1 = diag{P1,i}W−1 = diag{−P1,i, i = 0, . . . , I},
we indeed have P1Q1 = II+1. Finally, the defining matrices P and Q read:
P = diag{[−P1,i, 0], i = 0, . . . , I}, Q =
[
Q1
RQ1
]
which proves that System (23) is fractionally 0-flat and that a fractional flat
output Y is given by
Y = P1X = −


X0,0
...
XI,0

 ,
U = RQ1Y =


−
K∑
k=0
∣∣∣a′i,k∣∣∣D k+12a Y0
...
−
K∑
k=0
∣∣∣a′i,k∣∣∣D k+12a YI

 ,
TI,K(x0, y0, t) = CX = CQ1Y (27)
= −
I∑
i=0
i+ 1
λ
K∑
k=0
a′i,kD
k
2
a Yi.
In particular Yi = −Xi,0, i = 0, . . . , I.
Remark 4.2 The original infinite dimensional system (9)-(13), once expressed
in the frequency domain, may be seen to be flat with the infinite sequence
Y (s) , (Lx,1(s)Ly,1(s), . . . , Lx,i(s)Ly,i(s), . . .) as flat output, since Tˆ (x0, y0, s)
and ϕˆ(y, s) may be expressed in terms of Y (s) (see (15)-(17)). The interpre-
tation of these expressions in the time domain is far from being obvious due
to the sum of convolutions appearing in the inverse Laplace transform of the
products Lx,i(s)Ly,i(s)e
−√s. Accordingly, the 0-flat output (27) has no clear
physical interpretation in terms of the heat equation original variables.
Remark 4.3 For the infinite dimensional system (9)-(13), the temperature and
the heat flux must be chosen in the class of Gevrey functions in order to gua-
rantee the convergence of the series (17)-(18) (see e.g. [22, 21, 38, 40]). Deal-
ing with fractional operators provides an important simplification in the design,
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though convergence aspects may be confirmed numerically. It can be verified
numerically that the series TˆI,K is fastly convergent. Therefore, the orders of
truncation I and K may be chosen small.
4.4 Trajectory planning
Let us define a rest-to-rest temperature trajectory at the point x0 = 0.045m and
y0 = 0.02m (see Figure 1) with a temperature rise of 30
◦C over the ambient
temperature in a total duration tf , with the conditions:
T (x0, y0, 0) , T0 = 0, (28)
T (l)(x0, y0, 0) = 0, l = 1, . . . ,L,
T (x0, y0, tf) , Tf = 30,
T (l)(x0, y0, tf) = 0, l = 1, . . . ,L,
with L to be determined later.
The desired temperature TI,K(x0, y0, t) and the control U will be deduced
from (27), without need to integrate the system equation (23), by translating the
conditions (28) into conditions on the fractionally flat outputs Yi, i = 0, . . . , I,
assuming that their trajectory is given by a polynomial of t:
Yi(t) ,
r∑
j=0
ηi,j
(
t
tf
)j
(29)
with the integer r and the real coefficients ηi,j , i = 0, . . . , I, j = 0, . . . , r, to be
determined.
We compute the initial and final values Yi(0) and Yi(tf ) using (27) and
knowing that, for t ≥ 0:
D
k
2
a t
j =
Γ(j + 1)
Γ(j + 1− k2 )
tj−
k
2 , k = 0, . . . ,K, j = 0, . . . , r.
We also assume that we can identify T (x0, y0, t) with TI,K(x0, y0, t). Thus:
T (t) , T (x0, y0, t) ≈ TI,K(x0, y0, t)
= −∑Ii=0 i+1λ ∑rj=0 ηi,jtj
f
∑
K
k=0 a
′
i,k
Γ(j+1)
Γ(j+1− k2 )
tj−
k
2 ,
T (l)(t) ≈ T (l)
I,K(x0, y0, t)
= −∑Ii=0 i+1λ ∑rj=0 ηi,jtj
f
∑
K
k=0 a
′
i,k
Γ(j+1)
Γ(j+1− k2−l)
tj−
k
2−l.
In order to satisfy the initial conditions (t = 0), the coefficients ηi,j , corre-
sponding to the negative exponents (j − k2 − l < 0), must vanish. Therefore
ηi,j = 0 for all j <
K
2 + L and T reads:
T (t) = −
I∑
i=0
i+ 1
λ
r∑
j=⌈K
2
+L⌉
ηi,j
t
j
f
K∑
k=0
a
′
i,k
Γ(j + 1)
Γ(j + 1− k
2
)
t
j− k
2 ,
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where ⌈.⌉ is the ceiling operator. Since, there are L+1 final conditions left for
T (l)(tf ), l = 0, . . . ,L, r must satisfy
(
r− ⌈K2 + L⌉+ 1
)
(I+ 1) ≥ 2(L+1), thus
r ≥ 2L+ 1
I+ 1
+
⌈
K
2
+ L
⌉
− 1. (30)
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Figure 2: Left: Flat outputs Yi, i = 0, 1. Center: Decomposition of the heat
flow (control) ϕi(t), i = 0, 1 with the heat density flux (dashed red). Right:
Temperature trajectory.
We therefore have to solve the linear system in the coefficients ηi,j , j =
⌈K2 + L⌉, . . . r, i = 0, . . . , I:
T (l)(tf ) = −
I∑
i=0
i + 1
λ
r∑
j=⌈K2 +L⌉
ηi,j
tjf
K∑
k=0
a′i,k
Γ(j + 1)
Γ(j + 1− k2 − l)
t
j− k2−l
f = 0, (31)
T (tf) = −
I∑
i=0
i+ 1
λ
r∑
j=⌈K2 +L⌉
ηi,j
tjf
K∑
k=0
a′i,k
Γ(j + 1)
Γ(j + 1− k2 )
t
j− k2
f = Tf , (32)
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for all l = 1, . . . ,L, and plug its solution in (29).
4.5 Simulations
In the simulations presented in Figure 2, α = 8.83× 10−5m2.s−1, λ = 210W.m−1.K−1
and tf = 50s. We have chosen a = 0, K = L = 2, I = 1 and r = 5. The co-
efficients a′i,k =
ai,k
|ai,3| with ai,k =
(−1)k(2K−k)!K!
2K!k!(K−k)!
(
x0
i+1 + y0
√
1
α
− 1(i+1)2
)k
in
System (31)-(32) are thus:
a′0,1 = 2.543 a
′
0,2 = −2.762 a′0,3 = 1
a′1,1 = 2.596 a
′
1,2 = −2.791 a′1,3 = 1
The obtained coefficients ηi,j , i = 0, 1, j = 3, 4, 5, are:
η0,3 = −7.30.104 η0,4 = −1.13.103 η0,5 = −7.52.103
η1,3 = 1.84.10
4 η1,4 = 3.23.10
4 η1,5 = −7.33.103
The fractional flat output is depicted in Figure 2 (left) and the corresponding
heat flow (control) decomposition (ϕi(t)) in Figure 2 (center). It can be noticed
that the duration tf = 50s to reach the point of coordinates x0 = 0.045m and
y0 = 0.02m is small compared to the time response of the system. However, the
total flux density ϕ of about 2.104W.m−2 (Figure 2, center, dashed line) needed
to increase the temperature of 30◦C, remains reasonable. In Figure 2 (right), the
exact solution of the heat equation, computed by applying the inverse Laplace
transform to (18), is denoted by Texact and is plotted in dashed line. It is
compared to the computed reference trajectory TI,K (continuous line). Note
that the error between TI,K and Texact remains small, less than 0.02
◦C, during
the transient and converges to 0, which confirms the validity of our fractional
approximation, even with such a rough truncation (recall that K = L = 2 and
I = 1).
Remark 4.4 As it is well-known, the change of time scale τ = αt results in
normalizing the heat equation, i.e. ∂
2T
∂x2
+ ∂
2T
∂y2
− ∂T
∂τ
= 0. Therefore, a small α
will result in a slow temperature evolution compared to the spatial diffusion and
conversely for large α, with infinitely differentiable dependence. Moreover, if the
diffusivity α is not precisely known, since steady states do not depend on it, as
well as the flat output Yi = −Xi,0, i = 0, . . . , I, as far as rest-to-rest trajectories
are concerned, a small error on this coefficient might only mildly affect the state
transient.
5 Conclusions
The notion of differential flatness has been extended to fractional linear systems.
A simple characterization of fractional flat outputs and fractional 0-flat outputs
has been obtained in terms of polynomial matrices in the operatorDγ
a
, leading to
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a simple algorithm to compute them. These results have been applied to a frac-
tional approximation of order 12 of the heat equation, corresponding to a model
of a heated 2-dimensional metallic sheet. The open-loop input flux density that
generates the desired temperature profile at a given point of the metallic sheet
has been deduced from the flat output trajectory, without integration of the
system PDE. Simulations have been presented, showing in particular that the
obtained trajectory and the (exact) solution of the heat equation, computed by
inverse Laplace transform, are very close, even with a rough truncation of the
series expansion. It is remarkable that such a fractional model provides an im-
portant simplification in the trajectory design compared to the one based on the
PDE model which requires using Gevrey functions to ensure the convergence of
some series, though, with our approach, convergence aspects may be confirmed
numerically.
For future works, feedback controllers for this model will be studied such as
CRONE controllers, to improve the robustness of the trajectory tracking versus
various perturbations.
A Recalls on the properties of the fractional
derivative
A.1 Fractional integrability
Recall that ν ∈ [0, 1[, and t ∈ [a,+∞[. Let us set
gνt (τ) =
1
Γ(ν + 1)
(tν − (t− τ)ν) . (33)
The Stieltjes measure dgνt (τ)
∆
= ∂g
ν
t
∂τ
(τ)dτ = 1Γ(ν) (t− τ)ν−1 dτ is indeed abso-
lutely continuous with respect to the Lebesgue measure dτ , and its density
∂gνt
∂τ
belongs to L1(a, t) for all t ≥ a since
∥∥∂gνt
∂τ
∥∥
L1(a,t)
=
∫ t
a
∣∣∂gνt
∂τ
(τ)
∣∣dτ = gνt (t)− gνt (a)
=
|t− a|ν
Γ(ν + 1)
< +∞.
With these notations, the fractional primitive Iν
a
f(t) reads
Iν
a
f(t) =
∫ t
a
f(τ)dgνt (τ). (34)
Since |Iν
a
f(t)| ≤ ∥∥∂gνt
∂τ
∥∥
L1(a,t)
· ‖f‖L∞(a,t) < +∞, we immediately deduce that
the fractional primitive is well-defined for all f ∈ L∞(a, t), and a fortiori for
all f ∈ C∞([a,+∞[), all ν ∈ [0, 1[ and all finite t ≥ a. Moreover, the definition
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(34) may be extended to any order ν + k for an arbitrary integer k:
Iν+k
a
f(t) =
∫ t
a
f(τ)dgν+kt (τ). (35)
A.2 Fractional differentiability
(see [35, Chap.2, Sec. 2.2.5, p.57])
Proposition A.1 The operator Dγ
a
maps C∞([a,+∞[) to C∞(]a,+∞[) and
Dγ
a
f(t) = Iν
a
f (n)(t) +
n−1∑
j=0
(−1)j(t− a)ν−n+j
Γ(ν − n+ j + 1) δ
(j)
a
f. (36)
with k = n and γ = n− ν. Moreover, for all f ∈ Ha and γ = n− ν, we have
Dγ
a
f(t) = Iν
a
Dnf(t). (37)
A.3 Commutativity
(see [35, Chap.2, Sec. 2.2.6, p.59])
Proposition A.2 (Commutativity of Dγ
a
) If f ∈ Ha, we have
Dκ
a
(Dγ
a
f(t)) = Dγ
a
(Dκ
a
f(t)) = Dγ+κ
a
f(t). (38)
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