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Abstract. In object detection, offset-guided and point-guided regres-
sion dominate anchor-based and anchor-free method separately. Recently,
point-guided approach is introduced to anchor-based method. However,
we observe points predicted by this way are misaligned with matched
region of proposals and score of localization, causing a notable gap in
performance. In this paper, we propose CPM R-CNN which contains
three efficient modules to optimize anchor-based point-guided method.
According to sufficient evaluations on the COCO dataset, CPM R-CNN
is demonstrated efficient to improve the localization accuracy by calibrat-
ing mentioned misalignment. Compared with Faster R-CNN and Grid
R-CNN based on ResNet-101 with FPN, our approach can substantially
improve detection mAP by 3.3% and 1.5% respectively without whistles
and bells. Moreover, our best model achieves improvement by a large
margin to 49.9% on COCO test-dev. Code and models will be publicly
available.
Keywords: Calibrating Point-guided Misalignment, Object Detection,
Cascade Mapping, Fused Scoring Network
1 Introduction
Object detection is one of the most fundamental research topics in computer
vision, and many high-performing object detectors based on deep convolutional
neural networks (CNN) have been proposed in recent years. These detectors
are designed to solve object classification and localization problems, which can
be generally divided into anchor-free methods and anchor-based methods. The
anchor-free detectors[17,27,6] eliminate hyper parameters related to anchors, and
the anchor-based detectors continuously optimize the offset based on the candi-
date boxes, which are the predefined anchors in one-stage methods [19,21,24,33]
or the candidate proposals in two-stage methods [25,11,2].
Mainstream two-stage anchor-based detection pipelines contain a large num-
ber of boxes (anchors, region of proposals, predicted bounding boxes). The whole
localization regression process can be summarized as step-by-step spatial coor-
dinate correction by offset predictions. Unlike these methods, Grid R-CNN [22]
provides a new idea to optimize the entire box stream. In the second stage, It
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converts original offset regression to the unique point-guided regression for lo-
calization, and it achieves similar performance with other two-stage method in
this way. However, we observe that this point-guided method exists two com-
mon misalignment problems as shown in Fig. 1. Firstly, to predict points, major
networks will make heatmaps by taking use of corresponding features of CNN.
But for anchor-based architecture, it causes the misalignment between predicted
points and matched RoIs. The reason lies in the way of generating features, based
on location of proposals, it pays more attention inside the RoI. Thus it is inap-
propriate to regress the heatmap connected with each boundary point. Moreover,
owing to the artificial regression starting status, anchor-based method limit the
distribution of box stream, as a result, the distribution of proposals is incom-
plete. The another misalignment problem is related to the score of localization.
Actually, bounding box composed with predicted points is still shared with the
classification confidence, but it is unwise, and the reasons can be ascribed to
two aspects: (1) classification task is not sensitive to spatial informations, thus
classification confidence is not aware of the actual quality of bounding boxes. (2)
there exists an inevitable hysteresis between the classification and localization
regression, which means the obtained classification confidence is aligned with
region of proposals rather the final boxes. If these boxes are not properly scored
during inference, it might be wrongly regarded as false positive or false negative,
resulting in a decrease of the detector performance.
heatmap
RoI
GT
RoI
GT
cls_score = 0.95
IoU = 0.79
Fig. 1. Illustration of misalignment in anchor-based point-guided method. Left:
Heatmap prediction is limited by the distribution of RoI. Right: The quality of fi-
nal predicted box (yellow) is not aligned with classification confidence of RoI (red)
during inference.
In this work, we propose CPM R-CNN, a new framework for object detec-
tion to calibrate these misalignment in point-guided method. To overcome the
misalignment between predicted points and matched RoIs, we design a cascade
mapping module (CMM), applying extended region mapping [22] in each stage.
Guided by staged changing expansion ratio among the box stream, boxes can
obtain more complete information out of the border. On the other side, in each
cascade stage, variable proposals improve the diversity of matching with the tar-
get object, which can be regarded as enriching the distribution of box stream.
Furthermore, for score of localization, we propose a fused scoring network to
monitor the quality of the bounding box more accurately. It contains two mod-
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ules, one is designed for monitoring the box spatial quality by learning the IoU
score, called IoU Scoring Module (ISM), and the other is designed for obtaining
a more accurate classification score by update candidate samples of classifica-
tion, called Resampling Scoring Module (RSM). The final score of bounding
box is formulated with outputs of these modules, and they are incorporated to
eliminate misalignment between localization score and quality.
In extensive experiments on MS COCO datasets [20], our framework has
significant performance over other point-guided methods. For example, compared
with Grid R-CNN [22] with a backbone of ResNeXt-101 [30] with FPN [18], our
best model improve overall mAP by 49.9% on COCO test-dev. In addition,
it’s worth noting that our detector has a consistent improvement on the large
object by applying proposed CMM, achieving a 1.4% APl gain based on ResNet-
50 [14] with FPN. Besides, CPM R-CNN is effective on higher IoU thresholds,
for example, we get 13.4% and 3.5% AP improvement over Faster R-CNN and
Grid R-CNN respectively at 0.9 IoU threshold.
Our main contributions are as follows:
– We point out the reason for bottleneck of detection accuracy in point-
guided network lies in two kinds of misalignment problems. And we
present CPM R-CNN to address these problems.
– In order to obtain more complete distribution of boxes, we propose a
new approach called cascade mapping, which is proved to be effective
according to experimental results.
– We design a simple and effective fused scoring structure to correct
the inappropriate and misaligned score of localization, and this wise
scoring strategy bring 1.4% improvement over original scoring way
in our ablation research.
2 Related work
Our new approach is based on two-stage object detection method, which falls
into anchor-based object detection architectures. In addition, there are some
researches about the misalignment of localization score in recent years, and we
briefly review some related works as follows.
2.1 Anchor-based Object Detection Architectures
General state-of-the-art anchor-based object detectors can be divided into one-
stage and two-stage detectors. Due to R-CNN architecture [9], two-stage de-
tectors develop quickly in these years. Thereafter, Fast R-CNN [8] and SPP-
Net [13] extracted feature by adopting region-wise strategy to reduce redundant
computing burden, sharing feature computations. Then in Faster R-CNN [25],
the propose of region proposal network (RPN) achieved acceleration and end-to-
end training. After the appearance of YOLOv2 [24] and SSD [21], the one-stage
detectors show their great advantage on the computational efficiency. YOLOv2
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designed an efficient backbone network to enable real-time detection. SSD used
multiple feature maps of multi-scale layers, enabling anchors assigned to objects
at various scales. Although, there is still large room to improve for anchor-based
methods.
Recently, to boost performance, new ideas and algorithms are proposed in
plenty of works. [32] designed a more powerful backbone. R-FCN [5] modified
original fully connected network in Faster R-CNN to achieve further computa-
tional reduction. RetinaNet [19] noticed class imbalance in object detection, and
solving the problem by using focal loss, bridging the performance gap between
one-stage and two-stage detectors. [11,31] enriched supervising clue by adding
new task branch. RefineDet [33] put two-step bounding regression into one-stage
framework, generating more accurate refined anchors to improve detector per-
formance. Cascade R-CNN [2] reformed the traditional cascade connection by
taking IoU thresholds as limitation when proposals forwarding among all stages.
Hence, the output of each stage in Cascade R-CNN got optimized corresponding
with their different distribution. Based on two-stage structure, Grid R-CNN [22]
introduced a grid guided localization mechanism to design the second stage.
It focuses on interrelationship of internal points. Specifically, by fusing spatial
information of each grid, it achieved very similar performance with regression
based method.
Different from Grid R-CNN, CPM R-CNN focuses on stage-by-stage distri-
bution optimization, thus our localization branch is designed more simplified
and efficient and optimized by introducing a new cascade architecture. More-
over, based on unique coarse-to-fine mapping strategy, our approach is more
appropriate for heatmap prediction.
2.2 Localization Quality Correlation
For object detection, it has been proved that the correlation between classifica-
tion confidence and localization quality is not strong in many previous works.
SoftNMS [1] used IoU to sieving low-quality boxes. In [29], DeNet [28] obtained
a significantly improvement by applying Fitness NMS. Unlike SoftNMS, the lo-
calization quality in Fitness NMS was classified into multiple levels, and IoU
prediction more like a classification task. IoU-Net [16] added a new IoU predic-
tion branch to Faster R-CNN [25], regressing IoU score to get accurate rank in
NMS. Thereafter, MS R-CNN [15] transferred the misalignment problem to the
mask task. Based on Mask R-CNN [11], it abandoned classification confidence
for directly measuring mask quality, and proposed a MaskIoU head to regress the
mask IoU during inference. Unlike these methods, except introducing a new in-
dex to measure localization, CPM R-CNN also concerns how to strengthen the
connection between localization quality and classification confidence. Thus in
our proposed fused scoring network, both localization quality and classification
quality all participate in final score computation.
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3 Method
In this part, we will introduce the architecture of CPM R-CNN. As is shown in
Fig. 2, our algorithm contains three major components: (1) Cascade grid guided
localization branch predicts bounding boxes for the whole input. (2) CMM helps
the regression loss function to converge stage by stage. (3) RSM and ISM work
together to generate score for each box.
IoU Scoring Module
Input
FPN Cascade-Mapping 
Module
RoIAlign
Classification Branch
Grid Branch
Resampling Scoring Module
Negative RoIs
Positive
RoIs
Bounding Box
RPN Branch
RoIs
roi features
IoU selector
C x 14 x 14
C’ x 7 x 7
C‘ x 14 x 14
Ngrid x 28 x 28
Fig. 2. The illustration of CPM R-CNN. Given an input image, we employ FPN as the
backbone architecture to generate features for RPN and RoIAlign. The RoI features
from RoIAlign are fed into classification branch to classify RoIs. The positive RoI
features are selected to regress the bounding box in grid branch, and boxes of higher
IoU quality are chosen for the next stage. During the cascade forwarding process, we
propose Cascade-Mapping Module (CMM), Resampling Scoring Module (RSM) and
IoU Scoring Module (ISM) three modules to boost network performance. The blue
arrows represent operations are only applied in the final stage. Details of CMM, RSM
and ISM are shown in Fig. 3 and Fig. 4.
3.1 Network Architecture
CPM R-CNN adopts FPN [18] as the backbone architecture and adds a standard
classification branch of Faster R-CNN [25]. For localization, guided by [23], we
design our grid branch by grid guided regression instead of offset regression. It
consists of downsampling and upsampling layers. And then the generated 28×28
heatmap is delivered to CMM for regressing the bounding box. After that, IoU
selector collects boxes with higher IoU to the next cascade stage. In the final
stage, for corresponding score prediction, ISM gets 7×7 feature maps from grid
branch, and RSM also receives negative and positive samples from classification
branch and CMM separately. The detail architecture of CMM, ISM and RSM
are illustrated in the following sections.
3.2 Cascade Mapping Strategy
As a two-stage detector, the RoI feature is the basis for following feature ex-
traction in second-stage subbranch. Especially in most point-guided methods,
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final points directly rely on heatmap prediction which can be nearly regarded as
pixel-level classification task, thus it requires RoI feature to consist more com-
plete and accurate information than traditional offset-guided method. Therefore,
to address this, we expect that the localization of proposals is adequately close to
corresponding ground truth. But RPN is limited by artificial superparameters of
anchors. It leads the misalignment between matched proposals and second-stage
regression.
Since network lacks aligned proposals, we introduce cascade mapping module
(CMM) to improve this circumstances. As shown in Fig. 3, we enrich the proposal
by two steps. Firstly, we expand the matching scale of proposal with a specific
mapping ratio in each stage, and the coordinates of predicted points will also
be mapped back to the original image to formulate next proposal B′ in return.
To get proposals with high quality, then we assign coarse-to-fine mapping ratios
and IoU thresholds to cascade stages. Given a feature Pi generated from i-th
scale FPN branch and the proposals Bj from the j-th cascade stage, the whole
process can be formulated as follows.
B′ = Sj(Mj(gj(RA(Pi, Bj))) (1)
where Bj ∈ Rj and Rj indicates all reserved box selected by Sj with correspond-
ing IoU, RA means RoIAlign operation, gj and Mj represent grid branch and
mapping operation respectively. Thereafter, we define loss function of CMM as:
LCMM =
∑
j∈N
βjωLBCE(gj ,mapgt) (2)
where N equals total number of stages, βj indicates changing loss weights in
each stage and ω represents fixed loss weight of grid branch.
2x			mapping 1.5x			mapping 1.25x			mapping
GT
Stage 1 Stage 2 Stage 3
RoI
predict points
Fig. 3. The pipeline of CMM. Different mapping ratios are applied in each stage. Boxes
will be adjusted more and more accurately by our coarse-to-fine strategy.
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3.3 Fused Scoring Network
Considering the misalignment between detection box score and quality, we in-
troduce overlap between the detected bounding boxes and their ground truth
to cascade grid branch for getting more complete spatial information. From an-
other perspective, the refined detections generated in that branch also update
the positive part of classification sampling space. To this end, two scoring mod-
ules are proposed, namely IoU scoring module (ISM) and resampling scoring
module (RSM).
FC1: 28224
FC2: 1024
foreground background
IoU Scoring Module
(a)
Negative RoIs
Resampling Scoring Module
(b)
Positive RoIs
RoI Samples classifier
GT resampling score
bounding 
boxes
IoU 
score
heatmap feature
region 
proposals
FC3: 2
Fig. 4. (a) : The architecture of IoU Scoring Module. (b) : The architecture of Resam-
pling Scoring Module.
IoU Scoring Module : For a classic two-stage network architecture, the lo-
calization branch focuses on coordinate regression. This means calculated offset
with ground truth measures the spatial localization accuracy during training.
Similarly, we believe that predicted bounding boxes also require an index to
measure their spatial quality in inference stage. Therefore, we propose IoU Scor-
ing Module (ISM). As shown in Fig. 4 (a), it only consists of three simple fully
connected layers but proved efficient. To gain computational reduction by de-
creasing input channels, ISM is especially applied in the final cascade stage like
Fig. 2 shows. In detail, this module can be formulated as:
scoreISM = f(g
′(RA(Pi, Bf ))) (3)
where f represents a simple classification function, g′ denotes g in Equ. 1 without
final 4× upsampling, and Bf means boxes generated from final stage.
Resampling Scoring Module : With introducing predicted IoU to formulate
localization score in ISM, detector performance is almost aligned with actual
localization quality. However, this strategy is defective. Specifically, the objects
in our training dataset can be divided into two categories: (1) complete object,
which means one image contains all parts of the target object. (2) incomplete
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object, which means only a part of the object is in the image. Obviously, In
consideration of characteristics of different scales, small-scale object is easily
classified as first type, and large-scale object is another one. When ISM uses cal-
culated IoU for training, it obtains ability of perceiving the integrity of objects.
This benefits getting localization quality of complete objects. Meanwhile, it is
not friendly to incomplete objects, and this shortage can be found in Fig. 6. It
prefers to predict IoU between bounding box with overall appearance in actual
world rather with ground truth in an image.To remedy this, we propose a resam-
pling scoring module (RSM) as shown in Fig. 4 (b). As for input samples, the
negative RoIs are generated from original RPN, and the positive RoIs are entire
bounding boxes produced from cascade grid branch in the final stage. Then we
pass them to the classifier, which has the same structure and loss function as
the classification branch.
The purpose of our design is to align the classification quality with the final
bounding boxes predicted by the detector during inference stage. RSM provides
a new classification confidence to complement ISM. γ is a balanced factor for
the final score prediction. Thus the final fused score of localization is defined as:
scorefused = (scorecls × scoreISM )γ × score(1−γ)RSM (4)
3.4 Implementation Details
Network Setting : We use ResNet-50/101 [14] based FPN [18] as the backbone
network. RPN [25] is adopted to generate region of proposals by setting 256
anchors with same negative and positive sample ratio, and the IoU threshold
is 0.3 and 0.7 respectively. For COCO dataset [20], all the input images are
resized to have 800 pixels along the short axis and a maximum of 1333 pixels
along the long axis. We apply RoIAlign [11] to generate RoI features and set the
output resolution 7 in classification branch and 14 in cascade grid branch. For
classification branch, we samples 512 RoIs composed with 3/4 negative samples
and 1/4 positive samples, and set threshold as 0.5 to separate them. In cascade
grid branch, positive samples are selected with IoU thresholds{0.5, 0.6, 0.7}
separately for training.
Optimization : To balance training processes, our network is optimized via
a joint loss function Lall. LRSM has same loss function with Lcls, and LCMM ,
LISM are defined in Equ. 2 and Equ. 7 respectively.
Lall = λ1Lrpn + λ2Lcls + λ3Lscoring + λ4LCMM (5)
Lscoring = α1LRSM + α2LISM (6)
In the experiments, λ1 to λ4 and α1, α2 are all set to 1, and we set β1 to
1 in Equ. 2, then decrease it a half in the next stage. We adopt stochastic gra-
dient descent (SGD) with 4e-5 weight decay and 0.9 momentum for optimizing
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the Lall. The backbone is pretrained on ImageNet dataset [26], and the rest of
parameters are initialized by [12]. We use 8 Nvidia TITAN Xp GPUs to train
models for 180K (2×) iterations, and each mini-batch has 2 images per GPU.
The learning rate is warmed up [10] and initialized with 0.02, then divided by 10
in the 120K and 160K iterations respectively. Input images are processed with
horizontally flipping without other data augmentations during training.
Inference : RPN produces 1000 RoIs for RoIAlign and classification when
FPN is adopted in the inference stage. Thereafter, we apply NMS with 0.3
IOU threshold to select satisfied RoIs which is 96 at most per image. Then
the location of these RoIs are corrected precisely stage by stage in cascade grid
branch. Among this process, classification confidence, IoU score and resampling
score are produced from classification branch, ISM and RSM respectively, and
they jointly construct Equ. 4 to calculate the scorefused. γ is set to 0.8 in this
equation. After that the fused score is applied to rank all detections for final AP
computation.
4 Experiments
4.1 Component-wise Analysis and Diagnosis
In this section, we will gradually decompose our method for revealing the effect
of each part, and all models in these experiments are trained on COCO dataset
based ResNet-50-FPN backbone networks. In order to make a fair comparison,
we adopt no trick or multi-scale data augmentations during the whole process
when analyzing experiments. Compared with separate training method, our pro-
posed CPM R-CNN achieve an absolute improvement of 1.4% in AP as shown in
Table 1. Compared with Faster R-CNN and Grid R-CNN based on ResNet-101
with FPN, our approach can substantially improve detection mAP by 3.3% and
1.5% respectively in Table 2.
Cascade Mapping Module : Our proposed CMM assists the network in fine-
tuning the proposals stage by stage. Thus the final predicted heatmap is gradu-
ally corrected to align with ground truth by this way. As presented in Table 1,
the network performs consistent 0.8% gain in AP with calibrating this misalign-
ment. In Table 3, it shows stable improvement with increased stages, and it
worth noting that the following stage in CMM achieves better performance at
higher IoU thresholds. This can be resulted from continuous optimization of the
IoU distribution among all stages. Meanwhile, it slightly reduces performance
at lower IoU thresholds. Moreover, CMM with 3 stages achieves 0.4%, 1.0% and
1.4% improvement over baseline on APS , APM and APL, which also proves its
effectiveness on the large objects. Moreover, in Table 4, it’s worth noting that
this improvement on large objects mostly comes from our reasonable design of
mapping ratio rather than the IoU filtering mechanism of normal cascade struc-
ture.
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CMM ISM RSM AP AP0.5 AP0.75 APS APM APL
39.9 58.8 42.8 22.3 43.1 53.3
X 40.7 58.8 43.3 22.5 44.1 54.5
X 40.5 58.1 43.5 22.4 43.9 54.2
X X 41.1 58.6 43.8 22.7 44.6 55.6
X 40.6 58.8 43.5 22.5 43.5 54.4
X X 40.9 58.8 43.6 22.4 44.1 54.9
X X X 41.3 59.0 44.1 23.1 44.8 55.7
Table 1. Comparison among different settings of AP quality on the COCO 2017
validation dataset. CMM has 2 cascade stages in this experiment. We consider the
classification branch parallel with our basic grid branch as the baseline.
backbone method schedule AP
R-50 w FPN
Faster R-CNN 2× 37.6
Grid R-CNN 2× 40.3
CPM R-CNN 2× 41.5
R-101 w FPN
Faster R-CNN 2× 39.9
Grid R-CNN 2× 41.7
CPM R-CNN 2× 43.2
Table 2. The detection performance of different methods on COCO 2017 val. Grid
R-CNN results come from mmdetection [3]. There are 3 stages in CPM R-CNN.
total stages test stage AP APS APM APL AP0.5 AP0.6 AP0.7 AP0.8 AP0.9
1 baseline 39.9 22.3 43.1 53.3 58.8 54.1 49.7 37.4 18.3
2
1 39.9 22.3 43.3 53.2 58.8 53.9 49.7 36.8 18.5
2 40.7 22.5 44.1 54.5 58.8 53.8 47.6 37.8 21.1
3
1 39.8 22.2 43.1 53.1 59.1 53.9 47.1 36.8 18.1
2 40.7 22.6 44.0 54.6 59.0 53.9 47.5 38.0 21.2
3 40.8 22.7 44.1 54.7 58.9 54.0 47.6 38.0 21.4
Table 3. The performance of CMM in each single stage.
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mapping ratio test stage AP APS APM APL
(2,2,2)
1 39.9 22.3 43.2 53.2
2 40.4 22.3 43.7 53.9
3 40.3 22.5 43.6 53.8
(2,1.5,1.25)
1 39.8 22.2 43.1 53.1
2 40.7 22.6 44.0 54.6
3 40.8 22.7 44.1 54.7
Table 4. The effectiveness of mapping ratio in CMM. Model can’t be effectively
optimized by applying same mapping ratio in each stage.
IoU Scoring Module : To optimize our ISM, the loss function LISM is de-
signed as:
LISM = L(IoUpredict, IoUtarget) (7)
where L ∈ (`1, `2, smooth `1 loss). Table 5 shows that `2 loss achieves the best
performance, thus we adopt `2 loss for all experiments.
loss type AP AP0.5 AP0.75 APS APM APL
baseline 39.9 58.8 42.8 22.3 43.1 53.3
`1 40.0 57.8 43.0 22.2 43.4 53.8
smooth `1 40.3 58.0 43.3 22.4 43.6 54.3
`2 40.5 58.1 43.5 22.4 43.9 54.2
Table 5. The effectiveness of different loss type on COCO 2017 val.
The results in Table 1 also show that our proposed ISM independently brings
0.6% absolute improvements in AP. We attribute this to the sensitiveness of
IoU. It directly reflects the overlapping relationship with the ground truth. By
applying accurate score to measure quality of spatial location, ISM eliminates
misaligned confidence in classification as shown in Fig. 5.
Resampling Scoring Module : For bounding boxes, while our ISM estab-
lishes the bond between their spatial quality and final score of localization, we
still observe the shortage mentioned in Section 3.3. As shown in Fig. 6, although
bounding box of incomplete object almost overlaps its ground truth, lower pre-
dicted IoU reduces the overall score evidently. Instead, RSM introduces new
classification results to lessen disadvantage on incomplete object, and eliminates
hysteresis of classification by resampling strategy. In Fig. 7, we explore the ef-
fectiveness of fused score. The result shows mixing 0.2 of RSM score can further
improve the performance. It is worth noting that fused scoring method relatively
brings 1.4% improvement over original scoring way.
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Fig. 5. Qualitative comparison on COCO validation. Bounding box gets more proper
score when ISM is applied. Models all come from Table 1.
Fig. 6. Examples of applying ISM (left) and RSM (right).
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Fig. 7. The effectiveness of different balanced factor γ on COCO 2017 val. “None”
means that the original classification confidence is regarded as score of localization.
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4.2 Comparison with State-of-the-arts
We compare our CPM R-CNN with other state-of-the-art anchor-based methods
on COCO test-dev in Table 6. For multi-scale training, we select a scale between
600 to 800 as the shorter side of images. We set batch size of RoIs to 32 per image
when using ResNeXt-64×4d-101 as the backbone. Other experiment settings are
consistent with those mentioned in Section 3.4.
anchor-based method backbone AP AP0.5 AP0.75 APS APM APL
one stage method :
YOLOv2 [24] DarkNet-19 21.6 44.0 19.2 5.0 22.4 35.5
SSD-512 [21] ResNet-101 31.2 50.4 33.3 10.2 34.5 49.8
DSSD-513 [7] ResNet-101 33.2 53.3 35.2 13.0 35.4 51.1
RefineDet512 [33] ResNet-101 36.4 57.5 39.5 16.6 39.9 51.4
RetinaNet800 [19] ResNet-101 39.1 59.1 42.3 21.8 42.7 50.2
two stage method :
Faster R-CNN+++ [14] ResNet-101 34.9 55.7 37.4 15.6 38.7 50.9
Faster R-CNN w FPN [18] ResNet-101 36.2 59.1 39.0 18.2 39.0 48.2
Mask R-CNN w FPN [11] ResNet-101 38.2 60.3 41.7 20.1 41.1 50.2
MS R-CNN w FPN [15] ResNet-101 38.3 58.8 41.5 17.8 40.4 54.4
Revisiting R-CNN w FPN [4] ResNet-101&152 40.7 64.4 44.6 24.3 43.7 51.9
Grid R-CNN w FPN [22] ResNet-101 41.5 60.9 44.5 23.3 44.9 53.1
Cascade R-CNN w FPN [2] ResNet-101 42.8 62.1 46.3 23.7 45.5 55.2
ours :
CPM R-CNN w FPN ResNet-50 41.7 59.2 44.4 23.1 44.0 54.7
CPM R-CNN w FPN ResNet-101 43.3 61.2 46.1 23.9 46.3 56.6
CPM R-CNN w FPN ResNeXt-64×4d-101 43.6 62.0 46.5 24.7 46.5 57.3
CPM R-CNN w FPN ResNeXt-64×4d-101-DCN 46.4 65.3 49.5 26.8 49.4 61.0
CPM R-CNN w FPN+ ResNeXt-64×4d-101-DCN 47.4 66.6 50.6 28.5 51.0 61.1
CPM R-CNN w FPN+∗ ResNeXt-64×4d-101-DCN 49.9 68.7 53.4 31.5 53.3 63.8
Table 6. Comparison with state-of-the-art anchor-based detectors on COCO test−dev.
Bold fonts indicate the best performance. +: utilizing multi-scale training. *: utilizing
other strategy such as soft NMS and multi-scale testing.
Accuracy analysis : The proposed CPM R-CNN achieves the leading AP per-
formance 43.3% in COCO test-dev without bells-and-whistles, which is much
better than all the anchor-based methods with the same backbone such as Cas-
cade R-CNN (42.8%) and Grid R-CNN (41.5%). Together with other strategy,
we can further achieve 49.9% AP. In addition, we analyse AP results across dif-
ferent IoU thresholds as shown in Fig. 8 (a). Compared with Faster R-CNN and
Grid R-CNN, at higher IoU thresholds, our method show a noticeable improve-
ment which are and (6.1%, 2.8%) and (13.4%,3.5%) in 0.8 and 0.9 respectively.
This may be attributed to cascade coarse-to-fine optimization from presented
CMM.
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Fig. 8. (a): Comparison of AP results across IoU thresholds from 0.5 to 0.9 based on
ResNet-50 with FPN. (b): AP results on different scales based on ResNet-101 with
FPN.
Significant performance in large objects : We also evaluate our method on
objects of different scales. As presented in Fig. 8 (b), our detector could achieve
46.3% APm and 56.6% APl, which enhance performance in large-scale objects
significantly compared to the Grid R-CNN (44.9%/53.2%). We guess anchor-
based architecture limits distribution of candidate proposals in large-scale ob-
jects by the influence of RPN, thus this phenomenon will reduce the integrity
of heatmap at second stage. Meanwhile, it uses classification confidence as a
criterion of localization quality, but this way likely overestimates their location
accuracy for large-scale objects. In CPM R-CNN, three modules can jointly solve
the above problems.
5 Conclusion
In this paper, we investigate two major misalignment in anchor-based point-
guided method. Our proposed CPM R-CNN is a simple and effective framework,
aligning distribution of RoIs and score of localization via cooperation of three
unique modules. Specifically, to assist prediction of heatmap to receive required
completeness and accuracy in feature extraction, we first optimize matching
strategy of original misaligned proposals by applying coarse-to-fine mapping ra-
tio in cascade network structure. Then, in order to realize the accurate estimation
of location quality, we supervise the spatial information of bounding boxes by
introducing regression of IoU. Besides, hysteresis of scoring in classification is
also eliminated by updating candidate samples. In our extensive experiments, we
observe this framework shows consistent accuracy gain on MS COCO dataset.
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