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ABSTRACT OF THE DISSERTATION
Energy Optimization for Hybrid ARQ
by
Bentao Zhang
Doctor of Philosophy in Electrical Engineering
(Communication Theory and Systems)
University of California San Diego, 2020
Professor Pamela Cosman, Chair
Hybrid automatic repeat request (HARQ) [1] plays an important role in providing reliable
and efficient data transmission. In wireless communications, the wireless channel may vary fast,
due to the mobility of the transmitter/receiver and the channel. Forward error correction (FEC)
and automatic repeat request (ARQ) are two basic techniques to control errors. FEC employs
error correction coding, by adding parity bits to the information bits, to combat channel errors.
ARQ allows the receiver to request a retransmission of the packet when an error is detected in the
received packet. HARQ gives protection to the wireless transmission by combining FEC and ARQ.
In typical HARQ systems, redundancy is added to the information bits, and a retransmission is
x
performed until either the packet is successfully decoded, or a maximum number of transmissions
is reached.
The motivation to optimize the energy consumption of HARQ is the high energy con-
sumption of wireless communications on mobile devices. Wireless devices usually have a limited
battery life, and wireless communications consume the majority of the battery energy of mobile
devices. One example is that 3G and Wifi units consume more than 50% of the energy for some
smart phones [2]. Another example is that battery depletion has been identified as one of the
primary factors that limit the lifetime of wireless sensor networks [3].
Previous works on HARQ mainly use information-theoretic approach, which assumes
that the number of bits in each transmission round is sufficiently large. This assumption does
not necessarily hold for actual codes with finite length. Therefore, in this dissertation, we
consider HARQ with actual codes. We use turbo-coded HARQ, since turbo codes are well-known
capacity-approaching codes [4] and widely used in standards such as 3GPP Long-Term Evolution
(LTE) [5]. We study the energy optimization for HARQ in two scenarios: the energy optimization
for incremental redundancy (IR) HARQ, and the energy optimization for HARQ in wireless video
transmission. For IR HARQ, each retransmission contains additional parity bits beyond those of
the previous transmissions. For the first scenario, we consider different cases of channel state
information (CSI) at the transmitter: the transmitter has no knowledge of any CSI, or knows the
CSI in previous transmission rounds through a perfect feedback channel, or knows both current
and previous CSI. The transmitter decides the forward error correction code rate based on the
CSI it has. We minimize the energy consumption of turbo-coded HARQ, subject to a packet loss
rate constraint. Numerical results show that the energy consumption of HARQ decreases when
more CSI information is available at the transmitter. We also compare IR combining with both
Chase combining and the system without combining, and IR combining yields the least energy
consumption. For the second scenario, we formulate the problem as maximizing the video quality,
subject to a constraint on the wireless transmission energy consumption. We consider multiple
xi
parameters in multiple layers in a wireless video transmission system: transmit power, alphabet
size, FEC code rate, maximum number of transmissions and unequal video data importance. An
analytical framework is proposed to include these parameters, which allows us to divide this
problem into two sub-problems: data transmission and unequal error protection (UEP) for video
content. The problem is tackled by solving the two sub-problems, which are done by exhaustive
search and convex optimization, respectively. Simulations of different videos show that the
proposed scheme outperforms methods using conventional data transmission and/or unequal error
protection. For example, in the low SNR region, there is a total gain of 4.8 to 5.6dB on the peak
signal-to-noise ratio of the received video compared to video transmission using conventional
HARQ without any video UEP.
xii
Chapter 1
Introduction
1.1 Hybrid Automatic Repeat Request
Hybrid automatic repeat request (HARQ) is a hybrid scheme combining forward error
correction (FEC) and automatic repeat request (ARQ). FEC uses error correction coding to
protect a transmission by adding redundant bits. ARQ retransmits a packet when the previous
attempt failed. A cyclic redundancy check is usually used to detect the error in a packet. In
an HARQ system, upon receiving a packet, the receiver decodes the packet, and it may or
may not use previously received packets. If the decoding is successful, the receiver sends
an acknowledgement (ACK) to the transmitter. If the decoding is unsuccessful, the receiver
sends a negative acknowledgement (NACK) to the transmitter, and then the transmitter will
perform a retransmission of the packet. The retransmission might be identical to the previous
transmission, or might contain additional information about the packet. The process continues
until either the decoding is successful at the receiver or a maximum number of transmissions is
reached. Pure FEC may introduce unnecessary redundancy, and pure ARQ may require many
retransmissions due to heavy losses for each single transmission. The authors in [6, 7] suggest
that HARQ outperforms pure FEC and pure ARQ for wireless transmission. HARQ is suited for
1
error-sensitive and delay-tolerant services, and it has become a standard and fundamental tool in
modern cellular wireless communications such as 3GPP LTE [8].
1.1.1 Classification of HARQ
There are three types of HARQ based on the combining scheme: no combining, Chase
combining (CC) and incremental redundancy (IR) combining.
• No combining: Each transmission round is self-decodable and decoded independently. This
means the receiver does not use the packets that were received in previous rounds.
• CC HARQ: All transmission rounds are identical, i.e., the same FEC code is used for
each transmission and the packet in each transmission contains the same bits [9, 10]. Each
transmission contains both information bits and parity bits, and is self-decodable. Since
each retransmission is identical to the first transmission, CC combining is also called
repetition diversity HARQ. The received packets are decoded together at the receiver
through maximum ratio combining (MRC) to improve the quality of the decoding. The
MRC method is used because it is superior to other combining techniques such as selective
combining and equal-gain combining for independent Gaussian channels.
• IR HARQ: Each retransmission contains additional parity bits beyond those of the previous
transmissions. This means in the first transmission, information bits and parity bits are
transmitted. If the first transmission fails, only additional parity bits are transmitted in
the second transmission. The receiver combines the bits received in the first transmission
and the second transmission for the decoding. Note that only the first transmission is
self-decodable since it contains information bits, whereas the retransmissions are not
self-decodable since they contain only parity bits.
IR HARQ is more spectrally efficient than CC HARQ due to a larger coding gain.
However, IR HARQ is more complex and requires more hardware resources than CC HARQ
2
from an implementation perspective [11]. For IR HARQ, the receiver needs to keep records of
all received packets and requires a larger buffer. The received packets are combined during the
decoding of a subsequent packet. But for CC HARQ, the received packets can be combined
with MRC at each transmission round, so the receiver only needs a buffer with length of a single
transmission. For no combining and CC HARQ, any error correction code can be used for
FEC. Representative examples are convolutional codes, turbo codes and low-density parity-check
(LDPC) codes. However, for IR HARQ, only codes that are decodable with only a fraction of the
bits can be used, such as turbo and LDPC codes.
In the literature, the HARQ schemes are also divided into three categories: type-I, type-II
and type-III.
• Type-I: This is HARQ without combining: the receiver discards the received packet if the
decoding is unsuccessful, and it requests another retransmission until either the packet is
successfully decoded or a maximum number of transmissions is reached.
• Type-II: The receiver combines all the received packets for decoding the overall packet.
But the retransmissions are not self-decodable. IR HARQ is a type-II HARQ, since the
retransmissions contain only addition parity bits but no information bits.
• Type-III: The receiver combines all the received packets for decoding the overall packet.
The retransmissions are self-decodable. CC HARQ is a type-III HARQ, since all the
transmissions contain information bits and are self-decodable.
1.1.2 Analysis Methods
The existing works on HARQ mainly use an information-theoretic approach [12–20]. The
information-theoretic approach is based on [21], where the assumption is that the number of
bits in each transmission round is sufficiently large. Under this assumption, for IR HARQ, the
decoding is successful if the average accumulated mutual information at the receiver is larger
3
than the overall transmission rate. In the case of CC HARQ, the decoding is successful if the
accumulated SNR is larger than an SNR threshold. However, this assumption does not necessarily
hold for actual codes with finite length. Since the assumption does not hold for actual codes which
have finite length, we consider HARQ with actual codes, such as turbo codes, in this dissertation.
In Chapter 2, we consider turbo-coded IR HARQ. In Chapter 3, we apply turbo-coded HARQ
to wireless video transmission. Note that some studies [22, 23] also evaluate the performance
of HARQ using an actual code such as a convolutional code. However, no combining was
considered.
1.1.3 Link Adaptation
Since the wireless channel varies with time and frequency, link adaptation can be used to
improve the quality of wireless communications in a single transmission. When the channel can
be estimated, the channel state information (CSI) can be estimated at the receiver and sent back to
the transmitter. The transmitter can use this information to determine various parameters. A power
adaptation transmission scheme was proposed in [24]. Later, other transmission parameters were
investigated in the adaptation schemes. For example, symbol transmission rate [25], FEC coding
rate [26] and alphabet size [27] were considered to adapt according to CSI. Link adaptation
is helpful to energy efficiency for wireless communications. When the channel condition is
good, the transmitter leverages it by using a low power consumption or high FEC code rate.
When the channel condition is bad, the transmitter uses a high power consumption or low FEC
code rate. The transmitter chooses the optimal parameters based on the CSI in order to achieve
satisfactory performance with constrained energy consumption. In Chapter 3, we investigate how
multiple parameters (power consumption, alphabet size, FEC code rate and maximum number of
transmissions) can be adapted to CSI.
Link adaptation is helpful to HARQ not only because it allows the transmitter to adapt
parameters based on the CSI in the current transmission as in the systems without HARQ, but also
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because the CSI in the previous transmissions could help in some HARQ systems. In the systems
without HARQ, previous CSI is useful only when there is correlation between the previous and
current channel conditions. Otherwise, previous CSI does not give any information about the
current transmission. But in CC and IR HARQ systems, since the received packets in previous
transmission rounds are still used when decoding the current packet, the previous CSI gives
information about how close we were to a successful decoding. This is true even when the
channels are not correlated for the previous and current transmissions. If the previous CSI was
good but the decoding failed, a small amount of resources, e.g., low power or a smaller number
of additional bits, is required in the current transmission. If the previous transmission was in
a deep fade, the previous transmission does not help the decoding in the current transmission.
But the knowledge that the previous CSI was bad still helps the transmitter to allocate resources
more correctly, e.g., high power consumption or a large number of additional bits, to provide
the required reliability. Consider the extreme case where the previous CSI was so bad that only
noise was received in the previous transmission. In this case, the transmitter knows that it should
act as if the previous transmission did not occur because the received packet in the previous
transmission will be of no use. In Chapter 2, different models of CSI are studied: no CSI available
at the transmitter, only previous CSI available at the transmitter, and both current and previous
CSI available at the transmitter.
1.1.4 Unequal Energy Allocation
Conventional HARQ systems allocate equal amounts of energy in different transmission
rounds of the same packet [22]. Here, energy can be affected by different transmission parameters,
such as power consumption, FEC code rate and alphabet size. For example, a lower FEC code rate
leads to a longer transmission duration and thus larger energy consumption. Similar reasoning
applies for alphabet size: smaller alphabet size leads to a longer transmission duration and thus
larger energy consumption. Therefore, a transmission consumes more energy if it uses high power
5
consumption, low FEC code rate and small alphabet size. In this dissertation, we show that a key
factor to improving the performance of HARQ systems is unequal resource allocation. Indeed,
early transmissions should consume less energy and later transmissions should consume more
energy. If the system is lucky in the cheap early transmissions, the later expensive transmissions
are avoided and energy is saved. Otherwise, later transmissions should use more energy to meet
the reliability requirement of the system. Different systems allow different parameters to vary
among the transmissions. For example, some systems fix the FEC code rate and alphabet size,
and only vary power consumption [13, 14]. Some papers studied unequal energy allocation
in a heuristic way [28, 29]. Some studies analyzed the optimal energy allocation for different
transmission rounds using the information-theoretic approach [12–20]. In this dissertation, we
propose an analytical framework to study unequal energy allocation for turbo-coded HARQ. In
Chapter 2, we study turbo-coded IR HARQ, where the FEC code rate is allowed to change. In
Chapter 3, we study turbo-coded HARQ without combining, but multiple parameters, such as
power consumption, FEC code rate, alphabet size and maximum number of transmissions, are
allowed to change.
1.2 Video Transmission With HARQ
Mobile video transmission is an important topic in wireless communications because of
the large data rate compared to other data formats, such as text and voice. According to Cisco’s
forecast [30], mobile video will increase 9-fold between 2017 and 2022, accounting for 79 percent
of total mobile data traffic by 2022. The large volume of wireless video traffic also challenges the
energy efficiency of mobile devices, such as mobile phones and the sensors in wireless sensor
networks. Therefore, energy efficient wireless video transmission schemes are critical to prolong
the lifetime of mobile devices.
6
1.2.1 Video Encoding Structure
One of the reasons that video transmission is different from plain data transmission is the
unequal importance of the video data. This is due to the video encoding/decoding structure. In the
H.264 standard, the encoder can select between intra-coding and inter-coding for block-shaped
regions of each picture. Intra-coding uses spatial prediction modes to reduce spatial redundancy
in a single source picture. Inter-coding uses inter-prediction of each block region from some
previous decoded pictures. The frames in a video sequence can be divided into the following
three types:
• I picture or I frame: Intra-coded which is independent of all other frames.
• P picture or P frame: Contains inter-coding difference information relative to previously
encoded pictures.
• B picture or B frame: Contains inter-coding difference information relative to previously
encoded pictures from two directions.
Fig. 1.1 is an example of an IBBP encoding structure. The I frame is used to predict the P frame,
and both of them are used to predict the B frames in between. A group of pictures (GOP) is a
collection of successive frames in a video and specifies the order in which the frames are encoded.
Since frames or regions in the frames can be lost during transmission, the lost regions impair the
video quality at the receiver. Moreover, this error may propagate and affect the image quality
in other frames. For example, if there is error during the transmission of an I frame, the error
propagates to P and B frames. On the other hand, if there is error during the transmission of a B
frame, the error stays in this frame and does not propagate, because no other frame is predicted
using B frames. Therefore, errors in I frames are more influential to the decoded video quality
than errors in B frames. This motivates unequal error protection (UEP) for the frames in a GOP.
Since the resources such as energy and bandwidth are limited, we give more protection (or more
7
Figure 1.1: A typical illustration of IBBP encoding structure.
resources) to I frames so that errors happen less frequently in I frames, and give less protection
(or less resources) to B frames, so that the overall decoded video quality is improved.
1.2.2 Combining HARQ with UEP
The existing schemes on video transmission employing HARQ can be categorized into
two groups. For the first group, multiple transmissions of the same video content are treated
equally, and the authors leverage the unequal importance of video contents which arises from
the coding/decoding structure [46], as shown in Fig. 1.1. For the second group, the multiple
transmissions of the same video content have unequal importance, but there lacks an analytical
framework to provide the optimal strategy in each transmission. Most studies proposed heuristic
energy allocation among different transmission rounds of the same video content, which were not
optimal. Therefore, in Chapter 3 of this dissertation, we jointly consider the energy allocation
among different transmission rounds of the same video content and UEP for different frames.
We divide the video transmission problem into two sub-problems: the first sub-problem is the
data transmission with turbo-coded HARQ, and the second sub-problem is the optimal UEP for
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different frames.
1.3 Dissertation Overview
This dissertation is organized as follows.
In Chapter 2, we IR HARQ over independent block-fading channels with turbo coding.
We consider different cases of CSI at the transmitter: the transmitter has no knowledge of any
CSI, or knows the CSI in previous transmission rounds through a perfect feedback channel, or
knows both current and previous CSI. The transmitter decides the forward error correction code
rate based on the CSI it has. We minimize the energy consumption of turbo-coded HARQ, subject
to a packet loss rate constraint. We also compare IR combining with both Chase combining and
the system without combining.
In Chapter 3, we investigate energy-optimized wireless video transmission employing
HARQ. We formulate the problem as maximizing the video quality, subject to a constraint on
the wireless transmission energy consumption. We consider multiple parameters in multiple
layers in a wireless video transmission system: transmit power, alphabet size, FEC code rate,
maximum number of transmissions, and unequal video data importance. An analytical framework
is proposed to include these parameters, which allows us to divide this problem into two sub-
problems: data transmission and unequal error protection. The problem is tackled by solving the
two sub-problems, which are done by exhaustive search and convex optimization, respectively.
In Chapter 4, we draw conclusions of the dissertation and list possible future work.
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Chapter 2
Energy Optimization For IR HARQ With
Turbo Coding
HARQ is a fundamental and standard technology for modern communications systems.
IR HARQ is an important category of HARQ because of its advanced combining technique.
However, the previous works on IR HARQ mainly used an information-theoretic approach, which
assumes the number of bits in each transmission is infinite. In this chapter, we consider IR HARQ
over independent block-fading channels with turbo coding. We consider different cases of CSI at
the transmitter: the transmitter either has no knowledge of any CSI, or knows the CSI in previous
transmission rounds through a perfect feedback channel, or knows both current and previous
CSI. The transmitter decides the forward error correction code rate based on the CSI it has. We
minimize the energy consumption of turbo-coded HARQ, subject to a packet loss rate constraint.
We also compare IR combining with both Chase combining and the system without combining.
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2.1 Introduction
For IR HARQ, the code rate in each transmission can be varied. There are two kinds of IR
HARQ code rate selection algorithms [20]: rate allocation and rate adaptation. For rate allocation,
the code rate in each transmission round is predetermined. For rate adaptation, the code rate in
each transmission round is determined by the previous (and current) CSI. Because the previous
transmitted packets are also used in the decoding process, the previous CSI provides information
about how many additional bits are needed in the current transmission.
In [22], the authors studied the performance of HARQ with convolutional codes. However,
no combining technique was used and each transmission round was identical. In [23], power
and rate adaptation were presented for HARQ with MQAM, but no combining was considered.
The authors in [12] considered the combination of adaptive modulation and coding and HARQ,
using an information-theoretic approach. The state of the convolutional decoder was used to
determine the optimal code rate for HARQ in [31]. In [13–15], the optimal power assignment
across the transmission rounds was investigated for CC HARQ, under different channel models.
In [16, 17], the optimal power assignment for IR HARQ was derived. In [18], the optimal rate
in different transmission rounds for IR HARQ was studied. The authors in [19] generalized
the power allocation and adaptation problem for CC and IR HARQ, and built a framework for
close-form solutions. In [32], the authors built a framework to analytically express the throughput
of HARQ systems. The performance of HARQ with imperfect feedback was studied in [33]. The
influence of time correlations of wireless channels in different HARQ transmission rounds and
signaling overhead were considered in [34]. The authors in [35] showed that correlated channels
may yield higher throughput than independent channels for HARQ.
We compare different models of CSI availability at the transmitter: the transmitter either
has no knowledge of any CSI, or knows the CSI in previous transmission rounds through a perfect
feedback channel, or knows both the CSI in the current transmission round and the previous CSI.
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The theoretical analyses focus on the first two models. The scheme without CSI is called rate
allocation because the FEC code rates are predetermined. The schemes with CSI are called rate
adaptation because the FEC code rates depend on CSI. We investigate the optimal strategy in
each transmission round of the IR HARQ: which FEC code rate should the transmitter use for
the transmission, based on the available CSI the transmitter has. The optimization problem is to
minimize the energy consumption of HARQ, subject to a packet loss rate (PLR) constraint. A
packet loss can happen either when the maximum number of retransmissions is reached or the
transmitter decides to discard the packet. The PLR is defined as the probability that a packet is
not successfully decoded by the receiver after retransmissions.
The rest of this chapter is organized as follows. In Section 2.2, we introduce the system
model. In Section 2.3, we formulate and solve the problem. In Section 2.4, we show the numerical
results. Conclusions are drawn in Section 2.5.
2.2 System Model
Suppose we have an (Nt, Nb) block turbo code, which is called the mother code. Every
Nb information bits are encoded into Nt bits, and this codeword is transmitted with IR HARQ.
We set Nb = 256 in this chapter. Consider the transmission process for every Nb information
bits. Let Ni be the number of bits transmitted in the i-th transmission for the Nb information bits,
where i = 1, 2, ..., K, and K is the maximum number of transmissions. We have
∑K
i=1 Ni ≤ Nt.
We will discuss how Ni is determined later in this section. In the first transmission, the transmitter
punctures the mother code and transmits N1 bits, including Nb information bits and N1 − Nb
parity bits. The receiver decodes with N1 received bits, and sends an ACK/NACK back to the
transmitter through a perfect feedback channel based on the decoding result. If the transmitter
receives a NACK, the next N2 bits in the mother code are transmitted in the second transmission.
The receiver decodes with the received N1 + N2 bits. This process continues until the packet
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is successfully decoded or the maximum number of transmissions K is reached. We consider
different cases of CSI at the transmitter which correspond to different assumptions about delay
and complexity.
(1) The transmitter does not have knowledge of the CSI: The number of bits in the i-
th transmission Ni is predetermined and is a function of only the transmission round i. This
assumption is as in [14, 36]. This corresponds to the case where the complexity associated with
sending the CSI or using it at the transmitter is not considered acceptable.
(2) The transmitter has knowledge of the CSI in the previous transmission rounds: We
assume the receiver can perfectly estimate the channel state and send this information back to the
transmitter along with the NACK through a perfect feedback channel when a transmission fails,
as in [19, 20]. The transmitter has only the CSI corresponding to the first i − 1 transmissions
at the time of the i-th transmission. Therefore, N1 is predetermined, and Ni depends on the
CSI in the first i− 1 transmissions and on N1, ..., Ni−1. This corresponds to the case where the
communication delay is too large for the transmitter to have CSI for the current packet.
(3) The transmitter has knowledge of both current and previous CSI: We assume the
receiver can perfectly estimate the channel state and send this information back to the transmitter
along with the NACK through a perfect and delay-free feedback channel when a transmission
fails, as in [15, 17, 22, 37]. Therefore, Ni depends on the CSI in the first i transmissions and
N1, ..., Ni−1. This corresponds to the case where the communication delay is negligible and
where the complexity associated with sending and using current CSI is considered acceptable.
In cases (2) and (3), if the CSI was/is too bad, the transmitter is allowed to abandon
the opportunity to transmit the packet in order to save energy, since the probability that the
packet will be transmitted successfully is not high enough. In other words, Ni is allowed to be
zero. We define a packet loss to be the event that the packet is not successfully decoded after K
transmission opportunities, including the ones that the transmitter chooses to abandon.
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The code rate after the i-th transmission is
ri =
Nb∑i
j=1Nj
. (2.1)
We have rj ≤ ri when j > i, since Ni+1, Ni+2, ..., Nj are non-negative. For simplicity, we only
allow ri to be chosen from the following code rate set: {r} = {r(1) = 1/5, r(2) = 1/3, r(3) =
2/5, r(4) = 1/2, r(5) = 2/3}. Once ri is chosen, then Ni is determined by
Ni =

Nb
r1
, i = 1
Nb
ri
−N1 − ...−Ni−1, 2 ≤ i ≤ K
. (2.2)
In other words, Ni should be chosen such that
N1 + ...+Ni =
Nb
ri
∈ Z (2.3)
where ri ∈ {r}. A special case occurs when the transmitter abandons all the opportunities to
transmit a packet. In that case,
∑i
j=1 Nj = 0, and we define ri = 0.
We assume the transmission duration of a packet (excluding retransmissions) is much
smaller than the channel coherence time so that the channel is constant during this time period. In
the LTE standard for example, the time slot duration is 0.5 millisecond (ms) [38]. In [39], the
authors showed that in a system with a carrier frequency of 2.5 GHz and a receiver moving with
speeds of 2 km/h, 45 km/h, and 100 km/h, the coherence times are 200 ms, 10 ms, and 4 ms,
respectively. Thus, the transmission duration is much smaller than channel coherence time for a
wide range of receiver speed. We further assume the different transmission rounds corresponding
to the same mother code experience independent fading, as in [14, 20, 38, 40]. Constant power S0
and BPSK with symbol duration Ts are used. The noise power spectral density is N0. Let the
channel gain in the i-th transmission be γi, and γi’s are i.i.d. Rayleigh distributed. The received
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signal-to-noise ratio (SNR) in the i-th transmission is Γi = S0TsN0 γ
2
i . The pdf of Γi, fΓi(Γi), is
exponential and the joint pdf is fΓ1,Γ2,...,Γj(Γ1,Γ2, ...,Γj) =
∏j
i=1 fΓi(Γi), where 1 ≤ j ≤ K.
2.3 Problem Formulation
2.3.1 Optimization Problem
The optimization problem is
min E
s.t. PL ≤ Pconst
Nb
N1 + ...+Ni
∈ {r}
variables: Ni, i = 1, 2, ..., K
(2.4)
where E is the average overall energy consumption of a packet, PL is the average overall PLR, and
K is the maximum number of transmissions. Here, the term “overall” refers to all transmissions
of a packet. In other words, E is the sum of energy consumption in all transmissions until the
packet is transmitted successfully or the maximum number of transmissions K is reached, and PL
is the probability that a packet cannot be successfully transmitted after K transmissions. Equation
(2.4) is the optimization problem for all the CSI availability models in Sections 2.3.2 to 2.3.4,
although the method to solve the problem is different. For simplicity, we let the maximum number
of transmissions K be 2 in this section. It can be extended to arbitrary K.
2.3.2 Without CSI
The transmitter only receives ACK or NACK without CSI. Since incremental redundancy
is used, when the first transmission fails, the transmitter may choose to transmit additional parity
bits after receiving the NACK from the receiver. The transmitter does not have any CSI, so the
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optimal FEC code rates in both transmissions are predetermined, instead of evaluated at the
time of transmission. This means N2 does not depend on N1 or Γ1. The average overall energy
consumption E is
E = S0Ts
(
N1 +
∫ ∞
0
N2P (e1;N1|Γ1)fΓ1(Γ1)dΓ1
)
, (2.5)
where the first term in the parentheses is the constant number of bits in the first transmission, and
the second term in the parentheses is the average number of bits in the second transmission since
the second transmission may or may not happen. The term P (e1;N1|Γ1) is the conditional PER in
the first transmission, conditioned on Γ1. We use P (e1;N1|Γ1) and P (e1; r1|Γ1) interchangeably.
The average overall PLR is
PL =
∫ ∞
0
∫ ∞
0
P (e1, e2;N1, N2|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ1dΓ2, (2.6)
where ei is the event that the i-th transmission fails and P (e1, e2;N1, N2|Γ1,Γ2) is the conditional
probability that both transmissions fail, conditioned on Γ1 and Γ2. We use P (e1, e2;N1, N2|Γ1,Γ2)
and P (e1, e2; r1, r2|Γ1,Γ2) interchangeably. In the Appendix, we show that since incremental
redundancy is used, the probability that both transmissions fail can be approximated by the
probability that the second transmission fails, regardless of the result in the first transmission.
The assumption for this approximation is that the probability that the second transmission fails, if
the first one was successful, is very small compared to the probability that both transmissions
fail. The intuition for this assumption is that if the first transmission was successfully decoded,
the realization of the channel, i.e., the combination of the channel gain and noise, in the second
transmission has to be exceedingly bad to make the second decoding fail, which is of small
probability. Then,
PL ≈
∫ ∞
0
∫ ∞
0
P (e2;N1, N2|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ1dΓ2, (2.7)
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where P (e2;N1, N2|Γ1,Γ2) is the conditional error probability of the second transmission, condi-
tioned on Γ1 and Γ2. Because of incremental redundancy, the second decoding is performed for a
codeword with length N1 +N2, and with channel state Γ1 for the first N1 bits and Γ2 for the next
N2 bits. We give an analytical expression to approximate P (e;N1, N2|Γ1,Γ2) in the Appendix.
The problem is as follows:
min S0Ts
(
N1 +
∫ ∞
0
N2P (e;N1|Γ1)fΓ1(Γ1)dΓ1
)
s.t.
∫ ∞
0
∫ ∞
0
P (e2;N1, N2|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ1dΓ2 ≤ Pconst
Nb
N1 +N2
∈ {r}
variables: N1, N2
(2.8)
Next we want to find the analytical expression for P (e1;N1|Γ1) and P (e2;N1, N2|Γ1,Γ2)
to solve Equation (2.8). As introduced in [22] and used in [41],
P (e1;N1|Γ1) ≈ min(1, a1e−b1Γ1), (2.9)
and the parameters a1 and b1 are obtained through curve fitting.
Since N2 does not depend on N1, we can use an exhaustive search to find the solution to
the problem. We try all possible (N1, N2) to find the one that satisfies the constraint in Equation
(2.8) with the minimum energy consumption.
2.3.3 With Previous CSI
As no CSI is available for the first transmission, N1 is predetermined as in Section 2.3.2.
Since the bits transmitted in the first transmission are also used in the decoding of the second
transmission, N2 should be a function of N1 and Γ1, i.e., N2 can be written as N2(N1,Γ1). When
the first transmission fails, the channel state Γ1 and number of bits N1 can provide information
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about how many extra bits are needed in the second transmission. For example, if the channel was
bad and N1 is small, then it is likely that many extra bits are needed for the second transmission to
be successful, although the transmitter knows nothing about the CSI in the second transmission;
if the channel was good and N1 is larger, then it is likely that a small N2 would be sufficient in
the second transmission. Let t1 be an index that says which of the available FEC code rates is
chosen for the first packet. Then N1 = Nb/r1 = Nb/r(t1), where 2 ≤ t1 ≤ |{r}| and | · | is the
cardinality of a set. The reason that t1 is constrained to be greater than or equal to two is that
t1 = 1 means the strongest FEC code rate r(1) is used for the first transmission, in which case
there is no possibility of sending additional incremental bits in the second transmission, even if
the first transmission fails. Since there would be no possibility of a second transmission, even if
the first one fails, the maximum number of transmissions would be one, instead of two. Similar
to Section 2.3.2, this problem can be solved exhaustively for each N1. For a fixed t1 or N1, the
number of bits in the second transmission N2(N1,Γ1) is determined by the SNR boundaries
Γ1,1,Γ1,2...,Γ1,t1−1 as follows
N2(N1,Γ1) =

0 when 0 ≤ Γ1 < Γ1,1
Nb
(
1
r2
− 1
r1
)
= Nb
(
1
r(t2)
− 1
r(t1)
)
when Γ1,t2 ≤ Γ1 < Γ1,t2+1
(2.10)
where 1 ≤ t2 ≤ t1 − 1, and Γ1,t1 = ∞. When 0 ≤ Γ1 < Γ1,1, the transmitter discards the
packet in the second transmission to save energy because the deep fade in the first transmission
decreases the probability of a successful decoding in the second transmission. As Γ1 increases,
18
N2 decreases. The average energy consumption E is
E = S0Ts
(
N1 +
∫ ∞
Γ1,1
N2(N1,Γ1)P (e1;N1|Γ1)fΓ1(Γ1)dΓ1
)
= S0Ts
(
N1 +
t1−1∑
i=1
∫ Γ1,i+1
Γ1,i
N2(N1,Γ1)P (e1;N1|Γ1)fΓ1(Γ1)dΓ1
)
= S0TsNb
(
1
r(t1)
+
t1−1∑
i=1
∫ Γ1,i+1
Γ1,i
(
1
r(i)
− 1
r(t1)
)
P (e1; r
(t1)|Γ1)fΓ1(Γ1)dΓ1
). (2.11)
The overall PLR is
PL ≈
∫ Γ(1)1
0
P (e1;N1|Γ1)fΓ1(Γ1)dΓ1
+
∫ ∞
Γ
(1)
1
∫ ∞
0
P (e2;N1, N2(N1,Γ1)|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1
=
∫ Γ(1)1
0
P (e1; r
(t1)|Γ1)fΓ1(Γ1)dΓ1
+
t1−1∑
i=1
∫ Γ1,i+1
Γ1,i
∫ ∞
0
P (e2; r
(t1), r(i)|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1
, (2.12)
where the first term corresponds to the situation when the first transmission fails and then the
packet is discarded by the transmitter because of the deep fade, and the second term corresponds
to the case when both transmissions fail.
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We use the Lagrangian multiplier method. The Lagrangian function is
L =E + λ(PL − Pconst)
=S0TsNb
(
1
r(t1)
+
t1−1∑
i=1
∫ Γ1,i+1
Γ1,i
(
1
r(i)
− 1
r(t1)
)
P (e1; r
(t1)|Γ1)fΓ1(Γ1)dΓ1
)
+ λ
∫ Γ(1)1
0
P (e1; r
(t1)|Γ1)fΓ1(Γ1)dΓ1+
λ
t1−1∑
i=1
∫ Γ1,i+1
Γ1,i
∫ ∞
0
P (e2; r
(t1), r(i)|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1
− λP const
, (2.13)
which is obtained by plugging in Equations (2.11) and (2.12). We can get the optimal SNR
boundaries by setting ∂L
∂λ
= 0 and ∂L
∂Γ(1,j)
= 0 for j = 1, ..., t1 − 1, where
∂L
∂Γ
(j)
1
= h(j) + g(j), (2.14)
h(j) =
∂{S0TsNb
∑t1−1
i=1
∫ Γ1,i+1
Γ1,i
(
1
r(i)
− 1
r(t1)
)
P (e1; r
(t1)|Γ1)fΓ1(Γ1)dΓ1}
∂Γ
(j)
1
=S0TsNb
(
1
r(j−1)
− 1
r(t1)
)
P (e1; r
(t1)|Γ1,j)fΓ1(Γ1,j)︸ ︷︷ ︸
w.r.t. i=j−1
− S0TsNb
(
1
r(j)
− 1
r(t1)
)
P (e1; r
(t1)|Γ1,j)fΓ1(Γ1,j)︸ ︷︷ ︸
w.r.t. i=j
=S0TsNb
(
1
r(j−1)
− 1
r(j)
)
P (e1; r
(t1)|Γ1,j)fΓ1(Γ1,j)
, (2.15)
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and
g(j) =λ
∂
∫ Γ(1)1
0
P (e1; r
(t1)|Γ1)fΓ1(Γ1)dΓ1
∂Γ
(j)
1
+ λ
∂
∑t1−1
i=1
∫ Γ1,i+1
Γ1,i
∫∞
0
P (e2; r
(t1), r(i)|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1
∂Γ
(j)
1
=

λ(P (e1; r
(t1)|Γ1,1)fΓ1(Γ1,1)−
∫∞
0
P (e2; r
(t1), r(1)|Γ1,1,Γ2)fΓ1,Γ2(Γ1,1,Γ2)dΓ2), j = 1
λ(
∫∞
0
P (e2; r
(t1), r(j−1)|Γ1,j−1,Γ2)fΓ1,Γ2(Γ1,j−1,Γ2)dΓ2−∫∞
0
P (e2; r
(t1), r(j)|Γ1,j,Γ2)fΓ1,Γ2(Γ1,j,Γ2)dΓ2), 2 ≤ j ≤ t1 − 1
(2.16)
where h(j) is the derivative of the second line in Equation (2.13), and g(j) is the derivative of the
third and fourth lines in Equation (2.13). Equation (2.13) is solved for each N1, and then we find
the minimum energy for all possible values of N1, where there are |{r}| − 1 possibilities.
2.3.4 With Current and Previous CSI
Both current and previous CSI are available at the transmitter, and they are used to
determine the FEC code rate. This means N1(Γ1) depends on Γ1 and N2(N1,Γ1,Γ2) depends
on N1, Γ1 and Γ2. Since N1(Γ1) is just a function of Γ1, N2(Γ1,Γ2) is fully determined by Γ1
and Γ2. For simplicity of notation, we discuss the FEC code rates r1(Γ1) and r2(Γ1,Γ2). The
relationship between ri and Ni is in Equation (2.1).
The code rate in the first transmission is determined by the SNR boundaries Γ1,1, ...,Γ1,5
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as follows
r1(Γ1) =

0, 0 ≤ Γ1 < Γ1,1
r(1) = 1/5, Γ1,1 ≤ Γ1 < Γ1,2
r(2) = 1/3, Γ1,2 ≤ Γ1 < Γ1,3
r(3) = 2/5, Γ1,3 ≤ Γ1 < Γ1,4
r(4) = 1/2, Γ1,4 ≤ Γ1 < Γ1,5
r(5) = 2/3, Γ1,5 ≤ Γ1 < Γ1,6 =∞
(2.17)
When 0 ≤ Γ1 < Γ1,1, r1(Γ1) = 0 means the transmitter does not transmit anything since the
success probability is not high enough, so the transmitter will wait and decide the code rate again
in the second transmission.
If the first transmission succeeds, there is no second transmission. If the first transmission
fails, the FEC code rate in the second transmission r2(Γ1,Γ2) is determined as shown in Fig. 2.1.
Figure 2.1: SNR boundaries for two transmissions.
The detailed explanation of Fig. 2.1 is as follows. The x and y axes correspond to the
received SNR for the first and second transmissions. If the channel for the first packet is bad,
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corresponding to the leftmost portion of the figure, i.e,. 0 ≤ Γ1 < Γ1,1, the transmitter chooses
not to transmit the packet. Since nothing was transmitted in the first transmission, the transmitter
can use any code rate in the second transmission, including discarding the packet. Therefore,
when 0 ≤ Γ1 < Γ1,1,
r2(Γ1,Γ2) =

0, 0 ≤ Γ1 < Γ1,1, 0 ≤ Γ2 < Γ2,1
r(1) = 1/5, 0 ≤ Γ1 < Γ1,1, Γ2,1 ≤ Γ2 < Γ2,2
r(2) = 1/3, 0 ≤ Γ1 < Γ1,1, Γ2,2 ≤ Γ2 < Γ2,3
r(3) = 2/5, 0 ≤ Γ1 < Γ1,1, Γ2,3 ≤ Γ2 < Γ2,4
r(4) = 1/2, 0 ≤ Γ1 < Γ1,1, Γ2,4 ≤ Γ2 < Γ2,5
r(5) = 2/3, 0 ≤ Γ1 < Γ1,1, Γ2,5 ≤ Γ2 < Γ2,6 =∞
(2.18)
When Γ1,1 ≤ Γ1 < Γ1,2, FEC code rate 1/5 is used in the first transmission. If the first
transmission fails, r2(Γ1,Γ2) = 0, i.e., nothing is transmitted, since the lowest code rate was used
in the first transmission.
When Γ1,2 ≤ Γ1 < Γ1,3, FEC code rate 1/3 is used in the first transmission. If the first
transmission fails, the transmitter can choose to either discard the packet or use FEC code rate
1/5.
r2(Γ1,Γ2) =

0, Γ1,2 ≤ Γ1 < Γ1,3, 0 ≤ Γ2 < Γ2,7
r(1) = 1/5, Γ1,2 ≤ Γ1 < Γ1,3, Γ2,7 ≤ Γ2 < Γ2,8 =∞
(2.19)
When Γ1,3 ≤ Γ1 < Γ1,4, FEC code rate 2/5 is used in the first transmission. If the first
transmission fails, the transmitter can choose to either discard the packet, or use FEC code rate
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1/3, or use FEC code rate 1/5.
r2(Γ1,Γ2) =

0, Γ1,3 ≤ Γ1 < Γ1,4, 0 ≤ Γ2 < Γ2,9
r(1) = 1/5, Γ1,3 ≤ Γ1 < Γ1,4, Γ2,9 ≤ Γ2 < Γ2,10
r(2) = 1/3, Γ1,3 ≤ Γ1 < Γ1,4, Γ2,10 ≤ Γ2 < Γ2,11 =∞
(2.20)
Similarly, when Γ1,4 ≤ Γ1 < Γ1,5,
r2(Γ1,Γ2) =

0, Γ1,4 ≤ Γ1 < Γ1,5, 0 ≤ Γ2 < Γ2,12
r(1) = 1/5, Γ1,4 ≤ Γ1 < Γ1,5, Γ2,12 ≤ Γ2 < Γ2,13
r(2) = 1/3, Γ1,4 ≤ Γ1 < Γ1,5, Γ2,13 ≤ Γ2 < Γ2,14
r(3) = 2/5, Γ1,4 ≤ Γ1 < Γ1,5, Γ2,14 ≤ Γ2 < Γ2,15 =∞
(2.21)
When Γ1,5 ≤ Γ1 < Γ1,6 =∞,
r2(Γ1,Γ2) =

0, Γ1,5 ≤ Γ1 <∞, 0 ≤ Γ2 < Γ2,16
r(1) = 1/5, Γ1,5 ≤ Γ1 <∞, Γ2,16 ≤ Γ2 < Γ2,17
r(2) = 1/3, Γ1,5 ≤ Γ1 <∞, Γ2,17 ≤ Γ2 < Γ2,18
r(3) = 2/5, Γ1,5 ≤ Γ1 <∞, Γ2,18 ≤ Γ2 < Γ2,19
r(4) = 1/2, Γ1,5 ≤ Γ1 <∞, Γ2,19 ≤ Γ2 < Γ2,20 =∞
(2.22)
Therefore, r1(Γ1) and r2(Γ1,Γ2) are determined by the SNR boundaries Γ1,1, ...,Γ1,5,
Γ2,1, ..., Γ2,20, where some of them are∞ for simplicity of notation in the following derivation.
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The average overall energy consumption is
E =S0TNb
5∑
i=1
∫ Γ1,1
0
∫ Γ2,(i+1)
Γ2,i
1
r(i)
fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+
S0TNb
∫ Γ1,2
Γ1,1
1
r(1)
fΓ1(Γ1)dΓ1+
S0TNb
∫ Γ1,3
Γ1,2
∫ Γ2,7
0
1
r(2)
fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+
S0TNb
∫ Γ1,3
Γ1,2
∫ Γ2,8
Γ2,7
(
1
r(2)
+ P (e1; r
(2)|Γ1)
(
1
r(1)
− 1
r(2)
))
fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+
S0TNb
∫ Γ1,4
Γ1,3
∫ Γ2,9
0
1
r(3)
fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+
S0TNb
2∑
i=1
∫ Γ1,4
Γ1,3
∫ Γ2,(i+9)
Γ2,(i+8)
(
1
r(3)
+ P (e1; r
(3)|Γ1)
(
1
r(i)
− 1
r(3)
))
fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+
S0TNb
∫ Γ1,5
Γ1,4
∫ Γ2,12
0
1
r(4)
fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+
S0TNb
3∑
i=1
∫ Γ1,5
Γ1,4
∫ Γ2,(i+12)
Γ2,(i+11)
(
1
r(4)
+ P (e1; r
(4)|Γ1)
(
1
r(i)
− 1
r(4)
))
fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1
S0TNb
∫ ∞
Γ1,5
∫ Γ2,16
0
1
r(5)
fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+
S0TNb
4∑
i=1
∫ ∞
Γ1,5
∫ Γ2,(i+16)
Γ2,(i+15)
(
1
r(5)
+ P (e1; r
(5)|Γ1)
(
1
r(i)
− 1
r(5)
))
fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1
(2.23)
25
The average overall packet loss rate is
PL =
∫ Γ1,1
0
∫ Γ2,1
0
fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+
5∑
i=1
∫ Γ1,1
0
∫ Γ2,(i+1)
Γ2,i
P (e1; r
(i)|Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+∫ Γ1,2
Γ1,1
P (e1; r
(1)|Γ1)fΓ1(Γ1)dΓ1+∫ Γ1,3
Γ1,2
∫ Γ2,7
0
P (e1; r
(2)|Γ1)fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+∫ Γ1,3
Γ1,2
∫ Γ2,8
Γ2,7
P (e2; r
(2), r(1)|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+∫ Γ1,4
Γ1,3
∫ Γ2,9
0
P (e1; r
(3)|Γ1)fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+
2∑
i=1
∫ Γ1,4
Γ1,3
∫ Γ2,(i+9)
Γ2,(i+8)
P (e2; r
(3), r(i)|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+∫ Γ1,5
Γ1,4
∫ Γ2,12
0
P (e1; r
(4)|Γ1)fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+
3∑
i=1
∫ Γ1,5
Γ1,4
∫ Γ2,(i+12)
Γ2,(i+11)
P (e2; r
(4), r(i)|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+∫ Γ1,6
Γ1,5
∫ Γ2,16
0
P (e1; r
(5)|Γ1)fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+
4∑
i=1
∫ Γ1,6
Γ1,5
∫ Γ2,(i+16)
Γ2,(i+15)
P (e2; r
(5), r(i)|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1
(2.24)
Let the Lagrangian function be L = E + λ(PL − Pconst). We can solve the problem by
setting ∂L
∂λ
= 0 and ∂L
∂Γi,j
= 0, for i = 1, j = 1,..., 5 and i = 2, j = 1, 2, 3, 4, 5, 8, 11, 12, 15, 16, 17,
20, 21, 22, 23. We skip the derivation of the derivatives since it is similar to Section 2.3.3.
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2.4 Numerical Results
We compare the proposed IR HARQ to the schemes without combining and with Chase
combining. For the comparison schemes, we show the derivation for K = 2 transmission rounds
although it can be easily extended to arbitrary K. Since the lowest code rate in {r} is 1/5,
the maximum number of coded bits that can be transmitted in K transmission rounds for IR
combining is 5Nb. We limit the maximum number of coded bits in the comparison schemes
to the same value. For the schemes without combining and with Chase combining, we add the
constraint that N1 + N2 + ... + NK ≤ 5Nb, where Ni is the number of coded bits in the i-th
transmission. This means 1
r1
+ Nb
r2
+ ... + Nb
rK
≤ 5Nb, where ri is the FEC code rate in the i-th
transmission and ri ∈ {r}. Note that the definition of ri is different for the IR combining and the
comparison schemes. For the IR combining, ri is the FEC code rate after the i-th transmission,
because the incremental bits cannot be independently decoded, and the FEC code rate in the i-th
transmission is not meaningful.
2.4.1 Without combining
Each transmission round is decoded independently. This is a baseline scheme and we only
discuss the case where CSI is not available at the transmitter. Since the fading is independent in
the transmissions and no combining is used, the FEC code rates for all the transmission rounds
should be predetermined, i.e, the FEC code rate ri is a function of only the transmission round
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number i. The optimization problem is as follows:
min S0Ts
(
N1 +
∫ ∞
0
N2P (e1;N1|Γ1)fΓ1(Γ1)dΓ1
)
s.t.
∫ ∞
0
∫ ∞
0
P (e1, e2;N1, N2|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ1dΓ2 ≤ Pconst
Nb
N1
∈ {r}, Nb
N2
∈ {r}
N1 +N2 ≤ 5Nb
variables: N1, N2
(2.25)
Since the two transmissions are independent, we have
P (e1, e2;N1, N2|Γ1,Γ2)
=P (e1;N1, N2|Γ1,Γ2)P (e2;N1, N2|e1,Γ1,Γ2)
=P (e1;N1|Γ1)P (e2;N2|Γ2)
(2.26)
where P (e1;N1|Γ1) and P (e2;N2|Γ2) are the conditional packet error rates in the first and second
transmissions, conditioned on Γ1 and Γ2, respectively. The second line in Equation (2.26) is from
Bayes rule. In the third line, P (e1;N1|Γ1) = P (e1;N1, N2|Γ1,Γ2) since the error probability in
the first transmission does not depend on either the future CSI or the code rate in the second
transmission, and P (e2;N2|Γ2) = P (e2;N1, N2|e1,Γ1,Γ2) since the error probability in the
second transmission is totally determined by the CSI and code rate in the second transmission,
and does not depend on anything in the first transmission, e.g., the CSI, the code rate or the
decoding result (success or failure). The terms P (e1;N1|Γ1) and P (e2;N2|Γ2) are approximated
by Equation (2.9). We exhaustively search all the possible (N1, N2), and find the one which
satisfies the constraint in Equation (2.25) and yields the least energy consumption.
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2.4.2 Chase combining
Each transmission repeats the FEC code rate from the first transmission, and the packets
are combined for decoding at the receiver. So the FEC code rate in all transmissions is determined
by the first transmission. We discuss two kinds of CSI availability models: the transmitter has no
CSI or has the current CSI. If the transmitter has only previous CSI, then the system cannot utilize
this information because the first transmission does not have any CSI and the later transmissions
are forced to use the same FEC code rate as the first transmission.
Without CSI
The optimization problem is as follows:
min S0Ts
(
N1 +
∫ ∞
0
N1P (e1;N1|Γ1)fΓ1(Γ1)dΓ1
)
s.t.
∫ ∞
0
∫ ∞
0
P (e1, e2;N1, N1|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ1dΓ2 ≤ Pconst
Nb
N1
∈ {r}
N1 +N1 ≤ 5Nb
variable: N1
(2.27)
where P (e1, e2;N1, N1|Γ1,Γ2) is the conditional probability that the decoding fails for both
transmissions, conditioned on Γ1 and Γ2. Using the same reasoning as for the IR combining, the
probability that the first transmission succeeds and the second transmission fails is much smaller
than the probability that the second transmission fails, so we have P (e1, e2;N1, N1|Γ1,Γ2) ≈
P (e2;N1, N1|Γ1,Γ2). With maximum ratio combining, and assuming the receiver can perfectly
estimate the channel state, this is equivalent to decoding a single transmission with received SNR
Γ1 + Γ2. So P (e2;N1, N1|Γ1,Γ2) = P (e2;N1|Γ1 + Γ2), where P (e2;N1|Γ1 + Γ2) is the error
probability of decoding a packet withN1 bits and received SNR Γ1 +Γ2, and can be approximated
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by Equation (2.9). An exhaustive search is used to find the N1 that satisfies the constraint in
Equation (2.27) and yields the least energy consumption.
With current CSI
With the current CSI available at the transmitter, the FEC code rate in the first transmission
depends on Γ1. The optimization problem is as follows:
min E = S0Ts
∫ ∞
0
(N1(Γ1) +N1(Γ1)P (e1; (Γ1)|Γ1)) fΓ1(Γ1)dΓ1
s.t. PL =
∫ ∞
0
∫ ∞
0
P (e1, e2;N1(Γ1), N1(Γ1)|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ1dΓ2 ≤ Pconst
Nb
N1(Γ1)
∈ {r}
N1(Γ1) +N1(Γ1) ≤ 5Nb
variable: N1(Γ1)
(2.28)
The FEC code rate in the first transmission r1(Γ1) can be determined by a set of SNR boundaries
Γ1, ...,Γ5 as follows:
r1(Γ1) =

0, 0 ≤ Γ1 < Γ1
r(1) = 1/5, Γ1 ≤ Γ1 < Γ2
r(2) = 1/3, Γ2 ≤ Γ1 < Γ3
r(3) = 2/5, Γ3 ≤ Γ1 < Γ4
r(4) = 1/2, Γ4 ≤ Γ1 < Γ5
r(5) = 2/3, Γ5 ≤ Γ1 <∞
(2.29)
From Equation (2.29), we can easily get N1(Γ1). The Lagrangian function is L = E + λ(PL −
Pconst). The optimal solution can be obtained by setting ∂L∂λ = 0 and
∂L
∂Γi
= 0 for i = 1, 2, ..., 5.
We skip the derivation of the derivatives since it is similar to Section 2.3.3.
30
2.4.3 Performance Comparison
Fig. 2.2 shows the overall average energy consumption vs. average channel SNR for
different cases when the maximum number of transmissions K is two. The average channel SNR
is defined as E[Γi] = S0TsN0 E[γ
2
i ], where E[·] is the expectation operation. The PLR constraint is
0.01. For all the scenarios, the energy consumption decreases with increasing average channel
SNR because it is possible to use a high FEC code rate at high channel SNR to achieve the PLR
constraint, and thus save energy. For IR combining, the scheme with both current and previous CSI
yields the least energy consumption, and the scheme without any CSI consumes the most energy.
For an average channel SNR of 7dB, the scheme with both current and previous CSI consumes
5% less energy than the scheme using only previous CSI, and 19% less energy than the scheme
without any CSI. For a given CSI availability, e.g., without any CSI, IR combining outperforms
Chase combining. For a channel SNR of 8dB, IR combining consumes 21% less energy than
Chase combining assuming no CSI is available. Note that Chase combining sometimes performs
worse than no combining, even if Chase combining utilizes current CSI. The reason is that the
scheme without combining is allowed to use different FEC code rates in different transmissions.
As shown in [42], the multiple transmission opportunities can be leveraged by using a high FEC
code rate in the first transmission, thus saving energy, while later transmissions use low FEC code
rates to increase the success probability. If the first transmission is successful, the later, more
energy-consuming transmissions, are avoided. However, the Chase combining scheme is forced
to use the same FEC code rate in each transmission, and thus loses the advantage of unequal
energy allocation among multiple transmissions.
Note that some of the curves are jagged because the FEC code rate set {r} is discrete. As
the channel SNR changes, the system may jump from one FEC code rate option to another, thus
yielding different energy consumption. The curves would be less jagged if {r} contains more rate
options. The left end of each curve corresponds to the minimum channel SNR such that the PLR
constraint can be achieved. For the schemes with IR combining, more CSI information at the
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transmitter allows the system to achieve the PLR constraint at a lower channel SNR. For a given
CSI availability, e.g., no CSI at the transmitter, IR combining can achieve the PLR constraint at a
lower channel SNR than can both Chase combining and the system without combining.
Fig. 2.3 shows Ei for the IR combining with both current and previous CSI when K = 2,
where Ei is the average energy consumption in the i-th transmission given that this transmission
happens. So Ei can be written as follows:
Ei =

∫∞
0
S0TsN1(Γ1)fΓ1(Γ1)dΓ1, i = 1
S0Ts∫∞
0 P (e1;r1|Γ1)fΓ1 (Γ1)dΓ1
∫∞
0
∫∞
0
P (e1; r1|Γ1)N2(Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ1dΓ2, i = 2
.
(2.30)
The first transmission uses a high FEC code rate to save energy, whereas the second transmission
uses a low FEC code rate to meet the PLR constraint of the system.
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Figure 2.2: Energy consumption vs. average channel SNR. The maximum number of
transmissions is two.
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Figure 2.3: Energy consumption in each transmission. The maximum number of
transmissions is two.
Fig. 2.4 shows the overall average energy consumption vs. average channel SNR for
different cases when the maximum number of transmissions K is three. The PLR constraint is
0.01. The trends are similar to K = 2. For Chase combining, only one curve is shown, because all
the transmissions have to use the FEC code rate 2/3 to ensure that the total number of transmitted
bits does not exceed 5Nb. At an average channel SNR of 4dB, IR combining with both current
and previous CSI consumes 7% less energy consumption than IR combining with only previous
CSI, and 10% less energy than IR combining without CSI. For all the scenarios, the energy
consumption is decreased compared to the case where K = 2 in Fig. 2.2. For IR combining with
both current and previous CSI, the energy consumption is decreased by 26% compared to K = 2
at an average channel SNR of 5dB, and the minimum average channel SNR such that the PLR
can be achieved is 2.4dB smaller than that for K = 2. When more transmission opportunities are
available, i.e., K is larger, less energy is consumed in the early transmission rounds. If the channel
happens to be good and the packet is successfully transmitted, no additional energy is consumed;
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If the packet fails, later transmissions use more energy to provide sufficient reliability. As seen in
Figs. 2.2 and 2.4, the energy consumption is significantly reduced by having more transmission
opportunities, as the system has multiple chances to get the packet through inexpensively before
paying the higher energy cost on the final attempt to ensure the overall reliability.
Fig. 2.5 shows the Ei for IR combining with both current and previous CSI when K = 3.
The trend is similar to K = 2: early transmissions use high FEC code rates and low energy
consumption, whereas subsequent transmissions use low FEC code rates to provide the required
PLR for the system.
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Figure 2.4: Energy consumption vs. average channel SNR. The maximum number of
transmissions is three.
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Figure 2.5: Energy consumption in each transmission. The maximum number of
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2.5 Conclusion
In this chapter, we consider rate allocation and rate adaptation for IR HARQ over in-
dependent block-fading channels with turbo coding. We minimize the energy consumption of
HARQ, subject to a packet loss rate constraint. We investigate the influence of different CSI
availabilities at the transmitter and compare different combining techniques. The key factor to
reduce energy consumption for an IR HARQ system is unequal energy allocation among the
multiple transmissions, which is similar to the finding for the HARQ system without combining
in [42]. This explains why the energy consumption significantly decreases when the maximum
number of transmissions is larger: having more transmission opportunities allows the system to
consume less energy in early transmissions, and thus saves energy. It also explains why more CSI
information at the transmitter helps to reduce energy consumption, but the difference between
different CSI availabilities is not significant: even if early transmissions do not have the CSI for
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that transmission, or even no CSI at all, they can consume low energy consumption (by using a
high FEC code rate) to save energy, and later transmissions can adjust the energy consumption
based on the channel states of the transmitted bits. This also explains why Chase combining
sometimes performs worse than the system without combining: the former one is forced to use
the same FEC code rate in all transmissions, whereas the latter one is allowed to use different FEC
code rates in the transmissions. In addition, numerical results show that IR combining consumes
less energy than both the Chase combining and the HARQ system without combining.
Chapter 2, in part, is a reprint of the material as it appears in the papers: B. Zhang,
P. Cosman and L. B. Milstein, “Energy Optimization For Hybrid ARQ With Turbo Coding:
Rate Adaptation and Allocation,” submitted to IEEE Transactions on Vehicular Technology, and
B. Zhang, P. Cosman and L. B. Milstein, “Energy Optimization for Incremental Redundancy
Hybrid-ARQ,” In 2019 53rd Asilomar Conference on Signals, Systems, and Computers. IEEE,
2019. The dissertation author was the primary investigator and author of these papers.
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Chapter 3
Energy Optimization for Wireless Video
Transmission Employing Hybrid ARQ
We investigate energy-optimized wireless video transmission employing HARQ. We
formulate the problem as maximizing the video quality, subject to a constraint on the wireless
transmission energy consumption. We consider multiple parameters in multiple layers in a wireless
video transmission system: transmit power, alphabet size, FEC code rate, maximum number of
transmissions and unequal video data importance. An analytical framework is proposed to include
these parameters, which allows us to divide this problem into two sub-problems: data transmission
and unequal error protection. The problem is tackled by solving the two sub-problems, which are
done by exhaustive search and convex optimization, respectively.
3.1 Introduction
In this chapter, we consider a cross-layer optimization with a maximum number of
retransmissions. We consider both unequal importance for the transmissions of the same video
content, and unequal importance for different video contents, and we include the analysis of both
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HARQ and adaptive modulation and coding (AMC). We consider multiple parameters in multiple
layers in a wireless video transmission system: transmit power, alphabet size, FEC code rate,
maximum number of transmissions and unequal frame importance. We decouple the problem into
two sub-problems, data transmission and video UEP, which are solved by exhaustive search and
convex optimization, respectively. Finally we conduct simulations to compare the performance of
the proposed scheme to existing data HARQ and/or video UEP schemes. The results show that
the proposed scheme significantly outperforms comparison HARQ and UEP methods.
The contributions of this chapter can be summarized as follows:
• We establish a framework to optimize video quality, subject to an energy consumption
constraint, which considers both the unequal importance of multiple transmissions and the
unequal importance of different video contents.
• We decouple a non-convex problem into two sub-problems, where the first one is non-
convex and solved by exhaustive search, and the second one is convex and solved using a
Lagrangian multiplier.
• We conduct simulations on different videos, and both simulation and theoretical results
show that the proposed scheme significantly outperforms the baseline scheme which either
takes into account only one of the unequal importances considered in this paper or does not
consider any unequal importance at all.
• We analyze the performance of the algorithm using a specific set of parameters for all
videos, instead of using the optimal parameters for each video. Results show that the
specific set of parameters can provide close-to-optimal video quality, and thus the proposed
algorithm can be run offline to generate a lookup table. During the video transmission, the
parameters are obtained from the table, and the power and extra latency due to computation
are avoided. The complexity of the offline algorithm is analyzed.
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The rest of the chapter is organized as follows. The related work is introduced in Section
3.2. In Section 3.3, we formulate the problem and propose an algorithm. In Sections 3.4 and 3.5,
we introduce the two procedures in the algorithm. We show simulation results in Section 3.6, and
conclusions are drawn in Section 3.7.
3.2 Related Work
3.2.1 Energy Optimization For Video Transmission
Energy optimization for video transmission has been studied by many researchers. In [43],
the authors developed a framework to estimate the energy consumption of the video based
on the channel state and video characteristics. However, the unequal importance of multiple
transmissions was not fully investigated. In [44], the authors optimized the energy efficiency at
the application layer. They adapt video encoder parameters based on the channel state and drop
less important packets to avoid network congestion. In [45], a quasi-quadrature modulation is
used to minimize the power consumption of video transmission. In [46], the authors proposed
an algorithm to assign different forward error correction (FEC) code rates for the frames in
a group of pictures (GOP) and drop packets with low priority. In [47], the authors studied
coding unit level prioritization and FEC code rate selection in a wireless relay network. The
authors in [48] studied the trade-off between energy saving and video quality and proposed
an algorithm to assign different AMC modes to different video encoding layers. In [49], the
authors maximized video quality, subject to an energy constraint in a D2D network, by optimizing
the bit rate and FEC code rate on the paths between nodes in the D2D network. In [50], the
optimal power allocation and the link adaptation algorithms are derived analytically, subject to a
quality-of-service constraint. However, the fact that the video contents in a video sequence can
require different quality-of-service, which reflects the unequal importance of video contents, is
not taken into account. In [51], the source and channel coding are jointly optimized to achieve
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the best video quality, under an energy constraint, which is suitable for video streaming scenarios.
In [52], the authors optimized energy efficiency for MIMO-OFDM multimedia communication
with quality-of-service constraints. The trade-off of the energy between video encoding and
transmission was discussed in [53].
3.2.2 Video Transmission With HARQ
We summarize the work on video transmission employing HARQ in this section. In [54],
the authors proposed an APP/MAC/PHY cross-layer framework to optimize perceptual video
quality. The maximum number of retransmissions varies with the layer in which the packet is
encoded. If a transmission fails, the next retransmission is assigned a lower order modulation and
coding scheme to provide a satisfactory probability of success. A limited-retransmission priority
encoding transmission (LR-PET) scheme investigated PET with multiple transmissions [55]. The
optimal protection depends on both the importance of the stream content and its behavior in
future transmissions. The authors in [56] showed that under a scenario where the video contents
have the same decoding deadline, the optimal strategy concludes that the most important packets
should be retransmitted as often as needed and the less important ones may get discarded. A
prioritized retransmission scheme was proposed based on the error propagation effect of the lost
packet [57]. The authors in [58] assessed the impact of the lost macroblocks on the reconstructed
frame and the ones with the highest impact are prioritized to be retransmitted. In [59], a video
flow is subdivided into independent and incrementally encoded packets and the HARQ scheme
privileges the retransmission of independent packets. The maximum number of transmissions
is changed based on the importance of the packet for LTE networks in [60, 61]. The authors
in [62] considered interlayer FEC and HARQ, and found the best FEC code rate distribution
among the video layers to minimize the video distortion. In [63], retransmissions are used
for the base layer to reduce network congestion. The authors in [64] studied unequal error
protection (UEP), retransmission and GOP-level interleaving. They proposed segment-wise and
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byte-wise retransmission based on different types of receiver feedback. When the round trip
time fluctuates significantly, the authors in [65] proposed a retransmission scheme to adaptively
control the retransmission window size. The transmit power optimization problem was solved
in [66] for multimedia applications, based on the observation that some performance metrics
such as throughput, delay, and peak signal-to-noise ratio, may exhibit a staircase behavior for
particular systems with HARQ. The authors in [67] proposed a scheduling scheme based on
channel quality in LTE networks. In [68], the video source is able to adjust the video layers based
on the channel estimator at the receiver. In [69], an adaptive unequal video protection method was
designed for peer-to-peer video streaming over mobile wireless mesh networks, which assigns
different priorities to the frames. A priority-based key frame protection method, which utilizes
the idea of unequal error protection, was studied on a 5G network in [70]. A joint source-channel
resource allocation problem was investigated in [71] to achieve adaptive error protection for video
transmission.
The existing schemes on video retransmission employing HARQ can be categorized into
two groups. For the first group, multiple transmissions of the same video content are treated
equally, and the authors leverage the unequal importance of video contents which arises from the
coding/decoding structure [72]. For example, for an IPPP encoding structure, the frames at the
beginning of a GOP have higher importance than later frames because of the decoding dependency
of later frames on previous frames. Thus, different video contents should have unequal protection
during transmission to maximize the decoded video quality. Examples of leveraging unequal
importance of video contents include assigning different maximum numbers of transmissions,
assigning different priorities for retransmission, and using different FEC codes. We analyze this
unequal importance quantitatively in Section 3.3.3, using the model in [73] and [74].
For the second group, the multiple transmissions of the same video content have unequal
importance, but there lacks an analytical framework to provide the optimal strategy in each
transmission. This unequal importance of multiple transmissions was studied using a single
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alphabet size and variable power [13, 14]. The authors derived the optimal transmit power for
each transmission round and this unequal power allocation outperforms the scheme in which the
power is kept constant in each transmission. The optimal rate in each transmission for incremental
redundancy was analyzed in [20, 40]. However, most of the existing data transmission HARQ
schemes are based on information-theoretical analysis, which assumes there is no error when the
SNR is larger than a threshold and assumes there is always an error when the SNR is smaller than
the threshold. In our previous work [75], we used multiple alphabet sizes and variable power
and investigated both the optimal transmit power and the optimal alphabet selection algorithm
across the transmissions of the same data content, based on the actual packet error rate (PER)
performance of a turbo code.
3.3 Problem Setup and Formulation
3.3.1 System Setup and Assumptions
A source encoder encodes a GOP, which contains T frames, with IPPP structure. Each
frame is encoded into one or more slices. A slice is encoded by the FEC encoder and becomes a
codeword, and is then sent through the wireless channel. A slice contains only information bits,
a codeword is a slice plus parity bits, and a packet is any realization of a codeword. That is, a
codeword can be transmitted multiple times, and the realization of each transmission is a packet.
Slice copy is used at the decoder for error concealment. The term “packet error rate/probability”
(PER) denotes the probability of error of any single transmission or retransmission of a codeword,
and “overall packet error rate/probability” denotes the probability of error after a maximum
number of transmissions of a codeword. For simplicity, the slices within frame i use the identical
FEC code rate ri, maximum number of transmissions Ni, power allocation algorithm and alphabet
size mapping algorithm, where i = 1, 2, ..., T . The available FEC code rates are 1/2, 1/3 and
1/5, and the retransmissions of a codeword use the same FEC code rate as the first transmission.
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The maximum number of transmissions Ni ∈ {1, 2, ...Nmax}. For power allocation, the transmit
power varies with retransmission number of a codeword/slice, but does not vary with the slice
number in a frame. Thus, in a given frame, the power depends on only the retransmission
number of a codeword/slice, but not which slice it is. The maximum transmit power is Smax. For
alphabet size mapping, adaptive M -PSK is used, and available modulations are BPSK, QPSK,
8PSK and 16PSK. Thus, retransmissions are allowed to use different alphabet sizes from the first
transmission. The alphabet mapping algorithm will be explained in Section 3.3.2. All packets
contain L bits (including FEC, but excluding CRC bits and tail bits) and we ignore the influence
of CRC bits and tail bits since their number is small relative to L. The symbol duration of the
system, Ts, is kept constant, and a rectangular pulse shape is used. The number of symbols for an
M -PSK packet is L/log2(M), and the number of information bits in a codeword in frame i is
Lri. The receiver is a matched filter and coherent detection is used. The system block diagram is
shown in Fig. 3.1.
Figure 3.1: System Block Diagram.
The instantaneous channel gain for the j-th transmission of a codeword in frame i, γj,i, is
assumed to be Rayleigh distributed, and the pdf of γj,i does not change with time. The fades of
different transmissions of a codeword are assumed to be independent, and we assume perfect CSI
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is available at the transmitter.
The symbols and functions used in this chapter are listed in Table 3.1.
3.3.2 Alphabet Size Mapping
Since adaptive modulation is used, we introduce the alphabet size mapping in this subsec-
tion before we formulate the problem. The instantaneous received signal-to-noise ratio (SNR) for
the j-th transmission of a codeword in frame i is Γj,i = γ2j,iSj,iTs/N0, where Sj,i is the transmit
power for the j-th transmission of a codeword in frame i and N0 is the spectral density of the
additive Gaussian noise. Since the packet error probability for turbo codes cannot be expressed
analytically, we fit the packet error probability with an exponential function as in [22]. For a
given code rate, we have
ψM(Γj,i) =

1, 0 < Γj,i < Γ
min
M
alog2Me
−blog2MΓj,i , Γj,i ≥ ΓminM ,
(3.1)
where ψM(Γj,i) is the conditional single-transmission packet error probability, conditioned on
Γj,i, for M -PSK, and an > 0, bn > 0, n = 1, 2, 3, 4. The parameters an, bn and ΓminM are obtained
through simulation and curve fitting and they depend on the code rate. The simulated packet error
rate for a rate 1/3 turbo code is shown in Fig. 3.2.
We map alphabet sizes as in [22]. We set a PER “upper bound” Uj,i for the j-th trans-
mission of the codewords in the i-th frame. Uj,i and Uk,i can be the same or different for j 6= k.
Let the instantaneous received SNR boundaries for the j-th transmission of the slices in the i-th
frame be (Γ(1)j,i ,Γ
(2)
j,i ,Γ
(3)
j,i ,Γ
(4)
j,i ,Γ
(5)
j,i ), and choose M -PSK when Γ
(log2M)
j,i ≤ Γj,i < Γ(log2M+1)j,i . The
SNR boundaries for the j-th transmission of the codewords in the i-th frame are determined by
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Table 3.1: Table of variables.
{·} the set of a variable
Ts symbol duration
N0 spectral density of Gaussian noise
L number of coded bits in a packet
T number of frames in a GOP
ni number of slices/codewords in frame i
Ni maximum number of transmissions for a codeword
in frame i
ri code rate for a codeword in frame i
γj,i instantaneous channel gain for the j-th transmission
of a codeword in frame i
Γj,i instantaneous received SNR for the j-th transmission
of a codeword in frame i
fΓj,i(Γj,i) pdf of Γj,i for the j-th transmission of a codeword in
frame i
Sj,i power for the j-th transmission of a codeword in
frame i
Uj,i upper bound on conditional PER for the j-th
transmission of a codeword in frame i
Γ(j) SNR boundary for alphabet size
ψM(Γ) conditional PER for M -PSK using turbo code
Pei average overall PER for a codeword in frame i
MSE({Ni}, {ri}, {Sj,i}, {Uj,i}) function of the system parameters to calculate the
MSE over GOP
MSE({Pei}) function of the average frame PER to calculate the
MSE over GOP
Eave,Ni,ri(S1,i, ..., SNi,i, U1,i, ..., UNi,i) function to calculate the average overall energy for
a codeword in frame i
P ave,Ni,ri(S1,i, ..., SNi,i, U1,i, ..., UNi,i) function to calculate the average overall PER for
a codeword in frame i
ENi,rimin (Pei) minimum average energy to achieve an average
overall PER of Pei, with given Ni and ri
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Figure 3.2: Packet error rate vs. instantaneous received SNR.
setting the left hand side of Equation (3.1) equal to Uj,i, where Γ
(1)
j,i = Γ
min
2 , Γ
(5)
j,i =∞:
Γ
(n)
j,i =
1
bn
ln(
an
Uj,i
), n = 2, 3, 4. (3.2)
The terms Γ(2)j,i ,Γ
(3)
j,i and Γ
(4)
j,i are determined by Uj,i. Thus, we aim to choose the largest alphabet
size so that the curve-fitted conditional PER, conditioned on Γj,i, is lower than Uj,i when Γj,i >
Γ
(2)
j,i , and we choose BPSK when Γ
(1)
j,i < Γj,i ≤ Γ(2)j,i , i.e., the curve fit to the conditional PER is
lower than 1. The system does not transmit when Γj,i ≤ Γ(1)j,i , i.e., the fitted conditional PER is
1. Although Uj,i is not a strict upper bound on the conditional PER over the whole range where
BPSK is used, we use the term “upper bound” since the conditional PER is lower than Uj,i for all
of the channel states which are above some threshold.
3.3.3 Problem Formulation
We want to minimize the mean square error (MSE) in the GOP of the given video
sequence, subject to overall energy and maximum power constraints. The system parameters we
can directly control are the maximum number of transmissions, FEC code rate, power, and PER
“upper bound”. According to [73] and [74], the MSE directly depends on the average PERs for
the frames (although the average PER further depends on the system parameters above). Here
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the “average PER” is the instantaneous PER averaged over the Rayleigh fading channel. If the
average PER for frame i in a GOP is denoted by Pei, where i = 1, 2, ..., T , then the MSE incurred
in frame i is
σ20
i∑
τ=0
Peτ
1
1 + α(i− τ) , (3.3)
where σ20 are α are parameters which depend on the video. The above model assumes that 1)
the pixel errors incurred in different frames are independent and 2) the pixel errors incurred in
a frame, but propagated from different frames, are uncorrelated. The first assumption is valid
in our model, since a packet can only contain contents from one frame, and different packets
experience independent fading, thus the pixel errors in different frames are independent. The
second assumption is realistic when Pei is small. The accuracy of the model is evaluated in
Section 3.5. Therefore, the MSE over the GOP is
MSE({Pei}) = σ20
T∑
i=1
i∑
τ=1
Peτ
1
1 + α(i− τ)
= σ20
T∑
i=1
Pei
T−i∑
τ=0
1
1 + ατ
, (3.4)
where {Pei} = (Pe1, Pe2, ..., PeT ) is the set of PERs for T frames. Note that the MSE over the
GOP in Equation (3.4) is just the sum of the MSE of every frame in the GOP, so Equation (3.4)
does not require further assumptions beyond those made for Equation (3.3).
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The optimization problem is formulated as follows:
min MSE({Pei})
s.t.
T∑
i=1
niE(Pei) = min(Ec, E˜c)
0 ≤ Sj,i ≤ Smax for i = 1, 2, ..., T and
j = 1, 2, ..., Ni
variables : {Pei}
(3.5)
where ni is the number of information bits in frame i, Ec is the energy constraint for the entire GOP,
E˜c = (
∑T
i=1 ni)SmaxTsNmax/rmin represents the maximum energy that a GOP could consume.
Here, rmin is the lowest FEC code rate (rmin = 1/5 in this paper). The maximum energy occurs
when the FEC is the strongest possible and the maximum number of transmissions is used. The
term E(Pei) is the energy consumption per information bit in frame i to achieve an average PER
of Pei, i.e., the energy consumption of a codeword divided by the number of information bits in
the codeword. The units of Ec, E˜c and E(Pei) are Joules. We define E(Pei) in this way because
the number of information bits in frame i is determined by the video encoder, which does not
depend on the FEC rate ri. Thus, E(Pei) is a fair comparison for different FEC rates. The set
operator is {·}. The maximum energy that an information bit in frame i can possibly use is
SmaxTsNmax/rmin, i.e., the codeword uses BPSK, FEC rate rmin, maximum power Smax and gets
transmitted Nmax times. The energy constraint Ec is used to minimize MSE when Ec ≤ E˜c, and
the energy consumption cannot exceed E˜c when Ec > E˜c. In Equation (3.5), the function E(Pei)
is not uniquely defined in the above formulation since there can be multiple sets of parameters
(Ni, ri, Sj,i, Uj,i) which generate the same Pei, but do not result in the same energy consumption.
Thus, for a given Pei, there can be multiple values of energy E(Pei).
As a consequence, for any Pei being considered, we choose the energy-minimizing
Emin(Pei) to achieve Pei, where Emin(Pei) is defined as the least energy consumption per informa-
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tion bit to achieve an average PER of Pei. Notice that Emin(Pei) is a function of Pei, but not the
system parameters (Ni, ri, Sj,i, Uj,i). Intuitively, if a particular packet is to be transmitted with a
certain PER, it does not make sense to achieve that PER using a parameter set (Ni, ri, Sj,i, Uj,i)
that uses a higher energy if the same PER can be achieved using a parameter set that uses a lower
energy. Hence in the following, as the algorithm searches through the possible values of PER, for
each value of PER, only the energy-minimizing value of achieving that PER, Emin(Pei), will be
considered.
Note that there are two constraints in Equation (3.5): energy constraint Ec and power
constraint Smax. The energy Ec constraint is determined by the video application, and is de-
termined by such factors as the desired video quality level and the battery status. The power
constraint Smax is determined by the hardware, e.g., the power amplifier. These two constraints
are determined independently.
3.3.4 Algorithm
Equation (3.5) is a non-convex optimization problem due to the non-convexity of the term
E(Pei), so we solve it by using a combination of exhaustive search and Lagrangian multiplier
method. First, we quantize Pei. For each quantized value of Pei, we then quantize the variables
S1,i, ..., SNi,i, U1,i, ..., UNi,i and exhaustively search all possible tuples of Ni, ri, S1,i, ..., SNi,i,
U1,i, ..., UNi,i to find all the tuples which yield PER Pei. Among these, we find the one which has
the minimum energy consumption Emin(Pei). After examining all quantized values of Pei and
obtaining the corresponding minimum energy, we get the function Emin(Pei). Then we use the
Lagrangian multiplier method to solve Equation (3.5).
Before introducing the details of the algorithm, we define Eave(Ni, ri, S1,i, ..., SNi,i, U1,i,
..., UNi,i) to be the average overall energy consumption (including retransmissions) of an infor-
mation bit in frame i, i.e., the overall energy consumption of a codeword divided by the number
of information bits in the codeword, and we define P ave(Ni, ri, S1,i, ..., SNi,i, U1,i, ..., UNi,i) to be
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the average overall PER for a codeword in frame i. Notice that the codewords in one frame have
the same Ni, ri, Sj,i, Uj,i, but the modulation alphabet is allowed to vary from one codeword to
the next based on the channel state.
3.4 Proposed HARQ
3.4.1 Problem Formulation
The procedure which obtains Emin(Pei) solves the HARQ problem by optimizing the
parameters in each transmission, and does not depend on frame number i, so we simplify the
notation by removing the dependence on i. Then the problem can be formulated as follows:
min Eave(N, r, {S}, {U})
s.t. P ave(N, r, {S}, {U}) = Pe
0 ≤ Sj ≤ Smax j = 1, 2, ..., N
variables : N, r, {S}, {U}
, (3.6)
where N is the maximum number of transmissions of the codeword, r is the FEC code rate of
the codeword, {S} = (S1, ..., SN) with Sj being the transmit power for the j-th transmission
of the codeword and {U} = (U1, ..., UN) with Uj being the PER “upper bound” for the j-th
transmission of the codeword. Eave(N, r, {S}, {U}) is the average overall energy consumption
(including retransmissions) of an information bit in a codeword, P ave(N, r, {S}, {U}) is the
average overall PER for a codeword, and Pe is the average overall PER constraint. We define
{Γ} = (Γ1,Γ2, ...,ΓM) as the set of channel states for M transmissions of the codeword, where
M ≤ N , and {X} = (X1, X2, ..., XM) as the set of outcomes for M transmissions of the
codeword. Xj = 1 means the j-th transmission of the codeword is successful, and Xj = 0
means the j-th transmission is not successful. Let P cndte (N, r, {S}, {U} | {Γ}) be the conditional
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codeword error probability, conditioned on {Γ}, i.e., the probability that the codeword cannot be
successfully decoded after N transmissions with the given channel states {Γ} in the transmissions.
Let Ecndt(N, r, {S}, {U} | {Γ}, {X}) be the conditional energy consumption of an information
bit, conditioned on {Γ} and {X}, i.e., the sum of the energy consumptions of all transmissions of
the codeword with the given channel states {Γ}, divided by the number of information bits in the
codeword. Then we have the following equations:
P cndte (N, r, {S}, {U} | {Γ})
=P(X1 = 0, X2 = 0, ..., XN = 0 | {Γ})
(3.7)
Ecndt(N, r, {S}, {U} | {Γ}, {X})
=

∑k
j=1 ej(Γj) if k is the smallest number such that
Xj = 1, k ≤ N∑N
j=1 ej(Γj) if Xj = 0 for all j ∈ [1, N − 1]
, (3.8)
where ej(Γj) is the energy consumption during the j-th transmission of an information bit, given
that the channel state is Γj .
3.4.2 Special Case
For simplicity of presentation, consider the special case where N = 2. Other cases can be
shown to follow by similar analysis. The average overall PER is
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P ave(2, r, {S}, {U})
=E{Γ}[P cndte (2, r, {S}, {U} | {Γ})]
=
∫ ∞
0
∫ ∞
0
P cndte (2, r, {S}, {U} | {Γ})fΓ1,Γ2(Γ1,Γ2)dΓ1dΓ2
=
∫ ∞
0
∫ ∞
0
P cndte1 (r, S1, U1 |Γ1)P cndte2 (r, S2, U2 |Γ2)×
fΓ1,Γ2(Γ1,Γ2)dΓ1dΓ2
=
∫ ∞
0
P cndte1 (r, S1, U1 |Γ1)fΓ1(Γ1)dΓ1×∫ ∞
0
P cndte2 (r, S2, U2 |Γ2)fΓ2(Γ2)dΓ2
(3.9)
where fΓ1,Γ2(Γ1,Γ2) is the joint pdf of the channel states for the two transmissions, fΓj(Γj) is
the pdf of the channel state for the j-th transmission, and P cndtej (r, Sj, Uj |Γj) is the conditional
PER in the j-th transmission, conditioned on channel state Γj . The SNR boundaries in the j-th
transmission (Γ(1)j ,Γ
(2)
j ,Γ
(3)
j ,Γ
(4)
j ,Γ
(5)
j ) are obtained from the method in Section 3.3.2. With the
SNR boundaries, we have
P cndtej (r, Sj, Uj |Γj) = ψ2i(Γj) = aie−biΓj
when Γ(i)j < Γj < Γ
(i+1)
j , i = 1, 2, 3, 4
(3.10)
where the curve-fitted parameters ai and bi depend on r. Let Aj be the average SNR in the j-th
transmission, where Aj = E[γ2SjTs/N0]. Then we have
P ave(N, r, {S}, {U})
=
1
A1A2
[∫ Γ(1)1
0
e
− Γ1
A1 dΓ1 +
4∑
i=1
ai
∫ Γ(i+1)1
Γ
(i)
1
e
−(bi+ 1A1 )Γ1dΓ1
]
×[∫ Γ(1)2
0
e
− Γ2
A2 dΓ2 +
4∑
i=1
ai
∫ Γ(i+1)2
Γ
(i)
2
e
−(bi+ 1A2 )Γ2dΓ2
] (3.11)
The average overall energy per information bit is in Equation (3.12), where Ecndtj (r, Sj, Uj |Γj) is
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the conditional energy consumption during the j-th transmission of the information bit, condi-
tioned on channel state Γj .
Eave(2, r, {S}, {U})
=E{Γ},{X}[Ecndt(2, r, {S}, {U} | {Γ}, {X})]
=E{Γ}[P(X1 = 1)Ecndt(2, r, {S}, {U} | {Γ}, X1 = 1)+
P(X1 = 0)Ecndt(2, r, {S}, {U} | {Γ}, X1 = 0)]
=E{Γ}
[P(X1 = 1)Ecndt1 (r, S1, U1 |Γ1)+
P(X1 = 0)
(Ecndt1 (r, S1, U1 |Γ1) + Ecndt2 (r, S2, U2 |Γ2)) ]
=
∫ ∞
0
∫ ∞
0
[Ecndt1 (r, P1, U1 |Γ1)+
P cndte1 (r, P1, U1 |Γ1)Ecndt2 (r, S2, U2 |Γ2)
]
fΓ1,Γ2(Γ1,Γ2)dΓ1dΓ2
=
∫ ∞
0
Ecndt1 (r, S1, U1 |Γ1)fΓ1(Γ1)dΓ1+∫ ∞
0
P cndte1 (r, S1, U1 |Γ1)fΓ1(Γ1)dΓ1
∫ ∞
0
Ecndt2 (r, S2, U2 |Γ2)fΓ2(Γ2)dΓ2
=
1
A1Lr
4∑
i=1
∫ Γ(i+1)1
Γ
(i)
1
S1Ts
i
e
− Γ1
A1 dΓ1+
1
A1A2Lr
[∫ Γ(1)1
0
e
− Γ1
A1 dΓ1 +
4∑
i=1
ai
∫ Γ(i+1)1
Γ
(i)
1
e
−(bi+ 1A1 )Γ1dΓ1
][
4∑
i=1
∫ Γ(i+1)2
Γ
(i)
2
S2Ts
i
e
− Γ2
A2 dΓ2
]
(3.12)
With the above expressions, we would like to solve Equation (3.6). However, the problem
is non-convex, even when N = 2. We use an exhaustive search to find the optimal solu-
tion. First, we quantize Pe. For each quantized value of Pe, we then quantize the variables
S1, ..., SN , U1, ..., UN and exhaustively search all possible tuples of N, r, S1, ..., SN , U1, ..., UN to
find the one which gives average PER Pe and has the minimum energy consumption Emin(Pe).
We quantize three continuous parameters: Pe, S and U . In the numerical exhaustive search, the
step size for log10(Pe) is 0.02, the step size for 10log10(S) is 0.02 and the step size for log10(U)
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is 0.02. The range for Pe is from the minimum achievable PER to 1. The minimum achievable
PER depends on the channel statistics, e.g., 4× 10−3 when E[γ2S0Ts/N0] = 1. The range for S
is from 0 to Smax = 2S0. The range for U is from 10−6 to 1.
Figs. 3.3 and 3.4 show the minimum energy consumption per bit vs. PER for different
(N, r) combinations when E[γ2S0Ts/N0] = 0dB and 10dB, respectively. The energy consumption
per bit is normalized by S0Ts, i.e., the energy consumption per bit (in units of Joules) for BPSK
without FEC in a single transmission. Thus, the y-axis is dimensionless. In this paper, we let
the available protection combinations be {N} = {3, 2, 1}, {r} = {1/5, 1/3, 1/2}, so there are 9
possible protections. In both figures, each line color corresponds to a value of N : black for N =
3, green for N = 2, and blue for N = 1, and each line type corresponds to a value of r: dashed
for r = 1/5, solid for r = 1/3, and dotted for r = 1/2. Then Emin(Pe) is the minimum among
these curves. From both figures, we find that, given N , energy decreases with the decreasing of
r, which is due to the coding gain; given r, energy decreases with the increasing of N , which
is due to the diversity in the transmissions. The influence of N is larger than the influence of r,
especially when the channel SNR is large. No matter what the channel SNR is, (N = 3, r = 1/5)
results in the minimum energy due to the best coding gain and diversity in transmissions.
Figs. 3.5 and 3.6 show the power and PER “upper bound” distributions for (N = 3, r =
1/5) when E[γ2] = 10dB. In Fig. 3.5, the y-axis is the ratio of the transmit power to the constant
power S0 in dB. In Fig. 3.6, the y-axis is the parameter PER “upper bound”, which determines
the alphabet size based on the instantaneous CSI. The first transmission has the least power
and the largest PER “upper bound” among the three transmissions, and the opposite holds for
the third transmission. The conclusion is if there are three transmission opportunities, the first
transmission should be sent at a low cost, because if it happens to succeed, then the second
and third transmissions are not necessary and energy consumption is low; however, if the first
transmission fails, we need to expend additional power and transmission duration on the second
transmission to guarantee the PER; if the second transmission also fails, the third transmission
54
10-2 10-1 100
Overall Packet Error Probability
0
0.5
1
1.5
2
2.5
3
3.5
4
O
ve
ra
ll E
ne
rg
y 
Co
ns
um
pt
io
n 
pe
r b
it 
/(S
0 
T s
)
N = 3, r = 1/5
N = 3, r = 1/3
N = 3, r = 1/2
N = 2, r = 1/5
N = 2, r = 1/3
N = 2, r = 1/2
N = 1, r = 1/5
N = 1, r = 1/3
N = 1, r = 1/2
N = 1
N = 2
N = 3
Figure 3.3: Energy consumption for different FEC rates and maximum numbers of
transmissions. Average channel SNR is 0dB.
should use the most resources since it is the last transmission opportunity and its transmission
failure would result in the failure of the codeword.
3.4.3 Complexity Analysis
Since the algorithm uses an exhaustive search, the complexity of the algorithm is
O(
∑Nmax
n=1 |{r}| · (MSMU)n) = O(|{r}| · (MSMU )
Nmax+1−1
MSMU−1 ), where |{r}| is the number of rate
options, and MS and MU are the number of discrete values of S and U in the exhaustive search,
respectively. This number is exponentially increasing with Nmax. Note, however, this optimiza-
tion does not depend on the video and can be done offline. The results for the optimization, i.e.,
N, r, {S}, {U}, can be stored, and we only need a lookup table during the video transmission.
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Figure 3.4: Energy consumption for different FEC rates and maximum numbers of
transmissions. Average channel SNR is 10dB.
3.5 Proposed UEP
3.5.1 Problem Formulation
After obtaining Emin(Pei), we solve the video content UEP problem, since the PERs for
each frame are optimized, and thus different frames have unequal error protection. This procedure
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Figure 3.5: Power distribution for N = 3 and r = 1/5. Average channel SNR is 10dB.
can be formulated as the following problem:
min MSE({Pei})
s.t.
T∑
i=1
niEmin(Pei) = min(Ec, E˜c)
0 ≤ Sj,i ≤ Smax for i = 1, 2, ..., T and
j = 1, 2, ..., Ni
variables : {Pei}
. (3.13)
Let the average overall PERs for the frames be Pe1, Pe2, ..., PeT . The task is to find the
optimal average PER for each frame, where frame i uses energy Emin(Pei) to achieve this PER. It
is seen in Equation (3.3) that the error in the previous frames can propagate to later frames, so the
frames at the front should have lower PER than frames at the end, i.e., the PER sequence should
be in ascending order, i.e., Pej ≤ Pek where j ≤ k.
Section 3.4 showed that all frames should use the strongest protection, i.e, N = 3 and
r = 1/5, to minimize the energy consumption. For simplicity of notation, let g(Pei) = Emin(Pei).
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Figure 3.6: PER “upper bound” distribution for N = 3 and r = 1/5. Average channel
SNR is 10dB.
As stated in Section 3.3.3, we know the solution to Equation (3.5) when Ec ≥ E˜c: the codeword
uses BPSK, FEC rate rmin, maximum power Smax, and transmits Nmax times. So we consider
the case Ec < E˜c. Then using Equation (3.4), Equation (3.13) can be written as
min σ20
T∑
i=1
Pei
T−i∑
τ=0
1
1 + ατ
s.t.
T∑
i=1
nig(Pei) = Ec
. (3.14)
where the constraint on Sj,i has been taken into account in the procedure that yields Emin(Pei).
We obtained the numerical results of g(Pei) through exhaustive search. We approximate
the second order derivative by g(Pei+h)−2g(Pei)+g(Pei−h)
h2
, where h is a sufficiently small value. We
find that the approximate second derivative is positive, so g(Pei) is convex. Since the objective
function in Equation (3.14) is a linear function of Pei, it is a convex function; since g(Pei) is
convex, the constraint is convex, so this problem is convex and we can use the Lagrange multiplier
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method to get the globally optimal solution. The Lagrange function is
L = σ20
T∑
i=1
Pei
T−i∑
τ=0
1
1 + ατ
+ λ(
T∑
i=1
nig(Pei)− Ec) (3.15)
Letting ∂L
∂Pei
= 0 for i = 1, 2, ..., T , we have
σ20Pei
T−i∑
τ=0
1
1 + ατ
+ λnig
′(Pei) = 0, (3.16)
where g′(Pei) , g(Pei+h)−g(Pei)h . Letting
∂L
∂λ
= 0, we have
nig(Pei)− Ec = 0. (3.17)
Equations (3.16) and (3.17) together give the solution to Equation (3.14).
3.5.2 Complexity Analysis
The complexity of the proposed UEP algorithm is composed of two parts: parameter
estimation of σ20 and α, and solving Equations (3.16) and (3.17). The complexity for the first part
depends on the algorithm of curve fitting and the complexity for the second part depends on the
algorithm of solving the convex problem. This work does not focus on the complexity analysis of
these two parts. However, as shown in Section 3.6.3, the UEP algorithm can use fixed parameters
without much loss of accuracy and performance and thus can be solved offline. Therefore, the
results can be stored, and a lookup table is sufficient during video transmission.
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Table 3.2: Simulation parameters.
T 30
number of information bits in a packet 256
Ts 10
−6s
S0 5mW
N0 3.98×10−21W/Hz
N 3
r 1/5
video size 1024x576
number of frames in video 1903 to 2229
Ec 20mJ or 10mJ
3.6 Numerical Results
3.6.1 Comparison Algorithms
The comparison HARQ scheme [13, 14] uses a single alphabet size and variable power,
whereas the proposed HARQ uses variable alphabet sizes and variable power. The comparison
UEP is similar to the method in [72], but with a modification that improves its performance.
In [72], the authors assume constant power and a single alphabet size without retransmission, and
they use three rates of FEC for the frames in a GOP. The video quality depends on the choice of
these three values. The number of FEC code rates is limited due to the implementation complexity.
We improve upon their method by allowing variable power and variable alphabet size and using
the strongest FEC and the maximum number of transmissions for all frames, and assign three
levels of energy consumption for the frames. As discussed in Section 3.4, using variable power
with a single strong FEC performs better than using constant power and three different FEC
values as done in [72]. Since the optimal energy levels are hard to obtain, we determine three
non-overlapping ranges by trial and error, and randomly choose the three energy values from
these non-overlapping ranges. The best ranges we found are (1.2E0, 1.5E0], (0.8E0, 1.2E0] and
(0.5E0, 0.8E0], where E0 is a parameter dependent on the energy constraint. Since the video
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quality depends on the selection of these three values, we repeat this experiment 20 times and
show the average Y-PSNR, where Y-PSNR is the peak signal-to-noise ratio (PSNR) for the Y
channel in the YUV video. Here, PSNR = 10log10(V 2max/MSE), Vmax is the maximum pixel
value, and MSE is the mean square error on the Y channel.
3.6.2 Simulation Environment
We use JM 15.0 software to achieve H.264 video coding. The previous frame is used for
error concealment. We use video from a mobile video database [76, 77]. The video scenes are a
football game with high motion, a person skating with medium motion, and an interview scene
with slow motion. The videos are of size 1024×576 with 1903 frames, 2022 frames and 2229
frames. The video frame rate is 30 fps, so their lengths are approximately 60 to 70 seconds. We
repeat the experiment 10 times for statistical convergence.
3.6.3 Discussion of Results
We show the Y-PSNR vs. channel SNR for different cases in Figs. 3.7 to 3.10, where the
solid lines correspond to simulation results and dashed lines correspond to theoretical results. In
Fig. 3.7, the video is skate and the energy constraint for a GOP is Ec = 20 mJ. The maximum
energy that a GOP can possibly use with BPSK, FEC rate rmin, maximum power Smax and Nmax
transmissions is 75 mJ. For all cases, the Y-PSNR increases with channel SNR. When using the
proposed UEP, the gap between the proposed HARQ and comparison HARQ is about 4 dB in the
low SNR region, which shows a significant advantage for the proposed HARQ. When using the
proposed HARQ, the gap between the proposed UEP and EEP is about 1.6dB in the low SNR
region, and the gap between the proposed UEP and comparison UEP is about 0.7dB in the low
SNR region. The 0.7dB gap means that it is not desirable to divide the whole GOP into three
groups as in the comparison UEP. But some conventional UEP schemes, e.g., those which use
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different FEC for different parts of the video data, only allow a few protection levels due to the
complexity. However, the proposed UEP is able to assign different protection for each frame, thus
achieving higher video quality. In Fig. 3.8, the energy constraint Ec = 10 mJ. The curves show a
similar trend to Fig. 3.7. In both figures, the theoretical analysis and simulation are close except
for the low SNR region. This is because the PER is large in the low SNR region, so the model is
less accurate because the errors that occur in a frame, but which propagate from different frames,
are not uncorrelated.
Figs. 3.9 and 3.10 show the Y-PSNR for football and interview with energy constraint Ec
= 20 mJ. Comparing Figs. 3.9 and 3.10 to 3.7, we find that for a given scheme, Y-PSNR depends
on the video motion. With higher motion, Y-PSNR is lower because frame copy is less effective
for high motion video. The difference between UEP and EEP, which is defined as the UEP gain,
depends on video motion. With higher motion, the gain is smaller. However, the difference
between the proposed HARQ and comparison HARQ is almost the same for all videos.
Next we evaluate the influence of the parameters σ20 and α, which depend on the video,
on the UEP gain. Let the PER sequence with respect to EEP be Pe0, Pe0, ..., Pe0, and let the PER
sequence with respect to UEP be Pe1, Pe2, ..., PeT . Then the UEP gain (dB) is
10log10
(
σ20
∑T
i=1 Pe0
∑T−i
τ=0
1
1+ατ
σ20
∑T
i=1 Pei
∑T−i
τ=0
1
1+ατ
)
= 10log10
(
Pe0
∑T
i=1
∑T−i
τ=0
1
1+ατ∑T
i=1 Pei
∑T−i
τ=0
1
1+ατ
)
(3.18)
From Equations (3.16) and (3.17), we find that the unequal PER sequence Pe1, Pe2, ..., PeT does
not depend on σ20 , since σ
2
0 is absorbed by the Lagrangian multiplier λ. Thus, the UEP gain
in Equation (3.18) only depends on α. The α values for football, skate and interview are 0.18,
0.0065, 0.005, respectively. In Fig. 3.11, the blue solid curve shows the UEP gain vs. video
parameter α. We curve fit the parameter α based on the video and use this correct value for the
problem solving. The gain decreases with the increase of α, and high motion video has large α,
so the gain is smaller for high motion video. This is also demonstrated from Figs. 3.7 to 3.10.
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The red dashed curve shows the UEP gain vs. video parameter α, but fixed α = 0.1 is used for
problem solving. There is a small loss due to unmatched parameter α for low motion video, and
the loss is negligible for medium and high motion video.
Comparing Figs. 3.7, 3.9 and 3.10, we find that the performance gain for the proposed
HARQ over the comparison HARQ is similar for videos with different degrees of motion. This
can be demonstrated by Equation (3.4). Supposing EEP is used, we let the PER sequence with
respect to the comparison HARQ be Pe0, Pe0, ..., Pe0, and let the PER sequence with respect to
the proposed HARQ be P ′e0, P
′
e0, ..., P
′
e0. Then the HARQ gain (dB) when using EEP is
10log10
(
σ20
∑T
i=1 Pe0
∑T−i
τ=0
1
1+ατ
σ20
∑T
i=1 P
′
e0
∑T−i
τ=0
1
1+ατ
)
= 10log10
(
Pe0
P ′e0
)
(3.19)
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Figure 3.7: Y-PSNR for skate. High energy constraint.
This gain does not depend on σ20 and α. When using UEP, this gain is also largely
independent of σ20 and α according to numerical results. Thus, the gain of the proposed HARQ
system is almost constant for different videos, and fixed parameters provide close-to-optimal
performance. This means the proposed algorithm has the important advantage that if optimization
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Figure 3.8: Y-PSNR for skate. Low energy constraint.
results are obtained offline, then minimal computation is caused by the proposed algorithm during
transmission. This reduces the computational power and delay, and allows the algorithm to be
real-time.
3.7 Conclusion
In this chapter, we investigate energy-optimized wireless video transmission employing
HARQ and AMC. We consider both the unequal importance for multiple transmissions of the same
video content, and the unequal importance of different video contents. We divide the problem into
two sub-problems which solve the unequal importance for multiple transmissions and solve the
UEP for different video content, respectively. The unequal importance for multiple transmissions
shows that the transmissions should be sent with increasing order of cost to minimize the overall
energy consumption. The video UEP shows that the frames in a GOP should have increasing
order of packet error rate to minimize the MSE in the GOP. We compare the proposed scheme to
the HARQ that uses single alphabet size and variable power, whereas the proposed scheme uses
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Figure 3.9: Y-PSNR for football. High energy constraint.
variable alphabet size and variable power. Compared to the video UEP scheme which is only
allowed to have three (or few) levels of protections, the proposed scheme is able to assign optimal
protection for each frame in the GOP. Simulations show that in the low SNR region, the proposed
scheme outperforms the comparison HARQ by about 4dB, and outperforms the comparison video
UEP scheme by 0.8 to 1.6dB depending on the video motion. There is a total gain of 4.8 to 5.6dB
compared to video transmission using conventional HARQ without any video UEP.
Chapter 3, in part, is a reprint of the material as it appears in the papers: B. Zhang, P.
Cosman and L. B. Milstein, “Energy Optimization for Wireless Video Transmission Employing
Hybrid ARQ,” IEEE Transactions on Vehicular Technology (2019), and B. Zhang, P. Cosman
and L. B. Milstein, “Energy Optimization for Hybrid-ARQ and AMC” In 2017 51st Asilomar
Conference on Signals, Systems, and Computers. IEEE, 2017. The dissertation author was the
primary investigator and author of these papers.
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Figure 3.11: UEP gain on Y-PSNR vs. α.
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Chapter 4
Conclusion and Future work
In this dissertation, we study energy optimizatioThe influence of different CSI availabili-
ties at the transmitter are investigated and different combining techniques are compared. n for
turbo-coded HARQ. First, we consider rate allocation and rate adaptation for IR HARQ. We
minimize the energy consumption of HARQ, subject to a packet loss rate constraint. Numerical
results show that the energy consumption of HARQ decreases when more CSI information is
available at the transmitter. When the maximum number of transmissions is three, at an average
channel SNR of 4dB, IR combining with both current and previous CSI consumes 10% less energy
than IR combining without CSI. We also compare IR combining with both Chase combining and
the system without combining, and IR combining yields the least energy consumption.
Second, we investigate energy-optimized wireless video transmission employing HARQ
and AMC. We consider both the unequal importance for multiple transmissions of the same
video content, and the unequal importance of different video contents. We divide the problem
into two sub-problems which solve the unequal importance for multiple transmissions and solve
the UEP for different video content, respectively. The video UEP shows that the frames in a
GOP should have increasing order of packet error rate to minimize the MSE in the GOP. We
compare the proposed scheme to the HARQ that uses single alphabet size and variable power,
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whereas the proposed scheme uses variable alphabet size and variable power. Compared to the
video UEP scheme which is only allowed to have three (or fewer) levels of protections, the
proposed scheme is able to assign optimal protection for each frame in the GOP. Simulations
show that in the low SNR region, the proposed scheme outperforms the comparison HARQ by
about 4dB, and outperforms the comparison video UEP scheme by 0.8 to 1.6dB depending on
the video motion. There is a total gain of 4.8 to 5.6dB compared to video transmission using
conventional HARQ without any video UEP. For both IR HARQ systems and the HARQ systems
without combining, a key factor to reduce energy consumption in both systems is unequal energy
allocation among the multiple transmissions. Early transmissions should consume less energy
and later transmissions should consume more energy. If the system is lucky in the cheap early
transmissions, the later expensive transmissions are avoided and energy is saved. Therefore,
the energy consumption significantly decreases when the maximum number of transmissions is
larger: having more transmission opportunities allows the system to consume less energy in early
transmissions, and thus saves energy.
The extension of this work might consider the following:
1) Imperfect CSI. This may occur due to many reasons, such as imperfect channel
estimation at the receiver, discretized CSI feedback, and the difficulty of obtaining accurate
current CSI at the transmitter. The last one happens when the round trip time is larger than or
comparable to the channel coherence time.
2) IR HARQ with AMC. Multiple parameters can be variable, such as power and alphabet
size.
3) Applying HARQ to multiple parallel channels, such as multiple-input multiple-output.
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Appendix A
Error Probability of IR HARQ
A.1 Approximation
The error probability of IR HARQ is the probability that both transmissions fail, and we
approximate it with the probability that the second transmission fails (regardless of the result in
the first transmission). Let e1 and e2 be the events that the decoding fails after the first and second
transmission, respectively. The error probability of the HARQ system is PHARQ = P (e1 ∩ e2),
where ∩ denotes the intersection of sets. We have e2 = (e1 ∪ e1) ∩ e2 = (e1 ∩ e2) ∪ (e1 ∩ e2),
where ∪ denotes the union of sets, and ei is the complement of ei, i.e., the decoding is successful
after the i-th transmission. Then P (e2) = P (e1∩e2)+P (e1∩e2). Thus, PHARQ = P (e1∩e2) =
P (e2) − P (e1 ∩ e2). The term P (e2) is the probability that the second transmissions fails,
irrespective of the result in the first transmission, and P (e1 ∩ e2) is the probability that the first
transmission is successfully decoded, whereas the second transmission fails. Note that although
the event e1 ∩ e2 does not actually happen in the HARQ system, since there is no need for the
second transmission if the first one succeeds, the above equations still hold. Now we need to show
that the probability of this event is small, i.e., P (e1 ∩ e2) << P (e2), so that PHARQ ≈ P (e2).
We would like to justify this approximation using simulation results and an information-theoretic
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approach.
Fig. A.1 shows the simulated P (e2) and P (e1∩ e2) where the FEC code rate in the second
transmission is r2 = 1/ 3. We consider the three cases of r1 = 2 / 5, r1 = 1 / 2, and r1 = 2 / 3.
For all the cases, P (e1 ∩ e2) is two to three orders of magnitude smaller than P (e2). We also
examined r2 = 1/2, 2/5 and 1/5, and the results were similar.
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Figure A.1: Simulated Error Probability.
In [14, 18–20, 38, 78], the authors use an information-theoretic approach to study HARQ.
The analysis in these papers is based on [21], where the assumption is that the number of bits
in each transmission round is sufficiently large. In this approach, the transmission succeeds if
the accumulated mutual information is larger than a threshold, and fails otherwise. Therefore,
if the first transmission succeeds, the accumulated mutual information is already larger than
the threshold, and the second transmission must also succeed because the accumulated mutual
information does not decrease. So the error probability for the HARQ system is the probability of
error in the final transmission round.
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A.2 Analytical Expression
There is no analytical expression for P (e2) because it is the error probability of a turbo
code in which the first N1 bits and the next N2 bits experience independent channels. We use the
following expression to approximate
P (e2; r1, r2|Γ1,Γ2) ≈ min
(
1, a2e
−b2,1Γ1e−b2,2Γ2e−c2
(
1
Γ1
+ 1
Γ2
)−1)
, (A.1)
where a2, b2,1, b2,2 and c2 are positive and obtained through curve fitting. The first two exponential
terms correspond to the first two transmissions by themselves and are similar to Equation (2.9).
The third exponential term corresponds to the correlation between two transmissions. The
reason for this term is that the channel state in each transmission affects the decoding of other
transmissions because of incremental redundancy. This term becomes smaller as either Γ1 or Γ2
increases and is 1 when either Γ1 or Γ2 is 0.
For a maximum number of K transmissions, we use the following expression
P (eK ; r1, r2, ..., rK |Γ1,Γ2, ...,ΓK) ≈ min
(
1, aK
(
K∏
i=1
e−bK,iΓi
)
e
−cK
(∑K
i=1
1
Γi
)−1)
. (A.2)
The accuracy of the curve fitting is summarized in the following table, where RMSE is
defined as the root mean square error of log10(P (eK ; r1, r2, ..., rK |Γ1,Γ2, ...,ΓK)).
Table A.1: RMSE of curve fitting.
RMSE adjusted R squared
K = 2 0.110 0.9814
K = 3 0.115 0.9810
Figs. A.2 to A.6 show an example of the curve fitting for K = 2, where r1 = 2/5 and
r2 = 1/3. The dots represent the simulated PER, and the curve represents Equation (A.1) with
different values of Γ2.
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Figure A.2: Error probability curve fitting for K = 2, where r1 = 2/5 and r2 = 1/3.
Γ2 = −6dB.
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Figure A.3: Error probability curve fitting for K = 2, where r1 = 2/5 and r2 = 1/3.
Γ2 = −4dB.
Since the fit is good, we use Equations (A.1) and (A.2) to approximate the error probability
of an IR HARQ system, which allows us to numerically evaluate the energy consumption and
packet loss rate.
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Figure A.4: Error probability curve fitting for K = 2, where r1 = 2/5 and r2 = 1/3.
Γ2 = −2dB.
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Figure A.5: Γ2 = 0dB.
Figure A.6: Error probability curve fitting for K = 2, where r1 = 2/5 and r2 = 1/3.
Γ2 = 0dB.
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