Abstract. Let k be a field and let H be a rigid braided Hopf k-algebra. In this paper we continue the study of the theory of braided Hopf crossed products began in ["Theory of braided Hopf crossed products", Journal of Algebra 261 (2003) 54-101]. First we show that to have an H-braided comodule algebra is the same that to have an H † -braided module algebra, where H † is a variant of H * , and then we study the maps [ , ] and ( , ), that appear in the Morita context introduced in the above cited paper.
Introduction
Let k be a field, H a finite dimensional Hopf k-algebra and H * the dual Hopf algebra of H. It is well-known that to have a right H-comodule is "the same" that to have a left H * -module. A similar duality exists between the notions of right Hcomodule algebra and left H * -module algebra. More generality, these duality results are also satisfied by rigid Hopf algebras in a braided category (see for instance [T2, Proposition 2.7] ). The main purpose of this paper is to extend them to the context introduced in [G-G] , and to show that most of the results that appears in [C-F-M] and [C-F] , remain valid in this setting.
Let H be a braided Hopf k-algebra. Recall from [G-G] that a left H-braided space (V, s) is a k-vector space V together with a bijective map s : H ⊗ V → V ⊗ H, which is compatible with the operations of H and satisfies
where c is the braid of H (compatibility of s with c). When V is replaced by a k-algebra A and s is also compatible with the operations of A we say that (A, s) is a left H-braided algebra and s is a left transposition on H on A. Assume that H is rigid and let H * be the dual of H. Following V. Lyubashenko, given a bijective map s : H ⊗ V → V ⊗ H we define a map (s −1 ) : 
• (V, s) is a left H-module if V is a left H-module in the standard sense and the action ρ : H ⊗ V → V satisfies s × Ö Õ ÔÐ Ñ Ò Ó (H ⊗ ρ) = (ρ ⊗ H) × Ö Õ ÔÐ Ñ Ò Ó (H ⊗ s) × Ö Õ ÔÐ Ñ Ò Ó (c ⊗ V ).
• (V, s) is a right H-comodule if V is a right H-comodule in the standard sense and the coaction ν : V → V ⊗H satisfies (ν⊗H) × Ö Õ ÔÐ Ñ Ò Ó s = (V ⊗c) × Ö Õ ÔÐ Ñ Ò Ó (s⊗H) × Ö Õ ÔÐ Ñ Ò Ó (H ⊗ν).
• ( coalgebras are coassociative counitary. Given an algebra A and a coalgebra C, we let µ : A ⊗ A → A, η : k → A, ∆ : C → C ⊗ C and : C → k denote the multiplication, the unit, the comultiplication and the counit, respectively, specified with a subscript if necessary. Some of the results of this paper are valid in the context of monoidal categories. In fact we use the nowadays well known graphic calculus for monoidal and braided categories. As usual, morphisms will be composed from up to down and tensor products will be represented by horizontal concatenation in the corresponding order. The identity map of a vector space will be represented by a vertical line. Given an algebra A, the diagrams $% &' , • and $% stand for the multiplication map, the unit and the action of A on a left A-module, respectively. Given a coalgebra C, the comultiplication, the counit and the coaction of C on a right C-comodule will be represented by the diagrams 10 )( , Of course, there are similar compatibilities when W is an algebra or a coalgebra.
1.1. Braided bialgebras and braided Hopf algebras. Below we recall briefly the concepts of braided bialgebra and braided Hopf algebra following the presentation given in [T1] . For a study of braided Hopf algebras we refer to [T1] , [T2] , [L1] , [F-M-S] , [A-S] , [D] , [So] and [B-K-L-T] .
Definition 1.1. A braided bialgebra is a vector space H endowed with an algebra structure, a coalgebra structure and a braiding operator c ∈ Aut k (H 2 ) (called the braid of H), such that c is compatible with the algebra and coalgebra structures of H, ∆ × Ö Õ ÔÐ Ñ Ò Ó µ = (µ ⊗ µ) × Ö Õ ÔÐ Ñ Ò Ó (H ⊗ c ⊗ H) × Ö Õ ÔÐ Ñ Ò Ó (∆ ⊗ ∆), η is a coalgebra morphism and is an algebra morphism. Furthermore, if there exists a map S : H → H, which is the inverse of the identity map for the convolution product, then we say that H is a braided Hopf algebra and we call S the antipode of H.
Usually H denotes a braided bialgebra, understanding the structure maps, and c denotes its braid. If necessary, we will use notations as c H , µ H , etcetera. Remark 1.2. Assume that H is an algebra and a coalgebra and c ∈ Aut k (H 2 ) is a solution of the braiding equation, which is compatible with the algebra and coalgebra structures of H. Let H ⊗ c H be the algebra with underlying vector space H ⊗ H and multiplication map given by µ H⊗ c H :
It is easy to see that H is a braided bialgebra with braid c iff ∆ : H → H ⊗ c H and : H → k are morphisms of algebras. Definition 1.3. Let H and L be braided bialgebras. A map g : H → L is a morphism of braided bialgebras if it is a morphism of algebras, a morphism of coalgebras and c
Let H and L be braided Hopf algebras. It is well known
Remark 1.4. Let H be a braided bialgebra. A direct computation shows that 
Let H be a rigid braided bialgebra. 
Using this it is easy to see that there exists q ∈ k \ {0} such that c(t ⊗ t) = qt ⊗ t and c(u ⊗ u) = qu ⊗ u.
Let H be a rigid braided Hopf algebra and let t be a non zero left integral of H. There is an algebra map α : H → k such that th = α(h)t, for all h ∈ H. This map is called the modular function of H. From Corollary 1.13 and Remark 1.14 it follows that if u is a non zero right integral, then T (l (2) ) = 1 and U (l (1) )l (2) = 1. Since T (l) = 1 = T (l) and U (l) = 1 = U (l), we have that T = T and U = U . Remark 1.23. Let H be a rigid braided Hopf algebra and let α be the modular function. For h ∈ H we write h
. From Theorem 1.15 it follows easily that h α = h (1) α(h (2) ) and that the map h → h α is an algebra automorphism.
be a non zero left integral, α the modular function and q ∈ k such that c(t ⊗ t) = qt ⊗ t. By [G-G, Lemma 8.3] we know that S(t) = qt (1) α(t (2) ). Applying this result to H cop c
). We will use this formula in the proof of the following proposition.
So, the first formula holds. Let us prove the third one.
Next we prove the second and fourth equalities. By the discussion preceding this proposition,
for all h ∈ H, and
Let H be a rigid braided Hopf algebra and φ a non zero left or right integral of
we easily obtain that c
Transpositions
Let H be a braided bialgebra. We recall from [G-G] that a left H-braided space (V, s) is a vector space V endowed with a bijective map s : H ⊗V → V ⊗H, which is compatible with the bialgebra structure of H and satisfies (s⊗H)
(compatibility of s with the braid). Actually in the definition given in [G-G] is not required that s be bijective, but here we add this condition, since it is necessary to prove most of the properties. When H is a braided Hopf algebra it is also true that
The notion of right H-braided space can be introduced in a similar way. We leave the details to the reader.
Let H be a braided bialgebra, V a vector space and s : H ⊗V → V ⊗H a bijective map. It is easy to check that (V, s) is a left H-braided space iff (V, s −1 ) is a right H-braided space.
Let H be a rigid braided bialgebra and let (V, s) be a left H-braided space. From the definition of (s −1 ) it follows immediately that
For each result about left H-braided spaces there is an analogous result about right H-braided spaces. The same is valid for the notions of transposition, Hmodule, H-module algebra, H-comodule and H-comodule algebra that we will consider later. In general we will enounce the left version for H-braided spaces, transpositions and modules and the right version for comodules, and we leave the other ones to the reader.
Let H be a rigid braided bialgebra, V a vector space and s :
Lemma 2.1. Let H be a rigid braided bialgebra. For each left H-braided space (V, s), we have
Proof. By basic properties of the evaluation and coevaluation maps and the fact that (V, s) is a left H-braided space, we have
which proves the first equality. The second one can be checked in a similar way.
Lemma 2.2. Let H be a rigid braided bialgebra. For each left H
Proof. The first equality can be proven by replacing H * by H, H by H * , 10 )( by 10 )( c c c and
in the diagrams used in the proof of Lemma 2.1. The second one is similar.
Proposition 2.3. Let H be a rigid braided bialgebra. The following assertions hold: 
Compatibility of (s −1 ) with ∆ H * : This can be checked dualizing the proof that (s −1 ) is compatible con µ H * .
Compatibility of (s −1 ) with c H * : We have
(s −1 ) is bijective: By the discussion at the beginning of this section, basic properties of the evaluation and coevaluation maps and Lemma 2.1,
A similar argument shows that (s −1 ) is left invertible. (1) and (2), respectively).
Remark 2.4. Let H be a rigid braided bialgebra and (V, s) a left H-braided space. In the proof of item (1) of Proposition 2.3, it was shown that
is the compositional inverse of (s −1 ) . Applying this result with H replaced by H op , we obtain that
is also the inverse of (s −1 ) . So, both maps coincide. In a similar way, we can check that if (V, s) is a left H * -braided space, then
Using the last equality of the Remark 2.4, and arguing as in the discussion above Lemma 2.1, it is easy to check that A pair (A, s) consisting of an algebra A and a left transposition of H on A will be called a left H-braided algebra. Similarly, if s is a right transposition, then (A, s) will be called a right H-braided algebra.
Proposition 2.7. Let H be a rigid braided bialgebra and let A be an algebra. The following facts hold:
Proof. We prove the first assertion and we leave the second one to the reader. By Proposition 2.3 we only must check that (s −1 ) is compatible with the algebra structure of A. It is easy to check that (s −1 ) is compatible with η A . Let us see that it is compatible with µ A . Since ( 
Lemma 2.10. Let H be a braided bialgebra and (V, s) a left H-braided space. The following equality holds: 
Using this fact, Lemma 2.10 and Theorem 2.8, we obtain
as we want.
Corollary 2.12. Let H be a rigid braided Hopf algebra and s : H ⊗
s (a) ⊗ 1, as we want. 
Modules and comodules
Let H be a braided bialgebra. In this section we recall from [G-G] the notions of left H-braided module and right H-braided comodule and we establish a relation between these concepts.
Definition 3.1 (G-G). Let (V, s) be a left H-braided space. (1) We say that (V, s) is a left H-module or V is a left H-braided module if V
is a left H-module in the standard sense and the action ρ :
(2) We say that (V, s) is a right H-comodule or V is a right H-braided comodule if V is a right H-comodule in the standard sense and the coaction ν :
A map f : (V, s) → (V , s ) is a morphism of left H-modules if it is morphism of left H-braided spaces and f
, where ρ and ρ are the actions of H on (V, s) and (V , s ), respectively. The definition of morphism of right H-comodules is similar.
Let (V, s) be a right H-braided space. The concepts of right action of H on (V, s)
and left coaction of H on (V, s) can be introduced in a similar way. We leave the details to the reader. Next, we establish a relation between these last notions and the ones introduced in Definition 3.1.
Proposition 3.2. Let H be a braided bialgebra and (V, s) a left H-braided space. Then (V, s) is a left H-module via
Proof. Left to the reader.
Let H be a rigid braided bialgebra and let (V, s) be a left H-braided space. Given a map ν : V → V ⊗ H, we define a map ρ ν :
Conversely, given a map ρ :
It is easy to check that these constructions are inverse one of each other.
Let H be a rigid braided bialgebra and let H † be as in Notation 1.19. By Proposition 2.3 and the discussion at the beginning of Section 2, we know that (V, s) is a left H-braided space iff (V, (s −1 ) ) is a left H † -braided space. 
where ρ :
Proof. By the definitions of (s −1 ) and c H † , the fact that (V, (s −1 ) ) is a left H † -module and basic properties of the evaluation and coevaluation maps, we have 
Lemma 3.4. Let H be a rigid braided bialgebra. If (V, s) is a right H-comodule, then
where ν is the coaction of (V, s).
Proof. Since ν is a map of H-braided spaces, we have
where the first equality follows from the definition of (s −1 ) .
Theorem 3.5. Let H be a rigid braided bialgebra and (V, s) a left H-braided space. Then (V, s) is a right H-comodule via ν iff (V, (s
Proof. ⇒): Since (V, (s −1 ) ) is a left H † -braided space and ν is a coaction, we have
for all v ∈ V . Hence, ρ ν is unitary. By Lemma 3.4, the fact that (V, ν) is a right H-comodule, the discussion following Theorem 1.7, the compatibility of s with c, the discussion at the beginning of Section 2, and the compatibility of s with ∆, we have
which shows that ρ ν is associative. It remains to check that (s
But, by the compatibility of (s −1 ) with c H † , the discussion following Theorem 1.7 and Lemma 3.4, we have 
Since s is compatible with and ρ ν is unitary, we have
where the first equality follows from the discussion following Proposition 3.2. Hence, ν is counitary. By Lemma 3.3, the fact that (V, s) is a left H † -module, the definition of the multiplication in H † , basic properties of the evaluation and coevaluation maps, the relation between ρ ν and ν, the compatibility of s with ∆ and the discussion at the beginning of Section 2, we have 
But, by the relation between ρ ν and ν, the compatibility of s with c and Lemma 3.3, we have 
Module algebras and comodule algebras
Let H be a braided bialgebra. In this section we introduce the notions of left Hmodule algebra and right H-comodule algebra and we study the relation between these concepts. Definition 4.1 (G-G). Let (A, s) be a left H-braided algebra.
(1) We say that (A, s) is a left H-module algebra if (A, s) is a left H-module and the action ρ :
(
2) We say that (A, s) is a right H-comodule algebra if (A, s) is a right Hcomodule and the coaction ν
Items (1) and (2) of the above definition can be expressed saying that ρ and ν are compatible with the algebra structure of A. Let A be a k-algebra and s : A ⊗ H → H ⊗ A a right transposition. The notion of right H-module algebra structure and left H-comodule algebra structure on (A, s) can be introduced in a similar way. We leave the details to the reader. Next, we establish a relation between these notions and the ones introduced in Definition 4.1.
Proposition 4.2. Let H be a braided bialgebra and let (A, s) be a left H-braided algebra. Then (A, s) is a left H-module algebra via ρ : H
Proof. From Proposition 3.2 and the discussion following Definition 2.6 it follows immediately that in order to check the first assertion it suffices to show that ρ satisfies conditions a) and b) of item (1) of Definition 4.1 iff ρ × Ö Õ ÔÐ Ñ Ò Ó s −1 satisfies the analogous conditions. We leave this task to the reader. The second assertion can be checked similarly.
Lemma 4.3. Let H be a rigid braided bialgebra and let (V, s) be a left H-braided
where ρ denotes the action of H † on V .
Proof. By Lemma 3.3, the discussion following Theorem 1.7, and basic properties of the evaluation and coevaluation maps
The assertion follows immediately from this equality.
Theorem 4.4. Let H be a rigid braided bialgebra and let (A, s) be a left H-braided algebra. Then (A, s) is a right H-comodule algebra via
Proof. ⇒): By Proposition 2.7 and Theorem 3.5 it suffices to check that
The first assertion is immediate. Let us consider the second one. By the definitions of ∆ H † and ρ ν , the discussion following Theorem 1.7, the discussion at the beginning of Section 2, the compatibility of s with µ H , µ A and c, the fact that (V, s) is a right
as desired.
The first assertion is immediate. Let us consider the second one. By the relation between ν and ρ ν , the facts that (A, (s −1 ) ) is a left H † -module algebra and s is a left transposition, the definition of ∆ H † , the discussion following Theorem 1.7, the discussion at the beginning of Section 2, and Lemma 4.3, we have
H-invariants
Let H be a braided bialgebra and let V be a standard left (right) H-module.
Note that this is not the notation used in [G-G] , where the set of invariants of a left action is denoted V H .
Proposition 5.1. Let (V, s) be a left H-module and let χ :
Proof. For (V, s) a left H-module algebra this is [G-G, Proposition 7.2]. The same proof works for left H-modules.
Proof. For (V, s) a left H-module algebra this is [G-G, Proposition 7 .4]. Se same proof works for left H-modules.
Assume that H is a rigid braided bialgebra. By Theorem 3.5, we know that if
H † V , then by the discussion following Proposition 3.2 and the compatibility of s with 1, we have A⊗kt is also. The proposition follows immediately from this fact.
Smash products
Let H be a braided bialgebra. By Theorem 6.3 and Proposition 6 .5], we know that if (A, s) is a left H-module algebra, then the map χ :
, is compatible with the algebra structures of A and H. Hence, as was shown in [C-S-V], the tensor product A⊗H is an algebra
This algebra is called the smash product of A with H associated with (s, ρ), and it is also denoted A#H. We frequently identify A and H with the subsets A ⊗ 1 and 1 ⊗ H of A#H, respectively. Consequently, we sometimes write ah instead of a#h.
It is easy to check that A is an (A#H, 
and A H is the set of invariants of A under the right action of H obtained by restriction of (2).
Let H be a braided Hopf algebra with bijective antipode S. We just note that if (A, s) is left H-module algebra via ρ :
. By Proposition 5.5 we know that A H = H A. To unify expressions, from now on we always will write H A to denote this set of invariants.
The next results generalize Lemmas 0.3 and 0.6 of [C- F-M] , and their proof are closed to the ones given in that paper.
Proof. Let a, b ∈ A and h ∈ H. Since m 0 is invariant and s is compatible with ,
,
The last assertion can be easily checked. 
Using this, the fact that m 0 ∈ M H and the compatibility of c −1 with , we obtain
as we want. The last assertion can be easily checked. Proof. For left integrals t this result is Proposition 7.8] . For right integrals t the assertion can be check in a similar way. We leave the details to the reader.
Let H be a rigid braided Hopf algebra, (A, s) a left H-module algebra and A#H the smash product constructed from these data. Consider H ⊗ A and A#H as left H-modules via the actions l · (h ⊗ a) := lh ⊗ a and l · (ah) := lah, respectively. Let t be a non zero left integral of H. We assert that H (A#H) = tA. In fact, in [G-G, Proposition 6.9] it was proved that the H-linear map θ : H ⊗ A → A#H given by θ(h ⊗ a) = ha is bijective. So, 
where the third and fourth equality follow from Remark 1.23 and the last one from the compatibility of s with the comultiplication and Proposition 2.9.
Galois extensions
Let H be a braided bialgebra and let (A, s) be a right H-comodule algebra. [K-T] . In the proof of the second one we follow closely an argument of Schneider [Sch] .
Remark 7.1. Let H be a braided Hopf algebra with bijective antipode S and let (A, s) be a right H-comodule algebra. Let
. Then, the following facts hold:
(1) Φ is bijective, with inverse (1) There exist elements a 1 , . . . , a n , b 1 
is a projective basis of A as a right
(2) β A is injective, and so bijective. 
By Theorem 4.4, the definition of ρ ν , Lemma 3.4 and the compatibility of ∆ H † with (s −1 ) ,
Now, from Remark 1.14 it follows easily that c
Using this fact, (3) and (5) we obtain
Since, by the definition of ∆ H † and Remark 1.14,
for all h ∈ H, we have i a i φ i (a) = · a = a, as we want.
(2): By Remark 7.1 it suffices to show that β A is injective. To simplify notations we set B = A coH . Let
We have
where the first equality follows from item (1), the second one from Proposition 5.3, the third one from the fact that A is a left H † -module algebra and the last one from the fact that
. such that bw = wb for all b ∈ A# f H and T w = 1. But an easy computation shows that w = 1#1# satisfies these conditions.
The following result generalizes a theorem due to Doi. 
First let z = a ∈ A. For h ∈ H and b ∈ A, u (2) ). The proof of (7) 
