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Abstract
In this work we present an extension of Chubanov’s algorithm to the case of homogeneous feasibility
problems over a symmetric cone K. As in Chubanov’s method for linear feasibility problems, the algo-
rithm consists of a basic procedure and a step where the solutions are confined to the intersection of a
half-space and K. Following an earlier work by Kitahara and Tsuchiya on second order cone feasibility
problems, progress is measured through the volumes of those intersections: when they become sufficiently
small, we know it is time to stop. We never have to explicitly compute the volumes, it is only necessary
to keep track of the reductions between iterations. We show this is enough to obtain concrete upper
bounds to the minimum eigenvalues of a scaled version of the original feasibility problem. Another dis-
tinguishing feature of our approach is the usage of a spectral norm that takes into account the way that
K is decomposed as simple cones. In several key cases, including semidefinite programming and second
order cone programming, these norms make it possible to obtain better complexity bounds for the basic
procedure when compared to a recent approach by Pen˜a and Soheili. Finally, in the appendix, we present
a translation of the algorithm to the homogeneous feasibility problem in semidefinite programming.
Keywords: symmetric cone, feasibility problem, Chubanov’s method.
1 Introduction
Consider the following feasibility problem:
find x (P)
subject to Ax = 0
x ∈ intK,
where K is a symmetric cone in a finite dimensional space E of dimension d, intK denotes the interior of K
and A is a linear map. The problem (P) is a special case of symmetric cone programming (SCPs), a broad
framework that contains linear programming (LP), second order cone programming (SOCP) and semidefinite
programming (SDP). In particular, among the symmetric cones, we have the nonnegative orthant Rn+, the
second order cone (Lorentz cone) Ln, the positive semidefinite cone Sn+ and any direct product of those.
Besides providing an unified framework for several important classes of problems, symmetric cones are
very rich in structure, making it possible to use several useful linear algebraic concepts such as eigenvalues in
far broader context. Typically, symmetric cone programs are solved via interior point methods [21] and the
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symmetric cone programming framework is robust enough to encompass primal dual interior point methods
[6, 19, 26], which are the pinnacle of the research on interior point methods.
For the special case of linear programming, there are a few well-known algorithms such as the simplex
method, the ellipsoid method [12] and, of course, interior point methods. The last two were the only
known methods that had polynomial time complexity, until a recent work by Chubanov [3, 4]. Chubanov’s
algorithm is a new polynomial time algorithm for linear feasibility problems (i.e., K = Rn+) with promising
computational performance. See also the improved version described by Roos [25] and a related work by
by Li, Roos and Terlaky [14]. At this point, it seems that Chubanov’s approach does not fit into previous
families of methods.
Our initial motivation for this work was an attempt to generalize Chubanov’s algorithm to feasibility
problems over symmetric cones, following the work by Kitahara and Tsuchiya [13] for second order cone
feasibility problems. The algorithm in [13] works by finding a succession of half-spaces that confine the
solutions of a scaled version of (P). These half-spaces are found through a “basic procedure” and then
they are adjusted to ensure that the volume of the intersection with K is sufficiently small. The algorithm
progresses by keeping track of the volume reductions and it either proves (P) is feasible/infeasible or proves
that a scaled version of (P), if feasible, only has solutions that are “very close” to the boundary of the cone
K, where “very close” is adjustable via an ǫ parameter. The scaled problem in [13] makes use of the usual
“infinity-norm” on Rn. Here we use what is, perhaps, the proper generalization to the Jordan algebraic
setting: see the ‖·‖1,∞ spectral norm in Section 2.1.
As in [13], the algorithm described here has some flavor of the ellipsoid method [12] since we use volumes
to measure progress. It also has some kinship to interior point methods and, in fact, a classical bound
for self-concordant functions (Lemma 9) makes an appearance when we prove complexity bounds, see also
Theorems 10 and 12. In both theorems, we make use of a self-concordant barrier for K and we explicitly
compute a function ϕ that bounds the volume reduction. Furthermore, we seek the maximum possible
volume reduction that our analysis permits. These aspects of our discussion seem to be novel and we note
that self-concordant functions have not appeared in previous works [4, 23, 13]. We remark that Pen˜a and
Soheili [23] also describe methods for solving (P) which are partly inspired by Chubanov’s work. Later in
this section, we will contrast their work with ours.
We now present some of the main ideas. Every symmetric cone can be written as a direct product of
symmetric cones K = K1 × · · · × Kℓ, where each Ki is a simple symmetric cone contained in some finite
dimensional space Ei. We also have E = E1 × · · · × Eℓ. The dimension and rank of each Ei are denoted by
di, ri, respectively, and we define d = d1 + · · ·+ dℓ and r = r1 + · · ·+ rℓ. See Section 2 for a review on the
necessary notions on symmetric cones. Associated to (P), we have the problem
find y, u (D)
subject to y = A⊤u
y ∈ K, y 6= 0,
Due to the Gordan-Stiemke’s theorem (see Corollary 2 in Luo, Sturm and Zhang [15]), (P) is feasible if and
only if (D) is infeasible.
Since multiplying a solution of (P) by a positive constant gives rise to another solution of (P), it makes
sense to consider a scaled version such as follows:
find x (PAscaled)
subject to Ax = 0
‖x‖1,∞ ≤ 1
x ∈ intK,
where ‖x‖1,∞ denotes the maximum of the “1-spectral norms” of the blocks of x. That is, we have ‖x‖1,∞ =
max{‖x1‖1 , . . . , ‖xℓ‖1}, where ‖xi‖1 is the sum of the absolute values of the eigenvalues of xi. See Section
2.1 for more details. The usage of ‖·‖1,∞ might seem arbitrary at first, but it is the key for obtaining good
complexity bounds in one of the phases of our algorithm.
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Now, suppose that ǫ > 0 is given. We say that x is an ǫ-feasible solution to (PAscaled) if x is feasible for
(PAscaled) and λmin(x) ≥ ǫ, where λmin(x) is the minimum eigenvalue of x. The algorithm we describe here
accomplishes one of the following three goals:
1. to find a feasible solution to (P),
2. to prove (P) is infeasible by finding a solution to (D),
3. to prove that the minimum eigenvalue of any solution to (PAscaled) must be smaller than ǫ.
1
Denote the set of feasible solutions of (PAscaled) by FAscaled. Let xˆ = e/r, where e, r are the identity
element and the rank of E , respectively. The approach we describe here is based on the fact that if xˆ is not
feasible for (P), we can find in a reasonable time through a so-called “basic procedure” a solution to either
(P) or (D) or, failing that, for at least one of the blocks Ek we obtain a half-space H ⊆ Ek with very special
properties.
This half-space can be seen as a certificate that if x ∈ FAscaled, then xk must be close to the boundary of
Kk. Furthermore, we get a concrete bound on λmin(xk), see Lemma 16. This is analogous to the observation
that in Chubanov’s original algorithm, once the basic procedure finishes without finding solutions to either
(P) or (D), there is a least one coordinate k for which we know for sure that xk ≤ 1/2 holds for all x that
are feasible for a scaled version of (P), see the comments after Lemma 2.1 in [4]. In fact, when K = Rn+,
the constraint ‖x‖1,∞ ≤ 1 in (PAscaled) forces x to belong to the unit cube [0, 1]n, which is exactly the same
type of scaling used in [4]. Furthermore, when K is a direct product of second order cones, if x ∈ K then
‖x‖1,∞ is twice the largest component of x and thus become the usual (non-spectral) “infinity-norm” times
a positive constant, which is the same norm used in [13] up to a positive constant.
More concretely, after the basic procedure (Algorithm 1) ends, we obtain at least one index k together
with elements wk, vk ∈ Ek which define a half-space H(wk, vk) = {xk ∈ Ek | 〈xk, wk〉 ≤ 〈wk, vk〉} such that
the following three key properties hold.
(P.1) If x ∈ FAscaled, then xk ∈ H(wk, vk).
(P.2) There is a linear bijection Q = Q1 ⊕ · · · ⊕Qℓ such that Q(K) = K and Qk(H(ek, ek/rk)) = H(wk, vk).
(P.3) The volume H(wk, vk)∩Kk is less than the volume of H(ek, ek/rk)∩Kk and their ratio is smaller than
a positive constant δ < 1.
Once Q is found, we may consider the problem
find x (PAQscaled)
subject to AQx = 0
‖x‖1,∞ ≤ 1
x ∈ intK.
We will discuss (P.1), (P.2) and (P.3) in Section 3, but in a nutshell, we construct Q in such a way that if x
is feasible for (PAscaled), then Q
−1(x) is feasible for (PAQscaled). On the other hand, if x is feasible for (P
AQ
scaled),
then Q(x) is a feasible solution to the original problem (P).
Since the system (PAQscaled) has the same shape as (P), we may apply the basic procedure again. Then,
(P.3) ensures that we are making progress towards confining the k-th block of the feasible region of (PAscaled)
to a region inside of Kk with smaller volume. As in Chubanov’s algorithm, when Kk is the half-line R+,
(P.3) ensures that the xk is contained in an interval [0, δ], with δ < 1.
The main complexity result are given in Propositions 13 and Theorem 17. Our version of the basic
procedure (Algorithm 1) takes at most ℓ3r2max iterations, where rmax = max{r1, . . . , rℓ}. The main algorithm
1 As in the case of semidefinite matrices, an element of x ∈ intK with small minimum eigenvalue is very close to the boundary
of K. So, while item 3 does not rule out the possibility of (P) being infeasible, it shows that it is very close to being infeasible.
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(Algorithm 2) takes at most rϕ(2) log
(
1
ǫ
)
iterations, where ϕ(2) is a positive constant as in Theorems 10 and
12.
Here we highlight some of the keys aspects of our analysis while contrasting with the approach by Pen˜a
and Soheili [23].
1. Our analysis take into consideration the block division of K. This is expressed, in part, by our usage of
the ‖·‖1,∞ spectral norm, which we believe is novel in this context and has advantages even when ℓ = 1,
when it becomes the ‖·‖1 spectral norm. As such, the complexity of the basic procedure (Algorithm 1)
and the overall complexity is expressed in terms of ℓ and rmax = max{r1, . . . , rℓ}. Our version of the
basic procedure performs at most O(ℓ3r2max) iterations (Proposition 13) and is analogous to the “Von
Neumann scheme” discussed in [23], which, as the authors remark, when specialized to K = Rn+ gives
essentially the same Basic Procedure described by Chubanov. Their version using the “Von Neumann
scheme” produces a basic procedure which performs at most O(r4) iterations, where r = r1 + · · ·+ rℓ.
Although not always, there are at least a few cases of interest where ℓ3r2max is a better bound than r
4.
Consider, for instance, the case where the rank of the blocks are equal or close to being equal. If we
have product of ℓ second order cones, we get a complexity of O(ℓ3) vs O(ℓ4). The same bounds hold
for the case K = Rn+. In the specific case of semidefinite programming over the n× n matrices, we get
O(n2) vs O(n4). One case for which the bound in [23] is better is when ℓ = 30, rmax = 21 and r = 50.
In [23], the authors also suggest the usage of the so-called “smooth perceptron” [27] which lowers the
number of iterations to O(r2), although each iteration is more expensive. The approach we describe
here can easily be adapted to use the smooth perceptron, thus yielding a Basic Procedure requiring no
more than O(ℓ3/2rmax) iterations, which still has better performance in the cases we mentioned, see
the remarks after Proposition 14.
2. The progress of the algorithm in [23] is measured through the quantity χ = max{detx | Ax = 0, x ∈
intK, ‖x‖2 = r}. The performance of the approach in [23] also depends on χ and this leads to a very
elegant complexity analysis. Nevertheless, we think some of the geometric intuition is lost by using χ.
We hope to recover that by painting an intuitive picture in terms of volumes and half-spaces.
Furthermore, the algorithm in [23] runs until a solution to (D) or (P) is found, which happens in a
finite number of iterations when (P) is feasible. We remark that it is possible that the algorithm in
[23] loops infinitely and this is also true for Algorithm 2 of [23], see the comments after Thereom 1
therein. Clearly, in a practical implementation, we also have to introduce some stopping criteria that
depends, perhaps, on the machine precision, since it is meaningless to continue computations after the
intermediate numbers get smaller than a certain threshold.
In this sense, it is of great interest to know what could be said about the eigenvalues of the solutions of
(P) or of some scaled version of it, when the algorithm in [23] is stopped prematurely. In contrast, at
each iteration of Algorithm 2 we get concrete upper bounds on λmin(x), for x ∈ FAscaled, see Lemma 16.
This is possible, in part, due to the volumetric considerations in Proposition 8. We believe a similar
discussion would have been useful in [23]. We should remark however, that Theorem 3 in [23] implies
that after k iterations of their Algorithm 4, the bound χ ≤ 1.5−k holds.
3. At the end of the basic procedure in [23], a vector z is obtained and only the component with largest
eigenvalue takes a role in the actual rescaling of the problem, see Step 4 in Algorithm 4 in [23].
Furthermore, a fixed step size is used throughout the algorithm (the parameter a in Algorithm 4 in
[23]).
In our approach, after the basic procedure ends, we obtain a vector y but do not discard the smaller
eigenvalues. We then check for each block Kk, whether yk affords a volume reduction for that block
and if it does, we take the maximum possible step size our analysis permits, see Theorems 10 and 12.
This corresponds to Lines 6 and 7 in Algorithm 2 and this behavior also sets our approach apart from
the algorithm in [13]. A graph relating the step size ρ and the volume reduction can be seen in Figure
1.
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This article is divided as follows. On Section 2 we review some notions related to symmetric cones. On
Section 3 we discuss several notions regarding volumes in symmetric cones, in particular, we discuss how
to confine the blocks of (PAscaled) to a region with smaller volume starting from an appropriate y vector.
On Section 4, we discuss the basic procedure and on Section 5 we discuss the main algorithm. Section 6
concludes this paper. In Appendix A, for ease of reference, we restate Algorithms 1 and 2 for the case of
semidefinite programming.
2 Preliminary considerations
Here, we review some aspects of the theory of symmetric cones and Euclidean Jordan algebras. More details
can be found in the book by Faraut and Kora´nyi [5] and also in the survey article by Faybusovich [8]. Let
E be a finite dimensional Euclidean space equipped with an inner product 〈·, ·〉, and ◦ : E × E → E be a
bilinear map. We say that (E , ◦) is an Euclidean Jordan algebra if the following properties are satisfied.
1. y ◦ z = z ◦ y,
2. y ◦ (y2 ◦ z) = y2 ◦ (y ◦ z), where y2 = y ◦ y,
3. 〈y ◦ z, w〉 = 〈y, z ◦ w〉,
for all y, w, z ∈ E . All symmetric cones arise as the cone of squares of some Euclidean Jordan algebra. That
is, for a symmetric cone K, we have K = {x ◦ x | x ∈ E}, for some Euclidean Jordan algebra (E , ◦). See
Theorems III.2.1 and III.3.1 in [5], for more details. Furthermore, we can assume that E has an (unique)
identity element e satisfying y ◦ e = y, for all y ∈ E .
In what follows, we say that c is idempotent if c ◦ c = c. Moreover, c is primitive if it is nonzero and
there is no way of writing c = a+ b with a and b nonzero idempotent elements satisfying a ◦ b = 0.
Theorem 1 (Spectral theorem, see Theorem III.1.2 in [5]). Let (E , ◦) be an Euclidean Jordan Algebra and
let x ∈ E. Then there are:
(i) primitive idempotents c1, . . . , cr satisfying
ci ◦ cj = 0 for i 6= j, (1)
ci ◦ ci = ci, i = 1, . . . , r, (2)
c1 + · · ·+ cr = e, i = 1, . . . , r, (3)
(ii) unique real numbers λ1, . . . , λr satisfying
x =
r∑
i=1
λici. (4)
Moreover, r only depends on E.
We say that the c1, . . . , cr in Theorem 1 form a Jordan Frame for x. The λ1, . . . , λr are the eigenvalues of
x. We will denote the maximum eigenvalue of x by λmax(x) and the minimum by λmin(x). The r appearing
in the theorem is called the rank of E and depends only on the algebra E . The rank of x is the number of
nonzero eigenvalues. Given x ∈ E , we define its trace by
trx = λ1 + · · ·+ λr,
where λ1, · · · , λr are the eigenvalues of x. The trace function is linear and can be used to define an inner
product for E . So, henceforth, we will assume that the inner product 〈·, ·〉 is defined as follows.
〈x, y〉 = tr (x ◦ y).
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When E is the space of n × n symmetric matrices, this inner product becomes the usual Frobenius inner
product. Note that if c is a primitive idempotent, we have 〈c, c〉 = 1. Furthermore, we have 〈e, e〉 = r. We
also have a determinant function defined as
det x = λ1 × · · · × λr.
If the rank of x is equal to r, it admits an inverse element denoted by x−1. We have x−1 =
∑r
i=1 λ
−1
i ci.
We then have x ◦ x−1 = e.
We recall the following properties of K. The results follows from various propositions that appear in [5],
such as Proposition III.2.2 and Exercise 3 in Chapter III. See also Equation (10) in [28].
Proposition 2. Let x ∈ E.
(i) x ∈ K if and only if the eigenvalues of x are nonnegative.
(ii) x ∈ intK if and only if the eigenvalues of x are positive.
It follows that if x ∈ K, it admits a square root defined as √x = ∑ri=1√λici. With that, we have√
x ◦ √x = x. We will also write x1/2, x−1/2 for √x and
√
x−1, respectively.
An Euclidean Jordan Algebra (E , ◦) is said to be simple if it is not possible to decompose it as an
orthogonal direct sum E = E1 ⊕ E2 with E1 and E2 being themselves nonzero Euclidean Jordan algebras.
When K is the cone of squares of a simple Euclidean Jordan algebras, we will also say that it is a simple
cone. In this paper, we assume the following decomposition
E = E1 ⊕ . . .⊕ Eℓ
K = K1 ⊕ . . .⊕Kℓ,
where the Ei are simple Euclidean Jordan Algebras of rank ri and Ki is the cone of squares of Ei. The
dimension of each Ei is denoted by di and we have d = d1 + · · · + dℓ and r = r1 + · · · + rℓ. We also have
e = (e1, . . . , eℓ), where ei is the identity in Ei. Note that orthogonality expressed by this decomposition
is not only with respect the inner product 〈·, ·〉 but also with respect the Jordan Product ◦, meaning that
xi ◦ yj = 0 if xi ∈ Ei, yj ∈ Ej with i 6= j.
If x ∈ E , we write xi for the corresponding i-th block of x. That is, we have x = (x1, . . . , xℓ), where
each xi ∈ Ei. With this decomposition, the theory described so far can be applied in a blockwise fashion.
So, we have, for instance, x ◦ y = (x1 ◦ y1, . . . , xℓ ◦ yℓ), trx =
∑ℓ
i=1 trxi, detx =
∏ℓ
i=1 detxi and λmin(x) =
min{λmin(x1), . . . , λmin(xℓ)}.
We also have a so-called quadratic representation Qx defined as the linear map such that
Qx(y) = 2x ◦ (x ◦ y)− x2 ◦ y.
We also have Qx(y) = (Qx1(y1), . . . , Qxℓ(yℓ)). Denote by Ik the identity map on Ek, we have Qek = Ik. The
quadratic representation has the following key properties, see Section 1.2 in [28] and Section II.3 together
with Proposition III.4.2 in [5].
Proposition 3. Suppose x ∈ intK
(i) Qx is a self-adjoint linear map on E such that Qx(K) = K.
(ii) Q−1x = Qx−1 , Qx(e) = x
2, Qx(x
−1) = x, Qax = a2Qx for a ∈ R.
(iii) if K is simple then detQx = (det x) 2dr .
We remark that since Qx is a self-adjoint linear map over the linear space E , all its eigenvalues are real.
In item (iii), the determinant of Qx is, of course, the product of the eigenvalues of Qx. Another way of
visualizing the determinant is recalling that after identifying E with some Rd, Qx is representable as a square
matrix S, so the determinant that appears in item (iii) refers to the determinant of that S. See Section 1.2
in the work by Sturm [28] for the relations between eigenvalues of Qx and x.
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2.1 Spectral norms for general Jordan algebras
In this paper, a few different norms will come into play2. We will write ‖·‖ or ‖·‖2 for the norm induced
by 〈·, ·〉. We have ‖x‖ = √tr (x2) = √λ21 + · · ·+ λ2r. We will also define ‖x‖1 = |λ1| + · · · + |λr | and
‖x‖∞ = max{|λ1|, . . . , |λr|} = max{λmax(x),−λmin(x)}. Note that if x ∈ K, we have ‖x‖1 = 〈x, e〉 and
‖x‖∞ = λmax(x).
Recall that E is not necessarily a simple algebra, but admits a decomposition E = E1 ⊕ . . . ⊕ Eℓ, where
each Ei is indeed simple. In this work, we will consider norms that take into account the way that E is
decomposed as simple algebras. We will use ‖x‖1,∞ to denote the maximum among the 1-norms of the
blocks. That is
‖x‖1,∞ = max{‖x1‖1 , . . . , ‖xℓ‖1}.
So that when ℓ = 1, we have ‖x‖1,∞ = ‖x‖1. Furthermore, when x ∈ K, we have
‖x‖1,∞ = max{〈x1, e1〉, . . . , 〈xℓ, eℓ〉}.
We also define ‖x‖∞,1 = ‖x1‖∞ + · · ·+ ‖xℓ‖∞.
Recall that if g(·) is an arbitrary norm on E , we define its conjugate norm by g(x)∗ = sup{〈x, y〉 | g(y) ≤
1}. With that, we have the generalized Cauchy-Schwarz inequality 〈x, y〉 ≤ g(x)g(y)∗. We then have the
following result, which is unsurprising but requires a careful proof.
Proposition 4. Let y ∈ E. Then
(i) ‖y‖∗1 = ‖y‖∞,
(ii) ‖y‖∗1,∞ = ‖y‖∞,1,
(iii) ‖y‖∞,1 ≤
√
ℓ ‖y‖2.
Proof. (i) By definition, we have
‖y‖∗1 = sup {〈y, z〉 | ‖z‖1 ≤ 1} .
Let z ∈ E write its Jordan decomposition as z =∑ri=1 λici. Note that condition ‖z‖1 ≤ 1 means that
|λ1|+ · · ·+ |λr| ≤ 1. Let I denote the set of primitive idempotents in E . We have
‖y‖∗1 = sup
c1,...,cr∈I
sup
|λ1|+···+|λr |≤1
r∑
i=1
λi〈y, ci〉
= sup
c1,...,cr∈I
max{|〈y, c1〉|, . . . , |〈y, cr〉|}
= sup
c∈I
|〈y, c〉|,
where the second equality follows from the fact that
∑r
i=1 λi〈y, ci〉 is the Euclidean inner product
between the vector (λ1, . . . , λr) and (〈y, c1〉, . . . , 〈y, cr〉) in the Rr space. In Rr, we know that the usual
1-norm and the usual ∞-norm are conjugated pairs and this is why the equality follows.
Now, supc∈I |〈y, c〉| = supc∈I max{〈y, c〉,−〈y, c〉} holds. Then, a result from Hirzebruch implies that
supc∈I〈y, c〉 = λmax(y) and supc∈I〈y, c〉 = −λmin(y). See either Satz 2.3 in [10], Exercise 4 in Chapter
4 of [5] or Equation (9) in [28]. This shows that ‖y‖∗1 = ‖y‖∞.
(ii) By definition, we have
‖y‖∗1,∞ = sup
{
ℓ∑
i=1
〈yi, zi〉 | ‖z‖1,∞ ≤ 1
}
.
2It is not entirely obvious that ‖·‖∞ and ‖·‖1 are norms in the general setting of Jordan algebras, for more details see
Example 2 in [8].
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Note that if ‖z‖1,∞ ≤ 1, then ‖zi‖1 ≤ 1, for all i. By the generalized Cauchy-Schwarz inequality, we
have 〈yi, zi〉 ≤ ‖yi‖∞ ‖zi‖1 ≤ ‖yi‖∞. Therefore, ‖y‖∗1,∞ ≤ ‖y‖∞,1. To show that ‖y‖∗1,∞ = ‖y‖∞,1, it
is enough to construct z such that 〈y, z〉 = ‖y‖∞,1 and ‖z‖1,∞ ≤ 1. We construct z in a block-wise
fashion. First, let yi =
∑ri
j=1 λjcj be the Jordan decomposition of yi ∈ Ei, where λ1 ≤ · · · ≤ λri . Then
‖yi‖∞ = max{−λ1, λri}. We then let zi be either c1,−c1 or cri , so that 〈yi, zi〉 = ‖yi‖∞ and ‖zi‖1 = 1.
If we construct the blocks of z in this way we have 〈y, z〉 = ‖y‖∞,1 and ‖z‖1,∞ ≤ 1.
(iii) Consider the vector v = (‖y1‖∞ , . . . , ‖yℓ‖∞) ∈ Rℓ. Due to the Cauchy-Schwarz inequality we have
‖y‖∞,1 = 〈v, (1, . . . , 1)〉
≤
√
ℓ
√
‖y1‖2∞ + · · ·+ ‖yℓ‖2∞
≤
√
ℓ
√
‖y1‖22 + · · ·+ ‖yℓ‖22
=
√
ℓ ‖y‖2 .
We have the following corollary.
Corollary 5. Let x, y ∈ E. The following hold:
〈y, x〉 ≤ ‖y‖1 ‖x‖∞ (5)
〈y, x〉 ≤ ‖y‖1,∞ ‖x‖∞,1 (6)
2.2 Examples
There is a classification of the finite simple symmetric cones and here we briefly review some of the more
widely used examples. When E = Sn is the space of n×n symmetric matrices we can define x ◦ y as xy+yx2 .
With that, K is the (simple) cone Sn+ of n × n positive semidefinite matrices, which has rank n. We have
that ‖·‖ becomes the Frobenius norm. In this case, the eigenvalues as discussed in Theorem 1 are exactly
the same eigenvalues that appear in classical linear algebra. The primitive idempotents correspond to rank
1 matrices with norm 1. So Theorem 1 expresses the fact that any symmetric matrix can be written as
linear combination of mutually orthogonal rank 1 matrices. Finally, the quadratic map Qx is such that
Qx(y) = xyx. For x ∈ K, we have ‖x‖1 = tr x and ‖x‖∞ = λmax(x), where tr is the usual matrix trace.
Another interesting case is when E = Rn = R × Rn−1 and Rn−1 is equipped the usual Euclidean
inner product. Let x ∈ E , we decompose it as x = (x1, x), where x1 ∈ R and x ∈ Rn−1. We then
define x ◦ y = (x1y1 + 〈x, y〉, x1y + y1x). With that, K becomes the Lorentz cone Ln = {x ∈ E | x21 ≥
x22 + . . .+ x
2
n, x1 ≥ 0}. Note that the identity element is e = (1, 0, . . . , 0). Given x ∈ E , its eigenvalues and
corresponding idempotents are
λ1 = x1 + ‖x‖ λ2 = x1 − ‖x‖ (7)
c1 =
{
1
2 (1, z) ‖x‖ = 0
1
2
(
1, x‖x‖
)
‖x‖ 6= 0 c2 =
{
1
2 (1,−z) ‖x‖ = 0
1
2
(
1,− x‖x‖
)
‖x‖ 6= 0, (8)
where z ∈ Rn−1 is any vector satisfying ‖z‖ = 1. See Example 1 in [8], Section 2 in [31], Section 2 and
Proposition 1 in [18] or Equations (23) and (24) in [1] for more details. We have detx = x21 − ‖x‖2 and
tr (x) = 2x1. Note that the inner product 〈x, y〉 = tr (x ◦ y) is twice the inner product on Rn, that is,
〈x, y〉 = 2(x1y1 + · · ·+ xnyn). Note that if x ∈ K, then ‖x‖1 = 2x1 and ‖x‖∞ = x1 + ‖x‖.
The quadratic representation is given by
Qx =
(‖x‖2 2x1x⊤
2x1x detxIn−1 + 2xx⊤
)
,
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where In−1 is the (n − 1)× (n− 1) identity matrix and x⊤ indicates the transpose of the column vector x.
The rank of Ln is 2.
In second order cone programming, it is common to consider a direct product of ℓ Lorentz cones in which
case the rank of K is 2ℓ. If x ∈ E , we have x = (x1, . . . , xℓ) and every xi can be written as xi = (xi1, xi2) with
xi1 ∈ R, xi2 ∈ Rdi−1. In this case, if x ∈ K, then ‖x‖1,∞ = max {2x11, . . . , 2xℓ1}. The condition xi ∈ Ki
forces, in particular, xi1 to be at least as large as the other components of xi. This means that ‖x‖1,∞ is
twice the coordinate of x with largest value, and, therefore, is twice the usual (non-spectral) infinity norm,
for elements inside the cone K. In particular, for the case of second order cones, the scaled problem (PAscaled)
is essentially equivalent to the one considered in [13].
Finally, we remark that K = Rn+ is not a simple cone. The Jordan-algebraic way of analyzing it is
as a direct product R+ × . . . × R+. Note that R+ is as simple cone of rank 1. If we take E = R and
define x ◦ y = (x1y1, . . . , xnyn), the corresponding cone of squares is Rn+. We have tr (x) = x1 + · · · + xn,
detx = x1 × · · · × xn and e = (1, . . . , 1). The quadratic representation is given by
Qx =


x21 0 0
0
. . . 0
0 0 x2n

 .
In this case, the eigenvalues of x are its components, so that ‖x‖∞ = ‖x‖1,∞ = max |xi| and ‖x‖1 = ‖x‖∞,1 =
|x1|+ · · ·+ |xn|.
2.3 Remarks on notation
For a matrix A, we will write kerA for its kernel and A∗ for its adjoint. If x ∈ E , we write xk for the
corresponding block belonging to Ek. We will also write wk ∈ Ek for the elements of Ek, without necessarily
assuming that wk is just a block of some element w ∈ E . This will appear in Theorem 12 and in Algorithm
2, in order to emphasize the set to which the elements belong.
With this notation in mind, for wk, vk ∈ Ek, we define the half-space H(wk, vk) := {xk ∈ Ek | 〈xk, wk〉 ≤
〈wk, vk〉}. We also write vol (wk, vk) for the volume of the region H(wk, vk) ∩ Kk, which corresponds to the
integral
∫
H(wk,vk)∩Kk 1.
As we are using subindexes to denote the blocks, we will use superindexes to indicate the iteration number
in Algorithms 1 and 2, which should not be confused with exponentiation.
3 Volumetric considerations
Let rmax = max{r1, . . . , rℓ}. The algorithm we discuss in this work depends on having at each iteration
access to an element y ∈ K satisfying
‖PAy‖ ≤ 1
2rmax
√
ℓ
‖y‖1,∞ ,
where PA is the orthogonal projection on the kernel of A. In particular, PAx = x if Ax = 0 and PAx = 0
if and only if there is u such that x = A⊤u. We will, in fact, conduct a more general analysis and suppose
that y satisfies
‖PAy‖ ≤ 1
ρrmax
√
ℓ
‖y‖1,∞ ,
for some ρ > 1. We are now going to show how to use y to construct wk, vk such that H(wk, vk) satisfies the
properties (P.1), (P.2) and (P.3) described in Section 1. We divide our discussion in two parts. In Section
3.1, we deal with the case where K is a simple symmetric cone. Then, we remove the simplicity assumption
and do the general case in Section 3.2.
9
3.1 The simple case
Here, we suppose that K is a simple symmetric cone, so that the dimension of E is d, ℓ = 1, rmax = r and
‖·‖1,∞ = ‖·‖1. First, we study a few properties of the intersection H(w, v) ∩ K, where H(w, v) = {x ∈ E |
〈w, x〉 ≤ 〈w, v〉}. We denote the volume of H(w, v) ∩ K by vol (w, v). We then have the following results,
which are analogous to Proposition 2.2 in [13].
Proposition 6. Suppose w ∈ intK. Then,
Q
w−1/2
√
〈w,v〉(H(e, e/r)) = H(w, v) (9)
vol (w, v) =
( 〈w, v〉
r
√
detw
)d
vol (e, e/r) (10)
Proof. For the first equation, suppose that x ∈ H(e, e/r). Then, by Proposition 3, we have
〈w,Q
w−1/2
√
〈w,v〉(x)〉 = 〈w, v〉〈Qw−1/2 (w), x〉 = 〈w, v〉〈e, x〉 ≤ 〈w, v〉,
which shows that Q
w−1/2
√
〈w,v〉 ∈ H(w, v).
Also by Proposition 3, we have Q−1
w−1/2
√
〈w,v〉 =
1
〈w,v〉Qw1/2 . So, suppose that x ∈ H(w, v).
1
〈w, v〉 〈e,Qw1/2(x)〉 =
1
〈w, v〉 〈Qw1/2(e), x〉 =
1
〈w, v〉 〈w, x〉 ≤ 1,
which shows that 1〈w,v〉Qw1/2(x) ∈ H(e, e/r).
For the second equation,
∫
H(w,v)∩K
1 =
∫
Q
w−1/2
√
〈w,v〉
(H(e,e/r)∩K)
1
=
∫
H(e,e/r)∩K
| detQ
w−1/2
√
〈w,v〉|
= detQ
w−1/2
√
〈w,v〉vol (e, e/r)
By Proposition 3, we have
detQ
w−1/2
√
〈w,v〉 = det〈w, v〉Qw−1/2
= 〈w, v〉d detQw−1/2
= 〈w, v〉d(detw−1/2) 2dr
=
( 〈w, v〉
r
√
detw
)d
.
The next lemma shows that we can use y to construct a hyperplane H(w, v) which contains FAscaled and
has its roots in the work by Chubanov on LPs, see page 692 of [4]. See also, Lemma 3.1 in [13] for the SOCP
case.
Lemma 7. Suppose x is feasible for (PAscaled) and that y ∈ K satisfies
‖PAy‖ ≤ 1
ρr
‖y‖1 ,
then x ∈ H(y, e/ρr).
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Proof. Since y ∈ K, we have ‖y‖1 = 〈y, e〉. In addition, since x is feasible for (PAscaled) and ℓ = 1, we have
‖x‖1,∞ = ‖x‖1 ≤ 1. Then, by using the Proposition 4 and the inequality in (5), we have
〈y, x〉 = 〈y, PAx〉 = 〈PAy, x〉 ≤ ‖PAy‖∞ ‖x‖1 ≤ ‖PAy‖ ≤
1
ρr
〈y, e〉.
Due to Proposition 6, as long as y ∈ intK, there is someQ that mapsH(e, e/r) bijectively intoH(y, e/ρr).
The only problem is that the volume of H(y, e/ρr)∩K might not be sufficiently small. We will now address
this issue and try to give some intuition on the choices we will make ahead.
As long as FAscaled is contained in H(w, v) ∩ K, we may select any w and v such that the volume of
H(w, v) ∩K is small. However, finding w and v directly is cumbersome. Instead, we use y and settle for the
easier goal of finding w, v such that H(y, e/ρr) ∩ H(e, e/r) ⊆ H(w, v), since this is enough to ensure that
FAscaled is contained in H(w, v). While doing so, we seek to minimize vol (w, v). Theorem 22.3 of [24], tells
us that H(y, e/ρr) ∩H(e, e/r) ⊆ H(w, v) if and only if there are α ≥ 0, β ≥ 0 such that
αy + βe = w (11)
α
〈y, e〉
ρr
+ β ≤ 〈v, w〉. (12)
Furthermore, for fixed v ∈ intK, the w that minimizes vol (w, v) is v−1. This is a consequence of the next
proposition, which is analogous to Proposition 2.3 in [13].
Proposition 8. Fix v ∈ intK. Then w = v−1 minimizes vol (w, v). So that
vol (w, v) =
(
r
r
√
det v−1
)d
vol (e, e/r) =
(
r
r
√
det v
)d
vol (e, e/r).
Proof. It follows from Proposition 6 that minimizing vol (w, v) is the same as minimizing
(
〈w,v〉
r√
detw
)d
. We
will minimize, equivalently, log
(
〈w,v〉
r√detw
)
. We have
f(w) = log
( 〈w, v〉
r
√
detw
)
= log〈w, v〉 − 1
r
log detw.
Proposition III.4.2 of [5] tells us that ∇ log detw = w−1. We then have:
∇f(w) = v〈w, v〉 −
1
r
w−1.
In order to force ∇f(w) = 0, we may take, for instance, w = v−1 so that 〈w, v〉 = r. From Proposition 6, we
obtain
vol (w, v) =
(
r
r
√
det v−1
)d
vol (e, e/r) =
(
r
r
√
det v
)d
vol (e, e/r).
From Proposition 8, our quest for a good H(w, v) can be summarized by trying to minimize
detw−1 = det(αy + βe)−1,
subject to α ≥ 0, β ≥ 0 and α 〈y,e〉ρr + β ≤ r. Note that there is no benefit in letting the last inequality be
inactive. Furthermore, we would rather minimize the logarithm of the function above, which gives a convex
problem. So we let α =
(
r−β
〈y,e〉
)
ρr and consider the following problem
inf
0≤β≤r
− log det
(
re +
(
r − β
〈y, e〉
)
ρry + e (β − r)
)
. (Aux)
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Of course, there is no need to minimize (Aux) exactly. We only need that rr√
detw
< δ, or equivalently,
−r log r+ r log δ > − log detw, for some fixed positive constant δ < 1 that does not depend on A but could,
possibly, depend on r and d. In Theorem 10 we present a choice of β that is good enough for our purposes.
We first need the following auxiliary fact, which appears in some form or another in the analysis of
many interior point methods dating back to the original paper by Karmakar, see Lemma 4.2 in [11]. It is in
fact a consequence of the self-concordance of the − log det(·) function and can be derived from the bounds
appearing, for instance, in Section 2.1.1 in [20]. Still, for the sake of self-containment, we will not directly
use self-concordance in proving the next bound.
Lemma 9. Let h ∈ E be such that ‖h‖ < r. Then
− log det(re + h) ≤ −r log r − 〈h, e〉
r
+
‖h‖2
2r(r − ‖h‖) .
Proof. Note that the case r = 1 corresponds to E = R,K = R+, e = 1 and is the statement that if α ∈ R
and −1 < α < 1, then
− log(1 + α) ≤ −α+ α
2
2(1− |α|) , (13)
which is a known bound for the logarithm function. See Lemmas 4.1 and 4.2 in [11] or Lemma 3.1 in [7].
From (13) we can prove the general case. Let λ1, . . . , λr be the eigenvalues of h. We have the following
relations
〈h, e〉 = λ1 + · · ·+ λr (14)
‖h‖2 = λ21 + · · ·+ λ2r. (15)
Since the corresponding eigenvalues of re + h are r + λ1, . . . , r + λr, we have
− log det(re + h) = −r log r −
r∑
i=1
log
(
1 +
λi
r
)
. (16)
By hypothesis, we have ‖h‖2 < r2, which implies that |λi/r|2 < 1 and |λi/r| < 1 for every i. Recalling (14)
and applying (13) to each term of (16) we get
− log det(re + h) ≤ −r log r − 〈h, e〉
r
+
r∑
i=1
λ2i
2r2(1− |λi/r|) .
Finally, due to (15) and the fact that 1 − |λi/r| ≥ 1 − ‖h‖ /r > 0 holds for all i, we have the desired
inequality.
We are now ready to show how to construct H(w, v) satisfying the properties (P.1), (P.2) (P.3) outlined
in Section 1.
Theorem 10. Let ρ > 1 and y ∈ K be such that FA
scaled
⊆ H(y, e/ρr) and y 6= 0. Let3
β = r −
(
1
ρ
− 1√
ρ(3ρ− 2)
)
w =
(
r − β
〈y, e〉
)
ρry + βe
v = w−1.
Then, the following hold:
3If y 6= 0 and y ∈ K then 〈y, e〉 > 0, since the latter is sum of the eigenvalues of y, which are nonnegative. Furthermore, not
all of them are zero, since y 6= 0.
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(i) FA
scaled
⊆ H(y, e/ρr) ∩H(e, e/r) ⊆ H(w, v)
(ii) Qw−1/2
√
r(H(e, e/r)) = H(w, v)
(iii) vol (w, v) =
(
r
r√
detw
)d
vol (e, e/r) ≤ (exp(−ϕ(ρ)/r))d vol (e, e/r), where
ϕ(ρ) = 2− 1
ρ
−
√
3− 2
ρ
.
In particular if ρ ≥ 2, we have vol (w, v) < (0.918)d/r vol (e, e/r).
Proof. Following the discussion so far, we consider the problem (Aux).
inf
0≤β≤r
− log det
(
re +
(
r − β
〈y, e〉
)
ρry + e (β − r)
)
. (Aux)
To avoid making it seem as if β appeared from thin air, we will try to show the rationale behind our choice
of β. Our task is to show that there is some 0 ≤ β ≤ r and some fixed constant δ < 1 for which
r
r
√
detw
< δ.
Or, equivalently,
− log det
(
re +
(
r − β
〈y, e〉
)
ρry + e (β − r)
)
≤ −r log r + r log δ.
Once we find β and δ we can claim that vol (w, v) ≤ δdvol (e, e/r). Furthermore, by construction, we have
item (i), since β and α =
(
r−β
〈y,e〉
)
ρr are nonnegative and solve the linear inequalities (11) and (12). Item
(ii) is just a consequence of Proposition 6. To start, let h =
(
r−β
〈y,e〉
)
ρry + e (β − r). We have
h = (r − β)
(
ρr
〈y, e〉y − e
)
〈h, e〉
r
= (r − β)(ρ− 1) (17)
‖h‖2 = (r − β)2
(
r(1 − 2ρ) + ρ2r2 ‖y‖
2
〈y, e〉2
)
As ‖y‖ ≤ 〈y, e〉 and ρ > 1, we get the bound
‖h‖ ≤ (r − β)ρr. (18)
So in order to apply Lemma 9, it is enough to take (r − β)ρr < r. So, suppose that r − β < 1/ρ. This,
together with (18), implies that
1
r(1 − ρ(r − β)) ≥
1
r − ‖h‖ . (19)
Then, (17), (18) and (19) together with Lemma 9 imply that:
− log det(re + h) ≤ −r log r − (r − β)(ρ− 1) + (r − β)
2ρ2r2
2r2(1− ρ(r − β))
= −r log r − (r − β)(ρ− 1) + (r − β)
2ρ2
2(1− ρ(r − β)) .
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Figure 1: The function exp(−ϕ(ρ)). The decrease in volume is bounded by exp(−ϕ(ρ)) dr .
Let ψ(z) = −z(ρ−1)+ z2ρ22(1−ρz) . A tedious but straightforward calculation4 shows that in the interval (0, 1/ρ),
ψ(z) is minimized at
zρ =
1
ρ
− 1√
ρ(3ρ− 2) .
and for that zρ we have ψ(zρ) =
√
3− 2ρ + 1ρ − 2. So, we let r − β = zρ and conclude that for this choice of
β, we have
− log det(re + h) ≤ −r log r −
(
2− 1
ρ
−
√
3− 2
ρ
)
.
Therefore, we take δ such that r log δ = ψ(zρ). Thus we conclude that vol (w, v) ≤ (exp(−ϕ(ρ)/r))d vol (e, e/r),
where ϕ(ρ) = −ψ(zρ). Examining the first derivative of −ϕ, we see that it is a decreasing function. In par-
ticular, if ρ ≥ 2, we have exp(−ϕ(ρ)) < 0.918.
See Figure 1 for the graph of exp(−ϕ(ρ)).
3.2 The general case
Now, we move on to the general case and we suppose that K = K1 × · · · × Kℓ, where each Ki is a simple
symmetric cone of rank ri and dimension di. We have r = r1 + . . .+ rℓ and d = d1 + . . .+ dℓ. Suppose that
we have found some nonzero y ∈ K satisfying
‖PAy‖ ≤ 1
2rmax
√
ℓ
‖y‖1,∞ ,
where we recall that rmax = max{r1, . . . , rℓ} and that since y ∈ K, we have ‖y‖1,∞ = max{〈e1, y1〉, . . . , 〈eℓ, yℓ〉},
see Section 2.1. We have the following observation.
4It is easy to verify this computation by using a computer algebra system such as the open-source software maxima [17].
Consider the following three maxima commands: f:-z*(p-1)+(z^2*p^2)/(2*(1-p*z)); zp:solve(diff(f,z,1),z); for i:1
thru 2 do disp(combine(expand(ratsimp(substitute(zp[i],z,f)))));. The first two commands compute zρ and the last
computes ψ(zρ). Note that we discard one of the solutions because it is negative.
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Lemma 11. Suppose x is feasible for (PAscaled) and that y ∈ K satisfies PAy 6= 0 and
‖PAy‖ ≤ 1
2rmax
√
ℓ
‖y‖1,∞ .
For every k ∈ {1, . . . , ℓ}, define ρk as
ρk =
‖yk‖1
rk ‖PAy‖
√
ℓ
. (20)
(i) Let k be any index such that ‖y‖1,∞ = ‖yk‖1, then ρk ≥ 2.
(ii) Let x be feasible for (PAscaled), then xk ∈ H(yk, ek/ρkrk).
Proof. (i) By the definition of ρk, we see that ρk ≥ 2 if ‖yk‖1 = ‖y‖1,∞, since rk ≤ rmax.
(ii) Since y ∈ K, we have ‖yk‖1 = 〈yk, ek〉. Recall that PA is self-adjoint, so that 〈y, PAx〉 = 〈PAy, x〉. In
addition, since x ∈ FAscaled, we have ‖x‖1,∞ ≤ 1. Therefore, using the Proposition 4 together with the
generalized Cauchy-Schwarz inequality in (6) we have:
〈yk, xk〉 ≤ 〈y, x〉 = 〈y, PAx〉 ≤ ‖PAy‖∞,1 ‖x‖1,∞ ≤ ‖PAy‖2
√
ℓ =
‖yk‖1
ρkrk
=
〈yk, ek〉
ρkrk
.
As a reminder, we write vol (wk, vk) for the volume of the region H(wk, vk) ∩ Kk. The idea is that once
y is found, we can use yk and Theorem 10 to find a hyperplane H(wk, vk) ⊆ Ek, such that vol (wk, vk) is
small. This is summarized in the following theorem.
Theorem 12. Let y ∈ K be such that ‖PAy‖ ≤ 12rmax√ℓ ‖y‖1,∞ and that PAy 6= 0. For all blocks Ek, let ρk
be as in Equation (20) and suppose that for some k we have ρk > 1. Let wk, vk ∈ Kk, βk ∈ R be such that5
βk = rk −
(
1
ρk
− 1√
ρk(3ρk − 2)
)
wk =
(
rk − βk
〈yk, ek〉
)
ρkrkyk + βkek
vk = w
−1
k .
Then, the following hold:
(i) If x ∈ FA
scaled
, then xk ∈ H(wk, vk),
(ii) Q
w
−1/2
k
√
rk
(H(ek, ek/rk)) = H(wk, vk),
(iii) vol (wk, vk) =
(
rk
rk
√
detwk
)dk
vol (ek, ek/rk) ≤ (exp(−ϕ(ρk)/rk))dk vol (ek, ek/rk), where
ϕ(ρk) = 2− 1
ρ
−
√
3− 2
ρ
.
In particular if ρk ≥ 2, we have vol (wk, vk) < (0.918)dk/rk vol (ek, ek/rk).
Proof. Due to Lemma 11, we have that if x ∈ FAscaled, then xk is confined to H(yk, ek/ρkrk) ∩H(ek, ek/rk).
Then, the choice of βk, wk, vk is exactly the same as suggested by Theorem 10. This shows thatH(yk, ek/ρkrk)∩
H(ek, ek/rk) ⊆ H(wk, vk), which implies xk ∈ H(wk, vk), which is item (i). Item (ii) and (iii) are also direct
consequences of items (ii) and (iii) of Theorem 10.
5PAy 6= 0 implies y 6= 0, which implies 〈y, e〉 > 0, since y ∈ K. See the footnote in Theorem 10.
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Then, the idea is to replace A by AQ, where Q is the linear map such that
Q(x1, . . . , xk, . . . , xℓ) = (Q1(x1), . . . , Qℓ(xℓ)) ,
where
Qi =
{
Q
w
−1/2
i
√
ri
if ρi > 1
Ii otherwise,
where Ii is the identity map on Ei. If y satisfying Proposition 12 is found, ρk ≥ 2 holds for at least one
block. Therefore, for at least one block the decrease in volume is bounded above by a positive constant less
than 1. This is the foundation upon which Algorithm 2 in Section 5 is constructed.
4 Basic Procedure
We remark that the procedure described here is a direct extension of Chubanov’s basic procedure in [4], see
also Section 3 in [13] for the corresponding discussion on SOCPs. From Section 3 and Theorem 12, we see
that as long as we are able to find y such that ‖PAy‖ ≤ 12rmax√ℓ ‖y‖1,∞, we can confine one of the blocks of
the feasible solutions of (PAscaled) to a region H(wk, vk) ∩ Kk with smaller volume than H(ek, ek/rk) ∩Kk.
The “basic procedure” can be seen as an algorithm for minimizing ‖PAy‖, but we early stop it and pass
control forward after the threshold ‖PAy‖ ≤ 12rmax√ℓ ‖y‖1,∞ is met. So suppose that we start with some
y ∈ intK such that 〈y, e〉 = 1. We then let z = PAy.
If z = 0, then y ∈ (kerA)⊥, so y = A⊤u for some u, which means that y is feasible for (D) since y ∈ K
and y is not zero. If z ∈ intK, then since Az = 0, we have that z is feasible for (P). If neither of those
criteria are met but ‖z‖ ≤ 1
2rmax
√
ℓ
‖y‖1,∞ holds, then we stop the algorithm anyway.
Otherwise, we have z 6= 0 and z 6∈ intK. Because z 6∈ intK, there is a nonzero c ∈ K such that 〈z, c〉 ≤ 0,
which is a consequence of standard separation results and of the fact that K is self-dual. Since any multiple
of c will do the job, we can scale it and suppose that 〈e, c〉 = 1. Then, it seems sensible to try to correct y
by considering
y′ = αy + (1− α)c,
where we select α in such a way that PAy′ is as close as possible to the origin, since we wish to minimize
‖PAy‖. Let p = PAc. The α that minimizes ‖PAy′‖ is
α =
〈p, p− z〉
‖z − p‖2 .
Note that after computing p, we may check whether p meets our stopping criteria. That is, we check whether
p = 0 (so that c is feasible for (D)), p ∈ intK (so that p is feasible for (P)) or ‖p‖ ≤ 1
2rmax
√
ℓ
‖c‖1,∞. If
neither p nor z satisfies our stopping criteria, then α ∈ (0, 1) so that y′ ∈ intK, see Theorem 6.1 in [24].
Moreover, this update decreases the norm of z, as described by the following proposition.
Proposition 13. Let:
(i) y ∈ intK, 〈e, y〉 = 1 and z = PAy,
(ii) c ∈ K be such that 〈z, c〉 ≤ 0 and 〈e, c〉 = 1,
(iii) p = PAc and α =
〈p,p−z〉
‖z−p‖2 ,
(iv) y′ = αy + (1− α)c.
Suppose that p 6= 0 and z 6= 0. Then:
(a) 1‖PAy′‖2 ≥
1
‖PAy‖2 + 1.
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(b) y′ ∈ intK, 〈e, y′〉 = 1 and ‖y′‖1,∞ ≥ 1ℓ ,
Proof. We first prove item (a). By (ii), we have
〈z, p〉 = 〈PAz, c〉 = 〈z, c〉 ≤ 0.
This implies that
‖z − p‖2 = ‖z‖2 + ‖p‖2 − 2〈z, p〉 > 0,
since both z and p are nonzero. We also have
1 =
‖z‖2 − 〈z, p〉
‖z − p‖2 +
‖p‖2 − 〈z, p〉
‖z − p‖2 .
We then conclude that the denominator of α is not zero and α ∈ (0, 1). We then have
PAy′ = p+ α(z − p).
Therefore,
‖PAy′‖2 = α2 ‖z − p‖2 + 2α〈p, z − p〉+ ‖p‖2 .
It follows that
‖PAy′‖2 = ‖p‖2 − 〈p, z − p〉
2 − 〈z, p〉2
‖z − p‖2 =
‖z‖2‖p‖2 − 〈z, p〉2
‖z‖2 + ‖p‖2 − 2〈z, p〉 ≤
‖z‖2‖p‖2
‖z‖2 + ‖p‖2 .
Since PA is a projection matrix, we have ‖p‖2 ≤ ‖c‖2 ≤ 〈c, e〉2 ≤ 1. This implies that
1
‖PAy′‖2
≥ 1‖z‖2 +
1
‖p‖2 ≥
1
‖z‖2 + 1.
Now we prove item (b). Since we have shown that α ∈ (0, 1), y′ is a strict convex combination of c and
the interior point y, so it is also an interior point. For the same reason, y′ also satisfies 〈e, y′〉 = 1, since
〈e, c〉 = 1 and 〈e, y〉 = 1, due to items (i) and (ii). Finally, note that since y′ ∈ K, we have 1 = 〈y′, e〉 =∑ℓ
i=1 ‖y′i‖1 ≤ ℓ ‖y′‖1,∞, which shows that ‖y′‖1,∞ ≥ 1ℓ .
We remark that although the increase in 1‖PAy′‖2 is bounded below by 1 regardless of c, the proof shows
that the actual increase is a function of −〈z, p〉 = −〈z, c〉. Therefore, if we wish to maximize the increase,
we have to minimize 〈z, c〉 subject to 〈c, e〉 = 1 and c ∈ K. Similarly to the case of positive semidefinite
matrices, the optimal value of this problem is λmin(z), which is achieved when c is the idempotent associated
to the minimum eigenvalue of z, see, for instance, Equation (9) in [28].
As we are assuming that K = K1 × . . . × Kℓ, the computation of the minimum eigenvalue of z can be
done by computing the minimum eigenvalue of each block and then taking the overall minimum. That is,
λmin(x) = min{λmin(x1), . . . , λmin(xℓ)}.
This is advantageous because if Ki is either R+ or Lℓ the minimum eigenvalue and the corresponding
idempotent can be computed exactly, see (7) and (8).
We can now state our version of the basic procedure which encompasses the discussion so far, see Algo-
rithm 1. We remind that superscripts in Algorithms 1, 2, 3 and 4 such as yi,Ai denote the iteration number,
not exponentiation.We have the following complexity bounds. For the SOCP analogue, see the comments
before Section 5 in [13].
Proposition 14. Algorithm 1 needs no more than 4ℓ3r2max steps before it halts.
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Algorithm 1: Basic Procedure
Input: A, PA, y1 ∈ intK such that 〈y1, e〉 = 1
Output:
1. y such that ‖PAy‖ ≤ 12rmax√ℓ ‖y‖1,∞, or
2. a solution to (P), or
3. a solution to (D).
1 i← 1, z ← PAy1.
2 while z 6= 0 and z 6∈ intK and ‖z‖ > 1
2rmax
√
ℓ
∥∥yi∥∥
1,∞ do
3 Let c be an idempotent such that 〈e, c〉 = 1 and 〈z, c〉 = λmin(z).
4 p← PAc.
5 if p = 0 or p ∈ intK or ‖p‖ ≤ 1
2rmax
√
ℓ
‖c‖1,∞ = 12rmax√ℓ then
6 stop and return c.
7 else
8 yi+1 ← αyi + (1 − α)c, where α = 〈p,p−z〉‖z−p‖2 .
9 Set i← i+ 1 and z ← PAyi.
10 return yi.
Proof. Due to Proposition 13, all the iterates yi satisfy
∥∥yi∥∥
1,∞ ≥ 1/ℓ. Therefore, if
∥∥PAyi∥∥ ≤ 12rmaxℓ3/2 , we
will meet the stopping criteria
∥∥PAyi∥∥ ≤ ‖yi‖1,∞2rmax√ℓ . Also due to Proposition 13, 1‖PAyi‖2 improves by at least
one after each iteration. Therefore, after 4ℓ3r2max iterations, Algorithm 1 will halt for sure.
Any algorithm aimed at minimizing ‖PAy‖ can serve as a “basic procedure”, as long as there is some
bound that ensures that we will hit one of the stopping criteria in a finite amount of time. In Section 5
of [23], the authors describe four different algorithms that can serve as basic procedure. The algorithm
described here is analogous to the “Von Neumann scheme” which, as the authors remark, is essentially what
was used by Chubanov in [4]. Nevertheless among the four, the “smooth perceptron” [27] has the better
complexity bound for the number of iterations, although each iteration is more expensive.
In particular, the smooth perceptron is such that if it has not finished at the i-th iteration then,
∥∥Pyi∥∥2 ≤
8
(t+1)2 . So if we use the stopping criteria that y should satisfy ‖PAy‖ ≤ 12rmax√ℓ ‖y‖1,∞, as in the proof of
Proposition 1, it is enough to force ‖PAy‖ to be smaller than 12rmaxℓ3/2 , which will happen in no more than
4
√
2rmaxℓ
3/2 − 1 iterations.
We will now estimate the cost per iteration of Algorithm 1. Recall that the dimension of E is d, so we can
identify E with some Rd. Then, we can assume that A is, in fact, a m× d matrix. For the sake of estimating
the computational cost, we will assume that A is surjective, but we emphasize that the theoretical results
proved in this work do not need this assumption. Note that computations performed in both the Basic
Procedure (Algorithm 1) and the Main Procedure (Algorithm 2) only depend on the kernel of A.
Assuming that A is surjective, we may compute PA naively through the expression I − A∗(AA∗)−1A,
where I is the identity operator on E . Following a similar suggestion in Section 6 of [23], we compute the
Cholesky decomposition of (AA∗)−1 so that (AA∗)−1 = LL∗, where L is a m×m matrix. Then, we store the
m×d matrix L∗A. Note that computing AA∗ and decomposing its inverse can be done in time proportional
to O(m3) +O(m2d).
As PA stays constant throughout the algorithm, we only need to compute it once and then we just have
to worry about computing PAyi and PAc at each iteration, which costs O(md) if we make efficient use of
the matrix L∗A. In our case, PA is computed inside Algorithm 2 and Algorithm 1 receives it as input.
We now list other costs that need to be taken into account: the cost cintK of deciding if z ∈ intK, the
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cost cmin of computing the minimum eigenvalue λmin(x) with the corresponding idempotent and the cost
cnorm of computing the norm of ‖x‖1,∞ for elements x ∈ K.
The cost ‖x‖1,∞ is proportional to O(d) since for x ∈ K, we have ‖x‖1,∞ = max {〈x1, e1〉, . . . , 〈xℓ, eℓ〉}.
The cost cintK is majorized by cmin, since we can decide whether x lies in interior of K by checking if
λmin(x) > 0. So the complexity of the basic procedure is proportional to
O(ℓ3r2max(max(md, cmin))). (21)
To conclude this section, we note that the condition “z 6= 0” in Line 2 of Algorithm 1 can, optionally, be
substituted by “yi − z 6∈ K”. The motivation is that if yi − z ∈ K, then there are two possibilities. The first
is yi− z 6= 0 and yi− z is a solution to (D), since yi− z belongs to the range of A∗. The second is yi− z = 0
and z is a solution to (P), since yi belongs to intK throughout the algorithm. Either case, we can stop the
algorithm.
Using the condition “yi−z 6∈ K” does not affect the analysis conducted in this section because yi−z 6∈ K
implies z 6= 0, since yi ∈ intK. Therefore, Propositions 13 and 14 still apply. The advantage is that since
it is harder to satisfy than z 6= 0, it may lead to less iterations. The disadvantage is that, in order to verify
that yi−z 6∈ K, it is necessary to do an extra minimum eigenvalue computation per iteration. This, however,
does not alter the order complexity.
5 Full-Procedure
In this section, we summarize everything we have done so far and present an algorithm for the feasibility
problem (P), see Algorithm 2. In essence, we call the basic procedure (Algorithm 1) and if we fail to
find a solution to either (P) or (D), we will receive some vector y. Following the discussion in Section 3
and in Theorem 12, for at least one index k, we are able to construct a half-space H(wk, vk) such that
the volume H(wk, vk) ∩ Kk is less than H(ek, ek/rk) ∩ Kk and their ratio is bounded above by a constant,
namely, exp(−ϕ(ρk))dk/rk ≤ (0.918)dk/rk . Then, we construct an automorphism of K that maps the region
H(ek, ek/rk) ∩Kk to H(wk, vk) ∩Kk. Finally, we substitute A by AQ and repeat.
In Algorithm 2, we keep track of the volume reduction along the blocks through the ǫk variables. Lemma
16 tells us that the ǫk are upper bounds for the minimum eigenvalue of the feasible solutions to (P
A
scaled).
When the accumulated reduction is sufficiently small, we have a certificate that (PAscaled) does not have
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ǫ-feasible solutions.
Algorithm 2: Main Algorithm
Input: A, K, ǫ
Output:
1. a solution to (P), or
2. a solution to (D), or
3. “there is no ǫ-feasible solution”.
1 A1 ← A, i← 0 and ǫj ← 0 for all j ∈ {1, . . . , ℓ}.
2 Compute PA and call the basic procedure (Algorithm 1) with Ai, PA, er and denote its output by y.
3 if y is feasible for (D) or (P) then
4 stop and return y.
5 for k ∈ {1, . . . , ℓ} do
6 ρk ← ‖yk‖1rk‖PAy‖√ℓ
7 if ρk > 1 then
8 β ← rk −
(
1
ρk
− 1√
ρk(3ρk−2)
)
9 wk ←
(
rk−β
〈yk,ek〉
)
ρkrkyk + βek
10 Qk ← Qw−1/2k √rk
11 ǫk ← ǫk + log rk − 1rk log detwk
12 if ǫk < log rk + log ǫ then
13 stop, there is no ǫ-feasible solution.
14 else
15 Qk ← Ik
16 Let Qi be such that for all x ∈ E we have Qi(x) = (Q1(x1), . . . , Qℓ(xℓ)) .
17 Ai+1 ← AiQi, i← i+ 1. Go to Line 2.
Algorithm 17 and the one in [13] have a few differences. First of all, for the same y, we attempt to
find volume reductions along all blocks, where in [13], volume reductions only happen for exactly one block
per iteration. Furthermore, here we adapt a greedy approach and following Theorems 10 and 12, we try to
reduce the volume as much as possible by selecting ρk to be as large as our analysis permits.
We will now prove a few lemmas regarding the correctness of Algorithm 2.
Lemma 15. For every iteration i, every block Ek and for all x ∈ FAscaled we have
xk ∈ Q1k × · · · ×QikH(ek, ek/rk).
Proof. We will proceed by induction, so first we prove the result for i = 1. According to Line 7 of Algorithm
2, we have that Q1k is either the identity map or Q
1
k = Qw−1/2
k
√
rk
, where wk is selected as in Line 9. If it is
the former, it is clear that xk ∈ Q1kH(ek, ek/rk), since 〈xk, ek〉 ≤ ‖x‖1,∞ ≤ 1. If it is the latter, we must have
ρk > 1, in which case, Theorem 12 tells us that xk ∈ H(wk, w−1k ) and that Q1kH(ek, ek/rk) = H(wk, w−1k ).
Now suppose the result is true for some i ≥ 1, we shall prove it also holds for i+ 1. We first let
u = (Qi)−1 × . . .× (Q1)−1x.
Since all the Qi are automorphisms of K, we have u ∈ intK. Now, we argue that ‖u‖1,∞ ≤ 1. Since every
Qi is constructed in a block-wise manner, we have
uk = (Q
i
k)
−1 × . . .× (Q1k)−1xk,
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which, by the induction hypothesis, implies that uk ∈ H(ek, ek/rk) for every k. Therefore, 〈uk, ek〉 ≤ 1 for
every k, which implies ‖u‖1,∞ ≤ 1. Then, following Line 17, u is a feasible solution to the problem of finding
xˆ such that Ai+1xˆ = 0, ‖xˆ‖1,∞ ≤ 1 and xˆ ∈ intK, where
Ai+1 = AQ1 × · · · ×Qi.
As before, Qi+1k is either the identity map or Qw−1/2k
√
rk
. If it is the former, we are done. If it is the
latter, it is because wk was constructed by applying Theorem 12 to Ai+1,K and y, where y is obtained at
(i + 1)-th iteration. We conclude that uk ∈ H(wk, w−1k ) = Qi+1k H(ek, ek/rk). It follows that (Qi+1k )−1uk ∈
H(ek, ek/rk). This is equivalent to xk ∈ Q1k × · · · ×Qi+1k H(ek, ek/rk).
The next lemma justifies the stopping criteria in Line 12.
Lemma 16. For all x ∈ FA
scaled
, for every iteration and for all k ∈ {1, . . . , ℓ}
ǫk ≥ log rk + logλmin(xk)
holds. In particular, if ǫk < log rk + log ǫ, then FAscaled does not have an ǫ-feasible solution.
Proof. We first handle the trivial case. At Line 1, ǫk is set to zero. Note that if x ∈ FAscaled, then 〈xk, ek〉 ≤ 1,
from which it follows that λmin(xk) ≤ 1/rk, since 〈xk, ek〉 is the sum of eigenvalues of xk. Therefore,
log rk + logλmin(xk) ≤ 0.
Lemma 15 tells us that at the i-th iteration we have xk ∈ QkH(ek, ek/rk) for all x ∈ FAscaled, where Qk =
Q1k×· · ·×Qik. Note that QkH(ek, ek/rk) is also a half-space. Denote the volume of (Qk(H(ek, ek/rk)))∩Kk
by Vk. Then, from Proposition 8, we have Vk ≥ rdkk ( rk
√
detxk)
dkvol (ek, ek/rk), for all x ∈ FAscaled. As detxk
is the product of eigenvalues of xk, we get
Vk ≥ rdkk λmin(xk)dkvol (ek, ek/rk), (22)
for all x ∈ FAscaled. Furthermore, we have Vk = vol (ek, ek/rk)
∏i
j=1 detQ
j
k and detQ
j
k is either 1 or
(
rk
rk
√
detwk
)dk
depending on whether at the j-th iteration we had ρk ≤ 1 or ρk > 1, respectively. Taking the logarithm at
both sides of (22), we conclude that
ǫk ≥ log rk + logλmin(xk).
Therefore, if ǫk < log rk + log ǫ, we get ǫ > λmin(xk) ≥ λmin(x), for all x ∈ FAscaled. This implies the absence
of ǫ-feasible solutions.
For what follows, we discard the (trivial) case where ǫ is large. Note that if ǫ ≥ 1rk for some k, then for
x ∈ FAscaled we have λmin(x) ≤ λmin(xk) ≤ ǫ, since the sum of the eigenvalues of xk is less or equal than 1/rk.
In this case, there is no work to be done as this shows that FAscaled has no ǫ-feasible solution. So in the next
result, we suppose that ǫ < 1rk holds for every k.
Theorem 17. Algorithm 2 stops after no more than
r
ϕ(2)
log
(
1
ǫ
)
−
ℓ∑
k=1
rk log(rk)
ϕ(2)
iterations, where ϕ(ρ) is as in Theorem 12. In particular, rϕ(2) log
(
1
ǫ
)
iterations are enough.
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Proof. At each iteration, after Algorithm 1 is called we obtain some point y. If y is neither feasible for (P)
nor (D), then it satisfies ‖PAy‖ ≤ 12rmax√ℓ ‖y‖1,∞.
Due to item (ii) of Lemma 11, there is at least one index k for which ρk ≥ 2. Then from Theorem 12,
we have that
log rk − 1
rk
log detwk ≤ −ϕ(2)
rk
< 0.
This means that ǫk decrease by at least
ϕ(2)
rk
. Let us say that “an iteration is good for Kk” if at that iteration
we have ρk ≥ 2. From Lemma 16, it follows that we need no more than
rk
ϕ(2)
log
(
1
ǫrk
)
.
“good iterations for Kk” before the stopping criteria in Line 12 is satisfied. In particular, after
ℓ∑
k=1
rk
ϕ(2)
log
(
1
ǫ
)
− rk log(rk)
ϕ(2)
=
r
ϕ(2)
log
(
1
ǫ
)
−
ℓ∑
k=1
rk log(rk)
ϕ(2)
.
iterations, we will meet the minimum number of good iterations for at least one cone. We can then discard
the negative terms and obtain the bound rϕ(2) log
(
1
ǫ
)
We now take a look at the cost per iteration of Algorithm 2. The two most expensive operations are
computing PA, calling the basic procedure (Line 2) and computing the square root of the inverse of wk (Line
10). As discussed in Section 4, the cost of computing the projection PA is no more than O(m3) +O(m2d).
Furthermore, whenKk is R+,Ldk or Srk+ , we need respectively no more thanO(1),O(dk),O(r3k) = O(d3/2k )
for approximating the inverse of the square root of wk. So, it seems that in most cases of interest it will cost
no more than O(d3/2k ) to perform Line 10. As we might need to compute w−1/2k for all blocks, this will cost,
in total, no more than O(d3/2).
Therefore, the cost of the basic procedure dominates the cost of computing w
−1/2
k , see (21). In total, we
get
O
(
r
ϕ(2)
log
(
1
ǫ
)
(m3 +m2d+ ℓ3r2max(max(md, cmin)))
)
,
where cmin is the cost of computing the minimum eigenvalue of an element x ∈ K.
6 Final remarks
In this work, we presented a generalization of Chubanov’s algorithm to feasibility problems over symmetric
cones. A next interesting step would be to try to extend the algorithm to other families of cones. A key aspect
of our algorithm is being able to shift the hyperplane H(w, v) ∩ K back to H(e, e/r), with the aid of some
appropriately constructed Qx. The reason why this can always be done is because K is a homogeneous cone,
which means that for every two points x, y ∈ intK there is an automorphism Q of K such that Q(x) = y. It
seems likely, although nontrivial, that Chubanov’s algorithm can be extended to general homogeneous cone
in some form or another. However, it less clear whether such an extension is possible for non-homogeneous
cones.
From a more practical side, there is a still a lack of computational results for semidefinite programming
and second order cone programming. It will be interesting to take a look at whether Chubanov’s algorithm
could be competitive with IPMs codes when it comes to feasibility problems.
A significant bottleneck in the algorithm presented here is the computation of the projection matrix.
Here, we are considering a simple approach where the PAi is computed from scratch every time the basic
procedure is called. One possible way to address this is using an incremental strategy analogous to what
Pen˜a and Soheili suggested in Section 6 of [23]. We plan to address this topic in detail in future works.
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There are also a number of intriguing aspects yet to be elucidated. First of all, in our analysis, the
self-concordance of the function − log det plays a very important role in guaranteeing that the reductions
in volume are bounded by a constant. This usage indicates that there could be a deeper connection to
interior-point methods (IPMs) then what is suggested by previous discussions.
Related to that, one of the referee’s suggested that Chubanov’s algorithm and our extension could be
related to analytic center cutting plane methods, in particular the algorithms described by Sun, Toh and
Zhao [29] and by Toh, Zhao and Sun [29, 30], which solve feasibility problems over the positive semidefinite
matrices. These methods were partly inspired by earlier work on linear feasibility problems by Luo and Sun
[16] and Goffin and Vial [9]. They were later adapted to second order cone programming by Oskoorouchi
and Goffin [22] and extended to symmetric cone programming by Basescu and Mitchell [2]. Here we briefly
explain the basic setting and try to explain the similarities and differences between our approach and analytic
center methods.
We consider a convex body Γ contained in K that is only accessible by querying some oracle. Given
some x ∈ E the oracle either tell us that x ∈ Γ or provide a cut y such that Γ is guaranteed to be contained
in the half-space H1 = {z ∈ E | 〈z, y〉 ≤ 〈x, y〉}. We also assume that Γ is contained in the “spectral
interval” Ω0 = {z ∈ E | z ∈ K, e − z ∈ K} and that it contains some ǫ-ball. Note that these assumptions
imply Γ ∩ intK 6= ∅ and that Γ is full-dimensional. A basic analytic center cutting plane algorithm would
proceed by first guessing some initial point x0. Then, the oracle is queried and either x0 is feasible or a cut
is returned. If a cut is returned, then we let x1 be the analytic center of Ω1 := Ω0 ∩H0 or some appropriate
approximation. Then, we test x1 for feasibility and if we receive a cut y1 from the oracle, we let x2 be the
analytic center of Ω2 := Ω0 ∩ H0 ∩ H1 or some approximation. We then repeat until a feasible solution is
found or some other stopping criterion is met. Here, we recall that the analytic center is the minimizer of a
function that is constructed using the barrier − log det(·), see Section 2 in [29].
As for the similarities and differences, first of all, it seems that the setting is slightly different. For example,
neither the feasible region of (P) nor (PAscaled) can be expected to contain some ǫ-ball. Nevertheless, the
basic procedure could be seen as an oracle for the feasible region of (PAscaled), in the sense that it returns a
cut y when the procedure is not able to prove or disprove the feasibility of (PAscaled). This cut can be used to
define half-spaces that contain some of the blocks of the feasible region of (PAscaled), see item (ii) of Lemma
11. However, the basic procedure is more than a simple oracle and proactively tries to improve the point
received as input. Then, after y is found we try to improve it by decreasing a function constructed around
− log det(·), as in Theorem 12. It might be possible that the update in Theorem 12 could be seen as trying
to approximate the analytic center of some set that contains the feasible region of (PAscaled), but, at this
moment, it is not clear to us the appropriate way of establishing such a connection. Furthermore, the step
where Ai is updated to AiQi (Line 17 in Algorithm 2) does not seem to have a clear counterpart in analytic
center methods. Nevertheless, we think it could be an interesting topic of future research to take a closer
look at the relationship between the methods.
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A The case of semidefinite programming
For ease of reference, we “translate” here Algorithms 1 and 2 for the case of semidefinite programming, see Algorithms
3 and 4. In this case, we have ℓ = 1, r = n, K = Sn+ and E is the space of n × n symmetric matrices Sn. We recall
that if y ∈ Sn+, then ‖y‖1 = 〈e, y〉 = tr y, so the stopping criteria in Algorithm 1 becomes ‖z‖ ≤ 12n tr y. We will use
In to denote the n × n identity matrix. We will write y  0, if y is positive semidefinite and y ≻ 0, if y is positive
definite.
Furthermore, for w ∈ Sn+, the quadratic map Qw is the function that takes x ∈ Sn to wxw. We do not need, in
fact, to explicitly construct the operator Qw. In particular, if Ax = 0 is represented as the set of solutions of m linear
equalities tr (a1x) = 0, . . . , tr (amx) = 0, the first assignment in Line 11 of Algorithm 4 is the same as substituting
every ai by n(w
−1/2aiw−1/2). Finally, as remarked at the end of Section 4, the condition z 6= 0 in Algorithm 3 can
be substituted by yi − z 6 0.
Algorithm 3: Basic Procedure - SDP
Input: A, PA, y1 ≻ 0 such that tr y1 = 1
Output:
1. y  0 such that ‖PAy‖ ≤ 12n ‖y‖1, or
2. a solution to (P), or
3. a solution to (D).
1 i← 1, z ← PAy1.
2 while z 6= 0 and z 6≻ 0 and ‖z‖ > 1
2n
tr yi do
3 Let v be an eigenvector associated to the minimum eigenvalue of z and such that ‖v‖ = 1. Let c← vv⊤.
4 p← PAc.
5 if p = 0 or p ≻ 0 or ‖p‖ ≤ 1
2n
then
6 stop and return c.
7 else
8 yi+1 ← αyi + (1− α)c, where α = 〈p,p−z〉‖z−p‖2 .
9 Set i← i+ 1 and z ← PAyi.
10 return yi.
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Algorithm 4: Main Algorithm - SDP
Input: A, Sn+, ǫ
Output:
1. a solution to (P), or
2. a solution to (D), or
3. “there is no ǫ-feasible solution”.
1 A1 ← A, i← 1 and ǫ˜← 0.
2 Compute PA and call the basic procedure (Algorithm 3) with Ai, PA, Inn and denote its output by y.
3 if y is feasible for (D) or (P) then
4 stop and return y.
5 ρ← tr y
n‖PAy‖ .
6 β ← n−
(
1
ρ
− 1√
n(3n−2)
)
.
7 w←
(
n−β
tr y
)
ρny + βIn.
8 ǫ˜← ǫ˜+ log n− 1
n
log detw.
9 if ǫ˜ < log n+ log ǫ then
10 stop, there is no ǫ-feasible solution.
11 Ai+1 ← AiQw−1/2√n, i← i+ 1. Go to Line 2.
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