ABSTRACT. Generalizing the well-known Shafarevich hyperbolicity conjecture, it has been conjectured by Viehweg that a quasi-projective manifold that admits a generically finite morphism to the moduli stack of canonically polarized varieties is necessarily of log general type. Given a quasi-projective surface that maps to the moduli stack, we employ extension properties of logarithmic pluri-forms to establish a strong relationship between the moduli map and the minimal model program of the surface. As a result, we can describe the fibration induced by the moduli map quite explicitly. A refined affirmative answer to Viehweg's conjecture for families over surfaces follows as a corollary.
INTRODUCTION AND MAIN RESULTS

1.A. Introduction. Let S
• be a quasi-projective manifold that admits a morphism µ : S
• → M to the moduli stack of canonically polarized varieties. Generalizing the classical Shafarevich hyperbolicity conjecture, [Sha63] , Viehweg conjectured in [Vie01, 6.3 
] that S
• is necessarily of log general type if µ is generically finite. Equivalently, if f
• : X • → S
• is a smooth family of canonically polarized varieties, then S • is of log general type as soon as the variation of f
• is maximal, i.e., Var(f • ) = dim S • . We refer to [KK05] , for the relevant notions, for detailed references, and for a brief history of the problem.
Viehweg's conjecture was confirmed for 2-dimensional manifolds S • in [KK05] ; see also [KS06] . Here, we complete the picture. The cornerstone of the proof is an extension theorem for logarithmic pluri-forms, Theorem 2.10. This theorem and its consequences are used to establish a strong relationship between the moduli map µ and the logarithmic minimal model program of the surface S
• . This allows us to give a complete description of the moduli map in those cases where the variation cannot be maximal: the logarithmic minimal model program always ends with a fiber space, and the family comes from the base of this fibration, at least birationally and after suitable étale cover. Previous results and a refined affirmative answer to Viehweg's conjecture for families over surfaces follow as a corollary.
The proof of our main result is rather conceptual and completely independent of the argumentation of [KK05] which essentially relied on combinatorial arguments for curve arrangements on surfaces and on Keel-McKernan's solution to the Miyanishi conjecture in dimension 2, [KMc99] . The present proof, besides giving a more complete picture, does not depend on the Keel-McKernan result at all. Many of the techniques introduced here generalize well to higher dimensions; most others at least conjecturally.
1.B. Main results.
The following is the main result of this paper. Remark 1.2. Neither the compactification S nor the minimal model program discussed in Theorem 1.1 is unique. When running the minimal model program, one often needs to choose the extremal ray that is to be contracted.
A somewhat more precise version of Viehweg's conjecture for surfaces also follows as an immediate consequence of Theorem 1.1, cf. [KK05, Conjecture 1.6]. 
1.C. Conventions and notation.
Throughout the present paper we work over the complex number field. When dealing with sheaves that are not necessarily locally free, we frequently use square brackets to indicate taking the reflexive hull.
Notation 1.4. Let Y be a normal variety and A a coherent sheaf of O Y -modules. Let n ∈ N and set
We will later discuss the Kodaira dimension of singular pairs and the Kodaira-Iitaka dimension of reflexive sheaves on normal spaces. Since this is perhaps not quite standard, we recall the definition here. Notation 1.5. Let Y be a normal projective variety and A a reflexive sheaf of rank one on
= 0 for all n ∈ N, then we say that A has Kodaira-Iitaka dimension κ(A ) := −∞. Otherwise, recall that the restriction of A to the smooth locus of Y is locally free and consider the rational mapping
The Kodaira-Iitaka dimension of A is then defined as
. If Y is smooth and D is a simple normal crossing divisor, define the Kodaira dimension of the complement
is independent of the choice of the compactification Y .
1.D. Outline of proof, outline of paper. The technical core of this paper is the extension result for pluri-log forms, formulated in Theorems 2.10 and 2.15 of Section 2. In essence, it states the following: If (S, D) is a pair of a smooth surface and a reduced divisor with simple normal crossings, (S λ , D λ ) a log-minimal model, and
(log D λ ) any rank-one reflexive sheaf of pluri-log forms, then A λ pulls back to a reflexive sheaf of pluri-log forms in
, where D ′ is a divisor that is only slightly larger than D. Under the conditions of Theorem 1.1, a fundamental result of Viehweg and Zuo asserts that a rank-one reflexive subsheaf
The extension theorem is applied, e.g., in Section 3, in order to give a criterion that is later used to show the fiber space structure of certain minimal models. For an idea of the statement and its proof, consider the setup of Theorem 1.1 in the simplest case where
The log-minimal model (S λ , D λ ) will then either be log-Fano of Picardnumber one, or a Mori-Fano fiber space. To show that (S λ , D λ ) is a Mori-Fano fiber space, we argue by contradiction and assume that ρ(S λ ) = 1. Using this assumption and the existence of A λ , an analysis of the stability of Ω
The Extension Theorem will then show the existence of a big invertible subsheaf B ⊂ Ω 1 S (log D ′ ). This, however, contradicts the well-known Bogomolov-Sommese vanishing result, and the existence of a fiber space structure is shown.
The argumentation in case κ(S • ) = 0 follows a similar outline, but is technically much more involved. Section 4 gathers results that are particular to the case κ = 0, work in any dimension and may be of independent interest. The detailed description of the moduli map for fiber spaces is done in a unified framework in Section 5.
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PART I. TECHNIQUES
EXTENDING PLURI-FORMS OVER SUBVARIETIES OF CODIMENSION ONE
If X is a surface, E ⊂ X a (−1)-curve and ω ∈ H 0 X, Ω p X ( * E) a p-form that is allowed to have arbitrary poles along E, then an elementary computation shows that ω is in fact everywhere regular on X, i.e., ω ∈ H 0 X, Ω p X .
Much of the argumentation in this paper is based on the observation that a slightly weaker result also holds for pluri-log forms, and for somewhat larger classes of divisors. We refer to [vSS85, Fle88] for more general extension results that apply to holomorphic p-forms.
2.
A. Notation and standard facts about logarithmic differentials. We introduce notation and recall two standard facts before stating and proving the extension result in Section 2.C below. These make sense and will be used both in the algebraic and in the analytic category. We refer to [Iit82, Chapt. 11c 
and an associated sheaf morphism
If γ is finite and unramified over Z \ ∆, then dγ is isomorphic.
Remark 2.3.1. The pull-back morphism also gives a pull-back of pluri-log forms,
that obviously extends to a pull-back of rational forms. has no poles along
Notation 2.5. In the setup of Corollary 2.4, we say that "σ has poles as a pluri-log form if and only if γ * (σ) has poles as a pluri-log form".
2.B. Finitely dominated pairs. The formulation of the main extension result in Theorem 2.10 uses the following notion, which slightly generalizes quotient singularities. Surface singularities that appear in certain variants of the minimal model program are often finitely dominated by smooth analytic pairs. In the rest of this subsection we discuss a class of examples that will become important later. Proof. Let z ∈ (Z, ∆) sing be an arbitrary singular point. If z ∈ ∆, then the statement follows from [KM98, 4.18] . We can thus assume without loss of generality for the remainder of the proof that z ∈ ∆.
To continue, observe that for any rational number 0 < ε < 1, the non-reduced pair (Z, (1 − ε)∆) is numerically dlt; see [KM98, 4 .1] for the definition and use [KM98, 3.41] for an explicit discrepancy computation. By [KM98, 4.11], Z is then Q-factorial. Using Q-factoriality, we can then choose a sufficiently small Zariski neighborhood U of z and consider the index-one cover for ∆∩U . This gives a finite morphism of pairs γ : ( U , ∆) → (U, ∆ ∩ U ), where the morphism γ is branched only over the singularities of U , and where
.19] for the construction. Choose any point z ∈ γ −1 (z). Since discrepancies only increase under taking finite covers, [KM98, 5.20 ], the pair ( U , ∆) will again be dlc. In particular, it suffices to prove the claim for a neighborhood of z in ( U , ∆). We can thus assume without loss of generality that z ∈ ∆ and that ∆ is Cartier in our original setup. Next, we claim that (Z, ∅) is canonical at z. In fact, let E be any divisor centered above z, as in [KM98, 2.24]. Since z ∈ ∆, and since ∆ is Cartier, the pull-back of ∆ to any resolution where E appears will contain E with multiplicity at least 1. In particular, we have the following inequality for the log discrepancies:
By [KM98, , Z has a Du Val quotient singularity at z. Again replacing Z by a finite cover of a suitable neighborhood of z, and replacing z by its preimage in the covering space, we can henceforth assume without loss of generality that Z is smooth. But then the claim follows from [KM98, 4.15].
2.C. The extension theorem for finitely dominated pairs. The following is the main result of the present section. It asserts that any log form defined outside of a divisor E can be extended to the whole space if E contracts to a singularity which is finitely dominated by a smooth analytic pair. Theorem 2.10 holds in arbitrary dimension. 
is reflexive. Remark 2.10.1. Let E ⊂ Y be the exceptional set of ψ. Then Theorem 2.10 is equivalent to the statement that for any open set U ⊂ Z with preimage V := ψ −1 (U ) and any form
Hence the name "extension theorem".
Remark 2.10.2. For an example in the simple case where ∆ = ∅, let Y be the total space of O P 1 (−2), and let E be the zero-section. It is not very difficult to write down a pluri-log form
Because E contracts to a quotient singularity, this example shows that Theorem 2.10 holds only for log-differentials, and that the boundary given in Theorem 2.10 is the smallest possible.
In order to construct σ, consider the standard coordinate cover of Y with open sets U 1,2 ≃ A 2 , where U i carries coordinates x i , y i and coordinate change is given as
1 , x 2 1 y 1 ). In these coordinates the bundle map U i → P 1 is given as (x i , y i ) → x i , and the zerosection E is given as E ∩ U i = {y i = 0}. Now take
. Proof of Theorem 2.10. Assume that we are given an open set U and a form σ as in Remark 2.10.1. Since the extension problem is local on Z in the analytic topology, we can shrink Z and assume without loss of generality that there exists a finite, surjective morphism γ : ( Z, ∆) → (Z, ∆) from a smooth pair ( Z, ∆).
Let Y be the normalization of Y × e Z Z and Γ ⊂ Y the reduced preimage of Γ. Then we obtain a commutative diagram of surjective morphisms of pairs as follows,
where
sing red is the exceptional set of the morphism ψ. Let B ⊂ Z be the branch divisor of γ, i.e., the minimal codimension-1 set such that γ e
is étale in codimension one. Let ψ
is contained in the log-smooth locus of ( Y , Γ). We will use two of its main properties explicitly. These are contained in the following Claims.
Proof. We need to show that
Since Y is normal, the log-singular locus ( Y , Γ) sing has codimension at least 2. Since γ is finite, this gives codim Y γ ( Y , Γ) sing ≥ 2. It is also clear that ψ −1 * (B) and E have no common component, so
Proof. By construction, γ is étale outside of E ∪ ψ −1 * (B). To prove Theorem 2.10, we need to show that σ extends to all of Y as a pluri-log form, i.e., that the associated section
Y (log(Γ + E Γ )) ( * E) has no poles along E as a pluri-log form. Sinceσ certainly has no poles outside of E, and since Sym n Ω 1 Y (log(Γ + E Γ )) is locally free, Claim 2.10.3 implies that it suffices to show that the restrictionσ Y 0 has no poles along E ∩ Y 0 as a pluri-log form. In particular,
By Corollary 2.4 and Claim 2.10.4, it suffices to show that the pull-back γ
does not have any poles along Y 0 ∩ E as a pluri-log form. For that, recall that ψ is an isomorphism over (Z, ∆) reg . Hence the form σ gives rise to a form
Since ( Z, ∆) is log-smooth, Fact 2.3 asserts that the pull-back of τ extends to a pluri-log 
) and hence we obtain that there exists a morphism
, which is an isomorphism, in particular an embedding, on Y \ E. This remains true after taking the double dual of these sheaves. Therefore the kernel of the map
) is a torsion sheaf and the fact that
is torsion-free implies the statement. 2.D. Extensions of Viehweg-Zuo sheaves. We believe that the conclusion of Theorem 2.10 holds for a larger class of singularities than those that we need to discuss here. Thus it makes sense to introduce the following notation.
Definition 2.12. Let (Z, ∆) be a reduced pair in the sense of Definition 2.1. Then we will say that the extension theorem holds for (Z, ∆) if for any log-resolution ψ :
is reflexive, where E Γ denotes the union of the ψ-exceptional divisors that are not contained in Γ, and n ∈ N is arbitrary. Example 2.13. Example 2.9 and Theorem 2.10 imply that the extension theorem holds for dlc surface pairs.
We will later consider log-smooth reduced pairs (Z, ∆) and morphisms f : Y → Z whose restriction to Z \ ∆ is a smooth family of canonically polarized varieties. If f has positive variation, Var(f ) > 0, then Viehweg and Zuo have shown in [VZ02, Thm. 1.4] that there exists a positive number n and an invertible subsheaf
We call this a Viehweg-Zuo sheaf on (Z, ∆). More generally and more precisely, we use the following definition.
Definition 2.14. Let (Z, ∆) be a reduced pair. A reflexive sheaf A of rank 1 is called a Viehweg-Zuo sheaf if for some n ∈ N there exists an embedding A ⊂ Sym
[n] Ω 1 Z (log ∆). The extension theorem will be used later to pull-back Viehweg-Zuo sheaves to log resolutions. The following Theorem shows how this is done. Remark 2.16. Under the conditions of Theorem 2.15, observe that the Kodaira-Iitaka dimension of C is at least the Kodaira-Iitaka dimension of A , i.e., κ(C ) ≥ κ(A ).
VIEHWEG-ZUO SHEAVES ON LOG MINIMAL MODELS
The existence of a Viehweg-Zuo sheaf of positive Kodaira-Iitaka dimension clearly has consequences for the geometry of the underlying space. The following theorem will later be used to show that a given pair is a Mori-Fano fiber space. This will turn out to be a key step in the proof of our main results. We refer to Definition 2.14 for the notion of a Viehweg-Zuo sheaf. Proof. We argue by contradiction and assume that ρ(Z) = 1. Let C ⊂ Z be a general complete intersection curve. Since C is general, it avoids the singular locus (Z, ∆) sing . By (3.1.3), the restriction Ω 1 Z (log ∆) C is a vector bundle of non-positive degree, (3.2.1)
is not nef. In particular, we claim that Ω 1 Z (log ∆) C admits a subsheaf of positive degree. Indeed, if Ω 1 Z (log ∆) C were anti-nef, then none of its symmetric products Sym n Ω 1 Z (log ∆) C could contain a subsheaf of positive degree. However, since C is general, the restriction of the Viehweg-Zuo sheaf to C is a locally free subsheaf A C ⊂ Sym n Ω 1 Z (log ∆) C of positive Kodaira-Iitaka dimension, and hence of positive degree. This proves the claim.
As a consequence of the claim and of Equation (3.2.1), we obtain that Ω Z (log ∆) denotes the maximal destabilizing subsheaf, its slope µ(B) is positive. The assumption that ρ(Z) = 1 and Q-factoriality then guarantees that B is Q-ample. In particular, its Kodaira-Iitaka dimension is maximal, κ(B) = 2. 
For the reader's convenience, we recall a few notions of higher dimensional geometry used in the formulation of Proposition 4.1. 
Remark 4.3. The existence of log minimal models and log abundance for minimal models is currently known for dim Y ≤ 3, see [KM98, 3.13] for references concerning abundance. Both are expected to hold in any dimension-see [BCHM06, Siu06] for the latest progress.
Proof of Proposition 4.1. Let k ∈ N
+ be the index of K Y λ + D λ , i.e., the smallest number 4.B. The index-one cover in the presence of a Viehweg-Zuo sheaf. We will later consider the index-one cover in the presence of a Viehweg-Zuo sheaf A . If κ(A ) > 0, we will show that Y is uniruled, and that the boundary cannot be empty. A similar line of argumentation was used in [KK05, KK07] .
Proposition 4.5. Under the conditions of Proposition 4.1 further assume that there exists a Viehweg-Zuo sheaf
The following-rather elementary-statements are used in the proof of Proposition 4.5. We formulate two separate lemmas for later reference. 
Lemma 4.6. Let (Y, D) be a log-smooth pair and assume that there exists a Viehweg-Zuo sheaf
A ⊂ Sym n Ω 1 Y (log D). If λ : Y Y λ
is a birational map whose inverse does not contract any divisor, Y λ is normal and D λ is the cycle-theoretic image of D, then there exists a Viehweg-Zuo sheaf
A λ ⊂ Sym [n] Ω 1 Y λ (log D λ ) of Kodaira-Iitaka dimension κ(A λ ) ≥ κ(A ).• λ ⊂ Y λ whose complement has codimension codim Y λ (Y λ \ Y • λ ) ≥ 2. In particular, D λ Y • λ = λ −1 Y • λ −1 D. Let ι : Y • λ ֒→ Y λ denote the embedding and set A λ := ι * (λ −1 Y • λ ) [ * ] A .
Fact 2.3 gives an inclusion
A λ ⊂ Sym [n] Ω 1 Y λ (log D λ ). By construction h 0 Y λ , A [m] λ ≥ h 0 (Y, A ⊗m ) for all m > 0, hence κ(A λ ) ≥ κ(A ).
Lemma 4.7. Under the conditions of Proposition 4.1 further assume that there exists a Viehweg-Zuo sheaf
Proof. Let A λ be defined as in Lemma 4.6, and set A λ := γ [ * ] A λ . The facts that A λ is reflexive and that γ is étale imply that there exists an embedding
Proof of Proposition 4.5. Since uniruledness is a birational property, and since images of uniruled varieties are again uniruled, it suffices to show the claim for Y λ . We argue by contradiction and assume that Y λ (and then also Y ) is not uniruled -by [BDPP04, Cor. 0.3] this is equivalent to assuming that K e Y is pseudo-effective. Again by [BDPP04, Thm. 0.2], this is in turn equivalent to the assumption that K e Y · C ≥ 0 for all moving curves C ⊂ Y .
As a first step, we will show that the assumption implies that the (Weil) divisor D λ is zero. To this end, choose a polarization of Y λ and consider a general complete intersection curve C λ ⊂ Y λ . Because C λ is a complete intersection curve, it intersects the support of the effective divisor D λ if the support is not empty. By general choice, the curve C λ is contained in the smooth locus of Y λ and avoids the indeterminacy locus of λ −1 . Its
is then a moving curve in Y which intersects D positively if and only if the Weil divisor D λ is not zero. But
so D · C = 0. In particular, D λ is the zero divisor. This, combined with the fact that
is Cartier and its associated sheaf is trivial. In particular, the restrictions Ω (log D λ ). As C λ is a general curve, the re-
has positive degree. In particular, Proof. Again, we assume to the contrary that D λ is empty. Proposition 4.1 then implies that κ( Y ) = 0, while Proposition 4.5 asserts that Y is uniruled, a contradiction.
UNWINDING FAMILIES
We will consider projective families g : Y → T where the base T itself admits a fibration ρ : T → B such that g is isotrivial on all ρ-fibers. It is of course generally false that g would be the pull-back of a family defined over B. We will, however, show in this section that in some situations the family g does become a pull-back after a suitable base change.
We use the following notation for fibered products that appear in our setup.
Notation 5.1. Let T be a scheme, Y and Z schemes over T and h : Y → Z a T -morphism. If t ∈ T is any point, let Y t and Z t denote the fibers of Y and Z over t. Furthermore, let h t denote the restriction of h to Y t . More generally, for any T -scheme T , let
denote the pull-back of h to T . The situation is summarized in the following commutative diagram.
The setup of the current section is then formulated as follows.
Assumption 5.2. Throughout the present section, consider a sequence of morphisms between algebraic varieties,
where g is a smooth projective family and ρ is smooth of relative dimension 1, but not necessarily projective. Assume further that for all b ∈ B, there exists a smooth variety F b such that for all t ∈ T b , there exists an isomorphism Y t ≃ F b .
5.A. Relative isomorphisms of families over the same base.
To start, recall the wellknown fact that an isotrivial family of varieties of general type over a curve becomes trivial after passing to an étale cover of the base. As we are not aware of an adequate reference, we include a proof here.
Lemma 5.3. Let b ∈ B and assume that Aut(F b ) is finite. Then the natural morphism
ι : I = Isom T b (Y b , T b × F b ) → T b
is finite and étale. Furthermore, pull-back to I yields an isomorphism of I-schemes Y
Proof. Consider the T b -scheme
, hence I is one-dimensional and length(I t ) is constant on T b . Since I is open in H, the union of components of H that contain I, denoted by H I , is also one-dimensional. Recall that H → T b is projective, so H I → T b is also projective, hence finite. Since H → T b is flat, length(H t ) is constant. Furthermore, I ⊆ H I is open, so H I t = I t and hence length(H t ) = length(I t ) for a general t ∈ T b . However, we observed above that length(I t ) is also constant, so we must have that length(H t ) = length(I t ) for all t ∈ T b , and since I ⊆ H I , this means that I = H I and ι : I → T b is finite and unramified, hence étale.
In order to prove the global triviality of Y I , consider Isom I (Y I , I × F b ). Recall that taking Hilb and Isom commutes with base change, and so we obtain an isomorphism
This scheme admits a natural section over T b , namely its diagonal, which induces an Iisomorphism between Y I and I × F b .
The preceding Lemma 5.3 can be used to compare two families whose associated moduli maps agree. We show that in our setup any two such families become globally isomorphic after changing base.
Lemma 5.4. In addition to Assumption 5.2, assume that there exists another projective morphism, Z → T , with the following property: for any b ∈ B and any t ∈ T b , we have 
Remark 5.6.3. If the general ρ-fiber is isomorphic to P 1 or A 1 , the morphism τ is necessarily an isomorphism. Shrinking B
• further, if necessary, ρ :
• will then even be a trivial P 1 -or A 1 -bundle, respectively.
Proof. Shrinking B, if necessary, we may assume that all ρ-fibers are isomorphic to P 1 , A 1 or (A 1 ) * , and hence that T is smooth. Then it is always possible to find a relative smooth compactification of T , i. 
* , respectively, and σ(b) ∈ D. Using that any connected finite étale cover of T b is again isomorphic to T b , and shrinking B
• further, Corollary 5.5 yields the claim.
Remark 5.7. Throughout the article we work over the field of complex numbers C, thus we kept that assumption here as well. However, we would like to note that the results of this section work over an arbitrary algebraically closed base field k.
PART II. PROOF OF THEOREM 1.1
SETUP AND NOTATION
The cases κ(S • ) = −∞, 0 and 1 are considered separately in Sections 7-9 below. The following setup and notation will be used throughout the rest of the article: As in Theorem 1.1, we fix a smooth compactification S
• ⊂ S such that D := S \ S • is a divisor with simple normal crossings. The log minimal model program then yields a birational morphism λ : S → S λ , with the following properties. 
In this case, the log canonical bundle K S + D has negative Kodaira-Iitaka dimension, and (S λ , D λ ) is a pair that either has the structure of a Mori-Fano fiber space or is a logFano pair with Picard number ρ(S λ ) = 1. However, since the extension theorem holds, Theorem 3.1 rules out the case that ρ(S λ ) = 1. The pair (S λ , D λ ) thus always admits a fibration, independently of the choices made in its construction. In particular, there exists a smooth curve C and a fibration π λ : S λ → C with connected fibers, such that −(K S λ + D λ ) intersects the general fiber positively.
Setting π := π λ • λ, the general fiber F of π is then a rational curve that intersects the boundary in one point, if at all. In particular, the restriction of the family f
• to F ∩ S 8.C. Minimal models of ( S λ , D λ ). Since D λ is not empty and K e S λ ≡ − D λ , it follows that for any rational number 0 < ε < 1,
Choose a rational number 0 < ε < 1 and perform a minimal model program for the pair S λ , (1 − ε) D λ . This will produce a birational morphism µ : S λ → S µ . Let D µ be the cycle-theoretic image of D λ . Since S λ , (1 − ε) D λ has dlt singularities, the pair S µ , (1 − ε) D µ will also be dlt, in fact, it will be klt. Proof. Since F c is a general fiber, A
[r]
λ Fc is an invertible sheaf for any r ∈ Z by (8.1.3). In particular, A
Then there exists a non-trivial and hence injective morphism
The triviality of the sheaf Ω λ Fc is a line bundle of non-positive degree that has a global section. Consequently it is trivial. Since F c ≃ P 1 , this implies the statement.
8.E. Non-triviality of
, let F c be a general π-fiber and y ∈ F c a general point of F c . The triviality of A λ on F c can now be used to compare the value of σ at a y with its value at a point where F c hits the boundary D λ . It will follow that σ is completely determined by the values it takes on the boundary. Since a section in the trivial bundle is determined by its value at any given point, a section σ ∈ H 0 S λ , A We will use the following sequence that relates restrictions of log-forms with log-forms on the restriction-the sequence is discussed in [KK05, 2.13].
(8.9.1) 0
Along with this sequence comes the standard filtration of the symmetric product,
with quotients
See [Har77, ex. II.5.16] for details. As in Remark 8.8, let ι be the injection of the ViehwegZuo sheaf A λ into the sheaf of pluri-log differentials Sym Next consider (8.9.2) for p = 1. If β 1 • ι 1 is non-zero, the proof is finished. Otherwise, ι 1 factors via an injection ι 2 : A λ f D ′ λ → F 2 , and we consider (8.9.2) for p = 2, etc. This process must stop after no more than n steps. Thus the claim is shown. 2) The general fiber is isomorphic to P 1 and D intersects the general fiber in exactly two points.
