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Abstract Video decoding and image processing in embedded systems are subject to
strong resource constraints, particularly in terms of memory. List-scheduling heuris-
tics with static priorities (HEFT, SDC, etc.) being the oft-cited solutions due to both
their good performance and their low complexity, we propose a method aimed at in-
troducing the notion of memory into them. Moreover, we show that through adequate
adjustment of task priorities and judicious resort to insertion-based policy, speedups
up to 20% can be achieved. We also show that our technique allows to prevent dead-
lock and to substantially reduce the required memory footprint compared to classic
list-scheduling heuristics. Lastly, we propose a methodology to assess the appropri-
ateness of dynamic scheduling in this context.
Keywords Task graphs · scheduling · memory · system on chip · video decoding
1 Introduction
At a time when the convergence of digital terminals is pushing the limits of multime-
dia integration, including for features once reserved to ad hoc devices, it is no longer
uncommon to come across mobile phones capable of playing streaming video re-
ceived wirelessly from the Internet. Nonetheless, it does not mean that the operation
consisting in decoding a video stream has become a trivial job suitable for sequen-
tial processing by any low-end, general-purpose embedded processor. Actually, the
complexity [22] of recent video-coding algorithms, such as the H.264/AVC [29] and
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its successor HEVC [26], makes the use of a single processing element impractical
unless poor-quality reproduction is admissible. Instead, the solution consists in re-
sorting to parallel processing with specialized hardware accelerators for a number of
performance-demanding tasks.
In this paper, we study parallel scheduling of video-coding and image-quality-
improvement applications in an embedded parallel heterogeneous computing envi-
ronment. In particular, traditional list-scheduling heuristics exhibit good performance
while remaining of relatively low complexity, and therefore lend themselves well
to the lightweight embedded systems. However, existing parallel scheduling algo-
rithms are mostly geared towards high-performance computing with no particular
constraints on memory size, whereas in embedded environments reducing memory
footprint is of major concern. That is what motivates our work.
In this work, we used a model of an embedded platform from STMicroelectron-
ics called STHORM (formerly P2012) [4, 21] for conducting our study. STHORM
is a system on chip (SoC) consisting of a number of general-purpose processing el-
ements and specialized hardware accelerators, all sharing a very limited amount of
level-one memory (typically 256 KiB). In order to take into account the limited level-
one memory size of STHORM, we extended the previously proposed list-scheduling
heuristics by introducing additional memory constraints to the scheduling process.
The main contribution of the paper is the following: as the raw enforcement of mem-
ory constraints yields poor schedules or even deadlocks, we devised a scheme that
ensures the absence of deadlock and helps to find the best trade-off between memory
footprint and makespan. We also present a method to help position the scheduling
strategy within the spectrum from static to dynamic.
The remainder of this paper is organized as follows: Section 2 discusses some re-
lated work; Section 3 describes the computation model being used; Section 4 formally
defines and discusses the problem; Section 5 presents the core contribution, which is
a method to adapt priority of list-scheduling heuristics accounting for memory con-
sideration; Section 6 shows our results using a STHORM simulation environment;
and finally, Section 7 summarizes our contributions and proposes future directions.
2 Related Work
In embedded systems, the problem of executing an application on a SoC is often
modeled by scheduling a dataflow graph. However, even recent models derived from
synchronous dataflow (SDF [17]) like schedulable parametric dataflow (SPDF [8]),
do not take into account all the dynamics of the application, like varying execution
time of tasks. Moreover, most SoC’s are heterogeneous with general-purpose proces-
sors coupled with accelerators (hardware processing elements). Such heterogeneity
is not captured by these modern dataflow models of computation.
Scheduling task graphs on parallel machines is NP-hard even in the case of ho-
mogeneous parallel machines [16]. This justifies using heuristics to address the prob-
lem. List scheduling is a technique that is widely acknowledged for its good trade-off
between its complexity and the quality of the solution [1]. The principle is to assign
priorities to tasks and to sort them in a list ordered by decreasing priority; thus, among
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available tasks, the first to be executed is always the one having the highest priority,
that is the first in the list. As soon as a task has been scheduled, it is removed from
the list. Ties are broken randomly, if any.
In the heterogeneous case, many heuristics have been proposed in the literature
(see [6] for a study of around 20 of them). Among those, HEFT [27] is a popular
list-scheduling heuristics where task priorities are computed using the average bot-
tom level1 [15]. SDC [24] is another list-scheduling heuristics aiming at addressing
some additional issues, including resource scarcity—when only few resources can
execute a given subset of tasks—and descendant effect—considering scheduling a
task on a less powerful processor if it cuts communication costs. Moreover, there
exist list-scheduling heuristics based on non-static priorities: for instance, Dynamic-
Level Scheduling (DLS) [25] has priorities varying during the scheduling process.
This class of heuristics is excluded from our study, in spite of good performance,
due to their huge complexity and running times: DLS’s time complexity is O(v3×q),
where v is the number of tasks and q the number of processors, and it has been shown
that, compared to a number of heuristics with static priorities, it is the slowest [27].
Concerning memory constraints, preliminary work dates back to register allo-
cation [23]. There also exists work for optimizing footprint for dataflow graphs [5]
or for scheduling jobs in batch schedulers [3]. It is also known that optimizing the
makespan under resource constraints is NP-Hard for almost all non-trivial prob-
lems [16]. For some application-specific research, there exists work aimed at mini-
mizing the memory footprint. This is the case for direct sparse matrix solvers [11,19].
Recent work [12,20] has studied the case of parallelizing tree-shaped task graphs tar-
geting memory usage and makespan. Their model is slightly different from ours as
the memory cost is associated with each task. Our model is somehow more general
as we can express the fact that memory slots are shared across different tasks (in
this case, when two independent tasks share the same slot, the memory cost does
not depend on whether they are executed sequentially or in parallel). This work has
been recently extended to arbitrary structures in [13]. In all cases, minimizing the
memory footprint is NP-hard. Interestingly [20] shows that for tree-shaped applica-
tions each criteria (makespan and memory constraints) can be optimized optimally in
polynomial time, but the multi-criteria problem (minimizing makespan under a given
memory bound) is NP-hard.
Lastly, as regards real-time scheduling, [2] presents a scheme that takes mem-
ory constraints into account, but it is more geared toward hard real-time tasks with
deadlines, which is not compatible with our model.
Therefore we see that, to the best of our knowledge, we are lacking studies and
solutions for scheduling applications on embedded systems using a fast technique
(e.g. list scheduling) and dealing with memory constraints and variable task execution
times. The goal of the remainder of this paper is to address this need.
1 The bottom level is also sometimes referred to as the upward rank.
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3 Definitions and Models
We here expose in further details the context of our work, and the entailed model of
the platform, the execution, and the memory constraints.
3.1 Computing Environment
In the context of embedded image processing, a homogeneous solution based on
general-purpose processors would be too expensive and inefficient, while application-
specific integrated circuits (ASICs) exhibit very good performance, but are too spe-
cialized and lack flexibility. A heterogeneous platform integrated in a SoC comprising
both specialized hardware accelerators and general-purpose processors is therefore a
widely accepted solution [9, 14, 28].
The target of our research, the STHORM computing platform, consists of both a
number of general-purpose, programmable cores called software processing elements
(SWPEs) executing generic software such as the runtime system and software imple-
mentations of filters, and a number of specialized, hard-wired accelerators, called
hardware processing elements (HWPEs) which execute hardware-implemented fil-
ters. Two levels of memory are available. The first level is a local memory tightly
coupled to PEs, therefore it is more efficient and more costly, thus available in lim-
ited amount, expressed here in number of slots: it only stores the data being currently
processed (e.g. a line of pixels or a macroblock from an image). The second level
is an external memory located farther from the PEs, therefore suffering from an in-
creased latency2 while being cheaper and thus able to accommodate much more data,
including those already processed and those yet to be processed. Transfers between
these two levels are conducted by a direct memory access (DMA) controller.
In order to be able to leverage classical scheduling heuristics such as HEFT, while
still being general enough to be applied to most real-world embedded architectures,
we consider some simplifying assumptions, and come up with the following model:
– The platform is composed of several independent processing elements (PEs). For
a given task, PEs have differing efficiencies according to their type, or may even
not be able to execute it at all. For instance, HWPEs can only execute the task
they were designed for, and memory-transfer tasks can only be run by the DMA
controller, which cannot execute any other kind of task.
– Data originally lie in the external memory, and have to be transferred to the local
memory through DMA in order to be worked on.
– To execute tasks, PEs access the data located in the local memory. The latency
and bandwidth costs of this access are assumed to be contentionless, and are
comprised in the task duration.
The first assumption is actually not a simplification: it only states how the STHORM
platform works. The second one reflects the way target applications (such as image-
processing algorithms) are typically implemented on similar architectures for per-
2 The orders of magnitude of the latency for local and external memories are respectively 1 cycle and
100 cyles.
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formance matters. The last assumption is the only real simplification: contentionless
accesses to the local memory usually cannot be guaranteed on real platforms. Never-
theless, the overhead incurred by contention can be neglected in most cases. Lifting
this assumption is left as future work.
3.2 Execution Model
In the STHORM environment, applications are usually programmed following the
dataflow model of computation. An application is thus represented by a dataflow
graph (DFG) made of a set of parallel actors connected via a set of FIFOs used for
communicating data tokens3. An application execution consists of multiple parallel
firings of actors. Each actor firing consists of three ordered and indivisible steps:
consuming some number of data tokens in the actor’s input FIFOs, performing some
computation based on these input tokens, and producing some number of tokens on
the actor’s output FIFOs. To adapt this model for list scheduling, we will assimilate
the firing of an actor with a task. A single actor thus usually generates multiple tasks,
one per firing. This results in a classical directed acyclic graph (DAG) to be scheduled
over the available PEs.
Transforming a DFG into a DAG consists in unrolling several iterations of the
DFG by simulating and building the respective tasks and their dependencies. This is
a straightforward technique. How many iterations are instantiated depends on the fol-
lowing factors. On the one hand, the more iterations the larger the DAG and the better
our understanding of the application. It is therefore easier to take good scheduling de-
cisions if we have a large graph. On the other hand, the DAG can become very large
and therefore the time for scheduling can increase sharply. More importantly, the size
of the schedule may exceed the available memory to store it on the embedded system.
The solution consists in finding a trade-off between the quality of the schedule and
its size. Such decision is left to the application designer. Technically it is however
possible to apply the same schedule window by window as if the DFG were unrolled
dynamically.
3.3 Memory Model
To take memory constraints into account, we introduce a new, dedicated kind of tasks:
memory-slot allocation and release. Once a memory slot has been allocated by an
allocation task, its reference is passed between actors as a data token, up to the task
that releases it. Such kind of tasks can only be run by a SWPE, and their scheduling
is more complex than regular tasks.
Indeed, when it is run, each of them can either consume or release a given amount
of local memory expressed as a number of tokens. In order to keep the model simple,
we assume—without loss of generality—that one memory slot can accommodate
exactly one data token. The token transfer of such a task is expressed as an algebraic
3 A token is the smallest unit of data that can be processed by a task. It is application specific; e.g. for
an image-processing algorithm, it can be a line of pixels.















Fig. 1 Example DAG for the TNR algorithm. A single line of pixels is handled. For n lines, double-
suffixed tasks have to be run n times. alloc 0 0 consumes memory while free 0 0 releases memory.
estimateFrameNoise 0’s successor is frameController 1 and is thus not represented on this figure.
cost: positive if it allocates memory or negative if it releases memory. The number
of available slots is updated on each task execution by subtracting algebraically its
cost; it shall always be nonnegative: when it becomes zero, the scheduler first has to
schedule some releaser tasks before being allowed to schedule other allocators.
Figure 1 illustrates the model described above with a DAG representing an image-
quality-improvement algorithm that applies a temporal noise reduction (TNR) to
each line of pixels. The graph comprises only one instance (i.e. task) of each ac-
tor because any one of them does the same parallel processing on all pixel lines
included in the frames that compose a video sequence4. Simple-suffixed nodes (e.g.
frameController 0) are executed once per frame while double-suffixed nodes (e.g.
tempUV 0 0) are run once per line; the numbers indicate image and line numbers, re-
spectively.
The TNR application works as follows: hostController is run by the host pro-
cessor of the SoC to introduce a full frame into the external memory; frameController
launches the processing from a SWPE; lineController0 and 1 program the DMA
to, respectively, read and write the data in the external memory. The critical part be-
gins with the alloc actor which allocates a memory slot for a whole line in the local
memory. This slot is filled by a transfer from the external memory by the src actor,
and after treatment (described below) is transferred back to the external memory by
the dst actor, after which the memory slot in the local memory can be released by
the free actor. estimateLineNoise and estimateFrameNoise evaluate frame n’s
noise level so as to calibrate the processing for frame n+ 1. Lastly, spaY, tempUV,
4 Thus, from a processing viewpoint, pixel lines are independent.
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tempY and motionDetect analyze the frame in order for fading to be able to apply
the appropriate correction.
It should be noted that src and dst can only run on the DMA. As we have only
one DMA controller on the platform, these tasks are serialized during the execution
of the graph. This scheme ensures the absence of data races on the DMA: memory
transfers are executed one after the other.
4 Problem Definition
Based on the models described in Section 3, we define the problem we tackled as
follows.
4.1 Inputs
Let G= (V,E) be a directed acyclic task graph (DAG) modeling the application. Each
task vi ∈ V corresponds to a firing of an actor and each edge (vi,v j) ∈ E models a
dependency between two tasks. We have a heterogeneous environment composed of
m heterogeneous processing elements (PEs) being all able to access S memory slots
in the local memory. The duration of task vi on PE j is noted wi, j. When a PE j
cannot execute task vi we have wi, j =+∞. Otherwise, to account for the fact that task
durations may depend on the input data, wi, j is a random variable that follows a law
in [0,+∞[.
We also need to distinguish the memory tasks, which allocate or release memory.
They have negligible but non-zero durations. We call VM ⊂ V the set of all memory
tasks. The number of memory slots allocated or released by task vi ∈ VM is cost(vi),
which is positive when the task allocates slots (consumer task), or negative when the
task releases slots (releaser task). Each consumer task is paired with the correspond-
ing releaser task, therefore we have a bijection function called pair:
∀vi ∈VM,∃!v j ∈VM,
{
v j = pair(vi) ∈VM
cost(vi)+ cost(v j) = 0
.
Lastly, there always exists a path from vi, cost(vi)> 0, to pair(vi) in G to ensure that
the reference of the allocated memory slot is passed from actor to actor, starting from
its consumer task, down to its releaser task.
4.2 Metrics
The goal of the problem is to schedule the tasks on the available PEs in compliance
with resource constraints and task dependencies. We have two metrics to optimize:
the average makespan Cmax (i.e. the finish time of the last task) and the average mem-
ory usage Mmax. We take an average metrics to account for random task durations.
The memory-usage metrics is defined as follows.















(a) DAG leading to conflict-
ing objectives for makespan and
memory consumption. Duration

















































(b) DAG leading to a deadlock even with two available mem-
ory slots.
Fig. 2 DAG examples with memory-slot allocations and releases: cost(i+) = +1, cost(i−) =−1.









and the schedule has to respect the available number of slots:
Mmax ≤ S .
4.3 Discussion
The above problem is a multi-criteria problem as memory usage and makespan are
conflicting objectives. Let us take the DAG of Fig. 2(a). Tasks with a subscripted “+”
allocate one memory slot (they are consumers) , tasks with a subscripted “-” release
one slot (they are releasers) and task i+ is paired with task i−. Hence ∀i cost(i+) =+1
and cost(i−) =−1 and i− = pair(i+). Moreover, the duration of all memory tasks is
0 and the duration of all the n other tasks (i.e. t1 . . . tn) is 1. In this case, if we schedule
sequentially each 3-task thread we reach Mmax = 1 but Cmax = n, and if we parallelize
on n resources we have Cmax = 1 but Mmax = n.
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4.4 Motivating Example
Not all scheduling heuristics that respect precedence constraints can produce valid
schedules respecting memory constraints. Indeed it may happen, if we do not have
enough memory slots, that the scheduling heuristics deadlocks.
An example of DAG that leads to a deadlock is given in Fig. 2(b). Here again,
tasks with a subscripted + allocate one memory slot and tasks with a subscripted −
release one memory slot. Moreover, we can note that the number of machines is of
no importance for the memory usage. Indeed, the memory is shared by the nodes and
hence, the memory usage is only influenced by the order in which memory is allo-
cated or released. Following the priorities shown in Fig. 2(b)’s table, on one proces-
sor, the scheduling sequence B+, D+ deadlocks if we have only two memory slots.
Indeed, after executing B+ and D+, the only tasks that can be executed consume
memory (A+ or C+). Therefore HEFT and SDC, whatever the number of available
resources, will deadlock on this example. With two memory slots, a solution consists
in executing the left part and the right part of the DAG one after the other: the se-
quence A+, B+, E, H−, I−, C+, D+, G, J−, K−, F is a valid schedule with 2 available
memory slots.
Therefore, having a scheduling heuristics that takes into account memory con-
straints is necessary to obtain schedules that do not deadlock.
4.5 NP-hardness
It is well known that minimizing Cmax alone is NP-hard, but minimizing Mmax alone
is NP-hard as well. The above problem is similar to the register allocation problem
which is known to be NP-hard [7] by a reduction from graph coloring. However it is
not trivially reducible to our problem. To show the NP-hardness of our problem we
show that the associated decision problem is NP-complete with a reduction from the
pebble game defined as follows.
The Pebble(K) problem
As input we have a DAG H and an infinite set of labeled pebbles. Pebbles will be put
on the nodes of H. Let us define the game with the following allowed moves:
1. Pick a pebble from a node, if there is one.
2. If there are pebbles on every direct predecessor of a node x, then place a pebble
on x (thus a node without predecessor can be pebbled at any time).
Labels can be sequential numbers used to count the number of pebbles put on H
at any time of the game in constant time.
The goal of the game is, starting from a graph without any pebble, to find a se-
quence of moves such that every node is pebbled exactly once. In [23], Sethi shows
that finding a sequence of moves using less than K pebbles is NP-complete5. More
5 If a node can be pebbled more than once, then the problem is PSPACE-complete (and hence NP-Hard),
but probably not in NP [10]
































(b) Reduction of the Pebble input on the left to
a Mmax input.
Fig. 3 Input example for the Pebble to Mmax problem.
precisely, the author proposes a third move that allows to slide a pebble from one
predecessor of node v to v, if all predecessors of v are pebbled. However, it is proved
in [10] that not allowing pebble sliding always increases by exactly one the number of
required pebbles, whatever the input graph H. Hence both versions are NP-complete.
Minimizing Mmax is NP-hard
First, we recall that, due to shared-memory model, the number of machines where
the input graph G is scheduled is of no importance: only the order in which memory
is allocated or released is relevant. In the example of Fig. 2(b), the one-machine
schedule A+, B+, E, H−, I−, C+, D+, G, J−, K−, F has a memory usage of 2, while
the schedule A+, C+, B+, D+, E, G, F , H−, I−, J−, K− has a memory usage of 4.
Second, we call Mmax(M) the associated decision problem for minimizing Mmax:
given an integer M and an input graph G, is there a one-machine schedule of the
tasks such that Mmax ≤M? If we show that Mmax(M) is NP-complete, it follows that
minimizing Mmax is NP-hard.
Theorem 1 Mmax(M) is NP-complete.
Proof Given an input of Pebble(K) we build an entry G = (V,E) of Mmax(K) as
follows:
– For each node i of H, create a vertex i+ and i−. We put i+ in V+ and i− in V−.
– The set of memory nodes is composed of the nodes in V+ and V− only: VM =
V+∪V−.
– We pair these memory nodes: i− = pair(i+).
– Costs are unitary: cost(i+) = cost(i−) = 1.
– We only have memory nodes: V =VM .
– For each edge (i, j) in H, we build an edge ei+ j+ = (i+, j+) and an edge e j+i− =
( j+, i−). We add ei+ j+ and e j+i− to E.
– If i has no successors in H, we build an edge ei = (i+, i−) and add ei to E.
It is clear that this reduction is polynomial in the size of H.
In Fig. 3(b), we show how the input of Fig. 3(a) is reduced to an input of Mmax.
For instance, the edge (a,c) is transformed into two edges: (a+,c+) and (c+,a−). As
g has no successor we have only one edge (g+,g−).
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Any solution σG of Mmax(K) is a total order (v1, . . . ,vn) of the vertices of G that
respects the precedence constraints. From such a solution, we build a solution of
Pebble(K). We consider the vertices vi according to the total order of σG (from v1 to
vn). We have two cases:
1. if vi ∈V+, it means that according to the reduction, it has the form i+: we place a
pebble on node i of H;
2. if vi ∈V−, it means that according to the reduction, it has the form i−: we pick the
pebble from node i.
Therefore, from these two cases, it follows that if Mmax = K then the number of peb-
bles used in the solution of the Pebble game is K. Indeed, by definition, the memory
usage of σG is the maximum of M(t) which is equal to the number of vertices of V+
minus the number of vertices of V− executed at time t.
For example, the sequence a+,b+,c+,a−,d+,e+,c−,d−, f+,b−,e−,g+, f−,g− re-
spects the precedence constraints of G and uses 4 memory slots. It can be transformed
in polynomial time in a solution that pebbles the graph of 3(a) using 4 pebbles: you
pebble node i when you have “i+” and you un-pebble it when you read “i−”.
Moreover, we obey all the rules of the Pebble(K) game (i.e. the solution is cor-
rect):
– all nodes will be pebbled exactly once because the nodes of V+ are executed
exactly once in the schedule of G;
– all nodes without predecessor can be pebbled at any time;
– if a node has a predecessor then its predecessors will be un-pebbled only after this
node has been pebbled. Indeed, if i is a predecessor of j in H, i− is a successor of
j+ in G and hence un-pebbling i (executing i−) can be done only after pebbling j
(executing j+), because σG respects the topological order;
– it is correct to pick a pebble from a node i in H as this pebble has been placed
before: indeed i+ is always a predecessor of i− in G.
From the above, it follows that if we can solve Mmax(K) in polynomial time then
we can solve Pebble(K) in polynomial time. ut
5 Solution Description
We now describe our solution proposal, which mainly consists in modifying the prior-
ities used in list-scheduling heuristics. We first introduce some definitions and propo-
sitions that will be used, then describe the priority adjustments that we propose. We
also introduce a modification of insertion heuristics typically used in list scheduling,
to cope with memory constraints, and eventually explain the self-time scheduling
which will be used in experiments.
Definition 1 A memory set is a set of DAG nodes that comprises all paths from a
consumer to its paired releaser, including those two. Memory sets are clustered into
memory clusters such that a memory cluster is composed of all memory sets that have
intersecting nodes.
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Following this definition, a memory set that has no vertex in common with any
other memory set is also a memory cluster. For instance, in the graph represented on
Fig. 1, the memory cluster corresponding to the processing of line 0 from frame 0
consists of alloc 0 0, free 0 0 and those nine tasks located between them. Addi-
tionally, Figure 9 shows a more complex graph with several memory clusters. In the
remainder, we will only consider memory clusters.
Definition 2 Given two memory clusters A and B, A is an ancestor of B if there is a
directed path from some node vA in A to a node vB in B.
Definition 3 The achievable lower bound (ALB) of the memory cost is the max-
imum number of consumed memory slots by a memory cluster, over all memory
clusters.
Then we derive two conditions that permit to achieve this lower bound:
C1: The sets of priorities of consumer tasks from different clusters do not overlap.
C2: Consumer tasks from ancestor clusters have higher priorities.6
Proposition 1 Conditions C1 and C2 are sufficient to schedule under the ALB.
Proof First, let us consider two disconnected clusters A and B, i.e. such that there is
no path between nodes of A and nodes of B. Let P : V → N that maps a node onto its
priority. Then Condition C1 guarantees that:
∀(vA,vB) ∈ A×B,
{
∃(v′A,v′B) ∈ A×B,P(v′A)> P(v′B) =⇒ P(vA)> P(vB)
∃(v′A,v′B) ∈ A×B,P(v′A)< P(v′B) =⇒ P(vA)< P(vB)
.
In terms of schedule, it means that if a consumer from A (resp. B) is scheduled first
then all consumers from A (resp. B) will be scheduled before those from B (resp. A),
which will ensure no deadlock due to lack of memory. For instance, in the case of the
DAG of Fig. 2(b), this will ensure that 1+ and 2+ are scheduled together, before 3+
and 4+, or the converse, and thus the whole cluster will be schedulable.
Now assume that some node in B has an input dependency from a node in A,
which makes A an ancestor of B. Let AC (resp. BC) denote the set of nodes from A
(resp. B) that consume memory. Then Condition 2 demands that:
∀(vA,vB) ∈ AC×BC,P(vA)> P(vB) .
Thus consumers from A will be scheduled first. As a result, the dependency will be
satisfied when B’s consumers are scheduled, ensuring no memory waste. ut
In order to meet these conditions, the scheduling process has to be adapted since
the mere counting of memory slots introduces implicit dependencies that do not ap-
pear in the initial graph and therefore cannot be accounted for by the usual schedulers.
To solve this issue, we devise a new task graph:
6 As a reminder, the bigger its priority value, the earlier a task is scheduled.









Fig. 4 Independence graph corresponding to Fig. 2(b)’s DAG.
Definition 4 The independence graph associated with an application is an undirected
graph whose vertices represent only memory tasks. The edges are such that two nodes
are connected if and only if there exists no path between them in the original DAG.
The idea is to account for the memory-constraint precedence relations between
memory tasks that do not appear as data dependencies. Using this graph allows for a
priority adjustment so as to bring forward the execution of releaser tasks, since they
constitute the main locking point in the schedule.
Figure 4 illustrates what an independence graph looks like based upon Fig. 2(b)’s
DAG. Let the following memory tasks form consumer-releaser pairs: (A+,H−), (B+, I−),
(C+,J−) and (D+,K−). The original task graph features two memory clusters: C0 =
{A+,B+,E,H−, I−} and C1 = {C+,D+,G,J−,K−}. In C0, there exist paths both from
A+ and B+ to both H− and I−. Similarly, in C1, both J− and K− are reachable from
both C+ and D+. All other memory nodes are disconnected in the DAG, and thus
adjacent in the independence graph.
5.1 Priority Adjustment
We now introduce an adjustment of priorities for memory constraints, which can be
applied to static-priority–based list-scheduling algorithms. It is assumed that original
priorities have been computed using any such pre-existing heuristics.
Each releaser task vr will get a priority bonus PB equivalent to the total priorities
of the set V ∗C of tasks vc satisfying the following requirements:
1. vc is adjacent to vr in the independence graph;
2. cost(vc)> 0, i.e. vc is a consumer;
3. one of the following holds:
(a) P(vc)< P(pair(vr)),
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Original priority Bonus Adjusted priority
A+ 8 8 16
B+ 12 8 20
C+ 8 8 16
D+ 12 8 20
E 6 8 14
F 1 0 1
G 6 8 14
H− 1 0 1
I− 2 8 10
J− 1 0 1
K− 2 8 10
Table 1 Priorities before and after adjustment in Fig. 2(b).
This formal framework can be thought of more intuitively in terms of lifetimes.
Definition 5 A lifetime of memory (or just lifetime) is a portion of schedule spanning
from the start time of a consumer until the end time of its paired releaser.
The rationale behind adjusting priorities is thus to prevent lifetimes from overlap-
ping so as to limit the overall memory footprint.
To illustrate these requirements, we consider the independence graph depicted in
Fig. 4 and the original priorities mentioned in Table 1. Let us suppose H− is can-
didate for priority adjustment since it is a releaser. The following tasks are adjacent
to H− in the independence graph and thus satisfy Requirement 1: C+, D+ I−, J−
and K−. Among them, only consumers fulfill Requirement 2: C+ and D+. Then,
P(C+) = P(A+) and P(D+) > P(A+), and A+ is adjacent to both J− and K− in the
independence graph, so H− will not get any priority bonus. Similarly, if I− is con-
sidered for priority adjustment, both C+ and D+ satisfy Requirements 1 and 2. On
the other hand, P(C+)< P(B+) so C+ also meets Requirement 3a (but not 3b). As a
result, I− will get a bonus equal to P(C+) = 8. Priority adjustment for the other two
releasers can be derived through analogous reasoning. After propagating the bonuses
to the whole graph, we come up with the new priorities shown in Table 1.
Requirement 1 ensures that only tasks with no pre-existent precedence relation are
considered, to avoid producing a bonus loop. Requirement 2 prevents releaser tasks
from influencing one another. Requirements 3a and 3b respectively aim at meeting
Conditions C1 and C2. More specifically, Requirement 3a tends to prevent mem-
ory lifetimes from overlapping by getting bonuses from lower-ranked consumers to
releasers in clusters with higher-ranked consumers, but it sometimes happens to be
insufficient as shown in Section 5.2; and Requirement 3b means that there is a path
in the original task graph from a consumer in the cluster getting the bonus to a re-
leaser in the cluster giving the bonus, so as to ensure that upstream tasks always have
higher priorities. These adjusted priorities are then propagated to the rest of the DAG
through a second pass of the regular task-prioritizing phase.
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5.2 Priority forcing
In some few cases, this priority-adjustment scheme is not sufficient to meet Condition
C1. Figure 2(b) gives an example of such situation. The graph comprises two discon-
nected memory clusters C0 and C1, and the ALB is 2. As explained in Section 5.1,
I−’s priority will get a bonus from C+ and K−’s a bonus from A+, resulting into the
adjusted priorities shown in Table 1. Then, A has the same adjusted priority as C+,
and B+ the same as D+. Therefore B+ and D+ will be scheduled before A+ and C+
which would cause the scheduler to use at least 3 memory slots instead of 2 available.
Hence the need to force the priorities such that A+ and B+ will be together scheduled
before C+ and D+: the smallest priority of one of these clusters must be greater than
the largest priority of the other cluster..
To ensure priority forcing, we use Algorithm 1 that enforces condition C1 directly.
The rationale behind this algorithm is that the priorities of some consumer tasks may
have to be raised in order to avoid overlapping between clusters. To do so, the priority
list is traversed backward and each time overlapping clusters are detected the priority
of the lower-ranked consumer is raised. Thanks to this scheme, priority forcing does
not alter already-traversed tasks and the algorithm requires only one pass.
Count the number of consumers in each cluster;
// Traverse the priority list backward considering only consumer tasks
foreach new cluster C traversed do
if all tasks in preceding cluster C′ have not already been traversed then
Find task T ′ from C′ with highest priority;
while there are tasks T in C such that P(T )≤ P(T ′) do
// Raise priority of task T




Algorithm 1: Priority forcing
In practice, the extra bonus that this algorithm introduces is very small, i.e. the
initial priority adjustment is already very good. For instance, in Fig. 2(b)’s example,
since the two memory clusters have overlapping lifetimes, the priorities of either A+
and B+ or C+ and D+ have to be forced. Let us suppose that, due to the topological
order, C0 is the last cluster to be traversed by the algorithm, and thus A+ and B+
priorities will be shifted. As the highest adjusted priority of C1 is P(D+) = 20, A
and B will then both have their priorities raised to 20+ 1 = 21. Therefore, while
HEFT and SDC will deadlock with two memory slots with the original priorities,
the proposed mechanism ensures that these new priorities enable a deadlock-free
schedule.
Lastly, attracting though this algorithm may seem, due to its simplicity and the
guarantees it brings, it shall be used only as a last resort and in combination with the
priority-adjustment scheme detailed in Section 5.1. In fact, alone it is not sufficient to
achieve Condition C2 and thus may not prevent all deadlocks. Furthermore, applied
without prior adjustment, it results in a priority packing, which is harmful to the
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Fig. 5 Attempt to insert a consumer task in an idle-time gap. Only memory tasks are represented: C1 to
C5 embody consumers, R1 to R3 stand for releasers. Gaps are denoted a, b and c.
schedule quality in terms of makespan, since it cuts pipelining, even though it does
not break memory constraints. These two points will be illustrated in Section 6.2’s
experiments.
5.3 Insertion-based Policy
Many scheduling heuristics (e.g. HEFT, SDC) provide insertion mechanisms to sched-
ule tasks in idle-time gaps. We here show how to adapt this mechanism for memory
tasks, whose insertion also has to respect memory constraints.
Let s(t) be the number of available slots at time t; s(t) represents the state of the
local memory at any step of the scheduling process and is supposed to be retrievable
for any previous step t0 < t. Let I(t) be the set of gaps at time t. For all i ∈ I(t),
we define start(i) the start time of i and end(i) the end time of i, then we derive the
duration of i: d(i) = end(i)− start(i). Let EST(v) and d̃(v) denote the estimated start
time and the duration of task v, respectively. Let V=M (t) be the set of all memory tasks
running at time t. Then, a consumer task vc can be inserted in a given i if the following
assertions hold:
– the considered gap has sufficient duration:
d(i)≥ d̃(vc) ;
– there is enough memory at the insertion point:
∃(t0, t ′0) ∈ [start(i),end(i)]2,
{
∀t ∈ [t0, t ′0],s(t)≥ cost(vc)
t0 ≤ EST(vc)≤ t ′0
;
– insertion will not affect subsequent, already-scheduled tasks:
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Figure 5 exemplifies how insertion works when memory tasks are involved. Sup-
pose that consumer C5 is considered for insertion and three idle-time gaps are can-
didates for accommodating it. Requirement 1 states that C5 does not fit into gap a
since d(a) < d̃(C5). Requirement 2 allows C5 to be inserted either into gap b or c
because both have one memory slot available. As per Requirement 3, inserting a task
shall never make the number of available memory slots negative. To enforce this re-
quirement, available memory slots after the insertion point have to be recomputed.
In this example, inserting C5 into gap b would prevent C3’s execution due to lack of
memory, so this is not allowed. Finally, the only option is to schedule C5 in gap c.
5.4 Self-timed Scheduling
To cope with the randomized task durations of the problem, we have modified the
list heuristics as follows. First, we compute the priority and a static schedule of each
task by using the average of the random variable wi, j that gives the duration of task i
on processor j. Then, when we actually execute the application we use this precom-
puted schedule to allocate and order the tasks: during the real execution each task is
executed on the same processor and in the same order as what was computed by the
schedule.
However, as task durations may diverge from the average value used to compute
the schedule, the start times of the tasks change as well. Hence, a task is executed
as soon as its dependencies (in the DAG) are satisfied and its preceding task (on its
allocated processor) is terminated. For this reason, we call this technique self-timed
scheduling [18] as only the allocation and the order do respect the static schedule
while the start time is computed dynamically. By doing this procedure several times,
the observed average of the different obtained makespans approaches the expected
makespan of the schedule.
The resort to self-timed scheduling will be justified in Section 6.1.
6 Experiments
We implemented our contributions, namely the priority-adjustment method and the
insertion-based policy for memory tasks, into HEFT and SDC. It should be noted that
they are both compatible with any static-priority–based list-scheduling algorithm.
We carried out experiments on two real-world applications: the TNR presented
in Section 3.3 and the H.264 video coding algorithm [29]. As real hardware was not
available, we only simulated schedules, as described in Section 5.4, without effec-
tively running them.
All our experiments consisted in comparing the makespans of schedules resulting
from our priority-adjustment technique against their unadjusted versions; insertion-
based policy is always used. Makespan values are averages on a thousand executions
with random task durations.
Random task durations are computed through the following strategy:
1. First, we set the reference duration wr of each actor as follows:






















Fig. 6 TNR with 10 lines of 1000 pixels
(a) For each type of actor (src, fading, etc.), we define a unitary duration per
number of pixels.
(b) We determine the reference duration wr for each actor by multiplying the uni-
tary duration by the number of pixels that are processed (line or macroblock).
2. Then we create different task-graph instances where task durations vary around
this reference value.
(a) In order for all instances of a given task to get a similar variation, we first set
the average random duration w̄ of this actor by choosing a dispersion factor
a ≥ 1 such that w̄ ∈ [wra ,aw
r]. To do so, we use the beta law which has a
support on [0,1], and whose average is 0.5 when α = β . Here, we use (α,β )=
(2,2):
w̄ = wr (Beta(2,2)(a−1/a) +1/a) .







where wri, js and w
r
i, jh are reference durations of task vi respectively on a SWPE
and a HWPE. This ensures that a SWPE is never faster than an HWPE.
(b) The final duration of each task instance is computed similarly with the same
dispersion factor a.
6.1 TNR
First, our heuristics were fed with a DAG describing the processing of 10 lines of
1000 pixels each. Since this simple example has no risk of deadlock, Algorithm 1 of
priority forcing is not used. The simulated platform is composed of 1 DMA, 1 SWPE,
and 5 HWPE (one per accelerated computation actor). Figure 6 illustrates the results.
Schedules with priority adjustment always outperform their unadjusted counterparts;













































Fig. 8 TNR with 10 lines of 1000 pixels
this is true both for HEFT and SDC. Speedups range from 4% for 1 slot to 20% for
2 slots, and 10.6% on average. The low speedup for 1 slot can be explained by the
low pipelining potential since only one line can be processed at at time. Conversely,
the high speedup for 2 slots is due to the wrong decisions taken by the unadjusted
versions which try to schedule all consumers at once since they have the same priority.
However this gap vanishes when the amount of memory increases.
In a second row of experiments, the number of memory slots is fixed to 2 and the
number of input pixel lines ranges from 10 to 100, while all other parameters remain
unchanged. This allows to assess the impact of the application size on the makespan,
as depicted by Figure 7. The results show that the makespan increases linearly with
the number of pixel lines and that the slope is about 20% lower in the adjusted case,
as expected, for both HEFT and SDC.
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Finally, we present a methodology aimed at assessing the benefits of self-timed
scheduling, i.e. whether or not the ordering of tasks on each processing element
should be left as a run-time decision. To this end, three kinds of schedules are con-
sidered:
– a reference schedule, fully static, using reference task durations as described
above7;
– a self-timed schedule defined as described in Section 5.4, which models the exe-
cution of an application such that:
– exact task durations are only known at run time,
– mean task durations are known at compile time;
– an ”oracle” schedule knowing all exact task durations at compile time.
The difference of makespans between the last two schedules allows to measure
the potential gain brought by a partially dynamic in the case of a real execution. So
the oracle can be seen as a lower bound for the makespan.
This methodology was applied to the TNR algorithms with the same parameters
as above to compare makespans obtained through either a selft-timed or an oracle
schedule against the dispersion factor. Figure 8 illustrates the results. It can be ob-
served that the gap widens when task durations vary more, until reaching 10.5%. This
is consistent with the oracle’s ability to make up for these variations by reassigning
a time-consuming task to a different processing element, or by leveraging idle-time
slots to insert it. In this case, the conclusion would be that it is worth considering a
dynamic adjustment of the schedule if the variations observed with the application
correspond to a dispersion factor greater than 1.2.
6.2 H.264
We used a simplified model of an H.264 decoder illustrated by Fig. 9. The base unit
of the decoding process is the macroblock (MB), which is a contiguous set of—
typically—16 lines of 16 pixels. Each MB is processed as follows: the first stage is
the decoding (entropy, dequantization, etc.) of the current MB; the second step is
the intraprediction8 using at most 4 previously decoded MBs; the third step is the
reconstruction of the original MB; the final step is the filtering. Each use of an MB,
either as reference or while being decoded, must be preceded by a memory allocation
modeled by a consumer task in the DAG and followed by a memory release mod-
eled accordingly. For the sake of simplicity, MBs are not cached, hence the need to
systematically reload the MBs required for the computation. Optimizing this scheme
is left as future work. Thus, the tasks processing subsequent MBs—in raster-order
image scanning—have data dependencies from earlier-MB tasks.
Contrary to the TNR, it is not possible to schedule the H.264 under an arbitrary
low number of memory slots, as some tasks need 4 MBs at the same time. The ALB
7 The sole purpose of this reference schedule is to serve as a basis to construct the self-timed schedule.
Thus, the makespans resulting from it are not meaningful for our study and, as such, are not represented.
8 To keep the model simple, interprediction is not considered.
















































Fig. 9 H.264 task graph for 4 dependent macroblocks. 3 out of 7 memory clusters are shown in different
shades of grey. Allocator and releaser tasks appear in square boxes.
is actually 4. The simulated platform is composed of 1 DMA, 1 SWPE, and 4 HWPE
(one per accelerated computation actor).
Schedules with priority adjustment do not outperform the unadjusted counterparts
anymore, on the contrary. This is due to the priority adjustment tending to prevent the
pipelining of the dataflow instances. We have thus tried to use a bonus factor BF ∈
[0,1] to mitigate the priority adjustment as follows: ∀v ∈V,Padjusted(v) = Poriginal(v)+
PB(v)∗BF .
In the first set of simulations, the schedulers were fed with a DAG describing the
processing of 3 lines of 3 MBs (3x3). Figure 10 illustrates the results. When there
is no bar, it means that the schedule deadlocks due to lack of memory. We see that
the lower the bonus factor the larger the number of memory slots required to produce
valid schedules. This is due to the fact that with a low bonus factor the adjusted
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(b) HEFT heuristics with different bonus factors
Fig. 10 H.264 with 3x3 macroblocks. The missing bars mean that the version of the heuristics produces a
schedule that deadlocks.
priority is very close to the original priority (see above formula). With a bonus factor
of 0, only priority forcing (see algorithm 1) is performed. In general, for bonus factor
lower than 1, condition C2 is not systematically met, hence the absence of solution
for lower memory-slot numbers. Unadjusted schedulers are unable to produce legal
schedules below 7 slots while their adjusted counterparts can, but at the cost of a
higher makespan. Changing the bonus factor permits to tune the benefits of both
aspects, and we can see that a speedup can be reached (around BF = 0.01) up to 13%
for 7 slots, 12% for 8 slots and 11% for 9 slots. In the worst case, the adjusted version
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(b) HEFT heuristics with different bonus factors
Fig. 11 H.264 with 10x10 macroblocks. The missing bars mean that the version of the heuristics produces
a schedule that deadlocks.
is 6% slower but ensures the absence of deadlock. However, it is always possible to
outperform the original HEFT or SDC with our adjustement technique. Moreover, if
we compare Fig. 10(a) with 10(b), we see that there is no real difference between
HEFT and SDC in our case. Like for the TNR, makespans and speedups decrease as
the memory constraint is loosened since the processing of different MBs can then be
further pipelined. Conversely, for 4 slots the makespan is particularly high because
most MBs have to be processed sequentially.
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Bonus factor 0 0.001 0.06 0.1 0.2 0.7 0.8 0.9 1
Number of schedules 5454 5476 3048 1491 508 702 996 0 2
with forced priorities
Table 2 Resort to priority forcing against bonus factor among 10,000 schedules.
Table 2 indicates, for each bonus-factor value, the total number of schedules that
required priority forcing, over 10000 samplings. The results for higher BF values (0
and 2) confirm the overall quality of the priority adjustment rendered even before
forcing comes into play. The measure when BD tends toward 0 only considers when
the memory capacity is to sufficient to avoid a deadlock.
In the second set of simulations, the schedulers were fed with a DAG describing
the processing of 10 lines of 10 MBs (10x10). Figure 11 illustrates the results. The
outcome is similar, except that the original HEFT and SDC algorithms are not able to
produce legal schedules with less than 19 slots, while the adjusted variants are able
to produce legal schedules with as few as 4 slots.
The overall results show very close performance for HEFT and SDC. This demon-
strates the ability of our contributions to be applied to different existing heuristics
with equal benefits.
7 Conclusion
In this paper, we have presented extensions to list-scheduling algorithms for tak-
ing into account memory requirements. This is done through a new model featuring
memory tasks and priority adjustment of the tasks. Moreover, we have shown how
to extend task insertion to this case. Experiments on TNR show that we can achieve
a makespan gain up to 20%. For complex applications (e.g. H.264), we have also
shown that unmodified heuristics are not able to provide schedules without deadlocks
when memory requirements are important. Only a strong priority adjustment prevents
deadlocks. Moreover, we have explored the trade-off between makespan and memory
consumption and we have shown that we are able to find schedules that outperform
original heuristics for both criteria.
Our future work is directed toward dynamic scheduling. As shown in Fig. 8, dy-
namic scheduling can be beneficial when the dispersion of the duration is important.
Hence, we want to study how on-line scheduling is able to better cope with the dy-
namics of the application: when the structure as well as the duration of the tasks are
not fully known in advance. More specifically, we will address the issues stemming
from the scheduling of video coding algorithms such as H.264 and HEVC, mainly:
hardware/software partitioning, execution model, parameter passing and graph re-
configuration.
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