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1. INTRODUCTION 
It is well known that for every positive integer IZ there exists a l-factori- 
zation of the complete graph KS,, . (For this result and for undefined 
graph-theoretical notions and standard notation, see [12].) Although the 
question about the existence of 1-factorizations of Kzn is answered easily, 
the problem of determining the number N(2n) of pairwise nonisomorphic 
I-factorizations of Kz, appears to be a difficult one. Known results on 
N(2n) can be summarized as follows: N(2) = N(4) = N(6) = 1 (this is 
easily obtained). Further, N(8) = 6 (proved by Safford [7] in 1906 and 
again by Wallis [18] in 1972). Gelling ([9]; see also [IO]) used a computer 
to obtain N(10) = 396 (he also determined the orders of the groups of 
the respective I-factorizations). Finally, a recent result of Wallis [19] 
states that N(2n) > 2 for n > 4. 
The main purpose of this paper is to improve this last result. We show 
in Section 3, among other things, that the number N(2n) goes to infinity 
with n, by making use of the relationship between I-factorizations and 
quasigroups satisfying certain identities (this relationship has apparently 
been noticed also in [13, 141). The same result is proved again in Section 5 
where we use two recursive constructions to show that the number A(2n) 
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of pairwise nonisomorphic automorphism-free 1 -factorizations of Kzn 
goes to infinity with n. Finally, some results concerning embeddings of 
I-factorizations and Steiner triple systems are obtained in Sections 4 and 6. 
2. PRELIMINARIES 
Throughout this paper, all quasigroups are understood to be finite. 
The reader is referred to [6] for basic notions in the theory of quasigroups 
and latin squares used in what follows. 
A commutative quasigroup (V, 0) satisfying the identity x 0 x = y 0 y 
will be called a CC-quasigroup. An idempotent commutative quasigroup 
(V, 0) satisfying the identity x 0 (x 0 y) = y is called a Steiner quasigroup 
(also an idempotent totally symmetric quasigroup). A commutative loop 
(V, 0) satisfying the identities x 0 x = e, x 0 (x 0 y) = y (where e is the 
identity element) is called a Steiner Zoop (or totally symmetric loop). 
It is well known that there is a one-one correspondence between Steiner 
quasigroups of order n and Steiner loops of order n + 1 [4]. 
A Steiner triple system (briefly STS) is a pair (S, 8) where S is a finite 
set and 2? is a collection of 3-subsets of S (called triples) such that every 
pair of distinct elements of S belongs to exactly one triple of 9. The 
number 1 S 1 is called the order of (S, 9). It is well-known that there is a 
Steiner triple system of order n if and only if n = 1 or 3 (mod 6). It is 
also well known that the theory of Steiner triple systems is coextensive 
with that of Steiner quasigroups. Therefore, a Steiner quasigroup [loop] 
of order n exists if and only if n = 1 or 3 (mod 6) [n = 2 or 4 (mod 6)]. 
Two quasigroups (V, 0) and (W, 0) are isotopic if there exist three 
bijections 01, /3, y: V -+ W such that (xcy @ y/3) = (x 0 y) y for all x, y E V. 
If (II = p then (V, 0) and (W, 0) are rc-isotopic, and if OL = /3 = y 
then (V, 0) and (W, 0) are isomorphic. 
A l-factorization of Kz, (briefly OF(K,,)) will be denoted by a pair 
(V, 9) where V = V(K,,) is the vertex-set of Kz, and .9 = {Fi}i,19, is 
the set of l-factors which can be indexed by any (2n - I)-subset ZsF of V. 
THEOREM 1. There is a one-one correspondence between the llfactori- 
zations of Kz, and the CC-quasigroups of order 2n. 
Proof. Let (V, 9) be a l-factorization of Kgn . Define a binary 
operation 0 on the set V by 
xox=u, where u is the unique element of V\I, , 
and 
xoy=z if x # y and the edge [x, y] belongs to the factor F, of g. 
Obviously, (V, 0) is a CC-quasigroup of order 2n. 
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Conversely, let (V, 0) be a CC-quasigroup of order 2n. Then for all 
x E V, x 0 x = u for some u E V. Put V(K,,) = V and for all z E V\(u) 
define a factor F, of Kzn to contain all edges [x, ~1, x # y, such that 
x o y = z. Clearly, (I’, .F), where 9 = {FZ},,v,{,) , is an OF(K,,,). 
Under our convention, two I-factorizations (V, .F) and ( W, S) of K2,, 
(where 9 = {Fi}i,,9r , 
bijections 
9 = {Gi}+I,) are isomorphic if there exist two 
o!: v-+ w  y’: I- -+ I9 
such that [x, JJ] E Fi ++ [XCX, ya] E Fi,,, . 
Obviously one can extend y’ to y: V -+ W uniquely by putting 
and 
xy = xy’, for x E I9 , 
uy = 0, where {u} = V\&Y , {v> = V\& . 
This observation results in the following theorem: 
THEOREM 2. Let (V, 9) and ( W, 9) be two OF(K& and let (V, 0) and 
( W, 0) be the corresponding CC-quasigroups of order 2n (under the corre- 
spondence established by Theorem 1). Then (V, s) and ( W, 9) are iso- 
morphic if and only if (V, 0) and ( W, 0) are rc-isotopic. 
An OF(K,,) isomorphic to an OF(K,,) for which the corresponding 
CC-quasigroup is a Steiner loop will be called a Steiner l-factorization. 
Thus, Steiner I-factorizations of Ksn exist if and only if n E 1 or 2 (mod 3). 
THEOREM 3. Two Steiner I-factorizations of Kgn are isomorphic if 
and only if the corresponding Steiner loops are isomorphic. 
Proof. It is well known [3] that any two isotopic Steiner loops are 
necessarily isomorphic. 
3. NONISOMORPHIC I-FACTORIZATIONS OF KZ, 
The best results to-date on the number of pairwise nonisomorphic 
STS are due to Wilson [20]. In view of Theorem 3, Wilson’s bounds yield 
the following: 
LEMMA 4. Let n z 1 or 2 (mod 3), and let S(2n) denote the number 
of pairwise nonisomorphic Steiner I-factorizations of KZn . Then 
exp 
( 
(2n 1; l)” (log(2n - 1) - 5)) < S(2n) 
(2n - 1)2 
Sexp ( 6 (log(2n - 1) - i)). I 
5fWzo/3-s 
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Denote by C(f) the number of distinct symmetric latin squares of order t 
with constant diagonal (= the number of distinct CC-quasigroups of 
order t), by D(t) the number of distinct diagonalized symmetric latin 
squares of order t, and by E(t) the number of distinct latin squares of order 
t with constant diagonal. Trivially, C(t) 3 t and o(t) = 0 for t even, 
C(t) = 0 and D(t) > t! for t odd, and E(t) > t for all 1. The number of 
pairwise nonisomorphic OF(K,,) is denoted by N(K2,). 
LEMMA 5. Let n = ks where k and s are positive integers. Then 
(a) N(K2,) 3 (C(2k) C(s)/[(2ks)!12) y$x [s!(s - l)!... 2!1 !]lc(2k-1), 
n=‘ks 
ifs is even, and 
(b) W&n) 3 (CW) D(s)[E(s)lkl[(2ks)!12 ~~-9 yy 
n=ks 
[s!(s - 1)!...2!1!]2k(k-1), ifs is odd. 
Proof. Let k and s be positive integers such that it > ks, and let 
L = II lij I/ be a symmetric latin square of order 2k with constant diagonal 
based on K = {I, 2 ,..., 2k). Let S = (1, 2 ,..., s} and construct a latin 
square V or order 2n = 2ks based on S x K as follows: 
Case 1. s is even. Let M = I/ m,, // be a symmetric latin square of 
order s with constant diagonal based on S, and let Pii = 11 pt; 11; 
i,j= 1,2 ,..., 2k, i <j; be a set of k(2k - 1) (not necessarily distinct) 
latin squares of order s, all based on S. Define V as follows: the element 
v,~,.~ (= the entry in the cell ((x, i), ( y,.j)) of V) is 
V xi,?Ii - - Cm,, , LA ifi=j,, 
= <PL 3 LJ if i < j, 
= (PG 9 LJ if i > j. 
Obviously, V is a symmetric latin square of order 2ks with constant 
diagonal. It is well known [ll] that there are at least s! (s - l)!... 2! l! 
distinct latin squares of order s. As we have C(2k) choices for L, C(s) 
choices for M and at least s! (s - 1) !... 2 ! I! choices for each pij we 
obtain that there are at least [C(X) C(s) s! (s 7 I)!... 2! 1 !]k(2k-1) distinct 
latin squares of order 2ks with constant diagonal (based on the same set) 
when s is even. 
Case 2. s is odd. Let Q = 11 qrv 11 be a diagonalized symmetric latin 
square of order s, let R” = ;I r.&, 11, i = 1, 3,..., 2k - 1 be a set of k (not 
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necessarily distinct) latin squares of order s with constant diagonal. 
Further, let Pij = 1) pzv 11, i, j = 2 ,..., 2k, i < j, j # i + 1 for i odd, be 
a set of 2k(k - 1) (not necessarily distinct) latin squares of order s (all 
of Q, R”, Pi9 based on S). Define a latin square W of order 2ks based on 
S X K as follows: The element w  si,Uj (= the entry in the cell ((x, i), ( y,j)) 
of Wis 
wxi.ui = hlrv 9 lid ifi=j 
= (r 5, > Iii) ifj = i + I, i = 1, 3 ,..., 2k - 1 
= <rL , hi> ifi=j+l,j=1,3 ,..., 2k-1 
= <P”zj, > LJ ifi<j,i+ 1 fjforiodd 
= <P’,“z 3 LA ifi>j,i#j+lforieven. 
Obviously, W is a symmetric latin square but its diagonal is not constant. 
However, for any x E S and i E (1,3,. . ., 2k - 1) the entries in the four 
cells ((x, 9, (x, i)), ((x, i + I), Cc, i + I)), Rx, i), (x, i + l)), and 
(6, i + 11, (x, 0) f orm a sublatin square of W of order 2. By interchanging 
the two elements in this square, and by performing this interchange for 
all x ES and i E (1, 3,..., 2k - 1) one obtains from W a symmetric latin 
square V with constant diagonal. Now we have C(2k) choices for L, 
D(s) choices for Q, E(s) choices for one of the Ri’s, and E(s)/s choices 
for each of the remaining k - 1 Ri’s (since the diagonal of every Ri has to 
be occupied by the same element), and at least s! (s - 1) !. . . 2! 1 ! 
choices for each P”. Thus there are at least C(2k) D(s) Ed 
[s! (s - 1) !... 2! 1 !]eR(K-l)/~k-l distinct latin squares of order 2ks with 
constant diagonal (based on the same set) when s is odd. 
Since each equivalence class (under rc-isotopy) of latin squares of order 
2n contains at most [(2n)!12 distinct latin squares the inequalities (a) 
and (b) follow. 
One finds easily C(6) = 4320; thus, we have the following corollary: 
COROLLARY 6. Let n = 0 (mod 3), n = 3s. Then 
432Os[s!...2!1 !]I5 
W4!lz 
4320s.s![s!(s - 1)!!..2!1!]12 
Ws> !I2 
for s even 
for s odd. 
THEOREM 7. lim,,, N&J = co. 
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Proof: For n = 1 or 2 (mod 3) the statement follows from Lemma 4, 
and for n = 0 (mod 3) from Corollary 6. 
4. EMBEDDINGS OF 1 -FACTORIZATIONS 
Given a l-factor F of Kz, , any nonempty set of edges from F will be 
called a subfactor of F. Given two l-factors F and F’ of Kzn, F n F 
denotes the set of edges contained in both F and F’, thus F n F’ is either 
empty or is a subfactor of both F and F’. Given two sets 9 and 9’ of 
l-factors of K2,, , we denote .9 n 9’ = (Fi r\ Fit 1 Fi E 9, Fj’ E S’>. 
An OF(K,,) (W, 9) is said to be a sub-l-factorization (briefly sub-OF) 
of an OF(K,,) (V, 9) if (1) WC V and (2) there exists a (one-to-one) 
mapping y: I, -+ IF such that for each j E Zg , the l-factor Gi E 9 is a 
subfactor of Fjv E 9. 
The number n/s is said to be the index of (W, 3) in (V, 9). If (W, 9) 
is a sub-OF of (V, F) and W 2 V will also say that ( W, ‘3) is embedded 
into (V, F). 
THEOREM 8. An OF(K,,) can be embedded into an OF(K,,,) if and only 
if n 3 2s. 
Proof. It has been proved in [5] that every symmetric diagonalized 
latin square of order k can be (properly) embedded into a symmetric 
diagonalized latin square of order t if and only if t > 2k + 1 (both k 
and t are necessarily odd). Since there is an obvious one-one corre- 
spondence between symmetric diagonalized latin squares of order k and 
symmetric latin squares with constant diagonal of order k + 1, this is 
equivalent to saying that a symmetric latin square with constant diagonal 
of order 2s can be embedded into a symmetric latin square with constant 
diagonal or order 2n if and only if n > 2s. 
If (V, F) and ( W, G) are OF(K,,) and OF(K,,), respectively, and if both 
are sub-OF of an OF(K& (Z, aE”) and VA W = 0 then (V, F) and 
( W, 9) are said to be disjointly embedded into (Z, S). 
THEOREM 9. Let (V, 9) and ( W, B) be OF(K,,) and OF(K,,), respec- 
tively, and let V n W = 0. Then (V, 9) and (W, B) can be disjoint/y 
embedded into an OF(K,,) for every n > 4 max(s, t). 
Proof. Let n > 4 max(s, t) and let Z, , Z, be any two disjoint n-sets 
such that V C Z, and WC Z, . By Theorem 8, (V, 9) can be embedded 
into an OF(K,) (Z, , SP) and (W, ‘9) can be embedded into an 
OF(K,) (Z, , z2). Let X1 = {Hil}i,,,l, H2 = {Hi2}iE,ti2 , and let 
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s = {Xl ) x2 ,..., X,} be the set of l-factors in any l-factorization of the 
complete bipartite graph Kn,n [12] with the vertex-set 2, u 2, (where 
the subgraph induced by Zj is null). Let (L be any bijection cr: Iti1 + 1,, , 
and put 
Then (Z, u Z, , Z? u 9) is an OF(K,,) with (V, F) and (IV, 3) disjointly 
embedded into (Z, u Z, , ~9’ U 9”). 
COROLLARY 10. Let (V, St> and (W, 9) be two OF(K,,) such that 
V n W = % . Then (V, 9) and (W, 9) can be disjointly embedded into 
an OF(K,,). 
We conclude this section with a lemma which will be needed in sub- 
sequent sections. 
LEMMA 11. Let ( Vl ,3Q and (V, , &) be two sub-OF of an OF( V, 3). 
Then either Fl n Fz = % or (V, n V, , Fl n 9YJ is a sub-OF of (V, 9). 
Proof. If FlnS2 f .0, then there are two distinct vertices 
a, b E V, n V, . Then the edge [a, b] belongs to some l-factor F$ E 9. 
Obviously, the subfactor Fi 1 V, = Fil E & and the subfactor Fi 1 V, = 
Fi2 E s2 , and [a, b] E Ft, [a, b] E Fi2 as well. Let c be any vertex in V, n V, 
other than a, b (if it exists), and let d be the vertex in V such that [c, d] E Fi . 
Then we must have d E Vl since (V, , .3Q is a sub-OF of (V, 9) and 
d E V, since (V, , f12) is a sub-OF of (V, St). Thus d E V, n V, which 
in turn implies that (V, n V2 , $I n F2) is a sub-OF of (V, 9). 
5. AUTOMORPHISM-FREE 1 -FACTORIZATIONS 
An automorphism of a l-factorization (V, 9) is an isomorphism of 
(V, 9) with itself. An automorphism of (V, F) corresponds to an 
rc-autotopy of the CC-quasigroup (V, o), i.e., to a pair of bijections 
01, y: V -+ V such that (OL, y) is an rc-isotopy of (V, 0) with itself. 
An OF(K,,) is said to be automorphism-free if it has only the trivial 
automorphism. Obviously, an OF(K,,) is automorphism-free (briefly AF) 
if and only if the corresponding CC-quasigroup has only the trivial 
rc-autotopy (i.e., both 01 and y are identity mappings). 
Let A(2n) denote the number of pairwise nonisomorphic AF OF(K,,). 
It is known that A(2) = A(4) = A(6) = A(8) = 0, A(10) = 298 [9]. 
Recently, it has been shown [15] that an automorphism-free Steiner 
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triple system of order IZ exists if and only if n 2 I5 (and II = 1 or 3 
(mod 6) of course), and that the number of nonisomorphic AF STS of 
order n goes to infinity with n. In view of Theorem 3, the following theorem 
is immediate. 
THEOREM 12. Let n = 1 or 2 (mod 3). Then A(2n) > 1 for it 3 8, 
and lim,,, A(2n) = cc. 
Unfortunately, one cannot use AF STS directly to show the existence 
of an AF OF&,) for every n. For this we have to use a different method. 
Below two recursive constructions are given which enable us to build 
AF OF(K,,) from “smaller” AF OF. 
In what follows we denote by GF(K2,) the particular series of l-factori- 
zations which is probably the best known and has been discovered and 
studied by many authors (see, e.g., [l, 2, 12, 141). 
THEOREM 13. If there exists an AF OF(K,,) then there exists an 
AF OF(K4,). 
Proof. Let (V, , gl) be any AF OF(K,,) and let (I’,, 9J be the 
GF(K2,). By Corollary 10, (V, ,44) and (V, , ss) can be disjointly 
embedded into an OF(Ka,). Let (I’, 9) (where V = V, u V,) be any 
OF(K,,) containing (V, ,9Q and (I’, , &) as (disjoint) sub-OF of index 2. 
We will show that (V, 3) is an AF OF(K,,). Observe that if (ar, 7’) is an 
automorphism of (V, 9), then y’: I9 -+ 1;9 is induced by or: V-t V, thus 
it is enough to consider just one mapping 01. 
I. Assume first that 01 is a nontrivial automorphism of (V, 9) which 
maps (V, , F1) onto itself. Then necessarily x(y. = x for every x E V, , 
every l-factor of 9 is fixed under 01 and consequently every l-factor of 
.KZ must be tied under 01. But it is well known that GF(K,,) has no 
nontrivial automorphism fixing all its factors. 
II. Assume now that ol is a nontrivial automorphism of (V, 9) 
which maps (V, , P1) onto (V’, 9’) where (v’, 9’) is another sub-OF 
of (V, 9) of index 2, A simple numberical argument shows then that 
1 V’n V,l = 1 V’n V,l =nand(V’nV1,4r’n9+1)[(Y’n V,,FnSQ] 
is a sub-OF of (V, , 44) [sub-OF of (V, , &KS)] of index 2. However, GF(K2,J 
cannot have a sub-OF of index 2 (cf. [15, Theorem 3.11). This completes 
the proof. 
COROLLARY 14. A(4n) > (2n - 3)! A(2n). 
Proof. Let (V, , sl) and ( VZ , ZEZ) be as in Theorem 13. To obtain 
(V, F), we have (2n - l)! choices for the bijection 01* (cf. proof of 
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Theorem 9), and therefore (2n - l)! distinct AF OI;(K,,) corresponding 
to a fixed AF OF&J (and to a fixed l-factorization of K2n,2n). On the 
other hand, the order of the automorphism group of GF(K2,) does not 
exceed (2n - 1)(2n - 2) ([2]; cf. also [15]) thus there are at least (2n - 3)! 
nonisomorphic OF(&) obtained from a given AF OF(K,,J (V, , ZQ. 
Obviously, any two AF OF(&) constructed as in Theorem 13 and 
obtained from two nonisomorphic AF OF(&) are also nonisomorphic 
and the Corollary follows. 
In order to prove the next theorem, we need one more auxilliary device. 
The following definitions are taken from [16] (cf. also [15]). 
An (A, k)-system is a set of k disjoint pairs ( pT , q,.) covering the elements 
of (1, 2,..., 2k) exactly once and such that qr - pT = r for r = 1,2,..., k. 
Similarly, a (B, k)-system is a set of k disjoint pairs ( p7 , qr) covering the 
elements of{l, 2,..., 2k - 1,2k + l} exactly once and such that q7 - pr = r 
for r = 1, 2,..., k. It is known (see, e.g., [16]) that an (A, k)-system exists 
if and only if k = 0 or 1 (mod 4) and a (B, k)-system exists if and only 
if k = 2 or 3 (mod 4). Observe that an (A, k) system and a (B, k)-system 
is essentially the same thing as what has been called by several authors 
a Skolem (2, k)-sequence and a hooked Skolem (2, k)-sequence (cf. [15]). 
THEOREM 15. If there exists an AF OF(K,,) then there exists an 
AF OWG,,,). 
Proof. Let (V, F) be any AF OF(K,,), V = {a, , az ,..., aznwl , a*), 
@- = V’&+- . Further let U = (bi 1 i = 1, 2 ,..., 2n - 11, X = 
{cq j i = 1, 2,..., 7) and let (X u {a*}, a), where 9 = (Oi 1 i = 1, 2 ,..., 7) 
be the GF(K,). Let L = {(pr , q,.) 1 qr - p7 = r, r = 1, 2 ,..., n - l} 
be an (A, n - 1)-system or (B, rz - 1)-system according to whether 
n = 1,2 (mod 4) or n = 0, 3 (mod 4). Denote further Y = U - W 
whereW=(biIi=p,orq,,r=4,5,...,n-l;(p,,q,)EL}.Obviously 
1 Y j = 7. Now let Y = {bit 1 i = 1,2 ,..., 7). Put S = VU U u X and 
&’ = &’ u a u %? where -c4, a!, V are the following sets of l-factors: 
d = {AI, 1 k = 1, 2,..., 2n - l}, Al, = Ak’ u F,, , 
where p is any bijection from {1,2,..., 2n- l} into IF, Ak’ = {[coi, bj,,-,] 1 
i = 1,2,..., 7) u Ub, +T+~, 4 +k-1 r I ]Ir=4,5 ,..., n-l}, 
~$9 = {Bk / k = 1, 2,..., 2n - l}, B, = B,’ U B,” u Bz u {[bk , a*]}, 
B,’ = {[b k+lv bzc+,l, h--l > b~+zls h--3 > LJI 
B; = { [ mi , a,++,]l i = 1, 2 ,..., 7) 
B,” = Uak--Dl+l, bk+,ll r = 4, 5,..., n - 11, 
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and 
G9 = {Ci j i = I,2 )...) 71, 
Ci = Ci’ u Di , Ci’ = ([al, , bji+k--l]l k = 1,2 ,..., 2n - l} 
with subscripts reduced modulo 2n - 1 to the range { 1,2,..., 2n - l} 
whenever necessary. It is readily verified that (S, s) is an OF&+,). 
In order to show that (S, Z) is automorphism-free we show first that 
(V, 9) is the unique sub-OF of (S, 2) of index 2 + 3/n. Assume that 
(V’, P) is another sub-OF of (S, Z) with I V’ I = 2n. Distinguish the 
following cases (in the discussion below, we refer to a l-factor from the 
set & (a and 5%‘) as an d-factor (g-factor and W-factor)). 
Case 1. V n V’ = 0. Then no l-factor Fi’ of $’ can be a subfactor 
of a g-factor or of a g-factor, as such a l-factor contains at most three 
edges joining vertices from U u X. However, we have by our assumption 
2n 3 10, and thus tn > 3. Therefore all l-factors of *’ are subfactors 
of d-factors. Since / I” I = 2n, among the 2n vertices of V’ chosen in any 
way from 2n + 6 vertices of U u X there must be two vertices b, , b, 
such that x - y = 1 or 2 or 3 (mod 2n - 1). But no d-factor contains 
an edge joining any two such vertices b, and b, which contradicts the fact 
that (V’, 9’) is an OF&,). 
Case 2. / V n V’ j = 1. This case is similar to case 1. 
Case 3. 1 Vn V’ / 3 2, and thus PnS’ # @. By Lemma 11, 
(I’ n V’, 9 n 9’) is a sub-OF of (S, JP), and also of (V, 9) and of 
(V’, W). Therefore I V n Y’ I < n and consequently 1 V’ n (U u X)1 > n. 
Distinguish the following subcases: 
Case 3a. 1 V’ n X 1 >, 2. Then 9’ must contain at least one l-factor 
which is a subfactor of a V-factor, and it follows that either I V’ n U I = 
IV’nVI or IV’nUI+l=jV’nVI. This implies that P’must 
contain at least 1 V’ n U I l-factors which are subfactors of d-factors 
(since these are the only 1 -factors containing edges joining vertices from U 
to vertices in X). Since (V n V’, 9 n F’) is a sub-OF of (V, 9) it follows 
thatthecasel Y’n UI = I Y’n VIisimpossibleandsoI V’n UI + 1 = 
1 V’ n I/ I. This in turn implies that the number of vertices in V’ n X is 
odd, giving I v’ n X I > 3. Since (V’ n (X u {a*}), S’ n 9) is also a 
sub-OF of (S, %‘), and GF(K,) does not contain any sub-OF of index 2, 
it follows that V’ n X = X and therefore j V’ n Y 1 = n - 3, 
j I” n U I = n - 4. Since g-factors are the only l-factors containing 
edges joining vertices from X to vertices in V\{a*} and since there are 
n - 4 vertices in V’ n (V\{a*}), there must be n - 4 l-factors in 9’ which 
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are subfactors of L&factors, n - 4 l-factors which are subfactors of 
&-factors, and 7 l-factors which are subfactors of V-factors. As there 
are altogether (“2’) edges joining vertices from V’ n U and there are 
+(n - 4)(n - 11) edges joining vertices from V’ n U in all n - 4 l-factors 
of 9’ which are subfactors of &‘-factors, there are exactly 3(n - 4) 
edges joining vertices from v’ n U in the n - 4 l-factors of 9’ which are 
subfactors of the g-factors. This implies that each l-factor of 9’ which 
is a subfactor of a a-factor contains exactly three edges joining vertices 
from v’ n U. Among the vertices of Y’ n U there must be two vertices 
b, , b, such that 1 x - y 1 = 1 (mod 2n - 1). Without loss of generality, 
let x = 1, y = 2. Then the definition of the set L% implies b3 , b, , b, , b, E 
I” n U which in turn implies V’ n U = U which is a contradiction. 
Case 3b. I V’nXl = 1. Then IV’nUl &n-l. Since edges 
joining vertices from U to vertices in X are contained only in @‘-factors 
it follows that 9’ contains at least n - 1 l-factors which are subfactors 
of @‘-factors. On the other hand, (V n V’, 9 n 9’) is a sub-OF of (S, &‘) 
and / V n v’ I < n; therefore, 9’ contains at most n - 1 l-factors which 
are subfactors of d-factors; thus, it contains exactly n - 1 such l-factors. 
Itfollowsthat/VnV’I=nandIV’nUj=n-l.Theremainingn 
l-factors of g” must be subfactors of g-factors and V-factors. Since the 
latter do not contain any edges joining vertices from V, it must be that 
in all these l-factors of 9’ edges join vertices from V to vertices in V’ n U 
except for one edge which joins the unique vertex of Y’ n X to a vertex 
of V. Among the n - 1 vertices of v’ n U there must be two vertices 
b, , b, such that I x - y I = 1,2, or 3 (mod 2n - 1). But the edge b, , b, 
does not occur in any l-factor of 9’ which contradicts the fact the 
(v’, W) is an OF(K,J. 
Case 3~. V’nX= @-ThenI V’n Uj > 1 v’n VI.IfI V’n Uj = 
I V’ n V I = n then no l-factor of P can contain an edge joining two 
vertices b, , b, E v’ n U such that j x - y I = 1,2, or 3 (mod 2n - 1). 
Since V’ n U must contain two such vertices, this case cannot occur. If 
j I” n U / > I V’ n V 1, then no l-factor of 9’ can be a subfactor of a 
g-factor. If 1 V’n UI = n + 1, 1 V’n V/ = IZ - 1 then there must be 
n - 2 l-factors of 9’ which are subfactors of d-factors and n + 1 
l-factors of %=’ which are subfactors of B-factors. It follows that each 
vertex from I/’ n U must be joined by an edge to another vertex from 
V’ n U in exactly two l-factors of 9’ which are subfactors of g-factors. 
That is, for every vertex b, in V’ n U there must be exactly two other 
vertices b, , b, in V’ n U such that I x - y I = 1, 2, or 3 (mod 2n - 1) 
and/x-z~~l,2,or3(mod2n-l).As~V’nU~=n+1thisis 
evidently impossible. The impossibility of the case I v’ n U 1 = n + 2, 
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1 V’ n V ) = n - 2 is shown in a similar fashion, while the assumption 
1 V’ n U / = n + 3, / V’ n V 1 = n - 3 implies V’ n U = U, a contra- 
diction. Obviously, I V’ n U j cannot exceed 1 V’ n V [ by more than 6 
which completes this case. 
Thus, (V, 9) is the unique sub-OF of (S, z?) of index 2 + 3/n. Assume 
now that 01 is a nontrivial automorphism of (S, X). Then cx must map 
(V, 9) onto itself and as (V, 9) is automorphism-free, we have ap = ai , 
for all i = 1, Z,..., 2n - 1, and a*cx = a*. Therefore each of the l-factors 
Al, , k = 1, 2 ,..., 2n - 1, must be fixed under a: which is obviously possible 
only if &(Y = bi for all i = 1, Z,..., 2n - 1 and ooia = Coi for 
i = 1, Z,..., 7. This completes the proof of Theorem 15. 
COROLLARY 16. A(4n + 6) >, (2n - 2) ! A(Zn)/42. 
Proof. To obtain (S, X) from (V, 9) by the construction in 
Theorem 15 we have (2n - l)! choices for the bijection /?. Thus we 
obtain (2a - 1) ! distinct AF OF&,+,) corresponding to a fixed 
AF OF(K,,) (and to a fixed (A, II - 1) or (B, n - I)-system). Further 
we observe that any automorphism (Y of (S, X) has to map the set of 
subfactors {&’ / k = 1, Z,..., 2n - l} onto itself and so we must have 
&a = b,,, for each i = 1, 2 ,..., 2n - 1 and for some x E (1, 2 ,..., 2n - l}. 
The proof of the corollary is then completed by taking into account that 
the order of the automorphism group of GF(8) is 42. 
LEMMA 17. There exists an AF OF&,) for n = 6, 7, and 9. 
Proof. Here they are! (For the sake of brevity all brackets are omitted.) 
AF OF(12): 1,6 2,5 3,4 7,12 8,ll 9,lO 
2,6 1,3 45 9,12 8,lO 7,ll 
3,6 2,4 1,5 8,12 7,9 10,ll 
4,6 3,5 1,2 lo,12 9,ll 7,8 
536 1,4 2,3 11,12 7,lO 8,9 
1,7 2,9 3,12 4,8 5,lO 6,ll 
I,8 2,7 3,lO 4,9 5,Il 6,12 
1,9 2,ll 3,7 4,12 5,8 6,lO 
1,lO 2,8 3,ll 4,7 5,12 6,9 
1,ll 2,12 3,9 4,lO 5,7 6,8 
1,12 2,lO 3,8 4,ll 5,9 6,7 
AF OF(14): 1,2 3,5 4,7 6,13 8,ll 9,lO 12,14 
2,3 4,6 1,5 7,14 9,12 10,ll 8,13 
3,4 5,7 2,6 I,8 10,13 11,12 9,14 
4,5 I,6 3,7 2,9 11,14 12,13 8,lO 
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AF OF(14): $6 2,7 1,4 3,lO 8,12 13,14 9,ll 
6,7 1,3 2,5 4,ll 9,13 8,14 lo,12 
1,7 2,4 3,6 5,12 lo,14 8,9 11,13 
1,9 2,8 3,14 4,12 5,lO 6,ll 7,13 
1,lO 2,13 3,8 4,14 5,ll 6,9 7,12 
1,ll 2,14 3,9 4,8 5,13 6,12 7,lO 
1,12 2,lO 3,13 4,9 5,8 6,14 7,ll 
1,13 2,12 3,ll 4,lO 5,14 6,8 7,9 
1,14 2,ll 3,12 4,13 5,9 6,lO 7,8 
AF OF(18): 1,lO 2,6 3,5 4,7 8,9 
2,ll 3,7 4,6 5,8 1,9 
3,12 4,8 5,7 6,9 1,2 
4,13 5,9 6,8 1,7 2,3 
5,14 1,6 7,9 2,8 3,4 
6,15 2,7 1,8 3,9 4,5 
7,16 3,8 2,9 1,4 5,6 
8,17 4,9 1,3 2,5 6,7 
9,18 1,5 2,4 3,6 7,8 
1,ll 2,lO 3,18 4,14 5,17 
1,18 2,12 3,ll 4,15 5,16 
1,12 2,13 3,lO 4,17 5,15 
1,13 2,14 3,17 4,lO 5,18 
1,14 2,15 3,13 4,16 5,lO 
1,15 2,16 3,14 4,12 5,ll 
1,16 2,17 3,15 4,18 5,12 
1,17 2,18 3,16 4,ll 5,13 
11,18 12,17 13,16 14,15 
lo,12 13,18 14,17 15,16 
11,13 lo,14 15,18 16,17 
12,14 11,15 lo,16 17,18 
13,15 12,16 11,17 lo,18 
14,16 13,17 12,18 10,ll 
15,17 14,18 lo,13 11,12 
16,18 lo,15 11,14 12,13 
lo,17 11,16 12,15 13,14 
6,16 7,15 8,12 9,13 
6,14 7,17 8,13 9,lO 
6,18 7,ll 8,16 9,14 
6,ll 7,12 8,15 9,16 
6,17 7,18 8,ll 9,12 
6,lO 7,13 8,18 9,17 
6,13 7,lO 8,14 9,ll 
6,12 7,14 8,lO 9,15 
In order to verify that our OF&J are automorphism-free we proceed 
as follows: 
Given an OE;(K,,), the union of any two of its l-factors is a 2-factor 
each component of which is an even circuit of length at least four. There- 
fore to any pair of l-factors of OF(&) corresponds a partition of 2n into 
even parts not smaller than 4. If T1 , Tz ,..., T, are all such partitions we 
may assign to each l-factor Fi of OF&J a t-vector (tri, tgi,..., t,*) where 
tji is the number of l-factors G such that to the 2-factor Fi u G, the 
partition Ti corresponds, and CL1 tt = 2n - 2. For instance, for our 
OF(K,,) we get the t-vectors in Table 1. 
Since the types of the l-factors are invariant under isomorphism it 
follows that any automorphism of our OF&,) must map each factor 
Fi onto itself except possibly Fz and F3 which could be interchanged. 
It is then verified rather easily that this can be achieved only by the identity 
mapping of the vertices. 
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TABLE I 
Partitions 
Factors 12 8+4 6+6 4+4+4 c 
0 3 4 3 10 
4 2 4 0 10 
4 2 4 0 10 
2 3 4 1 10 
3 2 4 1 10 
4 5 1 0 10 
2 6 1 1 10 
7 1 0 2 10 
7 3 0 0 10 
7 2 0 1 10 
3 5 1 1 10 
TABLE II 
Partitions 
14 10 + 4 8+6 6+4+4 c 
4 7 0 1 12 
4 6 1 1 12 
0 10 2 0 12 
4 7 1 0 12 
4 8 0 0 12 
4 7 1 0 12 
3 8 1 0 12 
6 3 2 1 12 
7 4 1 0 12 
3 6 1 2 12 
6 2 3 1 12 
6 5 1 0 12 
5 5 2 0 12 
Similarly, for our OF&) and OF&J we obtain the t-vectors in 
Tables II and III. From these tables it is again easily seen that both 
I-factorizations are automorphism-free. 
THEOREM 18. An AF OF(&) exists $and ody ifn 2 5. 
Proof: As already mentioned, there is no AF OF(K,,) for n < 4. 
By [9], there exists an AF OF(K,,) (actually, there are exactly 298 noniso- 
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TABLE III 
Partitions 
18 14f-412+610+8 10+4+48+6+4 6+6+6 6+4+4+4 C 
11 2 0 1 0 0 2 0 16 
8 4 0 2 0 0 2 0 16 
8 2 0 2 2 0 2 0 16 
8 3 1 1 1 0 2 0 16 
11 2 0 0 0 1 2 0 16 
9 0 0 3 1 1 2 0 16 
9 1 1 1 1 1 2 0 16 
11 2 0 1 0 0 2 0 16 
7 3 0 3 1 0 2 0 16 
6 4 1 1 0 3 0 1 16 
4 3 0 4 2 3 0 0 16 
7 4 1 2 1 1 0 0 16 
5 4 1 3 1 0 1 1 16 
7 2 2 5 0 2 0 0 16 
5 4 3 0 3 0 1 0 16 
3 3 1 7 1 1 0 0 16 
morphic AF OF&,)), and by Theorem 13, there exists an AF OF(&,,). 
Further, an AF OF&J for n = 6, 7 and 9 exists by Lemma 17 while the 
existence of an AF OF(K,,) for n = 8 and 11 follows from Theorem 12. 
Assume therefore n > 12, and. assume that for all m < n (m 3 5) there 
exists an AF OF(K,,). If n I 0 (mod 2) then there exists an AF OR&) 
and by Theorem 13 there exists an AF OF(K,,,). If n = 1 (mod 2) then 
there exists an AF OF&-,) where n 2 10 therefore by Theorem 15 
there is an AF OF(K,,). 
THEOREM 19. lim,,, A(2n) = co. 
Proof. The statement follows from Corollary 14 and Corollary 16. 
6. EMBEDDINGS INTO AF STS AND AF OF 
In order to prove the two theorems of this section, we need a lemma 
concerning the following (well-known) construction. 
CONSTRUCTION A. Let (S, @) be a Steiner triple system of order u 
where S = {al, a2 ,..., a,) Put u + 1 = 2n and let (27, F), 9 = {Fi}ie,s, 
be an OF(K,,) and SnT= 0. Put S*=SvT and SY’*=g!ug 
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where G?? = {{ai, x, y} 1 [x, 1’1 E Fi , i E IF). Then (S*, %?*) is an STS of 
order 2r + 1. 
LEMMA 20. If (T, 9) is an AF OF(K,,) which does not contain a 
sub-OF of index 2 then the Steiner triple system (S*, 37’“) is also auto- 
morphism-free. 
Proof. Assume first that there is a nontrivial automorphism 01 of 
(S*, k%Y*) which maps (S, @) onto itself. Then the set of triples V must 
be also mapped onto itself by LX. Since (Y’, g) is automorphism-free 
it follows that x01 = x for all x E T. However, any automorphism of 
(S*, kk?*) fixing at least half the number of elements of S* necessarily 
fixes all elements of S*. 
11. Assume now that there is a nontrivial automorphism 01 of 
(S*, g*) which maps (S, 9) onto (S’, &Y’) where (S’, 9) is another STS 
of order v. Then (S n S’, 9 n W) must be an STS of order i(2; - 1) 
and (S’\S, &‘) (where X = {iYi}i.,s, Hi = {[x, y] 1 (ai, x, y} E B’\B, 
ai E S n S’]) is a sub-OF of (T, 9’) of index 2 (cf. [15, Theorem 3.11). This 
contradiction completes the proof. 
A partial Steiner triple system is a pair (P, d) where P is a finite set 
and Z? is a collection of 3-subsets of P such that each pair of distinct 
elements of P belongs to at most one triple of 9. 
THEOREM 21. Every partial Steiner triple system can be embedded 
into an automorphism-free Steiner triple system. 
Proof. Let (P, S) be a partial STS. Then (P, S) can be completed to 
a finite STS (S’, a’) [17]. Let / s’ 1 = U. Put 
v=u if u E 1 or 9 (mod 12) 
=2u+3 if u = 3 (mod 12) 
=2u+7 if u E 7 (mod 12). 
By [8], (S’, g’) can be embedded into an STS of order u, say (S, 9). 
Let (T, 9) be an AF OF(K& where 2n = v + 1 and T n S = @. 
Since v = 1 or 9 (mod 12) we have n = 1 or 5 (mod 6). But no OF(K,,) 
with n odd can contain a sub-OF of index 2. Therefore using Construc- 
tion A and Lemma 20, we obtain an STS or order 2v + 1 (S*, a*) which 
is automorphism-free with (P, 9) embedded into (S*, g*). 
COROLLARY 22. For every STS of order v (S, 9) there exists an 
AF STS(S*, a*) or order not exceeding 4v + 15 such that (S, 9) can be 
embedded into (S*, a*). 
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THEOREM 23. Any OF(K,,) can be embedded into an AF OF(K,,) for 
some n. 
Proof. Let (V, 9) be an OF(K,s). Put 
t=s if s= 1 or2(mod3) 
=2s+2 if s = 0 (mod 3). 
If t > s, then by Theorem 8 (I’, 9) can be embedded into an OF(&), 
say (W, 9). (If t = 2 we just put W = V, and 9 = 9). Taking (W, 9) 
and any STS of order 2t - 1, we can use Construction A to obtain an 
STS of order 4t - 1, which, in turn, can be embedded by Corollary 22 
into an AF STS or order U, say, (S, a). Then the Steiner AF OF(&) 
(where 2n = u + 1) obtained from (S, 9) obviously contains (I’, 9) as a 
sub OF. 
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