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ABSTRACT
Collection of text data is an integral part of descriptive analysis, a method commonly used in audio quality
evaluation experiments. Where large text data sets will be presented to a panel of human assessors (e.g., to group
responses that have the same meaning), it is desirable to reduce redundancy as much as possible in advance. Text
clustering algorithms have been used to achieve such a reduction. A text clustering algorithm was tested on a
dataset for which manual annotation by two experts was also collected. The comparison between the manual
annotations and automatically-generated clusters enabled evaluation of the algorithm. Whilst the algorithm could
not match human performance, it could produce a similar grouping with a significant redundancy reduction
(approximately 48%).
1 Introduction
Descriptive analysis procedures are often used to find
out about listener perception of audio products, sys-
tems, and algorithms [1, 2]. These procedures have
two main stages: in the first stage, the perceptual at-
tributes that can be used to differentiate products are
determined; in the second, ratings are collected on
these attributes in order to produce product profiles
and facilitate further statistical analysis. There are vari-
ous methods of eliciting perceptual attributes [3]. One
common stage of attribute elicitation experiments is
a free elicitation, in which participants are asked to
respond with words or sentences that they feel are ap-
propriate to describe the presented stimuli (or to answer
some prompt—for example, “please give a reason for
your rating”) [4, 5, 6, 7, 3, 8]. Such methods gener-
ally produce large text data sets, which are difficult
to analyze using standard statistical techniques; for
example, in the elicitation experiment performed by
Francombe et al. [8], fifteen listeners produced a total
of 6806 text responses (of which 4220 were unique).
The responses are often presented back to the group
of participants, who are tasked with producing an at-
tribute set by putting their responses into groups; within
each group are responses that describe one particular
facet of the listening experience, even if different words
are used. This can be a time-consuming and cogni-
tively fatiguing process. In the experiment presented
by Francombe et al. [3], a panel of experienced listen-
ers grouped 263 phrases into 15 sets in approximately
4 hours, and a panel of inexperienced listeners grouped
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317 phrases into 13 sets in a similar time frame. It
is clear that with a larger data set, this process would
become unmanageable. Therefore, some type of data
reduction is necessary.
One method for reducing redundancy is text mining—
the process of computationally analyzing large text
datasets to uncover relationships between elements [9].
Text mining in the form of automatic clustering has
recently been applied to audio attribute sets [10, 8]. In
this paper, the performance of the text clustering al-
gorithm used by Francombe et al. [8] is analyzed. In
Section 2, the experiment methodology (including a
description of the clustering algorithm) is presented.
Results of the analysis are given in Section 3 and dis-
cussed in Section 4. Conclusions are drawn and sug-
gestions for future work given in Section 5.
1.1 Text redundancy reduction methods in the
literature
As noted above, there is often a need to reduce re-
dundancy in large text data sets before presentation
to a panel of experiment participants. Redundancy re-
duction methods that have been used vary greatly in
complexity.
In most experiments following the paradigm outlined
above, duplicate responses are removed. For example,
removal of duplicate responses reduced the data set
collected by Francombe et al. [8] by 38%.
A simple method of redundancy reduction utilises
stemming—truncating words to their first n letters1.
Words with the same stem are then grouped; for exam-
ple, with n= 5 the words interesting and interest would
both be coded as inter. Zacharov and Koivuniemi [11]
used stemming (with n= 5) to reduce a set of elicited
attributes (in Finnish) from 1400 to 532 (a reduction of
62%). The value of n was set empirically. Stemming
can also be used as part of a text clustering algorithm
(see below).
One disadvantage of simple stemming by truncation is
that using a constant value of n can result in words with
similar meanings being ungrouped (e.g., with n = 5,
tinny and tinniness would not be grouped), or words
with different meanings being grouped (e.g., with n= 3,
1In the information retrieval community, ‘stemming’ can refer to
a more complex algorithmic procedure in which the correct root word
is determined rather than simple truncation to a predefined length.
This is closer to lemmatisation as discussed later in this section.
brightness and brittle would be grouped). More com-
plex stemming or lemmatisation algorithms attempt
to determine the root form of each word—in the case
of lemmatisation, the context and part of speech (e.g.,
noun, verb, or adjective) is detected and accounted for
in determining the root form. Guastavino and Katz
[5] used lemmatisation as well as manual grouping of
“lexical devices belonging to the same semantic field”
using a thesaurus.
Mattila [12] used a hybrid method combining lemma-
tisation with synonym grouping (based on synonyms
elicited during the experiment). Word suffixes were
disregarded; the length of the prefix was limited to the
longer of 65% of the full word length or four letters
(with the exception of responses with more than one
word, in which case the entire response was used). The
redundancy reduction percentage that was achieved is
not calculable from the data provided. Pearce et al.
[13] also took a hybrid approach. They identified 1187
timbral descriptions in a literature search, and used a
combination of lemmatisation and stemming to reduce
the set to 683 descriptors (a reduction of 42%). This
was followed by a manual reduction, performed by the
three authors, in which the remaining terms were con-
verted to their adjectival forms and evaluated against
criteria designed to produce an appropriate attribute set.
The original 1187 descriptions were reduced to 295
terms (an overall reduction percentage of 75%).
Stemming and lemmatisation can both provide accurate
and, in some cases, powerful redundancy reduction;
however, these procedures are less useful on data sets
that comprise phrases or sentences rather than single
words. Where grouping is performed by the experi-
menter, including with the aid of a thesaurus, a poten-
tial source of bias is added. To avoid these problems,
automatic text clustering algorithms have been used.
Francombe et al. [8] used a text clustering algorithm
to reduce redundancy in text data sets elicited by expe-
rienced and inexperienced listeners. The algorithm is
described in detail in Section 2.3. For the experienced
listeners, 1967 unique phrases (mean length 4.7 words)
were grouped into 228 clusters (an 89% reduction).
For the inexperienced listeners, 2270 unique responses
(mean length 7.1 words) were grouped into 244 clusters
(an 89% reduction). Zacharov and Pedersen [10] per-
formed a meta-study of twenty-two audio attribute elici-
tation experiments; they used a text mining algorithm to
group similar attributes from the literature. The proce-
dure used is similar to that used by Francombe et al. [8],
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but used k-means rather than agglomerative hierarchi-
cal clustering. This method produced 50 clusters from
401 input attributes (a reduction of 88%). The authors
commented that some of the clusters were mixed collec-
tions of unrelated attributes that occurred rarely in the
full data set; Francombe et al. [8] also found some large
and seemingly disparate clusters. Further, Zacharov
and Pedersen [10] comment that the method produced
clusters in which the majority of terms seemed sensible,
but there were occasional outlying terms, and the solu-
tion benefitted from some human intervention. Again,
this matches the experience of Francombe et al. [8],
who ensured that such mistakes could be corrected by
the panel by presenting all of the original responses
in the clusters to the participants. Similarly, Mattila
[12] made the participants aware that “the preliminary
grouping of words had been made by a program and
should, therefore, be carefully studied”.
1.2 Summary and experiment aim
The literature review presented in Section 1.1 high-
lights the range of redundancy reduction methods that
are available, as well as their benefits and drawbacks.
Advanced text clustering methods have the potential
to give a large data reduction with high accuracy, for
data sets including single words as well as long phrases,
whilst enabling all of the original responses to be pre-
sented to the panel. Such techniques are therefore par-
ticularly useful for reducing redundancy in large text
data sets collected in free elicitation procedures in or-
der to facilitate panel discussions that take a reasonable
amount of time. However, there are many choices to
make when setting the parameters for such a technique;
for example, in choosing the target number of clusters
in such a way as to maximise the data reduction but
maintain accuracy in the clustering.
Additionally, no study has directly compared the per-
formance of automatic clustering to that of manual
clustering. If automatic clustering can be shown to
match human performance, it might be possible for
automatic clustering to replace manual clustering com-
pletely. However, if automatically and manually pro-
duced clusters are significantly different, this might
limit the scenarios in which automatic clustering is
useful.
An experiment was performed in which an automatic
text clustering algorithm was used and the results com-
pared to manually produced clusters for the same text
data set. The aim of the experiment was to compare the
performance of automatic text clustering with manual
clustering of the same data set.
2 Experiment design
As discussed above, an experiment was designed in
order to evaluate the performance of an automatic text
clustering algorithm against manually generated clus-
ters for the same text data set (described in Section 2.1).
The generation of the manual and automatic clusters is
described in Sections 2.2 and 2.3 respectively. A num-
ber of metrics were used to evaluate the performance;
these are presented in Section 2.4.
2.1 Data set
A text data set collected from a free elicitation experi-
ment performed by Nord [14] was used. The data set
contained 1643 responses (of which 1399 were unique),
and was collected alongside paired comparison prefer-
ence ratings of music program material reproduced over
headphones with different binaural rendering methods.
Participants were asked to “indicate the magnitude of
your preference for stimulus A or B on the scale below”,
and to “type each factor that led to your preference
choice on a separate line”. The experiment featured
five processing methods (giving a total of ten paired
comparisons), and was performed for five program
items, to give a total of fifty stimuli. The experiment
was performed by twenty-two undergraduate students
from the Department of Music and Media at the Uni-
versity of Surrey; eighteen were trained listeners (i.e.,
they had completed a technical ear training module).
2.2 Manual clustering
In order to produce a ‘ground truth’ clustering solu-
tion against which the performance of the automatic
clustering algorithm could be tested, manual text clus-
tering was performed on the data set. The clustering
was performed separately by two participants (one of
whom was an author of this paper). Both participants
were audio researchers with experience of elicitation
experiments and some knowledge of the experiment in
which the data were collected, but no familiarity with
the specific stimuli under test.
The clustering was performed in Microsoft Excel by
stepping through the responses one at a time and adding
a label to each response; each cluster then comprised all
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responses with a particular label. The responses were
presented in a different order to each participant. It was
possible for the clusters and labels to be modified as
the procedure was performed. A macro that listed all of
the cluster labels that had been used was created; this
facilitated quick reference back to the list to ensure that
the clustering was as efficient and accurate as possible.
The manual clustering took approximately 3–4 hours to
perform for participant 1, and approximately 6–7 hours
for participant 2. Results of the manual clustering are
presented in Section 3.1.
2.3 Automatic clustering
The automatic text clustering was performed using
the algorithm described by Francombe et al. [8]. The
method was devised based on techniques presented by
Weiss et al. [9]. The clustering method works by iden-
tifying words that appear in multiple responses, and
clustering responses that share one or more words. Var-
ious decisions must be made to optimise this procedure;
these are discussed below.
1. Data preprocessing. All responses were con-
verted to lower case. Any duplicate responses
were removed.
2. Stop word determination. As this clustering
method works by looking at similar words in the
responses, it is important to remove certain words
that should not be considered when determining
similar responses. Such words are called ‘stop
words’, and may be words that: are very com-
mon in the language; appear very frequently in
the dataset; or appear very infrequently in the
dataset. The stop word list was compiled using
the following techniques.
(a) A standard set of stop words from the
SMART project [15] was modified to re-
move terms that may potentially be useful
in the audio domain2. The modified list in-
cluded 561 words.
(b) The most frequently used words in the data
set were plotted against their frequency of
use (Figure 1), and the most-used word that
2The removed words were: above, around, behind, below, beside,
besides, clearly, far, outside, and sub.
might be relevant to audio attribute elici-
tation was identified (bass—the eighteenth
most common word). Any words more com-
monly used than this were considered to be
stop words.
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Fig. 1: Most frequently used words in the data set. The
vertical line indicates the cutoff point for stop
words.
(c) Any words that were only used once (445
words) were considered to be stop words,
as they have no power to group similar re-
sponses.
(d) Additional words (47) from the data set were
added to the stop word list if they were felt
to have limited predictive power; as in Fran-
combe et al. [8], these words included inten-
sifiers and instrument/sound names.
3. Text clustering. The clustering was performed
using the following steps.
(a) Stemming. Each word of the responses and
the stop word list was stemmed by simply
truncating to the first n letters (n was set at
5 as used by Zacharov and Koivuniemi [11]
and Francombe et al. [8]). Stemming helps
to group similar terms and can mitigate the
effect of minor spelling mistakes.
(b) Dictionary generation. A ‘dictionary’
containing all of the individual stemmed
words from the data set, excluding any that
matched words in the stemmed stop word
list, was generated. The final dictionary after
stemming and stop word removal contained
252 words.
(c) Clustering matrix generation. A matrix
was generated with the each response (n)
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in rows and each dictionary word (m) in
columns. Each cell (n,m) was populated
with a one if word m featured in response n,
and a zero otherwise. Rows with sum zero
(i.e., where a response featured no dictionary
words) were removed from the matrix; con-
sequently, the corresponding responses were
unclustered.
(d) Clustering. Clusters were generated using
agglomerative hierarchical clustering with
the “Ward” linkage method. In this method,
each row of the matrix (i.e., response) is
initialised as a cluster; at each stage, two
clusters are merged in such a way as to min-
imise the increase in within-cluster variance
(based on the Euclidean distance between
rows of the clustering matrix). The number
of clusters produced was set from 1 to 1390
in steps of 10 (1390 is the nearest multiple
of 10 that falls below the number of unique
responses in the data set). However, because
some responses were unclustered by the al-
gorithm, the maximum number of clusters
that was produced was 1294; therefore, the
analysis reported below is based on between
1 and 1290 clusters.
The algorithm was implemented in MATLAB; the code
used is available in the dataset that accompanies this
paper (see Section 6).
2.4 Evaluation metrics
It is desirable for an automatic text clustering algorithm
to make accurate clusters (i.e., clusters that are similar—
or ideally identical—to those generated by a human)
and to achieve an efficient representation of the data
set. Two metrics were used to evaluate the algorithm
on these indicators.
The clustering similarity was used to evaluate the simi-
larity between two sets of clusters (e.g., a manually and
automatically generated set). For each test cluster, the
clustering similarity was calculated as the percentage
of response pairs that were in the same cluster in a ref-
erence cluster set. The reference solution G is given by
the set of clusters {G1,G2, . . . ,Gi}. The jth test clus-
ter C j consists of the responses {c j1 ,c j2 , ...,c jk}. The
number of response pairs (Pj) in C j is given by
(|C j |
2
)
,
where |C j| is the cardinality of C j. If X jp is the pth
response pair from C j, {c jn ,c jm}, then its score A jp is
given by3:
A jp =
{
1, if X jp ⊆ G1∨G2∨ . . .∨Gi
0, otherwise.
(1)
The clustering similarity for the jth cluster, S j, is then
given by:
S j =
Pj
∑
p j=1
Ap j
|C j| ×100%. (2)
The mean clustering similarity Smean is calculated by
taking the mean of S across all J clusters:
Smean =
J
∑
j=1
S j
J
. (3)
The percentages of clusters with S= 100% and S= 0%
similarity (denoted by S100 and S0 respectively) were
also calculated.
The efficiency of the clustering solution was assessed
using the reduction percentage, given by one minus the
ratio of the number of clusters (J) to the total number
of responses (T ), expressed as a percentage:
R=
[
1−
(
J
T
)]
×100%. (4)
For example, 300 responses grouped into 100 clusters
is a reduction percentage of 67%.
2.5 Summary
An experiment was designed in order to investigate the
performance of an automatic text clustering algorithm.
A data set with 1399 unique responses collected in an
audio attribute elicitation experiment was used. Manual
clustering solutions were produced by two experienced
participants, and an automatic clustering solution was
generated using the method described by Francombe
et al. [8]. Metrics for evaluation of clustering accuracy
and efficiency were developed.
3 Results
The manual and automatic clustering results from the
experiment described above are given in Sections 3.1
and 3.2 respectively.
3The symbols ⊆ and ∨ should be read as ‘is a subset of’ and ‘or’
respectively.
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3.1 Manual clustering
The 1399 unique responses in the data set were clus-
tered into 74 groups by participant 1 (a reduction per-
centage of 95%) and into 91 groups by participant 2
(a reduction percentage of 93%). Figure 2 shows the
percentage of responses in the data set accounted for
against the number of clusters (given that the clusters
are in ascending size order); the figure shows that for
both participants the majority of the data set is ac-
counted for by a small number of large clusters. The
largest five clusters account for 40.7% of the data for
participant 1 and 28.1% of the data for participant 2,
whilst the smallest sixty clusters account for 22.9% of
the data for participant 1 and 17.7% of the data for
participant 2. This suggests that there were a small
number of commonly encountered percepts and a large
number of relatively uncommon observations.
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Fig. 2: Percentage of the data set accounted for against
number of clusters (sorted in ascending size
order) for the manual clustering solution
3.1.1 Cluster labels
The cluster labels and response frequency for the
twenty largest clusters produced by the two partici-
pants are shown in Figure 3. The cluster labels for the
five largest clusters produced by participant 1 were fre-
quency response, clarity, width, instrument sound, and
fullness. The cluster labels for the five largest clusters
produced by participant 2 were clarity (general), width
(general), bassiness—extent of (general), brightness
(general), and no difference. These terms—and those
in Figure 3—suggest that there is considerable agree-
ment between the participants. Participant 2 produced
a slightly more detailed clustering, dividing attributes
into ‘general’ and ‘source specific’ categories; partici-
pant 1 did not make such a distinction.
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Fig. 3: Cluster labels and response frequency for the
twenty largest manually generated clusters
3.1.2 Similarity of the two manual clustering
solutions
The clustering similarity metric described in Section
2.4 was used to assess the similarity between the two
manually generated cluster sets. The clusters generated
by participant one were used as the reference solution
G. The mean clustering similarity between the two sets
was 63.5% (35.2% of clusters were 100% similar—that
is, all items in a cluster made by participant 2 were
put into the same cluster by participant 1—and 6.6%
of clusters were 0% similar). These values serve as
baseline metrics against which the performance of the
automatic clustering algorithm can be compared.
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3.2 Automatic clustering
Figure 4 shows the following statistics (calculated as
described in Section 2.4) for 1–1290 clusters gener-
ated using the automatic clustering algorithm, for the
two participants: the mean clustering accuracy (thick
solid lines); the percentage of clusters with similarity
S= 100% and S= 0% (thin dashed and dotted lines);
and the reduction percentage (thick dashed line). It is
evident that the clustering similarity decreases as the
reduction percentage increases (i.e., the fewer clusters
are generated, the less similar the solution).
Table 1 shows statistics for the algorithm when it was
set to produce the same number of clusters as in the
manual solutions for each participant. The clustering
similarity produced at these high redundancy reduc-
tion percentages is low, indicating that the automatic
clustering algorithm cannot accurately match human
performance. However, the automatic clustering was
performed in approximately 20 seconds on a standard
laptop computer (compared to between 3 and 7 hours
when performed by a human).
Table 1: Statistics for the automatic clustering algo-
rithm when it was set to produce the same
number of clusters as the manual solutions
for each participant. The column labels are
detailed in Section 2.4.
Part. Num.
clust.
R
(%)
Smean
(%)
S100
(%)
S0
(%)
1 74 95 42.2 1.4 1.4
2 91 93 34.9 4.4 4.4
The clustering accuracy exceeds 90% at 730 clusters (a
reduction percentage of 48%) for participant 1 and at
740 clusters (a reduction percentage of 47%) for par-
ticipant 2. Figure 4 shows a knee-point (and similar
performance on the manual clusters produced by both
participants) at approximately 820 clusters (a reduction
percentage of 41%), giving 95.3% and 94.9% mean
clustering similarity for participants 1 and 2 respec-
tively.
4 Discussion
Based on the quantitative results presented in Section
3, various aspects of the performance of the automatic
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Fig. 4: Clustering accuracy and reduction percentage
for 1 to 1290 clusters generated by the auto-
matic clustering algorithm
clustering algorithm are discussed in the following sec-
tions.
4.1 Performance of the clustering algorithm
The results presented in Section 3 suggest that the clus-
tering algorithm tested cannot currently match human
performance. The clustering algorithm achieved less
than 43% similarity when producing the same number
of clusters as in the manual clustering. However, this
result should be interpreted alongside the similarity ob-
served between the two manually generated clustering
solutions (63.5%; see Section 3.1.2). This suggests that
the clustering is a difficult task even for experienced
humans to perform. At 63.5% similarity, the automatic
clustering algorithm gives a 77% redundancy reduction
for participant 1 and a 74% reduction for participant 2.
The results suggest that the clustering algorithm can
give a significant redundancy reduction at a very high
similarity (greater than 95% similarity at approximately
47% reduction). The clustering algorithm is therefore
suitable for pre-clustering data, and can give a large
time saving when asking a panel of participants to
group a text data set into clusters.
There are many reasons why a simple algorithmic clus-
tering method, such as the one detailed above, might
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not match the performance of a human. The algo-
rithm makes no attempt to extract meaning from the
responses; it simply relies on identifying words that are
common to multiple responses. Therefore, when two
or more different words are used to describe the same
percept, this will not be picked up by the algorithm.
For example, a human might group together responses
that use the terms ‘enveloping’ and ‘immersive’. Simi-
larly, experienced human assessors can group together
antonyms that refer to the same percept; for example,
phrases such as ‘[the sound was] bright’ and ‘[the sound
was] dull’ might be grouped together by a human but
not by this algorithm. Further investigation could use
more advanced natural language processing (NLP) al-
gorithms to analyze the sentiment of the responses in
more detail.
4.2 Choosing the number of clusters
There is an open question of how to set the number of
clusters to be generated by an algorithm. Francombe
et al. [8] suggested selecting a number of clusters to
minimise the size of the largest cluster, and to max-
imise the minimum percentage of clustering terms ac-
counted for by the most frequently used clustering
terms4. These statistics are visualised across the so-
lutions for 1–1290 clusters of the current data set in
Figure 5. Francombe et al. [8] selected a cutoff at
the point at which the minimum percentage of clus-
tering terms (Figure 5a) reached a local maximum (at
which point the mean and maximum cluster size had
stabilised). Using the same technique with this data
set (for the first pronounced local maximum) gives a
solution with 310 clusters (a 78% reduction, giving
62.9% and 58.8% similarity for participants 1 and 2
respectively). This is a large reduction and a reason-
ably accurate solution, as long as the full clusters are
available to correct mistakes. Figure 5a shows a sta-
ble maximum at 450 clusters (68% reduction, giving
74.0% and 72.8% similarity for participants 1 and 2
respectively); this may be a more apposite cutoff point.
However, these statistics may vary across data sets and
require further investigation.
4.3 Unclustered responses
As described in Section 2.3, the automatic clustering
method leaves a small percentage of responses unclus-
4A ‘clustering term’ is a word from a response that was in the
dictionary used by the clustering algorithm (i.e., not a stop word),
and was therefore used when determining the clusters.
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Fig. 5: Metrics used by Francombe et al. [8] to deter-
mine the number of clusters
tered in the case where all words in a response are con-
sidered to be stop words; in this case, unclustered terms
accounted for 7.5% of the data set (105 responses).
4.4 Comparison with manual clustering
The analysis presented above has highlighted some ben-
efits and some drawbacks of the automatic clustering
algorithm. The manual clustering approach also has
advantages and disadvantages. Manual clustering is
time consuming—it took between 3 and 7 hours for
the experienced participants to cluster this data set with
1399 unique responses. This supports the need for an
automatic method such as that presented above for per-
forming preliminary clustering—even a low reduction,
high accuracy clustering solution could save a consid-
erable amount of time.
One difficulty in the data set that is problematic for man-
ual and automatic clustering is the mention of multiple
percepts within a single response. Theoretically, such
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responses could be separated or duplicated in the man-
ual clustering. However, as the automatic clustering
algorithm used here cannot determine instances where
this should happen, this technique was not utilised in
the manual clustering. In cases where there were mul-
tiple percepts mentioned but no clear primary percept,
the participants clustered the responses based on the
first percept mentioned.
As seen in Section 3.1, different participants cluster and
label the responses in a different way (in addition to the
two participants in this study, Nord [14] presents a clus-
tering solution with eighteen categories). It would be
beneficial to further investigate the differences between
clustering solutions made by different human partici-
pants when performing the clustering individually.
One drawback with the automatic clustering method
is the lack of cluster labels—these are generated as an
integral part of the manual clustering method described
in Section 2.2. However, the benefit of the automatic
clustering method is that it reduces the amount of time
needed for human(s) to label the clusters and/or create
attribute scales. Francombe et al. [8] presented clus-
ters to participants that were labelled with the three
most commonly used clustering terms (see Section 4.2)
within the cluster as well as a bar chart showing the
frequency of use of each clustering word. This tech-
nique helped to quickly suggest a possible theme for
the cluster.
For the five largest automatically generated clusters
for which there were clear clustering terms that were
frequently used, the most common clustering terms
were bass, clear, hf, muffl, and fulle (note that these
clustering terms have been stemmed to five letters as
described in Section 2.3). These terms seem to relate
closely to some of the labels for the largest manual
clusters: bass and hf are related to frequency response
(participant 1) and bassiness (participant 2); clear and
muffl are related to clarity (both participants); and fulle
is related to fullness (participant 1). This result suggests
that the automatically generated clusters are in some
ways similar to the manual clusters.
5 Conclusions
An experiment was performed in which clusters were
generated both manually and automatically for a text
data set. The set was collected using a free elicitation
method alongside a paired comparison preference ex-
periment for different binaural algorithms. The experi-
ment aimed to compare the performance of automatic
text clustering with manual clustering of the same data
set.
The results suggested that the automatic clustering al-
gorithm cannot currently match human performance.
When the same number of clusters as in the two man-
ual clustering solutions was generated by the automatic
clustering, the algorithm achieved less than 43% simi-
larity. However, analysis of the clustering terms in the
largest automatically generated clusters suggested that
the algorithm produced clusters that grouped similar
concepts to those in the manual clusters.
At lower redundancy reduction percentages, the auto-
matic algorithm showed high similarity to the manual
clusters (for example, 90% similarity was achieved at
a 48% reduction). This suggests that the automatic
clustering algorithm is useful for pre-clustering text
data, for example, before presentation to a panel of
participants in a group discussion [8]. This is beneficial
for researchers using descriptive analysis techniques to
find out about audio products, systems, and algorithms,
as it can greatly reduce the amount of time needed in
panel discussions for attribute development; this will
result in less fatigue and irritation among the panel,
and, consequently, higher quality results.
5.1 Future work
In this paper, a single dataset was tested. It would be
beneficial to extend this testing to a range of data sets
from audio attribute elicitation experiments. It would
also be interesting to extend the range of participants
performing the manual clustering and to further assess
the similarities and differences between manual solu-
tions.
The results presented above (for example, in Figure 4)
suggested that a large proportion of clusters showed
a high similarity to manually generated clusters even
at high reduction percentages. It would be useful to
develop a metric for prediction of cluster accuracy in or-
der to highlight clusters that might need greater manual
input.
Large text data sets are a valuable source of informa-
tion; consequently, algorithms such as that tested above,
which can aid greatly with data analysis, are a useful
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tool. Further development of such algorithms is there-
fore desirable; such work could focus on introducing
more advanced processing, drawing on NLP fields in-
cluding part-of-speech tagging and sentiment analysis.
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