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Re´sume´. Nous proposons des versions re´gularise´es de l’algorithme Espe´rance - Maxi-
misation (EM) permettant d’estimer un Mode`le Line´aire Ge´ne´ralise´ Mixte (GLMM) pour
des donne´es de panel (mesure´es sur plusieurs individus a` diffe´rentes dates). Une re´ponse
ale´atoire y est mode´lise´e par un GLMM, au moyen d’un ensemble X de variables explica-
tives et de deux effets ale´atoires. Le premier effet mode´lise la de´pendance des mesures
relatives a` un meˆme individu, tandis que le second repre´sente l’effet temporel autocorre´le´
partage´ par tous les individus. Les variables dans X sont suppose´es nombreuses et re-
dondantes, si bien qu’il est ne´cessaire de re´gulariser la re´gression. Dans ce contexte, nous
proposons d’abord un algorithme EM pe´nalise´ en norme L2 pour des donne´es de petite
dimension, puis une version re´gularise´e de l’algorithme EM, base´e sur la construction de
composantes supervise´es, plutoˆt destine´e a` la grande dimension.
Mots-cle´s. Algorithme EM re´gularise´, Mode`les Line´aires Ge´ne´ralise´s Mixtes, Effet
ale´atoire autocorre´le´, Donne´es de panel.
Abstract. We address regularised versions of the Expectation-Maximisation (EM)
algorithm for Generalised Linear Mixed Models (GLMM) in the context of panel data
(measured on several individuals at different time points). A random response y is mod-
elled by a GLMM, using a set X of explanatory variables and two random effects. The
first effect introduces the dependence within individuals on which data is repeatedly col-
lected while the second embodies the serially correlated time-specific effect shared by all
the individuals. Variables in X are assumed many and redundant, so that regression de-
mands regularisation. In this context, we first propose a L2-penalised EM algorithm for
low-dimensional data, and then a supervised component-based regularised EM algorithm
for the high-dimensional case.
Keywords. Regularised EM algorithm, Generalised Linear Mixed Model, Autore-
gressive random effect, Panel data analysis.
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1 Introduction
L’un des objectifs principaux de l’analyse des donne´es de panel est de prendre en compte
la de´pendance engendre´e par la pre´sence de mesures re´pe´te´es au cours du temps. Par
ailleurs, au vu des facilite´s actuelles pour collecter de grandes masses de donne´es, les
fortes corre´lations potentielles au sein des variables explicatives doivent e´galement eˆtre
conside´re´es. Dans ce but, des re´gularisations de type ridge et lasso ainsi que des me´thodes
a` composantes ont re´cemment e´te´ mises en avant.
Dans le cadre des Mode`les Line´aires Mixtes (LMM), Eliot et al. (2011) proposent
d’e´tendre la re´gression ridge aux donne´es longitudinales. Afin de maximiser une vraisem-
blance pe´nalise´e sur la norme L2 des coefficients, ils sugge`rent une variante de l’algorithme
EM qui inclut, a` chaque ite´ration, la de´termination du meilleur coefficient de pe´nalisation
au travers d’une e´tape de Validation Croise´e Ge´ne´ralise´e (GCV). Une autre me´thode base´e
sur une vraisemblance pe´nalise´e, cette fois-ci dans une perspective de se´lection de vari-
ables, est propose´ par Schelldorfer et al. (2014). Ils e´laborent a` cet effet un algorithme
de type lasso pour ajuster des Mode`les Line´aires Ge´ne´ralise´s Mixtes (GLMM) de grande
dimension, qui combine approximation de Laplace et algorithme de descente de gradient.
Dans le cadre des GLM, Bry et al. (2013) mettent en œuvre une me´thode de type PLS
– nomme´e Re´gression Line´aire Ge´ne´ralise´e sur Composantes Supervise´es (SCGLR)) – qui
re´gularise le pre´dicteur line´aire tout en facilitant son interpre´tation au moyen de com-
posantes explicatives. Inspire´s par l’algorithme de Schall (1991), Chauvet et al. (2016)
e´tendent cette strate´gie de re´gularisation aux donne´es groupe´es, et plus ge´ne´ralement a`
l’ensemble de la classe des GLMM.
A` notre connaissance, les effets ale´atoires apparaissant dans les strate´gies pre´ce´dentes
sont suppose´s distribue´s selon des lois normales avec des niveaux inde´pendants. Cepen-
dant, pour les donne´es de panel, il est naturel de greffer une structure d’autocorre´lation a`
l’effet ale´atoire temporel. Deux objectifs comple´mentaires e´mergent alors : e´tendre d’une
part la re´gression ridge de Eliot et al. (2011) aux GLMM avec effet ale´atoire AR(1) ; et
pre´senter d’autre part une nouvelle version de SCGLR adapte´e pour les donne´es de panel
de grande dimension.
2 Mode´lisation
Dans cette section, nous rappelons les hypothe`ses principales concernant les GLMM et
nous introduisons les distributions des effets ale´atoires. Dans un souci de clarte´, nous
nous focaliserons sur des donne´es de panel e´quilibre´es avec N individus, chacun d’eux
observe´s en T dates. On note n = N ×T le nombre total d’observations, X la matrice de
design des effets fixes (de taille n× p) et U celle des effets ale´atoires (de taille n× q). Par
ailleurs, Y de´signe le vecteur de taille n des re´ponses ale´atoires, β le vecteur de taille p des
effets fixes, et ξ le vecteur de taille q des effets ale´atoires. Nous observons une re´alisation
y de Y tandis que ξ n’est pas observe´. Nous supposons usuellement que :
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(i) les Yi | ξ, i ∈ {1, . . . , n} sont inde´pendants et leurs distributions appartiennent a` la
famille exponentielle ;
(ii) l’espe´rance conditionnelle µi = E(Yi | ξ) de´pend de β et ξ au travers de la fonction
de lien g et du pre´dicteur line´aire ηi = x
T
i β + u
T
i ξ, ve´rifiant ηi = g(µi).
Dans notre mode`le, nous conside´rons deux effets ale´atoires ξ1 et ξ2, aux roˆles et distribu-
tions bien diffe´rents :
(i) ξ1 est l’effet ale´atoire spe´cifique aux individus. En les supposant inde´pendants, on
pose :
ξ1 ∼ NN
(
0, σ21IN
)
,
ou` σ21 est la composante “individuelle” de la variance, suppose´e inconnue.
(ii) ξ2 est l’effet ale´atoire temporel partage´ par l’ensemble des individus, ce dernier pou-
vant eˆtre vu comme un phe´nome`ne latent non pris en conside´ration dans les variables
explicatives. Ayant tendance a` perdurer au cours du temps, on le mode´lise a` l’aide
d’un processus autore´gressif d’ordre 1 (AR(1)), i.e. pour tout t ∈ {1, . . . , T − 1},
ξ2,t+1 = ρ ξ2,t + νt,
νt
iid
∼ N (0, σ22),
ou` ρ est le parame`tre de l’AR(1) et σ22 la composante “temporelle” de la variance,
suppose´s inconnus. De tels effets temporels latents apparaissent naturellement par
exemple dans un contexte e´conomique (ou` les agents partagent la meˆme politique
et conjoncture e´conomiques dont les effets ont une certaine inertie temporelle), ou
bien en biologie (car l’environnement e´cologique est souvent trop complexe pour
eˆtre observe´ de manie`re exhaustive au travers des variables explicatives).
Enfin, ξ1 and ξ2 sont suppose´s inde´pendants. En notant ξ =
(
ξT1 , ξ
T
2
)T
, U1 = IN ⊗ 1T ,
U2 = 1N ⊗ IT and U = [U1 |U2], le pre´dicteur line´aire η peut eˆtre e´crit matriciellement :
η = Xβ + Uξ.
3 Me´thodes
En raison de la structure de de´pendance des GLMM, l’algorithme des scores de Fisher a
e´te´ adapte´ par Schall (1991) afin d’estimer le mode`le. Dans le but de tenir compte a` la fois
des fortes redondances dans X ainsi que des distributions non-conventionnelles des effets
ale´atoires, nous envisageons dans la suite la possibilite´ d’introduire une e´tape de type EM
re´gularise´ au sein d’un algorithme de Schall. Chaque ite´ration se de´compose alors en deux
e´tapes cle´s : une e´tape de line´arisation et une e´tape d’estimation re´gularise´e.
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E´tape de line´arisation. Pour tout i ∈ {1, . . . , n}, la line´arisation a` l’ordre 1 de yi
au voisinage de µi est donne´e par : g(yi) ≃ zi = g(µi) + (yi − µi)g′(µi). Matriciellement,
cette approximation fournit une variable dite “de travail” z s’exprimant au travers du
mode`le line´arise´ suivant
M : z = Xβ + Uξ + e,
avec Var(e | ξ) = Diag
(
[g′(µi)]
2Var(Yi | ξ)
)
i=1,...,n
= Γ.
E´tape d’estimation. Au lieu de re´soudre le syste`me de Henderson associe´ a` M vu
comme un LMM (a` la manie`re de Schall (1991) ), nous proposons plutoˆt une e´tape de type
EM re´gularise´. Pour des donne´es de petite dimension (p < n), nous sugge´rons d’e´tendre
l’algorithme EM avec pe´nalite´ ridge e´labore´ par Eliot et al. (2011). Par contre, dans le
cas p ≫ n, nous lui pre´fe´rons un algorithme EM re´gularise´ base´ sur la construction de
composantes supervise´es.
3.1 Donne´es de petite dimension
Notre e´tape d’estimation prend appui sur Green (1990), qui popularise l’utilisation de
l’algorithme EM lorsque la vraisemblance est pe´nalise´e, et Golub et al. (1979), qui en-
couragent l’utilisation de la GCV pour choisir efficacement le coefficient de pe´nalisation
λ. Cependant, contrairement au LMM homosce´dastique conside´re´ par Eliot et al. (2011),
M contient des erreurs he´te´rosce´dastiques. Nous optons alors plutoˆt pour le crite`re GCV
propose´ par Andrews (1991), p. 372, cohe´rent avec les mode`les he´te´rosce´dastiques. En
notant θ = (β, σ21, σ
2
2 , ρ), nous pre´sentons l’ite´ration ge´ne´rique de notre algorithme EM
pe´nalise´ adapte´ aux GLMM avec effet ale´atoire AR(1) dans l’ Algorithme 1 ci-dessous.
3.2 Donne´es de grande dimension
Dans le cas p ≫ n, au lieu de maximiser une fonction objectif Qpen pe´nalise´e par la
norme L2 des coefficients, nous explorons la possibilite´ de maximiser une fonction Qreg
re´gularise´e a` l’aide de composantes. Pour une unique composante f , elle s’e´crit sous la
forme :
Qreg
(
θ, θ[t]
)
= Eξ|z
[
Lreg(θ; z, ξ) | θ
[t]
]
, avec
Lreg(θ; z, ξ) = (1− s)L(θ; z, ξ) + sφ(w),
ou` φ(w) est un crite`re de pertinence structurelle (PS) introduit par Bry et Verron (2015)
et s ∈ [0, 1] un parame`tre permettant de re´gler l’importance relative de la PS par rapport
a` L, vue ici comme une mesure de la qualite´ d’ajustemeent. Avec l > 1, φ(w) s’e´crit :
φ(w) =
(
p∑
j=1
[
cor2
(
xj , f
)]l) 1l
.
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Pour des raisons d’identifiabilite´, la composante s’e´crit f = Cw, avec C = XU l’ensemble
des composantes principales de X de valeurs propres non-nulles. Les parame`tres s et l
sont calibre´s par validation croise´e et les composantes de rangs supe´rieurs sont calcule´es
comme celle de rang 1, apre`s l’ajout de contraintes d’orthogonalite´ aux pre´ce´dentes.
Algorithme 1 : Ite´ration ge´ne´rique de l’algorithme EM pe´nalise´ en norme L2 pour
GLMM avec effet ale´atoire AR(1).
(1) E´tape de line´arisation. De´finir le mode`le line´arise´ par :
M[t] : z[t] = Xβ + Uξ + e, avecVar(e | ξ) = Γ[t].
(2) E´tape d’estimation.
(2.a) L de´signant la log-vraisemblance comple´te´e du mode`le line´arise´,
de´finir la log-vraisemblance comple´te´e pe´nalise´e Lpen par :
Lpen(θ; z, ξ) := L(θ; z, ξ)−
λ
2
βTβ
(2.b) Avec ẑ[t] les valeurs ajuste´es et S
[t]
λ la “hat-matrix” ve´rifiant l’e´galite´
ẑ[t] = S
[t]
λ z
[t], poser :
λ[t] ←− arg min
λ
GCV(λ) =
n−1
∥∥∥z[t] − S [t]λ z[t]∥∥∥2
Γ[t]
−1[
1− n−1tr
(
S
[t]
λ
)]2
 .
(2.c) E´tape E. Calculer :
Qpen
(
θ, θ[t]
)
:= Eξ|z
[
Lpen(θ; z
[t], ξ) | θ[t], λ[t]
]
.
(2.d) E´tape M. Poser alors :
θ[t+1] ←− arg max
θ
Qpen
(
θ, θ[t]
)
.
(3) Mise a` jour. Poser ξ[t+1] = Eξ|z
(
ξ | θ[t+1]
)
, et mettre a` jour la variable de
travail z[t+1] ainsi que la matrice de variance-covariance Γ[t+1].
Les e´tapes (1)–(3) sont re´pe´te´es tant que la stabilite´ conjointe des parame`tres β, σ21 ,
σ22 et ρ n’est pas observe´e.
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4 Re´sultats nume´riques
Afin d’e´valuer les performances des deux me´thodes, nous pre´senterons des e´tudes sur
donne´es simule´es, notamment dans le cas Poisson - lien log. Ces simulations auront trois
objectifs principaux :
(i) juger du nombre d’ite´rations ne´cessaire a` la stabilisation des parame`tres estime´s, et
ainsi se faire une ide´e de la vitesse de convergence des algorithmes propose´s,
(ii) s’assurer que les MSE relatifs a` chacun des parame`tres convergent bien vers 0 lorsque
la taille du jeu de donne´es augmente,
(iii) ve´rifier que les me´thodes propose´es se comportent de manie`re identique quelle que
soit la valeur de ρ ∈ ]−1, 1[.
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