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resumo 
 
 
O objectivo deste trabalho é a aplicação de técnicas estatísticas multivariadas 
com potencial aplicação no controlo de qualidade analítica. Estas técnicas 
estatísticas foram usadas na análise de dados químicos e espectroscópicos de 
polissacáridos da parede celular da polpa da laranja. 
 
Na primeira parte deste texto é feita a exposição de algumas técnicas 
matemáticas e estatísticas que são usadas de forma mais ou menos frequente 
em química analítica. Algumas destas técnicas são descritas de forma mais 
pormenorizada devido à sua importância e por serem usadas posteriormente 
no trabalho analítico. 
Ainda na primeira parte deste estudo é feita uma descrição sucinta e geral do 
tipo de material que é analisado posteriormente neste trabalho - polissacáridos 
de frutos. 
 
Na segunda parte deste trabalho é feita a análise de um conjunto de dados 
químicos e espectroscópicos usando técnicas quimiométricas. À partida tem-
se um conjunto de fracções da parede celular das quais se conhece a 
composição química (em sacáridos) e os espectros de infravermelho médio 
(no intervalo 1850-900 cm-1). Com estes dados aplica-se a análise de 
correlações, a análise de factores, a análise em componentes principais, o 
reconhecimento de padrões (com e sem supervisão) e modelos de calibração. 
Todas as técnicas se mostraram úteis na caracterização ou classificação das 
amostras; na maior parte dos casos confirma-se a classificação preconcebida 
em função dos processos de extracção química mas as técnicas estatísticas 
são particularmente úteis na caracterização e classificação das fracções 
extraídas em etapas em que é difícil fazer a classificação das amostras. As 
classificações mais fáceis de interpretar são obtidas com as técnicas de 
reconhecimentos de padrões com o algoritmo das K-médias (análise sem 
supervisão) e com a função discriminante condicionada pelo teorema de Bayes 
(na análise com supervisão). Os modelos de calibração (MLR, PCR, PLS1 e 
PLS2) além de contribuírem para a caracterização das amostras mostraram-se 
também razoáveis na capacidade de previsão da quantidade dos sacáridos 
principalmente dos ácidos urónicos e da xilose. Em geral, as técnicas de 
regressão linear múltipla (MLR) com introdução progressiva de variáveis e a 
regressão dos mínimos quadrados parciais (com algoritmo PLS1) 
apresentaram as melhores capacidades de regressão. 
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abstract 
 
The aim of this work is the application of multivariate statistical analysis in the 
context of the post-graduation course (analytical quality control). Some 
statistical methods were applied to chemical and spectroscopic data from 
orange cell wall polysaccharides. 
 
In the first part some mathematical and statistical techniques of frequent use in 
analytical chemistry are explained. Some of these are described in more detail 
due to its importance and because they are used latter at this study. It is also 
briefly and generally described the kind of samples (fruit cell wall 
polysaccharides) latter used in this work. 
 
A group of fractions, whose chemical composition and medium infrared spectra 
was known, was used for this study. Correlation analysis, factor analysis, 
principal component analysis, pattern recognition (supervised and 
unsupervised) and calibration methods were applied to this data. All these 
techniques were shown useful in characterization or clustering the samples. 
The classification due to chemical extraction process was confirmed at most 
cases but the statistical techniques were particularly useful in the 
characterization and cluster assignment of fractions whose chemical extraction 
didn't allow easy classification. Pattern recognition using K-means algorithm 
and discriminant analysis using Bayes' theorem give back easier clustering 
information. The calibration methods besides giving information to allow 
characterization of the fractions also give prevision of quantity of saccharides 
namely uronic acids and xylose. Multiple linear regression (MLR) with forward 
selection technique and partial least squares (PLS1 algorithm) showed in 
general better ability to perform regression. 
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1 PREÂMBULO 
A estatística é uma ferramenta importante de apoio à actividade científica em geral e à química 
analítica em particular. O conjunto de métodos matemáticos, lógica formal e, em particular, 
técnicas estatísticas de uso geral mas aplicadas especificamente em química denomina-se 
quimiometria. 
A estatística pode ser encarada sob dois aspectos fundamentais: a estatística descritiva e a 
estatística indutiva. Por vezes, é difícil encaixar determinada metodologia numa destas 
classificações. 
A estatística descritiva envolve métodos de recolha, classificação e redução dos dados. Procura 
caracterizar os fenómenos através de um número reduzido de parâmetros (como a média e a 
variância). Muitos dos dados são posteriormente usados na estatística indutiva. 
A estatística indutiva tem por fim permitir estabelecer inferências, sobre características do 
fenómeno em estudo (universo) com base nas correspondentes características das observações 
colhidas numa amostra. São exemplos da estatística indutiva os testes de hipóteses e a regressão 
linear. 
A estatística pode dividir-se, também, conforme o número de variáveis em análise; os métodos 
de estatística clássica aplicam-se na análise de uma variável (estatística univariada) e duas variáveis 
(estatística bivariada). A análise de três ou mais variáveis em simultâneo cai no âmbito da 
estatística multivariada. 
A estatística multivariada teve o seu início no século XX com os trabalhos de Pearson, Fisher, 
Hotelling, Wilks e Bartlett.1 
A estatística multivariada inclui quer métodos descritivos (para simplificação dos dados e 
explicação do sistema através de um número reduzido de dimensões de análise) quer métodos 
indutivos que permitem a generalização dos resultados das amostras às populações de onde foram 
retiradas. 
Ao longo deste texto serão referidas algumas das técnicas usadas em quimiometria: (1) análise 
em componentes principais e análise de factores, (2) análise discriminante e análise de grupos e (3) 
modelos de calibração. 
A análise em componentes principais (e a análise de factores) é usada para analisar inter-
relações entre um número elevado de variáveis e explicar as variáveis em termos das suas 
dimensões subjacentes (componentes ou factores). O objectivo é encontrar uma forma de 
condensar a informação das (numerosas) variáveis originais num conjunto de (poucas) variáveis 
“artificiais” com o mínimo de perda de informação. 
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Os modelos de calibração são usados quando se pretende avaliar se uma variável quantitativa 
(dependente) está relacionada com duas ou mais variáveis quantitativas (independentes). 
Uma situação mais complexa acontece quando se pretende relacionar duas ou mais variáveis 
quantitativas (dependentes) com duas ou mais variáveis quantitativas (independentes); a correlação 
canónica pode ser usada na resolução deste problema. 
Se a variável dependente for qualitativa e as variáveis independentes forem quantitativas pode 
usar-se a análise múltipla discriminante. São exemplos de variáveis qualitativas o género 
(masculino e feminino) ou os sabores alimentares (doce, amargo, salgado, adstringente e ácido). 
Este tipo de análise é aplicável quando é possível dividir o conjunto dos dados em grupos segundo 
as características predefinidas da variável dependente e a partir de dados quantitativos (como por 
exemplo a composição química de um alimento) prever o tipo de sabor que ele evidencia. 
Uma técnica similar à análise múltipla discriminante é a análise de grupos: ou seja o objectivo 
consiste na criação de grupos (variáveis qualitativas dependentes) a partir de dados quantitativos 
(variáveis independentes). Ao contrário da análise múltipla discriminante, na análise de grupos não 
há, à partida, grupos predefinidos. 
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2 ANÁLISE EM COMPONENTES PRINCIPAIS E ANÁLISE DE FACTORES 
A principal utilização da análise em componentes principais (PCA) e da análise de factores (FA) é 
a representação de um conjunto de dados original de dimensão elevada q com um número de 
dimensões reduzido p (com p menor ou igual a q). Cada uma das novas dimensões é uma 
construção algébrica das variáveis originais de forma que o primeiro componente (ou factor) 
representa grande parte da informação do sistema, e os componentes sucessivos apresentam, 
progressivamente, uma menor percentagem de explicação do conjunto da informação, mas também 
uma informação acumulada progressivamente ampliada. 
A análise em componentes principais permite transformar um conjunto de variáveis iniciais 
correlacionadas entre si, num outro conjunto de variáveis não correlacionadas (os componentes 
principais) que resultam da combinação linear das variáveis originais. Os componentes principais 
são calculados por ordem decrescente de importância, isto é, o primeiro explica o máximo possível 
da variância dos dados originais, o segundo o máximo possível da variância ainda não explicada, e 
assim por adiante.1 
Na análise em componentes principais é possível obter tantos componentes p quantas as 
variáveis originais q (q = p) sem perda de informação do sistema mas a análise em componentes 
principal só é útil quando um número reduzido de dimensões (por exemplo p ?  3) explica de forma 
significativa todo o sistema. Por outro lado, se as variáveis originais já forem, à partida, não 
correlacionadas a análise em componentes principais não melhora em nada o tipo de informação 
disponível. A aplicação da análise em componentes principais é tanto mais útil quanto mais 
correlacionadas forem as variáveis originais. Caso as variáveis não sejam muito correlacionadas, 
então, são muito semelhantes às variáveis latentes (componentes principais) que se constróem na 
PCA, eventualmente, sujeitas a uma rotação de eixos. 
A análise de factores, embora permita a redução da informação, tal como a análise em 
componentes principais, está mais orientada para explicar a estrutura das covariâncias entre as 
variáveis utilizando um modelo estatístico causal e pressupondo a existência de m variáveis latentes 
não observadas e subjacentes aos dados, os factores, que expressem o que há de comum nas 
variáveis originais. Cada variável pode ser decomposta em duas partes: uma parte comum e uma 
parte única (ver Figura 1). A primeira é a parte da sua variação partilhada com outras variáveis, 
enquanto que a segunda é específica da sua própria variação. Enquanto que na análise em 
componentes principais se considera a variação total presente no conjunto das variáveis originais, 
na análise factorial só é retida a variação comum, partilhada por todas as variáveis; a parte da 
variância não explicada pelos factores comuns corresponde ao erro associado a cada variável.1 
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Há autores que salientam algum grau de subjectividade na utilização da análise de factores, 
equiparando-a a uma arte, na medida que exige do utilizador um certo grau de intuição na selecção 
e análise dos factores. 2,3 
 
 
 
Figura 1. Quantidade de variância (a cinzento) explicada por cada uma das análises  
 
 
O cálculo dos parâmetros (valores próprios e vectores próprios) na PCA e na FA é realizado 
sobre uma matriz covariância ou correlação (ou ainda sobre ligeiras variantes destas matrizes);4 a 
escolha de uma matriz ou de outra, origina, na maior parte das vezes, parâmetros diferentes mas 
nem sempre esta escolha é tida em conta ou referida. Quando as variáveis apresentam unidades ou 
níveis de grandeza muito diferentes a análise de covariância vai atribuir mais peso às variáveis de 
maior dimensão sem que isso signifique uma melhor simplificação do sistema de dados - nesta 
situação parece ser mais razoável incidir o cálculo sobre a matriz de correlação. Por outro lado, se 
as variáveis forem comensuráveis parece mais razoável realizar o cálculo dos parâmetros com base 
na matriz de covariância que traduz não só a relação entre variáveis mas também tem em conta a 
preponderância  de cada variável no sistema. 
O número de amostras analisadas deve ser elevado e deve ser proporcional ao número de 
variáveis medidas. O número de variáveis seleccionadas deve ser suficientemente elevado para se 
obter uma caracterização o mais completa possível do sistema mas deve, também, ser tão pequeno 
quanto possível para facilitar o cálculo, para diminuir o número de correlações entre variáveis que 
podem ocorrer simplesmente por acaso (redundâncias) e para diminuir o número mínimo de 
amostras a analisar. Alguns autores sugerem que o número de amostras deve ser vinte vezes 
superior ao número de variáveis e no mínimo a relação deve ser de 1:5 (amostras para variáveis).5 
Estas condições podem ser “impraticáveis” quando o número de variáveis é, à partida, elevado 
como é o caso da análise de dados espectrais que podem ter 200 ou mais variáveis (números de 
onda de onda); o cumprimento estrito da regra implicaria a análise de 1000 a 4000 amostras. Nesta 
situação, quando o número de itens analisados é inferior ao número de variáveis, há autores que 
aplicam análise em componentes principais e outras técnicas relacionadas com a regressão de 
componentes principais e a regressão por mínimos quadrados parciais.6,7 
Há vários critérios para seleccionar o número de variáveis latentes a ter em conta na análise. O 
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menos provável, mas possível, é o investigador conhecer a priori ou postular o número de variáveis 
existentes. 
Outro critério consiste na utilização do gráfico da variância em função das variáveis latentes 
(scree plot - SP). Por definição da análise em componentes principais (e da análise de factores), as 
primeiras variáveis latentes têm uma grande variância associada e os seus decrementos são, 
também, elevados. Considera-se desprezáveis as variáveis latentes em que o declive se aproxima de 
zero, ou seja, nos quais o acréscimo de variância (devido a essas variáveis) é reduzido. Na Figura 2 
a linha SP dá a indicação de que as variáveis latentes além da sétima são “desprezáveis”, ou seja, 
são de admitir seis variáveis latentes. É de referir que o gráfico da variância (não apresentado) e o 
dos valores próprios (apresentado na Figura 2 com o eixo dos YY no lado esquerdo) tem um perfil 
exactamente igual. 
Também é possível seleccionar o número de variáveis latentes em função da percentagem de 
variância acumulada. O objectivo é que as variáveis seleccionadas representem, no conjunto, um 
total de variância considerado significativo. Em quimiometria usa-se, de forma frequente, o valor 
de 95% de variância acumulada como valor aceitável. Usando este critério na Figura 2 (linha varA) 
são necessários sete variáveis latentes para representar mais do que 95% de variância acumulada. 
Um dos métodos mais usados consiste na exclusão dos componentes que tenham valores 
inferiores à média de todos os valores próprios; deste modo, rejeitam-se as variáveis latentes com 
valores próprios inferiores a 1, quando os dados são normalizados. A utilização deste critério na 
Figura 2 (linha l) indica a selecção de três variáveis latentes. 
Como é possível verificar, neste exemplo verídico, há diferentes respostas para a mesma 
questão. O critério a adoptar depende do objectivo da análise e do tipo de tratamento matemático 
que se sucede à análise em componentes. 
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Figura 2. Diferentes formas de seleccionar as variáveis latentes tendo em conta os valores próprios (?) e a 
percentagem de variância acumulada (o) e usando o scree plot  (SP), o valor próprio (l) ou a variância 
acumulada (varA) 
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2.1 ANÁLISE EM COMPONENTES PRINCIPAIS 
O processo da análise em componentes principais segue um número de passos tradicionais: 
?  normalização das variáveis iniciais X1, X2 , ..., Xq de forma a que estas tenham média zero e 
desvio padrão 1 - este procedimento pode ser dispensado se a dimensão de todas as 
variáveis for equivalente; 
?  cálculo da matriz de covariância - no caso dos valores normalizados corresponde à matriz 
correlação; 
?  determinação dos valores próprios e dos correspondentes vectores próprios; 
?  eliminação dos componentes com pequeno contributo para a explicação da variância total.2 
 
Cada componente principal Zi (i = 1, 2, ..., q) é uma combinação linear de todas as variáveis X, 
ou seja, de forma particular zi = ai1 x1 + ai2 x2 + ... + aiq xq = ai’ x. O conjunto dos factores de 
multiplicação (coeficientes) forma o vector próprio (ai) para o componente principal Zi. Para se 
obter o valor de todos os componentes principais (vector z) tem que se multiplicar a matriz dos 
valores próprios (A) pelo vector dos dados originais (x). 
z = A x 
Z = A X, se houver n objectos analisados em q variáveis (1) 
 
A dispersão dos n elementos da amostra é máxima ao longo do eixo Z1 e progressivamente 
menor ao longo dos sucessivos componentes (Z2, Z3, ..., Zp): var (Z1) ?  var (Z2) ?  ... ?  var (Zq). Para 
limitar a amplitude da variância dos componentes é estabelecida a condição de que a soma dos 
quadrados dos coeficientes de cada componente é igual à unidade: ai12 + ai22 + ... + aip2 = 1 ou em 
termos vectoriais 
ai’ ai = 1. (2) 
 
Uma outra característica dos componentes Z é que eles não são correlacionadas entre si quaisquer 
que sejam os componentes Zi e Zj (rZiZj = 0), ou seja: 
ai’ aj = 0. (3) 
 
A partir dos dados originais é possível calcular a matriz de covariância C, que é a matriz de 
correlação se os dados originais estiverem normalizados. As variâncias dos componentes principais 
são os valores próprios da matriz C (li): 
li = var (Zi) = ai’ C ai (4) 
 
obtendo-se os valores próprios pela resolução da igualdade: 
(C - li I) ai = 0 (5) 
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Se for pretendido que o vector próprio ai seja diferente de zero então a igualdade anterior assume 
outra forma: 
|C - li I| = 0 (6) 
 
Obter-se-ão q soluções (tantas quantas as variáveis X) para os valores próprios. Como já foi dito, o 
maior valor de l corresponde ao valor próprio l1 (igual à var (Z1)) do componente principal Z1. O 
segundo maior valor de l corresponde ao valor próprio l2 (igual à var (Z2)) do componente principal 
Z2 e assim sucessivamente. 
O somatório dos valores próprios é igual ao traço da matriz covariância C, ou seja: 
l1 + l2 + ... + lq = c11 + c22 + ... + cqq. (7) 
 
O cálculo de cada vector próprio é obtido a partir da igualdade: 
li = ai’ C ai. (8) 
 
 
2.2 ANÁLISE DE FACTORES 
A análise de factores partilha alguns objectivos da análise em componentes principais, como seja a 
compressão dos dados e a diminuição das dimensões em estudo. A análise de factores permite, 
também, relacionar entre si informação do mesmo tipo (por exemplo relacionar dados 
espectroscópicos) ou informação de género diferente (como dados espectroscópicos e composição 
química, por exemplo), permite identificar variáveis ou factores ocultos e é usada, por vezes, como 
prelúdio da análise de grupos.4 No caso da análise de factores só uma parte da variância da variável 
Xi (comum a todas as variáveis X) é descrita pelos factores (F) sobrando uma parte específica (ei) 
para cada variável, (ver Figura 1): 
xi = gi’ f + ei (9) 
 
em que xi é o valor padronizado da variável Xi (do conjunto das amostras n), gi é o vector dos pesos 
dos factores na medição i e f é o vector dos factores, o qual tem média zero e desvio padrão igual à 
unidade; ei é a parte de Xi específica da medição i.2 Os elementos do vector f, ou seja, os factores f1, 
f2,..., fm não são correlacionados. 
Uma vez que gi é constante, a variância de f é 1 e f e ei são independentes, a variância de Xi é 
dada pelas equações seguintes: 
var (xi) = 1 = gi12 var (f1) + gi22 var (f2) + ... + gim2 var (fm) + var (ei) 
var (xi) = 1 = gi12 + gi22 + ... + gim2 + var (ei) 
var (xi) = 1 = gi’ gi + var (ei) (10) 
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A porção de variância de Xi relacionada com os factores comuns (gi’ gi) é a comunalidade enquanto 
que var (ei) é a parte específica da variância de Xi. 
A correlação entre duas variáveis Xi e Xj pode ser calculada pela equação: 
rij = gi1 gj1 + gi2 gj2 + ... + gim gjm = gi’ gj (11) 
 
2.2.1 ESCOLHA DA MATRIZ DE ANÁLISE 
Como já foi referido, antes de se proceder ao cálculo propriamente dito da análise de factores, os 
dados iniciais (X0) podem ser transformados em dados de trabalho (X) de forma a adequarem-se à 
referida análise: 
X = X0 A + B (12) 
 
sendo A uma matriz (diagonal) de escala e B uma matriz de centragem. Com esta nova matriz (X) 
pode calcular-se a matriz de covariância C que, por sua vez, corresponde à matriz de correlação (R) 
em algumas circunstâncias: 
C = X’ X ?  (n - 1) (13) 
 
em que n é o número de linhas da matriz X.8 Há autores que fazem o cômputo da covariância 
dividindo o produto das matrizes por n.4 
É possível obter quatro variantes de normalização originando consequentemente quatro tipos de 
análise de factores:4 
a) covariância em relação à origem, Co, em que se mantém inalterada a matriz dos dados 
original: 
ajj = 1 (14) 
bij = 0 (15) 
 
b) "covariância" em relação à média, Cm, em que: 
ajj = 1 (16) 
bij = - jx  (17) 
 
c) "correlação" em relação à origem, Ro, em que: 
50
1
21
,n
i
ijjj xn
  a
?
?
??
?
?
??
?
?
? ?  (18) 
bij = 0 (19) 
 
d) correlação em relação à média, Rm, em que: 
? ?
5,0
1
21
?
?
?
?
?
?
?
?
?? ?
n
i
jijjj xxn
  a  (20) 
bij = jx ajj (21) 
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Não há consenso quanto à escolha da matriz (Co, Cm, Ro ou Rm) que deve servir para o cálculo 
dos valores próprios e demais resultados da análise de factores. Como já foi dito, alguns autores 
preferem a matriz de covariância (Co) nomeadamente aquando da análise de espectros de massa em 
que existe um zero real e em que as "variáveis" têm as mesmas unidades e ordem de grandeza 
semelhante;4 Duewer et al. consideram, no entanto, que de forma genérica a normalização pela 
média e variância estabiliza a análise em relação aos erros analíticos e simplifica a interpretação 
dos resultados.9 Estes autores propõem a utilização de dados artificiais para testar os algoritmos; 
este tipo de dados têm a vantagem de serem bem conhecidos e de poderem assemelhar-se a 
situações reais. Com base nesta ideia criou-se, por geração aleatória, um conjunto de medidas de 
comprimento (C), largura (L) e profundidade (P) de um paralelepípedo; com estes valores fez-se o 
cálculo da soma das arestas (SA) e da diagonal do sólido (D). Numa simulação (apresentada na 
Tabela 1) impôs-se que C, L e P variassem entre 1 e 10 (unidades arbitrárias, por exemplo metro); 
os valores das somas das arestas e da diagonal do sólido dependem dos valores de C, L e P mas têm 
as mesmas unidades e a ordem de grandeza dos valores é idêntica: para este caso os valores de 
soma das arestas variam entre 5 e 16 e os valores da diagonal do sólido variam entre 36 e 104. 
 
Tabela 1. Simulação da medida das dimensões de 15 paralelepípedos 
Comprimento/m Largura/m Profundidade/m Soma das arestas/m Diagonal do sólido/m 
9 7 10 104 15,2 
10 6 10 104 15,4 
1 4 4 36 5,7 
7 2 9 72 11,6 
8 1 2 44 8,3 
2 5 5 48 7,3 
6 5 9 80 11,9 
1 6 8 60 10,0 
3 5 5 52 7,7 
7 4 8 76 11,4 
4 10 3 68 11,2 
9 9 7 100 14,5 
4 9 6 76 11,5 
10 3 2 60 10,6 
1 7 3 44 7,7 
9 7 10 104 15,2 
 
Nesta situação admite-se a existência de 3 factores "reais" (correspondentes às "medições" C, L 
e P) e de mais dois parâmetros que, na realidade, derivam dos referidos factores. Para identificação 
destes factores fez-se uma análise tipo R (ver parágrafo 2.2.2) utilizando as matrizes Co, Cm, Ro ou 
Rm que geram um conjunto diferente de valores próprios que auxiliam na selecção do número de 
factores (Tabela 2). Como já foi dito, há vários critérios admissíveis para seleccionar o número de 
factores como sejam: a) o número de factores que representam uma determinada percentagem de 
variância acumulada (considera-se 99% neste caso porque não há erros experimentais); b) os 
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factores que tem variância superior à média das variâncias e que neste caso corresponde a 20% por 
existirem no máximo 5 factores (5 ?  20 % = 100 %) ou um valor próprio de 1 nos casos da 
variância normalizada (matrizes Ro e  Rm) e c) usando o scree plot. A Figura 3 sintetiza esta 
informação e permite verificar que os resultados são diferentes conforme a matriz usada. 
 
Tabela 2. Valores próprios (l) e percentagem de variância (var) relativos aos dados dos paralelepípedos 
Factores Co  Cm  Ro  Rm 
 l var (%)  l var (%)  l var (%)  l var (%) 
1 5346,2 99,7  475,6 97,1  4,62 92,4  3,19 63,8 
2 9,87 0,2  9,19 1,9  0,26 5,1  1,16 23,1 
3 5,14 0,1  4,97 1,0  0,12 2,4  0,64 12,7 
4 0,53 0,0  0,21 0,0  0,00 0,1  0,01 0,3 
5 0,00 0,0  0,03 0,0  0,00 0,0  0,00 0,0 
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Figura 3. Variância (?) e variância acumulada (o) para cada factor usando diferentes matrizes de 
"covariância" (Co, Cm, Ro e Rm); a linha tracejada inferior corresponde à media da variância 
 
Com as matrizes covariância (Co e Cm) o factor 1 é demasiado valorizado ultrapassando 97 % 
da variância do sistema; o critério do scree plot e dos factores com variância superior ao valor 
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médio (ou próximo dele) confirmam, neste caso, a selecção de um único factor. Esta situação é 
vulgar quando os valores de uma ou mais variáveis são muito maiores do que das outras; recorde-
se, no entanto, que neste caso os "factores" (C, L e P) têm a mesma ordem de grandeza. Com as 
matrizes correlação (Ro e Rm) seriam escolhidos 3 factores para explicar 99 % da variância total o 
que corresponde ao número de factores pretendido. O número de factores com variância superior à 
média (valor próprio superior a 1 neste caso) é 1 usando Ro e é 2 usando Rm. A selecção pelo scree 
plot nos gráficos Ro e Rm da Figura 3 é mais difícil (e mais subjectiva) do que nos gráficos Co e Cm 
porque o patamar de estabilidade é menos evidente; julga-se razoável aceitar, por este critério, que 
com a matriz Ro há 2 factores significativos e com a matriz Rm há 3 factores significativos. Estes 
resultados estão resumidos na Tabela 3. 
 
Tabela 3. Selecção do número de factores segundo vários critérios para os dados dos paralelepípedos 
Critério Co Cm Ro Rm 
Variância acumulada ?  99% 1 2 3 3 
Variância ?  variância média 1 1 1 2 
Scree plot 1 2 2 3 
 
Estes resultados vão de encontro aos resultados obtidos por Duewer et al. que testando em 
vários tipos de dados (artificiais e reais) chegaram à conclusão que a análise pela matriz de 
correlação (Rm) simplif ica a interpretação dos resultados sem perda de qualidade na selecção do 
número de factores.9 Como foi dito, alguns autores preferem a matriz Co, nomeadamente na análise 
de espectros de massa, devido à existência nestes dados de um zero real (o que justificaria centrar 
pela origem) e de uniformidade nas unidades e ordens de grandeza das "variáveis" o que justificaria 
o uso da matriz covariância.4,8 Usando os dados da referência 8 página 84 relativos às intensidades 
dos (17) fragmentos de espectros de massa em 5 amostras com diferentes proporções de dois 
compostos e implementando os critérios deste trabalho no que concerne à selecção do número de 
factores obtém-se os resultados da Tabela 4; com dados reais consideram-se os factores suficientes 
para explicar 95% da variância do sistema. As amostras são formadas por diferentes proporções de 
dois compostos e, portanto, é de esperar a identificação de dois factores. Mais uma vez, nota-se a 
pluralidade de resultados mas parece razoável aceitar a matriz correlação Rm como matriz para 
cálculo dos valores próprios, vectores próprios e demais resultados com interesse na análise de 
factores. 
 
Tabela 4. Selecção do número de factores segundo vários critérios para os dados da referência 8 pág. 84 
Critério Co Cm Ro Rm 
Variância acumulada > 95% 2 2 2 2 
Variância > variância média 1 1 1 1 
Scree plot 2 2 2 2 
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2.2.2 ESCOLHA DO TIPO DE ANÁLISE 
A análise de factores pode ser feita em doze perspectivas diferentes conforme a natureza da 
informação existente e conforme a abordagem que se pretende efectuar.4 Com o tipo de dados deste 
trabalho mantém-se constante o factor tempo resultando, portanto, em análises tipo R e tipo Q. Na 
análise tipo R a matriz original (X0) é normalizada de forma directa com os casos ou objectos 
correspondendo às linhas da matriz e as variáveis às colunas da matriz. Já na análise tipo Q, é 
normalizada a matriz original transposta (X0’) com as variáveis correspondendo às linhas da matriz 
e os objectos às colunas da matriz. No primeiro caso (análise tipo R) analisa-se a covariância (ou 
correlação) entre variáveis e no segundo caso a análise é feita sobre os objectos. No ponto de vista 
da análise de factores a abordagem tipo R associa às variáveis factores comuns e na abordagem tipo 
Q associam-se aos objectos factores comuns que por sua vez podem ser relacionados com as 
variáveis medidas. A análise tipo Q pode identificar grupos de indivíduos que apresentam 
características comuns nas variáveis que foram medidas.5 Nesta perspectiva a análise tipo Q 
diferencia-se da análise de grupos porque esta agrega (ou separa) com base em medidas de 
distância (conferir na página 24) enquanto a análise tipo Q agrega os objectos com base nas 
correlações entre si.5 
 
2.2.3 CÁLCULO DOS FACTORES 
O cálculo dos factores e dos seus pesos pode ser feito a partir dos resultados da análise em 
componentes principais de q variáveis em que os valores aij são calculados com os valores próprios 
da matriz correlação (ver parágrafo 2.1): 
z = A x (22) 
z1 = a11 x1 + a12 x2 + ... + a1q xq 
z2 = a21 x1 + a22 x2 + ... + a2q xq 
... 
zq = aq1 x1 + aq2 x2 + ... + aqq xq 
 
É possível refazer o sistema de equações anteriores destacando as variáveis originais X: 
x = A’ z (23) 
x1 = a11 z1 + a21 z2 + ... + aq1 zq 
x2 = a12 z1 + a22 z2 + ... + aq2 zq 
... 
xq = a1q z1 + a2q z2 + ... + aqq zq 
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Para a análise de factores, somente m (menor que q) componentes principais são retidos, obtendo-
se então: 
x = Am’ zm + e (24) 
x1 = a11 z1 + a21 z2 + ... + am1 zm + e1 
x2 = a12 z1 + a22 z2 + ... + am2 zm + e2 
... 
xq = a1q z1 + a2q z2 + ... + amq zm + eq 
 
Como já foi dito, os factores devem ter variância igual a 1 (um) e para isso divide-se os 
componentes principais seleccionados (z1 a zm) pela raiz quadrada do correspondente valor próprio 
(f i = zi ?  li0,5), obtendo-se o sistema de equações (25) em que L é a matriz (m ?  m) diagonal formada 
pela raiz quadrada de cada valor próprio: 
x = Am’ L fm + e  (25) 
x1 = l10,5 a11 f1 + l20,5 a21 f2 + ... + lm0,5 am1 fm + e1 
x2 = l10,5 a12 f1 + l20,5 a22 f2 + ... + lm0,5 am2 fm + e2 
... 
xq = l10,5 a1q f1 + l20,5 a2q f2 + ... + lm0,5 amq fm + eq 
 
ou, fazendo gij = lj0,5 aji, obtém-se a forma simplificada do modelo com os factores sem rotação: 
x = G f + e  (26) 
x1 = g11 f1 + g12 f2 + ... + g1m fm + e1 
x2 = g21 f1 + g22 f2 + ... + g2m fm + e2 
... 
xp = gp1 f1 + gp2 f2 + ... + gpm fm + ep 
 
Aplicando uma rotação obtém-se uma nova solução: 
x = H f* + e  (27) 
 
Os factores (F e F*) podem ser expressos como combinações lineares das variáveis X: 
f = (G’ G)-1 G’ x (28) 
f* = (H’ H)-1 H’ x (29) 
 
2.2.4 ROTAÇÃO DOS FACTORES 
Na análise de factores sem rotação os factores são seleccionados por ordem (decrescente) da sua 
importância. Assim o primeiro factor (com a variância maior) tende a dar igual relevância a todas 
as variáveis: os pesos para todas as variáveis são elevados. O segundo factor e os factores 
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subsequentes estão associados a uma percentagem de variância (progressivamente) menor. A 
rotação dos factores redistribui a variância entre eles de forma que o primeiro factor “perde” 
variância em favor dos demais factores. O objectivo da rotação é obter um resultado mais simples e 
com algum significado físico de forma a interpretar melhor o sistema.5,10 
Há vários tipos de rotação que se podem dividir em duas classes: rotação ortogonal e rotação 
oblíqua. Como o próprio nome indica, na rotação ortogonal os factores mantém-se não 
correlacionados entre si (tinha-se f i fj = 0 antes da rotação e obtém-se fi*fj* = 0 após a rotação). Na 
rotação oblíqua não há a constrição da ortogonalidade entre factores e assim tendo-se f i fj = 0 pode 
passar a ter-se fi* f j* ?  0. Este tipo de rotação é mais flexível porque não obedece à imposição da 
ortogonalidade e mais próximo da “realidade” porque não é exigido a ausência de correlação entre 
os factores. No entanto, este algoritmo é menos usado do que qualquer rotação ortogonal porque é 
mais complexo, mais controverso, menos desenvolvido e menos disponível em programas 
informáticos de estatística.5 
Há vários tipos de rotação ortogonal entre as quais se destaca a quartimax, a varimax e a 
equimax. Os pesos de uma análise de factores podem ser apresentados sob a forma de matriz com 
as colunas associadas aos factores e as linhas associadas às variáveis. A rotação visa simplificar as 
linhas ou as colunas desta matriz. A rotação obtém-se por maximização da função (30) em que c é 
uma constante que varia conforme o método adoptado e hij é o elemento da matriz de vectores 
depois da rotação (H):1 
? ??
? ?? ??
?
?
?
??
?
?
?
?
?
?
?
?
?
?
?
??
p
j
q
i
ji
q
i
ij hq
c
hQ
1
2
1
2
1
4  (30) 
 
A rotação quartimax (em que c = 0) promove a simplificação de cada linha de forma que cada 
variável tenha o peso elevado num factor e baixo nos demais factores; o objectivo é associar 
(fortemente) uma variável a um factor. Neste método, diferentes variáveis podem ter pesos 
elevados no mesmo factor.10 Tal como pode acontecer nos factores sem rotação, na rotação 
quartimax há tendência para que o primeiro factor tenha pesos elevados (positivos e negativos) 
para todas, ou quase todas, as varáveis o que pode tornar inútil a aplicação deste método de 
simplificação.5 
A rotação varimax (em que c = 1) proporciona a simplificação de cada coluna, da matriz 
supracitada, promovendo em cada factor o máximo de pesos próximos de zero sobejando alguns 
(poucos) próximos de -1 e +1; a interpretação de cada factor fica simplificada pois este estará 
fortemente associado (de forma negativa ou positiva) a algumas variáveis e pouco relacionado com 
as demais variáveis.1,5 
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A rotação equimax (em que c = p/2) é um compromisso entre as rotações quartimax e varimax 
tentando optimizar partes de cada; o seu objectivo é optimizar linhas e colunas da matriz dos pesos 
da análise de factores. 
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3  ANÁLISE DISCRIMINANTE 
A análise discriminante propõe-se distinguir entre dois ou mais grupos, definidos a priori, com 
base em informação de variáveis independentes quantitativas. Esta técnica emprega-se para 
descobrir as características que distinguem os membros de um grupo dos de outro. A partir de um 
conjunto de indivíduos classificados segundo as classes que se estabeleceram e do conhecimento de 
uma ou mais características mensuráveis desses indivíduos calcula -se uma função discriminante; 
um indivíduo de classificação desconhecida é atribuído a um grupo específico pelo conhecimento 
dos valores das variáveis mensuráveis seleccionadas e da aplicação da função discriminante. Esta 
técnica também é denominada reconhecimento de amostras com supervisão. 
A análise discriminante e os modelos de calibração têm em comum o facto de ambas as técnicas 
tentarem caracterizar uma variável dependente a partir de dados quantitativos independentes. No 
entanto, há várias diferenças entre estas duas técnicas. Na regressão, a variável dependente é 
quantitativa e tem distribuição normal enquanto as variáveis independentes são determinísticas; na 
análise discriminante as variáveis independentes têm distribuição conjunta normal multivariada 
enquanto que a variável dependente é fixa e de tipo nominal. O objectivo da análise de regressão é 
prever o valor de uma de uma ou mais variáveis dependentes mensuráveis com base nos valores 
conhecidos e fixos das variáveis independentes; o objectivo da análise discriminante é encontrar 
uma combinação linear das variáveis independentes que minimize a probabilidade de classificação 
incorrecta dos indivíduos.1 
Há vários modelos matemáticos aplicáveis no cálculo da função discriminante e na forma de 
atribuir um indivíduo a um grupo ou a outro, como é o caso da função discriminante a partir do 
teorema de Bayes. 
 
3.1 FUNÇÃO DISCRIMINANTE A PARTIR DO TEOREMA DE BAYES 
O teorema de Bayes diz que cada elemento deve ser atribuído ao grupo com maior probabilidade 
condicional.8 Um elemento a será atribuído ao grupo 1 (G1) se a probabilidade do objecto a 
pertencer ao grupo G1 for maior do que a probabilidade de pertencer a qualquer outro grupo Gi: 
P(G1|a) > P(Gi|a) (31) 
 
Segundo o teorema de Bayes a probabilidade de um elemento a pertencer ao grupo 1, 
conhecendo a priori as probabilidades dos grupos 1 (P(G1)) e 2 (P(G2)), pode ser calculada pela 
expressão: 
)2G()2G|()1G()1G|(
)1G()1G|(
)|1G(
PaPPaP
PaP
aP
???
?
?  (32) 
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em que P(a|G1) é a probabilidade condicionada de um elemento com o perfil xa ser idêntico a um 
elemento do grupo 1 e este valor pode ser obtido por amostragem ou, assumindo uma distribuição 
normal multivariada, pela expressão: 
P(a|G1) = (2? |C|0,5)-1 ?  exp [-0,5 ?  (xa - x G1)’ CG1-1 (xa - x G1)] (33) 
 
Tendo em conta as expressões anteriores e supondo que há uma maior probabilidade de um 
elemento fazer parte do grupo 1 então um objecto a deve ser atribuído ao grupo 1 se: 
ln P(G1) - 0,5 ln |CG1| - 0,5 ?  (xa - x G1)’ CG1-1 (xa - x G1) >  
> ln P(G2) - 0,5 ln |CG2| - 0,5 ?  (xa - x G2)’ CG2-1 (xa - x G2) 
(34) 
 
e as funções discriminantes j1 e j2 são: 
j1 = 0,5 ln |CG1| + 0,5 (xa - x G1)’ CG1-1 (xa - x G1) (35) 
j2 = 0,5 ln |CG2| + 0,5 (xa - x G2)’ CG2-1 (xa - x G2) (36) 
 
com o objecto a a ser atribuído ao grupo 1 se: 
ln P(G1) - j1(a) > ln P(G2) - j2(a) (37) 
 
e a linha divisória a ser determinada pela equação: 
j1(a) = j2(a) + ln P(G1) - ln P(G2). (38) 
 
Esta linha divisória assumirá a forma quadrática se as matrizes covariância não forem idênticas 
em termos estatísticos; se, por outro lado, as matrizes covariância não forem significativamente 
diferentes é, então, possível calcular a matriz de covariância global, tal como indicado na equação 
(45), e obtém-se uma linha divisória linear.8 
Tal como na análise de regressão múltipla, é possível fazer selecção de variáveis de forma a 
facilitar os cálculos e a eliminar a informação redundante e obtendo uma função discriminante 
eficaz. É possível, também, usar combinações de variáveis (como os componentes principais) na 
construção da função discriminante.8 
 
3.1.1 AVALIAÇÃO DA DISTRIBUIÇÃO NORMAL DE UM CONJUNTO DE DADOS 
Pode ser necessário averiguar se um conjunto de dados segue uma distribuição normal - que é um 
dos comportamento mais usuais dos dados experimentais em química. Algumas das técnicas 
matemáticas, como é o caso da função discriminante referida no parágrafo 3.1, pressupõem uma 
distribuição normal dos dados ou uma distribuição muito próxima da distribuição normal que é 
tratada, mesmo assim, como tal. 11 
Há vários testes possíveis para averiguar a proximidade da distribuição de um conjunto de 
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dados a uma distribuição normal mas neste trabalho serão analisados somente três aspectos: a) se a 
proporção das frequências dos dados é semelhante a uma distribuição normal; b) se a função é 
simétrica em relação ao valor central (simetria) e c) se a forma da função de distribuição é idêntica 
ao perfil de uma função de Gauss com a sua típica forma em sino (curtose). O primeiro parâmetro 
avalia o conjunto dos dados numa perspectiva mais geral e os dois restantes parâmetros avaliam 
aspectos particulares da frequência dos valores. 
Uma das formas de avaliar se a proximidade da proporção das frequências dos dados é 
semelhante à distribuição normal consiste na construção e avaliação do gráfico quantil-quantil (Q-
Q). O gráfico Q-Q é construído representando nas ordenadas os dados por ordem crescente (x(i)) e 
nas abcissas os respectivos quantis normais (q(i)). Se os pontos ((q(i), x(i)) se dispuserem ao longo de 
uma recta então não se rejeita a hipótese de os dados terem uma distribuição normal.12,13 A 
avaliação da proximidade dos pontos a uma recta pode ser feita pela simples análise visual do 
gráfico ou comparando o coeficiente de regressão da recta (rQ) com valores tabelados tendo em 
conta o número de dados e o nível de confiança.12 
 
O cálculo do quantil normal é obtido pela resolução do integral da expressão (39) em que P(i) é 
a probabilidade de ter um valor menor ou igual a q(i) numa população normal padrão: 
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A forma de obter o gráfico Q-Q segue os seguintes passos: 
?  ordenação das observações originais para obter os dados x(1), x(2), ..., x(n) e das respectivas 
probabilidades [(1 - 0,5)/n)], [(2 - 0,5)/n)], ..., [(n - 0,5)/n)]; 
?  cálculo dos quantis normais padrão q(1), q(2), ..., q(n) pela resolução do integral apresentado 
acima (equação (39)); 
?  representação o gráfico dos pares de valores (q(i), x(i)).12 
 
Desta forma pode obter-se um gráfico com os aspecto da Figura 4. No caso de se ter um 
conjunto de dados com uma distribuição normal o gráfico Q-Q tem os pares de valores (q(i), x(i)) 
dispostos de forma linear. Há casos paradigmáticos em que os pontos se distribuem em arco 
(abaixo ou acima) da recta desejada ou então os pontos formam um "S" cruzado pela recta 
desejada. Um ponto nas extremidades muito afastado da recta delineada pelos restantes pontos 
indica que esse valor é anómalo; a curvatura nas extremidades indica que o perfil da função de 
distribuição normal é diferente da sua forma típica em sino, enquanto que a forma convexa ou 
côncava da distribuição dos pontos indica assimetria.14 
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Figura 4. Gráfico Q-Q para avaliação da normalidade de um conjunto de dados 
 
 
As outras duas características da função de distribuição, a assimetria e a curtose, podem ser 
vislumbradas pela análise do gráfico Q-Q (como acabou de ser descrito) e podem ser analisados de 
forma analítica pelo cálculo dos respectivos valores - coeficiente de assimetria (zg) e coeficiente de 
excesso (zd).15 O coeficiente de excesso refere-se à forma da função de distribuição em sino (a 
forma desejada) ou aos casos extremos de não normalidade com um perfil em planalto ou em cume 
afiado. O coeficiente de assimetria verifica se a distribuição dos pontos tem um máximo no valor 
central (o que é desejável) ou se o valor está situado à esquerda ou à direita desse máximo. 
Uma medida clássica de assimetria é baseada no terceiro momento em redor da média, E[(x - 
?)3]; para libertar este parâmetro de dimensões divide-se pelo desvio padrão ao cubo ? 3. O valor 
obtido (?) é um coeficiente de assimetria: valores positivos elevados indicam assimetria para a 
esquerda e valores negativos elevados indicam assimetria para a direita. Numa amostra o valor de 
assimetria (g) é obtido a partir dos valores estimados usando a fórmula: 
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Em amostras com distribuição normal a média de g é 0 (zero) e a variância associada é 
aproximadamente 6/n. O valor crítico de simetria (tg) é calculado com a fórmula: 
tg = g ?  (6/n)-0,5 (41) 
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Numa população, uma medida da curtose ou excesso (?) é baseada no quarto momento em redor 
da média através da fórmula: 
?  = (E[(x - ?)4] ?  ? -4) - 3 (42) 
 
Numa amostra, o excesso (d) é estimado pela expressão: 
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(43) 
 
Numa amostra com distribuição normal dos pontos o parâmetro estatístico g tem um valor médio 0 
(zero) e variância 24/n. O valor crítico coeficiente de excesso (td) é calculado com a fórmula: 
td = d ?  (24/n)-0,5 (44) 
 
Cada um dos valores de t é comparado com o valor tabelado. Todos os valores de t absolutos 
calculados (|t|) superiores ao valor tabelado são indicações de não normalidade da distribuição dos 
dados experimentais. Se tg é maior que o t tabelado o valor mais frequente encontra-se à esquerda 
do valor central e se tg é menor que o valor negativo de t tabelado o valor mais frequente encontra-
se à direita do valor central. Se td é maior que o t tabelado a forma da função distribuição assume a 
orografia de um planalto e se td é menor que o valor negativo de t tabelado a forma da função de 
distribuição tem um cume demasiado afiado.5,14 
 
 
3.1.2 TESTE PARA ANÁLISE DA SEMELHANÇA DAS MATRIZES DE COVARIÂNCIA DE VÁRIAS POPULAÇÕES 
Algumas das técnicas de análise discriminante (como é o caso da função discriminante calculada a 
partir do teorema de Bayes) pressupõem que a matriz de covariância de cada uma das populações 
(Ci) não são estatisticamente diferentes. Se a matriz de covariância global não for conhecida à 
partida, é possível calcular a matriz de covariância de cada uma das m populações (Ci) e, se estas 
não divergirem significativamente, a matriz da covariância global (C): 
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O teste ? 2 (expressão (46)) pode ser usado para testar a igualdade estatística das variâncias. Se o 
valor calculado for menor que o valor tabelado com [0,5 ?  q ?  (q + 1) ?  (m - 1)] graus de liberdade 
então pode considerar-se que não há diferença entre as variâncias e calcular a variância global.10 
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? 2 = M E -1 (46) 
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4 ANÁLISE DE GRUPOS 
Tal como foi dito, a análise discriminante também se pode denominar reconhecimento de amostras 
com supervisão. Em complementaridade, é possível fazer reconhecimento de amostras sem 
supervisão ou, o que é o mesmo, análise de grupos. Esta técnica permite identificar dois ou mais 
grupos quando à partida não se conhece qualquer divisão na população de indivíduos. Ao contrário 
da análise discriminante em que a estipulação dos grupos pode ser subjectiva, no caso do 
reconhecimento de amostras sem supervisão a criação dos grupos tem por base critérios objectivos. 
A análise de grupos classifica objectos de forma que cada um deles é similar aos demais dentro 
do grupo segundo um determinado critério. Os grupos que se obtém devem ter a maior 
homogeneidade interna possível e apresentar entre si uma grande heterogeneidade. A análise de 
grupos tem alguma semelhança com a análise de factores na medida em que ambas as técnicas 
pretendem clarificar as estruturas só que a primeira das técnicas tenta encontrar semelhanças e 
agrupar objectos e a análise de factores tenta agrupar variáveis.5 
Há várias formas de medir a distância, a proximidade ou a relação entre objectos ou entre 
objectos e grupos, como é o caso da covariância e da correlação entre variáveis. Outras medidas 
são possíveis como a distância Euclidiana (entre objectos) e combinações desta medida para 
cálculo da distância entre objectos e grupos e da distância entre grupos. 
A análise de grupos pode esquematizar-se em cinco etapas: 
?  selecção dos indivíduos ou de uma amostra de indivíduos a serem agrupados; 
?  selecção de um conjunto de variáveis (originais ou componentes principais) a partir das 
quais se caracterizam os elementos e se estabelecem as semelhanças (ou diferenças) entre os 
elementos; 
?  definição de uma medida de semelhança ou relação entre cada dois indivíduos ou entre um 
indivíduo e um grupo; 
?  escolha de um critério de agregação ou desagregação dos indivíduos; 
?  validação dos resultados encontrados.1 
 
Em análise de grupos podem ser usados diferentes algoritmos como sejam as técnicas 
hierárquicas, as técnicas de optimização, as técnicas de densidade e os agrupamentos vagos.1,8 Não 
há consenso quanto ao melhor dos algoritmos e as diferentes abordagens nem sempre dão o mesmo 
resultado.2 Uma boa forma de testar a eficácia de um algoritmo consiste na sua aplicação a um 
conjunto de elementos com uma divisão bem definida e objectiva. 
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4.1 MÉTODO DE OPTIMIZAÇÃO (ALGORITMO K-MÉDIAS) 
O objectivo deste método é dividir os n objectos, caracterizados por q variáveis, em m grupos de 
forma que o quadrado das somas das distâncias dentro do grupos é minimizado. Os algoritmos, 
desta técnica, tentam localizar um objecto a num grupo Gi de forma a que a mudança do objecto a 
para outro grupo não reduziria o quadrado das somas das distâncias dentro dos grupos. O número 
final de grupos não é previsível e pode ter que ser predefinido.8 
A distância entre um objecto a e a média de cada grupo Gi é dada pela distância: 
daGi = [(xa - x Gi)’ (xa - x Gi)]0,5 (49) 
 
e o erro associado com a partição em que o objecto a está localizado no grupo Gi é (eaGk,): 
?
?
?
m
i
iaia de
1
GG  (50) 
 
Há m erros (e), tantos erros quantos os grupos possíveis em que o objecto a se pode localizar. A 
situação ideal é aquela em que o valor de erro é menor ou, aplicando outro algoritmo, é aquela em 
que a variação do erro quando se transfere o objecto a do grupo Gi para o grupo Gk  é negativa 
indicando uma diminuição do referido e. 
Este método tem a desvantagem de requerer uma quantidade considerável de recursos 
informáticos devido ao uso intensivo de iterações; esta situação é agravada quando não se conhece, 
à partida, o número de grupos a implementar. 
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5 MODELOS DE CALIBRAÇÃO  
O estabelecimento de uma relação entre duas ou mais variáveis e a previsão de um parâmetro em 
função de uma ou mais respostas são dois dos objectivos mais desejadas em química analítica. Para 
o conseguir há vários métodos matemáticos que os permitem alcançar e neste trabalho serão 
referidos a regressão linear múltipla (MLR), a regressão dos componentes principais (PCR) e a 
regressão por mínimos quadrados parciais (PLS). 
Na regressão linear múltipla cada variável dependente Y é calculada pela combinação linear de 
todas as variáveis “independentes” X ou pela combinação de algumas destas variáveis X. O critério 
mais usado para obter a melhor função na regressão linear é o dos mínimos quadrados, ou seja, 
determina-se uma função polinomial que minimize a diferença entre os valores medidos e os 
valores determinados pela função matemática. Nesta técnica há dois tipos de problemas. Por um 
lado o número de itens analisados deve ser, no mínimo por imposição algébrica, igual ao número 
de variáveis em estudo; este limite é mesmo um óbice à sua utilização em algumas técnicas 
instrumentais como seja a análise espectroscópica. Um outro problema na regressão linear múltipla 
é causado pela possível não independência das variáveis X, ou seja, algumas variáveis X podem 
estar correlacionadas. Uma das formas de ultrapassar estes problemas consiste na aplicação de 
técnicas de selecção de variáveis e introdução progressiva das mesmas no modelo de calibração. 
Na regressão linear múltipla com selecção de variáveis X é possível estimar diversas variáveis 
dependentes Y mas só por coincidência é que para todas as variáveis Y corresponde o mesmo 
conjunto de variáveis X seleccionadas. 
O objectivo da regressão dos componentes principais é estabelecer a relação linear entre as 
variáveis Y (a serem previstas) e as principais dimensões de informação (variância). No fundo, esta 
técnica usa métodos da análise em componentes principais (PCA) e da regressão linear múltipla; a 
primeira técnica reduz a dimensão das variáveis independentes e a última técnica relaciona estas 
dimensões com a variável dependente Y. A regressão pode realizar-se com todos os componentes 
principais possíveis dando um resultado idêntico à regressão linear múltipla ou então a regressão 
PCR pode realizar-se com os primeiros e mais importantes componentes principais. Esta técnica 
tem a vantagem de dispensar informação menor ou redundante. Na PCR não existe o problema da 
colinearidade (existente na MLR) devido à ortogonalidade dos componentes principais. 
Outra técnica, que usa métodos de compressão de dados e de regressão linear, é a regressão por 
mínimos quadrados parciais (PLS); uma vantagem desta técnica em relação à PCR é que a PLS 
inclui a variável Y na análise em componentes aumentando assim a correlação entre a variável Y e 
os componentes seleccionados para a regressão. 
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5.1 REGRESSÃO LINEAR MÚLTIPLA 
A regressão linear múltipla é uma técnica estatística que pode ser usada para analisar a relação 
entre uma variável dependente Y e duas ou mais variáveis “independentes” X. Na realidade, não é 
correcto falar em variável dependente Y e variáveis independentes X porque as variáveis X podem 
manifestar alguma correlação entre si. Ao longo do texto aparece esta nomenclatura (de variáveis 
independentes) para facilitar a sua identificação em oposição à variável Y que se pretende estimar. 
O objectivo da regressão linear múltipla é usar os valores (conhecidos) das q variáveis 
independentes para prever o valor da variável dependente. Cada variável independente é afectada 
por um peso que é calculado de forma a minimizar o erro de previsão da variável dependente. 
 
A relação entre as variáveis X e a variável Y é obtida a partir de um conjunto de valores 
conhecidos X e y usado para calibração: 
y = X* b* + e  (51) 
yi = b0 + b1 xi1 + b2 xi2 + ... + bq xiq + ei, 
 
sendo o cálculo do vector dos factores de regressão feito pela simples aplicação das regras 
algébricas aplicadas às matrizes assumindo que e  = 0: 
b* = (X*’ X*)-1 X*’ y (52) 
 
e o valor estimado de Y (yi), dentro do grupo de calibração e fora dele, é obtido pela equação: 
yi = xi* b (53) 
yi = b0 + b1 xi1 + b2 xi2 + ... + bq xiq 
 
A matriz X* é formada por q + 1 colunas - a primeira coluna com todos os valores iguais a 1, a 
segunda coluna com os valores da primeira variável para todos os objectos da calibração e a coluna 
p + 1 com os valores da variável p para os mesmos objectos; a primeira coluna serve para 
contabilizar o factor aditivo b0 presente na estimativa de Y. 
Se estiverem a ser estimados vários elementos teremos: 
y = X* b (54) 
 
Em alternativa pode manter-se a matriz original (X) inalterada e calcular-se o vector b dos 
coeficientes das variáveis a partir da expressão (55) supondo que e  = 0: 
y = 1 b0 + X b + e (55) 
b = (X’ X)-1 X’ y (56) 
 
 
  
28
O factor aditivo b0 calcula-se pela expressão (57) e os valores estimados da variável Y serão 
obtidos pela expressão (58): 
b0 = y  - x ’ b (57) 
yˆ = 1 b0 + X b (58) 
 
O cálculo do vector dos coeficientes de regressão, apresentado na equação (52) ou na equação 
(56) pressupõe que a soma dos quadrados dos resíduos (SSRes), ou seja, a soma dos quadrados da 
diferença entre o valor de Y medido (y) e o valor previsto (y) no conjunto de calibração deve ser 
mínimo: 
SSRes = (y - y)’ (y - y) = mínimo possível (59) 
 
 
5.1.1 SELECÇÃO DE VARIÁVEIS PARA A REGRESSÃO 
Em algumas situações, em que se aplica a regressão linear múltipla, podem existir muitas variáveis 
independentes (X) que podem até ser excessivas na medida em que, por um lado, impedem o 
cálculo dos coeficientes de regressão se o número de amostras for inferior ao número de variáveis, 
e por outro lado, pode estar a usar-se informação redundante que não melhora o modelo. Perante 
estes factos é, por vezes, pertinente proceder à selecção das variáveis independentes. 
Para se resolver esta questão pode usar-se o método de selecção de variáveis progressivo, ou 
iterativo. No primeiro processo há uma adição progressiva de variáveis até atingir um determinado 
limite; no segundo método há, em cada etapa, a adição de nova variável e a avaliação da 
necessidade de todas as outras entretanto introduzidas no modelo. 
No método de selecção de variáveis progressivo escolhe-se, na primeira etapa, a variável 
independente (Xi) com maior correlação com a variável dependente (Y) (ver parágrafo 5.4 na 
página 34) e construi-se uma regressão linear com as duas variáveis (Y,X1) calculando a ordenada 
na origem (b0), o coeficiente de regressão (b1) e os demais parâmetros que permitam avaliar da 
correcção do uso da regressão linear com a variável seleccionada. Sendo pertinente a aplicação da 
regressão linear com uma variável dependente (X1) pode procurar-se a segunda variável a incluir na 
regressão linear. Uma metodologia possível consiste no cálculo dos resíduos de Y (ou seja de ey = 
y- y = y - b0 - b1 x1) e de todas as variáveis independentes Xi (eXi = xi - b0i - b1i x1) em função da 
variável X1 usada na regressão linear. Faz-se a regressão destes resíduos e, desta forma, o resíduo 
da variável Xi que tiver maior correlação com o resíduo de Y será a variável que estará mais 
correlacionada com Y descontando o contributo da correlação com a variável X1.8 
A escolha das sucessivas variáveis deve ter em conta a correlação com as demais variáveis já 
usadas no modelo para evitar o uso de informação redundante, ou seja, as novas variáveis devem 
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introduzir valor acrescentado ao modelo. Uma forma de visualizar esta selecção é representada na 
Figura 5. A maior parte da variância de Y é explicada pela variável X1. A variável X3 também está 
muito relacionada com Y (quase tanto como a variável X1), mas as variáveis X1 e X3 estão altamente 
correlacionadas entre si o que significa que a variável X3 pouco acrescenta ao modelo (Y,X1). Já a 
variável X2, apesar de ter menor correlação com Y, tem um contributo para a explicação da 
variância de Y que não é desprezável e que é complementar ao modelo (Y,X1). 
 
 Figura 5. Importância de cada variável X na explicação de Y  
5 
 
De forma a alcançar o mesmo objectivo, que é conhecer as variáveis a seleccionar 
progressivamente, é possível usar o coeficiente de correlação parcial.5 A correlação parcial de Y, X2 
tendo em conta X1 (rY,X2(X1)) pode calcular-se pela expressão (60) em que rY,X é a correlação entre 
duas variáveis genéricas Y e X calculada pela expressão (80):14 
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Deve seleccionar-se a variável Xi que tenha o maior coeficiente de correlação parcial com Y 
tendo em conta o contributo da variável X1 para a explicação da variância de Y e Xi. 
Quando um modelo de regressão tem p variáveis X e se pretende avaliar a introdução de mais 
uma variável independente (ficando p + 1 variáveis X) pode avaliar-se a vantagem da introdução da 
nova variável pelo acréscimo do coeficiente de determinação (R2). 
Outra forma de avaliar a utilidade da introdução de mais uma variável consiste na aplicação de 
um teste F em que se avalia se o acréscimo de variância no valor estimado centrado pela média 
(medida pela diferença das somas dos quadrados das diferenças de y  e yi - SSReg) é maior do que a 
média dos quadrados dos resíduos (MSRes): 
FIV = (SSReg(p+1) - SSReg(p)) ?  MSRes(p+1) (61) 
 
Enquanto o valor de FIV calculado for superior ao valor tabelado (F1,n-p+1) considera-se útil a 
introdução de mais uma variável; se o valor calculado for inferior ao valor tabelado então 
considera-se que a nova variável não introduz mais variância do que aquela que existe devido aos 
erros de estimativa e a variável é desprezada. 
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5.2 REGRESSÃO DOS COMPONENTES PRINCIPAIS 
Quando há muitas variáveis independentes que dificultam (ou impossibilitam) a aplicação da 
regressão linear múltipla é possível aplicar a abordagem da análise em componentes principais, 
para diminuir a dimensão dos dados de calibração e, desta forma, possibilitar a aplicação da 
metodologia da regressão linear. Duas das vantagens da utilização de componentes principais é 
que, em princípio, um reduzido número de componentes explica grande parte da variância do 
sistema e os componentes principais são realmente “variáveis” independentes. 
O processo de regressão dos componentes principais pode seguir um número de passos 
tradicionais: 
?  alteração dos dados originais (das variáveis X e Y) que são centrados pela média; 
?  cálculo da matriz de variância -covariância com esta matriz (normalizada); 
?  determinação dos valores próprios e os correspondentes vectores próprios; 
?  cálculo, para cada vector próprio dos resultados do correspondente componente principal; 
?  aplicação da metodologia da regressão linear múltipla com selecção progressiva de 
variáveis latentes (neste caso de componentes principais).16 
 
Uma ligeira alteração da álgebra pode ser efectuada para aplicação da regressão dos 
componentes principais. Parte-se da expressão (55) tradicional em regressão linear em que o vector 
b compreende somente os coeficientes de regressão que multiplicam pelas variáveis X: 
y = 1 b0 + X b + e  
 
O vector b pode ser escrito como o produto dos vectores próprios (A) pelos pesos de Y (q): 
b = A q (62) 
 
Cada coluna de A corresponde a cada vector próprio incluído na regressão. Esta matriz é calculada 
como indicado no parágrafo 2.1 com os dados das variáveis X e terá, assim, tantas colunas quantos 
os componentes principais em uso e tantas linhas quantas as variáveis originais X. O vector dos 
pesos de Y (q) é calculado pela expressão: 
q = D Z’ y (63) 
 
em que D é a matriz diagonal do inverso dos valores próprios (li-1), Z é a matriz dos resultados de 
todos os componentes usados na regressão e y é o conjunto de valores iniciais de Y. 
O parâmetro b0 é calculado pela expressão (57): 
b0 = y  - x ’ b  
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Em resumo, em PCR, a estimativa da variável dependente pode ser feita pela expressão: 
y = 1 b0 + X b (64) 
yi = b0 + xi’ b (65) 
yi = b0 + xi’ A D Z’ y (66) 
 
Em comparação com a regressão linear múltipla, a utilização da análise em componentes 
principais na regressão tem a vantagem de usar todos os valores da matriz das variáveis X e da 
regressão ser efectuada com “variáveis” independentes. Na regressão começa-se por usar o 
componente principal 1 (que explica mais variância), depois, se for necessário, o componente 
principal 2 e assim sucessivamente. Parte-se do pressuposto que estes componentes principais são 
relevantes para explicar a variância de Y. Ora, este pressuposto, pode não ser verdadeiro e até é 
natural que quando se pretende analisar vários Y, por exemplo as concentrações de m componentes 
de uma mistura, nem todos (os Y) sejam igualmente bem explicados pelos primeiros componentes 
principais e até podem ser melhor explicados pelos componentes principais considerados pouco 
significativos.17 Quando as variáveis mostram grande variância mas pouca relevância para a 
descrição de Y pode usar-se o método de regressão por mínimos quadrados parciais.16,18,19 
 
 
5.3 REGRESSÃO POR MÍNIMOS QUADRADOS PARCIAIS 
O método de regressão por mínimos quadrados parciais (PLS), ao contrário do PCR, inclui tanto as 
variáveis X como as Y na redução da dimensão do sistema em análise. Ao contrário da análise em 
componentes principais (e subsequentemente da PCR) que promove a dispersão dos resultados em 
cada componente, na análise PLS os pesos de cada variável são calculados de forma a maximizar a 
correlação entre o conjunto das variáveis dependentes e o conjunto das variáveis independentes.5 
A regressão por mínimos quadrados parciais não apresenta as limitações da regressão dos 
componentes principais na selecção dos componentes e pode dar modelos de calibração mais 
simples do que a PCR embora o seu cálculo seja mais complexo o que pode dificultar a sua 
aplicação. Um outro problema da PLS é que esta técnica é mais sensível aos erros aleatórios de Y 
podendo ocorrer sobrecalibração16 e requer que o conjunto de elementos a estimar seja similar ao 
conjunto de elementos de calibração.24 
A opção entre a calibração PLS com uma variável Y de cada vez (PLS1) ou com todas as 
variáveis Y em simultâneo (PLS2), quando as há, não é pacífica. Quando há mais do que uma 
variável Y e estas estão muito correlacionadas entre si então, em princípio, é preferível usar o 
modelo PLS2. Por outro lado, se as diferentes variáveis Y têm tipos muito diferentes de relação 
linear com as variáveis X, então a solução PLS2 é menos boa; para melhorar o resultado é 
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necessário admitir o número de componentes no modelo que pode, por sua vez, apresentar 
problemas de sobrecalibração. Assim, quando há mais problemas de não linearidade do que de 
erros aleatórios então pode ser mais vantajoso usar o algoritmo PLS1.16 
 
 
5.3.1 ALGORITMO PLS1 
No processo de regressão por mínimos quadrados parciais com uma variável Y (PLS1), após 
centrar pela média os dados originais (X e Y), executa-se, para cada componente (1 a k) incluído na 
regressão, os seguintes passos: 
?  cálculo  do  vector dos pesos wk maximizando a covariância entre a combinação linear de 
Xk-1 e yk-1 com a restrição de que wk’ wk = 1; 
?  cálculo dos resultados dos componentes t por projecção de Xk-1 em wk; 
?  cálculo do vector dos pesos pk por regressão de Xk-1 em tk e do parâmetro qk por regressão 
de yk-1 em tk; 
?  formação de novas matrizes Xk e yk a partir de (Xk-1 - tk pk’) e (yk-1 - tk qk’) e o processo 
repetido desde o início.8,16 
 
O vector dos pesos w1 é calculado com os valores de X e Y centrados pela média (X0 e y0 
respectivamente) e com o factor de escala "c": 
w1 = c X0’ y0 (67) 
c = (y0’ X0 X0’ y0)-0,5 (68) 
 
O vector dos resultados (t1) e os vectores de pesos (p1) são estimados por: 
t1 = X0 w1 (69) 
p1 = (X0’ t1) ?  (t1’ t1) (70) 
q1 = (y0’ t1) ?  (t1’ t1) (71) 
 
A matriz (EX1) e o vector (ey1) dos resíduos são calculados: 
EX1 = X0 - t1 p1’ (72) 
ey1 = y0 - t1 q1’ (73) 
 
Calcula-se os novos parâmetros w2, c , t2, p2, q2 , EX2 e ey2 substituindo nas equações (67) a (73) 
a matriz X0 pela matriz EX1 e o vector y0 pelo vector ey1. Finalmente, repete-se este procedimento 
até que algum critério de selecção de componentes seja alcançado. 
Os coeficientes de regressão (b e b0) podem ser calculados pelas equações abaixo apresentadas, 
tendo em conta as matrizes dos pesos W e P, ambas com tantas linhas quanto as variáveis X e 
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tantas colunas quantos os componentes k  admitidos na regressão: 
b = W (P’ W)-1 q (74) 
b0 = y  - x ’ b  
 
A equação de regressão pode, então, ser apresentada sob a forma: 
y = 1 b0 + X b  
yi = b0 + xi’ b  
yi = b0 + xi’ W (P’ W)-1 q (75) 
 
 
5.3.2 ALGORITMO PLS2 
O método de regressão por mínimos quadrados parciais com algoritmo PLS2 é idêntico ao 
algoritmo PLS1 com a diferença de que o primeiro inclui todas as variáveis X e Y na redução da 
dimensão do sistema em análise, ou seja, são modeladas duas ou mais variáveis Y em simultâneo. 
Genericamente, mantém-se o algoritmo PLS1 (do parágrafo 5.3.1) em que os vectores yi, eyi e q são 
substituídos pelas matrizes Yi, Eyi e Q. Além destas substituições, há duas alterações em relação ao 
algoritmo PLS1. O vector inicial y0 (usada nas equações (67) e (68)) é substituído pelo vector u0 
que não tem valores predefinidos mas que pode ser um dos vectores da matriz Y com o maior valor 
da soma dos quadrados: 
w1 = c X0’ u0 (76) 
c = (u0’ X0 X0’ u0)-0,5 (77) 
 
e testa -se a convergência do vector t1 (na equação (69)) e caso esta não se alcance recalcula -se o 
valor de ui pela expressão: 
u1 = Y0 q1 (q1' q1)-1 
 
e retoma-se as equações (76) e (77) até se obter a tal convergência. Quando tal convergência se 
verifica prossegue-se a execução das equações (70) a (73) e repete-se o algoritmo até que o critério 
de selecção dos componentes seja alcançado. No final obtém-se os coeficientes de regressão pelas 
equações: 
B = W (P’ W)-1 Q' (78) 
b0 = y  - x ’ B (79) 
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5.4 ERROS E ADEQUAÇÃO DO MODELO DE REGRESSÃO 
Há vários parâmetros que ajudam a qualificar o modelo de regressão, como sejam o coeficiente de 
correlação (r), o coeficiente de determinação (R2), o coeficiente de determinação ajustado, o erro 
padrão da calibração (SEC), o erro padrão da previsão (SEP), a análise de variância à regressão, et 
cetera. 
Um dos parâmetros mais usados é o coeficiente de correlação que mede a associação linear 
entre duas variáveis. Os pares de variáveis podem ter natureza diferente, como por exemplo: a) 
duas variáveis "independentes" Xi e Xj; b) uma variável dependente e uma independente (Y, X) ou 
c) os valores conhecidos e os respectivos valores previstos por um modelo de calibração (Y,Y). A 
aplicação do coeficiente de correlação a este último caso serve para avaliar a proximidade entre os 
valores observados e os valores estimados pelo modelo. Em qualquer dos casos, o coeficiente de 
correlação é uma versão padronizada da covariância da amostra. Em termos gerais o coeficiente de 
correlação é calculado pela expressão: 
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O coeficiente de correlação varia entre -1 e +1, indicando nestes casos extremos a existência de 
uma forte correlação entre as duas variáveis (correlação negativa e correlação positiva, 
respectivamente). Quando não há uma relação linear entre as duas variáveis então o valor de r 
distancia-se dos valores -1 ou +1 e é próximo de 0 (zero). Miller e Miller propõem um teste de 
hipóteses t (expressão (81))para avaliação do coeficiente de correlação num sistema bivariado 
(Xi,Xj).20 A hipótese do nulo (H0) é: não há correlação entre Xi e Xj, ou seja, r = 0. O valor de t 
calculado é comparado com o valor tabelado bilateral com (n - 2) graus de liberdade, ou seja, com 
(n - q - 1) graus de liberdade em que q é igual a 1 por haver uma variável independente (X). Se o 
valor calculado é superior ao valor tabelado a hipótese do nulo é rejeitada, isto é, rejeita-se a 
inexistência de correlação. 
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Um outro parâmetro que serve para avaliar a qualidade do modelo é o coeficiente de 
determinação (R2), que no caso de uma regressão linear tem um valor igual ao quadrado do 
coeficiente de correlação (R2 = r2), mas que tem uma álgebra particular: 
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ou seja, o coeficiente de determinação é a razão entre a soma dos quadrados da regressão (SSReg) e 
a soma dos quadrados totais em relação à média (SST).21 Esta soma dos quadrados totais tem em 
conta a soma dos quadrados da regressão e a soma dos quadrados dos resíduos (SSRes): 
SSRes = (y - y)’ (y - y) (83) 
SSReg = (y - 1 y )’ (y - 1 y ) (84) 
SST = (y - 1 y )’ (y - 1 y ) (85) 
SST = (y - y)’ (y - y) + (y - 1 y )’ (y - 1 y ) = SSRes + SSReg (86) 
 
O coeficiente de determinação é um índice da aproximação do modelo de calibração aos 
resultados observados, e que por vezes é apresentado sob a forma de percentagem, bastando para 
tal multiplicar por 100 (%R2 = 100 ?  R2).14 O valor de R2 varia entre 0 e 1, e é tanto melhor quanto 
maior for, ou seja, quanto mais próximos forem os valores de SST e SSReg, ou, o que é o mesmo, 
quanto mais próximo de zero for o valor da soma dos quadrados dos resíduos (SSRes). No fundo, o 
que o coeficiente de determinação mede é a igualdade (ou a falta dela) entre as diferenças dos 
valores observados e dos valores estimados em relação às suas médias (que coincidem) e que são 
por si só uma estimativa dos valores de Y. Quanto mais próximas forem estas diferenças melhor 
será considerada a estimativa pelo modelo de regressão em comparação com a estimativa pela 
média, ou seja, melhor será o modelo de regressão.5 
Tal como é possível avaliar o coeficiente de correlação (r) pela expressão (81), também é 
possível avaliar o coeficiente de determinação (R2), quando se usam q variáveis no modelo de 
calibração, usando um teste que é uma extensão do teste t do coeficiente de correlação:22 
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No fundo, esta forma de qualificar o modelo de regressão consiste em verificar se a amplitude da 
variação de Y estimado no conjunto de calibração (medida pela média dos quadrados da regressão - 
MSReg) é maior do que a média dos quadrados dos resíduos (MSRes), ou de outra forma, testa-se a 
hipótese de que a quantidade de variação explicada pelo modelo de regressão é maior do que a 
variação explicada pela média. O modelo é tanto melhor quanto maior for MSReg em relação MSRes. 
A avaliação desta diferença é feita por uma análise de variância denominado teste F de ajuste do 
modelo de regressão aos valores observados (FA) em que o conjunto de calibração tem n indivíduos 
e o modelo de calibração tem q variáveis que foram centradas pela média:23 
MSRes = [(y - y)’ (y - y)] ?  (n - q - 1) (88) 
MSReg = [(y - 1 y )’ (y - 1 y )] ?  q (89) 
FA = MSReg ?  MSRes (90) 
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Se o valor calculado (FA) for inferior ao valor tabelado de F? ,q,n-q-1 unilateral então considera-se que 
a variância no conjunto de calibração não é superior à variância da estimativa e o conjunto de 
calibração usado (bem como o modelo de regressão assim calculado) não deve aplicar-se - 
estatisticamente considera-se R2 igual a zero. Se, pelo contrário, o valor de FA for superior ao valor 
tabelado considera-se adequado o conjunto de calibração e o modelo de regressão calculado. 
 
Além destes parâmetros de avaliação dos modelos de calibração é possível calcular o erro 
padrão da calibração (SEC). O erro padrão de calibração é a raiz quadrada da média dos quadrados 
dos resíduos:24 
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A raiz quadrada na equação dá a este parâmetro a mesma dimensão da variável Y. 
Se existir um grupo de amostras com nP objectos, em que se conhecem os valores de Y e X e não 
pertencentes ao conjunto de calibração, é possível usá-lo para avaliar a capacidade de previsão do 
modelo criado e para verificar se este modelo apresenta problemas de sobrecalibração. Com este 
grupo de objectos calcula -se o erro padrão de previsão (SEP): 
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em que o índice "P" indica que os valores pertencem aos objectos do grupo de aferição da 
capacidade de previsão. 
É desejável que o modelo de calibração tenha um erro padrão de calibração e um erro padrão de 
previsão baixos. Se o erro padrão de previsão for muito maior do que o erro padrão de calibração 
isso pode ser sinal de que há sobrecalibração, ou seja, o modelo optimizou-se para a modelação dos 
objectos da calibração em particular e não para o universo de objectos semelhantes aos da 
calibração. 
 
Um dos aspectos mais importantes na construção de um modelo de calibração é a escolha do 
número de variáveis (reais ou latentes) que fazem parte desse mesmo modelo, não havendo para tal 
um critério usado por todos. 
Para a regressão linear múltipla (MLR) com introdução progressiva de variáveis foi 
apresentado, no parágrafo 5.1.1, o critério que avalia o incremento de variância introduzida por 
cada nova variável através de uma análise de variâncias (teste FIV). Este mesmo critério também 
pode aplicado às demais técnicas de regressão com diminuição da dimensão (PCR e PLS). 
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Um outro critério possível consiste na utilização de um grupo de aferição da qualidade da 
previsão, para o cálculo do erro padrão de previsão (SEP). Com este critério selecciona-se o 
número de variáveis que proporciona o menor SEP.25 
Há um critério afim, a este do menor SEP, que selecciona o modelo com o número de variáveis 
que proporcionam a menor soma dos quadrados dos resíduos (SSRes). No entanto, Haaland e 
Thomas indicam que este critério pode levar à sobrecalibração e sugerem como alternativa o 
modelo com o menor número de variáveis e que tenham uma soma dos quadrados dos resíduos 
(SSRes) não significativamente maior do que o modelo com h variáveis e com menor soma dos 
quadrados dos resíduos (SSRes*); usando um teste F (FRes) compara-se a SSRes (dos modelos com 
um número de variáveis menor do que h) com SSRes*.26 
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6 POLISSACÁRIDOS 
6.1 PAREDE CELULAR 
Em muitas células vegetais a membrana que delimita a ocupação espacial do material celular está 
frequentemente comprimida contra uma parede celular mais ou menos rígida. A parede celular é 
formada, fundamentalmente, por polissacáridos e por quantidades menores de glicoproteínas e 
compostos fenólicos alcançando uma espessura que varia entre 0,1 e 10 ?m. 
Cada célula está associada a outra célula vizinha através de uma camada de ligação, a lamela 
média. Após a divisão celular e durante o crescimento da célula ocorre o aparecimento e deposição 
de polissacáridos sobre a lamela média; este material constitui a parede primária. Quando os 
tecidos vegetais atingem a maturidade, ou seja, quando cessa a divisão e crescimento celular, 
ocorre a deposição e estruturação dos polissacáridos que irão formar a parede secundária.27 A 
lamela média é constituída, fundamentalmente, por material péctico organizado numa estrutura 
amorfa. Este material péctico é, vulgarmente, referido como o “elemento adesivo” ou o “cimento 
intercelular”. 
A parede primária tem uma espessura que ronda os 0,1 ?m. É uma estrutura bifásica na medida 
em que se podem distinguir duas fases intrinsecamente associadas: uma fase rígida de microfibrilas 
celulósicas envolvidas por uma matriz gelosa composta por polissacáridos não celulósicos 
(pectinas e hemiceluloses) e glicoproteínas. A parede secundária além da eventual presença de 
lenhina, possui também quantidades significativas de celulose e hemiceluloses. 
 
 
6.2 UNIDADES CONSTITUINTES DOS POLISSACÁRIDOS 
Os polissacáridos da parede celular são constituídos a partir de uns poucos sacáridos, 
principalmente pentoses (L-arabinose e D-xilose - Figura 6), hexoses (D-manose, D-galactose e D-
glucose - Figura 7) e sacáridos derivados dos anteriores por: 
?  substituição do grupo -CH2OH pelo grupo -CO2H originando ácidos urónicos (ácido D-
glucurónico e ácido D-galacturónico - Figura 8); o grupo ácido pode ter reagido com um 
álcool originando um éster (D-galacturonato de metilo); 
?  substituição do grupo -CH2OH pelo grupo -CH3 originando 6-desoxi-hexoses (L-fucose e L-
ramnose - Figura 8); 
?  substituição do grupo -OH ligado ao carbono 2 pelo grupo -NH2 originando 2-
aminodesoximonossacáridos (D-glucosamina); o grupo amina pode reagir com um ácido 
carboxílico originando uma amida (N-acetil-D-glucosamida); 
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?  substituição do grupo -OH pelo grupo metílico -OCH3 (ácido 4-O-metil-D-glucurónico, 2-
O-metil-D-xilose e 2-O-metil-L-fucose). 
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Figura 6. Pentoses mais frequentes nos polissacáridos da parede celular 
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Figura 7. Hexoses mais frequentes nos polissacáridos da parede celular 
 
 
OHO
HO OH
OH
O
HO
 
OHO
OH
OHOH
 
O
OH
OH
HO
HO
 
ácido ?-D-galacturónico ?-L-ramnose ?-L-fucose 
Figura 8. Ácido urónico e 6-desoxi -hexoses mais frequentes nos polissacáridos da parede celular 
 
Os monossacáridos ligam-se uns aos outros através de uma ligação glicosídica entre o carbono 
carbonílico (denominado carbono 1) de um sacárido com o grupo hidroxilo (associado ao carbono 
1, 2, 3, 4, 5 ou 6) do outro sacárido. O primeiro sacárido é denominado o resíduo glicosílico (não 
redutor) e o segundo é denominado aglicona (com potencial capacidade redutora). 
Se a orientação da ligação entre o carbono 1 (do resíduo glicosílico) e o oxigénio da ligação 
glicosídica for a mesma da orientação do grupo hidroxilo do penúltimo carbono do resíduo 
glicosílico então tem-se uma ligação glicosídica ? ; se a orientação for oposta tem-se uma ligação 
glicosídica ? .28 
As duas formas anoméricas (?  e ?) são importantes, uma vez que alteram significativamente as 
características físicas, químicas e bioquímicas dos polímeros. Um exemplo tradicional é a diferença 
entre a celulose (Figura 9) e o amido. Ambos os polímeros são formados a partir das unidades 
básicas D-glucose ligados entre si através de ligações glicosídicas entre o carbono 1 (do resíduo 
glicosílico) e o carbono 4 (do resíduo aglicona); no entanto a orientação da ligação glicosídica no 
amido é ?  e na celulose é ? . 
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Glc-?-(1? 4)-Glc 
Figura 9. Porção de uma cadeia de celulose onde se identifica a ligação glicosídica ?  entre o carbono 1 do 
resíduo glicosílico (à esquerda) e o carbono 4 do resíduo aglicona (à direita) 
 
Os polissacáridos resultam da associação de monossacáridos por acção de enzimas (sintetase e 
glicosiltransferase). Os polissacáridos são heterogéneos: não apresentam uma estrutura 
perfeitamente definida quanto ao tipo ou ao número de sacáridos constituintes.27 Há polímeros, 
com a mesma classificação, que são distintos na disposição relativa dos seus monómeros, no 
número de cadeias laterais, na natureza dessas cadeias laterais ou no grau de polimerização. Apesar 
desta heterogeneidade é possível encontrar semelhanças entre os diferentes polímeros de 
monossacáridos de forma a poder classifica-los. A solubilidade dos polissacáridos é a característica 
química que serve para cataloga-los em três grandes classes: substâncias pécticas, hemiceluloses e 
celulose.27,29 
 
 
6.3 POLISSACÁRIDOS PÉCTICOS 
O material péctico é formado por polímeros pécticos ácidos (ramnogalacturonana) e por polímeros 
neutros (arabinana, galactana e arabinogalactana).30 A arabinana e a galactana estão directamente 
ligadas ao polímero ácido através de ligação covalente.27 Estes polissacáridos são, geralmente, 
solubilizados com água, com soluções de agentes quelantes e com soluções ligeiramente 
alcalinas.27,31,32 Consegue-se extrair entre 50 e 90% do material péctico com este tipo de soluções.30 
 
6.3.1 RAMNOGLACTURONANAS 
As ramnogalacturonanas (RG) possuem resíduos de ácido galacturónico e de ramnose. Na 
ramnogalacturonana mais comum, a RG I, os resíduos de ácido D-galacturónico unem-se entre si 
através de ligações ? -(1? 4) formando uma estrutura linear (de homogalacturonana); a estrutura 
linear é interrompida pela ligação a resíduos de L-ramnose através do seu carbono 2.33 
Nunca foram isolados polissacáridos só com ramnose e ácido galacturónico;29 a 
ramnogalacturonana funciona como estrutura principal à qual se ligam oligómeros ou polímeros. 
As cadeias laterais ligam-se à ramnogalacturonana através do carbono 4 de alguns resíduos de 
ramnose27,30,33 ou, com menos frequência, ao carbono 2 ou 3 de resíduos de ácido 
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galacturónico;27,32,34 já foram quantificados polímeros com cerca de 50% dos resíduos ramnose 
ligados a cadeias laterais.27,29,30,35 Há resultados que indiciam a ligação à estrutura principal da RG 
de unidades de arabinose36 até arabinanas,35 de dímeros de galactose36 até galactanas, de um outro 
tipo de ramnogalacturonana (a RG II), de dímeros de apiose e de outros monossacáridos.34,32,37 As 
cadeias laterais são formadas, em maior número, por resíduos de arabinose e galactose. É mais 
frequente estar um resíduo de D-galactose ligado ao resíduo ramnose da estrutura principal do que 
um resíduo L-arabinose. 
Existe uma outra ramnogalacturonana menos frequente, a RG II, que parece ser uma cadeia 
lateral da cadeia principal de RG I.27 A RG II é formada por resíduos de ácido galacturónico, 
ramnose, arabinose, galactose, 2-O-metilfucose, 2-O-metilxilose, apiose, ácido glucurónico, ácido 
acérico e ácido 3-desoximanooctulónico.27,29,38,39 A RG II liga-se à estrutura de RG I através dos 
resíduos de ácido galacturónico e possivelmente dos resíduos de ramnose da RG I.27 
 
6.3.2 GALACTANAS 
As galactanas são polímeros lineares de resíduos de D-galactose unidos entre si por ligações ?-
(1? 4).27,29,30,33,40,41 Numa galactana foi identificada a presença de pequena quantidade de arabinose 
(5% m/m de polímero) e ramnose (3%).32 A galactana liga-se à RG I através do carbono 4 de 
resíduos de ramnose. 
 
6.3.3 ARABINANAS 
As arabinanas têm uma cadeia principal de resíduos de L-arabinose unidos por ligações ? -(1? 5).42 
As arabinanas são polímeros muito ramificado a partir dos carbonos 2 e 3 da arabinose da cadeia 
principal.41,42 As cadeias laterais são formadas por unidades, dímeros29,36 ou oligómeros de L-
arabinose.27,35 
As arabinanas ligam-se à RG; o aparecimento de polímeros arabinana isolados parece ser 
devido a condições de extracção suficientemente fortes para clivarem a ligação entre os dois 
polímeros.32 As arabinanas ligam-se à RG directamente através de ligação glicosídica a um resíduo 
de ramnose27,30 ou indirectamente através de ligação intermediada por um resíduo de galactose.43 
 
6.3.4 ARABINOGALACTANAS 
As arabinogalactanas (AG) são polímeros formadas essencialmente por resíduos de arabinose e 
galactose e em menores quantidades resíduos de ramnose, xilose e ácido urónico.29,39,44 A 
proporção entre os resíduos de arabinose e galactose varia entre 9:1 e 1:9.44 
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Um dos polímeros denominados arabinogalactana (AG I) tem como cadeia principal uma 
estrutura de galactana com ramificações a partir do carbono 2, 3 ou 6 de alguns resíduos de 
galactose; as cadeias laterais deste polímero são oligómeros de L-arabinose lineares (com ligações 
através do carbono 5) e oligómeros de L-arabinose ramificados (a partir do carbono 3).27,29,31,39,44 A 
arabinogalactana I pertence à classe dos polissacáridos pécticos. 
Existe uma outra arabinogalactana (AG II) que não reúne o consenso quanto à sua classificação 
como substância péctica ou como glicana.32 Apesar da discordância a AG II parece estar associada 
a polímeros RG30 mas também a prótidos.32,44,45,46,47 
 
 
6.4 HEMICELULOSES 
As hemiceluloses são uma classe de polissacáridos heterogéneos. São, genericamente, insolúveis 
em água e solúveis em dimetilsulfóxido e em soluções promotoras do rompimento das pontes de 
hidrogénio: soluções alcalinas (NaOH ou KOH), soluções alcalinas com ácido bórico (H3BO3), e as 
menos usadas soluções de tiocianato de guanidina (GTC) ou N-óxido-4-metilmorfilina.48,49 Apesar 
da generalização, há casos excepcionais de polímeros hemicelulose que solubilizam em água ou 
que não solubilizam em soluções alcalinas.27 
 
6.4.1 XILOGLUCANAS 
As xiloglucanas são formadas, maioritariamente, por resíduos de glucose e xilose e por menores 
quantidades de resíduos galactose, fucose e arabinose. 
A cadeia principal é formada por resíduos de glucose e a esta cadeia principal ligam-se unidades 
de D-xilose através da ligação ? -(1? 6); podem estar ligados ao resíduo xilose a unidade galactose, 
o dímero fucosilgalactose e também a unidade arabinose.34,50,51,52,53,54 
As xiloglucanas da parede celular das plantas dicotiledóneas são muito ramificadas; a proporção 
entre a quantidade de resíduos de glucose e xilose é bastante variável: desde 6:7, passando por 5:4, 
4:3, 3:2, 5:3, 2:1 até 8:3.29,30 
A cadeia principal de xiloglucana [(D-Glc-?-(1? 4))n] associa-se aos polímeros de celulose [(D-
Glc-?-(1? 4))n] através de ligações por ponte de hidrogénio e associa -se a polissacáridos pécticos 
através de ligações covalentes.30 
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6.4.2 XILANAS 
As xilanas são formadas maioritariamente por resíduos de xilose. A cadeia principal é formada por 
resíduos xilose unidos por ligações ?-(1? 4). Nas dicotiledóneas podem existir pequenas 
quantidades de ácido glucurónico, glucose, galactose, arabinose, ácido galacturónico e ramnose.29 
Há polímeros xilana que são homopolímeros sem ramificações.29 As cadeias de homoxilana 
estabilizam-se com ligações por ponte de hidrogénio intramoleculares. 
Há xilanas com ramificações. A cadeia lateral mais frequente é formada por unidades de ácido 
4-O-metilglucurónico (obtendo-se uma glucuronoxilana). As xilanas com ramificações são mais 
solúveis do que as xilanas sem ramificações.27,28 
Os resíduos de glucose aparecem na cadeia principal entre os resíduos de xilose (obtendo-se 
uma glucoxilana ou glucuronoglucoxilana). A proporção entre a quantidade de resíduos xilose, 
glucose e ácido 4-O-metilglucurónico varia entre 36:3:1 e 50:1:2. Este tipo de polímero possui 
também, em quantidade pequena, resíduos de galactose e arabinose.29 
Os resíduos ramnose interpõem-se aos resíduos xilose na cadeia principal; os resíduos ramnose 
são ponto de duas ramificações.29 
Foi caracterizada uma glucuronoarabinoxilana com resíduos xilose (bifurcando a partir dos 
carbonos 2 ou 3), com resíduos arabinose (terminais e com ligações no carbono 2), e com ácido 
glucurónico (metilado e não metilado).29 
 
6.4.3 MANANAS 
As mananas são polímeros de resíduos de manose unidos entre si por ligações ?-(1? 4). As 
mananas são vulgares nas monocotiledóneas.27 
Há polímeros lineares sem ramificações. Há mananas que têm resíduos de galactose, glucose ou 
galactose e glucose. Os polímeros manana lineares associam-se através de ligações por ponte de 
hidrogénio.27,29,31,28,55 
As galactomananas têm resíduos de manose e galactose; a proporção entre os dois resíduos 
varia entre 1:1 e 21:4.27,30,55 As galactomananas são solúveis em água. 
A glucomanana, é um polímero linear com resíduos de manose e glucose unidos entre si, de 
forma aleatória, por ligações ?-(1? 4).27,31 A proporção entre os resíduos manose e glucose varia 
entre 1:1 e 1:4.31 
As galactoglucomananas têm a estrutura principal da glucomanana e cadeias laterais de 
unidades de galactose ou de dímeros de galactose ligados aos resíduos manose ou galactose da 
cadeia principal.27,29,31 As cadeias laterais aumentam a solubilidade da glucomanana 
provavelmente, devido à obstrução que as cadeias laterais exercem na formação de ligações por 
ponte de hidrogénio.27,31 
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6.4.4 GLUCANAS 
As glucanas, em geral, são polímeros lineares de glucose unidos por ligações ? . A glucana mais 
vulgar e mais conhecida é a celulose que é tratada em particular no parágrafo 6.5. 
A calose é um polímero linear de resíduos glucose unidos entre si por ligações ao carbono 3 e, 
em quantidade menor, ao carbono 4 ou 6.27 A calose faz parte de algumas células vegetais 
específicas como estrutura transitória ou surge como reacção a situações agressivas provocadas por 
agentes físicos, químicos ou bioquímicos.27,28 Os polímeros calose agregam-se por acção de 
ligações por ponte de hidrogénio. Há polímeros D-glucana-?-(1? 3) solúveis em água e solúveis ou 
insolúveis em soluções alcalinas.27 
O termo glucana, em particular, será usado para referir o polissacárido com uma cadeia de 
resíduos de glucose unidos entre si por ligações ao carbono 3 ou 4; estes dois tipos de ligação 
coexistem no mesmo polímeros como o comprova a obtenção dos oligómeros Glc -?-(1? 4)-Glc-?-
(1? 3)-Glc e Glc-?-(1? 3)-Glc-?-(1? 4)-Glc. A coexistência das duas ligações origina uma 
estrutura linear com orientação irregular. As glucanas podem possuir resíduos de arabinose e 
xilose.27 
 
 
6.5 CELULOSE 
A celulose é um tipo de polissacárido insolúvel em soluções de compostos quelantes e em soluções 
alcalinas; o resíduo insolúvel (vulgarmente denominado ? -celulose) contem, também, em 
quantidade pequena outro tipo de polissacáridos ou compostos fenólicos. A celulose é solúvel 
numa solução (denominada cadoxen) de óxido de cádmio (100 g) e 1,2-diamino-etano (310 mL) 
em água (720 mL); a celulose forma um complexo e solubiliza. Uma vez que a solução é muito 
básica há a possibilidade de degradação da celulose (por ?-eliminação) com a remoção progressiva 
dos terminais redutores do polímero.29,28 A celulose também é solubilizada pelo N-óxido-4-
metilmorfilina.49 
A celulose é um polímero não ramificado de resíduos de D-glucose unidos entre si por ligações 
glicosídicas ?-(1? 4). 
Os polímeros celulose podem agrupar-se de forma altamente organizada formando microfibrilas 
que são particularmente estabilizadas por ligações por ponte de hidrogénio intrapoliméricas e 
extrapoliméricas.27,29,56 
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PROCEDIMENTO EXPERIMENTAL 
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7 MÉTODOS EXPERIMENTAIS 
7.1 AMOSTRAS 
As amostras foram obtidas pelo autor deste texto, mas o trabalho laboratorial da sua preparação foi 
realizado fora do contexto desta pós-graduação. 
As amostras estudadas são fracções da parede celular da polpa da laranja (Citrus sinesis 
Valenciana). O método de preparação do material da parede celular proposto por Selvendran et al. 
(1985) proporciona, em princípio, um material sem a contaminação de componentes 
citoplasmáticos.48 O material da parede celular foi obtido por eliminação dos resíduos intracelulares 
com uma solução aquosa de dodecilsulfato de sódio (SDS) a 1,5% (m/v) seguida de degradação 
mecânica com moinho de bolas do material imerso em solução aquosa de SDS 0,5% (m/v). Para 
evitar a formação de produtos de oxidação de polifenois estas soluções continham um antioxidante 
(metabissulfito de sódio - Na2S2O5 3 mM). Após o tratamento mecânico o resíduo foi submetido a 
uma última extracção com uma solução de fenol, ácido acético e água (PAW) (2:1:1, m/v/v) tendo-
se obtido, então, o material da parede celular.48 
A separação e isolamento dos polímeros constituintes do material da parede celular foi 
conseguida por extracção sequencial com água destilada e várias soluções: soluções de ácido 
diaminotetraacético (CDTA 0,05 M a pH 6,5), soluções de carbonato de sódio (Na2CO3 0,05 M 
com NaBH4 20 mM) e soluções de hidróxido de potássio (KOH 0,5 M, KOH 1,0 M, KOH 4,0 M e 
KOH 4,0 M com ácido bórico 4% (m/v)). Após estas extracções obteve-se um resíduo (chamado 
resíduo final). As extracções alcalinas foram realizadas na presença de boro-hidreto de sódio 
(NaBH4 20 mM), para evitar degradação alcalina, e em atmosfera redutora de azoto (N2) para 
limitar a oxidação das hemiceluloses. Após cada extracção as amostras foram sujeitas a diálise, 
para remover todo o tipo de impurezas.48 
As porções obtidos no processo anterior, de fraccionamento do material da parede celular, 
foram sujeitas a novo fraccionamento desta vez com soluções de concentração variável de etanol 
(entre 20% v/v e 80% v/v): fez-se a adição de quantidades progressivamente maiores de etanol e a 
remoção (após centrifugação) dos precipitados. Cada um dos precipitados foi liofilizado e sujeito a 
análises químicas e espectroscópicas.57 
 
Cada uma das amostras foi hidrolisada com ácido sulfúrico a 70% (v/v) durante 3 horas e 
dividida em duas porções. Uma porção foi derivatizada e analisada por cromatografia de gás com 
detector de ionização por chama para quantificação dos sacáridos ramnose, fucose, xilose, manose, 
galactose e glucose, como descrito por Harris e Blakeney.58 Foi usado um cromatógrafo Hewlett-
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Packard 3130 com injector split-splitless e com uma coluna CP-Syl 43 CB. A outra porção foi 
sujeita a procedimento experimental para quantificação dos ácidos urónicos por espectrofotometria 
de visível após reacção com m-fenilfenol segundo o método de Blumenkrantz;59 este método 
quantifica todos os ácidos urónicos em conjunto não fazendo a distinção ente ácido galacturónico e 
ácido glucurónico, por exemplo. 
 
 
7.2 DADOS ESPECTRAIS 
Foram obtidos espectros de infravermelho médio com detector de sinal fotoacústico (FTIR-PAS) 
num equipamento Brücker® IFS 55 com o programa de controlo do equipamento Opus® 3.04. 
Cada amostra foi introduzida no receptáculo fotoacústico e fez-se passar um fluxo de hélio durante 
3 minutos que se tornou a atmosfera do porta-amostras antes de obter os dados. Das 56 amostras 
com informação química foi possível fazer o espectro de 33 amostras; cada amostra foi introduzida 
3 vezes e para cada vez obteve-se um espectro. Foi lido o sinal fotoacústico entre 4000 cm-1 e 900 
cm-1, com uma resolução espectral de 4 cm-1. Estes espectros foram convertidos em tabela na gama 
entre 1850-900 cm-1 obtendo-se 245 variáveis. 
 
 
7.3 ANÁLISES ESTATÍSTICAS 
Os dados foram analisados e tratados usando os programas informáticos: Excel® 2000 da 
Microsoft, Matlab® 6 da MathWorks e SPSS® 11. 
 
Neste trabalho há 8 variáveis relacionadas com a composição química dos extractos e 245 
variáveis correspondentes aos valores FTIR-PAS dos números de onda entre 1850 cm-1 e 900 cm-1. 
A composição química é expressa em percentagem molar dos sacáridos ramnose (Rha), fucose 
(Fuc), arabinose (Ara), xilose (Xyl), manose (Man), galactose (Gal), glucose (Glc) e ácidos 
urónicos (UA). Todas as variáveis (químicas e espectroscópicas) serviram para calcular as 
correlações entre si usando para tal o coeficiente de correlação. 
Nas análises posteriores foi retirada a variável fucose porque a quantidade de um dos sacáridos 
é redundante por estar expressa em percentagem molar. A fucose é o sacárido que em média está 
presente em menor quantidade nas amostras deste trabalho. 
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Foi feita análise de factores com as variáveis da composição química e com as variáveis 
espectroscópicas em separado. Todas as análises de factores deste trabalho são tipo Q - Rm, ou seja, 
fez-se a transposta da matriz original dos dados e calculou-se a matriz dos coeficientes de 
correlação antes da execução específica da análise de factores. Com alguns factores seleccionados 
procedeu-se a rotação ortogonal dos eixos varimax e quartimax. 
Na análise de factores da composição química a matriz original tinha a dimensão de (56 ?  7) 
correspondente a 56 amostras e 7 sacáridos. Com os dados espectroscópicos fez-se a análise de 
factores de 33 amostras em 3 gamas de números de onda: entre 1850 cm-1 e 900 cm-1 (matriz com 
dimensão (33 ?  245)), entre 1850 cm-1 e 1300 cm-1 (matriz com dimensão (33 ?  142)) e entre 1300 
cm-1 e 900 cm-1 (matriz com dimensão (33 ?  104)). Nas amostras com réplicas fez-se o cálculo do 
valor médio do sinal de infravermelho (FTIR-PAS). 
 
A análise em componentes principais foi feita sobre a matriz de correlação centrada na média 
com os dados da composição química e com os dados espectroscópicos em separado. 
Com os dados da composição química a matriz original dos dados tinha a dimensão de (56 ?  7) 
correspondente a 56 amostras e 7 sacáridos. Com os dados espectroscópicos fez-se a análise em 
componentes principais de 96 amostras em 3 gamas de números de onda: entre 1850 cm-1 e  900 
cm-1 (matriz com dimensão (96 ?  245)), entre 1850 cm-1 e 1300 cm-1 (matriz com dimensão (96 ?  
142)) e entre 1300 cm-1 e 900 cm-1 (matriz com dimensão (96 ?  104)). As réplicas dos espectros 
foram analisadas individualmente. 
 
Foi feito o reconhecimento de amostras sem supervisão usando a técnica de optimização com o 
algoritmo das K-médias sobre os dados da composição química e sobre os resultados dos 
componentes principais (PC1, PC2 e PC3) da análise PCA da composição química. Condicionou-se 
à formação de 2 e 3 grupos. 
Com a mesma técnica foi também feito o reconhecimento de amostras com os dados 
espectroscópicos e com os resultados dos componentes principais (PC2 e PC3) da análise PCA 
destes dados nas 3 gamas de números de onda já identificadas. Também aqui se condicionou à 
formação de 2 e 3 grupos. 
 
No reconhecimento de amostras com supervisão fez-se uso da função discriminante a partir do 
teorema de Bayes e usando somente os resultados dos componentes principais PC1, PC2 e PC3 na 
análise da composição química e PC2 e PC3 na análise dos dados espectroscópicos. O conjunto das 
amostras foi dividido de forma aleatória num conjunto de calibração (correspondente a 2/3 das 
fracções totais) e num conjunto de verificação (com as restantes fracções). Com os dados químicos  
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usou-se um grupo de calibração das pectinas com 18 amostras e um grupo de calibração das 
hemiceluloses com 12 amostras. Com os dados espectroscópicos o grupo de calibração das pectinas 
tinha 30 elementos e o grupo de calibração das hemiceluloses tinha 15 elementos; estes dois 
conjuntos de calibração foram usados nas 3 gamas de números de onda estudadas. Cada um dos 
grupos de calibração foi analisado para verificar se tinha uma distribuição normal dos dados uma 
vez que a função discriminante usada neste trabalho pressupunha esta forma de distribuição dos 
dados. A verificação da distribuição normal dos dados foi feita pela análise do coeficiente de 
correlação do gráfico Q-Q, do coeficiente de assimetria e do coeficiente de excesso. 
 
Foram usadas as técnicas de regressão linear múltipla (MLR) com introdução progressiva de 
variáveis, a regressão dos componentes principais (PCR), e a regressão dos mínimos quadrados 
parciais com os algoritmo PLS1 e PLS2. Para todos os sacáridos foi limitado a 20 o número de 
variáveis espectroscópicas (reais ou latentes) que foram usadas para construir o modelo. Quando 
este número de variáveis foi considerado insuficiente para descrever da melhor forma a relação 
entre sacáridos e dados espectroscópicos o número de variáveis foi alargado até se obter o melhor 
modelo. 
As amostras foram divididas em dois grupos: um de calibração com 64 amostras e outro de 
aferição da capacidade de previsão dos modelos criados. Entre outros parâmetros foi calculado, o 
erro padrão de calibração, o erro padrão de previsão e o coeficiente de determinação. Para a 
determinação do número de variáveis ou componentes do modelo foi usado a) o critério do modelo 
com menor erro padrão de previsão (SEP); b) o teste FIV que avalia a variação da soma dos 
quadrados da regressão (SSReg) em relação à média dos quadrados dos resíduos (MSRes) e c) o teste 
FRes que selecciona o modelo com o menor número de factores e que tem a soma dos quadrados 
dos resíduos (SSRes) não significativamente superior ao modelo com a menor soma dos quadrados 
dos resíduos. 
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8 RESULTADOS 
O material da parede celular de laranjas foi sujeito a várias extracções com água destilada 
(resultando nas fracções Ag01 e Ag02), soluções de ácido diaminotetraacético (CDTA01 a 
CDTA12), soluções de carbonato de sódio (Carb01 a Carb10), soluções de hidróxido de potássio 
0,5 M (OH001 a OH005), soluções de hidróxido de potássio 1,0 M (OH101 a OH112), soluções de 
hidróxido de potássio 4,0 M (OH401 a OH405) e soluções de hidróxido de potássio 4,0 M com 
borato (OHB); além das fracções identificadas também se obteve um resíduo em que algumas 
partes se solubilizaram em água (RF01 a RF03) e em que algumas outras se mantiveram insolúveis 
após todo este processo de extracção (RF11 a RF13). Para cada fracção há a informação relativa a 
oito monómeros que permite dar um ideia quanto à natureza dos polímeros constituintes dessa 
fracção (Tabela 5). Das 56 fracções analisadas em termos de composição de sacáridos há 33 
fracções com espectros de infravermelho entre 1850 cm-1 e 900 cm-1; em cada fracção fez-se 
espectros em triplicado com excepção do extracto Ag01 (com um espectro) e do extracto CDTA01 
(com dois espectros). Um espectro de cada fracção assinalada na Tabela 5 é apresentado na Figura 
10. 
 
Como é possível verificar na Tabela 5 há sacáridos que aparecem em pequena proporção, não 
mais do que 12% mol/mol, como é o caso das desoxi-hexoses (ramnose e fucose), há sacáridos que 
não ultrapassam 1/3 da proporção molar (como é o caso da manose e da galactose) e há sacáridos 
que chegam a ultrapassar os 60% mol/mol, nomeadamente a arabinose, a xilose, a glucose e os 
ácidos urónicos. A pequena quantidade de um determinado monómero pode não ser insignificante 
nem desprezável na caracterização das fracções e por isso, à partida, todos estes monómeros serão 
tidos em conta nas análises que se seguem. 
 
Como era de esperar as primeiras fracções que se solubilizaram com água destilada, solução de 
CDTA, e solução de carbonato de sódio aparentam ser idênticas e pertencerem à classe das 
substâncias pécticas. As fracções extraídas com KOH 0,5 M parecem ter uma natureza intermédia 
entre as fracções pécticas e as fracções de hemic eluloses e celulose que lhe sucedem na extracção. 
Esta classificação é feita tendo em conta fundamentalmente a quantidade de ácidos urónicos (AU) 
arabinose (Ara) e galactose (Gal) que são os sacáridos característicos das pectinas e da xilose (Xyl), 
manose (Man) e glucose (Glc) que são os sacáridos característicos das hemiceluloses e celulose. Os 
espectros de infravermelho parecem ter perfis semelhantes nas fracções extraídas com a mesma 
solução principalmente na zona 1200-900 cm-1; e de uma forma mais genérica há semelhanças nos 
extractos Ag, CDTA e Carb por um lado, e OH0, OH1, OH4, OHB e RF1 por outro lado. 
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Tabela 5. Quantidade, em percentagem molar, dos sacáridos que constituem os polímeros do material da 
parede celular de laranjas 
Fracção  Rha Fuc Ara Xyl Man Gal Clc AU 
  (% molar) 
Ag01 *a 0,85 0,21 24,3 0,81 0,19 1,9 8,7 63,0 
Ag02 * 1,0 0,52 23,9 0,38 0,00 3,6 1,6 68,9 
CDTA01 *b 0,85 0,00 19,5 0,00 0,00 1,9 0,00 77,7 
CDTA02 * 0,00 0,00 14,7 0,00 0,00 5,6 0,69 79,0 
CDTA03  2,3 0,61 9,8 1,2 1,0 2,5 0,55 82,1 
CDTA04 * 0,00 0,00 11,9 0,00 0,00 4,9 1,1 82,1 
CDTA05  3,3 0,00 16,0 0,00 0,00 0,00 0,00 80,7 
CDTA06 * 1,7 0,57 15,7 2,4 3,3 5,8 0,72 69,9 
CDTA07  2,2 0,00 17,2 0,00 0,00 14,1 0,00 66,5 
CDTA08 * 0,22 0,39 6,4 0,00 0,00 5,3 2,0 85,7 
CDTA09 * 1,9 0,00 14,5 0,00 0,00 3,7 1,9 78,0 
CDTA10  2,4 0,00 14,8 0,00 0,00 5,0 0,00 77,9 
CDTA11 * 1,6 0,00 13,5 1,3 3,7 4,1 1,1 74,6 
CDTA12  3,5 0,00 12,3 0,00 0,40 3,2 2,0 78,5 
CDTA13 * 1,2 0,00 11,2 1,3 1,1 3,3 0,78 81,1 
CDTA14 * 3,0 0,37 11,8 0,00 0,00 12,5 3,6 68,7 
CDTA15  4,5 0,00 39,8 5,3 0,00 21,0 0,00 29,3 
Carb01 * 1,4 0,00 37,5 0,00 0,00 5,3 0,00 55,8 
Carb02  4,4 0,64 30,7 0,59 0,00 16,8 1,7 45,3 
Carb03 * 3,0 0,00 19,8 0,00 0,00 16,4 0,00 60,8 
Carb04  6,6 0,00 36,7 0,00 0,00 15,3 0,00 41,4 
Carb05  3,7 0,57 33,4 0,00 0,00 13,8 0,00 48,5 
Carb06 * 1,1 0,19 38,6 0,41 0,00 21,2 0,34 38,2 
Carb07 * 5,2 0,69 29,5 0,76 0,00 32,3 1,4 30,1 
Carb08 * 5,9 1,1 27,8 0,00 0,00 33,0 0,00 32,2 
Carb09 * 4,0 0,30 32,6 0,54 0,00 24,0 0,00 38,6 
Carb10  3,7 0,00 32,4 0,26 0,00 20,7 0,00 42,9 
OH001 * 1,2 0,22 50,3 15,6 0,00 8,6 2,8 21,2 
OH002  0,00 0,00 31,0 2,7 0,00 21,0 5,2 40,1 
OH003  1,1 0,62 30,7 6,9 1,2 19,7 3,9 35,8 
OH004 * 0,74 0,28 21,8 8,8 0,42 15,7 26,6 25,7 
OH005 * 0,82 0,55 31,0 14,0 0,87 13,7 6,8 32,3 
OH101 * 0,86 1,7 23,9 44,3 0,96 7,3 9,6 11,3 
OH102  1,7 0,52 29,1 27,4 1,7 16,1 8,9 14,5 
OH103 * 1,0 0,28 21,1 52,6 0,2 7,8 8,2 8,8 
OH104  1,8 1,1 22,4 14,0 2,6 6,5 35,1 16,5 
OH105  0,00 0,39 24,4 50,8 0,00 3,2 1,3 19,9 
OH106  0,00 0,10 14,6 69,5 0,00 1,2 0,44 14,1 
OH107 * 1,7 1,7 26,1 24,2 0,64 19,2 14,5 11,8 
OH108  0,94 3,8 11,9 32,2 2,1 14,5 29,2 5,3 
OH109  0,36 11,1 8,4 56,5 0,73 7,3 5,8 9,8 
OH110  0,69 0,41 33,2 41,9 0,00 4,4 5,4 14,0 
OH111  0,23 1,5 6,8 14,5 19,7 20,5 33,7 3,0 
OH112 * 1,5 1,7 33,8 30,2 1,4 9,7 9,0 12,7 
OH401 * 0,00 6,3 5,7 43,3 5,3 8,8 23,7 6,9 
OH402  0,94 2,1 14,8 12,8 7,4 17,9 20,3 23,9 
OH403  0,65 3,1 10,2 19,6 10,9 15,5 27,8 12,1 
OH404 * 0,00 3,9 2,0 22,1 9,6 16,2 42,2 4,1 
OH405 * 0,30 2,1 9,2 37,3 7,4 11,9 20,9 11,0 
OHB * 0,56 3,9 16,7 22,4 18,0 11,2 19,4 7,8 
RF01 * 2,8 0,31 61,1 2,4 0,00 11,4 6,3 15,7 
RF02 * 1,4 0,28 38,1 2,0 2,9 17,9 2,6 34,9 
RF03 * 0,47 0,00 3,0 0,64 1,1 2,0 2,6 90,3 
RF11 * 0,42 0,42 14,1 1,7 4,0 3,7 62,4 13,2 
RF12 * 1,1 0,87 20,3 6,4 11,8 14,6 13,8 31,1 
RF13 * 0,00 0,00 3,6 3,2 1,9 2,3 80,8 8,2 
* fracções em que se fizeram espectros de infravermelho (em triplicado com excepção de a e b) 
a fracção com um espectro de infravermelho 
b fracção com dois espectros de infravermelho 
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Figura 10. Um exemplar dos espectros FTIR com sinal de fotoacústico (PAS) de cada fracção estudada neste 
trabalho 
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8.1 CORRELAÇÕES 
Na primeira abordagem da análise dos resultados foram examinadas as correlações entre as 
quantidades dos 8 sacáridos, usando os valores das 56 fracções (Tabela 6). 
 
Tabela 6. Correlações entre as proporções molares dos sacáridos nas 56 fracções analisadas  
 Rha Fuc Ara Xyl Man Gal Glc AU 
Rha 1,00        
Fuc -0,26 1,00       
Ara 0,42 -0,32 1,00      
Xyl -0,42 0,54 -0,14 1,00     
Man -0,32 0,36 -0,36 0,15 1,00    
Gal 0,47 0,07 0,37 -0,15 0,15 1,00   
Glc -0,39 0,25 -0,38 0,14 0,46 -0,06 1,00  
AU 0,19 -0,47 -0,18 -0,66 -0,40 -0,37 -0,55 1,00 
 
Usou-se a expressão (81) (da página 34) para avaliar os valores de correlação: 
t = |r| ?  [(n - 2) ?  (1 - r2)]0,5 
 
que expressa em função de r permite identificar os valores de correlação a partir dos quais há 
correlação tendo em conta os graus de liberdade e o nível de confiança estabelecido: 
r = t ?  (n - 2 + t2)-0,5. 
 
Esta expressão e o teste de hipóteses implicam que a avaliação da correlação depende do nível 
de confiança estabelecido (já que t é função de ? ) e depende do número de fracções analisadas (n) 
que influencia directamente o cálculo do r mínimo aceitável e influencia também o valor de t. Com 
o nível de confiança de 95% (?  = 0,05) e 54 graus de liberdade é possível aceitar todos os valores 
com |r| superior a 0,263. Este valor é baixo e permite aceitar um elevado conjunto de pares com 
correlação significativa. Para simplificação da análise foram destacados os pares com |r| superior a 
0,428 o que corresponde a um nível de confiança de 99,9% (?  = 0,001) (ver Tabela 7). 
 
Tabela 7. Valores mínimos de |r| para se assumir a existência de correlação 
n df ? ? t |r|mínimo 
56 54 0,05 2,005 0,263 
56 54 0,001 3,480 0,428 
 
Nas correlações entre os monómeros é possível verificar que há uma correlação positiva elevada 
entre a ramnose e a galactose, entre a fucose e a xilose e entre a manose e a glucose; estes valores 
indiciam uma ligação forte entre os pares de sacáridos identificados: o primeiro par (Rha, Gal) 
associado às pectinas e os outros dois pares (Fuc, Xyl e Man, Glc) associados às hemiceluloses. A 
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relação entre a fucose e a xilose não foi encontrada na literatura. 
Há correlação negativa elevada entre os ácidos urónicos e cada um dos seguintes monómeros: 
fucose, xilose e glucose. Estes resultados dão a entender que as fracções ricas em ácidos urónicos 
(as pectinas) terão quantidades reduzidas de fucose, xilose e glucose que são monómeros 
associados às hemiceluloses e que no caso da glucose também pode ser celulose, ou seja, quanto 
maior for a quantidade de pectinas menor será a quantidade de hemiceluloses, como é óbvio. 
A arabinose é o (único) sacárido que não apresenta correlações muito elevadas com os demais 
monómeros e que não apresenta sequer correlação significativa com a xilose (característica das 
hemiceluloses) nem com os ácidos urónicos. No entanto, a arabinose (característica das pectinas 
neutras) está correlacionada com a galactose (também característica das pectinas neutras) e com a 
ramnose que, na literatura é associada às pectinas com ácidos urónicos. 
A análise pormenorizada da tabela de correlações permite verificar a inexistência de correlação 
entre a ramnose e os ácidos urónicos o que é algo inesperado tendo em conta os dados da literatura 
referidos no parágrafo 6.3.1. Também não há correlação entre a xilose e outros monómeros típicos 
das hemiceluloses: manose, galactose e glucose. 
 
O conjunto destes resultados permite concluir que: a) no conjunto das fracções quando há 
pectinas (ácidas ou neutras) não há hemiceluloses ou celulose; b) não há uma proporção directa 
entre pectinas ácidas e as pectinas neutras, ou seja há um conjunto de fracções com pequena 
quantidade de arabinose que tanto tem pequena quantidade ácidos urónicos como tem quantidade 
elevada; c) a ramnose, identificado como o sacárido de ligação entre pectinas neutras e pectinas 
ácidas, é proporcional às primeiras pectinas mas não é proporcional às pectinas ácidas; d) as 
fracções de hemiceluloses devem ter dois grandes grupos de polímeros: as xilanas e as 
glucomananas. 
 
Com 33 das 56 fracções identificadas na Tabela 5 calculou-se uma matriz de correlação entre as 
proporções molares dos 8 sacáridos e os valores de infravermelho no modo fotoacústico (PAS) 
entre 1850 cm-1 e 900 cm-1 (correspondente a 245 números de onda); a matriz das correlações do 
conjunto destas variáveis tem uma dimensão elevada de (253 ?  253) o que dificulta a leitura dos 
resultados. Por causa do número elevado de resultados estes não serão apresentados sob a forma 
(tradicional) de tabela mas sim em forma de gráfico (Figura 11). 
Mesmo simplificando a apresentação das correlações com os dados dos infravermelhos é difícil 
interpretar os resultados se forem analisados todos os monómeros em simultâneo. Para simplificar, 
ainda mais, a leitura, os resultados das correlações serão aglomerados conforme as afinidades dos 
monómeros identificadas nas correlações da Tabela 6 - ver Figura 12. 
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Figura 11. Correlações entre os monómeros e os números de onda 
 
Não há nenhum par de compostos que tenha exactamente a mesma variação de correlação com 
os números de onda apresentados. No entanto, parece haver perfis aproximadamente iguais para 
sacáridos que à partida se esperavam com uma certa afinidade. 
Os sacáridos fucose, xilose, manose e glucose além de apresentarem correlação entre si (nas 
proporções molares) apresentam, também, correlações semelhantes com os dados do infravermelho 
em toda a gama de números de onda estudada o que reforça a sua identificação como constituintes 
de uma mesma classe de polímeros (as hemiceluloses). Este comportamento também é visível entre 
os monómeros arabinose e galactose típicos das pectinas neutras. Já a ramnose, que apresenta 
correlação significativa com as quantidades de arabinose e de galactose, não tem o mesmo tipo de 
resposta no infravermelho com excepção da zona 1850 cm-1 e 1500 cm-1 para a ramnose e a 
galactose. 
As quantidades de ramnose e dos ácidos urónicos não apresentam correlação entre si, como já 
foi referido, mas têm um perfil de correlação no infravermelho muito parecido. Este dado parece 
indiciar que não há uma proporção directa entre as quantidades de ramnose e ácidos urónicos mas 
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que haverá aspectos estruturais peculiares a estes monómeros e que são identificados pela 
espectroscopia de infravermelho. Como já foi dito (nos parágrafos 6.3.1 a 6.3.3) a ramnose é o 
monómero de ligação entre os polímeros de ácidos urónicos e das pectinas neutras; nas fracções em 
análise provavelmente a galactose será o monómero que se liga à ramnose (devido à zona de 
comportamento comum no infravermelho entre 1850-1500 cm-1) que por sua vez se ligará a alguns 
dos polímeros ricos em ácidos urónicos. 
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Figura 12. Correlações entre monómeros afins e os números de onda 
 
Os ácidos urónicos são os sacáridos que apresentam os maiores valores de correlação com os 
comprimentos de onda estudados (valores de r que variam entre -0,71 e 0,76). Estes valores 
elevados de correlação verificam-se quer na zona das frequências de grupo, a que se pode associar 
directamente grupos funcionais, quer à zona de "impressão digital" (1300 cm-1 e 900 cm-1)60 onde é 
difícil atribuir bandas a grupos funcionais como é característica do infravermelho médio; a zona de 
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frequências de grupo e de "impressão digital", apesar de distintas, partilham níveis de energia 
iguais. 
Para os ácidos urónicos há entre 1800-1700 cm-1 , 1450-1390 cm-1 , 1270-1210 cm-1 e à volta dos 
960 cm-1  zonas de correlação positiva intensa que podem ser associadas ao grupo carboxílico ou à 
sua variante esterificada como é indicado na literatura.61 A primeira zona de correlação intensa 
(1800-1700 cm-1), atribuída à absorção por alongamento da ligação dupla C=O é ampla, não só 
devido à natureza da técnica da espectroscopia do infravermelho, mas também porque os ácidos 
urónicos podem encontrar-se sob a forma de éster ou sob a forma livre o que implica zonas de 
absorção (da ligação C=O) próximas mas não coincidentes e que por isso também ampliam as 
zonas de energia absorvidas. As zonas 1450-1390 cm-1, e em redor dos 960 cm-1 são associadas à 
absorção de energia para deformação no plano, no primeiro caso, e para deformação fora do plano, 
no segundo caso, da ligação C—O—H do grupo carboxílico dos ácidos urónicos. Por sua vez, a 
zona 1270-1210 cm-1 (já coincidente com a zona da "impressão digital") pode ser, no entanto, 
associada à absorção por alongamento da ligação C—O, do grupo carboxílico. 
Na zona da "impressão digital" e mais concretamente entre 1210-1150 cm-1e entre 1100-1010 
cm-1 há forte correlação negativa que poderá ser útil tanto na caracterização como na quantificação 
dos polímeros com ácidos urónicos; como já foi dito nesta zona é difícil associar a grupos 
funcionais. 
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8.2 ANÁLISE DE FACTORES 
Aplica-se a análise de factores a estes dados (sacáridos e espectros de infravermelho) para tentar 
descortinar, entre as fracções, afinidades e dessemelhanças, "factores" comuns a algumas fracções e 
ausentes em algumas outras. À partida, pode esperar-se a identificação de grandes grupos de 
polímeros (como sejam as pectinas, as hemiceluloses e a celulose) ou ainda de grupos de polímeros 
mais específicos identificados nos parágrafos relativos à descrição dos polissacáridos (entre as 
páginas 40 e 44). Além da identificação de "factores" comuns a determinado número de fracções é, 
também, importante identificar as fracções de fronteira entre os grupos de fracções identificados. 
 
Na análise de factores serão valorizados os pesos que representam pelo menos a proporção da 
variância se houvesse uma repartição equitativa da mesma. Se forem admitidos 5 factores cada um 
poderia representar pelo menos 1/5 (0,2) da variância total o que corresponde a um peso de 0,45 
(0,452 ?  0,2) - o peso de um factor elevado ao quadrado corresponde à porção desse factor para a 
comunalidade. Para 4 factores serão valorizados os pesos superiores a 0,5 (0,52 = 1/4), para 3 
factores serão tidos em conta os pesos superiores a 0,6 (0,62 ?  1/3) e para 2 factores serão 
salientados os pesos superiores a 0,7 (0,72 ?  1/2). 
 
8.2.1 ANÁLISE DAS QUANTIDADES DE SACÁRIDOS 
Como já foi referido a estrutura dos polissacáridos é muito complexa não só devido ao número de 
elementos que os constituem mas também devido à variedade de ligações que lhes estão 
associadas. Tendo em conta somente a quantidade de cada sacárido na fracção é realizada uma 
análise de factores para tentar averiguar se há um número pequeno de "factores" suficiente para 
fazer a caracterização geral dos polímeros constituintes da parede celular da laranja. Na persecução 
deste objectivo realiza-se uma análise de factores tipo Q em que a matriz dos dados originais (com 
dimensão (56 ?  7) correspondente aos valores da Tabela 5) é transposta de forma a que cada 
fracção corresponde a uma coluna e cada sacárido corresponde a um linha; com esta matriz de 
dados transposta calcula -se a matriz de correlação (Rm) com a qual se determinam os parâmetros da 
análise de factores. Optou-se pela matriz Rm por dois motivos: a) porque segundo alguns autores 
esta é a modalidade que proporciona dados mais fiáveis (ver parágrafo 2.2.1) e b) porque o sinal 
que se obteve no infravermelho não é absoluto e só é comparável em termos comparativos de 
intensidade a vários números de onda. 
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Na Tabela 8 são apresentados os valores próprios e a percentagem de variância acumulada 
associada a cada factor. São necessários 4 factores para explicar pelo menos 95 % da variância total 
do sistema; se o critério for o scree plot ou o número de factores com variância superior à variância 
média (valor próprio superior a 1) então o número de factores seria 5 factores. Se fosse usada a 
matriz covariância centrada na origem (Co) - resultados não apresentados - também se escolheriam 
4 factores (para explicar pelo menos 95% da variância do sistema) ou 5 factores que têm variância 
superior à média das variâncias. 
 
 
Tabela 8. Valores próprios (l) e variância acumulada (varA) na FA tipo Q da composição das fracções  
Factor l varA (%) 
1 31,0 55,4 
2 12,3 77,3 
3 6,1 88,2 
4 4,8 96,7 
5 1,2 98,9 
6 0,60 99,9 
7 0,00 100 
8 0,00 100 
9 0,00 100 
10 0,00 100 
... 0,00 100 
56 0,00 100 
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Na Tabela 9 estão representados os pesos dos 5 factores sem rotação que, como é obvio, inclui 
os pesos dos 4 factores com maior valor próprio. A comunalidade varia entre 0,740 e 1,000 tanto 
com 4 factores como com 5 factores. Estes valores "extremos" não são desejados porque ou as 
fracções são pouco explicados (como no caso da fracção OHB com comunalidade 0,740) ou então 
são "demasiado" explicadas (como nas fracções com comunalidade 1,000) em que além dos 
factores, comuns ao sistema, caracterizadores da fracção também podem estar presentes 
informações peculiares a essas mesmas fracções e este não é o objectivo da análise de factores. 
Com quatro factores há 5 fracções (9%) com comunalidade 1,000 e usando 5 factores há 15 
fracções (27%) com o mesmo valor de comunalidade. O quinto factor parece estar, assim, 
associado a uma variância específica ou a um erro. Com 4 factores a fracção (Carb08) com a 
segunda menor comunalidade apresenta um valor "aceitável" de 0,844; mais de 4/5 das fracções 
têm uma comunalidade superior a 95% o que é considerado satisfatório. Com 5 factores cerca de 
95% das fracções tem comunalidade superior a 95% o que seria significativo se não incorresse no 
problema de se estar a admitir factores idiossincráticos. 
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Tabela 9. Pesos de 4 e 5 factores e respectivas comunalidades da análise tipo Q - Rm das quantidades de 
sacáridos 
Fracção Comunalidade F1 F2 F3 F4 F5 
 4 Factores 5 Factores      
Ag01 0,971 1,000 0,960 -0,064 0,185 0,108 -0,169 
Ag02 0,988 0,999 0,969 -0,114 0,110 0,157 -0,103 
CDTA01 0,993 0,999 0,948 -0,148 0,148 0,225 -0,079 
CDTA02 1,000 1,000 0,937 -0,162 0,190 0,242 -0,009 
CDTA03 0,999 1,000 0,904 -0,190 0,221 0,312 -0,021 
CDTA04 1,000 1,000 0,922 -0,172 0,218 0,269 -0,002 
CDTA05 0,992 1,000 0,927 -0,178 0,173 0,269 -0,085 
CDTA06 0,998 0,998 0,941 -0,155 0,163 0,247 -0,015 
CDTA07 0,992 1,000 0,964 -0,159 0,125 0,151 0,084 
CDTA08 0,999 1,000 0,894 -0,193 0,263 0,306 0,027 
CDTA09 0,998 1,000 0,931 -0,169 0,201 0,250 -0,040 
CDTA10 1,000 1,000 0,935 -0,178 0,175 0,249 -0,021 
CDTA11 0,997 0,998 0,925 -0,174 0,198 0,268 -0,022 
CDTA12 0,998 1,000 0,918 -0,188 0,215 0,272 -0,037 
CDTA13 1,000 1,000 0,914 -0,175 0,216 0,295 -0,016 
CDTA14 0,992 0,998 0,933 -0,179 0,219 0,201 0,079 
CDTA15 0,998 0,999 0,834 0,157 -0,381 -0,364 0,033 
Carb01 0,963 0,997 0,977 -0,031 -0,079 -0,036 -0,182 
Carb02 0,999 0,999 0,984 -0,046 -0,097 -0,137 0,017 
Carb03 0,988 0,999 0,976 -0,146 0,079 0,090 0,103 
Carb04 0,993 0,997 0,948 -0,028 -0,215 -0,217 -0,064 
Carb05 0,998 1,000 0,985 -0,052 -0,115 -0,108 -0,047 
Carb06 0,996 0,999 0,917 0,052 -0,235 -0,312 0,047 
Carb07 0,864 0,986 0,802 0,008 -0,237 -0,406 0,350 
Carb08 0,844 0,984 0,813 -0,047 -0,225 -0,360 0,375 
Carb09 0,976 0,998 0,928 -0,011 -0,203 -0,270 0,149 
Carb10 0,992 0,999 0,962 -0,029 -0,158 -0,201 0,086 
OH001 0,917 0,994 0,641 0,439 -0,469 -0,306 -0,277 
OH002 0,987 0,998 0,959 0,081 -0,072 -0,237 0,103 
OH003 0,989 0,999 0,948 0,152 -0,157 -0,207 0,101 
OH004 0,975 0,977 0,674 0,439 0,432 -0,376 -0,043 
OH005 0,998 1,000 0,911 0,359 -0,164 -0,113 -0,040 
OH101 0,996 0,999 0,150 0,899 -0,278 0,298 -0,059 
OH102 0,995 0,999 0,444 0,815 -0,355 -0,091 0,058 
OH103 0,996 0,996 0,052 0,884 -0,275 0,369 0,008 
OH104 0,866 0,990 0,297 0,627 0,516 -0,345 -0,352 
OH105 0,995 0,999 0,294 0,769 -0,328 0,457 -0,062 
OH106 0,997 0,997 0,055 0,763 -0,262 0,586 0,018 
OH107 0,964 0,982 0,355 0,858 -0,203 -0,246 0,132 
OH108 0,959 0,964 -0,159 0,917 0,305 0,016 0,074 
OH109 0,970 0,978 -0,079 0,745 -0,208 0,604 0,093 
OH110 0,968 0,999 0,298 0,824 -0,401 0,199 -0,175 
OH111 0,861 0,936 -0,321 0,471 0,636 -0,362 0,275 
OH112 0,973 1,000 0,370 0,820 -0,401 -0,052 -0,162 
OH401 0,988 0,992 -0,213 0,861 0,202 0,400 0,065 
OH402 0,941 0,999 0,678 0,466 0,477 -0,193 0,242 
OH403 0,964 0,994 0,013 0,739 0,630 -0,141 0,173 
OH404 0,980 0,994 -0,312 0,595 0,715 -0,135 0,119 
OH405 0,977 0,999 -0,046 0,909 0,203 0,330 0,146 
OHB 0,740 0,740 -0,098 0,828 0,190 -0,094 0,017 
RF01 0,890 0,989 0,543 0,281 -0,435 -0,577 -0,315 
RF02 0,927 0,933 0,908 0,090 -0,231 -0,329 -0,017 
RF03 0,910 0,976 0,869 -0,200 0,291 0,346 0,009 
RF11 0,896 0,996 0,018 0,323 0,785 -0,410 -0,315 
RF12 0,994 0,995 0,900 0,132 0,252 -0,192 0,072 
RF13 1,000 1,000 -0,130 0,312 0,833 -0,320 -0,255 
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A fracção OHB com menor comunalidade é a fracção com maior quantidade de manose (e que 
mesmo assim não ultrapassa 18% como se vê na Tabela 5) e este sacárido não é, provavelmente, 
um factor comum ao sistema e por isso não é identificado com 4 ou, mesmo, 5 factores. 
Tendo em conta os pesos superiores a 0,450, o factor 1 está associado às fracções ricas em 
ácidos urónicos e em açúcares neutros pécticos (arabinose e galactose). O factor 1 identifica as 
pectinas e esta associação só é perturbada pela forte relação com as fracções OH402 e RF12 que à 
partida se incluiriam na hemiceluloses e celulose. Segundo esta associação (F1 equivalente a 
pectina) as fracções de fronteira entre as pectinas e as hemiceluloses (as fracções OH0) são 
associadas de forma clara às pectinas. 
Os factores 2 e 3 têm valores elevados associados às hemiceluloses e à celulose; as fracções de 
celulose (RF1) têm maior peso no factor 3 que como já foi dito também é importante nas 
hemiceluloses. 
O factor 4 é de difícil interpretação porque por um lado só é preponderante em 3 fracções, o que 
torna difícil fazer generalizações, e por outro lado está associado a uma fracção péctica e a duas 
fracções de hemicelulose que parecem ter em comum a presença de uma pentose: arabinose (no 
caso da pectina) e xilose (no caso das hemiceluloses) mas supostamente estes açúcares já deveriam 
estar representados pelos factores 1 e 2 respectivamente. 
Definitivamente, o factor 5 parece estar associado a uma peculiaridade e, portanto, não deve 
fazer parte da análise de factores. 
De uma forma genérica pode dizer-se que há 3 a 4 factores comuns a todas as fracções e que 
podem de forma grosseira servir para classificar as amostras. 
Com os 4 factores mais importantes foram feitas duas rotações ortogonais (varimax e 
quartimax) e salientados os pesos superiores a 0,500 (Tabela 10). A rotação quartimax não melhora 
a interpretação dos factores mas a rotação varimax é útil porque permite associar de forma mais 
clara cada factor a um sacárido específico: os factores 1 e 2 estão associados às pectinas e os 
factores 3 e 4 estão associados às hemiceluloses e às fracções com celulose. De uma forma mais 
particular é possível associar o factor 1 às fracções com conteúdo elevado de ácidos urónicos e o 
factor 2 às fracções ricas em arabinose; o factor 3 está associado às fracções com muita xilose e o 
factor 4 está fortemente associado à glucose. 
 
Como foi escrito na introdução, a natureza dos polímeros das paredes celulares é muito variada 
não só quanto aos seus monómeros como também aos tipos de ligações entre eles, mas mais uma 
vez confirma-se, com base na análise de factores, que é possível caracterizar, de uma forma 
genérica, todas as fracções deste trabalho com base no conhecimento do conteúdo de 4 sacáridos 
(AU, Ara, Xyl e Glc). 
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Tabela 10. Pesos dos 4 factores com rotação varimax e quartimax da análise tipo Q - Rm das quantidades de 
sacáridos 
Fracção  F1 F2 F3 F4  F1 F2 F3 F4 
  com rotação varimax  com rotação quartimax 
Ag01  0,917 0,352 0,012 0,072  0,982 0,014 0,074 -0,017 
Ag02  0,930 0,349 0,014 -0,030  0,993 0,014 -0,028 -0,026 
CDTA01  0,959 0,267 0,007 -0,042  0,989 0,002 -0,040 -0,112 
CDTA02  0,973 0,227 -0,008 -0,022  0,988 -0,014 -0,019 -0,153 
CDTA03  0,989 0,142 -0,009 -0,038  0,970 -0,019 -0,035 -0,238 
CDTA04  0,982 0,187 -0,012 -0,016  0,981 -0,020 -0,012 -0,194 
CDTA05  0,973 0,208 -0,005 -0,053  0,980 -0,013 -0,051 -0,171 
CDTA06  0,969 0,240 0,008 -0,042  0,988 0,002 -0,040 -0,140 
CDTA07  0,938 0,333 -0,031 -0,037  0,994 -0,032 -0,034 -0,040 
CDTA08  0,992 0,122 -0,025 -0,004  0,965 -0,036 0,000 -0,257 
CDTA09  0,976 0,213 -0,014 -0,019  0,985 -0,020 -0,016 -0,167 
CDTA10  0,973 0,225 -0,014 -0,044  0,987 -0,021 -0,041 -0,155 
CDTA11  0,978 0,197 -0,009 -0,032  0,981 -0,017 -0,029 -0,183 
CDTA12  0,982 0,180 -0,024 -0,026  0,978 -0,032 -0,023 -0,199 
CDTA13  0,986 0,165 -0,002 -0,028  0,976 -0,011 -0,025 -0,216 
CDTA14  0,966 0,237 -0,051 0,009  0,984 -0,055 0,013 -0,140 
CDTA15  0,400 0,905 0,111 -0,086  0,710 0,143 -0,089 0,683 
Carb01  0,783 0,586 0,041 -0,064  0,946 0,053 -0,064 0,248 
Carb02  0,746 0,663 -0,015 -0,046  0,940 0,002 -0,044 0,336 
Carb03  0,906 0,405 -0,036 -0,043  0,992 -0,034 -0,040 0,038 
Carb04  0,643 0,755 -0,009 -0,100  0,879 0,013 -0,099 0,458 
Carb05  0,754 0,651 -0,001 -0,075  0,943 0,014 -0,074 0,320 
Carb06  0,557 0,827 0,016 -0,041  0,826 0,043 -0,040 0,557 
Carb07  0,430 0,820 -0,074 -0,027  0,706 -0,045 -0,026 0,602 
Carb08  0,473 0,779 -0,099 -0,062  0,731 -0,073 -0,059 0,549 
Carb09  0,605 0,778 -0,026 -0,062  0,853 -0,002 -0,061 0,495 
Carb10  0,680 0,725 -0,016 -0,061  0,902 0,004 -0,060 0,418 
OH001  0,179 0,858 0,384 -0,043  0,486 0,418 -0,052 0,709 
OH002  0,668 0,731 0,035 0,073  0,893 0,058 0,073 0,426 
OH003  0,630 0,758 0,130 0,028  0,867 0,154 0,026 0,461 
OH004  0,463 0,514 0,113 0,695  0,620 0,144 0,693 0,299 
OH005  0,594 0,719 0,347 0,085  0,819 0,371 0,078 0,428 
OH101  -0,019 0,189 0,975 0,093  0,051 0,985 0,072 0,136 
OH102  0,062 0,630 0,758 0,143  0,292 0,787 0,126 0,524 
OH103  -0,068 0,083 0,990 0,061  -0,034 0,995 0,039 0,056 
OH104  0,150 0,288 0,238 0,839  0,244 0,266 0,834 0,200 
OH105  0,175 0,157 0,967 -0,070  0,220 0,968 -0,090 0,034 
OH106  0,049 -0,092 0,991 -0,070  0,009 0,983 -0,091 -0,151 
OH107  -0,034 0,626 0,673 0,344  0,201 0,708 0,328 0,561 
OH108  -0,209 -0,049 0,680 0,671  -0,215 0,694 0,656 0,001 
OH109  -0,035 -0,206 0,961 -0,043  -0,111 0,951 -0,063 -0,223 
OH110  0,041 0,378 0,908 -0,001  0,178 0,923 -0,021 0,291 
OH111  -0,305 -0,123 0,028 0,867  -0,330 0,046 0,866 0,001 
OH112  0,001 0,585 0,789 0,094  0,218 0,816 0,076 0,504 
OH401  -0,122 -0,303 0,842 0,415  -0,229 0,838 0,397 -0,274 
OH402  0,549 0,378 0,212 0,672  0,648 0,234 0,669 0,135 
OH403  0,009 -0,033 0,380 0,904  -0,007 0,397 0,896 -0,051 
OH404  -0,205 -0,282 0,221 0,900  -0,298 0,230 0,895 -0,193 
OH405  -0,020 -0,155 0,858 0,465  -0,079 0,860 0,447 -0,176 
OHB  -0,221 0,092 0,587 0,581  -0,173 0,606 0,567 0,141 
RF01  0,029 0,940 0,108 0,013  0,379 0,150 0,010 0,855 
RF02  0,536 0,840 0,037 -0,013  0,812 0,066 -0,013 0,575 
RF03  0,997 0,067 -0,021 0,000  0,950 -0,035 0,003 -0,310 
RF11  0,036 -0,004 -0,136 0,933  0,030 -0,117 0,935 -0,009 
RF12  0,729 0,532 0,009 0,335  0,875 0,028 0,337 0,220 
RF13  -0,034 -0,169 -0,124 0,930  -0,097 -0,111 0,933 -0,136 
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8.2.2 ANÁLISE DOS ESPECTROS DE INFRAVERMELHO 
Com os espectros (entre 1850 e 900 cm-1) das fracções indicadas na Tabela 5 foi feita uma análise 
de factores tipo Q - Rm sobre uma matriz de 245 linhas (números de onda) e 33 colunas (fracções). 
São necessários três factores para explicar pelo menos 95 % da variância total e atingir um 
patamar estável de variância (scree plot) e são, também, três os factores que por si só representam 
mais de 50 % da variância total (valor próprio superior a 1) (ver Tabela 11). 
 
Tabela 11. Valores próprios (l) e variância acumulada (varA) na análise de factores tipo Q - Rm dos espectros 
de IV entre 1850-900 cm-1 
Factor l varA (%) 
1 25,2 76,2 
2 4,2 89,1 
3 2,4 96,5 
4 0,51 98,0 
5 0,31 98,9 
6 0,13 99,3 
7 0,06 99,5 
8 0,04 99,6 
9 0,03 99,7 
10 0,02 99,7 
... ... ... 
33 0,00 100 
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Com três factores a comunalidade varia entre 0,737 e 0,993 o que pode ser considerado 
razoável, apesar do valor relativamente baixo do menor deles; a segundo fracção menos bem 
representada por estes três factores (Carb08) já tem, mesmo assim, 90 % da sua variância explicada 
(ver Tabela 12). Mais de 90% das fracções são explicadas em 95 % ou mais da sua variância com 
estes três factores. 
Os factores sem rotação são de difícil interpretação. Mesmo com rotação varimax a 
identificação e a associação de factores a polímeros não é directa. Na interpretação destes dados 
serão valorizados os pesos superiores a 0,600. O factor 1 está associado, fundamentalmente, às 
fracções de hemiceluloses e celulose mas tem, também, um peso significativo em fracções que à 
partida se supõem ser de pectinas - Carb07 a OH004. O factor 2 e o factor 3 estão associados de 
forma intensa às fracções de pectinas. O factor 2 está associado a mais fracções pécticas e de forma 
exclusiva, ou seja, sem ser preponderante nas fracções à partida reconhecidas com sendo de 
hemiceluloses e celulose. O factor 3 é intenso nas fracções pécticas não identificadas pelo factor 2 
mas também aparece com peso intenso em três fracções de hemicelulose e celulose. 
Os espectros deste trabalho incluem duas zonas distintas identificadas pela literatura e, de 
alguma forma, confirmada pela análise de correlação (no parágrafo 8.1) e que são a zona dos 
grupos funcionais (entre 1850 cm-1 e 1300 cm-1) e a zona da "impressão digital" (entre 1300 cm-1 e 
900 cm-1). Em cada uma destas zonas foi feita uma análise de factores tipo Q-Rm. 
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Tabela 12. Pesos dos 3 factores sem rotação e com rotação varimax da análise tipo Q - Rm dos espectros de 
infravermelho entre 1850 e 900 cm-1 
Fracção Comunalidade F1 F2 F3  F1 F2 F3 
  sem rotação  com rotação varimax 
Ag01 0,943 0,822 -0,165 -0,490  0,491 0,837 0,041 
Ag02 0,970 0,815 -0,245 -0,495  0,539 0,824 -0,021 
CDTA01 0,983 0,869 0,407 -0,250  0,211 0,767 0,592 
CDTA04 0,992 0,871 0,409 -0,260  0,208 0,776 0,589 
CDTA06 0,989 0,907 0,174 -0,370  0,354 0,846 0,385 
CDTA08 0,962 0,623 0,755 0,051  -0,089 0,442 0,871 
CDTA09 0,974 0,930 0,260 -0,208  0,364 0,743 0,538 
CDTA11 0,987 0,932 0,269 -0,214  0,358 0,751 0,543 
CDTA13 0,983 0,914 0,278 -0,263  0,324 0,782 0,516 
CDTA14 0,986 0,897 0,297 -0,305  0,286 0,809 0,500 
Carb01 0,980 0,968 0,096 -0,183  0,509 0,718 0,453 
Carb03 0,955 0,965 0,142 -0,074  0,511 0,636 0,538 
Carb06 0,950 0,628 0,741 0,072  -0,069 0,426 0,874 
Carb07 0,971 0,968 -0,112 -0,144  0,663 0,653 0,324 
Carb08 0,903 0,785 -0,453 -0,286  0,729 0,604 -0,081 
Carb09 0,975 0,946 -0,201 -0,197  0,693 0,667 0,223 
OH001 0,984 0,982 -0,075 0,122  0,734 0,453 0,490 
OH004 0,987 0,950 -0,259 -0,131  0,756 0,607 0,217 
OH005 0,963 0,858 0,163 0,447  0,598 0,161 0,761 
OH101 0,993 0,921 0,004 0,381  0,726 0,224 0,645 
OH103 0,971 0,904 -0,366 0,139  0,887 0,347 0,252 
OH107 0,974 0,914 -0,356 0,104  0,876 0,382 0,246 
OH112 0,986 0,882 0,170 0,423  0,601 0,196 0,766 
OH401 0,978 0,846 -0,457 0,229  0,941 0,226 0,203 
OH404 0,931 0,771 -0,555 0,167  0,938 0,216 0,066 
OH405 0,959 0,891 -0,313 0,261  0,882 0,250 0,345 
OHB 0,988 0,921 -0,282 0,244  0,876 0,286 0,373 
RF01 0,976 0,960 0,083 0,219  0,644 0,389 0,640 
RF02 0,970 0,914 0,248 0,267  0,518 0,352 0,760 
RF03 0,980 0,597 0,640 0,463  0,108 0,078 0,981 
RF11 0,976 0,884 -0,429 0,103  0,905 0,353 0,180 
RF12 0,980 0,816 -0,558 0,046  0,930 0,338 0,025 
RF13 0,737 0,780 0,157 0,322  0,510 0,216 0,656 
 
Na zona dos grupos funcionais há três factores com valor próprio superior a 1 e também são 
necessários só três factores para explicar pelo menos 95 % da variância total (ver Tabela 13); o 
scree plot também parece indicar a escolha de três factores e a análise dos pesos do quarto factor 
após rotação varimax - resultados não apresentados - indica como peso mais alto o valor 0,441, da 
fracção RF13, que é considerado baixo e associado a poucas fracções para ser tido em conta na 
análise de factores. Com três factores a comunalidade varia entre 0,736 e 0,994 e mais de 4/5 das 
fracções tem a sua variância representada em pelo menos 95 % (Tabela 14). 
Para pesos superiores a 0,600 o factor 1 está muito e exclusivamente associado às fracções de 
pectinas (Tabela 14); como foi verificado na análise de correlação esta zona do espectro está 
associada em particular a vibrações do grupo carboxílico que estão presentes nas pectinas acídicas. 
O factor 2 e 3 estão associados maioritariamente às fracções de hemicelulose e celulose, mas não 
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de forma exclusiva, pois estes factores também estão presentes em fracções extraídas com 
carbonato (Carb) e a uma fracção extraída com CDTA (CDTA08). 
 
Tabela 13. Valores próprios (l) e variância acumulada (varA) na análise de factores tipo Q - Rm dos espectros 
de IV entre 1850-1300 cm-1 
Factor l varA (%) 
1 24,9 75,5 
2 3,9 87,5 
3 3,1 97,0 
4 0,69 99,0 
5 0,13 99,4 
6 0,08 99,6 
7 0,04 99,8 
8 0,02 99,9 
9 0,01 99,9 
10 0,01 99,9 
... ... ... 
33 0,00 100 
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Tabela 14. Pesos dos factores com rotação varimax da análise tipo Q - Rm dos espectros de infravermelho 
entre 1850 e 1300 cm-1 e entre 1300 e 900 cm-1 
Fracção espectros entre 1850-1300 cm-1  espectros entre 1300-900 cm-1 
 Comunalidade F1 F2 F3  Comunalidade F1 F2 
Ag01 0,946 0,894 -0,089 0,373  0,983 0,638 0,759 
Ag02 0,967 0,900 -0,108 0,381  0,991 0,648 0,756 
CDTA01 0,988 0,847 0,485 0,188  0,986 0,512 0,851 
CDTA04 0,996 0,857 0,483 0,167  0,995 0,490 0,869 
CDTA06 0,989 0,925 0,318 0,179  0,986 0,550 0,827 
CDTA08 0,962 0,610 0,766 0,053  0,952 0,266 0,939 
CDTA09 0,975 0,831 0,518 0,126  0,986 0,651 0,750 
CDTA11 0,997 0,840 0,527 0,115  0,983 0,606 0,785 
CDTA13 0,978 0,858 0,470 0,143  0,983 0,583 0,802 
CDTA14 0,980 0,879 0,436 0,133  0,993 0,510 0,856 
Carb01 0,983 0,821 0,483 0,275  0,967 0,717 0,673 
Carb03 0,967 0,723 0,625 0,232  0,944 0,703 0,671 
Carb06 0,949 0,579 0,782 0,052  0,955 0,257 0,943 
Carb07 0,978 0,806 0,448 0,357  0,963 0,770 0,608 
Carb08 0,982 0,561 -0,189 0,795  0,975 0,791 0,591 
Carb09 0,985 0,839 0,331 0,414  0,958 0,770 0,604 
OH001 0,990 0,555 0,733 0,380  0,991 0,861 0,500 
OH004 0,990 0,726 0,295 0,613  0,984 0,813 0,568 
OH005 0,946 0,171 0,929 0,231  0,987 0,865 0,489 
OH101 0,996 0,243 0,878 0,408  0,979 0,891 0,430 
OH103 0,991 0,444 0,667 0,591  0,981 0,915 0,379 
OH107 0,991 0,465 0,640 0,604  0,974 0,885 0,437 
OH112 0,972 0,235 0,910 0,297  0,989 0,879 0,465 
OH401 0,986 0,125 0,575 0,800  0,971 0,902 0,397 
OH404 0,931 0,068 0,351 0,896  0,967 0,898 0,401 
OH405 0,948 0,199 0,706 0,640  0,989 0,909 0,404 
OHB 0,994 0,287 0,732 0,613  0,982 0,897 0,421 
RF01 0,964 0,459 0,798 0,342  0,983 0,848 0,514 
RF02 0,975 0,404 0,874 0,220  0,980 0,822 0,552 
RF03 0,987 0,212 0,967 0,086  0,901 0,723 0,615 
RF11 0,989 0,333 0,401 0,847  0,981 0,885 0,445 
RF12 0,987 0,287 0,194 0,931  0,979 0,895 0,422 
RF13 0,736 0,319 0,686 0,405  0,722 0,752 0,396 
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Na zona da "impressão digital" há dois factores com valor próprio superior a 1 e tanto o scree 
plot como a percentagem acumulada (pelo menos 95 %) indicam, também, a selecção de dois 
factores (Tabela 15). A análise de três factores com rotação varimax indica, para o terceiro factor, a 
presença de um peso elevado (0,642) associado a uma única fracção (RF13) sendo o segundo maior 
valor já considerado baixo (0,339) - resultados não apresentados; esta situação indica que o factor 3 
não é comum e representativo de um conjunto de fracções mas, antes, representa uma 
peculiaridade. Com dois factores a comunalidade varia entre 0,722 e 0,995 e mais de 90 % das 
fracções são explicadas em 95 % ou mais (Tabela 14). 
 
Tabela 15. Valores próprios (l) e variância acumulada (varA) na análise de factores tipo Q - Rm dos espectros 
de IV entre 1300-900 cm-1 
Factor l varA (%) 
1 29,9 90,7 
2 2,0 96,8 
3 0,60 98,6 
4 0,15 99,1 
5 0,09 99,4 
6 0,07 99,6 
7 0,04 99,7 
8 0,03 99,8 
9 0,02 99,9 
10 0,02 99,9 
... ... ... 
33 0,0 100 
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Com pesos superiores a 0,700, o factor 1 está associado a um grande número de fracções (Carb, 
OH e RF); o factor 2 está exclusivamente associado às primeiras fracções pécticas extraídas com 
água e CDTA. A zona da "impressão digital" faz uma identificação muito específica de um grupo 
de pectinas por oposição a todas as restantes fracções. Se se baixar o nível de exigência na 
valorização dos pesos dos factores (passando de 0,700 para 0,600) o factor 1 torna-se comum a 
quase todas as fracções e o factor 2 fica associado a todas as fracções pécticas (Ag, CDTA e Carb); 
deste modo o factor 1 passaria a representar um conjunto de características comuns a todos os 
espectros que derivam, provavelmente, de conjuntos de ligações comuns a todos os polímeros 
sejam eles pectinas ou hemiceluloses com é o caso das ligações (O—H) e das ligações glicosídicas 
(C—O—C). A associação, quase perfeita, entre F2 e pectinas é curiosa tendo em conta que não se 
está na zona dos grupos funcionais mas é uma zona onde existe uma particularidade química com 
um reflexo espectroscópico específico. 
 
A análise de factores dos espectros de infravermelho é útil porque indica que a zona do espectro 
estudada (1850-900 cm-1) permite identificar a presença de pelo menos dois factores comuns que 
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transpondo da matemática para a química se podem associar aos polímeros pécticos e às 
hemiceluloses e celulose. É possível dividir a zona do espectro estudada em duas zonas que na 
essência induzem ao mesmo tipo de conclusão mas que circunscrevem os factores a dois e um deles 
exclusivamente às pectinas na zona da "impressão digital". 
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8.3 ANÁLISE EM COMPONENTES PRINCIPAIS 
O número de variáveis em estudo é elevado se for tido em conta os sacáridos (8 variáveis), e muito 
elevado quando se analisa os espectros de infravermelho (com 246 números de onda). A dimensão 
elevada dos dados tem, por um lado, vantagem informativa mas acarreta, por outro lado, 
dificuldades na análise e interpretação dos resultados. Uma forma de ultrapassar esta dificuldade 
consiste na aplicação da análise em componentes principais aos dados disponíveis. 
 
8.3.1 ANÁLISE DAS QUANTIDADES DE SACÁRIDOS 
Retomando os dados da Tabela 5, correspondente a uma matriz de 56 linhas (fracções) por 7 
colunas (sacáridos), aplicou-se uma análise em componentes principais sobre a matriz de 
correlação centrada na média. 
Obtiveram-se os valores próprios e os vectores próprios (coeficientes) correspondentes aos sete 
componentes encontrados (Tabela 16, Figura 13). 
Os três primeiros componentes representam 80% da variância total do sistema. A análise dos 
gráficos permite ver que os componentes 1 e 2 e 1 e 3 (mas não 2 e 3) agrupam de forma coerente 
os sacáridos tendo como base as informações sobre a composição de polímeros (apresentadas no 
capítulo 6); este tipo de associação já tinha sido verificada pela análise de correlações (no parágrafo 
8.1). 
O componente 1 distingue os sacáridos pécticos (Rha, Ara, Gal e AU) com coeficientes 
positivos, dos sacáridos das hemiceluloses e celulose (Fuc, Xyl, Man e Glc) que têm coeficientes 
negativos bastante próximos uns dos outros. O componente 2 não faz distinção entre os sacáridos 
das hemiceluloses e celulose que têm coeficientes idênticos e próximos de zero; o componente 2 
salienta as diferenças entre o sacárido ácido das pectinas (AU) que tem coeficiente elevado 
negativo dos sacáridos neutros das pectinas (Rha, Ara, Gal) que têm coeficientes elevados 
positivos. O componente 3 diferencia ao máximo os sacáridos das hemicelulose e celulose com um 
par de sacáridos (Man e Glc) com coeficientes elevados positivos e a xilose com um coeficiente 
elevado negativo e a fucose com um valor negativo mas próximo do zero. O componente 3 é menos 
importante na caracterização das pectinas mas identifica a proximidade entre os ácidos urónicos e a 
ramnose que constituiriam os elementos da cadeia principal das pectinas acídicas à qual se ligariam 
de forma mais directa a galactose. 
 
Usando estes coeficientes e os valores das variáveis (os sacáridos) normalizados pela média e 
pelo desvio padrão calculou-se os resultados dos componentes 1, 2 e 3 que são representados na 
Figura 14. Tanto no gráfico PC1 versus PC2 como no gráfico PC1 versus PC3 é possível identificar 
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a existência de dois grupos com limites mais ou menos confinados: as pectinas e as fracções não 
pécticas. A aglomeração das fracções pécticas (reconhecidas pelas abrevia turas Ag, CDTA e Carb) 
é particularmente evidente no gráfico PC1 versus PC3 e dentro das pectinas não se vislumbra 
subgrupos mesmo com o contributo do PC2. 
 
Tabela 16. Vectores próprios e valores próprios da PCA dos sacáridos 
Componente  PC1 PC2 PC3 PC4 PC5 PC6 PC7 
Ramnose  0,448 0,300 0,196 0,043 0,555 0,600 0,042 
Arabinose  0,325 0,440 -0,323 -0,327 -0,603 0,203 0,292 
Xilose  -0,384 0,134 -0,631 0,343 0,300 0,091 0,468 
Manose  -0,405 0,138 0,472 0,465 -0,423 0,430 0,113 
Galac tose  0,126 0,616 0,301 0,252 0,106 -0,632 0,203 
Glucose  -0,461 0,077 0,324 -0,687 0,209 0,028 0,400 
Ácidos Urónicos  0,391 -0,543 0,198 0,150 -0,066 -0,085 0,693 
         
Valor próprio  2,652 1,805 1,153 0,600 0,476 0,314 0,001 
Variância acum. (%)  38 64 80 89 95 100 100 
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Figura 13. Coeficientes dos sacáridos nos componentes 1, 2 e 3 
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Figura 14. Resultados dos componentes 1, 2 e 3 nos dados normalizados dos sacáridos 
 
Há o pressuposto que as extracções sucessivas com água, soluções de CDTA, carbonato e 
soluções de hidróxido com concentração crescente promovem a remoção progressiva de pectinas 
para hemiceluloses e terminando na celulose; um aspecto interessante a verificar é onde se situarão 
as fracções de fronteira entre pectinas e hemiceluloses. Esta fracções parecem ser as extraídas com 
KOH 0,5 M (representadas pela abreviatura OH0 e com o símbolo ? ) que podem pertencer às 
pectinas (com os símbolos a vermelho) ou às hemiceluloses; mais nenhuma fracção tem esta 
característica intermédia tão evidente. Apesar desta situação de fronteira parece evidente que as 
fracções de OH0 podem ter três naturezas diferentes: ou são pectinas, ou hemiceluloses ou têm 
características mistas. A análise de factores feita com os sacáridos salientam a proximidade destas 
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fracções à classe das pectinas (Tabela 9 e Tabela 10). 
Para verificar a robustez da técnica PCA aplicada a este conjunto de dados foi feito o cálculo 
dos valores próprios e vectores próprios com 2/3 das 56 fracções seleccionadas ao acaso por 
geração de números aleatórios; depois deste cálculo foram determinados os resultados de todas as 
(56) fracções que são representados na Figura 15. Os resultados são, genericamente, iguais aos 
obtidos quando o cômputo é realizado com todas as fracções ou com um grupo seleccionado de 
fracções - não só existem os mesmos agrupamentos como as posições das fracções são também 
idênticas. 
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Figura 15. Resultados dos componentes 1, 2 e 3 nos dados normalizados dos sacáridos após cálculo dos 
coeficientes num grupo de fracções  
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8.3.2 ANÁLISE DOS ESPECTROS DE INFRAVERMELHO 
Em 33 fracções indicadas na Tabela 5 há 96 espectros (correspondendo a 96 linhas de uma matriz) 
que convertidos em tabela têm 245 números de onda (que correspondem às colunas da mesma 
matriz). Sobre esta matriz procedeu-se a uma análise em componentes principais obtendo-se um 
conjunto de resultados, valores e vectores próprios. A análise destes valores, um a um, é difícil 
devido ao seu número elevado mas a sua representação gráfica ajuda na interpretação dos 
resultados (Figura 16). 
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Figura 16. Parâmetros da análise em componentes principais entre 1850-900 cm-1; A: valores próprios e 
variância acumulada; B: coeficientes dos componentes 1 a 4 
 
Há dez componentes com valor próprio superior a 1 e os três primeiros componentes 
representam 78,5% da variância total dos dados. O componente 1 tem coeficientes que variam entre 
valores negativos, que genericamente se situam entre 1300 e 900 cm-1, e valores positivos que 
correspondem aos restantes números de onda (1850-1300 cm-1) - este componente parece que 
distingue as duas zonas do espectro: a zona dos grupos funcionais e a zona da "impressão digital". 
Na zona da "impressão digital" a linha de variação dos coeficientes assemelha-se ao perfil de uma 
fracção péctica (Ag, por exemplo - ver Figura 10). O componente 2 e o componente 3 têm linhas de 
variação simétrica entre 1200 e 900 cm-1, e no caso do componente 3 a sua linha assemelha-se a um 
espectro de fracção de hemicelulose (uma fracção OH1, por exemplo - ver Figura 10). 
A representação dos resultados em gráfico (Figura 17) não permite identificar grupos muito 
homogéneos, tendo em conta as classificações predefinidas das fracções existentes. Se as fracções 
extraídas com KOH 0,5 M (as fracções OH0 com símbolo ? ) forem incluídas nas fracções pécticas 
então este grupo (das pectinas) está quase isolado no gráfico B (PC1 versus PC3) na Figura 17. Na 
análise de factores com rotação dos espectros (parágrafo 8.2.2) duas das fracções OH0 foram 
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classificadas como pectinas e uma delas foi classificada como celulose; esta fracção é a que tem 
resultados mais semelhantes aos das hemiceluloses. 
O gráfico C da Figura 17 (PC3 versus PC2) é o que permite fazer uma distinção mais clara das 
fracções conforme a pré classificação das respectivas fracções. As pectinas (a vermelho) formam 
um grupo coerente com excepção das fracções RF0 que pelo processo de extracção seriam 
classificadas como hemiceluloses ou celulose mas que têm uma composição química mais típica 
das pectinas. O componente 3 (presente nos gráficos B e C) permite a classificação mista das 
fracções OH0 tal como acabou de ser referido. 
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Figura 17. Resultados das fracções com base nos espectros entre 1850-900 cm-1 
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Também nesta técnica de PCA procedeu-se à análise separada dos espectros entre 1850 e 1300 
cm-1 (Figura 18) e entre 1300 e 900 cm-1 (Figura 19) o que também pode ser justificado pela 
distinção que o PC1 (da análise anterior) faz entre estas duas zonas. 
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Figura 18. Resultados das fracções com base nos espectros entre 1850-1300 cm-1 
 
Qualquer que seja a zona do espectro analisada, entre 1850-900 cm-1 (Figura 17), entre 1850-
1300 cm-1 (Figura 18) ou entre 1300-900 cm-1 (Figura 19) o gráfico PC1 versus PC2 e mesmo o 
gráfico PC1 versus PC3 não permite fazer qualquer inferição sobre a natureza das fracções com 
base nos pressupostos tidos em conta. Tal como na zona já analisada (1850-900 cm-1), também nas 
suas subdivisões é o gráfico PC2 versus PC3 que permite fazer uma classificação das fracções. Em 
qualquer das zonas (dos grupos funcionais e da "impressão digital") há um grupo de fracções muito 
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bem definido e coerente formado pelos primeiros extractos (Ag, CDTA e Carb); na zona da 
"impressão digital" este grupo coerente pode ainda ser dividido num grupo com resultados 
elevados no PC2 (as fracções Ag e CDTA) e num grupo de resultados baixos e negativos no PC2 
(as fracções de Carb). Tal como na análise em componentes principais dos sacáridos (parágrafo 
8.3.1) há fracções de fronteira que mais uma vez se verificam ser as fracções extraídas com KOH 
0,5 M. Na zona da "impressão digital" aparece a interposição não esperada das fracções insolúveis 
(RF1) entre o grupo das pectinas e das hemiceluloses; estas fracções insolúveis supõe-se ser as 
mais distantes em termos de composição química em relação às pectinas como o provam a análise 
em componentes principais quer dos sacáridos (Figura 14) quer dos espectros entre 1800 e 900 cm-1 
(Figura 16) e entre 1850 e 1300 cm-1 (Figura 18). 
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Figura 19. Resultados das fracções com base nos espectros entre 1300-900 cm-1 
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Tendo em conta a composição química há fracções (OH0 e RF0) que podem ser classificadas 
como pectinas mas esta classificação não é confirmada pela análise dos espectros que identificam 
afinidades mais próximas com as fracções de hemicelulose e celulose. 
 
A análise PCA dos espectros é útil porque permite transformar um espectro (correspondente a 
vector com tantas linhas quantos os números de onda) num par de dados (por exemplo PC2 e PC3) 
que são mais fáceis de analisar por comparação com os dados das restantes fracções. No caso 
concreto em estudo, a análise PCA dos espectros permite fazer uma identificação clara dos 
primeiros extractos (Ag, CDTA e Carb) que correspondem às pectinas. 
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8.4 RECONHECIMENTO DE AMOSTRAS - AGRUPAMENTO E CLASSIFICAÇÃO 
A análise em componentes principais permite vislumbrar a possibilidade de aplicar técnicas de 
agrupamento e classificação aos seus resultados. 
A análise da Figura 14 (que representa os resultados do PCA sobre os dados da composição 
química das fracções analisadas) e da Figura 17 à Figura 19 (resultados do PCA sobre os dados 
espectroscópicos) induz à existência de fracções próximas afins; esta afinidade poderá ser 
confirmada (ou não) com técnicas matemáticas apropriadas. Sobre estes resultados foi aplicada 
uma técnica de reconhecimento sem supervisão (usando o algoritmo das K-médias) e uma técnica 
de reconhecimento com supervisão (usando uma função discriminante baseada no teorema de 
Bayes). A aplicação destas duas técnicas e por esta ordem cronológica teve por objectivo aplicar 
em primeiro lugar uma técnica sem supervisão (embora predefinindo sempre o número de grupos) 
e depois com supervisão para ir introduzindo progressivamente uma componente de intervenção 
pessoal nos critérios de classificação. 
Na técnica de reconhecimento sem supervisão foram predefinidos 2 grupos, que se pretenderiam 
ser um grupo de pectinas e outro grupo de hemiceluloses, ou 3 grupos em que neste caso se 
pretendia verificar se havia subgrupos dentro dos grupos anteriores ou se havia formação de grupos 
sem os limites preconcebidos. O algoritmo foi aplicado sobre as variáveis reais (concentração de 
sacáridos ou números de onda) e sobre as variáveis latentes (componentes principais) embora os 
agrupamentos sejam sempre visualizados sobre os resultados dos componentes principais. 
Na técnica de reconhecimento com supervisão o conjunto das amostras foi dividido num 
conjunto de calibração (correspondente a 2/3 das fracções totais) e num conjunto de verificação 
(com as restantes fracções); após o estabelecimento da função discriminante fez-se a classificação 
do total das fracções incluindo as que serviram para estabelecer a referida função. 
 
8.4.1 ANÁLISE DAS QUANTIDADES DE SACÁRIDOS 
8.4.1.1 Agrupamento K-médias 
A aplicação do algoritmo das K-médias aos dados da Tabela 5 (variáveis reais) e aos resultados dos 
primeiros três componentes dos mesmos dados (variáveis latentes) permitiu formar os grupos que 
se apresentam na Tabela 17. Para facilitar a interpretação destes resultados construíram-se várias 
figuras em que se apresenta a identificação do grupo associado a cada fracção sobre os resultados 
do PCA dos sacáridos (apresentados inicialmente na Figura 14) - acentua-se que foram usados os 
dados das concentrações molares dos sacáridos para efectuar os cálculos que resultaram nas 
classificações apresentadas na Figura 20 apesar das amostras serem apresentadas com referências a 
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variáveis latentes (componentes principais 1, 2 e 3). A Figura 21 apresenta os agrupamentos feitos 
usando como dados os resultados dos componentes principais PC1, PC2 e PC3. 
 
Tabela 17. Agrupamentos das fracções com base na composição química pelo método das K-médias  
Variáveis  Sacáridos  Componentes 1, 2 e 3 
  2 grupos 3 grupos  2 grupos 3 grupos 
Ag01  G1(2) G1(3)  G1(2) G1(3) 
Ag02  G1(2) G1(3)  G1(2) G1(3) 
CDTA01  G1(2) G1(3)  G1(2) G1(3) 
CDTA02  G1(2) G1(3)  G1(2) G1(3) 
CDTA03  G1(2) G1(3)  G1(2) G1(3) 
CDTA04  G1(2) G1(3)  G1(2) G1(3) 
CDTA05  G1(2) G1(3)  G1(2) G1(3) 
CDTA06  G1(2) G1(3)  G1(2) G1(3) 
CDTA07  G1(2) G1(3)  G1(2) G1(3) 
CDTA08  G1(2) G1(3)  G1(2) G1(3) 
CDTA09  G1(2) G1(3)  G1(2) G1(3) 
CDTA10  G1(2) G1(3)  G1(2) G1(3) 
CDTA11  G1(2) G1(3)  G1(2) G1(3) 
CDTA12  G1(2) G1(3)  G1(2) G1(3) 
CDTA13  G1(2) G1(3)  G1(2) G1(3) 
CDTA14  G1(2) G1(3)  G1(2) G1(3) 
CDTA15  G1(2) G2(3)  G1(2) G2(3) 
Carb01  G1(2) G1(3)  G1(2) G1(3) 
Carb02  G1(2) G1(3)  G1(2) G2(3) 
Carb03  G1(2) G1(3)  G1(2) G2(3) 
Carb04  G1(2) G1(3)  G1(2) G2(3) 
Carb05  G1(2) G1(3)  G1(2) G2(3) 
Carb06  G1(2) G1(3)  G1(2) G2(3) 
Carb07  G1(2) G1(3)  G1(2) G2(3) 
Carb08  G1(2) G1(3)  G1(2) G2(3) 
Carb09  G1(2) G1(3)  G1(2) G2(3) 
Carb10  G1(2) G1(3)  G1(2) G2(3) 
OH001  G2(2) G2(3)  G1(2) G2(3) 
OH002  G1(2) G1(3)  G1(2) G2(3) 
OH003  G1(2) G1(3)  G1(2) G2(3) 
OH004  G2(2) G3(3)  G2(2) G3(3) 
OH005  G2(2) G2(3)  G1(2) G2(3) 
OH101  G2(2) G2(3)  G2(2) G3(3) 
OH102  G2(2) G2(3)  G2(2) G2(3) 
OH103  G2(2) G2(3)  G2(2) G3(3) 
OH104  G2(2) G3(3)  G2(2) G3(3) 
OH105  G2(2) G2(3)  G2(2) G3(3) 
OH106  G2(2) G2(3)  G2(2) G3(3) 
OH107  G2(2) G2(3)  G2(2) G2(3) 
OH108  G2(2) G2(3)  G2(2) G3(3) 
OH109  G2(2) G2(3)  G2(2) G3(3) 
OH110  G2(2) G2(3)  G2(2) G3(3) 
OH111  G2(2) G3(3)  G2(2) G3(3) 
OH112  G2(2) G2(3)  G2(2) G3(3) 
OH401  G2(2) G2(3)  G2(2) G3(3) 
OH402  G2(2) G2(3)  G2(2) G3(3) 
OH403  G2(2) G3(3)  G2(2) G3(3) 
OH404  G2(2) G3(3)  G2(2) G3(3) 
OH405  G2(2) G2(3)  G2(2) G3(3) 
OHB  G2(2) G2(3)  G2(2) G3(3) 
RF01  G2(2) G2(3)  G1(2) G2(3) 
RF02  G1(2) G1(3)  G1(2) G2(3) 
RF03  G1(2) G1(3)  G1(2) G1(3) 
RF11  G2(2) G3(3)  G2(2) G3(3) 
RF12  G2(2) G2(3)  G2(2) G3(3) 
RF13  G2(2) G3(3)  G2(2) G3(3) 
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Usando os valores de concentração dos sacáridos nas fracções para formar dois grupos obtêm-se 
os resultados da coluna 2 da Tabela 17 e da Figura 20 A e B. Os dois grupos são coerentes e quase 
todas as fracções tem uma atribuição a um determinado grupo que é consentâneo com os 
pressupostos teóricos, ou seja, as primeiras fracções (solúveis em água, CDTA, carbonato e 
soluções de hidróxido pouco concentrado) pertencem a um grupo G1(2) que será o grupo das 
pectinas. As restantes fracções pertencem ao grupo G2(2) que em nomenclatura química 
corresponde às hemiceluloses e celulose. Confirma-se que as fracções extraídas com solução de 
KOH 0,5 M (as fracções OH0) tanto pertencem a um grupo como ao outro e as fracções RF0 com 
uma composição atípica para o momento de extracção vêem confirmadas, por esta técnica, a 
semelhança com o grupo G1(2) das pectinas. 
A formação de 3 grupos (usando as concentrações molares) mantém intacto o anterior grupo das 
pectinas (G1(2)) e divide as hemiceluloses em dois subgrupos que não parecem ter qualquer tipo de 
coerência com as classificações preestabelecidas (ver Figura 20 C e D). 
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Figura 20. Atribuição de 2 grupos (gráficos A e B) e 3 grupos (gráficos C e D) pelo método das K-médias 
com base na concentração molar dos sacáridos 
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Usando os resultados dos componentes principais 1, 2 e 3 no cálculo de dois agrupamentos 
obtêm-se os aglomerados (apresentados na Figura 21 A e B) muito parecidos com os da Figura 20 
A e B. Com os resultados dos componentes principais só uma fracção extraída com KOH 0,5 M é 
atribuída ao grupo das hemiceluloses e celulose e as 3 fracções fortemente associadas à celulose 
(RF0) são classificadas como pectinas. O grupo G1(2) (pectinas) tem resultados no PC1 positivos e 
o grupo G2(2) resultados negativos no mesmo PC1; ou seja, tal como já tinha sido indicado, é o 
PC1 que maximiza as diferenças entre as duas classes de polímeros. 
A formação de três grupos com os resultados dos componentes principais não mantém nenhum 
dos dois grupos anteriores intacto (ver Figura 21 C e D em comparação com Figura 21 A e B). 
Apesar disto, o anterior grupo G2(2) (hemiceluloses e celulose) mantém-se quase inalterado 
perdendo duas fracções para o grupo das pectinas; curiosamente, a fracção OH0, que pertencia ao 
grupo das hemiceluloses, mantém-se neste grupo e são duas fracções extraídas com KOH 1 M 
(fracções OH1) que "saltam" para um novo grupo de pectinas. 
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Figura 21. Atribuição de 2 grupos (gráficos A e B) e de 3 grupos (gráficos C e D) pelo método das K-médias 
com base nos resultados dos componentes 1, 2 e 3 do PCA dos sacáridos  
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O grupo G1(2) (da Figura 21 A e B), correspondente às pectinas, divide-se em dois subgrupos 
que parecem ter coerência, quando se formam 3 grupos. Com 3 grupos, o grupo G1(3) corresponde 
às primeiras extracções: extracções com água e CDTA e tem somente um "intruso" - uma fracção 
RF0. Este é um grupo de pectinas com elevado conteúdo de AU (ver Tabela 5). Este grupo está 
limitado ao quarto quadrante do gráfico PC1 versus PC2 - resultados positivos de PC1 e negativos 
de PC2. Esta localização coincide com a localização do coeficiente do AU (ver Figura 13). 
O grupo G2(3) contem as restantes pectinas, extraídas posteriormente e que possuem teores 
mais baixos de AU e complementarmente maiores valores de sacáridos pécticos neutros. 
 
A aplicação da técnica aglomerativa K-médias à composição química das fracções quer 
directamente sobre as variáveis reais, quer sobre as variáveis latentes origina agrupamentos 
lógicos; mesmo assim, os resultados são melhores quando se usam os valores dos componentes 
principais para calcular as distâncias (e as proximidades) entre as várias fracções. 
 
8.4.1.2 Análise discriminante 
Apesar de parecer dispensável, aplicou-se às 56 fracções uma técnica de reconhecimento com 
supervisão usando uma função discriminante baseada no teorema de Bayes. Nesta técnica foram só 
usados os resultados das variáveis latentes (PC1, PC2 e PC3) para efectuar os cálculos. 
Era pretendido que se classificasse o conjunto total das amostras em dois grupos: um de 
pectinas e outro de hemiceluloses e celulose. Para tal, fez-se um conjunto com as primeiras 
fracções (de Ag, CDTA e Carb) de onde se retiraram, de forma estocástica, 2/3 das fracções para 
formar o conjunto de calibração das pectinas. O conjunto de calibração das hemiceluloses foi 
seleccionado de forma aleatória entre as fracções de OH1, OH4 e OHB. As fracções que 
suscitavam dúvidas quanto à sua classificação (OH0 e RF0) foram excluídas de qualquer dos dois 
grandes grupos que geraram os conjuntos de calibração (ver Tabela 18). 
A aplicação do teorema de Bayes pressupõe o conhecimento da função de distribuição dos 
dados; para cada uma das três variáveis latentes (PC1, PC2 e PC3) quer no grupo de calibração das 
pectinas, quer no grupo de calibração das hemiceluloses foram feitos testes para avaliar da 
normalidade da distribuição dos dados. Para tal foram usados 3 parâmetros: linearidade do gráfico 
Q-Q, coeficiente de assimetria e coeficiente de excesso da função de distribuição. Como já foi dito 
(no parágrafo 3.1.1) um conjunto de dados com distribuição normal apresenta linearidade do 
gráfico quantil-quantil Q-Q (r ?  1,000), simetria em relação à média (valor de |t| calculado para o 
coeficiente de assimetria inferior ao tabelado) e forma de sino evidente (representada pelo valor de 
|t| para o coeficiente de excesso inferior ao tabelado). 
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Tabela 18 Fracções que fazem parte dos grupos de calibração para análise discriminante com os dados da 
composição química 
Grupo de calibração das pectinas Grupo de calibração das hemiceluloses 
Ag01 OH101 
Ag02 OH102 
CDTA01 OH104 
CDTA02 OH106 
CDTA03 OH108 
CDTA04 OH110 
CDTA05 OH111 
CDTA06 OH112 
CDTA08 OH401 
CDTA09 OH402 
CDTA15 OH403 
Carb02 OHB 
Carb04  
Carb05  
Carb06  
Carb07  
Carb08  
Carb09  
 
Pela análise da Tabela 19 pode considerar-se que, genericamente, os dados das variáveis 
latentes têm uma distribuição normal; somente os dados da variável PC2 nas pectinas tem uma 
frequência que se distância um pouco da normalidade, embora a sua função de distribuição não seja 
considerada assimétrica e de forma distinta da típica forma da função de Gauss. O teorema de 
Bayes será aplicado com funções de distribuição normal. 
 
Tabela 19. Avaliação da normalidade dos dados das variáveis latentes do PCA dos sacáridos nos grupos de 
calibração das pectinas e hemiceluloses  
  PC1 PC2 PC3 Valor limite (?  = 0,05) 
Pectinas      
r (Q-Q)  0,961 0,928 0,955 0,951 
tg-assimetria  0,652 0,686 1,651 2,110 
td-excesso  -1,075 -1,432 0,927 2,110 
      
Hemiceluloses      
r (Q-Q)  0,984 0,980 0,994 0,939 
tg-assimetria  -0,456 -0,849 0,136 2,201 
td-excesso  -0,882 0,506 -0,414 2,201 
 
A aplicação do teorema de Bayes (conforme indicado no parágrafo 3.1) resulta numa função 
discriminante que classifica uma fracção como sendo pectina se o seu valor for superior a 0 (zero) e 
como hemicelulose se for inferior a 0 (zero): 
j (PC1, PC2, PC3) = -3,36 ?  (PC1)2 + 4,35 ?  (PC2)2 - 4,22 ?  (PC3)2 - 
- 0,143 ?  PC1 ?  PC2 + 3,58 ?  PC1 ? PC3 - 2,93 ?  PC2 ?  PC3 + 
+ 18,5 ?  PC1 - 16,2 ?  PC2 + 4,92 ?  PC3 + 2,24 
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A aplicação desta função ao conjunto total das fracções é apresentado na Figura 22. A função 
discriminante é efectiva e o resultado é coerente; a função discriminante classifica todos os 
primeiros extractos (Ag, CDTA, Carb) e as fracções atípicas associadas com a celulose como sendo 
pectinas e as fracções extraídas com soluções de hidróxido concentrado (OH1, OH4, OHB) mais o 
extracto insolúvel (RF1) como sendo hemicelulose ou celulose; mais uma vez, as fracções extraídas 
com soluções ligeiramente alcalinas (KOH 0,5 M) encontram-se na fronteira da classific ação entre 
estes dois grupos. 
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Figura 22. Representação da função discriminante calculada com os resultados de 3 componentes principais 
da composição química das fracções  
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8.4.2 ANÁLISES DOS ESPECTROS DE INFRAVERMELHO 
8.4.2.1 Agrupamento K-médias 
A análise da Figura 17 à Figura 19 mostra que a aplicação do PCA aos espectros de infravermelho, 
em qualquer gama de números de onda estudada, origina uma distribuição das fracções de forma 
pouco coerente nos gráficos com o componente PC1. Nos gráficos PC2 versus PC3 é possível 
verificar a existência de grupos de fracções com afinidade química. 
O algoritmo das K-médias foi aplicado usando três conjuntos de dados de forma independente: 
a) directamente sobre os valores das intensidades dos números de onda; b) sobre os resultados dos 
três primeiros componentes (PC1, PC2 e PC3) e c) sobre os resultados dos componentes PC2 e 
PC3. Em cada um dos conjuntos de dados foram analisadas as três gamas de energia de 
infravermelho estudadas: a) 1850-900 cm-1; b) 1850-1300 cm-1 e c) 1300-900 cm-1. Para qualquer 
conjunto de dados condicionou-se à formação de dois ou três grupos. 
De forma algo esperada, o conjunto dos três componentes principais não permitiu formar 
conjuntos de fracções com características químicas próximas em qualquer das gamas de 
infravermelho estudadas - resultados não apresentados. Os outros conjuntos de dados, no entanto, 
originaram grupos de fracções que também não apresentam coerência química. 
Na gama de números de onda 1850-900 cm-1, a análise de grupos sobre os valores de 
intensidade de infravermelho (Figura 23 A e B) não forma nem dois nem três grupos de fracções 
que apresentem afinidade química conforme os pressupostos teóricos tidos em conta. De igual 
modo, a análise de grupos usando os resultados dos componentes PC2 e PC3, obtidos pelo PCA na 
gama 1850-900 cm-1 também não originou dois (ou três) grupos de fracções coerentes em termos 
químicos (Figura 23 C e D). Este último resultado é um pouco surpreendente na medida em que a 
análise da Figura 17 C tinha induzido a ideia da existência de pelo menos dois grupos de fracções 
com afinidade entre si: um grupo (sinalizado a vermelho) de pectinas coincidindo com os primeiros 
extractos (Ag, CDTA e Carb) e um outro grupo (sinalizado a preto) compreendendo os extractos 
subsequentes (OH0, OH1, OH4, OHB e RF0) e o resíduo final (RF1). 
Quando se forma 2 grupos com as variáveis latentes (Figura 23 C), a linha divisória 
(imaginária) é paralela ao PC3, tendo um grupo (G2(2)) valores de PC2 elevados e o outro grupo 
(G1(2)) valores de PC2 negativos e positivos pequenos. Esta divisão compreensível em termos de 
valores abstractos não tem, no entanto, correspondência em termos de características químicas. 
Quando se forma 3 grupos (Figura 23 D) pode aceitar-se a existência de dois grupos (G1(3) e 
G3(3)) com fracções com características químicas afins - o grupo G1(3) de pectinas e o grupo 
G3(3) de hemiceluloses. No entanto, o grupo G2(3) é bastante heterogéneo incorporando no seu 
interior extractos iniciais (CDTA, Carb e OH0) de pectinas, mas também fracções de resíduo final 
(RF1) que será uma hemicelulose ou celulose. 
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Figura 23. Atribuição de 2 grupos ou 3 grupos (pelo método das K-médias) usando os valores dos números 
de onda (gráficos A e B) e usando os resultados dos componentes principais PC2 e PC3 (gráficos C e 
D); a gama de números de onda analisada variava entre 1850 e 900 cm-1 
 
A análise dos valores dos espectros e dos componentes principais na gama 1850-1300 cm-1  
(Figura 24) e na gama 1300-900 cm-1 (Figura 25) origina grupos que genericamente tem os mesmos 
contornos dos grupos que acabaram de ser analisados na gama global de números de onda 1850-
900 cm-1. 
Há, somente, uma análise de grupos que gera um conjunto de três agrupamentos com lógica 
química; estes três grupos são formados quando se analisam os dois componentes PC2 e PC3 do 
PCA da gama 1850-1300 cm-1 (Figura 24 D). Esta análise concebe dois grupos de pectinas (G1(3) e 
G2(3)) e um de hemiceluloses e celulose (G3(3)). O grupo G2(3) (de algumas pectinas) e G3(3) é 
formado por fracções que se sucederam progressivamente no momento da extracção o que lhes 
conferem proximidade nas características químicas: o grupo G2(3) contem as fracções CDTA, 
Carb e algumas fracções OH0; o grupo G3(3) é formado por algumas fracções OH0, pelas fracções 
OH1, OH4, OHB, RF1 e ainda algumas fracções RF0. O grupo G1(3) contem fracções que se 
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separaram em momentos diferentes do processo de extracção (destacando-se as fracções RF0 das 
restantes Ag, CDTA e Carb) mas que, no entanto, possuem características químicas próximas de 
pectinas sendo razoável incluí-las no mesmo grupo como já o tinham sido quando se analisou a 
composição químicas das fracções por este método de agrupamento sem supervisão (ver Tabela 17 
e Figura 21). 
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Figura 24. Atribuição de 2 grupos ou 3 grupos (pelo método das K-médias) usando os valores dos números 
de onda (gráficos A e B) e usando os resultados dos componentes principais PC2 e PC3 (gráficos C e 
D); a gama de números de onda analisada variava entre 1850 e 1300 cm-1 
 
Ao contrário dos resultados do reconhecimento de padrões sem supervisão relativos à 
composição química das fracções (mostrados no parágrafo 8.4.1.1) que dispensavam a aplicação da 
análise discriminante, o mesmo não se verifica em relação aos dados dos espectros. A análise de 
grupos sem supervisão nos dados espectroscópicos não é suficientemente útil mesmo quando 
parecem existir grupos homogéneos. A análise discriminante nestes resultados pode verificar-se 
útil. 
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Figura 25. Atribuição de 2 grupos ou 3 grupos (pelo método das K-médias) usando os valores dos números 
de onda (gráficos A e B) e usando os resultados dos componentes principais PC2 e PC3 (gráficos C e 
D); a gama de números de onda analisada variava entre 1300 e 900 cm-1 
 
 
8.4.2.2 Análise discriminante 
Tal como no reconhecimento de padrões com supervisão usando os dados da composição química 
das fracções (apresentado no parágrafo 8.4.1.2) também com os dados espectroscópicos se aplicou 
uma função discriminante baseada no teorema de Bayes usando-se os resultados das variáveis 
latentes PC2 e PC3 e pesquisou-se a existência de 2 grupos de fracções: um de pectinas e outro de 
hemiceluloses e celulose. Fez-se um conjunto com as primeiras fracções (de Ag, CDTA e Carb) de 
onde se retiraram, de forma aleatória, 2/3 das fracções para formar o conjunto de calibração das 
pectinas. O conjunto de calibração das hemiceluloses foi seleccionado de forma aleatória entre as 
fracções de OH1, OH4 e OHB. As fracções que suscitavam dúvidas quanto à sua classificação 
(OH0 e RF0) foram excluídas de qualquer dos dois grandes grupos que geraram os conjuntos de 
calibração (ver Tabela 20). 
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Tabela 20. Fracções que fazem parte dos grupos de calibração para a análise discriminante com os dados 
espectroscópicos  
Grupo de calibração das pectinas  Grupo de calibração das hemiceluloses 
Fracção Nº de réplicas  Fracção Nº de réplicas 
Ag02 2  OH101 2 
CDTA01 1  OH103 2 
CDTA04 1  OH107 1 
CDTA06 2  OH112 1 
CDTA08 3  OH401 1 
CDTA09 3  OH404 3 
CDTA11 2  OH405 2 
CDTA13 1  OHB 3 
CDTA14 3    
Carb01 3    
Carb03 2    
Carb06 3    
Carb07 1    
Carb08 3    
 
Fez-se a análise dos valores de cada grupo de calibração para averiguar se a sua distribuição é 
idêntica à distribuição normal (Tabela 21). Genericamente, pode considerar-se que os dados das 
variáveis latentes têm uma distribuição normal; somente os dados da variável PC2 nas pectinas e 
PC3 nas hemiceluloses na gama 1300-900 cm-1 têm uma distribuição que se distancia um pouco da 
normalidade. Tanto numa variável como na outra há uma distorção na função de frequência e na 
variável PC3 há assimetria com deslocação do valor mais frequente para a direita do valor central. 
Apesar destas ligeiras fugas à normalidade o teorema de Bayes será aplicado com funções de 
distribuição normal. 
 
Tabela 21. Avaliação da normalidade dos dados das variáveis latentes do PCA dos espectros nos grupos de 
calibração das pectinas e hemiceluloses para as várias gamas espectroscópicas analisadas  
  1850-900 cm-1  1850-1300 cm-1  1300-900 cm-1  Valor limite 
  PC2 PC3  PC2 PC3  PC2 PC3  (?  = 0,05) 
Pectinas            
r (Q-Q)  0,983 0,981  0,970 0,968  0,926 0,975  0,965 
tg-assimetria  0,433 -0,001  0,801 1,587  -1,892 -1,013  2,045 
td-excesso  -0,977 -0,792  -1,037 -0,338  -0,756 -0,569  2,045 
            
Hemiceluloses            
r (Q-Q)  0,980 0,956  0,947 0,971  0,961 0,923  0,939 
tg-assimetria  0,307 -1,087  0,099 -1,008  -1,342 -2.208  2,131 
td-excesso  -0,533 1,932  1,738 0,188  0,294 0,978  2,131 
 
Obtiveram-se as seguintes funções discriminantes em cada uma das gamas espectroscópicas 
analisadas: 
j (PC2, PC3)1850-900 = 6,12 ?  10-2 ?  (PC2)2 + 7,33 ?  10-3 ?  (PC3)2 - 5,18 ?  10-3 ?  PC2 ?  PC3 + 
+ 0,977 ?  PC2 - 2,13 ?  PC3 + 0,029 
j (PC2, PC3)1850-1300 = 1,32 ?  10-3 ?  (PC2)2 - 9,00 ?  10-2 ?  (PC3)2 - 0,289 ?  PC2 ?  PC3 + 
+ 2,82 ?  PC2 - 3,72 ?  PC3 + 5,75 
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j (PC2, PC3)1300-900 = 0,471 ?  (PC2)2 + 0,253 ?  (PC3)2 - 0,658 ?  PC2 ?  PC3 + 
+ 7,00 ?  PC2 - 6,09 ?  PC3 + 18,39 
 
Resolvendo cada uma das equações anteriores em relação a uma das variáveis é possível 
estabelecer a linha fronteira entre os dois grupos em cada uma das gamas de infravermelho 
estudadas (ver Figura 26 à Figura 28). Em cada uma destas figuras estão presentes as fracções que 
pertencem ao grupo de calibração em simultâneo com as restantes fracções. A todas as fracções dos 
grupos de calibração foi reconhecido o grupo que lhes tinha sido atribuído inicialmente. 
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Figura 26. Representação da função discriminante calculada com os resultados dos componentes principais 
(PC2 e PC3) do PCA dos espectros entre 1850-900 cm-1 
 
Em qualquer das gamas de infravermelho estudadas os primeiros extractos (Ag, CDTA e Carb) 
fazem parte do grupo das pectinas; esta é a única generalização possível para a análise 
discriminante destes dados espectroscópicos. Na gama 1850-1300 cm-1 (Figura 27) estes primeiros 
extractos são mesmo os únicos a pertencerem ao grupo das pectinas não cabendo neste grupo nem 
as fracções que lhes sucederam no momento da extracção (OH0) nem as fracções que de forma 
anacrónica têm uma composição química similar às pectinas (RF0). Aliás, estas fracções RF0 que 
na análise de grupos dos dados da composição química são identificadas como pectinas (ver 
parágrafo 8.4.1) pertencem ao grupo das hemiceluloses se forem usados os dados espectroscópicos 
- há só um grupo de fracções que não é assim classificado se for usado na análise a zona da 
"impressão digita l" (1300-900 cm-1) - ver Figura 28. Estas fracções, RF0, tal como já foi referido, 
era esperado serem hemiceluloses ou celulose se fosse tido em conta o momento da sua extracção 
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mas apresentam uma composição química próxima das pectinas como já foi verificado em análises 
anteriores. Parece pertinente aplicar a estas fracções outro tipo de análises químicas (como 
cromatografia de massa acoplada à cromatografia de gás) para aprofundar o conhecimento da sua 
natureza e melhor as poder classificar. 
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Figura 27. Representação da função discriminante calculada com os resultados dos componentes principais 
(PC2 e PC3) do PCA dos espectros entre 1850-1300 cm-1 
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Figura 28. Representação da função discriminante calculada com os resultados dos componentes principais 
(PC2 e PC3) do PCA dos espectros entre 1300-900 cm-1 
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A zona dos grupos funcionais (1850-1300 cm-1) não prevê nenhuma fracção OH0 nas pectinas, 
ao contrário, do que indica a sua composição química, e a zona da "impressão digital" (1300 cm-1 a 
900 cm-1) coloca no grupo das pectinas algumas fracções de RF1 o que contraria todos os 
pressupostos teóricos e a sua composição química. A gama completa de números de onda analisada 
(1850-900 cm-1) - Figura 26 - é a que parece fazer a melhor classificação se for tida em conta a 
classificação feita usando os dados químicos. Neste caso parece ser mais eficaz a informação 
completa do espectro disponível para se proceder à classificação das amostras. 
 
A análise discriminante verificou-se útil na análise destes resultados espectroscópicos porque 
permitiu fazer uma classificação aceitável das fracções quando o mesmo não se verificou usando o 
reconhecimento de padrões sem supervisão com o algoritmo K-médias. 
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8.5 MODELOS DE CALIBRAÇÃO 
Até este ponto do trabalho foram aplicadas técnicas estatísticas que serviram fundamentalmente 
para fazer a caracterização das amostras analisando em separado variáveis de composição química 
e variáveis de espectros. 
Neste parágrafo, com os modelos de calibração, pretende-se: 
?  estabelecer uma relação directa entre as variáveis da composição química e as variáveis 
espectroscópicas; 
?  avaliar a possibilidade de prever a composição química de fracções de polímeros da parede 
celular da laranja a partir dos seus espectros de infravermelho; 
?  apreciar os vários modelos de calibração usados. 
Foram usadas as técnicas de regressão linear múltipla (MLR) com introdução progressiva de 
variáveis, a regressão dos componentes principais (PCR), e a regressão por mínimos quadrados 
parciais com os algoritmos PLS1 e PLS2. Para todos os sacáridos foi limitado a 20 o número de 
variáveis espectroscópicas (reais ou latentes) que eram usadas para construir o modelo. Quando 
este número de variáveis foi considerado insuficiente para descrever da melhor forma a relação 
entre sacáridos e dados espectroscópicos o número de variáveis foi alargado até se obter o melhor 
modelo. Dos 28 modelos estudados só em dois deles foi necessário alargar o número de variáveis: 
um porque estava no limite das 20 variáveis usadas (e assim se mantendo após o alargamento do 
número de variáveis) e outro que precisou de 21 variáveis para se obter um "bom" modelo de 
regressão (MLR do ácido urónico). A análise em componentes principais (PCA) dos espectros de 
infravermelho indicam que 99,8% da variância do sistema é explicada por 20 variáveis latentes; a 
maior parte da informação do sistema (incluindo os erros intrínsecos às amostras) estão presentes 
nestas 20 variáveis. 
As amostras foram divididas em dois grupos: um de calibração com 64 amostras e outro de 
aferição da capacidade de previsão dos modelos entretanto criados; este segundo grupo era 
formado pelas restantes 32 amostras (do conjunto total) mas foi-lhe retirado uma amostra porque os 
seus valores eram anómalos. 
Todos os modelos estudados deram bons resultados na capacidade de relacionarem os dados 
químicos com os dados espectroscópicos se for analisado o coeficiente de determinação (R2) ao 
mais baixo erro padrão de calibração (SEC) (ver Tabela 22); estes valores são obtidos usando o 
máximo das variáveis (reais ou latentes) possível. O valor mais baixo de coeficiente de 
determinação é 0,788 (no PCR da galactose). O teste FA (usando a expressão (87)) para a análise 
deste coeficiente de determinação tem o valor de 7,99 que é superior ao valor tabelado 
(F0,05;20;43=1,820); desta forma, pode rejeitar-se a hipótese do nulo (H0: R = 0) e considerar que este 
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modelo (e todos os outros por extensão da análise) é adequado para relacionar a variável 
dependente Y com as variáveis independentes X. 
 
Tabela 22. Parâmetros de avaliação das calibrações  
 MLR PCR PLS1 PLS2 
 SEC R2 decl. SEC R2 decl. SEC R2 decl. SEC R2 decl. 
Ramnose             
SEC máx. 1,23 0,342 0,348 1,49 0,033 0,033 1,28 0,286 0,286 1,51 0,004 0,005 
SEC mín. 0,43 0,922 0,955 0,57 0,857 0,858 0,22 0,978 0,978 0,45 0,912 0,911 
Arabinose             
SEC máx. 10,56 0,458 0,455 12,99 0,006 0,006 12,39 0,095 0,095 13,00 0,005 0,005 
SEC mín. 2,45 0,970 0,968 5,78 0,803 0,803 2,36 0,966 0,967 3,80 0,965 0,915 
Xilose             
SEC máx. 10,56 0,458 0,455 12,82 0,202 0,202 11,18 0,627 0,394 12,06 0,293 0,294 
SEC mín. 2,45 0,970 0,968 4,05 0,920 0,921 5,97 0,986 0,986 3,56 0,939 0,939 
Manose             
SEC máx. 2,96 0,417 0,423 3,43 0,222 0,222 3,31 0,274 0,273 3,40 0,234 0,234 
SEC mín. 1,15 0,912 0,924 1,63 0,823 0,824 0,74 0,964 0,964 1,54 0,842 0,843 
Galactose             
SEC máx. 6,52 0,425 0,420 7,7 0,199 0,199 7,2 0,298 0,298 7,46 0,165 0,165 
SEC mín. 2,73 0,899 0,893 3,95 0,788 0,789 1,57 0,966 0,967 3,07 0,872 0,872 
Glucose             
SEC máx. 14,62 0,437 0,438 13,81 0,118 0,118 16,56 0,278 0,278 17,6 0,185 0,185 
SEC mín. 4,05 0,956 0,957 5,97 0,906 0,906 3,26 0,972 0,972 4,93 0,935 0,936 
Ác. urónico             
SEC máx. 18,29 0,591 0,593 19,64 0,528 0,529 16,8 0,656 0,655 16,59 0,662 0,664 
SEC mín. 2,99 0,990 0,990 6,20 0,952 0,953 2,74 0,990 0,991 3,95 0,980 0,981 
 
 
Em todos os sacáridos os valores mais baixos do coeficiente de determinação e os valores mais 
elevados do erro padrão da calibração encontram-se nas regressões dos componentes principais 
(PCR) o que é um pouco inesperado tendo em conta o pressuposto de mais valia esperada deste 
modelo em comparação com a regressão linear múltipla (MLR). Este resultado indica que a técnica 
de análise em componentes (primeiro PCA e depois PCR) é boa para extrair informação do sistema 
mas apresenta limitações ao nível da construção de calibrações, tal como já tinha sido identificado 
noutro trabalho.7 
Outro modelo que apresenta resultados menos bons é o dos mínimos quadrados parciais com o 
algoritmo PLS2. Com este modelo os resultados, em geral, são menos bons do que os obtidos em 
MLR e PLS1. Esta situação pode ser devida à necessidade do algoritmo precisar de ajustar todas as 
variáveis dependentes (concentrações dos sacáridos) em simultâneo colocando situações de 
compromisso que poderão ser boas em geral mas que apresentam resultados menos bons em 
particular. 
Obtêm-se bons resultados com a regressão linear múltipla (MLR) chegando a ter-se o mais 
baixo erro padrão de calibração na xilose e apresentando bons coeficientes de determinação na 
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calibração da arabinose e do ácido urónico. 
Os melhores resultados são obtidos, na maior parte das vezes, com a regressão dos mínimos 
quadrados parciais (algoritmo PLS1), ou seja, neste caso confirma-se a utilidade da redução da 
dimensão do sistema quando as variáveis são construídas de forma a maximizar a correlação entre 
variáveis dependentes e independentes. Os bons resultados verificam-se nos três parâmetros 
apresentados: a) há uma boa correlação entre os resultados medidos e os valores previstos 
(indicados pelos valores de R2 superiores a 0,96); b) verificam-se os mais baixos erros de 
calibração (valores de SEC) e c) os valores previstos pelo modelo PLS1 são quase iguais aos 
valores de sacáridos medidos (valores de declive próximos de 1). 
 
A existência de um bom modelo de calibração não garante que este mesmo modelo seja bom na 
previsão dos resultados de amostras exteriores à calibração. Para avaliar esta aptidão foi construída 
a Tabela 23. Nela são apresentados 3 parâmetros de avaliação da capacidade de previsão para cada 
modelo: erro padrão da previsão (SEP), coeficiente de determinação (R2) e declive (decl.) da recta 
que relaciona os resultados previstos e os resultados medidos no grupo de teste. 
Um dos aspectos mais decisivos na aplicação de técnicas de calibração multivariadas é a 
escolha do número de variáveis reais ou latentes (os componentes). Foram usados três critérios para 
seleccionar o "melhor" número de variáveis (Var.), reais ou latentes: 
a) um de les, usa dados da calibração e avalia o incremento de variância introduzida por cada 
nova variável (real ou latente) através de uma análise de variâncias (teste FIV) e usando como limite 
valores de F com ?  = 0,05; 
b) uma outra forma, selecciona o menor número de variáveis que proporciona uma diferença 
pouco significativa na soma dos quadrados dos resíduos de previsão (SSRes) entre o modelo assim 
criado e o modelo que tem o menor valor da soma dos quadrados dos resíduos (SSRes*); a avaliação 
de cada valor de SSRes é feita com um teste FRes (SSRes ?  SSRes*) que é comparado com o valor de F 
com ?  = 0,25 e tantos graus de liberdade quantos as amostras do grupo de avaliação, tal como é 
indicado por Haaland e Thomas;26 
c) uma terceira modalidade de selecção admite todas as variáveis que propiciam o menor erro de 
previsão (SEP). 
Como referência apresentam-se os resultados da selecção das variáveis dos dois programas 
informáticos usados no cômputo dos resultados: SPSS® 10.0 para MLR e Unscrambler® 7.1 para 
PCR, PLS1 e PLS2. 
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Tabela 23. Parâmetros de avaliação da capacidade de previsão usando vários critérios de selecção de 
variáveis nas técnicas MLR e PCR 
  MLR  PCR 
  Var. SEP R2 decl.  Var. SEP R2 decl. 
           
Ramnose           
FIV  8 1,38 0,497 0,842  3 1,16 0,270 0,423 
FRes  2 1,00 0,576 0,493  16 1,09 0,778 0,900 
SEP menor  3 0,98 0,600 0,741  13 1,06 0,726 0,770 
C
ri
té
ri
o 
Programa  8 1,38 0,497 0,842  17 1,08 0,797 0,900 
           
Arabinose           
FIV  9 12,35 0,629 0,748  1 15,53 0,000 0,000 
FRes  13 12,38 0,682 0,816  6 12,04 0,496 0,368 
SEP menor  2 10,66 0,498 0,454  6 12,04 0,496 0,368 
C
ri
té
ri
o 
Programa  9 12,35 0,629 0,748  10 12,54 0,513 0,473 
           
Xilose           
FIV  9 8,25 0,891 1,103  4 12,25 0,542 0,548 
FRes  5 6,57 0,876 0,922  13 8,37 0,870 0,942 
SEP menor  6 6,25 0,899 0,985  13 8,37 0,870 0,942 
C
ri
té
ri
o 
Programa  9 8,25 0,891 1,103  13 8,37 0,870 0,942 
           
Manose           
FIV  6 4,37 0,326 0,475  1 4,64 0,000 0,048 
FRes  16 4,14 0,646 0,782  18 4,74 0,372 0,747 
SEP menor  9 4,03 0,486 0,620  6 4,48 0,050 0,243 
C
ri
té
ri
o 
Programa  6 4,37 0,326 0,475  20 4,99 0,417 0,820 
           
Galactose           
FIV  5 7,25 0,386 0,536  1 7,27 0,108 0,126 
FRes  8 6,24 0,653 0,714  16 7,24 0,704 0,769 
SEP menor  9 5,97 0,704 0,742  7 6,46 0,593 0,700 
C
ri
té
ri
o 
Programa  5 7,25 0,386 0,536  16 7,24 0,704 0,769 
           
Glucose           
FIV  5 14,80 0,344 0,503  2 15,57 0,154 0,206 
FRes  16 14,60 0,610 0,571  11 14,88 0,469 0,573 
SEP menor  17 14,09 0,662 0,720  1 14,47 0,259 0,154 
C
ri
té
ri
o 
Programa  5 14,80 0,344 0,503  11 14,88 0,469 0,573 
           
Ácidos urónicos           
FIV  21 12,73 0,941 1,044  3 12,47 0,806 0,699 
FRes  13 9,13 0,931 0,952  20 12,24 0,931 0,964 
SEP menor  14 9,12 0,937 0,968  20 12,24 0,931 0,964 
C
ri
té
ri
o 
Programa  21 12,73 0,941 1,044  3 12,47 0,806 0,699 
esta tabela continua na página seguinte 
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Tabela 23. Parâmetros de avaliação da capacidade de previsão usando vários critérios de selecção de 
variáveis nas técnicas PLS1 e PLS2 
  PLS1  PLS2 
  Var. SEP R2 decl.  Var. SEP R2 decl. 
           
Ramnose           
FIV  12 0,98 0,734 0,937  3 1,19 0,277 0,386 
FRes  8 0,81 0,783 0,881  18 1,20 0,738 0,927 
SEP menor  8 0,81 0,783 0,881  7 1,09 0,601 0,676 
C
ri
té
ri
o 
Programa  8 0,81 0,783 0,881  11 1,25 0,602 0,762 
           
Arabinose           
FIV  3 11,86 0,472 0,296  1 15,51 0,001 0,001 
FRes  15 11,77 0,699 0,787  11 11,48 0,629 0,718 
SEP menor  5 10,40 0,626 0,468  11 11,48 0,629 0,718 
C
ri
té
ri
o 
Programa  5 10,40 0,626 0,468  11 11,48 0,629 0,718 
           
Xilose           
FIV  17 6,92 0,929 0,982  2 14,18 0,354 0,195 
FRes  20 6,67 0,951 0,996  14 8,08 0,885 0,932 
SEP menor  10 6,59 0,902 0,954  14 8,08 0,885 0,932 
C
ri
té
ri
o 
Programa  8 6,71 0,889 0,937  11 9,02 0,824 0,883 
           
Manose           
FIV  15 4,61 0,613 0,869  1 4,60 0,044 0,064 
FRes  8 3,56 0,571 0,683  19 5,18 0,541 0,638 
SEP menor  10 3,51 0,656 0,844  7 4,46 0,263 0,289 
C
ri
té
ri
o 
Programa  10 3,51 0,656 0,844  11 5,04 0,231 0,285 
           
Galactose           
FIV  5 6,20 0,608 0,717  3 7,04 0,342 0,451 
FRes  9 5,08 0,774 0,827  15 6,49 0,736 0,792 
SEP menor  9 5,08 0,774 0,827  15 6,49 0,736 0,792 
C
ri
té
ri
o 
Programa  9 5,08 0,774 0,827  11 7,16 0,599 0,735 
           
Glucose           
FIV  11 14,18 0,505 0,487  4 16,22 0,169 0,285 
FRes  5 12,64 0,500 0,581  9 12,27 0,585 0,607 
SEP menor  5 12,64 0,500 0,581  9 12,27 0,585 0,607 
C
ri
té
ri
o 
Programa  8 12,99 0,513 0,566  11 13,63 0,543 0,614 
           
Ácidos urónicos           
FIV  15 7,67 0,956 0,945  2 12,90 0,712 0,671 
FRes  16 7,16 0,964 0,954  18 7,26 0,968 0,952 
SEP menor  16 7,16 0,964 0,954  18 7,26 0,968 0,952 
C
ri
té
ri
o 
Programa  11 7,28 0,950 0,954  11 9,31 0,927 0,983 
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Pela análise de todos os modelos (e de todos os sacáridos) é possível verificar que o número de 
variáveis seleccionadas é, por regra, diferente em todos eles e que não há nenhum critério que dê 
sempre no mesmo sentido, por exemplo sempre valores mais baixos ou mais altos. O únicos 
valores coincidentes verificam-se na regressão linear múltipla entre os valores indicados pelo teste 
FIV e os valores do programa informático usado (que explicitamente indicou este critério de 
selecção do número de variáveis). Nesta técnica de calibração (MLR) o número de variáveis 
indicado pelo teste FRes é na maior parte dos sacáridos (Rha, Xyl, Gal, Glc e AU) superior em uma 
unidade ao critério do erro padrão (SEP); para a manose há uma grande diferença (menos 7 
variáveis) e para a arabinose há uma diferença muito grande (menos 11 variáveis). Na comparação 
entre o teste FIV e os restantes critérios não se verifica uma tendência genérica. 
Na regressão dos componentes principais (PCR) o teste FIV recomenda, por regra, um menor 
número de componentes; este resultado é compreensível porque os primeiros componentes (da 
PCA) tem variações muito grandes de descrição da variância, mas rapidamente se passa para um 
patamar de estabilidade na variação desta mesma variância. Nesta técnica de regressão (PCR), o 
teste FRes dá praticamente o mesmo número de componentes que o critério SEP em 4 sacáridos 
(Rha, Ara, Xyl e AU) e indica um valor muito superior nos restantes sacáridos: galactose (+9), 
glucose (+10) e manose (+11). 
Na técnica PLS1 o teste FRes indica o mesmo número de componentes que o critério SEP em 4 
sacáridos (Rha, Gal, Glc e AU) e indica um valor muito superior (+10) nos sacáridos arabinose e 
xilose. 
Na técnica PLS2, tal como acontece na PCR, o teste FIV recomenda, sempre, um menor número 
de componentes. O teste FRes indica o mesmo número de variáveis que o critério SEP em 5 
sacáridos (Ara, Xyl, Gal, Glc e AU) e indica um valor muito superior (+12) na manose. O 
programa informático usado neste trabalho recomenda, nesta técnica PLS2, sempre o mesmo 
número de componentes (11) para todos os sacáridos. 
A opção por um dos critérios de selecção do número de variáveis é difícil de fundamentar de 
forma objectiva pelo facto, já indicado, de não haver um comportamento previsível de cada um dos 
critérios. Haaland e Thomas recomendam o teste FRes por este indicar um número de variáveis 
reduzido o que diminui as situações de sobrecalibração;26 com os resultados deste trabalho o teste 
FRes só indica menor número de variáveis que o critério SEP em dois casos: PLS1 da manose e 
PLS2 da ramnose; nos restantes casos ou é igual ou superior. O teste FIV dá, em muitas situações, 
um número demasiado reduzido de variáveis a que correspondem modelos de calibração de má 
qualidade (baixo coeficiente de correlação e elevado erro padrão de calibração). Neste trabalho será 
usado o critério do erro padrão de previsão (SEP), ou seja, serão admitidas tantas variáveis quantas 
as que proporcionam no conjunto de teste de aferição do modelo a menor diferença entre os valores 
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previstos e os valores medidos (menor SEP). 
 
A análise das variações do erro padrão de previsão (entre a Figura 29 e a Figura 41) mostra que 
na técnica de regressão linear múltipla (MLR) para os sacáridos ramnose, arabinose, xilose e 
galactose e na técnica PLS1 para os sacáridos ramnose, manose, galactose e glucose verifica-se um 
aumento significativo do SEP com a introdução sucessiva de variáveis. Nestes modelos a escolha 
do número de variáveis é crucial para que não se verifique sobrecalibração. As técnicas PCR e 
PLS2 apresentam, neste trabalho, uma boa resistência à sobrecalibração havendo casos (PLS2 de 
Xyl e AU) em que os modelos de calibração dão tanto melhores resultados (SEC e SEP) quantos 
mais componentes forem acrescentados ao respectivo modelo. 
 
A análise comparada das 4 técnicas de calibração para cada sacárido (entre Figura 29 e Figura 
41 e Tabela 23) e usando como critério de bom modelo o mais baixo erro padrão de previsão (SEP) 
permite constatar que o PLS1 é a melhor técnica em quase todos os sacáridos; esta técnica só não 
apresenta os melhores resultados no caso da calibração da xilose (em que a regressão linear 
múltipla é melhor) e da calibração da glucose (que é melhor prevista pelo PLS2). É possível atestar 
que as técnicas que tinham dado os melhores resultados na calibração (PLS1 e MLR) se mantêm 
como sendo as melhores na capacidade de previsão com a excepção da glucose que é melhor 
calibrada pelo PLS1 e melhor prevista pelo PLS2. 
 
Após a selecção do melhor modelo de previsão (pela aplicação do critério do mais baixo SEP) 
analisou-se o coeficiente de determinação no grupo de avaliação da capacidade de previsão, 
aplicando-se um teste FA com a expressão (87) - ver os resultados na Tabela 24. Cada uma dos 
modelos tem coeficiente de determinação considerado significativo embora seja visível que há dois 
modelos muito bons: a xilose calibrada com MLR (ver Figura 34) e o ácido urónico calibrado com 
PLS1 (ver Figura 42). Este último modelo explica de forma correcta, usando o conjunto dos 
espectros, mais de 95% (%R2 = 96,4%) da variância dos valores medidos da concentração dos 
ácidos urónicos. 
 
Tabela 24. Avaliação dos coeficientes de correlação do melhor modelo para cada sacárido 
Sacárido  Técnica Nº de Var. - q R2 FA F(0,05;q;n-q-1) 
Ramnose  PLS1 8 0,783 10,4 2,37 
Arabinose  PLS1 5 0,625 8,69 2,58 
Xilose  MLR 6 0,899 37,0 2,49 
Manose  PLS1 10 0,656 4,00 2,32 
Galactose  PLS1 9 0,774 8,39 2,34 
Glucose  PLS2 9 0,585 3,44 2,34 
Ácido urónico  PLS1 16 0,964 25,3 2,38 
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Figura 29. Erro padrão de calibração (? ) e de previsão (?) para a ramnose nas 4 técnicas de calibração 
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Figura 30. Valores medidos e previstos do conjunto de calibração (?) e do conjunto de aferição (?) para Rha 
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Figura 31. Erro padrão de calibração (? ) e de previsão (?) para a arabinose nas 4 técnicas de calibração 
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Figura 32. Valores medidos e previstos do conjunto de calibração (?) e do conjunto de aferição (?) para Ara  
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Figura 33. Erro padrão de calibração (? ) e de previsão (?) para a xilose nas 4 técnicas de calibração 
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Figura 34. Valores medidos e previstos do conjunto de calibração (?) e do conjunto de aferição (?) para Xyl 
  
105 
MLR
0
2
4
6
1 5 9 13 17
Nº de variáveis
S
E
 
PCR
0
2
4
6
1 5 9 13 17
Nº de variáveis
S
E
 
PLS1
0
2
4
6
1 5 9 13 17
Nº de variáveis
S
E
 
PLS2
0
2
4
6
1 5 9 13 17
Nº de variáveis
S
E
 
Figura 35. Erro padrão de calibração (? ) e de previsão (?) para a manose nas 4 técnicas de calibração 
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Figura 36. Valores medidos e previstos do conjunto de calibração (?) e do conjunto de aferição (?) para Man 
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Figura 37. Erro padrão de calibração (? ) e de previsão (?) para a galactose nas 4 técnicas de calibração 
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Figura 38. Valores medidos e previstos do conjunto de calibração (?) e do conjunto de aferição (?) para Gal 
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Figura 39. Erro padrão de calibração (? ) e de previsão (?) para a glucose nas 4 técnicas de calibração 
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Figura 40. Valores medidos e previstos do conjunto de calibração (?) e do conjunto de aferição (?) para Glc 
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Figura 41. Erro padrão de calibração (? ) e de previsão (?) para ácido urónico nas 4 técnicas de calibração 
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Figura 42. Valores medidos e previstos do conjunto de calibração (?) e do conjunto de aferição (?) para AU 
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Na Figura 43 e na Figura 44 são apresentados os valores dos pesos de regressão que afectam 
cada uma das variáveis nos modelos considerados melhores (bi - linha fina a vermelho) e os valores 
do primeiro vector próprio em cada modelo PLS (w1 - linha espessa cor-de-laranja). Os valores 
destes parâmetros foram computados para que no gráfico ficassem compreendidos entre -2 e +2. 
Nos mesmos gráficos são apresentados, para ajudarem na análise, dois espectros: a linha a cheio é 
de uma amostra com um elevado teor no sacárido em análise e a linha pouco intensa é de uma 
amostra com um pequeno teor no mesmo sacárido. 
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Figura 43. Primeiro vector próprio (w1 ) e pesos da regressão (bi) usando a técnica PLS1 com o número de 
componentes que proporciona o menor valor de SEP na Rha, Ara, Man Gal e AU 
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A análise dos pesos das técnicas PLS1 e PLS2 é difícil porque engloba todo o espectro e porque 
não há (nem tem que haver) uma relação directa com os espectros paradigmáticos de cada sacárido. 
Um outro parâmetro que propicia informação qualitativa é o primeiro vector próprio na técnica 
PLS.26 A análise do primeiro vector próprio em cada modelo de regressão PLS1 seleccionado (para 
a Rha, Ara, Man e Gal) induz na separação das variáveis em duas gamas: uma entre 1750 e 1500 
cm-1 e a outra entre 1200 e 900 cm-1. Na primeiro gama (1750-1500 cm-1) os valores do vector 
próprio 1 estão, no caso do ácido urónico, altamente relacionados com os valores do espectro da 
amostra com alto teor deste sacárido. Nos restantes sacáridos modelados com PLS1 (Rha, Ara e 
Man) os valores de cada vector próprio 1, nesta zona do espectro, têm pesos elevados negativos 
parecendo reflectir a forte influência do "interferente" acido urónico. Esta gama de números de 
onda corresponde à zona dos grupos funcionais e está neste caso fortemente associada às ligações 
do grupo carboxílico quer na forma livre quer na forma éster que é específica dos sacáridos ácidos 
urónicos. 
O segundo grupo de variáveis (1200-900 cm-1) corresponde à zona da "impressão digital" do 
infravermelho, e os valores do primeiro vector próprio nos modelos da ramnose e do ácido urónico 
plasmam, de forma quase perfeita, os espectros das amostras com elevado teor no respectivo 
sacárido; a interpretação dos valores do primeiro vector próprio nos restantes modelos (Ara, Man e 
Gal) é mais difícil. 
Os valores do primeiro vector próprio PLS1 do ácido urónico acompanham, de forma quase 
perfeita, os valores FTIR-PAS da amostra com alto teor deste sacárido em toda a gama do 
infravermelho analisada (1850-900 cm-1). 
 
Os valores do primeiro vector próprio PLS2 da glucose acompanham, em geral, os valores 
FTIR-PAS da amostra com reduzido teor deste sacárido (e com um levado teor de ácido urónico) 
em toda a gama do infravermelho analisada (1850-900cm-1) - ver Figura 44. Este resultado é 
perfeitamente aceitável, uma vez que o modelo PLS2 tem em consideração todas as variáveis 
dependentes e, neste caso, o realce maior foi atribuído a uma outra variável que não o analito em 
apreço. 
Os pesos na técnica MLR são mais simples de avaliar. Mesmo que seja difícil identificar cada 
número de onda directamente com algum aspecto estrutural da xilose (ou dos polímeros ricos em 
xilose) é possível associar cada número de onda, ou melhor ainda os números de onda adjacentes 
(1203,4-1195,7 cm-1 e 1172,5-1164,8 cm-1) com pontos de inflexão dos espectros. É possível que 
estes números de onda estejam correlacionados mas não parece ser o caso. A técnica MLR com 
introdução progressiva de variáveis parece ter seleccionado pares de variáveis que tinham 
incrementos de diferença de valores FTIR-PAS com o aumento da concentração da xilose e não 
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seleccionou números de onda correspondentes a máximos de intensidade dos espectros. 
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Figura 44. Primeiro vector próprio (w1 ) e pesos da regressão (b16) usando a técnica PLS2 (para a Glc) e 
MLR (para a Xyl) com o número de componentes que proporciona o menor valor de SEP; no gráfico 
da xilose (MLR) não há vector próprio 
 
 
A técnica PLS1 apresenta melhores resultados de erro padrão de previsão, de factor de 
correlação e de declive entre valores previstos e valores medidos, porque utiliza de forma 
proveitosa toda a informação do espectro convertendo-a em componentes que são construídos de 
forma a maximizar a correlação com a variável dependente (neste caso a concentração do 
sacárido). A técnica PCR também usa toda a informação do espectro mas nesta técnica os 
componentes são determinados de forma a maximizar a descrição da variância (das variáveis 
independentes) e não da correlação com a variável dependente. Os resultados da técnica PLS2, 
menos bons quando comparados com os de PLS1, podem ser devidos à necessidade da técnica 
PLS2 tentar optimizar todos os resultados dos 7 sacáridos em simultâneo, perdendo-se qualidade 
em alguns em detrimento dos restantes. 
A técnica da regressão linear múltipla (MLR) também apresenta bons resultados neste trabalho 
quando se compara com as técnicas PCR e PLS2, situação que não é inédita.7,17 Esta técnica tem a 
vantagem de ser simples e fácil de interpretar por quem não tem conhecimentos profundos das 
técnicas multivariadas de redução da dimensão. O problema da colinariedade que muitas vezes 
afecta esta técnica pode ser minimizado usando, como neste trabalho, o algoritmo da introdução 
progressiva das variáveis que pela sua própria natureza dá menos valor às variáveis (a admitir) que 
estão mais correlacionadas com as variáveis já presentes no modelo. 
 
É possível aplicar técnicas de calibração que modelem e estabeleçam uma relação entre os 
dados químicos e espectroscópicos (de infravermelho). Um dos aspectos mais delicados na 
aplicação destas técnicas consiste na identificação da melhor dimensão dos modelos: número de 
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variáveis (reais ou latentes). Parece ser razoável afirmar que é possível calcular a percentagem 
molar dos sacáridos da parede celular da laranja a partir dos espectros de infravermelho das 
respectivas fracções. Os sacáridos melhor previstos são o ácido urónico e a xilose. A melhor 
técnica de calibração verificou-se ser a regressão pelos mínimos quadrados parciais (com o 
algoritmo PLS1). De uma forma um pouco surpreendente, aparece a regressão linear múltipla 
(MLR) com bons resultados, até melhores que as técnicas de regressão de componentes principais 
(PCR) e da regressão pelos mínimos quadrados parciais com o algoritmo PLS2. 
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9 CONCLUSÕES E TRABALHO FUTURO 
As técnicas estatísticas provaram ser bastante úteis na análise e interpretação dos resultados 
químicos e espectroscópicos, quer na faceta analítica e descritiva quer na faceta prospectiva. Todas 
as técnicas usadas (a análise de correlações, a análise de factores, a análise de componentes 
principais, o reconhecimento de padrões e os modelos de calibração) serviram para fazer a análise 
mais completa das amostras deste trabalho. Os modelos de calibração além de estabelecerem a 
relação entre dados químicos e espectroscópicos servem também para prever a composição química 
(pelo menos de alguns sacáridos) de amostras das quais se conheça os espectro de infravermelho 
(na zona de números de onda estudada). 
A análise de correlações permitiu identificar afinidades entre sacáridos quando se analisou as 
relações entre as suas quantidades e quando se analisou a relação entre os sacáridos e os dados 
espectroscópicos; esta última análise permitiu vislumbrar relações que tinham ficado omissas pela 
simples análise da composição química o que faz salientar o carácter de caracterização estrutural do 
infravermelho. 
Os extractos de polissacáridos analisados são relativamente puros como se pode inferir pelas 
correlações negativas dos ácidos urónicos com os sacáridos típicos das hemiceluloses. 
Na parede celular da polpa da laranja, as diversas fracções de pectinas ácidas apresentam 
proporções variáveis dos seus sacáridos constituintes (ácidos urónicos e ramnose). As ramificações 
de pectinas neutras ligam-se através da galactose à cadeia principal. As pectinas ácidas e neutras 
não existem em proporção directa, podendo existir cadeias longas de pectinas ácidas com poucas 
(ou pequenas) ramificações de pectinas neutras e com longas (ou grandes) ramificações de pectinas 
neutras. 
Os ácidos urónicos, a arabinose, a xilose e a glucose são suficientes para uma caracterização 
genérica dos polissacáridos estudados, como decorre da análise de factores da composição. A 
análise de factores (principalmente nos dados espectroscópicos entre 1850 cm-1 e 900 cm-1) 
permitiu identificar (um ou dois) aspectos comuns a grupos de amostras que confirmam os 
pressupostos teóricos de caracterização dos polímeros da parede celular de frutos. Esta técnica 
acaba por assumir também o papel de classificação das amostras, neste caso sem supervisão. 
A análise de componentes principais em conjugação com as técnicas de reconhecimento de 
padrões (com e sem supervisão) auxiliam para uma melhor identificação da associação de grupos 
de amostras e servem também para a determinação das fracções fronteira entre grandes grupos de 
polissacáridos (pectinas e hemiceluloses). A zona ampla do espectro entre 1850 cm-1 e 900 cm-1 é, 
para esta análise, mais útil do que as suas partes: a zona dos grupos funcionais (1850-1300 cm-1) ou 
a zona da "impressão digital" (1300-900 cm-1). Em quase todas as modalidades de classificação há 
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uniformidade em classificar os primeiros extractos (com água, com soluções de CDTA e soluções 
de carbonato) como sendo pectinas e nos extractos de soluções de KOH 1,0 M e posteriores como 
sendo hemiceluloses. Já em relação às amostras "intermédias" extraídas com solução de KOH 0,5 
M há divergências quanto à classificação: a composição química e os espectros (na gama mais 
ampla estudada) tende a classificá-las como pectinas mas os dados espectroscópicos parcelares 
(zonas 1850-1300 cm-1 e 1300-900 cm-1) não são conclusivas. 
Os modelos de calibração servem também para descrever relações e associações entre sacáridos 
e dados espectroscópicos principalmente pela análise dos pesos de regressão (em todas as técnicas 
usadas) e dos coeficientes dos vectores próprios (nas técnicas de compressão da dimensão). 
Os modelos de calibração servem também, e é nesta faceta que eles são particularmente úteis, 
para prever a quantidade de sacáridos em amostras em que se conheça o espectro de infravermelho 
(pelo menos na zona estudada entre 1850 cm-1 e 900 cm-1). Os sacáridos melhores modelados 
foram os ácidos urónicos (com PLS1) e a xilose (com MLR). Aliás, estas duas técnicas mostraram 
ser, em geral, as melhores tanto na calibração como na previsão de resultado em todos os sacáridos 
estudados. 
 
 
Há alguns aspectos que merecem um estudo posterior mais profundo, a saber: a) a identificação 
de critérios mais objectivos e com fundamento matemático na selecção dos pesos com significado 
estatístico na análise de factores; b) a aplicação de outras técnicas matemáticas como as redes 
neuronais e os algoritmos genéticos para a criação de modelos de calibração e c) a aplicação dos 
modelos de calibração deste trabalho, e de outros que venham a ser estudados, na análise de 
polissacáridos com origens diferentes das amostras que serviram para a calibração (e aferição da 
capacidade de previsão) como é o caso dos polissacáridos de outras variedades da mesma espécie 
(Citrus sinensis), de frutos de outras espécies, ou mesmo de polissacáridos que não façam parte de 
frutos. 
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