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Abstract
VALUES IN THE INTERIOR OF THE L2-MINIMAL
SOLUTIONS OF THE acá-EQUATION IN THE
UNIT BALL OF Cn
MATS ANDERSSON
We derive formulas for the values in the interior of the L2-minimal so-
lutions of the al-equation in the unit ball of C' . These formulas gene-
ralizes previously known formulas for the boundary values of the same
solutions. We estimate the solutions and obtain a (known) result concer-
ning weighted Nevanlinna classes .
0. Introduction
Let O = E Ojkd(j A d~k be a smooth closed (1, 1)-form on the closure of
the unit ball Bn of Cn, and consider the equation iááu = O. For a > 0 we let
Mn,a(O) denote the solution which has minimal norm in L2((1 - j(jz)«-1dA),
where dA is Lebesgue measure . For integer values of cx, we constructed in [1]
kernels Ln,,«, z) such that for z on the boundary of Bn,
M.,(0»(z) = I n L.,o«, z) A E)«) .s
The purpose of this note is to describe these kernels in the interior of Bn .
The idea is the following . Let O be 0 but considered as a form on Bn+1,
not depending on the last variable . Then, see [1] Section 1, Mn,a(O)(z) _
= Mn+l,a-1(O)(z, zn+1) independently of zn+1, so in particular
)
	
Mn,a(O)(z) = Mn+1,«-1(0)(z, 1
and since (z, 1 - jzp) is on the boundary of Bn+1 we get the interior values
of Mn,,,(O) from the formula for Ln+1,«-1
Note that when n = 1, the ab-equation is essentially the inhomogenous
Laplace equation and even in this case the formulas are nontrivial . Though, D.
Pascuas has recently obtained these without using the projection of formulas
in the unit ball in CZ . In fact, he obtains similar formulas in any plane domain,
see [7] .
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In §1 we carry out some computations and give a rather explicit formula for
z) n O(() for arbitrary z in B (Theorem l) .
It was shown in [1] that (1) makes sense and defines a solution with boundary
values in Ll (for a >_ 1) if O is just a positive current in Bn which satisfies the
Blaschke condition
I
$
(1- I(I2 )EO;;dA < oo.
n
From this result one obtains the Henkin-Skoda theorem in the unit ball, see
[51, [6] or [1] Section 3 .
In §2 of this note we prove
Theorem 0. Le¡ O be a closed positive (1,1)-current in B which satisfies
the generalized Blaschke condition
(1 - I(I2)p+2
Y7OjjdA < oo, /i > -1 .
$-n
If a > /p -f- 1, then (1) defines a solution to i8áu =0 such that
Án(1- IZI2 )1 jMn,a(o)(z)IdA(z) < oo .
Theorem 0 provides the essential part of the proof of the Dautov-Henkin
theorem, see [3] .
It should be emphasized that the main reason for proving Thoerem 0 here is
to illustrate how the new formulas can be estimated . For instance, if Q is an
integer then Theorem 0 follows more or less directly from the above mentioned
analogous result in [1] because of the following easily verified lemma:
Lemma 1. If 0 is a (continuous) function on the closure of Bn, then
Ir f$n (1-I(I 2 )p
+l 0dA = (a+1) f$n+ , (1-
j( 12 ) ,304 if0 > -1, and"f$n OdA _
= i faBn+1 OdS, where dS denotes surface measure .
In fact, if 0 satisfies the hypotesis of Theorem 0 then, by the lemma, 0
satisfies the ordinary Blaschke condition in Bn+p+l . Thus Mn+p+i,«(0) has
boundary values in Ll (if a >_ 1) and is independent of the fl + 1 last variables
so, by the lemma again and (2), Mn,a_p-1(0) is in L1 ((1 - I(I2)pdA) in Bn .
We use the following notation : For any (, and z in Cn we put ( - z = 1: (,izi,
in particular, ( - ( = I(I 2, and dz - ( =Ezid(i Le . we only consider differentials
of ( . Moreover, Ok, M and y denote the positive forms
(2áál(I2 )~ k, 2dz - (h dz ' and 2áI(I2 A DI(I2,
respectively . Note that Nn is Lebesgue measure' in Bn .
Finally, the notation x <_ y means that x`iá less than a constant times y and
x - y is equivalent to x < y and y < x."
In this paragraph 0 is a fixed closed smooth (1,1)-form on the closure of
B,, . We start by recalling the formula, derived in [1], for Ln,,,((, z) A 0((), (cf .
[1] above) . If z E r7Bn and a > -1 we have
(3)
	
Ln ,(Cz) A 0(() =, 27rn
where
and
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A .k
(1 - 1(12)°
+1 o A P.-1 +
j,k>1 ( 1 - ( - z)j(1 - ( -
z)k
j+k<n+a
( 1 -
j(j2)c,+2 O A l 6 A an-2
B'R ( 1 - (' .
z)j+1(1 - j, . s;~1
j,k>1
j+k< .+a
Ajk __
(n+a)(n+a-7 -1)!(n+a-k-1)!
,(a + 1)!(n -1- a - j - k)!
Bjk- ,~k(n+ce-j-1)!(n+a-k-1)!
(ce + 2)!(n +- a - j - k)!
Cjk =
(n+a- j)!(n+a - k)!
(a+1)!(n+a-j-k+1)!'
When n = 1 terms involving 0 A p A fin-2 are interpreted as zero .
Let
0«'Z)
=
11 - ( . zl2 - ( 1 - I(I 2 )(1 - Izl2) .
It is shown in §2 that Q((, z) > 0 and that equality occurs if and only if (= z .
Now we state our main result .
Theorem 1. For any z (and () on ¡he closure of Bn we have
Ln,a(C
z),
h E)(() =
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when 1: O;; = 0. This follows from the fact that the restriction of the corres-
ponding orthogonal projection II,, (cf. the proof above) to the R11-harmonic
functions on Bn is nothing but the natural projection
® Hp,q ---> ® Ho,p ® Hp,o ,
p,q~:o p>0
where Hp ,q denotes the homogenous harmonic polynomials of bidegree (p, q) .
In particular, if' v is the solution to a2 ° = EOjj which vanish ona(; ac;
the boundary then M,,.(O - iáav) = Mn,O(O), Le . the solution which is
L2-
minimal on the boundary, since (cf. (16)) the projection IIn,o only depends on
the boundary values, see [1] .
2 . Estimates of the solutions
Proposition 2. If a > 0, then
(21) ¡L.,a((, z) ^ o(()I <
I 1 - (,
. Z12 n-1 O n 0n
-1 + E) A y A Nn -2
< (1-
1(12)a-1-1
a((, z) ~1 - ( . zln+a 11 - ( .
zln+a+1
if ( .)n -1 is interpreted as 1 + log(-) when n = 1 .
Proof. We need the estimate
(22) OnpAQn -2 <OnyAQn-2+I(-zl20npn-1 ,
see [1], Section 3 formula (9), and the inequalities
(23) j( -
z12
< 211 - ( - zl ,
v((, z) <_ 11 - ( . ZI2 and (1 - Iz12) <_ 211 - ( - zi . The last two ones are trivial
whereas (23) comes out from an easy computation. Now Proposition 2 follows
from Theorem 1 .
We will also use some properties of o((, z) and we collect them in a lemma.
Lemma 2. Suppose (, z E Bn . Then
a) 1( -
z12 >_ a((, z) > 0 and v((, z) = 0 if and only if (= z .
b) There is a constant c > 0 such that for fix (, 1{z E Bn;Q((,z) < r2 }1 <_
< cr2 n(1 - I(12)1-n
; (1 . 1 is volume measure) .
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e) rf either 1 - Iz12 _> 8(1- I(I 2), (1-1(12 ) ? 8(1- Izl 2) or I1- zI >-
> 4(1 - 1(12), then u«, z) > 1/211 - . x12.
Proof: Since a(( - z) = 1( - x12 - 1(1 2 1x1 2 + I( . x1 2 the first inequality in
a) is obvious . We can assume that _ ((1, 0, . . ., 0) and z = (z1, z2 . . . . , zn ) _
= (z1, z') . Then
(24) 0, =1 (1 - x11 2 + (1- I(11 2 )1z, 1 2 ,
hence u >_ 0 and equality holds only if z 1 = (1 and z' = 0 . This proves a) . Now
suppose Q < r2 . Then, by (24),
so that
I(1 - 211 2 < r2 and (1- I(11 2)1z, 1 2 < r2
I{u < r2 }1 < cr2 [ 1-1(112
n-1
= er2n(1 - 1(12)1-n
which proves b) . To see c), suppose for instance that 1 - 1(12 >_ 8(1 - Iz12).
Since o,((, z) = 1 1 - ' x1 2 - ( 1 - 1(12 )(1 - Iz12) and 11 - ( z1 > 1/2(1 - 1(12)
we find that
a((, z) >- 211- (' x1 2 + s(1 -1(12 )2 - (1-1(12)(1- Iz12)
so that, by assumption,
a((, z) >- 211- ( . x1 2 + (1- I(I2 )(1- Iz12 ) - (1- I(I2 )(1- Iz1 2 ) = 211- ( x12 .
The other cases in c) are handled similarly, and thus the lemma is verified .
Proof of Theorem 0: First assume that O is a closed positive smooth form
on Bn . Our objective is to obtain the estimate
(25) J IMn,
.(o)(z)I(1-Iz1 2 )°dA(z) < J
(1- I(I2 )a+2
oAfln-1 if a > a+1 .
Once this is done, Theorem 0 follows by regularization, e.g . as in [1] Section 3,
but in this case it is much simpler since we will have no problem with regularity
at the boundary, and we omit the details here .
Since O A /3n- 1 = (n - 1)O A /3n-2 A Zaái(12, Stokes' theorem gives that
the right hand side of (25) is equal to (p+2)(n -1) f ( 1- 1(IZ )a+1OAyA fln-2.
s 
Hence (25) follows from Fubinis theorem and the estimate
(26 ) f I Ln,«((, z) A O(()1( 1 - IZ1 2 )adA(z) <
s
< ( 1 -
l(12),3+2 E) A fin-1 + (1 - l(12),3+1 E) A -Y A On-2 .
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To show (26), fix ( in B n , put
(27) I = (1 - I(I2)a+2p
A 0n-1 + (1 - I(I2)a+lo
n -y A 0.-2
and let E be the set of z in Bn such that (1 - IzI2) < 8(1 - I(I 2 ), (1 - I(I2) <
< 8(1- IzI2), I1- ( zI < 4(1- I(I 2 ) and a((, z) <- 211- ( ' ZI2 .
From part c) of Lemma 2, it turns out that 11 - ( zIz <_ 2a((, z,) in Bn\E
and thus, by Proposition 2,
Since
0 n 0n-1 E) n y n On-2z) o(()I < (1 -
I(j2),,+1
[ I1- ~ . z In+«. + I1- ~. . z In+ «+ 1 ] .
2 Q « Q-1
Bn
(I1-
I(')zin+
(z)
<[1 ll(I2~
ifa-,Q-1>0,
(Proposition 1 .4.10 in [4]) we find that
(28 ) f ILn,«((, z) n 0(01(1 - IZI 2 )Q dA(z) < I.
B  ~E
Note that 11 - ( _ zI _ 1 - I(I2 _ 1 - IZ12 and a((, z) < 8(1 - I(I 2 )
2 in E .
Thus, using Proposition 2 again and putting 1 - I(I 2 = v"8-6 we find that
(29)
E
f ILn,«((, z) n o(()I(1- IZI 2 )Q <
< [á,3-1+n +50-2+n
dA(z)O
Rn-1 0 y n-2
%
-1<az an
From part b) of Lemma 2 it turns out that
d\(z)
< S3-n
z an-1o<6 .^
(the case n = 1, requires a slightly different argument because of the logarithm
in Proposition 2) and hence
JE ILn,«((, z) n 0(«(1 - IZI 2 )QdA(z) < I .
Now, (27), (28), and (29) imply (26), and this completes the proof.
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