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Molecular dynamics simulations have been performed to investigate the interrelations between struc-
tures, transport mechanisms, and phase transitions of an organic ionic plastic crystal material, di-
ethyl(methyl)(isobutyl)phosphonium hexafluorophosphate ([P1,2,2,4][PF6]), in both solid and liquid
phases. Examination of the temperature dependence of supercell parameters and radial distribution
functions provides evidence of plastic phase transitions. Nonlinear increments of cell size within the
temperature range 123–413 K are consistent with the plastic phase transitions identified from ex-
perimental analysis. The time- and temperature-dependent microstructure and dynamics have been
intensively studied through analysis of trajectory files. The rotational motion and diffusion of the
matrix ions are quantitatively analysed via rotational correlation functions and mean square dis-
placements. We present new information on the evolution of molecular motions in different phases,
and compare and contrast our findings with previously reported hypotheses based on nuclear mag-
netic resonance results. This work provides valuable information at an atomistic level to explain the
experimental observations, which helps further understanding of the molecular motions underlying
the plastic phase transitions. © 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4811179]
I. INTRODUCTION
Plastic crystals were discovered many years ago1–4 and
are known to possess unusual orientational and/or conforma-
tional degrees of freedom of molecular motion in the con-
densed solid state. The conformational characteristics of plas-
tic crystals lead to many interesting physical and chemical
properties. These properties may be potentially exploited in
applications such as thermal energy storage2, 5, 6 and as solid
electrolytes.1, 7–10 Organic ionic plastic crystals (OIPCs) are a
more recently developed subclass of plastic crystal that dis-
play specific fast-ion transport capability, where dopant ions
(such as Li+) are highly mobile in an OIPC matrix.7, 11 It is
noteworthy that the OIPC matrix itself also exhibits some
level of intrinsic conductivity. Because of these capabilities,
OIPCs are being investigated as new solid-state electrolytes
for applications such as fuel cells,12, 13 batteries14–16 and solar
cells.17–19 As well as high ionic conductivities, OIPC elec-
trolytes can also have negligible vapor pressure and good
plastic mechanical properties at room temperature, which is
highly advantageous for the development of long-lasting elec-
trochemical devices.12
Although there are many promising application
prospects, investigation of this family of plastic crystalline
ionic compounds is still at an early stage. The intrinsic
a)Author to whom correspondence should be addressed. Electronic mail:
chenf@deakin.edu.au
mechanisms of rotational motion, conduction, diffusion, and
mechanical deformation, as well as the inter-relationships be-
tween these mechanisms, are not yet resolved. To understand
these material properties, exploration usually begins with
the microstructure. A plastic crystal exhibits a fully ordered
crystalline structure in its lowest temperature phase. The
plastic phase (also called rotator phase) transitions happen
when the temperature is increased, and these are accompanied
by growing molecular rotational or reorientational motions.
Although short-range disorder results from these motions,
the long-range order characteristics of a crystal structure
are well maintained in the low temperature plastic phases.
The phase transition behavior of OIPCs can be complex and
varies from case to case depending on the nature of the cation
or anion.11, 12, 19–25 Usually more than one phase transition is
observed. The underlying mechanisms, such as the transport
mechanism that governs the complex phase behavior in
OIPCs, are under investigation.22 On the other hand, an
atomistic simulation would be extremely useful to help
validate and understand these mechanisms,26–29 especially
to provide details of molecular motions beyond what can be
learned from modern spectroscopic techniques.
While there are many reports on OIPCs based on qua-
ternary ammonium cations,12, 23, 25, 30, 31 plastic crystals us-
ing the phosphonium family of organic salts as cations are
still relatively new.24 Recently, a detailed investigation of
a new OIPC, diethyl(methyl)(isobutyl)phosphonium hexaflu-
orophosphate [P1,2,2,4][PF6] (Fig. 1) was conducted in our
0021-9606/2013/138(24)/244503/11/$30.00 © 2013 AIP Publishing LLC138, 244503-1
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FIG. 1. The structure of a [P1,2,2,4][PF6] ion pair, showing labels for non-
hydrogen atoms. Selected vectors used for the rotational correlation function
calculation are illustrated by the black arrows.
laboratory.22 Single crystal X-ray diffraction (XRD) found a
fully ordered orthorhombic crystalline structure at 123 K, be-
longing to the Pbca space group, with eight ion pairs per unit
cell. [P1,2,2,4][PF6] also has rich phase behavior and highly
phase-dependent conductivity. It is believed that the phase
transitions in [P1,2,2,4][PF6] are due to the onset of particu-
lar rotational motions, rather than lattice transformations.22
Thus, the transport motions of the material were further inves-
tigated using nuclear magnetic resonance (NMR) techniques,
and the evolution of the molecular motions in each phase was
predicted based on analysis of the NMR results using second
moment calculations.
Here, we report a molecular dynamics study on this new
OIPC material. The theoretical model was validated through
predicting the experimentally measured crystal structure and
reproducing the plastic phase transitions. The phase tran-
sitions were examined by analyzing temperature-dependent
structural evolution as well as the rotational motion of ions.
The goal of this simulation work was to provide an in-depth
theoretical investigation of the molecular motions of cations
and anions, and through combining the theoretical model with
the one we previously reported, to better understand the trans-
port mechanism that underlies the plastic phase transitions of
this material.
II. FORCE FIELD AND SIMULATION METHODOLOGY
The CHARMM functional form was used for the force
field in this work, which is given by
E =
∑
bonds
kr (r − r0)2 +
∑
angles
kθ (θ − θ0)2
+
∑
torsions
kϕ[1 + cos(nϕ − δ)]
+
∑
i
∑
i =j
{
Aij
r12ij
− Bij
r6ij
}
+
∑
i
∑
i =j
qiqj
4π0|rij | , (1)
where the potential parameters have their usual meaning.
The first three terms describe the intramolecular interactions
associated with bonds, angles, and torsion angles, respec-
tively. The last two terms represent the non-bonded van der
Waals (VDW) interactions in Lennard-Jones (LJ) form, and
the long-range Coulombic energy, respectively. In VDW term,
Aij = 4ij σ 12ij and Bij = 4ij σ 6ij , where  is the LJ well-depth
and σ is the finite distance at which the inter-particle poten-
tial is zero. The VDW parameters for interaction between
unlike atoms are obtained using Lorentz-Berthelot mixing
rule:32
ij = √iijj ,
σij = σii + σjj2 .
(2)
The VDW parameters  and σ were extracted directly from
the available general AMBER force field (GAFF),33 because
this potential term is defined exactly same in both AMBER
and CHARMM functions. These parameters have shown to
be effective in ionic liquid systems composed of phospho-
nium cations and hexafluorophosphate anions.34, 35 The miss-
ing force constant parameters kr, kθ , and kϕ were gener-
ated using the Antechamber package.36 The equilibrium bond
length r0 and angle θ0 were taken from the X-ray crystal struc-
ture of one pair of [P1,2,2,4][PF6] ions. The force field param-
eters are listed in Table S1 in the supplementary material.55
The partial atomic charges (Table S1 in the supplemen-
tary material55) were determined by a restraint electrostatic
potential (RESP) fit.37 First, the ESP charges are computed
quantum-mechanically for the isolated ion in a vacuum, with
the constraint of integer total ionic charges of ±e. The ESP
charges are known to overestimate bond polarities in the gas
phase,37 but may be suitable for condensed phase simula-
tion, where polarization is expected to be present.38 Quantum
chemical calculations for geometry optimizations and ESP
charges were performed at B3LYP/6-31G* level39, 40 using the
GAUSSIAN 03 package.41 Then RESP fitting of ESP charges
was performed in a two-stage process by inclusion of a hyper-
bolic restraint function, which serves to lower the magnitude
of the charges.37 Finally, we adopted a scaling factor of 0.8
for the total ionic charges, as suggested in the literature.42, 43
Empirically introducing a non-integer scaling factor to the
RESP charges is able to effectively account for the charge
transfer that polarization induces, and thus is an alternative to
the use of polarizable force fields.44 In this work we found
that the crystal geometries are very sensitive to the partial
atomic charges applied. Comparing the super cell sizes be-
tween the simulated result and the crystallographic result, the
differences were improved from −2.5% to −0.51% if a scal-
ing factor of 0.8 was used. This finding was also reported in
another simulation study.38
All molecular dynamics simulations were performed us-
ing the DL_POLY program (version 2.20).45 The simulated
supercell consists of 64 ion pairs (2496 atoms). The simula-
tions in a larger box consisting of 216 ion pairs were also con-
ducted to check the size effect. The results show a similar vol-
ume expansion percentage (V − V0)/V0% and similar RDFs
at different phase temperatures between two boxes, indicat-
ing the suitability of the current box size. The starting struc-
ture was the experimentally reported crystal structure. The
equilibrium structural and thermodynamic properties of the
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material were investigated for a number of temperatures be-
tween 123 K and 600 K using an isothermal-isobaric (NPT)
ensemble. The equilibration phases were prepared in two
steps. The initial equilibration phases were obtained after
500 ps simulation time using a Berendsen thermostat/
barostat,46 with a 1.0 ps relaxation time for both thermostat
and barostat. A leapfrog algorithm was applied for integra-
tion. A time step of 0.002 ps was used for equilibration cal-
culation. Using the weakly coupled Berendsen thermostat/
barostat in the early stage can quickly stabilize the system
in equilibrium, which also helps to avoid possible problems
that can occur if the initial structures are too far from those in
equilibrium.
The real NPT simulations were carried out in the second
step using a Nos´e-Hoover thermostat/barostat method.47, 48
The structure prepared at each temperature in the first step was
further equilibrated for at least 200 ps, followed by a 400 ps
production run. The thermostat and barostat relaxation times
were 1.0 and 2.0 ps, respectively. The atomic velocities were
rescaled every 10 ps during the equilibration. A smaller time
step of 1.0 fs was adopted, and a Velocity Verlet algorithm in-
tegrator was used throughout this stage. This combination of
settings was found to conserve energy very well, with the en-
ergy only drifting by 0.1%–0.2% during a typical 400 ps MD
run. Diffusion was studied separately using a microcanoni-
cal (NVE) ensemble. The simulation was preceded by more
than 300 ps equilibration, and trajectory files for analysis were
generated for up to 1 ns.
In all of the MD calculations, the average off-diagonal
shear stresses are in the 0.1−70 atm range. The van der Waals
force cutoff was set to 8.5 Å, which gave the same structures
as we calculated using a larger cutoff of 9.35 or 10 Å. The
Coulombic interactions were evaluated via the Ewald sum
method.49 The real space cutoff of Ewald was 10 Å; the con-
vergence parameter and reciprocal space cutoff of Ewald were
calculated automatically by using the Ewald precision control
directive in DL_POLY.
III. RESULTS AND DISCUSSION
A. Crystal structure and volume of supercell
A fully ordered equilibrated crystal structure was calcu-
lated at 123 K, the temperature at which the experimental
crystal structure was measured. The simulated crystal struc-
ture remained stable throughout the 400 ps of the MD run.
The final volume of the supercell, calculated as an average
over 400 configurations, was slightly (0.51%) smaller than the
experimental value (shown by the star at 123 K in Fig. 2).
Phase transitions in the condensed phase are usually ac-
companied by changes in thermodynamic properties, such
as volume. Thus, the calculated box volumes as a function
of temperature are plotted in Fig. 2, and are compared with
the experimental differential scanning calorimetry (DSC)
result.22 The DSC trace shows three plastic crystal phases at
303–343 K, 353–383 K, and 393–423 K, and a melting transi-
tion at ∼423 K. In the simulation, no abrupt volume changes
were found near these phase-transition temperatures. Instead,
the volume increases continuously in a nonlinear manner,
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FIG. 2. Calculated average volume of supercell, compared with the experi-
mentally measured DSC trace22 for [P1,2,2,4][PF6] as a function of tempera-
ture. The experimentally measured size at 123 K is marked with a star.
which can be found in some second-order phase transitions
such as glass transitions.
Although it is difficult to accurately predict phase tran-
sition temperatures through the equilibrated volume calcula-
tion, the simulation results still show good consistency with
the experimental results. For example, the slope of the vol-
ume curve shows strong temperature dependence and can be
roughly grouped into four regions (200–293 K, 303–373 K,
383–413 K, 423–600 K), which basically agree with re-
gions for each phase measured using DSC. There is no ob-
vious change in slope in the temperature region from 303 K
to 373 K as a result of the phase transition near 348 K.
This is still consistent with the DSC analysis, which shows
the entropy change for this phase transition is relatively low
(4 J K−1 mol−1).22 The volume expansion rate gradually in-
creases across the solid-solid phase transition, and the max-
imum rate of expansion is observed between 383 K and
413 K, which is phase I, as determined experimentally. In
other words, the free volume in the material increases dra-
matically in phase I. There is no abrupt volume rise near
the melting point. This is consistent with the broad melting
peak observed in the DSC measurement. A similar signifi-
cant volume expansion during plastic transition and a small
volume expansion during melting have also been reported
for another organic ionic plastic crystal, tetraethylammonium
dicyanamide.50
B. Microstructure analysis
To provide further evidence of phase transitions in the
simulation, the microstructures of the material were examined
at temperatures corresponding to different phases. Snapshots
of the simulated supercell structures along the z-axis (c di-
rection in the experiment) are presented in Fig. 3. The one at
123 K shows a perfect crystal structure. The cations are ar-
ranged regularly in layer-like structures and the anions are
bound to the nearest cations through intermolecular hydro-
gen bonds. A slight reorientation of cation side chains can
be found in the supercell structure at 293 K. Evidence for
 This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
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FIG. 3. Structures of the supercell in each phase, taken from the simulations.
rotation of the fluorine atoms around the heavier phospho-
rus atom in PF−6 is also observed. There is a gradual loss of
short-range order as the temperature is increased from 343
to 383 K, because of greater thermal motions on side chains
in the cation. However, the long-range order is maintained
within the structure. When the temperature is increased to
413 K, the structure becomes more disordered. A highly dis-
ordered liquid structure is presented at 500 K.
The radial distribution function (RDF) is a useful tool for
quantitative analyses of microstructures. It measures the over-
all structure within the model material by calculating the par-
ticle density as a function of distance around a given particle.
In Figs. 4(a)–4(d), the number of particle pairs are counted
between atoms: P(1) and P(2) (anion–cation); P(1) and P(1)
(anion–anion); P(2) and P(2) (cation–cation); and F(1) and
F(2) (anion–anion), respectively. For an easier comparison of
RDFs at different temperatures, each RDF in Fig. 4 has been
sequentially shifted by 0.5 units along the y-axis.
At 123 K, sharp peaks are observed in the RDFs, indicat-
ing a highly ordered crystal structure. When the temperature
is above 293 K, thermal vibration in the molecules increases
and the RDF peaks broaden. Some neighboring peaks in the
RDFs gradually merge as the temperature is increased. For
example, in the RDFs for the P(1)–P(2) pair [Fig. 4(a)], the
peaks shown at distances of >10 Å are completely overlap-
ping above 293 K. Similar changes are also found from 4 Å
to 10 Å in the RDFs of the P(1)–P(1) and P(2)–P(2) pairs in
Figs. 4(b) and 4(c). The merging of neighboring peaks in-
dicates the loss of short-range order in the crystal structure.
Liquid-like RDFs were observed at 413 K, suggesting that
the material is in a highly disordered phase.
In Fig. 4(d), the RDFs for the fluorine pair in the anion
present a very different feature. Both short- and long-range
spatial correlations have been destroyed at 200 K. This could
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FIG. 4. RDFs for pairs (a) P(1)–P(2) (anion–cation), (b) P(1)–P(1) (anion–anion), (c) P(2)–P(2) (cation–cation), and (d) F(1)–F(2) (anion–anion).
 This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
128.184.184.37 On: Fri, 29 Nov 2013 04:43:41
244503-5 Chen et al. J. Chem. Phys. 138, 244503 (2013)
be reasonably explained with rotational motions of PF−6 at low
temperatures. Further proof of this phenomenon will be given
through analysis of the rotational motions of the anions in
a later section. This result confirms the conjecture proposed
from experiments: “the structure is not fully rigid and some
motion, possibly from anions, is present at 193 K.”22
C. Evolution of molecular structure and movement
Previously,22 possible transport mechanisms were pro-
posed for this material and were correlated to the phase transi-
tions. In this section, a detailed conformational analysis of the
trajectory files is conducted to visualize the structures adopted
by one pair of ions at various simulation temperatures, cor-
responding to different phases. This provides further insight
into the transport mechanism.
In the analysis of the 400-ps trajectory information, four
levels of temperature-dependent dynamic characteristics are
identified for the cation molecules. The structure of the cation
is basically rigid below 273 K except for some minor thermal
motions near 273 K. The side-chain movement becomes ac-
tive between 293 K and 363 K. The first noticeable movement
occurring in cations is the waggling of ethyl groups, which be-
comes apparent from 293 K. The waggling of isobutyl group
(defined as the “Tail” of the cation here) is found at a higher
333 K. The overall rotational motions of both the methyl and
ethyl groups (defined as the “Head” of cation here) start from
373 K, which is also accompanied with the “tail” structure
waggling. The tumbling movement of entire cation becomes
prominent at 413 K.
In order to illustrate the dynamic characteristics of ion
pair in detail, five representative trajectories at temperatures
of 273, 313, 353, 393, and 413 K are selected. At each tem-
perature, the configurations at four different points in time
are presented in Fig. 5. The initial time point was chosen
randomly. The shortest time interval shown is 0.5 ps, which
reflects instantaneous molecular motion. One of the config-
urations is shown after a time interval of more than 100 ps
to demonstrate any longer-term structural change. The inter-
molecular C−H · · · F bonds between cation and anion (based
on a cutoff of 3.0 Å) are illustrated by dotted lines. The the-
oretical transport model is compared with the one proposed
previously in experiment,22 and two models were illustrated
in a diagram in Fig. 6.
The molecular motions at 273 K in the simulation sup-
port the proposed experimental model in phase IV. The cation
mainly undergoes side chain shaking and the minor torsion
angle waggling, without any significant changes in conforma-
tion. The anion already exhibits slow tumbling motions. For
example, in Fig. 5(a), conformational analysis of saved con-
figurations only shows the reorientations of around 15◦ for
the ethyl group and around 90◦ rotations for P−F bonds in
the anion after 193 ps.
The experimental assumption of extensive side-chain
motions in phase III is confirmed in the simulation. For in-
stance, at a starting temperature of 313 K in phase III, ∼30◦ of
waggling of the torsion angle P(2)−C(2)−C(3)−H is seen in
Fig. 5(b). The waggling of isobutyl group (tail part) is shown
since 333 K, indicating the higher energy barrier for rotat-
ing the isobutyl group than the ethyl group. At phase III → II
transition temperature of 353 K, the motions in the simulation
represent the most active movement in phase III; it is found
that the cation undergoes dramatic conformational changes in
100 ps. The flipping of one ethyl group P(2)−C(4)−C(5)−H
is presented in Fig. 5(c), indicating the increase in tem-
perature stimulates the side-chain waggling to a larger de-
gree. The isobutyl group waggling also becomes frequently
at 353 K.
Although there are active dihedral movements through-
out phase III, in a 400 ps simulation time there was no ev-
idence of the anisotropic rotation of an entire cation around
an individual axis, as suggested from the analysis of the sec-
ond moment calculations and wide line multinuclear NMR
measurements for this material;22 we should note that NMR
narrowing can occur on the microsecond time scale, which is
beyond our simulation capabilities. However, spin-lattice (T1)
NMR measurements of related materials have shown that the
rotational correlation times in organic ionic plastic crystals
are typically between the order of 10−8 and 10−13 s, depen-
dent on the temperature and the rigidity of the phase under
investigation.51 This is actually consistent with our simula-
tion time scale. Therefore, the simulation only confirms the
intensive side chain movement, including all ethyl, methyl,
and isobutyl groups, at phase III temperatures.
However, the trajectory analyses between 373 and 393 K
show an new appearing crankshaft motion, involving the in-
dependent rotations of the “head” structure (including three
side chains) and the “tail” structure (isobutyl) around the P
atom [as seen in Fig. 5(d)], which is likely to have a similar
averaging effect on the dipole-dipole interactions (which con-
trol the NMR line shape) in contrast to the uniform rotation
of cation around one axis, and thus could equally account for
the measured line width. Although this type of motion is only
shown in the simulation at the higher phase II temperatures,
considering the approximation of the simulation model, it is
reasonable to conclude that the predicted uniform rotation of
cations in phase III in the experimental model might actually
be the crankshaft motion.
The experimental transport model also predicted the tum-
bling of cation and the diffusion of anion in phase II and the
diffusion of all ions in phase I.22 Although the ion pair con-
figurations from simulation cannot demonstrate the diffusive
motion, the relative movements between the cation and the
anion have been identified at 393 K and 413 K in Figs. 5(d)
and 5(e). In around 100 ps, the anion moves from one side
of cation structure to the other side. Furthermore, the tum-
bling of cation is also identified in a trajectory movie at
413 K, which could explain the highly disordered microstruc-
ture found in phase I.
The study on the intermolecular C–H · · · F bond inter-
actions also shows evidence of translational motions at high
temperatures. For example, although H-bond interactions un-
dergo constant breaking and reforming between different H
and F sites on the cation and anion due to the rotational mo-
tions of the ions, they are widespread below 353 K, because
the ions are relatively stable on their lattice positions. The sit-
uation changes above 393 K, where there are the growing
 This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
128.184.184.37 On: Fri, 29 Nov 2013 04:43:41
244503-6 Chen et al. J. Chem. Phys. 138, 244503 (2013)
FIG. 5. Structural evolution of one cation-anion pair at increasing temperatures. The intermolecular hydrogen bonding interactions are shown by dotted lines
(with a cutoff of 3.0 Å).
translational motions, and the thermal (kinetic) energy be-
comes more than sufficient to overcome the potential energy
of H-bond interaction at some moments. For example, the H-
bond interaction becomes negligible at the first recorded time
(0 ps) at 393 K and the last recorded time (102 ps) at 413 K, as
the measured C–H · · · F bonds are longer than 3.0 Å. Those
changes also indicate the expansion of the free volume in the
material.
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Side-chain (ethyl) 
waggling; 
Tumbling of the anion. 
Side-chain (ethyl and 
isobutyl) waggling; 
Tumbling of the anion. 
Overall rotation of both 
 
Tumbling of the anion. 
Tumbling and diffusive 
motion of both cation 
and anion. 
FIG. 6. Transport models predicted based on experimental study22 (top) and a 200 ps MD trajectory analysis (bottom). An explanation of the dominant
molecular motions in each phase is summarized for the theoretical model.
D. Rotational dynamics
Since the rotational motions of ions play an important
role in plastic phase transitions, a statistical rotational dynam-
ics analysis was conducted by calculating the time-dependent
rotational correlation function (RCF), which is defined
here by
C (t) = cos [φ (t)] . (3)
As discussed above, in the simulation the cation expe-
riences several internal reorientational motions rather than
an overall simple rotation of the entire structure. Therefore,
RCFs were generated for different vectors in the cation, with
two along the C(4)−C(5) and C(2)−C(3) bonds of the ethyl
groups in Fig. 7(a); two along the C(7)−C(8) and C(7)−C(9)
bonds in the isobutyl group in Fig. 7(b); and one along
P(2)−C(7), which approximately equals the b axis direction
as discussed in Ref. 22 and in Fig. 7(c). The anion has a
relatively rigid structure and rotates in its entirety, thus two
vectors along P(1)−F(1) and P(1)−F(2) bonds are selected in
Fig. 7(d).
Vectors along the C(2)−C(3) and C(4)−C(5) bonds de-
scribe the rotational motions of the two ethyl groups in the
“head” of the cation. At low temperatures (273 and 313 K),
the RCF decays quickly, within a few picoseconds, before
reaching a plateau; this is a result of small structural reorienta-
tions because of relaxation motions of the side chains, which
move by up to ∼30o (cosφ ∼ 0.75). Rotational motions keep
increasing as the temperature is increased. At 413 K, cosφ
decays almost to zero after 100 ps, and the decay becomes
much faster at 600 K. A discrepancy between the two vectors
is also noticeable at low temperatures. Vector C(2)−C(3) ro-
tates less than vector C(4)−C(5), which could be because the
C(2)−C(3) chain is involved in more intermolecular hydro-
gen bonding interactions. The discrepancy disappears above
393 K, which is consistent with the overall rotation of the en-
tire “head” part of the cation at higher temperatures.
In Fig. 7(b), the RCFs of vectors C(7)−C(8) and
C(7)−C(9) display similar temperature-dependent charac-
teristics as those discussed above. However, the consistent
changes between the two vectors imply that the isobutyl
group rotates as a whole. Comparison between Figs. 7(a) and
7(b) also reveals a difference between the rotational dynam-
ics of the vectors in the ethyl groups and in the isobutyl
group – this excludes the possibility of rotational motion
of the entire cation in several hundreds of picoseconds or
nanoseconds.
In Fig. 7(c), vector P(2)−C(7) is almost completely fixed
at temperatures below 353 K. This means that the cation re-
mains stationary along this vector on its lattice positions, lead-
ing to the retention of a long-range ordered structure in the
low temperature phases. Small deviations are found at 393
K, due to the tumbling of the cation. The tumbling motion is
growing further at 413 K, contributing directly to the forma-
tion of a long-range disordered structure in material.
The rotational motion of the anion is investigated in Fig.
7(d). The RCFs of the two vectors overlap at all temperatures,
indicating that rotation in the two directions is equal. This is
typical for a spherical molecule, which is expected to rotate
isotropically. Free rotational motion of the anion is already
present at 273 K, with the relaxation time rapidly decreasing
as the temperature is increased.
E. Diffusion
In addition to rotational movement, diffusive motion is
another major transport property we are interested in, particu-
larly when trying to understand the conductivity of these plas-
tic crystal materials. Quantitative characterization of single
particle diffusive dynamics is provided by the mean square
displacement (MSD), which measures the spatial extent of
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FIG. 7. Rotation of vectors: (a) C(2)–C(3) and C(4)–C(5); (b) C(7)–C(8) and C(7)–C(9); and (c) P(2)–C(7) in cation; and (d) P(1)–F(1) and P(1)–F(2) in anion,
for selected temperatures.
random motion of a particle at time t compared to the initial
time. The function is described as below:
〈	|r(t)|2〉 = 1
N
〈
N∑
i=1
|ri (t) − ri (0)|2
〉
. (4)
MSD analysis provides comprehensive information on
dynamic behavior of particles. At short times, the motion of a
particle is ballistic, so the MSD will be 〈|	r(t)|2〉∝t2. When
the motion of a particle becomes diffusive, after a longer time,
the time-dependence of the MSD changes to 〈|	r(t)|2〉∝t. In
a condensed solid or liquid, where there is slow diffusion,
the particles also experience an intermediate stage arising
from the long cage escape time.52–54 Such sub-diffusive be-
havior is usually found in colloidal glasses and gels,54 or in
ionic liquids,53 and can be described by 〈|	r(t)|2〉∝tβ , where
0 < β < 1.
The time-dependent single-atom MSD was calculated for
selected atoms: P(1), P(2), F(1), C(3), C(5), and C(8) in both
the cation and anion trajectories at temperatures of 273, 313,
353, 393, and 413 K. Here, we consider the transport behav-
ior of the single atom instead of the center of mass of the
molecule. This not only helps us to understand the dynam-
ics of the entire molecule, but may also reveal intramolecular
motion within the molecule in the low temperature phases,
where the cation and anion are known to be stable at their
crystal lattice positions. In fact, the diverse MSDs in Fig. 8
provide a wealth of information about the different motions
of the atoms.
First, in an organic ionic molecule, each atom is bound
to a particular set of neighboring atoms, and can be regarded
as being trapped in a “cage”. Thus, after the initial shortest
ballistic motions of around 0.4 ps, the MSDs quickly saturate
to a first plateau in a range of 0.2 Å < 〈r2〉 < 1 Å, due to
the “cage effect”. These plateaus are especially clear at lower
temperatures (273, 313, and 353 K).
However, different atoms trap in the first “cage” for dif-
ferent times. For example, in Figs. 8(a) and 8(c), the heavi-
est P(1) and P(2) atoms never escape from the “cage” for the
entire simulation at temperatures below 353 K, whereas, the
F(1) atom easily escapes from the “cage” after a short relax-
ation time in Fig. 8(b), because of the small rotational en-
ergy barrier for PF−6 . Thus, the tumbling of PF
−
6 almost hap-
pens immediately. After tens of picoseconds, MSDs saturate
to a second plateau at
〈
r2
〉 ∼ 5 Å, as the PF−6 is trapped in
another cage formed by surrounded molecules. Similarly, in
Fig. 8(d), three carbon atoms on different side chains on the
cation also show a certain degree of motion after a short re-
laxation time. It is worth noting that the differences of MSDs
among three carbons below 353 K give additional evidence
of inconsistent rotational motion of side chains, as suggested
from above analysis.
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FIG. 8. Calculated MSDs of (a) P(1), (b) F(1), (c) P(2), and (d) C(3), C(5), and C(8) atoms at different temperatures.
When the temperature is above 393 K, the relaxation
time for the first plateau is greatly reduced, and all atoms
move more easily. The discrepancies in motions between car-
bon atoms disappear at these temperatures, indicating the in-
creased overall movement of the cation. At this temperature
there is no evidence of diffusive motions of ions within the
100 ps simulation time.
Considering the slow diffusive motions of the ions, we
calculated the MSDs of P(1) and F(1) in the anion for a longer
time, up to 1 ns. The results are shown in Fig. 9, for both
a highly disordered solid phase (413 K) and a liquid phase
(600 K). Within the simulated time limit, the anion is always
within the topological cage, with a final average distance of〈
r2
〉 ∼ 10 Å at 413 K. At 413 K, the two MSDs approach each
other, but do not overlap; in contrast, overlap is eventually
seen at 600 K. It is very difficult to observe diffusion in a sim-
ulation of a perfect crystal. This was also reported in the sim-
ulation of N,N,N,N-tetramethylammonium dicyanamide plas-
tic crystal.26 This difficulty can also be inferred from studying
the MSDs at a high temperature of 600 K. The plastic crystal
at this temperature becomes a sticky liquid, and still exhibits
slow dynamics. The MSD curves for P(1) and F(1) overlap af-
ter 50–60 ps, indicating that the increased overall motion can
offset the differences in their respective movements. How-
ever, the anion still shows sub-diffusive behavior for several
hundreds of picoseconds. Fitting the sub-diffusive dynamics
yields values of β = 0.78 after 100 ps and β = 0.93 after
500 ps. A timeframe of more than nanoseconds will be needed
to simulate a completely diffusive behavior of ions, even in a
high-temperature liquid phase. Introducing vacancies into the
model to enable the study of diffusion and conductivity of
plastic crystals will be conducted in subsequent work as sug-
gested from Ref. 26.
10-1 100 101 102 103
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101
102
103
β=0.78
<
r2
(t)>
(Å
2 )
Time(ps)
P1 600 K
F1 600 K
P1 413 K
F1 413 K
β=0.93
FIG. 9. Calculated MSDs of anion atoms P(1) and F(1) at temperatures of
413 K and 600 K for up to 1 ns simulation time.
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IV. CONCLUSIONS
A thorough MD simulation study was conducted on the
structure and dynamics of a new organic ionic plastic crys-
tal [P1,2,2,4][PF6] and how these changes across the different
thermal phases. The experimentally measured crystal struc-
ture was predicted with good agreement. Supercell volume
as a function of temperature shows a nonlinear increase –
the changes in the slope indicated possible phase transitions,
which were further identified by structural and rotational dy-
namics analyses. Structural analysis revealed the typical char-
acteristics that are normally found in plastic phases, i.e., a
long-range ordered plastic crystal structure with short-range
disorder. The largest volume expansion in the pre-melting
phase confirmed the prediction based on DSC analysis.
Conformational analysis on trajectory files over
100–200 ps simulation times revealed the structural evolution
of one cation-anion pair at temperatures corresponding to
different phases. A new transport mechanism was proposed
for the cation in the high temperature plastic phase, where
we found a crankshaft motion around the methyl and ethyl
group (head) and the isobutyl group (tail), rather than the
simple rotation around the phosphorus−isobutyl group axis
as previously suggested from second moment NMR analysis.
Rotational Correlation Function and Mean Square Dis-
placement were calculated to describe the time-dependent sta-
tistical behavior of the rotational and diffusive motions in
the plastic crystal. Intramolecular dynamics dominated in the
low-temperature phases (273–313 K), as evidenced from the
diverse structure reorientations of the cation side chains. Ro-
tational dynamics were enhanced in the medium- and high-
temperature phases (333–413 K), varied from rotation of
the local structure to rotation of the entire cation. In addi-
tion, molecular translational motions were only apparent in
the high-temperature phases. The translational motions re-
sulted in the loss of the long-distance order in the structure
and the breaking of hydrogen bonds between cation and an-
ion. Slow sub-diffusive motions were predicted in the pre-
melting phases. However, full diffusive motions were difficult
to observe for the plastic crystal within the time scale of the
simulations.
This work has provided molecular level snapshots of the
interrelations between structure, phase transitions, and trans-
port mechanisms of [P1,2,2,4][PF6] as a function of tempera-
ture. This information further assists in the understanding of
the experimental observations previously reported for this ma-
terial. In general, the new transport mechanism proposed in
this work is supported by the experimental results. An inves-
tigation of conductivity in the plastic phase still needs further
modifications to the model, such as introducing vacancies.
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