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In this paper we continue the study of the radial equivalence between the porous medium
equation and the evolution p-Laplacian equation, begun in a previous work. We treat
the cases m < 0 and p < 1. We perform an exhaustive study of self-similar solutions for
both equations, based on a phase-plane analysis and the correspondences we discover.
We also obtain special correspondence relations and self-maps for the limit case m = −1,
p = 0, which is particularly important in applications in image processing. We also ﬁnd
self-similar solutions for the very fast p-Laplacian equation that have ﬁnite mass and,
in particular, some of them that conserve mass, while this phenomenon is not true for
the very fast diffusion equation.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we extend to the very fast diffusion case the correspondences relating the radial solutions of the two basic
models of nonlinear diffusion, the porous medium equation (referred in the text as PME) and the p-Laplacian evolution
equation (referred in the text as PLE). In this way, we continue the study started in our previous work [12] where similar
relations were established for the classical cases (i.e. slow-diffusion and fast-diffusion) of the two equations, m > 0 for the
PME and p > 1 for the PLE. In the present paper we deal with the complementary cases m < 0, respectively p < 1. We will
also consider the limit case m = −1, p = 0, which has particular importance in practical applications and is also interesting
from the mathematical point of view.
Why very fast diffusion? We start by presenting some models from applied sciences, more precisely from physics, chemistry
and treatment of images, which justify the mathematical study of the equations that we generally refer as very fast diffusion
equations.
The standard very fast diffusion equation, (VFDE). Under this name, we understand the very fast diffusion version of the
PME, that is
ut = div
(
um−1∇u), m < 0, (1.1)
posed in Rn (in all this paper we will be interested only in equations posed on the whole space). This equation was proposed
by G. Rosen as a model for the nonlinear heat conduction in solid hydrogen atoms, see [21], where the equation for m = −1
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avalanches in sandpiles, see [8]. The VFDE in general is also used by Meerson (see [17]) to describe the cooling of a ﬁreball
produced by a strong explosion of a local gas. Some special cases in relation with it are studied also by Kamin and Dascal
in [13].
From the mathematical point of view, the VFDE started to be studied in detail due to its unusual properties with respect
to other types of parabolic equations, ﬁrst by Bertsch, Luckhaus, Dal Passo and Ughi in several papers, see for example
[9,4,5]. For general qualitative results about (1.1) we refer to Chapter 9 of the recent book [27] and to previous research
papers, as [11,22,26,24].
The very fast p-Laplacian equation (FPLE). Under this name we understand the singular equation
ut = 1
p − 1pu, p < 1, (1.2)
where we divide by p − 1 in order to have a monotone increasing function Φ(s) = (p − 1)−1|s|p−2s for p < 1, hence a
parabolic equation in radial variables, cf. convention in [23] or [3].
This equation was proposed by Barenblatt and Vázquez in [3] as a particular case in a model for image contour enhance-
ment, which is a phenomena of great interest in applications of denoising and recognition of images, see also [2]. From this
model the FPLE with p < 0 arises, in dimension n = 1, and some other more general variants of it. Some parallel models
appear in [1].
There are very few mathematical papers dealing with this equation. Nevertheless, some strange and unexpected phe-
nomena were revealed by Rodriguez and Vázquez in [23], where it is studied the FPLE only in dimension n = 1. In the
paper we study, through the correspondence relations we establish, the radial and, in particular, self-similar solutions of
FPLE in all dimensions, and we give also various explicit examples of solutions.
Note. There exists many other models in image processing using the different (although similar in writing) equation
ut = pu, p < 1, (1.3)
i.e. without dividing by p−1. For example, Keeling and Stolberger (see [16]) use (1.3) with p = 0 to construct a ﬁlter in order
to denoise images and preserve details, ﬁlter called the balanced forward–backward ﬁlter. After that, (1.3) was used in many
experiments (see [28,18]). Eq. (1.3) is very different with respect to the FPLE, since it is not parabolic in radial variables
and does not diffuse in this direction, but it is parabolic in angular variables, while the FPLE has opposite properties.
Nevertheless, for self-similar solutions there is an immediate transformation from the FPLE to (1.3).
Some preliminaries. We make the convention, also introduced in [12], that the dimensions and variables concerning the
FPLE are named similarly as the correspondent ones for the VFDE, but with an overline. Since we deal only with radial
solutions and variables, we will also accept noninteger dimensions n and n¯. With these notations in mind, our starting
point is the correspondence relations for radial solutions of the PME and PLE obtained in [12] and that we brieﬂy recall
here:
Theorem 1.1. The radially symmetric solutions u and u¯ of the PME in dimension n, respectively PLE in dimension n¯, are related through
the transformations above, where the exponents of the two equations verify p =m + 1.
(i) For n > 2, we have
u¯r¯(r¯, t) = D1r 2m+1 u(r, t), D1 =
(
(2m)2
(m + 1)2
) 1
m−1
, n¯1 = (n − 2)(m + 1)
2m
, r¯ = r 2mm+1 . (1.4)
(ii) For 0 < n < 2, we have
u¯r¯(r¯, t) = D2r 2n−2m+1 u(r, t), D2 =
(
(mn − n+ 2)2
(m + 1)2
) 1
m−1
, n¯2 = (n − 2)(m + 1)
n −mn− 2 , r¯ = r
mn−n+2
m+1 . (1.5)
Remarks. (i) We perform our general analysis of the VFDE (in Section 4) using n as a real parameter. This setting will be
very useful when passing to the analysis of the FPLE through the theorems above, since integer values of n¯ might come
from noninteger values of n.
(ii) In [12], the values of D1 and D2 are different since there we start from the FPLE written in the usual form, with-
out dividing by p − 1. We will keep this change in all the present paper and this will induce small differences in some
expressions with respect to [12].
As important examples of radial solutions for the equations we deal with, there are the radial self-similar solutions, that
can take one of the following forms (called self-similarity of type 1, 2 or 3, respectively):
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u(x, t) = t−α f (|x|t−β),
u(x, t) = (T − t)α f (|x|(T − t)β),
u(x, t) = e−αt f (|x|e−βt).
(1.6)
For other preliminaries about self-similar and radial solutions of the standard PME and PLE, we refer again to our paper [12],
to the paper of King [15] and to the book [27].
Self-similarity for (1.3). At the level of self-similar solutions, there exists a direct transformation from (1.2) into (1.3). Indeed,
in order to pass from self-similar solutions of the FPLE to self-similar solutions of (1.3), it suﬃces to interchange type 1 with
type 2 and to change at the same time β into −β .
Outline of results and plan of the paper
1. Correspondence of radial solutions of VFDE and FPLE. Starting from Theorem 1.1, we show that these relations still
hold for m < 0 and p < 1, but only in some conditions, that we formulate in the next statement.
Theorem 1.2.
(a) For −1 < m < 0 and 0 < p < 1, the radially symmetric solutions of VFDE and FPLE are related through the transformations in
Theorem 1.1, part (ii).
(b) For m < −1 and p < 0, to any dimension n¯ associated to the FPLE, there correspond two dimensions n1 and n2 associated to the
VFDE, with 2 < n1 < ∞ and 2/(1 −m) < n2 < 2, respectively. The two transformations (1.4) and (1.5) of Theorem 1.1 hold. In
particular, we also derive a complete self-map of the VFDE.
(c) For m = −1 and p = 0, there exists a correspondence between the radially symmetric solutions of VFDE in dimension n = 1 and
radially symmetric solutions of the FPLE in any dimension n¯ > 0, given by
u¯r¯ = 1n¯ r
1− 1n¯ u, r¯ = r1/n¯. (1.7)
Consequently, we obtain a complete self-map for the FPLE with p = 0.
We prove this theorem in Sections 2 and 3.
2. Applications: Self-similar solutions for the two equations. We want to study the self-similar solutions of the FPLE.
In order to do this, we perform ﬁrst a complete and detailed study of the self-similar solutions of VFDE, extending in this
way in all dimensions n > 0 the results obtained for n = 1 by Ferreira and Vázquez in [10]. We prove that the self-similar
solutions of the VFDE can have only the following types of behaviour as η → ∞ or as η → 0:
f (η) ∼ Cη 2−nm , f (η) ∼ Cη− αβ , f (η) ∼ Cη− 21−m , f (0) = C with f ′(0) = 0.
Moreover, there exist blow-up or large solution proﬁles (i.e. such that f (η) → ∞ as η → η0 ∈ (0,∞), with η < η0, respec-
tively η > η0) and in critical cases as m =mc := (n − 2)/n or β = 0, we ﬁnd proﬁles presenting logarithmic corrections in
their behaviour, more precisely f (η) ∼ C(η√| logη|)−2/(1−m) . These results are made precise in Section 4 as Theorems 4.1,
4.2 and 4.3.
Then, we translate the results to the FPLE through Theorem 1.2. We obtain in this way a similar list of rates of behaviour
for p 	= 0:
f¯ (η¯) ∼ C η¯ pp−1 + K (C), f¯ (η¯) ∼ C η¯− α¯β¯ , f¯ (η¯) ∼ C η¯− p2−p , f¯ (η¯) ∼ C η¯ p−n¯p−1 + C2,
and in some critical cases again proﬁles with logarithmic corrections, precisely: f¯ (η¯) ∼ C(η¯p log η¯)1/(p−2) . Finally, we iden-
tify proﬁles that present the phenomenon of quenching (i.e. blow-up of the gradient of the solution), without blowing up
at some intermediate point, which are also qualitatively interesting. We also obtain many explicit solutions for both equa-
tions, see Section 4.4 for the VFDE and Section 5 for the FPLE. As already explained, this implies also a classiﬁcation of the
self-similar solutions of (1.3).
We treat separately the limit case m = −1, p = 0, which is different from the rest, using part (c) of Theorem 1.2. The
analysis of this case is formalized as Theorem 5.1 and done in Section 5.
3. Qualitative consequences. The study of self-similarity for both equations allows us to derive some qualitative results
about them.
(a) It is easy to see from the results of Section 4 that the self-similar solutions of the VFDE cannot have change of sign.
In fact, a more careful analysis shows that the changing sign solutions, which exist in the standard case m > 1, are replaced
by blow-up solutions.
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(b) As a consequence, from Theorem 1.2 we deduce that the self-similar proﬁles of the FPLE are necessarily monotonic.
There is also a special type of solutions of the FPLE which present quenching, but without blowing up. In fact, the FPLE
does not admit blow-up self-similar solutions.
(c) We perform in Section 6 a study of self-similar solutions of the FPLE with ﬁnite mass (i.e. ‖ f ‖1 < ∞) which proves that
such solutions exist in very general situations, contrary of what happens in the VFDE case. We gather the results as
Theorem 1.3.
(i) For p < 0, there exists self-similar solutions of type 1 with ﬁnite mass having β¯ ∈ (0,−1/(n¯(p − 2) + p)). For 0 < p < 1, there
exists also solutions of type 1 with ﬁnite mass for p ∈ (n¯/(1 + n¯),1). In particular, in this latter case, for any such p and n¯ there
exists a solution providing mass conservation, having β¯ = 1/(n¯(p − 2) + p) and the behaviour rates f¯ (η¯) ∼ C¯0η¯−p/(2−p) as
η¯ → 0 and f¯ (η¯) ∼ C η¯p/(p−1) as η¯ → ∞.
(ii) There are no ﬁnite mass self-similar solutions of type 2 for p < 0. For p > 0, there exist self-similar solutions of type 2 with ﬁnite
mass for p ∈ (n¯/(1+ n¯),1). In particular, for any such p and n¯, there exists a solution of type 2 with mass conservation before
extinction time, having β¯ = −1/(n¯(p − 2) + p), starting with f¯ (0) = C and behaving like f¯ (η¯) ∼ C η¯p/(p−1) as η¯ → ∞.
(iii) For p = 0, there are no type 2 self-similar solutions with ﬁnite mass, and there exist solutions of type 1 with ﬁnite mass for
β¯ ∈ (0,1/2n¯).
4. Amore speciﬁc application: Level connecting proﬁles of the FPLE. We study in Section 7 the proﬁles that we call level
connecting, i.e. those proﬁles which connect two constant levels, for example those having f¯ (0) = 0 and limη¯→∞ f¯ (η¯) = C
or the proﬁles having f¯ (0) = C and having quenching at some ﬁnite point. This type of proﬁles is relevant in applications
in image processing, as showed for example in [3] and explained in more detail at the beginning of the proper Section 7.
2. Radial correspondence relations and self-maps for p = 0
Our aim is to prove parts (a) and (b) of Theorem 1.2. We start from Theorem 1.1 and we study which of the transforma-
tions (1.4) and (1.5) applies, depending on m and p. We differentiate two cases with respect to the sign of n¯1 and n¯2. We
avoid for the moment the special case m = −1, p = 0, which requires a different treatment, that we develop in the next
section.
Case 1: −1 < m < 0 and 0 < p < 1. We observe that n¯1 < 0, while n¯2 > 0 if and only if n < 2 and m >mc := (n − 2)/n. In
this case, we remark that n¯2 ranges from 0 to ∞ while n ∈ (0,2/(1 − m)). The correspondence has a vertical asymptote
at n = 2/(1 −m) ∈ (1,2), then n¯ becomes negative and it remains always below 1, hence this other curve does not bring
any novelty. We draw the correspondence of the dimensions in Fig. 1, where the numerical experiment is realized with
m = −1/2 and the vertical asymptote appears at n = 4/3.
Case 2: m < −1 and p < 0. We observe that n¯1 > 0, while n¯2 > 0 if and only if m < mc , equivalently n ∈ (n0,2), where
n0 = 2/(1−m). Since m < −1, we remark that n0 ∈ (0,1). It is easy to see that n¯2 ranges between 0 and ∞ in a linear way,
for n ∈ (2/(1−m),2). In conclusion, we cover all the dimensions n¯ ∈ (0,∞) in the following two ways:
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(i) By n ∈ (2,∞), and there hold the correspondence relations given in part (i) of Theorem 1.1;
(ii) By n ∈ (2/(1 − m),2), and there hold the correspondence relations given in part (ii) of Theorem 1.1. We draw the
correspondence of the dimensions in this case in Fig. 2, where the numerical experiment is realized for m = −3/2 and
the vertical asymptote appears at n = 4/5.
Due to these correspondences, we obtain for m < −1 a complete self-map of the VFDE, in contrast to the standard case
m > 0, where the self-map holds true only in some particular ranges (see [12, Section 3]). In our case, any dimension
n¯ ∈ (0,∞) is obtained from some n1 ∈ (2,∞) and from n2 ∈ (2/(1 −m),2). By equating n¯1 and n¯2, we ﬁnd that the self-
map is given by
u1(r1, t) = D2
D1
r
n2−2
m
2 u2(r2, t), r1 = r
mn2−n2+2
2m
2 , n1 =
2(n2 − 2m − 2)
n2 −mn2 − 2 . (2.1)
The same self-map holds also for −1 m < 0, but with the difference that here the self-map does not pass through the
correspondence with the FPLE, but it appears through the part where this correspondence does not hold. The unique ﬁxed
point of this self-map is n1 = n2 = 2. This self-map was ﬁrst established by King in [14] for the more “standard” range
m > 0.
3. The special casem = −1 and p = 0
We prove part (c) of Theorem 1.2. Let us notice that in this limit case, the transformations in Theorem 1.1 do not make
sense in the same form. But we observe that the vertical asymptote of the two cases above approaches n = 1 as m → −1
(see Figs. 1 and 2). This suggests us to look for a correspondence relation with n = 1 and with n¯ any real number. We thus
consider the following:
u¯r¯(r¯, t) = n¯r1−1/n¯u(r, t) where r¯ = r1/n¯. (3.1)
We start with u¯ as a solution of FPLE and calculate
u¯r¯,t = − ∂
∂ r¯
(
r¯1−n¯ ∂
∂ r¯
(
r¯n¯−1|u¯r¯ |−2u¯r¯
))= −1
n¯
∂
∂ r¯
(
r(1−n¯)/n¯ ∂|u|
−2u
∂ r¯
)
= n¯r1−1/n¯ ∂
∂r
(|u|−2ur).
On the other hand, directly from (3.1), we deduce that
u¯r¯,t = n¯r1−1/n¯ut .
Finally, equalizing the two calculations and simplifying, we deduce that u is a solution of the VFDE with m = −1 in dimen-
sion n = 1. Of course, conversely, the correspondence is unique up to summing scalar constants, since the invariance with
respect to addition of constants is an obvious feature of the PLE.
As an immediate consequence, if we consider n¯1, n¯2 > 0, we can correspond radial solutions of the FPLE with p = 0 in
dimensions n¯1 and n¯2. Indeed, if we start with the same solutions u of the VFDE, we easily ﬁnd that
r¯1−n¯11 u¯1,r¯1 = r¯1−n¯22 u¯2,r¯2 , r¯n¯11 = r¯n¯22
or, equivalently, u¯2,r¯ = r¯(n¯2−n¯1)/n¯2 u¯1,r¯ .2 1 1
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other values of p we have no such self-maps of the PLE. This ends the proof of Theorem 1.2.
The Backlund transform. It is well known that, for dimension n = 1, there exists a transformation from the VFDE with
m = −1 into the heat equation. This is called the Backlund transform and appears for example in [21]. Start with a solution
u > 0 of the VFDE with m = −1, in dimension n = 1, and consider the function:
X(x, t) =
x∫
x0
u(x, t)dx+
t∫
t0
(
u−2ux
)∣∣
x=x0 dt
for (x0, t0) ﬁxed. It is easy to check that the transformation T : (x, t) → (X, t) is smooth and invertible and has the Jacobian
exactly u. Take x = w(X, t) the inverse, then w is a solution of the heat equation. In this way, we can relate the FPLE with
p = 0 in any dimension n¯ with the classical heat equation. For more details and applications of the Backlund transform,
see [25].
Remark. In [25], it is shown that X introduced above is itself a solution of the FPLE with p = 0, in dimension n¯ = 1. But
our transforms are more general, since we correspond the VFDE with m = −1 in dimension n = 1 with the FPLE with p = 0
in any dimension n¯.
4. Self-similar solutions for the very fast diffusion equation
We realize a complete and detailed study of self-similarity for the VFDE. Considering self-similar solutions of the three
types indicated in (1.6), their proﬁles satisfy the following ODE:
η1−n
(
ηn−1| f |m−1 f ′)′ + α f + βη f ′ = 0. (4.1)
We associate the following variables:
Φ = (2+ (1−m)η f ′/ f )/√|b|, Ψ = η2| f |1−m/|b|,
where b = 2n(m −mc)/(m − 1), provided that b 	= 0. Recall that mc = (n − 2)/n. In these new variables, we arrive to the
two-dimensional quadratic autonomous dynamical system:{
Ψ˙ = ΨΦ,
Φ˙ = c1Φ2 − c2ΨΦ − c3Φ + εΨ + sgn(b),
(4.2)
where over-dot indicates differentiation with respect to
√|b| logη. The value of ε indicates the type of self-similarity through
the relation between the coeﬃcients: we have (m−1)α+2β = ε, where the solution is of type 1, 2 or 3 if ε = 1, ε = −1 and
ε = 0, respectively. The detailed deduction is given in [12]. We recall only the values of the coeﬃcients ci with i = 1,2,3:
c1 =m/(m − 1), c2 = β
√|b|, c3 =
√
2
2
mn + 2m − n+ 2
(m − 1)√|(mn− n + 2)/(m − 1)| . (4.3)
From the expression of c3, we remark that we will have a bifurcation in the behaviour of the phase-plane system at m = −1.
Note. From the results in Section 2, it is enough to realize the study of the phase-plane in dimensions n < 2, since it may
be then transported to any dimension through the complete self-map obtained there. Also, the analysis in n < 2 is suﬃcient
to obtain the whole information on the FPLE. Due to these remarks, we will concentrate on the study of the case n < 2 for
all values of m < 0. We will postpone the analysis on the special case m =mc , i.e. b = 0, where we use a different system.
4.1. Analysis of the critical points
Analysis of the critical points in the plane. For Ψ = 0 we have two critical points: P1 = (0, sgn(b)
√|b|/2c1) and P2 =
(0,2/
√|b|), lying on the y-axis. For Φ = 0, since we are interested only in points with Ψ > 0 (in the upper half-plane)
we ﬁnd a critical point P3 = (1,0) if and only if sgn(b)ε = −1. Let us recall here that in our case c1 =m/(m − 1) ∈ (0,1).
Analyzing these (possible) three points, we obtain that:
• P1: the linearized system around P1 has eigenvalues λ1 = sgn(b)
√|b|/2c1 and λ2 = (n − 2)/√|b|. Since c1 > 0, if
sgn(b) = 1, this point is a saddle, while in the contrary case, if sgn(b) = −1, this point is an attractor.
• P2: the linearized system around P2 has eigenvalues λ1 = 2/
√|b| and λ2 = −(n − 2)/√|b|. Since we are treating here
only the case n < 2, this is always a repeller.
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λ1,2 =
(−(c2 + c3) ±√(c2 + c3)2 + 4ε )/2.
The type of this point depends on ε and c2 + c3 in the following way: if ε = 1 it is a saddle point, but for ε = −1 (which
characterize the self-similarity of type 2, the most interesting in our case), this point could be: a stable node if c2 + c3  2,
an unstable node if c2 + c3 −2, a stable spiral if 0< c2 + c3 < 2, an unstable spiral if −2 < c2 + c3 < 0 or even a center if
c2 + c3 = 0. In the case that this point is a center in the linearized system, in the original system this could be a center or a
spiral. In order to classify this, we use a general result appeared in Section 2 of [7]. We translate P3 at the origin by setting
H = Ψ − 1 and, since c3 = −c2, the equation of the trajectories of the system (4.2) is
dΦ
dH
= − H + c2HΦ − c1Φ
2
Φ + HΦ .
Using results from [7], we ﬁnd that P3 is a center in the nonlinear system if and only if c2 = c3 = 0. In the other cases,
even if c2 + c3 = 0, but c2 	= 0, this point is a spiral for (4.2). In any case, when this point will lie in the half-plane Ψ > 0,
its analysis will be more involved.
Analysis of the critical points at inﬁnity. In order to perform this analysis, we use the standard procedure of transforming
our plane into the Poincaré sphere by introducing the homogeneous coordinates (see for example [19])
Ψ = U
W
, Φ = V
W
, U2 + V 2 + W 2 = 1,
and the system (4.2), written in differential form, becomes
WUV dV + (−c1V 2W + c2UVW + c3VW 2 − εUW 2 − sgn(b)W 3)dU
+ ((c1 − 1)V 2U − c2U2V − c3UVW + εU2W + sgn(b)W 2U)dW = 0. (4.4)
The critical points at inﬁnity correspond to points on the equator of the sphere satisfying the following conditions:
U  0, W = 0, U2 + V 2 = 1, UV ((c1 − 1)V − c2U)= 0,
hence we obtain four such points:
Q 1 = (1,0,0), Q 2 =
(
1− c1√
(c1 − 1)2 + c22
,− c2√
(c1 − 1)2 + c22
,0
)
, Q 3,4 = (0,±1,0).
In order to analyze separately these points, we consider the projection of (4.4) on the plane U = 1, obtaining the system:{
W˙ = −VW ,
V˙ = −(1− c1)V 2 − c2V − c3WV + εW + sgn(b)W 2,
(4.5)
where the ﬁrst two critical points transforms into Q 1 = (0,0), Q 2 = (0, c2/(c1 − 1)). We are now in position to proceed
with the separate analysis of the points.
• Q 1: the linearized system around Q 1 has eigenvalues λ1 = 0 and λ2 = −c2, hence this is a degenerate critical point.
Using the methods of Section 2.12 in the book [19], we remark that Q 1 is a saddle-node whose center manifold has the
form V = εW /c2 + o(W ) and the ﬂow on this manifold is given by W ′ = −εW 2/c2 + o(W 2). We conclude that in the
region W > 0, the point behaves like a node for ε = 1, which is stable if c2 > 0 and unstable if c2 < 0, and as a saddle
if ε = −1. Moreover, in the latter there exists a unique orbit in the half-plane W > 0, which enters Q 1 if c2 < 0 and
comes from Q 1 if c2 > 0. The analysis for ε = 0 will be performed at its place.
• Q 2: the linearized system around Q 2 has eigenvalues λ1 = −c2/(c1 −1) and λ2 = c2. Since in our case c1 ∈ (0,1), Q 2 is
a stable node if c2 < 0 and an unstable node if c2 > 0. If c2 = 0, then Q 2 = Q 1.
• Q 3 and Q 4: in order to analyze these points, we consider the projection of (4.4) on the planes V = ±1, respectively,
which transforms our points into the origin of the projected plane, and Eq. (4.4) becomes the following system:{±W˙ = c1W ∓ c2UW ∓ c3W 2 + εUW 2 + sgn(b)W 3,
±U˙ = −(1− c1)U ∓ c2U2 ∓ c3UW + εU2W + sgn(b)W 2U ,
(4.6)
in view of Theorems 1 and 2, Section 3.10 of [19]. This system, linearized around the origin, has eigenvalues λ1 = c1
and λ2 = c1 − 1, respectively λ1 = −c1 and λ2 = 1 − c1. Hence Q 3 and Q 4 are always saddle points. Since U ≡ 0 and
W ≡ 0 are trajectories of the system (4.6), there are no other trajectories passing through these points.
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Proposition 4.1. The system (4.2) has a limit cycle if and only if ε = −1, sgn(b) = 1 and
β∗1 := −
(n + 2)(m −ms)
2(mn − n + 2) < β < β
∗
2 := −
m
mn − n + 2 ,
and in this case the limit cycle is unique.
Proof. Denote P = ΨΦ and Q = c1Φ2 − c2ΨΦ − c3Φ + εΨ + sgn(b), which are quadratic polynomials in Ψ and Φ . We
divide the proof into several steps:
(a) It is clear that a limit cycle of (4.2) should contain the point P3 in the interior. Moreover, it follows from results in [7]
that the limit cycle only can contain a focus in its interior. On the other hand, Theorem 6.4, p. 275 in the book [29] implies
that (4.2) has at most one limit cycle. From these, we deduce that the limit cycle may exist only if ε = −1, sgn(b) = 1 and
|c2 + c3| < 2.
(b) The vectors of the direction ﬁeld of (4.2) over the line r : Φ = √b/2c1 have the same direction. Let V = (0,1) be the
normal vector of r. We calculate
(P , Q ) · V = −Ψ (−c2
√
b/2c1 + 1).
It follows that if c2 > −2c1/
√
b, all these vectors have contrary direction to V , if c2 < −2c1/
√
b all these vectors have the
same direction of V and if c2 = −2c1/
√
b then r is an explicit trajectory.
(c) We set H = Ψ − 1 in order to translate the point P3 at the origin. We obtain{
H˙ = Φ + HΦ = R1,
Φ˙ = −H + μΦ + c1Φ2 + (μ + c3)HΦ = S1,
(4.7)
where μ = −(c2 + c3). The Lyapunov number of (4.7) is σ = 3πc3/2 (see [19, p. 344]). Using the Hopf bifurcation theorem,
we obtain that there exists a unique unstable limit cycle bifurcating from the origin as μ increases from 0.
(d) The system (4.7) is a semicomplete family (mod R1 = 0) of rotate vector ﬁeld (SRF) with parameter μ, i.e. R1 does not
depend on μ and it satisﬁes the following on the set where R1 	= 0:
• The critical points are ﬁxed as μ ∈ R;
• R1(∂ S1/∂μ)/(R21 + S21) > 0 for μ ∈ R;• If θ = arctan(S1/R1), then tan θ → ±∞ as μ → ±∞.
Using results in [20] or in the appendix of [6], we obtain:
(i) Limit cycles of distinct ﬁelds of (4.7) do not intersect.
(ii) Stable and unstable limit cycles of (4.7) expand or contract monotonically as μ varies in a ﬁxed sense. The motion
covers an annular neighborhood of the initial position.
(iii) A semistable limit cycle of (4.7) splits into a stable limit cycle and an unstable limit cycle if μ is varied in a suitable
sense, while it disappears if μ is varied in the opposite sense.
(iv) Let L(μ) be a limit cycle of (4.7) and R the region covered by it as μ varies in R. Then the inner (outer) boundary of R
consists of either a single point, a separatrix cycle or a semistable limit cycle.
(e) Conclusions. From the previous discussion, we deduce that there exists a unique limit cycle, which generates when
c2+c3 = 0, then increases until being absorbed by the separatrix cycle formed by P1, Q 1, Q 4, the line connecting P1 and Q 1
(denoted by r), the line connecting P1 and Q 4 (Ψ = 0) and the arc connecting Q 1 and Q 4, contained in the projection of
the Poincaré sphere on the half-disk {U  0, W = 0, U2 + V 2  1}. This holds when c2 + c3 =
√
b/2; moreover, from steps
(b) and (d), there is no limit cycle for c2 + c3 < 0, neither for c2 + c3 >
√
b/2, and we are done. 
4.2. Analysis in terms of proﬁles
We transform in terms of proﬁles the local analysis performed before. As we have seen from the analysis of the critical
points, there are three parameters that varies their behaviour, which are ε ∈ {−1,0,1}, giving the type of self-similarity,
then sgn(b) and the coeﬃcient c2. We will analyze all these cases, assuming for the moment that c2 	= 0. The special case
c2 = 0 will be treated separately.
Case 1: ε = 1 and sgn(b) = 1. In this case, the point P3 does not appear.
• For the point P1, we obtain that Φ →
√
b(m−1)
2m , and performing direct calculations we ﬁnd that the orbits going
through P1 are characterized by f (η) ∼ Cη(2−n)/m as η → 0. Hence these are solutions developing a singularity as η → 0.
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• The analysis of P2 is more involved. The linearized system near P2 has eigenvalues λ1 = 2/
√
b and λ2 = −(n− 2)/
√
b,
with corresponding eigenvectors e1 = (n,−2c2 +
√
b) and e2 = (0,1). There is one orbit tangent to e1, this is given by
proﬁles with the property f (η)m−1 ∼ (2β − 1)η2/2n + C2 as η → 0, hence f (η) ∼ C2 and f ′(η) ∼ 0. All the other orbits
are tangent to e2, i.e. to the x-axis. These orbits contain proﬁles behaving like f (0) = C > 0. Looking for their second
approximation, we ﬁnd that they satisfy Φ = 2/√b + kΨ a , with either a = 1 (which gives us the orbit above), or a =
(2 − n)/2. The orbits tangent to the x-axis, with a = (2 − n)/2, can be written as f (η) = C1 + C2η2−n + o(η2−n) as η → 0.
We remark that the local analysis near P2 is similar in all cases with b 	= 0, hence we will omit it in the rest.
• For the point Q 1, we start with Φ ∼ 1/c2 and we ﬁnd that, for c2 > 0, the orbits that enter this point contain the
proﬁles with f (η) ∼ η−α/β as η → ∞. For c2 < 0 the analysis reverses and the orbits that comes from Q 1 contain the
proﬁles with f (η) ∼ η−α/β as η → 0.
• For the point Q 2, we have V /U = Φ/Ψ ∼ c2/(c1 − 1). By transforming this and integrating, we ﬁnd that the orbits
entering (for c2 < 0) or coming from this point (for c2 > 0) consists in proﬁles f behaving like f (η) ∼ (C − kη2)1/(m−1)
with k > 0 and arbitrary C > 0, i.e. having a blow-up point r0 ∈ (0,∞) in both cases. We also remark that the local analysis
of this point is independent on ε and b, hence it will be the same in all cases. Hence, there is only one point where the
trajectories enter, which is Q 1 if β > 0 and Q 2 if β < 0. It follows that the phase-plane is topologically equivalent in this
case with those indicated in Fig. 3.
Case 2: ε = 1 and sgn(b) = −1. In this case, the point P3 appears. We also remark that the analysis near P2, Q 1 and Q 2 is
identical as in the previous case.
• For the point P1, we obtain that Φ → −
√
b/2c1 as η → ∞. The orbits through P1 contain the proﬁles with f (η) ∼
Cη(2−n)/m as η → ∞.
• The point P3 is a saddle point. Starting from Ψ → 1, we ﬁnd that the orbits coming or entering this point contain the
proﬁles satisfying f (η) ∼ Cη−2/(1−m) as η → 0 for the orbits coming out of P3 or as η → ∞ for the orbits entering P3. On
the other hand, since P3 is itself a solution (see Section 4.4, part (b)), we ﬁnd that the constant C has a precise value:
C0 =
(
− (m − 1)ε
2(mn − n + 2)
) 1
m−1
.
The four separatrices of the saddle point P3 connect with each one of the points P1, P2, Q 1 and Q 2, hence the phase-plane
is topologically equivalent with the one indicated in Fig. 4.
Case 3: ε = −1 and sgn(b) = 1. The point P3 appears. The local analysis near the points P1, P2 and Q 2 is identical as in
Case 1.
• The point P3 has a variable type in function of the sum c2 + c3. If c2 > 0, then it is a stable spiral or a stable node.
The orbits passing through this point contain proﬁles that oscillate (if 0 < c2 + c3 < 2) or do not oscillate (if c2 + c3  2)
with the behaviour f (η) ∼ C0η−2/(1−m) as η → ∞. If c2 < 0, the behaviour is similar, but as η → ∞ or as η → 0, due to
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the different type of point we may have in this case. If instead of P3 appears a limit cycle, this cycle contains the orbits
oscillating in a strip bounded by two proﬁles with behaviour f1,2 ∼ C1,2η−2/(1−m) , both as η → ∞ and as η → 0.
• For the point Q 1, the analysis is similar as in the previous cases, with the only difference that for c2 > 0, the proﬁles
behave like f (η) ∼ η−α/β as η → 0 and for c2 < 0 they have the same asymptotic behaviour, as η → ∞.
There are ﬁve possible models for the phase-plane. For β > 0, there is only one point where the trajectories enter, which
is P3, which can be a node or a spiral, and the model behaviour is indicated in Fig. 5(a) in the case of a node (the other is
similar). For β < 0, following the analysis in Proposition 4.1 and taking into account that the behaviour of the trajectories
is determined by the connection between P1 and Q 1, respectively by the union of these points with P3 or with the limit
cycle (when it exists), we have four models for the phase-plane, for β  β∗1 , β∗1 < β < β∗2 , β = β∗2 and β∗2 < β < 0, indicated
respectively in Fig. 5(b)–(e).
Case 4: ε = −1 and sgn(b) = −1. The point P3 does not appear. The local analysis near the points P1, P2 and Q 2 is identical
as in Case 2. The local analysis near the point Q 1 is similar as in Case 3. The trajectories can enter only in P1, hence the
phase-plane is topologically equivalent with the one in Fig. 6.
Case 5: ε = 0 and sgn(b) = 0. The local analysis near the points P1, P2 and Q 2 (which does not depend on ε) is identical as
in Case 1 if sgn(b) = 1 or as in Case 2, if sgn(b) = −1, and the point P3 does not appear. The unique point inﬂuenced by ε
is Q 1. The center manifold of Q 1 has the form V = o(W ), hence Φ → 0 as η → ∞. It follows that 2 + (1 −m)ηϕ′/ f ∼ 0,
hence f (η) ∼ Cη−2/(1−m) as η → ∞. Let us remark that, for ε = 0, this behaviour is similar with that near Q 1 in the other
cases, since −α/β = −2/(1−m) in this case.
The special case b = 0. In this case, as we have shown in detail in [12], the system changes into{
Ψ˙ = ΨΦ,
Φ˙ = c1Φ2 − c2ΨΦ − Φ + εΨ,
(4.8)
with c1 and c2 as before. This system has only two critical points in the plane: R1 = (0,0) and R2 = (0, (m − 1)/m). The
critical points at inﬁnity are the same and with the same analysis as for (4.2).
• The linearized system near R1 has eigenvalues λ1 = 0, λ2 = −1, hence this point is degenerate. With the methods in
Section 2.12 of the book [19], we ﬁnd that this point is a saddle-node, whose center manifold has the form Φ = εΨ + o(Ψ ).
Hence, in the region Ψ > 0, it behaves like a saddle if ε = 1 and like a stable node if ε = −1. We write Φ = εΨ + o(Ψ ) in
terms of proﬁles and integrate to obtain the behaviour of f :
f (η) ∼
⎧⎨
⎩
η2/(m−1)(− logηn−2 )
1/(m−1), as η → ∞, if ε = −1,
η2/(m−1)( logη )1/(m−1), as η → 0, if ε = 1.n−2
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Fig. 5. Phase portrait for Case 3. Experiment for m = −5, n = 0.7 and various values of β: (a) β = 1; (b) β = −1.75; (c) β = β∗2 ; (d) β = β∗2 − 0.35;
(e) β = −3.
Fig. 6. Phase portrait for Case 4. Experiment for m = −0.7, n = 0.7, β = 1.
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(m − 1)/m as η → 0, we ﬁnd that f ∼ C as η → 0, hence R2 acts like the point P2 in the phase-plane of (4.2).
The special case c2 = 0. This value of c2 may affect the point P3 in the plane and the points Q 1 and Q 2 are identiﬁed, let
us denote by R = (0,0) the new point. The linearization of the system (4.5) near R has only zero eigenvalues. In order to
perform a local study, we set
S = −(1− c1)V 2 − εc3VW + W + sgn(b)W 2, W = εW ,
and transform the system into the “normal” form{
V˙ = S,
S˙ = (c1 − 1)V 3
(
1+ h(V ))+ (2c1 − 3)V S(1+ g(V ))+ S2R(V , S),
which satisﬁes the conditions of Theorem 2, Section 2.11 of the book [19], with m = n = 1, bn = 2c1 − 3 < 0, ak = c1 − 1 < 0,
λ = ((m + 1)/(m − 1))2  0. It follows that R is a critical point with an elliptic domain, i.e. it has an elliptic sector, two
parabolic sectors, a hyperbolic sector and two separatrices, cf. [19, p. 148], where one can also see a picture of the phase
portrait.
We pass to the local analysis in terms of proﬁles near R and we remark that a good approximation of the system (4.5)
is realized by the following system:{
W˙ = −VW ,
V˙ = −(1− c1)V 2 + εW ,
which can be integrated explicitly to ﬁnd
V = ±
√−(m + 1)[K (m + 1)W 2/(1−m) + 2ε(m − 1)W ]
m + 1 , K ∈ R. (4.9)
We divide the analysis of (4.9) in three cases, assuming for the moment that ε 	= 0:
(a) m > −1. If ε = 1, we are in the elliptic sector and we ﬁnd V ∼ √2(1−m)/(1+m)W 1/2. By integration we ﬁnd
f (η) ∼ (C − √2(1−m)/(1+m)η)2/(m−1) , C > 0, which has a blow-up at some η0 < ∞. If ε = −1, it is easy to check that
the equality (4.9) is impossible.
(b) m < −1. If K = 0 in (4.9), there is only a solution for ε = −1, the same as in case (a). If K 	= 0, there are solutions
both for ε = 1 and ε = −1, with the local behaviour f (η) ∼ (C − (1−m)η2m/(m−1))1/m . There are also solutions entering R ,
in both cases (a) and (b), which behave like a constant C as η → 0.
(c) m = −1. Then the relation (4.9) is no longer valid; instead, we have V = ±√(K − 2ε log(W ))W . By integration, we
obtain the proﬁles f satisfying f ′(η) ∼ C f (η)(3−m)/2(2 log(η) + (1−m) log( f (η)))1/2, hence blowing up at some η0 < ∞.
In conclusion, at least for ε 	= 0, this point contains only blow-up proﬁles. This result is natural if we think that R is the
union of the “old” points Q 1 and Q 2, that Q 2 was the blow-up point in the standard case and that the behaviour of the
proﬁles entering Q 1, which is η−α/β , also blows up when β = 0.
The special case n = 2. The unique difference is that in this case the point P1 and P2 coincide, set P = (0,√(m − 1)/m)
this point, which is now a saddle-node. By standard analysis, we ﬁnd that all the orbits entering or coming from P have
the behaviour f (η) ∼ C as η → 0 or η → ∞, which is the common behaviour near the old points P1 and P2.
Dimension n > 2. To pass to dimensions n > 2, we use the self-maps introduced in Section 2, where always the subscript 1
and 2 will refer to proﬁles and variables in dimension n1 ∈ [2,∞), respectively n2 ∈ (2/(1 − m),2]. Moreover, using the
results in Theorem 1.3, part (ii), of [12], we ﬁnd the relations between the exponents:
β1 = mn2 − n2 + 2
2m
β2.
Using these facts and direct calculations, we establish the following correspondences between the possible rates at η → 0
or at η → ∞ of the proﬁles:
(a) If f2(η2) ∼ C0η−2/(1−m)2 , then f1(η1) ∼ C0η−2/(1−m)1 . In the same way, the proﬁles having a logarithmic correction
transform into proﬁles with the same logarithmic correction f1(η1) ∼ Cη2/(m−1)1 logη1/(m−1)1 .
(b) If f2(η2) ∼ Cη−α2/β22 , then f1(η1) ∼ Cη−α1/β11 .
(c) If f2(η2) ∼ Cη(2−n2)/m2 , then f1(η1) ∼ C ; on the other hand, if f2(η2) ∼ C , then f1(η1) ∼ Cη(2−n1)/m1 . Hence the self-
map interchanges these two different rates. Recall that a similar effect of the self-map holds also in the case m > 0, cf. [12,
Section 6].
(d) Since in the range where the self-maps hold, n2 ∈ [2/(1−m),2), we always have m <mc , it is easy to check that the
blow-up proﬁles are mapped into blow-up proﬁles and the large solutions (in the sense that f2 is deﬁned in (η0,∞) and
explodes as η → η0, η > η0 > 0) are mapped into large solutions.
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We gather under the form of three theorems (for self-similarity of type 1, 2 and 3) the results obtained in the previous
subsection, specifying the situations in which each local rate appears. Recall that the cases m >mc and m =mc are possible
in our range only for dimensions n < 2.
Forward self-similarity (ε = 1). We have the following:
Theorem 4.1.
(a) If m <mc, all the proﬁles with β > 0 satisfy f (η) ∼ Cη−α/β as η → ∞. For η ∼ 0, for any C > 0, there exists a unique proﬁle f
such that f (0) = C, f ′(0) = 0. Moreover, there exists a unique one-parameter family of proﬁles such that f (η) ∼ Cη(2−n)/m, and
all the other proﬁles are large solutions deﬁned on (η0,∞) for some η0 > 0. These two families of proﬁles coincide if n = 2. All the
proﬁles with β < 0 blow up as η → η0 with η < η0 < ∞.
(b) If m >mc and n < 2, there exists proﬁles providing all possible combinations of different rates as η → ∞ and η → 0, except the
explicit solution f (η) = C0η−2/(1−m) , Cm−10 = (1−m)/(2(mn − n + 2)).
(c) If m =mc and n < 2, all the proﬁles behave as in part (a), with the exception of the behaviour f (η) ∼ Cη(2−n)/m, which in this
case converts into f (η) ∼ (η√logη/(n − 2))2/(m−1) as η → 0.
Backward self-similarity (ε = −1). In this case the analysis is larger and more involved, due to the appearance of the limit
cycle in the phase-plane. Let us consider ﬁrst the two critical exponents and the explicit constant (for m <mc):
β∗1 = −
(n + 2)(m −ms)
2(mn − n + 2) , β
∗
2 =
−m
mn − n+ 2 if n < 2, β
∗
2 = −
1
2
if n 2, C0 =
(
m − 1
2(mn− n + 2)
) 1
m−1
.
Theorem 4.2.
(a) If m <mc, the results are different with respect to β:
• If β  β∗1 , there exists a unique one-parameter family with f (η) ∼ Cη−α/β as η → ∞ and f (η) ∼ C0η−2/(1−m) as η → 0. All
the other proﬁles blow up as η → η0 , η < η0 < ∞.
• If β ∈ (β∗1 , β∗2 ), all proﬁles behaving as in the previous case still exist. Moreover, three new families of proﬁles appear: a one-
parameter family of proﬁles with f (η) ∼ Cη−α/β as η → ∞, another family with f (η) ∼ C0η−2/(1−m) as η → ∞ and another
family of proﬁles oscillating as η → ∞ in a strip between f1(η) = C1η−2/(1−m) and f2(η) = C2η−2/(1−m) , with 0 < C1 <
C0 < C2 . All these new families oscillate in a similar strip as η → 0.
• If β = β∗2 , there is an explicit one-parameter family f (η) = Cη(2−n)/m, and a family with f (η) ∼ C0η−2/(1−m) and oscillating
as η → 0. All the other proﬁles blow up.
• If β ∈ (β∗2 ,0) and n < 2, there exists a unique one-parametric family of proﬁles with f (η) ∼ η−α/β as η → ∞ and f (0) =
C > 0, f ′(0) = 0, and another unique one-parametric family with f (η) ∼ C0η−2/(1−m) as η → ∞ and f (η) ∼ Cη(2−n)/m as
η → 0. For n 2, these two families interchanges the behaviour at η = 0. Moreover, there are proﬁles with f (η) ∼ C0η−2/(1−m)
as η → ∞ and f (0) = C > 0, f ′(0) = 0, if n < 2, or f (η) ∼ Cη(2−n)/m if n 2. All the other proﬁles blow up.
• If β  0, all the proﬁles satisfy f (η) ∼ C0η−2/(1−m) as η → ∞ and there are proﬁles with all the possible rates as η → 0.
(b) If m >mc and n < 2, the rate η−2/(1−m) disappears. All the proﬁles with β > 0 may have all the other possible rates, except from
η(2−n)/m, as η → 0 and satisfy f (η) ∼ Cη(2−n)/m as η → ∞. For β < 0, the proﬁles may provide all the other possible rates as
η → ∞ and will all satisfy f (0) = C, f ′(0) = 0.
(c) If m = mc and n < 2, all the behaviours are as in Theorem 4.1, part (c), and it appears a family with f (η) ∼
(η
√
logη/(2− n))−2/(1−m) as η → ∞.
As an idea of proof, we start from the local analysis in terms of proﬁles performed in Section 4 and we translate into
proﬁles all the possible connections in the phase-plane (see Figs. 3 and 4). In particular, the critical values β∗1 and β∗2 are
the exponents which delimitate the situation where a limit cycle appears (cf. Proposition 4.1).
Exponential self-similarity (ε = 0). In this case, the rates η−α/β and η−2/(1−m) coincide and again logarithmic correction
may appear.
Theorem 4.3.
(a) If m <mc, the analysis is similar as in Theorem 4.1, part (a). If m >mc, the analysis is similar to that of Theorem 4.2, part (b).
(b) If m = mc, there exists an explicit two-parameter family of proﬁles f (η) = (C + (1 − m)βη2/2)1/(m−1) . All the other proﬁles
which does not blow up satisfy f (0) = C, f ′(0) = 0 and f (η) ∼ (η√logη)2/(m−1) as η → ∞. We analyze in more detail this
case in Section 4.4, part (e).
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(a) We ﬁrst look for lines in the phase-plane, i.e. solutions which satisfy Φ = a1Ψ + a2 for some a1, a2. Looking for lines
going out of P2, we ﬁnd the Barenblatt proﬁle:
f (η) =
(
C − m − 1
2(mn − n + 2)η
2
)1/(m−1)
, β = 1/(mn − n+ 2). (4.10)
If m >mc , then k = (m − 1)/2(mn − n + 2) < 0. Thus, the Barenblatt proﬁles are solutions of type 1 for m >mc . If m <mc ,
the proﬁle (4.10), is a blow-up proﬁle (of type 1 again). We also ﬁnd the trivial proﬁle f ≡ C , with α = 0, β = ±1/2.
Looking for lines going out of P1, we ﬁnd the dipole proﬁle:
f (η) = η(2−n)/m
(
C − m − 1
2(mn − n + 2)η
(mn−n+2)/m
)1/(m−1)
, β = 1/2m, (4.11)
which exists for m > mc and it transforms into a blow-up proﬁle as passing through m = mc . We also ﬁnd the proﬁle
f (η) = Cη(2−n)/m , giving rise to the stationary solution u(x, t) = C |x|(2−n)/m .
(b) We look now for an explicit proﬁle of the form f (η) = Cη−2/(1−m) . We verify Eq. (4.1) and we ﬁnd that Cm−1 =
−(m − 1)ε/(2(mn − n + 2)). For m >mc , such a solution exists for ε = 1 and is of type 1. For m <mc , the solution exists if
ε = −1 and is of type 2. In the phase-plane, these proﬁles are represented by the point P3 itself.
(c) The Loewner–Nirenberg type solution. This is a special solution introduced by Loewner and Nirenberg for the usual
fast-diffusion case, 0 <m < 1, useful in applications in differential geometry, cf. [12] or [27]. It exists for m =ms := (n− 2)/
(n + 2), β = 0 and ε = −1. Its analogue for the VFDE can exist only for n < 2; we introduce in the system (4.2) c2 = c3 = 0
and we integrate to ﬁnd
f (η) =
(
C + η
2
4nC
)−(n+2)/2
, (4.12)
which is the same formula as for the usual fast-diffusion case. For ε = 1, we ﬁnd again a Loewner–Nirenberg type solution,
f (η) = ((η2 + K )/√nK )−(n+2)/2, with K > 0.
(d) We look for explicit solutions with b = 0, ε = 0, i.e. solutions of type 3 for m =mc . By integrating (4.2), we obtain
Φ = c2
c1 − 1Ψ +
1
c1
+ KΨ c1 , K ∈ R. (4.13)
If K = 0, we can integrate explicitly the equation above in terms of proﬁles and we ﬁnd that
f (η) =
(
C + (1−m)β
2
η2
)1/(m−1)
, (4.14)
where the exponent β changes with the explicit proﬁle and C > 0. We remark that these proﬁles can be seen as limits
as m → mc of the Barenblatt proﬁles (4.10). If we look for solutions with K 	= 0 in (4.13), we observe that for n < 2,
the behaviour of the resulting ODE can be well approximated as Ψ → ∞ by the ODE Φ = c2Ψ/(c1 − 1), hence f (η) ∼
(η
√
logη)2/(m−1) as η → ∞. We end in this way the proof of Theorem 4.3, part (c).
(e) Other solutions with β = 0. If we look for a power-like behaviour of the phase-plane variables in (4.5) near the
critical point R = (0,0), it is easy to check that we should necessarily have
V =
√
2(1−m)
|1+m|
(±W 1/2 + W ),
and, translating in terms of proﬁles, we obtain the explicit solution:
f (η) =
(
2|1+m|
1−m
)1/(1−m)
(η − η0)−2/(1−m), n = 1.
This proﬁle belongs to a solution of type 2 for m > −1 and to a solution of type 1 for m < −1 and also appears in [10].
If we want that ε = 0 and β = 0, we obtain a family of solutions of type 3 whose proﬁles are: f (η) = (C1η2−n + C2)1/m ,
C1,C2 ∈ R. Finally, for the case m = −1 and ε = 0 we obtain the trivial type 3 solution f (η) = 1/(C1 +C2η), with C1,C2 ∈ R.
(f) If n 2, everything that holds for m <mc in the previous analysis remain unchanged, except from the dipole proﬁle,
whose singularity at η = 0 disappears.
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We have seen (in Theorem 1.2) that in order to study the self-similarity of the FPLE, it is enough to start from the
self-similarity for the VFDE in dimensions 0 < n < 2, performed in detail in the previous section. Recall also that self-similar
solutions of the FPLE solve
1
p − 1η
1−n(ηn−1| f ′|p−2 f ′)′ + α f + βη f ′ = 0. (5.1)
5.1. The FPLE with p 	= 0
We mainly use the transformations indicated in Theorem 1.1. Nevertheless, it is also useful to consider a second corre-
spondence relation between self-similar solutions, deduced in [12]:
f¯ (η¯) = −mn − n + 2
m(m + 1) η
n−1 D1
α¯
(∣∣ f (η)∣∣m−1 f ′(η) +mβη f (η)), (5.2)
where α¯ 	= 0 (for the case α¯ = 0 see Section 7), which we use to identify precise constants.
(a) If f (η) ∼ Cη(2−n)/m , we ﬁnd that f¯ (η¯) ∼ C1η¯p/(p−1) + C2, as η¯ → 0 or η¯ → ∞, where C2 is a constant which is not
free, but depends on C1. In particular, this last constant may be also 0, and in this case it follows that f¯ ′ blows up at η¯ = 0.
(b) If f (η) ∼ Cη−α/β , then, recalling the relations between exponents β¯ = (mn − n + 2)β/(m + 1), α¯ = [(mn − n + 2)α −
nε]/2 (cf. [12, Theorem 1.3]), we ﬁnd f¯ (η¯) ∼ C1η¯−α¯/β¯ , as η¯ → 0 or η¯ → ∞.
(c) If f (η) ∼ C0η−2/(1−m) , we transform also C0 and obtain f¯ (η¯) ∼ C¯0η¯−p/(2−p) , with the precise constant C¯0 = ((p −
2)n¯ + p)/(2(p − 1))1/(p−2) , as η¯ → 0 or η¯ → ∞.
(d) If f (0) = C > 0 and f ′(0) = 0, then f¯ (η¯) ∼ C η¯(p−n¯)/(p−1) as η¯ → 0. On the other hand, the proﬁles of the VFDE with
f (η) = C1 + C2η2−n + o(η) as η → 0 transform into proﬁles of the VFDE with f¯ (η¯) ∼ K + C η¯(p−n¯)/(p−1) , as η¯ → 0. Here, by
contrary of case (a), the constants K and C are independent.
(e) The blow-up or large proﬁles f of the VFDE with vertical asymptote in an intermediate point η0 ∈ (0,∞) are mapped
into proﬁles of the FPLE which present the phenomenon of quenching, i.e. blow-up of the derivative (gradient) of the proﬁle.
These proﬁles of the FPLE do not blow up: if the blow-up rate of f is f (η) ∼ C(η − η0)1/(m−1) , then near η¯0 we have
f¯ (η¯) ∼ (η¯ − η¯0)(p−1)/(p−2) . We will remark the same phenomena on explicit examples below.
(f) The proﬁles of VFDE with logarithmic corrections in the behaviour transforms into proﬁles of the FPLE presenting
again logarithmic rate. If f (η) ∼ C(η√logη)2/(m−1) , we ﬁnd f¯ (η¯) ∼ C(η¯p log η¯)1/(p−2) + C2.
We also remark that p > pc := 2n¯/(n¯+1) can hold in our range only if n¯ < 1, hence the interesting case is always p < pc ,
obtained through mappings in Theorem 1.2, parts (a) and (b), both from m > −1, m > mc and from m < −1, m < mc . The
critical exponents in Theorem 4.2 are now
β¯∗1 = −
(p − 1)((p − 2)n¯ + 2p)
p((p − 2)n¯ + p) , β¯
∗
2 = −
p − 1
p
,
satisfying β¯∗1 < β¯∗2 < 0, the same order as in the VFDE case.
With these transformations, the general results in the case p ∈ (0,1) are obtained copying line-to-line parts (b) of the
statements of Theorems 4.1, 4.2 and 4.3 and changing the rates of behaviour according to the list above. The general results
for p < 0 are obtained copying line-to-line parts (a) of the same theorems. We leave this simple task to the reader.
Some explicit solutions.
(i) Starting from the dipole solution (4.11) of the VFDE, we integrate and obtain the form of the Barenblatt solution for
the FPLE,
f¯ (η¯) = − 4(p − 1)
p + n¯(p − 2)
(
C − kη¯p/(p−1))(p−1)/(p−2), k = (p − 2)(n¯(p − 2) + p)
4p(p − 1) . (5.3)
This is an explicit example of a proﬁle with no blow-up, but presenting the phenomenon of quenching at some point in
(0,∞).
(ii) In a similar manner, starting from the Barenblatt proﬁle of the VFDE (4.10), we ﬁnd a special proﬁle with quenching
(obtained also in [12, Section 5]), whose differential is
f¯ ′(η¯) = η¯(1−n¯)(p−1)
(
C − (p − 2)(p − 1)
p(n¯(p − 2) + p) η¯
(n¯(p−2)+p)/(p−1)
)1/(p−2)
. (5.4)
(iii) There is an explicit proﬁle of the form f¯ (η¯) = C¯0η¯−p/(2−p) , of type 2. Integrating the constant proﬁle with α = 0,
β = ±1/2 in the VFDE case, we obtain f¯ (η¯) = C η¯(p−n¯)/(p−1) , having self-similarity exponents α¯ = (n¯ − p)ε/(n¯(p − 2) + p)
and β¯ = ±(p − 1)/(n¯(p − 2) + p).
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f¯ (η¯;C) = 4n
2− n
(
4n3C
(2− n)2
) n−2
4 (
1+ C η¯ 2nn−2 )− n2 , (5.5)
in dimension n¯ = n, coming from the similar Loewner–Nirenberg proﬁle of the VFDE in the same dimension n. These proﬁles
appear for p = ps = 2n¯/(n¯ + 2), which in our range only can hold for 0 < n¯ < 2.
(v) There exists also a solution of type 3, for p = pc , which can be seen as limit of the Barenblatt solutions as p → pc .
Its derivative is
f¯ ′(η¯) = η¯−(n¯−1)/(p−1)
(
C + (2− p)(n¯(p − 2) + p)β¯
4(p − 1) η¯
((p−2)n¯+p)/(p−1)
)1/(p−2)
.
If we look for solutions of type 3 with β¯ = 0, by direct integration in (5.1), we ﬁnd the family f¯ (η¯) = C1η¯(p−n¯)/(p−1) + C2.
5.2. The special case p = 0
We use the transformations obtained in Section 3, which, in terms of proﬁles of self-similar solutions, become
f¯ ′(η¯) = 1
n¯
η1−1/n¯ f (η), η¯ = η1/n¯, β¯ = 1
n¯
β,
where the last relation is obtained using also (5.1). We also have to take into account that we start from proﬁles of the
VFDE with m = mc = −1 in dimension n = 1. With these transformations and starting from part (c) of Theorems 4.1, 4.2
and 4.3, we gather the results for the self-similarity of the FPLE with p = 0 in the following
Theorem 5.1.
(i) All the proﬁles with ε = 1 (i.e. of type 1)with β > 0 satisfy f¯ (η¯) ∼ C η¯1/2n¯ as η¯ → ∞. For any C > 0, there exists a unique proﬁle
such that f¯ (η¯) ∼ C η¯n¯ as η¯ → 0. Moreover, there exists a unique one-parameter family of proﬁles with f¯ (η¯) ∼ C√| log η¯| as
η¯ → 0. All the other proﬁles with β¯ > 0, together with all the proﬁles with β¯ < 0, present quenching in some point η¯0 ∈ (0,∞),
with precise quenching rate f¯ (η¯) ∼ C(η¯ − η¯0)1/2 .
(ii) The proﬁles with ε = −1 (i.e. of type 2) are classiﬁed similarly as in part (a), with the unique difference that the proﬁle with
f¯ (η¯) ∼ C√log η¯ appears as η¯ → ∞.
(iii) The proﬁles with ε = 0 (i.e. of type 3) have α¯ = 0. There is a special family of proﬁles of the FPLE with the explicit expression
f¯ (η¯) = 1
n¯2
√
β
log
(
η¯n¯
√
β +
√
C + βη¯2n¯ )+ K . (5.6)
All the other proﬁles without quenching satisfy f¯ (η¯) ∼ C η¯n¯ as η → 0 and f¯ (η¯) ∼ C√log η¯ + C2 as η¯ → ∞.
Remark. In particular, we deduce that, for n¯ > 1, the FPLE with p = 0 admits proﬁles with both f¯ (0) = 0, f¯ ′(0) = 0.
Some explicit proﬁles. We already have an explicit family of proﬁles, given by (5.6). We present other explicit proﬁles in
what follows:
(a) Starting from f (η) = C , we ﬁnd the family f¯ (η¯) = C η¯n¯ , having α¯ = −ε/2 and β¯ = ±1/2n¯.
(b) Looking for solutions of the form f¯ (η¯) = C√| log η¯|, we ﬁnd the proﬁle f¯ (η¯) = ±2√n¯ log η¯, with β¯ = −1/2n¯, α¯ =
−1/2 and of type 1, presenting quenching at η¯ = 1. On the other hand, there exists another explicit proﬁle with the same
expression deﬁned for 0 < η¯ < 1, having β¯ = 1/2n¯ and quenching at η¯ = 1. Every family of proﬁles with quenching at some
η¯0 ∈ (0,∞) appears as pairs of proﬁles as in this case.
(c) There exists an explicit family of proﬁles of type 3, given by f¯ (η¯) = C1η¯n¯ + C2, with ε = 0 and α¯ = β¯ = 0. This is
obtained by direct integration.
6. Study of integrability for FPLE and proof of Theorem 1.3
We check the integrability of every possible rate from the list above, both at η¯ = 0 and inﬁnity.
(i) The proﬁles with f¯ (η¯) ∼ C η¯p/(p−1) + K can be integrable at inﬁnity for K = 0, and we need to have p/(p − 1) < −n¯,
i.e. p ∈ (n¯/(1+ n¯),1). The resulting solution is integrable near the origin in the complementary case p ∈ (0, n¯/(1+ n¯)) and
also for any p < 0.
(ii) The proﬁles with f¯ (η¯) ∼ C¯0η¯−p/(2−p) gives solutions which are never integrable near inﬁnity and always integrable
near η¯ = 0. This follows by the fact that p < pc , for any n¯ 1, in our range.
(iii) The proﬁles with f¯ (η¯) ∼ K + C η¯(p−n¯)/(p−1) as η¯ → 0 gives always solutions which are integrable near x = 0.
R.G. Iagar, A. Sánchez / J. Math. Anal. Appl. 351 (2009) 635–652 651(iv) For the proﬁles f¯ (η¯) ∼ C η¯−α¯/β¯ , the integrability condition at inﬁnity transforms into [ε − β¯(n¯(p − 2) + p)]/β¯ < 0.
Taking into account that always n¯(p − 2) + p < 0 (since p < pc), for β¯ > 0 we ﬁnd that necessarily ε = −1 and β¯ ∈
(0,−1/(n¯(p − 2) + p)). If β¯ < 0, we ﬁnd that ε = 1 and β¯ ∈ (1/(n¯(p − 2) + p),0).
We study the possible connections of points that give ﬁnite mass solutions. We recall (cf. [12]) that the phase-plane
is the same for both equations and topologically equivalent with these given in Figs. 3–6, only that m > −1, m > mc
transforms into p > 0 and m < −1, m < mc transforms into p < 0. For ε = 1 and p < 0, all the proﬁles with β¯ > 0 go to
inﬁnity like η¯−α¯/β¯ and behave near η¯ = 0 in all the other possible ways. We thus obtain ﬁnite mass solutions only for
β¯ ∈ (0,−1/(n¯(p − 2) + p)), in particular these solutions do not conserve mass. For β¯ < 0 all the proﬁles have quenching.
If ε = 1 and 0 < p < 1, there are ﬁnite mass solutions as above, but if p ∈ (n¯/(1 + n¯),1) there are other ﬁnite mass
solutions, with behaviour as in (i) above. Among them, there exists a solution which conserve mass, having the exponent
β¯ = 1/(n¯(p − 2) + p) and connecting in the phase-plane the points P3 and P1 for this value of β¯ . Consequently, it behave
like η¯p/(p−1) as C η¯ → ∞ and like C¯0η¯−p/(2−p) as η¯ → 0. We remark that this solution is different from the Barenblatt
proﬁle and not explicit, but it can be seen in some sense as a “reversed Barenblatt,” taking into account its evolution in
time.
If ε = −1 and p < 0, the only proﬁles that can induce ﬁnite mass solutions are those with β¯ < 0 and f¯ (η¯) ∼ C η¯−α¯/β¯ as
η¯ → ∞. The integrability impose β¯ > 1/(n¯(p− 2)+ p) > β¯∗2 . From the detailed phase-plane analysis performed in Section 3,
in this range there exists only one orbit of proﬁles of this type, connecting P1 and Q 1 (see Fig. 5(b)). But a more careful
study shows that this connection is unique and has β¯ = −(p − 1)/(n¯(p − 2) + p) < 1/(n¯(p − 2) + p) for p < 0, hence this is
not with ﬁnite mass. Consequently, there are no ﬁnite mass solutions for this range of p.
If ε = −1, 0 < p < 1, by a similar discussion as above, there exist solutions with ﬁnite mass for any p ∈ (n¯/(1 + n¯),1),
whose proﬁles can be seen in the phase-plane as connecting P2 with P1 (see Fig. 6) and behaving near x = 0 as in part (iii)
above and near inﬁnity as in part (i) above. In particular, there exists an orbit of solutions of this type with β¯ = −1/(n¯(p −
2) + p), which conserve mass until extinction time, having f (0) = K > 0.
Finally, since the proﬁles with logarithmic corrections are never integrable, the case p = 0 can be seen as a continuation
of the study realized above.
7. An application: Level-connecting proﬁles of the FPLE
We end the paper with a section dedicated to a more speciﬁc application of the FPLE: we look for proﬁles that we refer
for short as level connecting. By this term we understand the proﬁles starting from a constant level (at η¯ = 0 or by quenching
at a ﬁnite point) and behaving like a constant in the end (as η¯ → ∞ or with quenching at a ﬁnite point). These proﬁles are
of interest in problems of image processing, as discussed in [3]. More precisely, these solutions appear in a natural manner
in techniques of contour enhancement: if we think on the function u(x, y) representing the gray level of the image at each
point, then 0 u  C and u satisﬁes a nonlinear degenerate parabolic equation of the FPLE type, depending on the chosen
model. As showed in [3,2], a realistic model of image enhancement involves the two contour-conditions: that u = 0 on the
left-hand side of the contour and u = C on the right-hand side of the contour. On the other hand, other models involve the
appearance of a singular free boundary problem, where the free boundary appears due to a blow-up in the gradient, that is
our quenching phenomenon.
We emphasize on the proﬁles with quenching and with α¯ = 0 (which are solutions of the singular free boundary prob-
lem, as described in Section 6 of [3]). Since we deal only with FPLE, we drop the notation with bar.
Proﬁles with α = 0. In the case α = 0, the previous considerations based on the phase-plane variables are no longer valid,
but Eq. (5.1) is integrable. Indeed, if we put g = ηn−1| f ′|p−2 f ′ , then g satisﬁes the equation
1
p − 1 g
′ + βη(np−2n+1)/(p−1)g1/(p−1) = 0,
which, after integration, gives the derivative of f :
f ′ = η 1−np−1
(
K + (2− p)(p − 1)ε
p(np − 2n + p) η
np−2n+p
p−1
) 1
p−2
,
where β = ε/p. Here, K ∈ R is an integration constant. We discuss the behaviour and type of this solution with respect to ε
and p. Note also that f + C is another good self-similar proﬁle in this case.
(a) If p < 0 and ε = 1, or p > 0 and ε = −1, then we have to restrict K to be positive. We obtain a family of proﬁles
with f (η) ∼ C +η(p−n)/(p−1) as η → 0 and f present quenching in a ﬁnite point depending on K . Let us remark that, given
two constant levels, there exists a proﬁle in this family connecting them. Indeed, if we ﬁx f (0) = C1 > 0 and the ﬁnal level
to be C2, then we can choose the two independent constants (K and the translation) in order to satisfy these conditions.
Note also that in the case ε = 1 and p < 0, we reobtain the proﬁle (5.4).
(b) If p > 0 and ε = 1, or p < 0 and ε = −1, then β < 0, hence we can take any constant K . The behaviour of the proﬁle
depends on the choice of K as follows:
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proﬁles are level-connecting only for p > 0 (and ε = 1).
• If K < 0, the proﬁles start from a quenching point, and behave like f (η) ∼ C + ηp/(p−2) as η → ∞. They connect
constant levels for p > 0 and ε = 1. Let us remark again that, ﬁxing any two levels C1 ∈ (0,∞) and limη→∞ f (η) = C2 as
limit (“contour”) conditions, there exists a proﬁle in the family satisfying them.
• If K = 0, we ﬁnd the explicit proﬁle
f (η) = Cηp/(p−2) + C0, C = p − 2
p
(
ε(2− p)(p − 1)
p(np − 2n + p)
) 1
p−2
.
Other level-connecting proﬁles. There are many other level-connecting proﬁles, with α 	= 0. These proﬁles correspond in
the phase-plane to unions of the following points: P1 − Q 2, P2 − Q 2, P1 − P2. It is easy to check in the phase-plane when
these connection may appear. The difference with respect to the proﬁles with α = 0 is that, in this case, the levels that are
connected evolve with time. As an interesting example, we have proved in Section 6 that there exists a proﬁle of this type
which conserve mass until extinction time, connecting P1 and P2.
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