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Abstract
We examine the sum of modified Bessel functions with argument depending non-linearly
on the summation index given by
Sν,p(a) =
∑
n≥1
( 1
2
an
p)−νKν(an
p) (a > 0, 0 ≤ ν < 1)
as the parameter a→ 0+, where p denotes an integer satisfying p ≥ 2. This extends previous
work for the cases p = 1 (linear) and p = 2 (quadratic). The expansion as a → 0+ consists
of an infinite number of asymptotic sums involving the Riemann zeta function, which when
optimally truncated lead to remainder terms that are exponentially small in the parameter
a. The number of these exponentially small terms associated with each optimally truncated
asymptotic sum is found to increase with p.
MSC: 33C10, 34E05, 41A30, 41A60
Keywords: asymptotic expansion, modified Bessel function, optimal truncation, exponen-
tially improved expansion, inverse factorial expansion, Euler-Jacobi series
1. Introduction
We consider the asymptotic expansion of the sum
Sν,p(a) =
∑
n≥1
(12an
p)−νKν(anp), a > 0 (1.1)
as the parameter a → 0+, where p ≥ 2 is an integer. The function Kν(z) is the modified Bessel
function of the second kind of order ν that we restrict to satisfy 0 ≤ ν < 1. The argument
of the Bessel function depends non-linearly on the summation index n, thereby extending the
sum considered in [8] with argument depending quadratically on n. The sum converges without
restriction on ν on account of the exponential decay of the modified Bessel function for large
argument.
When ν = 12 the K-Bessel function reduces to a simple exponential and the above sum is then
expressible in terms of the generalised Euler-Jacobi series
S 1
2 ,p
(a) =
√
π
2
(
2
a
)ν+ 12 ∑
n≥1
e−an
p
nw
, w = p(ν + 12 ). (1.2)
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Sums of this type have a long history dating back to Poisson in the classical case p = 2, w = 0; see
[10, p. 124]. They were studied by Ramanujan who showed that the expansion as a→ 0 consisted
of an asymptotic sum involving the Riemann zeta function; see [1, Chapter 1]. Detailed studies
of the Euler-Jacobi series in the case w = 0 have been carried out in [3] and [9, Section 8.1], and
more recently in [7], where it was established that as a→ 0 an increasing number of exponentially
small contributions arise as the parameter p increases.
In the limit a → 0 the resulting slow convergence of the terms in the sum Sν,p(a) renders
computation more difficult. It will be shown that the asymptotic expansion of Sν,p(a) in this
limit consists of a finite series in ascending powers of a with coefficients involving the Riemann
zeta function, together with an infinite number of asymptotic sums associated with increasingly
subdominant exponentially small terms.
2. An expansion for Sν,p(a)
We start with the Mellin-Barnes integral representation1 [5, (10.32.13)]
(12x)
−νKν(x) =
1
4πi
∫ c+∞i
c−∞i
Γ(s)Γ(s− ν)(12x)−2sds (| arg x| < 12π),
where c > max{0, ν} so that the integration path lies to the right of all the poles of the integrand.
Then it follows that
Sν,p(a) =
∑
n≥1
(12an
p)−νKν(anp) =
1
4πi
∫ c+∞i
c−∞i
Γ(s)Γ(s− ν)(12a)−2sζ(2ps) ds (2.1)
for | arg a| < 12π, where ζ(s) is the Riemann zeta function and c > max{ν, 1/(2p)}.
For simplicity in presentation we shall suppose that 0 ≤ ν < 1; the case ν ≥ 1, which involves
additional poles in ℜ(s) > 0, is straightforward and can be handled as in [8]. The integrand in
(2.1) has a pole at s = 1/(2p) resulting from ζ(2ps). The integrand also has poles at s = ν − n,
n = 0, 1, 2, . . . together with a pole at s = 0, the other poles of Γ(s) at s = −1,−2, . . . being
cancelled by the trivial zeros of ζ(2ps) at ps = −1,−2, . . . . When ν = 1/(2p) the pole at s = ν is
double and when ν = 0 the pole at s = 0 is double.
We consider the integral taken round the rectangular contour with vertices at c± iT , −d± iT ,
where 0 < d < 1− ν. The contribution from the upper and lower sides s = σ ± iT , −d ≤ σ ≤ c as
T →∞ can be estimated by use of the standard results
|Γ(σ ± it)| ∼
√
2πtσ−
1
2 e−
1
2pit (t→ +∞),
which follows from Stirling’s formula for the gamma function, and [2, p. 25]
|ζ(σ ± it)| = O(tµˆ(σ) logβ t) (t→ +∞)
where µˆ(σ) = 0 (σ > 1), 12 − 12σ (0 ≤ σ ≤ 1), 12 − σ (σ ≤ 0) and β = 0 (σ > 1), 1 (σ ≤ 1). Then it
follows that
Γ(σ ± it)Γ(σ − ν ± it)(12a)−2σ∓2it = O(t2σ−ν−1e−pit)
as t→ +∞. Hence the modulus of the integrand on these horizontal paths is O(T ξ log Te−∆T ) as
T → ∞, where ξ = σ + µˆ(2pσ) − ν − 1 and ∆ = π − 2| arg a|. Taking into account the different
forms of µˆ(2pσ), we see that the contribution from these paths vanishes as T → ∞ provided
| arg a| < 12π.
1There is an error in the sector of validity in [5, (10.32.13)] and also in [9, p. 114]. The quantity c will be used
as a generic parameter that can vary according to each integral.
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We first displace the integration path to the left over the poles in ℜ(s) ≥ 0. We make use of
the results that ζ(s) has residue equal to 1 at s = 1, ζ(0) = − 12 , ζ′(0) = − 12 log 2π and
Γ(α+ ǫ) = Γ(α){1 + ǫψ(α) +O(ǫ2)}, ζ(1 + ǫ) = ǫ−1{1 + ǫγ +O(ǫ2)} (ǫ→ 0),
where ψ(α) denotes the logarithmic derivative of the gamma function and γ = 0.577215 . . . is the
Euler-Mascheroni constant. Then we find after routine calculations the residue contribution in
ℜ(s) ≥ 0 when 0 ≤ ν < 1 given by
Hν,p(a) =


1
2
Γ(ν)(12a)
−2νζ(2pν) +
1
4p
Γ
(
1
2p
)
Γ
(
1
2p
− ν
)
(12a)
−1/p +
πcosecπν
4Γ(1 + ν)
(ν 6= 0, ν∗)
1
4p
Γ2
(
1
2p
)
(12a)
−1/p +
1
2
{γ + log 12a− p log 2π} (ν = 0)
1
4p
Γ
(
1
2p
)
(12a)
−1/p{ψ( 12p )− 2 log 12a+ (2p− 1)γ}+
πcosecπ/(2p)
4Γ(1 + 12p )
(ν = ν∗),
(2.2)
where ν∗ = 1/(2p). Then we have
Sν,p(a)−Hν,p(a) = 1
4πi
∫ −c+∞i
−c−∞i
Γ(s)Γ(s− ν)(12a)−2sζ(2ps) ds, (2.3)
where 0 < c < 1− ν.
We now employ the functional relation for ζ(s) in the form [5, (25.4.2)]
ζ(s) = 2sπs−1Γ(1 − s)ζ(1− s) sin 12πs
and make the change of variable s→ −s to obtain
Sν,p(a)−Hν,p(a) = − π
4πi
∫ c+∞i
c−∞i
Γ(1 + 2ps)ζ(1 + 2ps)
Γ(1+s)Γ(1+s+ν)
(
a
2(2π)p
)2s
sinπps
sinπs sinπ(s+ν)
ds
=
∑
k≥1
1
k
Jk(a),
where
Jk(a) = − π
4πi
∫ c+∞i
c−∞i
Γ(1+2ps)
Γ(1+s)Γ(1+s+ν)
(
a
2(2πk)p
)2s
sinπps
sinπs sinπ(s+ν)
ds (2.4)
with 0 < c < 1 − ν. Here we have used the series expansion for ζ(1 + 2ps) since ℜ(s) > 0 on the
integration path and reversal of the order of summation and integration is justified by absolute
convergence.
A similar estimate of the integrand on horizontal paths ℑ(s) = ±T as employed in the residue
evaluation in (2.2) shows that the integration path in (2.4) can be displaced to the right over the
simple poles at s = n − ν, 1 ≤ n ≤ Nk − 1, where Nk is (for the moment) an arbitrary positive
integer. Then
Jk(a) =
sinπpν
2 sinπν
Nk−1∑
n=1
(−1)pn (2p(n− ν))!
n!(n− ν)!
(
a
2(2πk)p
)2n−2ν
+Rk(a;Nk), (2.5)
where the remainder is given by
Rk(a;Nk) = − π
4πi
∫
LN
Γ(1+2ps)
Γ(1+s)Γ(1+s+ν)
(
a
2(2πk)p
)2s
sinπps
sinπs sinπ(s+ν)
ds (2.6)
and LN denotes the rectilinear path (−c+Nk− ν−∞i,−c+Nk−ν+∞i) with 0 < c < 1.
We therefore have the following result.
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Theorem 1. Let 0 ≤ ν < 1 and the sum Sν,p(a) be as defined in (1.1). Then, for integer p ≥ 2,
Sν,p(a) = Hν,p(a) +
∑
k≥1
1
k
{
sinπpν
2 sinπν
Nk−1∑
n=1
(−)pn (2p(n− ν))!
n!(n− ν)!
(
a
2(2πk)p
)2n−2ν
+Rk(a;Nk)
}
(2.7)
for | arg a| < 12π, where Hν,p(a) and the remainder term Rk(a;Nk) are defined in (2.2) and (2.6).
The contribution to Sν,p(a) from ℜ(s) < 0 in the integral in (2.3) has been decomposed into a
k-sequence of component asymptotic series with scale 2(2πk)p/a, each associated with its own
truncation index Nk and remainder term Rk(a;Nk). When p = 2 this reduces to the expression
obtained in (2.7) of [8].
The indices Nk (k = 1, 2, . . .) are, for the moment, unspecified but will be subsequently chosen
to be their optimal truncation values. In the remainder of this paper our attention will be devoted
to an analysis of the remainder term Rk(a;Nk), where we restrict the parameter a to be positive
and consider the limit a→ 0+.
3. Expansion of the remainder term Rk(a;Nk) for a→ 0+
Let us define the quantities
κ = 2(p− 1), h = (2p)2p, ϑ = −ν, Xk = κ
(
2
a
(
πk
p
)p)1/(p−1)
, (3.1)
where Xk > 0. The indices Nk will now be chosen to correspond to the optimal truncation values
(that is, truncation just before the numerically smallest term) of the k-component asymptotic
series in (2.5). On the assumption that Nk ≫ 1, these are determined by the requirement
(
2
a
(2πk)p
)2
≃ (2p(Nk + 1)− 2pν)!
(2pNk − 2pν)!
1
(Nk + 1)(Nk + 1− ν)
=
(2pNk)
2p
N2k
{
1 +
A
Nk
+O(N−2k )
}
,
where
A = 1
2p
2p∑
r=1
(r − 2pν) + ν − 2 = p− 32 − (κ+ 1)ν. (3.2)
Then we find (
2
a
(
πk
p
)p)1/(p−1)
= Nk + κ
−1A+O(N−1k ),
so that the optimal truncation indices are specified by
Xk = κNk +A+ αk, (3.3)
where |αk| is bounded. It is seen that as a→ 0+ the truncation indices Nk → +∞, (k = 1, 2, . . .).
The variable s in the quotient of gamma functions in (2.6) is uniformly large on the displaced
integration path LN since Nk → +∞, From Lemma 2.2 in [9, p. 39], we have the inverse factorial
expansion
Γ(1 + 2ps)
Γ(1+s)Γ(1+s+ν)
=
A0(hκ
κ)−s
(2π)2
{M−1∑
j=0
(−)jcj(ν, p)Γ(κs+ ϑ− j) + ρM (s)Γ(κs+ ϑ−M)
}
(3.4)
for positive integer M , where
A0 = 2πκ
1
2−ϑ(2p)
1
2 . (3.5)
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The remainder function ρM (s) is analytic in s except at the points s = −(1+r)/(2p), r = 0, 1, 2 . . .
and is such that ρM (s) = O(1) as |s| → ∞ in | arg s| < π. The coefficients cj(ν, p) can be obtained
by means of the algorithm presented in [9, §2.2.4]. We have the values for j ≤ 2
c0(ν, p) = 1, c1(ν, p) =
2p− 1
12p
{2p(1 + 3ν + 3ν2)− 1},
c2(ν, p) =
2p− 1
288p2
{−1 + p(−18− 12ν + 12ν2) + p2(36 + 72ν − 12ν2 − 72ν4 − 36ν4)
+p3(8 + 96ν + 264ν2 + 240ν3 + 72ν4)}. (3.6)
Then, employing the finite Fourier series
sinπps
sinπs
=
p−1∑
r=0
e−iκsφr , φr :=
1
2
π − 2πr
κ
(0 ≤ r ≤ p− 1), (3.7)
we obtain
Rk(a;Nk) = −A0
8π
p−1∑
r=0
{M−1∑
j=0
(−)jcj(ν, p) 1
2πi
∫
LN
Γ(κs+ϑ−j)
sinπ(s+ ν)
(Xke
iφr )−κs ds+Rr,M,Nk
}
, (3.8)
where
Rr,M,Nk =
1
2πi
∫
LN
ρM (s)
Γ(κs+ϑ−M)
sinπ(s+ ν)
(Xke
iφr )−κs ds.
The remainder Rr,M,Nk can be estimated by means of an extended version of Lemma 2.9 in [9,
p. 75]. This extension is carried out in Appendix B, where it is shown that
Rr,M,Nk = O(Xϑ−Mk e−Xk) (Xk → +∞, Nk ∼ Xk).
With the change of variable s→ s+Nk − ν in (3.8), we then find that
Rk(a;Nk) = −A0(−)
Nk
8π
p−1∑
r=0
{M−1∑
j=0
(−)jcj(ν, p) (Xke
iφr)ϑ
2πi
∫ −c+∞i
−c−∞i
Γ(κs+µk−j)
sinπs
(Xke
iφr )−κs−µkds
+O(Xϑ−Mk e
−Xk)
}
, µk := ϑ+ κNk − κν, (3.9)
where 0 < c < 1.
We now introduce the generalised terminant function Tω(κ; z) defined by
−2ezTω(κ; z) = 1
2πi
∫ −c+∞i
−c−∞i
Γ(κs+ ω)
sinπs
z−κs−ωds (| arg z| < pπ/κ), (3.10)
where 0 < c < 1 and ω 6= 0,−1,−2, . . . . Such a terminant function has been introduced previously
in [6, §2]. When κ = 1 (p = 32 ) we have Tω(1; z) = Tω(z), where Tω(z) is the standard terminant
function given as a multiple of the incomplete gamma function Γ(a, z) by2
Tω(z) :=
Γ(ω)
2π
Γ(1− ω, z) = −e
−z
4πi
∫ −c+∞i
−c−∞i
Γ(s+ ω)
sinπs
z−s−ωds (| arg z| < 32π) (3.11)
by (3.10). If we define the finite sum
Sj(M ;Xke
iφr ) :=
M−1∑
j=0
(−)jcj(ν, p)
(Xkeiφr)j−ϑ
eXke
iφr
Tµk−j(κ;Xke
iφr ), (3.12)
2In [5, (2.11.11)] this function is denoted by Fω(z) and is expressed as a multiple of the exponential integral
Eω(z) = zω−1Γ(1 − ω, z).
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then the remainder can be expressed in terms of generalised terminant functions in the form
Rk(a;Nk) = (−)NkA0
4π
p−1∑
r=0
Sj(M ;Xke
iφr) +O(Xϑ−Mk e
−Xk).
When p is an even or odd integer the values of φr belong to the sets {± 12π,±(12π−2π/κ), . . . ,±π/κ}
and {± 12π,±(12π − 2π/κ), . . . ,±2π/κ, 0}, respectively. Since we are considering a > 0 and real ν
the above expression for Rk(a;Nk) can be written in the following form:
Theorem 2. For integer p ≥ 2 we have
Rk(a;Nk) =


(−)NkA0
2π
ℜ
(p−2)/2∑
r=0
Sj(M ;Xke
iφr ) + O(Xϑ−Mk e
−Xk) (p even)
(−)NkA0
4π
{
Sj(M ;Xk) + 2ℜ
(p−3)/2∑
r=0
Sj(M ;Xke
iφr )
}
+O(Xϑ−Mk e
−Xk) (p odd),
(3.13)
where A0 and Sj(M ;Xke
iφr ) are defined in (3.5) and (3.12).
It now remains to exploit the asymptotics of the generalised terminant function appearing in
Sj(M ;Xe
iφr) as Xk → +∞ (a → 0+), where µk ∼ Xk by (3.3). The details of the leading
asymptotic behaviour of Tω(κ; z) are given in Appendix A.
4. The asymptotic form of the remainder Rk(a;Nk) as a→ 0+
We now consider some specific cases and determine the leading exponential order of the remainder
function Rk(a;Nk) as the parameter a→ 0+.
4.1 The case p = 2. The associated parameters are (see (3.1) and (3.9))
κ = 2, µk = ϑ+ 2Nk − 2ν, ϑ = −ν, A0
2π
= 2ν+3/2
and, from (3.12) and (3.13), we find
Rk(a;Nk) = 2
ν+3/2(−)Nk ℜ
M−1∑
j=0
(−)jcj(ν, 2)
(Xke
1
2pii)j−ϑ
eiXkTµk−j(2;Xke
1
2pii) +O(Xϑ−Mk e
−Xk).
From (A.3), we have
eiXkTµk−j(2;Xke
1
2pii) = 12{e
1
2pii(µk−j)e−XkTµk−j(Xke
pii) + e−
1
2pi(µk−j)eXkTµk−j(Xk)}
and hence3
Rk(a;Nk) = 2
ν+ 12Xϑk e
−Xk
{M−1∑
j=0
(−)jcj(ν, 2)
Xjk
(
cosπν e2XkTµk−j(Xk)
+(−)j ℜ[e−2piiνTµk−j(Xkepii)]
)
+O(X−Mk )
}
. (4.1)
The coefficients cj(ν, 2) are presented in [8] for 0 ≤ j ≤ 4.
3Use of the connection formula [9, (6.2.45)] epiiωTω(zepii)−e−piiωTω(ze−pii) = i shows that the form of expression
given in [8, (3.10)] agrees with (4.1).
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Application of (A.4) then shows that as Xk →∞ with µk ∼ Xk
Tµk−j(Xk) =
e−2Xk
2
√
2πXk
{1 +O(X−1k )}
and
Tµk−j(Xke
pii) = (−)je−piiµk
(
i
2
+
B0√
2πXk
{1 +O(X−1k )}
)
,
where B0 =
7
6+αk−j with αk specified in (3.3); see [4, (3.17)], [8, (4.6)] for details. Thus we obtain
Rk(a;Nk) = 2
ν− 12X−νk e
−Xk
M−1∑
j=0
(−)j cj(ν, 2)
Xjk
{
cosπν√
2πXk
{1 + 2B0 +O(X−1k )} − sinπν
}
(4.2)
as a→ 0+, where Xk = π2k2/a by (3.1). A more detailed treatment of the p = 2 case employing
the asymptotic expansions of Tµk−j(Xk) and Tµk−j(Xke
pii) is given in [8, Theorem 1].
4.2 The case p = 3. The associated parameters are
κ = 4, µk = ϑ+ 4Nk − 4ν, ϑ = −ν, A0
2π
= 22ν+1/2 · 31/2
and, from (3.12) and (3.13), we find
Rk(a;Nk) = 2
2ν+ 12 · 3 12 (−)Nk
M−1∑
j=0
(−)j cj(ν, 3)
Xj−ϑk
{
eXkTµk−j(4;Xk)
+2ℜ[eiXk+ 12pii(ϑ−j)Tµk−j(4;Xke
1
2pii)]
}
+O(Xϑ−Mk e
−Xk),
where the first few coefficients cj(ν, 4) can be obtained from (3.6).
From (A.6) as Xk →∞ with µk ∼ Xk
eXkTµk−j(κ;Xk) =
e−Xk
2
√
2πXk
{1 + O(X−1k )} (4.3)
for general κ ≥ 1 and, from (A.7) with ψ0 = 34π,
eiXkTµk−j(4;Xke
1
2pii) =
e−Xk−
1
2pii(µk−j)
4
√
2πXk
h1(
1
2π){1 +O(X−1k )}
+
i
4
e−Xke
pii/4− 14pii(µk−j)
{
1− 1
2
erfc [c(54π)(
1
2Xk)
1/2]
}
+O
(
e−Xk√
2πXk
)
,
where erfc denotes the complementary error function. The quantity c(54π) is situated in the first
quadrant4 so that the argument of the above complementary error function is less than 12π. From
the asymptotic behaviour of erfc z [5, (7.12.1)]
erfc z ∼ e
−z2
√
π z
(z →∞ in | arg z| < 34π),
we therefore find from (A.5)
1
2erfc [c(
5
4π)(
1
2Xk)
1/2] ∼ e
− 12Xkc2( 54pi)√
2πXk c(
5
4π)
= O
(
e−Xk+Xke
pii/4
√
2πXk
)
(Xk →∞).
4The locus of c(θ) as a function of θ shown in Fig. 6.3 of [9, p. 262] should be −c(θ).
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Then it follows that
eiXkTµk−j(4;Xke
1
2pii) =
1
4
(−)Nke−Xkepii/4 epii( 12+ 54ν+ 14 j) +O
(
e−Xk√
2πXk
)
.
Collecting together these results, employing (4.3) with κ = 4 and noting that for M ≥ 1 the
order term O(X−Mk e
−Xk) can be included in the order term O(e−Xk/
√
2πXk), we finally obtain
Rk(a;Nk) = 2
2ν− 12 3
1
2X−νk
{
e−Xk/
√
2
M−1∑
j=0
(−)j cj(ν, 3)
Xjk
sin
[
Xk√
2
− 3
4
πν +
1
4
πj
]
+O
(
e−Xk√
2πXk
)}
(4.4)
as a→ 0+, where Xk = 4(2/a)1/2(πk/3)3/2.
4.3 The case p = 4. The associated parameters are
κ = 6, µk = ϑ+ 6Nk − 6ν, ϑ = −ν, A0
2π
= 6ν+1/2 · 23/2
and, from (3.12) and (3.13), we find
Rk(a;Nk) = 6
ν+ 12 2
3
2 (−)Nkℜ
M−1∑
j=0
(−)j cj(ν, 4)
Xj−ϑk
{
e
1
2pii(ϑ−j)eiXkTµk−j(6;Xke
1
2pii)
+e
1
6pii(ϑ−j)eXke
pii/6
Tµk−j(6;Xke
1
6pii)
}
.
From (A.7) we obtain
eXke
pii/6
Tµk−j(6;Xke
pii/6) =
1
6
e
5
6pii(µk−j)e−Xk
{
1
2
+
1
2
erf [c(π)(12Xk)
1/2
}
+O
(
e−Xk√
2πXk
)
= O(e−Xk)
since c(π) = 0, and from (A.8)
eiXkTµk−j(6; iXk) =
i
6
e−Xke
pii/3− 16pii(µk−j)
{
1− 1
2
erfc [c(43π)(
1
2Xk)
1/2]
}
+e−Xk−
1
2pii(µk−j)
{
1
2
+
1
2
erf [c(π)(12Xk)
1/2]
}
+O
(
e−Xk√
2πXk
)
=
i
6
e−Xke
pii/3− 16pii(µk−j) +O(e−Xk),
since by the same argument employed in §5.2 we have e−Xkepii/3erfc [c(43π)(12Xk)1/2] = O(e−Xk/
√
2πXk).
Hence we obtain
Rk(a;Nk) =
2√
3
(
Xk
6
)−ν{
e−Xk/2
M−1∑
j=0
(−)j cj(ν, 6)
Xjk
sin
[√
3
2
Xk − 2
3
πν +
1
3
πj
]
+O(e−Xk )
}
(4.5)
as a→ 0+, where Xk = 6(2/a)1/3(πk/4)4/3.
4.4 The case p = 5. In our final example the associated parameters are
κ = 8, µk = ϑ+ 8Nk − 8ν, ϑ = −ν, A0
2π
= 23ν+2 · 51/2
A modified Bessel function sum 9
and from (3.12) and (3.13), we find
Rk(a;Nk) = 2
3ν+1√5(−)Nk
M−1∑
j=0
(−)j cj(ν, 5)
Xjk
{
eXkTµk−j(8;Xk)
+2ℜ
1∑
r=0
eXke
iφr+iφr(ϑ−j)
Tµk−j(8;Xke
iφr )
}
+O(Xϑ−Mk e
−Xk), (4.6)
where φ0 =
1
2π and φ1 =
1
4π.
From (4.3) with κ = 8, the first generalised terminant in the above expression isO(e−Xk/
√
2πXk).
From (A.7) and (A.8) with ψ0 =
7
8π, ψ1 =
5
8π we find
eXke
pii/4
Tµk−j(8;Xke
1
4pii) =
i
8
e−Xke
pii/8− 18pii(µk−j)
{
1− 1
2
erfc [c(98π)(
1
2Xk)
1/2]
}
+O
(
e−Xk√
2πXk
)
=
i
8
e−Xke
pii/8− 18pii(µk−j) +O
(
e−Xk√
2πXk
)
and
eiXkTµk−j(8;Xke
1
2pii) =
i
8
e−Xke
3pii/8− 18pii(µk−j)
{
1− 1
2
erfc [c(118 π)(
1
2Xk)
1/2]
}
+
i
8
e−Xke
pii/8− 38pii(µk−j)
{
1− 1
2
erfc [c(98π)(
1
2Xk)
1/2]
}
+O
(
e−Xk√
2πXk
)
=
i
8
{
e−Xke
3pii/8− 18pii(µk−j) + e−Xke
pii/8− 38pii(µk−j)
}
+O
(
e−Xk√
2πXk
)
.
Substitution of these leading asymptotic forms in (4.6) then yields after some routine algebra
Rk(a;Nk) =
√
5
2
(
Xk
8
)−ν M−1∑
j=0
(−)j cj(ν, 8)
Xjk
{
e−Xk cos 3pi/8 sin
[
Xk sin
3
8π−
5
8
πν+
3
8
πj
]
+2 cosπν e−Xk cospi/8 sin
[
Xk sin
1
8π −
15
8
πν +
1
8
πj
]}
+O
(
e−Xk√
2πXk
)
(4.7)
as a→ 0+, where Xk = 8(2/a)1/4(πk/5)5/4.
5. Concluding remarks
When p = 2 the optimally truncated remainder Rk(a;Nk) defined in (3.13) is exponentially small
of O(e−Xk ) as a→ 0+. This case is treated more fully in [8]. When p = 3, 4 a second subdominant
exponential contribution, in addition to the O(e−Xk ) contribution, appears given by O(e−Xk/
√
2)
and O(e−Xk/2), respectively. These additional contributions, although subdominant, are less re-
cessive than e−Xk . When p = 5, there are two additional contributions of O(e−Xk cos 3pi/8) and
O(e−Xk cospi/8), which together with the O(e−Xk) contribution form a sequence of increasingly
subdominant exponential contributions.
Examination of (3.13) reveals that this pattern continues with progressively more exponential
contributions of decreasing subdominance appearing as p increases. It can be shown that the
subdominant contributions in the remainder Rk(a;Nk) at optimal truncation are controlled by
exp
[
−Xk cos
(
π(p− 2ℓ)
κ
)]
(ℓ = 1, 2, . . . , ⌈ 12p⌉ − 1).
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Consequently, as p is allowed to increase the number of exponentially small contributions increases
by one each time p equals an odd integer. A similar observation was made in the discussion of the
Euler-Jacobi series
∑
n≥1 e
−anp [3], [9, §8.1.2]. In [9], the appearance of additional exponentially
small contributions was seen to be associated with the appearance of additional saddle points in the
asymptotic treatment of the series by the saddle-point method applied to a Laplace-type integral
representation.
Appendix A: The asymptotics of the generalised terminant function Tω(κ; z)
The generalised terminant function Tω(κ; z) is defined by the integral
−2zωezTω(κ; z) = 1
2πi
∫ −c+∞i
−c−∞i
Γ(κs+ ω)
sinπs
z−κsds (| arg z| < pπ/κ), (A.1)
where we recall that κ = 2(p − 1), ω 6= 0,−1,−2, . . . and 0 < c < 1. For integer p ≥ 2, we have
from (3.7)
sinπκs
sinπs
=
κ−1∑
r=0
e−iκsψr , ψr := π − (2r + 1)π
κ
(0 ≤ r ≤ κ− 1). (A.2)
Then, with c chosen to satisfy 0 < c < 1/κ, the right-hand side of (A.1) can be expressed as
κ−1∑
r=0
1
2πi
∫ −c+∞i
−c−∞i
Γ(κs+ ω)
sinπκs
(zeiψr)−κsds
=
1
κ
κ−1∑
r=0
1
2πi
∫ −c′+∞i
−c′−∞i
Γ(s+ ω)
sinπs
(zeiψr)−sds (0 < c′ < 1)
=
1
κ
κ−1∑
r=0
(zeiψr)ωeze
iψr
Tω(ze
iψr)
by (3.11). Hence we obtain [6, §2]
ezTω(κ; z) =
1
κ
κ−1∑
r=0
eiωψreze
iψr
Tω(ze
iψr), (A.3)
when κ = 2(p − 1) and integer p ≥ 2. We remark that the values of ψr belong to the set
{±(π − π/κ),±(π − 3π/κ), . . . ,±π/κ}.
The asymptotic expansion of the terminant function Tω(z) for large ω and complex z, when
ω ∼ |z|, has been discussed in detail by Olver in [4]; see also [5, Section 2.11] and the detailed
account in [9, pp. 259–265]. It is found that5
Tω(z) =


e−iωθ
1 + e−iθ
e−z−|z|√
2π|z|{1 +O(z
−1)} | arg z| ≤ π − δ, δ > 0
ie−piiω
{
1
2
+
1
2
erf [c(θ)(12 |z|)1/2]
}
+O
(
e−z−|z|√
2π|z|
)
δ ≤ arg z ≤ 2π − δ
(A.4)
valid as |z| → ∞ when ω ∼ |z|, where θ = arg z. A conjugate exansion holds for −2π+δ ≤ arg z ≤
−δ. The quantity c(θ) is defined by
1
2c
2(θ) = 1 + i(θ − π)− ei(θ−pi) (A.5)
5It has been shown in [4, §4] that the second expansion holds in the wider sector (−pi, 3pi).
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and has the expansion c(θ) = θ − π + 16 i(θ − π)2 + O((θ − π)3) in the neighbourhood of θ = π.
Then from (A.3) and (A.4) we can construct the leading asymptotics of Tω(κ; z) when ω ∼ |z|.
Let us define the quantity
hm(θ) =
κ−1∑
r=m
1
1− λre−iθ , λr = e
(2r+1)pii/κ (0 ≤ m ≤ κ− 1),
where h0(θ) = κ/(1 + e
−iκθ). Then, when |θ| < π/κ, it is seen that | arg (zeiψr )| < π so that the
first expression in (A.4) applies in the sum of terminant functions on the right-hand side of (A.3).
Hence we find [6, (2.10)]
ezTω(κ; z) =
e−|z|
κ
√
2π|z|
κ−1∑
r=0
e−iωθ
1− λre−iθ {1 +O(|z|
−1)}
=
e−|z|√
2π|z|
e−iωθ
1 + e−iκθ
{1 +O(|z|−1)} (|θ| < π/κ) (A.6)
as |z| → ∞ when ω ∼ |z|.
When π/κ ≤ θ < 3π/κ we have | arg (zeiψr )| < π for 1 ≤ r ≤ κ − 1 and π ≤ arg (zeiψ0) <
π + 2π/κ. Hence
ezTω(κ; z) =
1
κ
eze
iψ0+iωψ0Tω(ze
iψ0) +
e−|z|−iωθ
κ
√
2π|z| h1(θ){1 +O(|z|
−1)}
=
i
κ
e−ze
−pii/κ−piiω/κ
{
1
2
+
1
2
erf [c(θ + ψ0)(
1
2 |z|)1/2]
}
+O
(
e−|z|√
2π|z|
)
+
e−|z|−iωθ
κ
√
2π|z| h1(θ){1 +O(|z|
−1)}, (A.7)
where c(θ + ψ0) ≃ θ − π/κ near θ = π/κ. A conjugate relation holds when −3π/κ < θ ≤ −π/κ.
When 3π/κ ≤ θ < 5π/κ we have | arg (zeiψr )| < π for 2 ≤ r ≤ κ − 1 and π + 2π/κ ≤
arg (zeiψ0) < π + 4π/κ and π ≤ arg (zeiψ1) < π + 2π/κ. Thus we have the result
ezTω(κ; z) =
i
κ
e−ze
−pii/κ−piiω/κ
{
1
2
+
1
2
erf [c(θ + ψ0)(
1
2 |z|)1/2]
}
+
i
κ
e−ze
−3pii/κ−3piiω/κ
{
1
2
+
1
2
erf [c(θ + ψ1)(
1
2 |z|)1/2]
}
+O
(
e−|z|√
2π|z|
)
+
e−|z|−iωθ
κ
√
2π|z| h2(θ){1 +O(|z|
−1)}, (A.8)
where c(θ+ψ1) ≃ θ− 3π/κ near θ = 3π/κ. A conjugate relation holds when −5π/κ < θ ≤ −3π/κ.
Other ranges of θ = arg z that correspond to increasingly more terminant functions in (A.3)
possessing an argument greater (in modulus) than π, provided p is such that the range does not
exceed the domain of validity in (A.4).
Appendix B: A bound on the remainder Rr,M,Nk
In [9, Lemma 2.9] the order of the integral
J(z) =
1
2πi
∫ −c+n+∞i
−c+n−∞i
ρM (s)Γ(s+ α)
z−s
sinπs
(| arg z| < 32π, 0 < c < 1)
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is considered when the integer n is chosen to satisfy n ∼ |z| for |z| → ∞. The quantity ρM (s) =
O(1) as |s| → ∞ in | arg s| < π and the parameter α is a bounded arbitrary real constant. It was
established that as |z| → ∞
|J(z)| =


O(zα−
1
2 e−|z|) (| arg z| < π)
O(zαe−|z|) (| arg z| ≤ π).
Here we extend the order estimate to the range π ≤ | arg z| < 32π to yield the following lemma:
Lemma 1. For n ∼ |z| and |z| → ∞ we have the order estimate
|J(z)| = O(zαe−|z|(secϕ)n) (π ≤ | arg z| < 32π), (B.1)
where ϕ = | arg z| − π.
Proof. Let θ = arg z and ϕ = θ− π; then for π ≤ θ < 32π we have 0 ≤ ϕ < 12π. Set σ = n+α− c
and use the bound |ρM (s)| < K for |s| > K ′, where K, K ′ are positive constants. Then for
t ∈ (−∞,∞), we have
eθt
(cosh2 πt− cos2 πc)1/2 ≤
eθt
coshπt sinπc
≤ 2e
θt−pi|t|
sinπc
when 0 < c < 1, where
eθt−pi|t| = eϕt (t ≥ 0), eθt−pi|t| = e−(2pi+ϕ)|t| = eϕte−2pi|t| (t < 0).
Hence, with s = n− c+ it we have
|J(z)| < K|z|
−n+c
2π
∫ ∞
−∞
|Γ(σ + it)| e
θt
(cosh2 πt− cos2 πc)1/2 dt
<
K|z|−n+c
π sinπc
∫ ∞
−∞
|Γ(σ + it)| eϕtdt.
By [9, Lemma 2.6] the last integral is O(e−σσσ(secϕ)σ+
1
2 ) as σ → +∞. Hence with n ∼ |z| we
obtain as |z| → ∞
|J(z)| = O(zαe−|z|(secϕ)n) (π ≤ arg z < 32π).
It is seen that the above estimate on the bound breaks down as ϕ → 12π (θ → 32π). A similar
argument can be given when − 32π < arg z ≤ −π. This establishes (B.1). ✷
We can now employ Lemma 1 to estimate the remainder Rr,M,Nk in (3.6), where upon use of
the above-mentioned bound for ρM (s) and replacement of s by s− ν we find
|Rr,M,Nk | <
Xκνk
2π
∣∣∣∣∣
∫ −c+Nk+∞i
−c+Nk−∞i
ρM (s−ν) Γ(κs+α)
sinπs
(Xke
iφr )−κsds
∣∣∣∣∣ α := ϑ− κν −M.
Use of the expansion in (A.2) then leads to
|Rr,M,Nk | <
Xκνk
2π
κ−1∑
j=0
∣∣∣∣∣
∫ −c+Nk+∞i
−c+Nk−∞i
ρM (s−ν) Γ(κs+α)
sinπκs
(Xke
i(φr+ψj))−κsds
∣∣∣∣∣ ,
where c is chosen to satisfy 0 < c < 1/κ and ψj = π − (2j + 1)π/κ. It is easily verified from (3.7)
and (A.2) that |φr + ψj | ≤ 32π − π/κ, whereupon from Lemma 1 with Nk ∼ Xk we obtain
|Rr,M,Nk | = Xκνk O(Xαk e−Xk) = O(Xϑ−Mk e−Xk) (Xk → +∞). (B.2)
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