In this paper, we construct two classes of Hamiltonian-preserving numerical schemes for a Liouville equation with discontinuous local wave speed. This equation arises in the phase space description of geometrical optics, and has been the foundation of the recently developed level set methods for multivalued solution in geometrical optics. We extend our previous work in [S. Jin, X. Wen, Hamiltonian-preserving schemes for the Liouville equation with discontinuous potentials, Commun. Math. Sci. 3 (2005) 285-315] for the semiclassical limit of the Schrö dinger equation into this system. The designing principle of the Hamiltonian preservation by building in the particle behavior at the interface into the numerical flux is used here, and as a consequence we obtain two classes of schemes that allow a hyperbolic stability condition. When a plane wave hits a flat interface, the Hamiltonian preservation is shown to be equivalent to SnellÕs law of refraction in the case when the ratio of wave length over the width of the interface goes to zero, when both length scales go to zero. Positivity, and stabilities in both l 1 and l 1 norms, are established for both schemes. The approach also provides a selection criterion for a unique solution of the underlying linear hyperbolic equation with singular (discontinuous and measure-valued) coefficients. Benchmark numerical examples are given, with analytic solution constructed, to study the numerical accuracy of these schemes.
Introduction
In this paper, we construct and study numerical schemes for the Liouville equation in d-dimension: with c(x) > 0 being the local wave speed. f(t, x, v) is the density distribution of particles depending on position x, time t and the slowness vector v. In this paper, we are interested in the case when c(x) contains discontinuities corresponding to different indices of refraction at different media. This discontinuity will generate an interface at the point of discontinuity of c(x), and as a consequence waves crossing this interface will undergo transmissions and reflections. The incident and transmitted waves obey SnellÕs law of refraction. In classical mechanics the Hamiltonian (1.2) of a particle remains a constant along particle trajectory, even across an interface. This Liouville equation arises in the phase space description of geometrical optics. It is the high frequency limit of the wave equation u tt À cðxÞ 2 Du ¼ 0; t > 0; x 2 R d .
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positivity and stability theory for both schemes. It is proved that Scheme I is positive, l 1 contracting, and l 1 stable under a hyperbolic stability condition, while Scheme II is positive, l 1 stable and l 1 contracting under the same stability condition.
By building in the wave behavior at the interface, we have also provided a selection principle to pick up a unique solution to this linear hyperbolic equation with singular coefficients. For a plane wave hitting a flat interface, we show that it selects the solution that describes the interface condition in geometrical optics governed by SnellÕs law of refraction when the wave length is much shorter than the width of the interface while both lengths go to zero.
In geometrical optics applications, one has to solve the Liouville equation like (1.1) with measure-valued initial data f ðx; v; 0Þ ¼ q 0 ðxÞdðv À u 0 ðxÞÞ; ð1:5Þ see for example [12, 22, 38] . The solution at later time remains measure-valued (with finite or even infinite number of concentrations -corresponding to multivalued solutions in the physical space). Computation of multivalued solutions in geometrical optics and more generally in nonlinear PDEs has been a very active area of recent research, see [2] [3] [4] [5] 8, 10, 11, 13, 14, [16] [17] [18] 20, 23, 31, 37, 41] . Numerical methods for the Liouville equation with measure-valued initial data (1.5) could easily suffer from poor resolution due to the numerical approximation of the initial data as well as numerical dissipation. The level set method proposed in [21, 22] respectively. (We remark here that the common zeroes of w i give the multivalued slowness, see [8, 23, 21, 22] .) This allows the numerical computations for bounded rather than measure-valued solution of the Liouville equation, which greatly enhances the numerical resolution (see [22] ). The moments can be recovered through Thus one only involves numerically the delta-function at the output time! Numerical computations of multivalued solution for smooth c(x) using this technique were given in [22] . In this paper, we will also give numerical examples using this technique with a discontinuous c(x).
The more general case with partial transmissions and reflections will be studied in a forthcoming paper [26] . This paper is organized as follows. In Section 2, we first show that the usual finite difference scheme to solve the Liouville equation with a discontinuous wave speed suffers from the severe stability constraint. We then present the design principle of our Hamiltonian-preserving scheme by describing the behavior of waves at an interface. We present Scheme I in one space dimension in Section 3 and study its positivity and stability in both l 1 and l 1 norms. Scheme II in one space dimension is presented and studied in Section 4. We extend these schemes to two space dimension in Section 5 in the simple case of interface aligning with the grids and a plane wave. Numerical examples, with analytical solutions constructed, are given in Section 6 to verify the accuracy of the schemes. For comparison, we also present numerical solutions by methods ignoring or smearing the discontinuity of c. We make some concluding remarks in Section 7.
2. The design principle of the Hamiltonian-preserving scheme
Deficiency of the usual finite difference schemes
Consider the numerical solution of the Liouville equation in one physical space dimension
with a discontinuous wave speed c(x).
In this case, there is no possibility for the wave to cross the interface, so the wave will be reflected with slowness (Àn À , g À ).
If n À < 0, similar behavior can also be analyzed using the constant Hamiltonian condition (2.4).
Remark 2.1. In general, one cannot define a unique weak solution to a linear hyperbolic equation with singular (discontinuous or measure-valued) coefficients. By using the wave behavior described above, we give a selection criterion for a unique solution. This solution is the one when the wave length of the incident wave is much smaller than the width of the interface, both of which go to zero. It is equivalent to SnellÕs law of refraction:
where h i and h t stand for angles of incident and transmitted waves, respectively. This is to say:
Clearly (2.6) and (2.7) imply (2.4). Of course this is not the only physically relevant way to choose a solution. In particular, this principle excludes the more general case that allows partial reflections and transmissions. It applies to the case when the wave length of the incident wave is much shorter than the width of the interface as both lengths go to zero. The more general case of partial transmissions and reflections is a topic of a forthcoming paper [26] .
The main ingredient in the well-balanced kinetic scheme by Perthame and Semioni [33] for the shallow water equations with topography was to build in the Hamiltonian-preserving mechanism into the numerical flux in order to preserve the steady state solution of the shallow water equations when the water velocity is zero. This is achieved using the fact that the density distribution f remains unchanged along the characteristic, thus
8Þ at a discontinuous point x of c(x), where for example, n + is defined through the constant Hamiltonian condition (2.4).
In this paper, we use this mechanism for the numerical approximation to the Liouville equation (1.1) with a discontinuous wave speed. This approximation, by its design, maintains a constant Hamiltonian modulus the numerical approximation error across the interface. In [24] we introduced two Hamiltonian-preserving schemes for the Liouville equation arising from the semiclassical limit of the linear Schrö dinger equation by incorporating this particle behavior into the numerical flux.
3. Scheme I: a finite difference approach
A Hamiltonian-preserving numerical flux
We now describe our first finite difference scheme (called Scheme I) for the Liouville equation with a discontinuous local wave speed.
Assume that the discontinuous points of wave speed c are located at the grid points. Let the left and right limits of c(x) at point x i+1/2 be c We approximate c by a piecewise linear function
where d 1 , d 2 are non-negative and d 1 + d 2 = 1. We omit the superscript n of f. The above scheme can be rewritten as
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Now we investigate the positivity of scheme (3.2) . This is to prove that if f n ij P 0 for all (i, j), then this is also true for f n+1 . Clearly, one just needs to show that all coefficients for f n are non-negative. A sufficient condition for this is clearly
Dx jn j j Dn This CFL condition is similar to the CFL condition (2.3) of the usual finite difference scheme except that the quantity
j Dx now represents the wave speed gradient at its smooth point, which has a finite upper bound. Thus our scheme allows a time step Dt = O(Dx, Dn), a significant improvement over a standard discretization.
According to the study in [32] , our second order scheme, which incorporates slope limiter into the first order scheme, is positive under the half CFL condition, namely, the constant on the right-hand side of (3.3) is 1/2. The above conclusion is analyzed based on forward Euler time discretization. One can draw the same conclusion for the second order TVD Runge-Kutta time discretization [40] .
The l 1 -contracting property of this scheme follows easily, because the coefficients in (3.2) are positive and the sum of them is 1.
The l
1 -stability of Scheme I
In this section, we prove the l 1 -stability of Scheme I (with the first order numerical flux and the forward Euler method in time). The proof is similar to that in [25] with difference in details due to different particle behaviors at the interface.
For simplicity, we consider the case when the wave speed has only one discontinuity at grid point x mþ 1 2 with c
, and c 0 (x) > 0 at smooth points. The other cases, namely, when c 0 (x) 6 0, or when the wave speed has several discontinuous points with increased or decreased jumps, can be discussed similarly. Denote
We consider the general case that n 1 < 0, n M > 0. For this case, the study in [22] suggests that the computational domain should exclude a set O n ¼ fðx; nÞ 2 R 2 jn ¼ 0g which causes singularity in the velocity field. For example, we can exclude the following index set
Since c(x) has a discontinuity, we also define an index set . In order to implement our scheme conveniently, this index set is also excluded from the computational domain. Thus the computational domain is chosen as
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A sketch of E d and D 4 l is shown in Fig. 1 in Section 4.2. As a result of excluding the index set D o from the computational domain, the computational domain is split into two independent parts
The l 1 -stability study of Scheme I can be carried out in these two domains, respectively. In the following we prove the l 1 -stability of Scheme I in the domain E À d . The study in the domain E þ d can be made similarly. We define the l 1 -norm of a numerical solution u i j in the set E À d to be
To prove the l 1 -stability, we need to show that |f L | 1 6 C |f 0 | 1 . Due to the linearity of the scheme, the equation for the error between the analytical and the numerical solution is the same as (3.2), so in this section, f ij will denote the error. We assume there is no error at the boundary, thus f n ij ¼ 0 at the boundary. If the l 1 -norm of the error introduced at each time step in incoming boundary cells is ensured to be o(1) part of |f n | 1 , our following analysis still applies. Now denote
Assume an upper bound for the wave speed slope is A u , A i < A u "i. These notations will be used below as well as in the stability proof of Scheme II. One also has 1 Dx
Assume the wave speed has a lower bound C m , c i > C m > 0 "i.
When n j < 0, Scheme I is given by
where 0 6 d jk 6 1 and
When summing up all absolute values of f nþ1 ij in (3.6) and (3.7), one typically gets the following inequality:
where the coefficients a i j are positive. One can check that, under the CFL condition (3.3), a i j 6 1 + 2A u Dt except for possibly ði;
We next derive the bound for M À defined as
Define the set
Let the number of elements in S mþ1 j be N mþ1 j
. One can check that N mþ1 j 6 2k c þ 1 because every two elements
. On the other hand, one can easily check from (3.6) and (3.7), for ðm þ 1;
OðDxÞ; so for sufficiently small Dx, M À can be bounded by
We now establish the following theorem:
Theorem 3.1. Under the CFL condition (3.3), the scheme (3.6), (3.7) is l 1 -stable where we have defined
; ðp; qÞ 2 S r .
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The next step is to estimate these coefficients. Define
pq ; ði; jÞ; ðp; qÞ 2 S r ; p P i; then (3.14) gives
We first evaluate
ð3:15Þ
We now study the relation between P 
then a sum for n from 0 to 1 in (3.17) gives
Thus for sufficiently small Dx, one has X
We now can evaluate F(p, q) for (p, q) 2 S r . From the definition of S r , when (p, q) 2 S r , one has p P m + 1.
Therefore, from (3.13) one gets
Combing (3.10) and (3.20) ,
where
. Thus Theorem 3.1 is proved. h One can prove the similar conclusion for index set E þ d . Remark 3.1. Theorem 3.1 holds for any l 1 initial data. The corresponding result in the case of semiclassical limit of Schrö dinger equation [25] excludes the case of measure-valued initial data.
Scheme II: a finite volume approach

A Hamiltonian-preserving numerical flux
In this section, we derive another flux based on the finite volume approach which results in an l 1 -contracting scheme. We call this scheme as Scheme II.
Assuming the mesh grid is such that n jÀ 1 2 and n jþ 1 2 do not have opposite sign. By integrating the Liouville equa-
, one gets the following semi-discrete flux splitting scheme:
In the finite volume approach, the numerical fluxes are defined as integrals of solution along the cell interface which depend on the sign of n j and
Dx
. To illustrate the basic idea, we assume n j > 0,
; n; t dn;
Note that f(x, n, t) may be discontinuous at the grid point
and n ¼ n jþ 1 2 . By using condition (2.8):
where f is defined as
Using change of variable on (4.2) leads to
; n; t dn.
ð4:3Þ
The integral in (4.3) will be approximated by a quadrature rule. Since the end point c
not be a grid point in the n-direction, special care needs to be taken at both ends of the interval
We propose the following evaluation of the split fluxes f
-end end Remark 4.1. The above algorithm uses a first order quadrature rule at the ends of the interval (4.4), thus it is of first order even if the slope limiters in x-direction are incorporated into the algorithm. One can also use a second order quadrature rule at the ends of intervals (4.4). But the resulting second order scheme is no longer l 1 -contracting, which is the property of Scheme II, as will be proved in the next subsection. One can still prove that this scheme is l 1 -stable, similar to the property of Scheme I. Compared with Scheme I, this scheme is second order accurate and l 1 -stable, but more complex to implement. We will not present the detail of this numerical scheme in this paper. Proof. In this proof we only discuss the case when the wave speed has one discontinuity at grid point x mþ 1 2 with c
, and c 0 (x) > 0 at smooth points. The other situations can be discussed similarly.
We consider the general case that n 1 < 0, n M > 0. We assume the mesh is such that 0 is a grid point in ndirection. In this case, the index set
that needs to be excluded from the computational domain is null. As such, the cell interface {(x,n)|n = 0} is actually the computational domain boundary where appropriate boundary conditions should be imposed [22] . As discussed in Section 3.3, the computational domain is chosen as
These domains are shown in Fig. 1 . Recall the definition of A i in (3.5). Our scheme (4.1) with Algorithm II can be made precise as
where we omit the superscript n on the right-hand side.
By summing up (4.5)-(4.8) for (i, j) 2 E d , one typically gets the following expression: 
As in the proof of stability of Scheme I, we assume that f satisfies the zero boundary condition. In this situation, the coefficients a ij in (4.9) satisfy This is the l 1 -contracting property of Scheme II. Next we prove the l 1 -stability. Observing that the coefficients on the right-hand side of (4.5)-(4.8) are positive, it remains to estimate the sum of these coefficients (SC). In (4.5), the SC is
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In (4.6), the SC is
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Now we derive the SC in (4.8). Denote
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The condition c with s P 1. In this case
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Substituting (4.19) into (4.8) yields the evaluation
ð4:20Þ
Now we consider case (4.7). Denote
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In this case, we know n 
ð4:23Þ
Similar to the deduction of (4.20), one can check, for both cases, that 
This is the l 1 -stability property of Scheme II. h
The schemes in two space dimension
Consider the Liouville equation in two space dimension:
We employ a uniform mesh with grid points at
in each direction. The cells are centered at
. We define the cell average of f f ðx; y; n; g; tÞ dg dn dy dx.
Similar to the 1D case, we approximate c(x, y) by a piecewise bilinear function, and for convenience, we always provide two interface values of c at each cell interface. When c is smooth at a cell interface, the two interface values are identical. We also define the averaged wave speed in a cell by averaging the four cell interface values
The flux f AE i;jþ 1 2 ;kl can be constructed similarly. The 2d version of Scheme II can be constructed similarly.
As introduced in Section 2.2, the essential difference between 1D and 2D flux definition is that in 2D case, the phenomenon that a wave is reflected at the interface does occur. While in 1D, a wave is always transmitted across an interface with a change of slowness.
Since the gradient of the wave speed at its smooth points are bounded by an upper bound, this scheme, similar to the 1D scheme, is also subject to a hyperbolic CFL condition under which the scheme is positive, and Hamiltonian preserving.
Numerical examples
In this section, we present numerical examples to demonstrate the validity of the proposed schemes and to study their accuracy. In the numerical computations the second order TVD Runge-Kutta time discretization [40] is used. In Example 6.2, we compare the results of Schemes I and II. In other examples, we present the numerical results using Scheme I. 
&
The initial data are given by f ðx; n; 0Þ ¼ 1;
0; otherwise;
as shown in the upper part in Fig. 2 which depicts the non-zero part of f(x, n, 0). The exact solution at t = 1 is given by f ðx; n; 1Þ ¼ 1; 0 < x < 0:5; 0 < n < 1:2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 1 À ð1:2x À 0:6Þ 2 q ; Table 1 compares the l 1 -error of the numerical solutions computed by Scheme I using 50 · 51, 100 · 101 and 200 · 201 cells, respectively. This comparison shows that the convergence rate of the numerical solution in l 1 -norm is about 0.68. This agrees with the well established theory [27, 42] , that the l 1 -error by finite difference scheme for a discontinuous solution of a linear hyperbolic equation is at most halfth order. ;
x 6 À1;
À 0:5;
x P 1;
the initial data are given by f ðx; n; 0Þ ¼ dðn À wðxÞÞ ð6:4Þ In this example we are interested in the approximation of the moments, such as the density qðx; tÞ ¼ Z f ðx; n; tÞ dn; and the averaged slowness uðx; tÞ ¼ R f ðx; n; tÞn dn R f ðx; n; tÞ dn .
These quantities are computed by decomposition techniques described in Section 1. We first solve the level set function w and modified density function / which satisfy the Liouville equation (6.1) with initial data n À w(x) and 1, respectively. Then the desired physical observables q and u are computed from the numerical singular integrals (1.7), (1.8), which are computed by the technique described in [21] .
The exact slowness and corresponding density at t = 1 are given in Appendix A. Fig. 3 shows the exact multivalued slowness in solid line.
Firstly, we give the results using the standard finite difference method (SFDM) by either ignoring or smoothing out the wave speed discontinuity. In the first case, denoted by SFDMI, one uses the same wave speed approximation as in the Hamiltonian-preserving schemes, except that a standard upwind flux is used to approximate the space derivative. Such a method has a hyperbolic CFL condition. In the second approach, denoted by SFDMS, one smoothes out the wave speed discontinuity throughout several grid points, then uses the standard upwind scheme for the space derivative. Fig. 4 presents the numerical densities given by these two approaches using 100 · 80 mesh. For SFDMS, we choose the transition zone width to be 5Dx, and connect the discontinuous wave speed by a linear function through the transition zone. We take Dt ¼ Fig. 5 , SFDMS gives poorer numerical resolution with a much smaller CFL number. In addition, for SFDMS, one has to choose the width of the transition zone properly in order to guarantee the correct solution. A too narrow transition zone leads to a more severe CFL condition and also may produce incorrect results as in SFDMI, while an appropriately wider transition zone relaxes the CFL condition and may allow a convergent solution, but leads to more smeared numerical solution across the interface.
We then present the results computed by our Hamiltonian-preserving schemes. In the computation, the time step is chosen as Dt ¼ 1 3 Dn. We first present numerical results without treating n = 0 as the domain boundary and performing the delta function integrals (1.7), (1.8) without separating n > 0 and n < 0. This is feasible for this example because the zero points of the level set function w are away from n = 0. Fig. 5 shows the numerical density and averaged slowness on different meshes using Scheme I plotted against the exact solutions. Table 3 presents the l 1 -errors of numerical averaged slowness u. R E in the tables denotes the estimated convergence rate. It can be observed that the l 1 -convergence rate of the numerical solutions for q and u are about first order. In comparison, Scheme II generally has larger numerical errors than Scheme I in this test.
We next present numerical results by treating n = 0 as the domain boundary. We use the meshes on the domain [À1.5, 1.5] · [À1.2, 1.2] such that 0 is the a grid point in n coordinate. We impose the outflow boundary condition at the domain boundary including the mesh interface n = 0 as done in [22] , and perform the delta function integrals (1.7), (1.8) on n > 0 and n < 0 separately. Fig. 6 shows the calculated density using Schemes I and II together with the exact density on 400 · 320 mesh. It is observed that the Scheme I gives more accurate numerical solutions than Scheme II near the wave speed jump x = 0. This is reasonable since Scheme I uses second order interpolation in constructing the Hamiltonian-preserving numerical fluxes while Scheme II only uses first order integration rule, thus Scheme I behaves better in preserving Hamiltonian across the wave speed discontinuity than Scheme II. Table 4 presents the l 1 -errors of numerical densities q computed with several different meshes. Table 5 presents the l 1 -errors of numerical averaged slowness u. These results are more accurate than those given in Tables 2 and 3 due to the imposing boundary condition at n = 0 as well as performing the delta function integrals on n > 0 and n < 0 separately.
It should be remarked here that the l 1 -convergence rate of the numerical solutions reported in [24] is only halfth order due to the discontinuities that exist in the level set function w which influence the accuracy when evaluating the delta function integrals (1.7), (1.8) to obtain the moments. In the 1D Liouville equation of geometrical optics, there are also such discontinuities for the level set function due to the change of particle slowness at the interface. But such discontinuities typically form the line parallel to the n-axis in the domain n > 0 and n < 0, respectively, since the velocity of particles are only dependent on the local wave speed and the sign of particle slowness, thus they do not influence the accuracy when evaluating the integrals (1.7), (1.8) of the delta function along n direction at most part of physical domain. Thus the accuracy loss in the moment evaluations does not occur here. In this example we aim at computing the numerical density which is the first moment of this delta function solution qðx; y; tÞ ¼ Z Z f ðx; y; n; g; tÞ dn dg. Fig. 7 shows, respectively, the numerical solutions of q with 14 4 , 26 4 and 50 4 phase space meshes using Scheme I. Table 6 presents the l 1 errors of q on [0, 0.2] · [0, 0.2] computed by Scheme I with several different meshes in phase space. The convergence order is about 1/2. In this example, since q is discontinuous initially, the modified density function / is also discontinuous in the zero level set in phase space, contributing to the halfth order accuracy in l 1 -convergence rate of q evaluated by formula (1.7). 
Conclusion
In this paper, we constructed and studied two classes of Hamiltonian-preserving schemes for the Liouville equation arising in the phase space description of geometrical optics. These schemes are effective when the local wave speed is discontinuous, corresponding to different media. These schemes have a hyperbolic CFL condition, which is a significant improvement over a conventional discretization. The main idea is to build in the wave behavior at the interface -which conserves the Hamiltonian -into the numerical flux, as was previously done in [24, 33] . This gives a selection criterion on the choice of a unique solution to this linear hyperbolic equation with singular coefficients. It allows the wave to be transmitted obeying SnellÕs law of refraction, or be reflected. We established the stability theory of these discretizations, and conducted numerical experiments to study the numerical accuracy.
In multidimension, we have presented the scheme only in the simple case when an incident plane wave hits the interface that aligns with the grids, and when the reflection and transmission of waves do not occur simultaneously. This idea was extended to the more general case with partial reflections and transmissions [26] . For a curved interface, the principle of Hamiltonian preserving can still be used, however, a different construction of numerical flux at the interface is needed. In addition, the same idea can also be extended to problems with external fields, such as the electrical or electromagnetic fields. There Vlasov-Poisson or Vlasov-Maxwell systems arise. It is also a worthwhile subject to extend it for anisotropic wave propagation [36] and the reduced Liouville equation which is obtained using the constant Hamiltonian. Currently, we are exploring the Hamiltonian-preserving schemes in these more general applications.
In the domain 0 < x < eþ1 2e , x has two phases. Set ðe À 1Þ.
< :
In the domain 1 < x < 1.5, x is single phased given by 
