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Выводы
Показано, что: 1) лучшим методом оценки век
торной близости (среди рассмотренных) является
оценка близости по косинусу; 2) метод фильтрации
существительных имеет большое практическое
значение для классического алгоритма kNN в век
торном пространстве, так как, при сохранении
только существительных из коллекции докумен
тов, точность классификации является максималь
ной, одновременно количество используемых тер
минов для классификации значительно сокраща
ется; 3) с использованием оценки семантической
близости точность классификатора kNN значи
тельно увеличивается по сравнению с классиче
ской реализацией (>7 %), однако требуется допол
нительные затраты для вычисления матрицы сов
местной встречаемости и оценки семантической
близости.
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Введение
Распознавание позы и жестов является одной
из центральных задач в человекомашинном взаи
модействии и привлекает внимание многих иссле
дователей. Для решения этой проблемы были пред
ложены различные методы и алгоритмы. Они мо
гут быть сгруппированы в две категории: методы
на основе внешнего вида руки (Visionbased appro
ach), и методы на основе 3D модели руки (3D hand
model based approach) [1]. Методы на основе внеш
ности руки используют двумерные признаки изо
бражения для моделирования визуальной внешно
сти руки и сравнивают эти параметры с теми
же признаками, выделенными из входного изобра
жения. В методах на основе 3D модели применя
ют 3D кинематические модели руки, чтобы оце
нить параметры руки, сравнивая эти параметры
с двумерными проекциями 3D моделей. В первую
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категорию входят методы, в которых используются
такие признаки как образы руки [2, 3], локальные
признаки [4, 5].
В данной работе предлагается новый алгоритм
распознавания жестов на видеопоследовательно
стях в реальном времени на основе использования
SURFдескрипторов и многослойной нейронной
сети. Алгоритм включает следующие этапы
(рис. 1): обнаружение объекта (руки) в видеопото
ке с помощью детектора Джонса–Виолы, отслежи
вание положения руки с использованием метода
CAMShift; выделение характеристических призна
ков методом SURF (Speeded Up Robust Features); ге
нерация «словаря» с помощью метода кластериза
ции Kmeans (Kmeans clustering); создание дескрип
торов с совместным использованием SURF и K
ближайших соседей (Knearest neighbors) на основе
созданного «словаря»; обучение нейронной сети
с вновь созданными дескрипторами. На основе
предложенного алгоритма создан пакет программ,
который позволяет распознавать жесты на видео
последовательностях в реальном времени.
Обнаружение руки в видеопотоке
Обнаружение руки на изображении является
первоначальной задачей всех систем распознава
ния жестов. В настоящее время метод Джон
са–Виолы с использованием признаков Хаара
и каскадного AdaBoost классификатора [6] для об
наружения человеческих лиц считается одним
из лучших алгоритмов для таких задач. Метод
Джонса–Виолы был разработан для задачи обнару
жения человеческих лиц на изображении. Главное
преимущество этого метода состоит в его высокой
скорости выполнения и точности обнаружения.
В данной работе мы модифицируем детектор
Джонса–Виолы с использованием нового набора
признаков Хаара для обнаружения руки в видеопо
токе в режиме реального времени. В традицион
ном методе Джонса–Виолы (и в модифицирован
ном Lienhard и Maydt детекторе) применяется на
бор признаков, указанный на рис. 2, а. В данной
работе мы применяем новый набор признаков,
предложенный в работе [7] (рис. 2, б).
Человеческая рука не имеет постоянных конту
ров, что усложняет задачу обнаружения. Чтобы из
бежать этой трудности, мы предложили создать два
детектора: один – для обнаружения кулака, а вто
рой – для ладони. Кадр из видеокамеры передается
сначала в детектор ладони. Если интересуемый
объект обнаружен, то детектор кулака отключится.
В противном случае, детектор кулака включится
для обнаружения присутствия руки на кадре.
Для обучения первого детектора (каскадного
классификатора AdaBoost) мы использовали 1300 по
зитивных изображений (изображения ладони чело
веческой руки) размером 20×20 пикселей и 1000 не
гативных изображений (без объекта). Для второго де
тектора – 1000 позитивных изображений и 1000 нега
тивных изображений размером 24×24 пикселя.
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Рис. 1. Алгоритм распознавания жестов на видеопоследовательности
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Рис. 2. Набор признаков Хаара, используемых: а) в традиционной модели; б) авторами статьи
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Отслеживание положения руки в видеопотоке
Методы отслеживания объекта на видеопосле
довательностях могут быть разделены на три боль
шие группы: слежение на основе точек (point trac
king), слежение с использованием ядра (kernel trac
king) и слежение за контуром (silhouette tracking) [8].
Изза того, что форма руки может резко изменять
ся на кадрах, слежение на основе точек и контура
не подходят для решения данной задачи. В данной
работе мы применили метод трекинга на основе
метода CAMShift с использованием цветовых приз
наков.
Как только произошел захват руки на кадре,
ее положение и размер используются для инициа
лизации поискового окна, содержащего ладонь.
Вычисляются две гистограммы: HM – гистограмма
внутри найденного окна, HI – гистограмма целого
изображения. Г. Брадски [9] предложил использо
вать Hкомпонент цветового пространства HSV для
построения гистограммы. В данной работе цвето
вые пространства RGB и HSL используются для
сравнивания эффективности алгоритма трекинга.
Из двух выше построенных гистограмм вычисляет
ся «гистограмма вероятности цветов» (color probabi
lity histogram) по формуле:
(1)
Здесь Pi – iй компонент гистограммы вероят
ности цветов; HМi – компонент гистограммы мо
дели; HIi – компонент гистограммы целого кадра.
Если заменить каждый пиксель входного изо
бражения соответствующим значением Pi, получим
«изображение вероятности» (probability image). Для
каждого последовательного входного кадра алго
ритм повторно вычисляет «центр масс» в обрабо
танной области вокруг предыдущего центра масс
в изображении вероятности по формуле (1) и пере
мещает поисковое окно в это новое положение.
Для того, чтобы избежать «вечного» вычисления
центра масс, алгоритм прекращает работу после
определенной итерации, либо когда изменение
центра масс окажется меньше, чем определенный
поро:
Здесь (xc,yc) – координаты центра масс; I(x,y) –
интенсивность пикселя (x,y) изображения вероят
ности; M00, M10, M01 – нулевой, а также первый мо
мент по направлениям x и y соответственно.
Алгоритм распознавания формы руки
Основная идея предложенного алгоритма со
стоит в том, что изображение рассматривается как
текстовый документ, в котором каждый визуаль
ный признак учитывается как слово, образующее
данный документ. Класс документа определяется
путем вычисления частоты появления некоторых
«ключевых слов». Для применения этой идеи
в распознавании объекта вначале из набора изо
бражений (базы данных для обучения) методом
SURF выделяются характеристические признаки
[10]. Затем все выделенные признаки разделяются
на группы, используя Kmeans кластеризацию.
Каждая группа служит «ключевым словом», из ко
торых строится так называемый «словарь ключе
вых слов». Дескрипторы для нейронной сети соз
даются путем сопоставления выделенных призна
ков входного изображения с ключевыми словами
из словаря признаков с помощью поиска Kбли
жайших соседей. Набор дескрипторов и соответ
ствующий класс в дальнейшем используются для
обучения нейронной сети. Общая схема алгоритма
указана на рис. 3.
Детектор SURF базируется на вычислении ма
трицы Гессена с простой аппроксимацией. Для каж
дой точки P=(x,y) матрица Гессена H(P,σ) на P с
масштабом σ определяется по следующей формуле:
Здесь Lxx(P,σ), Lyy (P,σ), Lxy(P,σ) – свертка вто
рой производной Гаусса
с изображением в точке P, соответ
ственно.
С целью сокращения времени обработки, вто
рая производная Гаусса приближенно вычисляется
с использованием «box filter» и «интегрального изо
бражения». Интегральное изображение также
упрощает процесс анализа в пространстве масшта
бов. Детерминант матрицы Гессена затем использу
ется для выбора координат точек интереса и мас
штаба. Точки интереса локализируются с помощью
«подавления немаксимумов» (nonmaximum sup
pression). Это делает SURF признаки устойчивыми к
масштабированию. SURF также строит окружность
вокруг выделенной точки интереса, чтобы опреде
лить уникальную ориентацию, и тем самом дает
SURF признакам инвариантность к вращению.
SURF признаки описываются векторами, длина ко
торых фиксирована (64 в оригинальном SURF
и 128 в расширенной версии SURF).
В связи с тем, что SURF выделяет точки интере
са на основе локальных признаков, количество об
наруженных точек не фиксировано, а меняется
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в зависимости от изображения, даже для одного
и того же объекта. Поэтому нельзя напрямую пода
вать данные дескрипторы в нейронную сеть для
распознавания. Для решения такой проблемы пред
лагается разделить все обнаруженные признаки
из набора изображений на группы. Это обусловле
но тем, что визуальные признаки, выделенные
из одного класса объекта должны иметь сходство.
Признаки, полученные при анализе одного изобра
жения, также могут быть похожи друг на друга. Раз
деление признаков на группы позволяет «соеди
нить» подобные признаки вместе и выбрать одного
«представителя» для всей группы. Описание объек
та тогда можно осуществлять с помощью только эт
их «представителей». В данной работе используется
популярный метод кластеризации Kmeans.
Метод Kmeans разбивает множество элементов
векторного пространства на заранее известное чи
сло кластеров k. Основная идея заключается в том,
что на каждой итерации перевычисляется центр
масс для каждого кластера, полученного на пред
ыдущем шаге, затем векторы разбиваются на кла
стеры вновь в соответствии с тем, какой из новых
центров оказался ближе по выбранной метрике.
Алгоритм завершается, когда на какойто итера
ции не происходит изменения кластеров. Это про
исходит за конечное число итераций, так как коли
чество возможных разбиений конечного множе
ства конечно, причем на каждом шаге суммарное
квадратичное отклонение уменьшается, поэтому
зацикливание невозможно. Kmeans стремится ми
нимизировать суммарное квадратичное отклоне
ние точек кластеров от центров этих кластеров:
Здесь k – число кластеров; Si – полученные кла
стеры; μi – центры масс векторов xjОSi; x – набор
входных векторов.
При применении Kmeans кластеризации нуж
но вначале задать количество кластеров. Если кла
стером считается множество однозначных слов
(как в текстовом документе), то количество кла
стеров – это общее число «ключевых слов». Цен
тром масс каждого кластера является само ключе
вое слово, а совокупность всех полученных ключе
вых слов составляет словарь. Если считается, что
выделенные SURF методом признаки из объектов
определенного класса уникальны и характерны
только для данного класса объекта, то количество
слов в словаре (число кластеров) приблизительно
равняется сумме средних чисел признаков всех
классов объекта:
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Рис. 3. Общая схема алгоритма распознавания формы руки
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Здесь K – число кластеров; N – количество
классов объектов; Mi – количество образцов iго
класса; kj – число выделенных признаков из jго
образца iго класса.
При завершении процесса кластеризации полу
чается набор векторов центра масс всех групп SURF
дескрипторов. Сами векторы центра масс являются
SURFдескрипторами и могут служить «представи
телем» для всех векторов в своей группе. Набор век
торов центра масс (словарь) используется для гене
рации новых дескрипторов для классификатора.
При поступлении нового изображения, SURF
выделяет характеристические признаки и описы
вает эти признаки набором векторов, размерность
которых фиксирована. Для каждого SURF вектора
(дескриптора) вычисляется квадрат расстояния Ев
клида до каждого из центров масс по формуле (2)
и выбирается самое короткое расстояние. 
(2)
Здесь d(p,qk) – расстояние от входного SURF
вектора до kго центра масс; N – размерность
SURFвектора (64 или 128 в зависимости от вы
бранного способа описания); p – входной SURF
вектор; qk – kй центр масс.
Если значение этого расстояния меньше чем
определенный порог, то соответствующий центр
выбирается в качестве представителя для посту
пающего SURFвектора. Другими словами, данный
SURFвектор заменяется соответствующим цен
тром масс. При создании базы данных для генера
ции словаря используются изображения без фона,
чтобы выделенные признаки были характерны
только для объектов. Однако на изображениях
в базе данных для обучения нейронной сети могут
присутствовать фон или другие объекты. Поэтому
нужно установить пороговое значение расстояния,
чтобы исключить «чужие признаки», которые вы
деляются, к примеру, из фона, а не из объекта.
Этот порог определяется как среднее значение всех
расстояний между центрами масс:
Здесь ∂ – пороговое значение; d(qi,qj) – расстоя
ние между центрами qi и qj; N – число центров.
Когда все входные SURFвекторы данного изо
бражения заменяются и обозначаются соответ
ствующими «словами», проводится построение ги
стограммы, в которой указывается частота появле
ния каждого ключевого слова из словаря. Эту ги
стограмму будем называть «BOWдескриптором».
Для каждого объекта BOWдескриптор имеет фик
сированную длину, равную числу слов (кластеров)
в словаре признаков. Следует отметить, что BOW
дескриптор принимает значения, которые харак
терны для каждого класса объекта, и, таким обра
зом, указанные значения идеально подходят для
нейронной сети.
Поскольку SURF выделяет локальные призна
ки, не учитывая относительные связи между ними,
и в гистограмме вычисляется частота появления
определенных SURF признаков, пространственные
отношения между признаками объекта также
не учитываются. В распознавании руки, данное
свойство BOWдескрипторов очень полезно, так
как нужно обучать нейронную сеть только один
раз, скажем, для распознавания левой руки. Суще
ственным является тот факт, что при тестировании
нейронная сеть оказывается способной распозна
вать еще и правую руку. Таким образом, мы полу
чаем возможность распознавать обе руки одновре
менно в одном классификаторе.
При разработке алгоритма для распознавания
формы руки в режиме реального времени скорость
работы классификатора является приоритетным
показателем. Многослойная нейронная сеть удо
влетворяет этому требованию. Данный тип ней
ронной сети также обеспечивает высокую точность
распознавания. Кроме того, BOWдескрипторы
с низкой размерностью и фиксированной длиной
идеально подходят для нейронной сети. Поэтому
в данной работе в качестве классификатора приме
няется многослойная нейронная сеть с обратным
распространением ошибки.
Используемая нейронная сеть в предложенном
алгоритме состоит из N входных нейронов, где N –
количество слов в словаре, K выходных нейронов,
где K – число классов. Количество нейронов
в скрытом слое определяется эмпирическим спо
собом. В качестве функции активизации применя
ется симметричная биполярная сигмоидальная
функция:
Здесь α и β – свободные параметры.
Для повышения скорости сходимости сети при
меняются модификации: NguyenWidrow инициа
лизация, моментум, и групповое обновление.
Реализация и результаты экспериментов
В работе реализована система распознавания
четырех классов позы руки (рис. 4) с помощью
предложенного алгоритма.
Рис. 4. Классы используемых объектов в программе: а) ка#
мень; б) бумага; в) открытая бумага; г) ножницы
На этапе генерации «словаря» для каждого клас
са отбираются по 25 «чистых» изображений (без фо
на) с объектом, снятым в различных ракурсах и мас
штабах. Количество выделенных признаков зависит
от значения порога Гессена. Если установить ма
ленькое значение порога, то количество признаков
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увеличивается, но при этом требуется длительное
время обработки. Если установить большой порог,
то число выделенных признаков может быть не вы
годным для распознавания. Для изображения задан
ного размера порог Гессена был выбран таким обра
зом, чтобы для изображений класса (а) SURF выде
лял в среднем 30 признаков; для класса (б) – 70; для
класса (в) – 90; для класса (г) – 80. В этом случае чи
сло слов в словаре равно 270.
Для обучения нейронной сети в базу данных до
бавляются еще 75 изображений для каждого клас
са. Изображения для обучения были сняты на про
стом фоне для повышения робастности классифи
катора (рис. 5, а). Для тестирования классификато
ра вебкамерой были сняты 1000 изображений для
каждого класса (рис. 5, б). Размер каждого изобра
жения составляет 100×100 пикселей.
Программа для апробации работы алгоритма
была реализована на языке C#. Программа предо
ставляет возможность генерации словаря призна
ков, формирования базы данных для обучения,
создания и обучения нейронной сети, а также име
ет отдельный интерфейс для проверки и тестирова
ния работоспособности. Тестирования были вы
полнены на ноутбуке ASUS UL VT80 с операцион
ной системой Windows 7 64 bit и встроенной вебка
мерой. Результаты тестирования выборки из
1000 различных изображений при времени обра
ботки одного кадра порядка 60 мс показывают: ка
мень – правильных ответов 874; бумага – 912; от
крытая бумага – 945; ножницы – 932.
Таким образом, средняя точность распознава
ния составляет ~92 %. Самая высокая точность по
лучается при распознавании «открытой бумаги».
Это можно объяснить тем, что для «открытой бума
ги» число выделенных признаков больше всех. Для
«камня» количество признаков намного меньше
остальных. Это и объясняет низкую точность рас
познавания класса «камней».
Время обработки для всех изображений соста
вляет ~60 мс, что позволяет работать в реальном
времени со скоростью около 15 кадров в секунду.
На рис. 6 представлены результаты работы про
граммы в реальном времени.
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Рис. 5. Изображения: а) часть базы данных для обучения; б) тестовые
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Рис. 6. Распознавание руки в реальном времени
Выводы
Предложен и реализован новый алгоритм для
распознавания руки на основе SURFдескрипторов
и нейронной сети. Изложен новый метод генерации
дескрипторов для нейронной сети, которые устой
чивы к поворотам и масштабированию, частично к
изменению освящения, и робастны на сложном фо
не. Созданные дескрипторы позволяют распозна
вать левую и правую руки одновременно, используя
только один классификатор, при этом обучение тре
буется только один раз для одной руки. Алгоритм
позволяет распознавать форму руки с высокой точ
ностью. На основе предложенного алгоритма реа
лизовано программное обеспечение для распозна
вания формы руки в видеопотоке в режиме реаль
ного времени. Программа поддерживает генерацию
«словаря» признаков, формирование базы данных
для обучения, создание и обучение нейронной сети.
Проведенные численные эксперименты по распоз
наванию формы руки на видеопоследовательности
в реальном времени показали, что средняя точность
распознавания составляет 92 %.
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Введение
Распознавание лиц является одной из самых
изученных задач в таких областях как цифровая об
работка изображений, компьютерное зрение, био
метрия, организация видеоконференций, создание
интеллектуальных систем безопасности и контро
ля доступа и т. п. Процесс распознавания лиц
обычно состоит из двух этапов: поиск области лица
на изображении, и сравнение найденного лица
с лицами, находящимися в базе данных. В настоя
щее время метод Виолы–Джонса [1] является са
мым популярным методом для поиска области ли
ца на изображении изза его высокой скорости
и эффективности. Детектор лица Виолы–Джонса
УДК 004.932
РАСПОЗНАВАНИЕ ЛИЦ НА ОСНОВЕ ПРИМЕНЕНИЯ МЕТОДА ВИОЛЫ–ДЖОНСА, 
ВЕЙВЛЕТ!ПРЕОБРАЗОВАНИЯ И МЕТОДА ГЛАВНЫХ КОМПОНЕНТ
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На основе совместного применения метода Виолы–Джонса, вейвлет#преобразования и метода главных компонент предложен
новый алгоритм распознавания лиц на цифровых изображениях и видеопоследовательностях в режиме реального времени.
Описан алгоритм и разработано программное обеспечение для распознавания лиц. Приведен пример работы и представлены
результаты тестирования программы. Показано, что использование предложенного оригинального алгоритма дает возмож#
ность эффективного распознавания лиц на цифровых изображениях и видеопоследовательностях.
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