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Abstract. While Deep Neural Networks (DNNs) have shown incredible performance in a variety of data, they are brittle and opaque: easily fooled by the
presence of noise, and difficult to understand the underlying reasoning for their
predictions or choices. This focus on accuracy at the expense of interpretability
and robustness caused little concern since, until recently, DNNs were employed
primarily for scientific and limited commercial work. An increasing, widespread use of artificial intelligence and growing emphasis on user data protections, however, motivates the need for robust solutions with explainable methods and results. In this work, we extend a novel fuzzy based algorithm for regression to multidimensional problems. Previous research demonstrated that
this approach outperforms neural network benchmarks while using only 5% of
the number of the parameters.
Keywords: Multidimensional Problem, Explainable Fuzzy AI, NoiseResilience, Regression.
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Introduction

1.1

A Subsection Sample

A key factor in the success of deep neural networks ability to treat a variety of data is
the depth of the model and the addition of multiple hidden layers. While DNNs
demonstrate high accuracy in several tasks, their excellence relies on difficult-tounderstand abstract representations in the hidden layers that obscure their decisionmaking process. Furthermore, despite the fact that DNNs can discover patterns in the
features of the data, minor changes in the inputs, such as noise imperceptible to human senses, can cause the DNNs to misclassify an object or make a false prediction
[1]. The fragile black-box nature of these networks complicates their application to
fields such as medicine, autonomous cars, national security, or any field where safety
an accountability must be guaranteed. As the use of artificial intelligence has become
more widespread with an increasing emphasis on data privacy and protection, the
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need for interpretable solutions with explainable methods and results has emerged as
an essential problem.
In [2], a novel fuzzy based regression algorithm was introduced for onedimensional input problems. In the benchmark of the authors, their method proved
greater noise-resilience and explainability than the neural networks considered for the
same task. Given the success of such prior work, this paper is an extension of [2] to
multidimensional problems. The architecture of the algorithm remains the same as the
one described in [2], but the learning rules are slightly adapted to be used in an Ndimensional scenario.
Section 1.2 is a description of the algorithm’s phases and the corresponding mathematical formulation. Section 2 contains the empirical evaluation obtained for a 2input 1-output problem, proving the applicability of the method. Section 3 offers a
discussion of the algorithm’s properties, and finally in Section 3, the authors cover
their conclusions and ideas for future work.
1.2

The Algorithm

As opposed to Deep Learning architectures, this algorithm uses a single layer of predictors (each specialized in a specific region of the input space). The Takagi-SugenoKang method is used to merge the outcomes of all the individual predictors, similar to
how an ensemble system works (where each expert is trained in a particular subspace
of the data). Nevertheless, the main difference with the latter is the collective training
and the ability to share information among the systems. Furthermore, each predictor
has no more than 3N+1 parameters (being N the number of input dimensions), whereas the most popular ensemble systems often use an entire neural network for each
expert. The fact that the algorithm has a single layer, together with the reduced number of parameters needed for the prediction, makes it very explainable and easy to
visualize. The block diagram of the algorithm is shown in Figure 1.
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Fig. 1. Block diagram of the proposed algorithm for multidimensional function approximation
given a noisy cloud of training datapoints and non-noisy testing data. UL and SL stand for
Unsupervised and Supervised Learning, respectively.

The first step is the application of a Hierarchical Clustering algorithm (agglomerative,
MAX-linkage / complete-linkage) to divide the joint input-output space in clusters of
data. These clusters are not necessarily isolated groups of datapoints, but rather points
that were close enough to be modeled in conjunction. Each 𝑐 cluster (bottom right
index in the formulation) is approximated with an N-dimensional hyperplane (𝑟𝑐 ). The
N slopes and the intercept of the hyperplane are identified with 𝑚 and 𝑛, respectively.
𝒙𝑞 and 𝑖 𝑥 𝑞 represent the input vector of the 𝑞 th datapoint and the 𝑖 th feature or entry
of this vector. In other words, the upper left index refers to the dimension and upper
right index determines the instance of the data.
𝑁

𝑟𝑐

(𝒙𝑞 )

= 𝑛𝑐 + ∑ 𝑖 𝑚 𝑐 𝑖 𝑥 𝑞

(1)

𝑖=1

Additionally, the clusters can be seen as fuzzy, where some datapoints belong to the
cluster with a higher degree of membership. To model the membership function (𝜇)
of a given fuzzy set (c), an N-dimensional Cauchy distribution’s [3] density function
is chosen, (2). The 𝑖𝑎𝑐 parameters represent the location of the function’s center,
which is initialized with the mean of the cluster in each dimension. Similarly, the
initialized 𝑖𝑏𝑐 parameters match the standard deviation.
𝑁

𝜇𝑐

(𝒙𝑞 )

𝑥 − 𝑖 𝑎𝑐
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𝑖 𝑞

= [1 + ∑ (

𝑖

𝑖=1

𝑏𝑐

−1

(2)

) ]

Finally, the prediction is obtained using a Takagi-Sugeno-Kang approach. This is
calculated as the weighted mean considering the information of all the membership
functions and hyperplanes, as shown in equation (3).
𝐶

−1

𝐶

𝑞

𝑦̂ = [∑ 𝜇𝑐

(𝒙𝑞 )

𝑟𝑐

(𝒙𝑞 )

] [∑ 𝜇𝑐

𝑐=1

(𝒙𝑞 )

]

(3)

𝑐=1

For the training of the parameters, Gradient Descent (GD) learning is used. This is
possible given the analytical definition of the algorithm, which in many other popular
fuzzy-based predictors is not necessarily always true [4]. Nevertheless, there is a
plethora of gradient-free learning algorithms for that type of systems that might rely
on the experimental inference, [5-7]. In the present case, the GD was carried out minimizing the Mean Squared Total Loss 𝐽 shown in equation (4).
𝑄

𝑄

1
𝐽 = ∑ 𝐽 = ∑(𝑦 𝑞 − 𝑦̂ 𝑞 )2
2
𝑞

𝑞=1

(4)

𝑞=1

The resulting learning rules for the parameters are
𝑄
𝑞

∆𝑛𝑐 = 𝜂𝑛 ∑ 𝑢𝑐
𝑞=1

(5)
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𝑄
𝑖

𝑞

∆𝑚𝑐 = 𝜂𝑚 ∑ 𝑢𝑐 𝑖𝑥 𝑞

(6)

𝑞=1
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∆𝑎𝑐 = −𝜂𝑎 ∑ 𝑣𝑐 ( 𝑖𝑥 𝑞 − 𝑖 𝑎𝑐 )

(7)
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𝑞

∆𝑏𝑐 = −𝜂𝑏 ∑ 𝑣𝑐 ( 𝑖𝑥 𝑞 − 𝑖 𝑎𝑐 ) ,

(8)

𝑞=1
𝑞

where 𝜂 Represents the learning rate for each parameter and the auxiliary variables 𝑢𝑐
𝑞
and 𝑣𝑐 are
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Results

In order to prove that the prior formulation is correct and applicable to the multidimensional case, a set of 2-input 1-output functions is selected to visually assess the
performance of the algorithm. These functions, 𝐹1, 𝐹2 and 𝐹3 are defined in equations (11)-(13).
𝐹1( 1𝑥 , 2𝑥 ) = 3 ( 1𝑥 )2 + 5 1𝑥 2𝑥 (1 + 4sin( 1𝑥 )) + 4 ,
𝐹2( 1𝑥 , 2𝑥 ) = sin( 1𝑥 ) cos( 2𝑥 ),
𝐹3( 1𝑥 , 2𝑥 ) = [( 1𝑥 )2 + 3 ( 2𝑥 )2 ] 𝑒 −(

1

1

𝑥 ∈[4,14], 2𝑥 ∈[1,6]

𝑥 ∈[-4,4], 2𝑥 ∈[-4,4]

1𝑥 )2 −( 2𝑥 )2

,

1

𝑥 ∈[-3,3], 2𝑥 ∈[-3,3]

(11)
(12)
(13)

For training, a total of 60, 150 and 150 datapoints were used for each function, respectively. These instances were randomly generated within the input spaces. In previous research [2], this algorithm exhibited better performance than the neural networks when the training data was corrupted with artificial noise. In order to be coherent, in this bi-dimensional input space problem, a random amount of noise was injected in the training instances as well (the amount of noise was obtained using uniform
distributions with boundaries ±100, ±0.025, and ±0.025 respectively). For all of the
three functions, the learning rate was 0.001. The training stopped when the evolution
of the mean squared error (with respect to the corrupted training data) converged
(which translates into 2000, 800 and 1600 epochs for each surface). The number of
clusters considered were 5, 12 and 8. Figure 2 illustrates the approximations obtained
against the non-noisy ground truth across the entire domain of the input space.
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Fig. 2. Approximations vs non-noisy ground truth plots with standardized variables. Top, middle, and bottom rows refer to functions 𝐹1, 𝐹2 and 𝐹3 respectively. Both columns show the
same information but with different perspectives.
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3

Discussion

As it can be seen in Figure 2, the solution provided by the algorithm matches the real
non-noisy surface despite using the corrupted training data. This not only proves the
applicability of the formulation to multidimensional problems but it also emphasizes
the noise-resilience of the proposed algorithm.
The choice of the 2-dimensional functions was made so that the results could be
displayed in the figures included in the paper, which enables a visual assessment of
the algorithm’s applicability to the multidimensional problems.
One of the advantages of this algorithm is the possibility of direct integration of
expert knowledge in the system as a new cluster (a theoretical or experimental formulation of the problem studied, or even an approximation of the it). This is not an option in a conventional neural network, where the weights do not have a physical or
mathematical meaning as clear as the slope of a linear relationship. Also, adding a
new neuron in a network would unbalance the weights, destroying the predictive
power of the system, and ultimately requiring retraining.
Furthermore, the weights of a trained neural network depend on the initialized
weights, which often vary in every execution. Thus, the parameters of the model are
different after every training process. On the contrary, the method covered in this
research converges always to the same values (since the hierarchical clustering is
entirely deterministic).
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Conclusions

We have introduced an extension of [2] to multidimensional prediction tasks that is
resilient to noise and explainable. Our algorithm in [2] is simple and uses an order of
magnitude fewer parameters than the benchmark neural network. We achieve explainability by leveraging the interpretable nature of the fuzzy inferencing system,
without resorting to the use of hidden layers. Each fuzzy set represents a linear approximations, which could refer to a theoretical or physical formulation of the problem. Since our algorithm generates a weighted prediction, where all regressions have
an influence in the outcome, it does not rely on a single predictor, resulting in resilience to noise.
In future work, we plan to apply our algorithm to real-world high-dimensional data
sets covering a variety of applications characterized by a need for resilient and explainable results. These include the evaluation of our algorithm against the state-ofthe-art for robust and interpretable DNNs, particularly when ground truth functions
are unavailable, as well as the integration of the proposed approach into other popular
methodologies such as image processing and feature recognition problems in conjunction with Convolutional Neural Networks.
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