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1 Introduction
Deoxyribonucleic acid (DNA) is a highly stable molecule. However, changes in the se-
quence, called DNA mutations, continuously occur but typically at very low rates. Al-
though mutations are seen as the fuel for evolution, little is known about their rates along
chromosomes. Currently, the best way to study the patterns of mutation rates along chro-
mosomes is via comparative genomics. In this introduction, I will review the two main
lessons from comparative genomics studies on the most frequent mutations, the single
nucleotide mutations. Firstly, mutation rates vary along chromosomes and are correlated
with the activity of processes such as replication, recombination and transcription. Sec-
ondly, there is a mutational spectrum, which means that not all mutation rates are equal
to each other.
1.1 DNA mutations
Despite their central role in evolution, there is not yet a good knowledge about the rate
of neutrally occurring mutations along mammalian genomes [70]. Fundamental ques-
tions about neutral mutation rates such as the relative contribution of replication and
transcription and their associated processes to mutation rates are still unanswered [70].
The two main fields that are currently concerned with the study of mutations are the
study of genetic diseases and evolution [70]. Both fields are mainly concerned with the
functional impact of mutations. In humans, DNA mutations can cause a variety of
genetic diseases if they occur in the germline or at early developmental stages and can
cause cancer if they happen in somatic tissues [45]. Mutations are also a major force of
evolution, since mutagenesis generates innovations by introducing genetic variations,
some of which might have phenotypic impact [58; 95].
DNA structure DNA consists of two single strands of phosphate and sugar coiled
around each other in a helical manner and held together by weak hydrogen bonding
between pairs of nitrogenous bases to form the double-helix structure. The building
blocks of the DNA strands are four nucleotide bases: adenine (A) and guanine (G),
which are purines, and thymine (T) and cytosine (C), which are pyrimidines [155].
In the DNA double helix structure adenine is joined with thymine and guanine with
cytosine to form the base pairing couples. In a DNA strand every base is attached
to a five-carbon sugar ring and a phosphate group. The single stranded (ss)DNA is a
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chain of nucleotides that are joined to each other by the phosphate group that form
phosphodiester bonds between the third and fifth carbon atoms of the sugar ring of two
nucleotides. This leads to a distinction between the ends of a DNA strand, since on
one end the fifth carbon of the sugar ring is attached to a free phosphate group while
on the other end the third carbon is characterized by a free hydroxyl (OH) group. This
suggest that strand itself has a directionality which is designated by 5’ to 3’ direction.
Sequences are always replicated and transcribed by corresponding polymerases from
5’ to the 3’end. It is a convention to write the DNA sequence of one strand from 5’
(left) to 3’ (right). Since the two strands of sequences are complementary, the DNA
sequence is often represented only by the bases in a single strand in the direction 5’
to 3’.
Types of DNA mutations Changes in the DNA sequence are called mutations. In
an in silico view, mutations are seen as no more than a collection of editing operations
on this sequence. The most frequent and most studied type of mutations are single
nucleotide mutations. There are twelve possibilities to exchange one base for another.
Since the DNA is a double stranded helix, a single nucleotide exchange is a base pair
change mutation, for instance when A is substituted by C then there is A : T → C : G
mutation, where the colons denote Watson-Crick base pairing. Deletions of DNA
sequences can remove 1 base-pair (bp) to mega base-pairs (Mbps). Insertions are extra
DNA sequences that can be a new sequence which was not present in the genome or
a piece of DNA that is copied from one locus and pasted in another (a duplication).
Translocations are a cut and paste type of mutation i.e. DNA pieces that move from
one chromosome to another (inter chromosome), or to new locations within the same
chromosome (intra chromosome). Inversions are a type of mutations where a part of
a chromosome is reversed with respect to its flanking segments. Inversion on a ssDNA
therefore results in the reverse complement of the previous sequence.
In this thesis, I will focus on single-base mutations, the most frequent mutation, al-
though we have to bear in mind that the total number of bases that are affected by
insertions, deletions and rearrangements per unit time exceeds the number of single
nucleotide mutations, because insertions and deletions can impact several Mbps at a
time [27].
1.2 Substitutions
Functional consequences of DNA mutations The genome encodes proteins,
which are the building blocks of cells which make up an organism. It also contains infor-
mation of when and where to produce RNA (ribonucleic acid) and proteins. Changes
in the sequence of a protein coding gene can impact its activity since as a consequence
of a mutation a protein can be misfolded, truncated, lose or gain the ability to bind to
other proteins or DNA [95; 30]. Mutations in DNA in transcribed regions can disrupt
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RNA secondary structure and affect splicing [81; 30]. Mutations can also alter the
regulatory program since changes in regulatory DNA sequence elements will affect the
time and the level of gene expression [113; 30].
Alterations to the DNA sequence can have a harmful impact on the cell or the organ-
ism [26]. When these mutations disrupt essential functions it can lead to cell death
or even the death of the organism itself. But not all mutations end in death of an
organism. Different individuals in a population can have different genomes [94; 64].
Therefore, different members of the population may carry different variants of se-
quences called alleles [58]. The allele frequency of a specific variant is the proportion
of copies of this variant among all alleles at the corresponding locus in the population.
In a diploid population of size N, there are 2N alleles for each locus in autosomal
chromosome (i.e. non-sex chromosomes).
Fixation processes Evolution can be viewed as a change in allele frequencies
from generation to generation [57]. The number of offspring is usually regarded as the
fitness of the organism [57]. In this terminology alleles that increase the fitness are
beneficial, the ones that reduce the fitness deleterious and the ones that do not affect
the fitness are neutral [58].
Mutations in multicellular organisms with reproductive cells can be divided into two
classes- somatic or germline mutations [9]. Somatic mutations occur during cell di-
vision in the process of tissue formation and can not be transmitted to the next
generation (with the exception of plants). Only DNA changes in the germline are
transmitted to the following generation and therefore they have the main long term
evolutionary consequence. In unicellular organisms, a new generation emerges at each
cell division and therefore all mutations that occur during the cell cycle are transmitted
to daughter cells.
Since mutations are rare events, the general assumption is that only one mutation
occurs at a specific locus at any given time. Therefore, when a mutation event occurs,
a new mutation is present in one individual member of the population. For a diploid
population of size N , the frequency of the mutant allele when it arises is 1/2N [57].
Over time, the frequency of the allele with the mutation can increase within the
population until it appears in 100% of individuals in the population [57]. In the case
that a mutant allele arrives at fixation, i.e. its frequency in the population is 1, the
mutant allele is said to substitute the wild-type (original) allele i.e. substitution [57].
The two main forces that shape the allele frequencies at the population level are se-
lection and chance (also called random genetic drift) [57]. Selection drives the allele
frequency changes of mutations that result in a difference in fitness betwen an individ-
ual with the wild-type allele and one with the mutant allele. Positive selection drives
alleles to fixation when they increase fitness relative to the wild-type allele. Increase
of fitness means that the representation of the allele in the following generation is in-
creased due to the higher number of offspring of the individual that carries the mutant
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and therefore over time the mutant allele frequency will increase until it becomes 100%
in finite population size (i.e. number of the members in the population is bounded over
time). If a mutation decreases the fitness of an organism, then selection is said to play
a negative role in shaping the allele frequency to remove the mutation, since (by the
above definition) the individual has less offspring than the members of the population
that carry the wild type allele. Selection is blind to neutral mutants and therefore
does not play a role in shaping their allele frequencies.
For finite size populations, random genetic drift is the force that determines the fixation
probabilities of neutral sites in the genome [57]. Random genetic drift assures that
neutral mutations can arrive at fixation (i.e. substitution). The reasons for the drift
are DNA replication, reproduction and the constrained size of the population. The
random nature of changes in allele frequencies is due to the fact that the number
of fertile offspring of two genetically identical individuals is not constant. Because
of this, chance also serves as a counter force of positive selection since individuals
that carry a strong advantageous mutation might fail to reproduce or may produce
offspring without the mutated allele and therefore the mutation would be lost in the
next generation.
Random genetic drift is probably the major force that shaped the mammalian genome
[57; 95]. Most changes in the DNA have only a small impact (if any) on the fitness
of the organism. Therefore, most mutations in the mammalian genome are subject to
weak (if any) selection forces.
Molecular mutation rates The rate at which a base is exchanged in the genome
per unit of time is called the molecular mutation rate (and we denote it by µ). The
unit of a time that is often used in the literature is generation time and for human is
typically 20 years [108]. In other words, it measures the number of de-novo mutations
per site that a newborn inherits from its parents, which were not present in the parents’
genomes when they were born.
Substitution rate New alleles continuously arise within population due to muta-
tion processes. A new allele can replace (substitute) another allele and in turn can be
replaced after same time by another. Therefore we can define the substitution rate,
denoted by R, as the number of fixations of new alleles per site per unit time (e.g.
each generation) [57].
The null hypothesis of neutral theory What is the link between substitution
rates (R) and molecular mutation rates (µ)? The answer might be very surprising and
useful for neutral sites in a population of constant size (the number of the members in
the population in each generation remains constant over time). The substitution rate
is determined by the mutation rate µ and the average fixation probability of an allele
pf . Under the assumptions that the population is diploid of size N and constant over
time, the rate of mutations entering the population per unit time at a particular site
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is 2Nµ [95]. Therefore the substitution rate is:
R = 2Nµpf . (1.1)
In neutral site each single allele has an equal probability of fixation, for a diploid
population of size N , the probability of a neutral allele, with a frequency f in the
population, to drift to fixation is f/2N [58]. Since mutation events are rare, when
mutations arise, their initial frequency is 1/2N . Therefore, if we substitute pf = 1/2N







In words, the rate of substitutions at a specific (neutral) site is equal to the molecular
mutation rate per individual in the population [78]. This fundamental result allows us
to estimate the mutation rates by comparing genomes that evolved independently over
millions of years and to infer from the differences in the sequence at neutral regions
the actual mutation rates.
1.3 Genome wide mutation rates
Sources of mutations Most spontaneous single exchange base mutations occur
during replication due to mispairing of bases. In addition, mutations are also the
result of DNA damage that is not repaired by the repair machinery of the cell. There
are multiple possible DNA damage types and multiple number of repair pathways
that are specialized in repairing particular lesions [48]. The biochemistry of repair
and mutagenesis has been extensively studied and most of the current knowledge is
summarized in a book by Freidberg et al. [48]. But despite the impressive amount
of work it is currently impossible to quantify the relative contribution of each of the
processes to mutation rates.
Deamination This process converts cytosine to uracil and adenine to hypoxan-
thine. In mammals, the rate of cytosine deamination is 100 losses per double strand
DNA per cell per day [47]. This rate is much higher for cytosine in single stranded
DNA. For E. coli, the rate in ssDNA is estimated to be 140 fold higher than the rate
in double stranded DNA [47; 88]. For yeast, the rate is about 4000 more frequent in
ssDNA than in double-stranded DNA (dsDNA), since DNA is found in a ssDNA con-
formation for a large time during transcription [71]. Most of the time the DNA is in a
dsDNA conformation but during transcription, replication, recombination and non-B
DNA transient formation it is found in the form of ssDNA. It has been estimated that
500 C’s are deaminated in a genome that is found at a mixture of 98% dsDNA and 2%
ssDNA conformation per day per genome per mammalian cell [89; 47; 88; 139; 48].
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This spontaneous deamination is corrected by the removal of uracil (not a natural part
of DNA) by uracil glycosidase, generating an abasic site. The resulting abasic site is
then recognized by enzymes, apurinic/apyrimidinic endonucleases, that cut the DNA
and allow DNA to repair the lesion by replacement with another cytosine. However,
the uracil might escape the repair and in the following round of replication its chemical
similarity to thymine can lead to incorporation of A opposite to a U base leading to
U:A base pair which is repaired to T:A.
Adenines are also deaminated but at lower rates than cytosines. The product of
adenine is hypoxanthine, which selectively base pairs with cytosine instead of thymine.
This results in a post-replicative transition mutation, where the original A : T base
pair is transformed into a G : C base pair.
Direct and indirect measurement of mutation rates The rates of mutations
can be derived by direct or indirect measures [162]. The most obvious and direct way
to detect all the changes that recently happened in genomes is by sequencing DNA of
mother and daughter cells or in germ-cells in the levels of single-cell. Although there
has been enormous progress in the sequencing field, it is not ready for such kinds of
tasks. The current knowledge about mutation rates is mostly based on: (1) detection
of large numbers of genetic variants that are screened based on phenotypical effects
of mutations [11; 162]. (2) Mutation accumulating (MA) lines is an approach that
has received a major boost with the next-generation sequencing. In the MA approach
mutations accumulate in the genome in several lines of species that originate from one
ancestor, under laboratory conditions that reduce selection effect on the mutations to
almost none [32; 97; 31]. (3) Comparing sequences that have diverged for many gener-
ations in regions which are supposed to be neutrally evolving and therefore the rates
are expected to reflect the germ line mutation rates [70; 162]. In this case mutation
rates are parameters of evolutionary models, which I will elaborate on in Chapter 2.
(4) Lastly, mutation rates can be inferred from single nucleotide polymorphism (SNP)
sites, which reflect the sampled genetic variation in a population [80; 162; 64]. The last
three approaches are based on the idea that the vast majority of mutations that accu-
mulate in the genome over time are neutral and therefore reflect the rate of neutrally
occurring mutation process. One big difference is the time scale; MA lines experi-
ments are conducted for a few generations, while the sequence divergence process of
different species takes typically millions of years and lastly the diversity in a popula-
tion level is established during several thousands of years. As a result, the number of
mutations that can be used for rate estimation has wide range. Currently the number
of mutations that are observed in MA lines is several thousands (for organism with
relatively short generation time such as worms and yeast), while the number of SNPs
in the human population is a few million (about 0.1% of sites in the human genome)
while the density of diverged sites in genomes of two species can be much higher, for
example, aligned seqeunces of human and chimpanze differ in more than 2% of the
sites [29]. Until now, comparative genomics has been the most suitable to study high
resolution mutational patterns. It seems that we are approaching the day that all hu-
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man genomes could be sequenced and then de-novo SNPs may be used for estimating
the current mutation rates in fine resolution.
Base exchange substitution rates The base mutation rate per generation in
animals is in the range of 4 × 10−9 to 18 × 10−9 per base pair per generation (where
the upper limit is for human). For Saccharomyces cerevisiae the estimated rate is
0.33×10−9 and in the prokaryote Escherichia coli it is approximately 0.26×10−9 [96].
This is not to say that the mutation rate per cell division is higher in humans than in
other organisms. The reason for the higher mutation rate per generation is probably
due to the fact that there are more DNA replication rounds during the production of
human gametes compared to other species. Before a human gamete is produced there
are about 216 cell divisions in the lineage that leads to the gamete compared to 36, 8.5,
and 40 cell divisions during gametogensis in fly, worm and Arabidopsis thaliana [96].
Given the estimated rate for germline replication the mutation rate is only 0.06×10−9
per site per replication round [96]. This rate is lower than the somatic mutation rate
of human cells which is in the range of 0.27 × 10−9 to 1.47 × 10−9 per site per cell
division and it is even lower than the approximate germline mutation rates in flies,
worms and Arabidopsis thaliana [96].
Factors that influence substitution rates Mutational processes are assumed to
occur in a random fashion in the sense that mutations do not depend on their impact
on the organism or the cell [58]. But the mutational processes are not random in the
sense of being uniform along chromosomes and among species. The average genome
wide mutation rates vary among species and between different cells. Moreover, the
estimated rates of all types of mutations exhibit large heterogeneity across chromo-
somes. This is to be expected since mutations happen due to biochemical processes
which are influenced by a large number of cellular factors [48]. Not only are mutations
a consequence of the interaction of RNA polymerases and transcription associated
factors, many repair proteins and mutagens, but also of their interaction with other
metabolic and signaling processes [48]. The arsenal of repair proteins varies between
species, their activity can be tissue specific, different repair processes are involved at
different cell cycle stages [135].
The genomic environment of DNA also influences the mutagenic and repair processes.
Centromere and telomere genomic regions have specific DNA polymerases and repair
proteins. Epigenetic components such as DNA methylation, histone modifications,
nucleosome density and DNA binding proteins impact the rate of occurrence of differ-
ent types of DNA damage and also the efficiency of repair [48]. On top of that, the
DNA sequence composition has different affinities to mutagens attacks and to repair
proteins. Taken together this leads to a regional variation in mutational rates and
spectra along the genome. When these mutation biases accumulate over hundreds of
million of years they result in biases in nucleotide composition [95].
Regional variation in substitution rates along chromosomes In 1989, Wolfe,
Sharp and Li [160] reported that substitution rates vary among different regions in
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the genome. Since they analyzed sequences that are neutrally or nearly neutrally
evolving, they concluded that at an evolutionary time scale there are regional varia-
tions in mutation rates. Genes which have similar substitution rates cluster together
within chromosomes [86], but the effect is not a consequence of similarity in expression
levels [85]. Later, by sliding window analysis and using repetitive sequences, Arndt,
Hwa and Petrov [7], provided a spatial substitution rate map along the chromosomes
(similar analysis is presented in Figure 1.1 but with multiple alignments of human,
chimpanzee and rhesus intergenic sequences).
Figure 1.1: Profiles of substitution frequencies along human chromosome 1. Frequencies
of 14 substitutions along chromosome 1 were estimated in non-overlapping 1 Mbp long
windows slided along human chromosome 1. Only human intergenic sequences were
included in this analysis. To estimate the rates I used human, chimpanzee, rhesus EPO
primate alignments (Ensembl version 55). Substitution frequencies were estimated by
maximum likelihood approach that is described in [36] and in Chapter 2. Similar analysis
has been presented before in [7; 21]
1.4 Bias in substitution rates in double stranded DNA
Mutational spectrum If all single bases were subject to the same rates of repli-
cation errors, DNA damage and repair then all twelve single-nucleotide substitutions
would occur at equal rates, but this is not the case [162]. In addition, the relative
rates of different substitutions exhibit regional behavior [8].
Transition-Transversion bias It has become clear that the rate of change be-
tween arbitrary bases α and β is not equal for all different possibilities. The rate of
change between nucleotides of similar chemical structures is several fold higher than
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between non-similar nucleotides. Changes between similar nucleotides are called tran-
sitions and occur among the two purines (T and G) and among two pyrimidines (A and
C). Changes between purine and pyrimidine are called transversions. There are eight
possible transversions and four possible transitions; under the assumption that all mu-
tations occur at the same rate one would expect to observe two fold more transversions
than transitions. But this is not the case, and transition mutations are about 2-4 times
more frequent than transversions in the vast majority of genomes including human [95]
though not in C. elegans or D. melonogaster [96]. The biochemical explanation is not
well understood. Most of mutations are suggested to be replication errors. Since base
pairing is between a pyrimidine and purine the model suggests that DNA polymerases,
the enzymes that copy DNA, are more likely to mispair incorrect purine to a template
pyrimidine rather another pyrimidine and in the same manner, DNA polymerase is
expected to insert more often a wrong pyrimidine opposite a purine. However, sur-
prisingly, the error spectrum of DNA polymerases that participate in the bulk of DNA
replication show that the rate of several purine-purine mismatches is higher than some
of the purine-pyrimidine mismatches [101].
CpG bias CpG di-nucleotides are well known ”hot-spots” in vertebrates for C → T
and G → A transition mutations via the methylation-deamination process [48]. The
cytosine base when positioned immediately 5’ of a G on the same strand (denoted
“CpG”) is subject to a particular DNA modification adding a methyl group to the
O-5 group of the cytosine resulting in 5-methyl-cytosine) [48]. In a similar fashion to
the deamination of Cs to Us, 5-methyl-cytosines deaminate to T [48]. Uracil does not
occur naturally in the DNA and there is a highly efficient repair process that corrects
it back to the original base C [48]. On the other hand, T is a normally occurring DNA
base and although there are mismatch repair pathways that deal with these types of
mismatches (i.e. TpG paired to CmpG), the repair process is less efficient than for
U : G mismatches [48]. Taken together, the higher deamination rate and the lower
efficiency of the repair process make CpGs a hotspot for mutations [154; 48].
The result of these processes can be observed via comparative genomics, where in
human the transition frequencies of cytosines and guanines in the context of CpG are
more than 10 fold higher than genome-wide substitution rates of C or G residues in a
non-CpG context [5]. It is estimated that one quarter of single-nucleotide differences
between human and chimp are in CpG sites [29].
Strong to Weak bias The base pairing between G and C nucleotides is energet-
ically more stable than between A and T bases due to three hydrogen bonds between
G and C bases compares to only two bonds between A and T. Therefore, GC nu-
cleotides are called Strong (S) bases while AT are the weak (W) bases. More than
40 years ago, Cox and Yanofsky [28] observed that in selected genomic loci of E. Coli
strain, that harbors a mutator gene mutT, there is an excess in the rate of W → S
mutations over S → W . If the directionality in mutation towards GC bases is exerted
for a long enough evolutionary time, it will induce genomes to become enriched in
9
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GC nucleotides. Therefore, the base composition of genomes of different organisms
can imply on the underlying mutational bias that has shaped these genomes. The
prokaryotic genomes exhibit a wide range of GC content between 0.25 to 0.75 [162].
This imply that there is directionality in the mutation rates in prokaryotes but it is
not universal
In contrast, most of eukaryotic genomes that have been sequenced so far are GC poor
i.e. their GC nucleotides compose less than 50% of the total number of nucleotides
in the genome [95]. This nucleotide composition reflects the corresponding universal
excess of strong to weak mutations (S → W ) over weak to strong mutations (W → S)
in vertebrates, flies, nematodes and fungi as derived by comparative genomics, using
polymorphism and mutation accumulating lines data [95; 96].
The biochemical source of this bias is again unknown. The common explanation is
that this bias is due to hydrolytic and oxidative damage that targets mostly cytosine
(deamination, see above) and guanine (oxidation [48; 95]) and leads to C → T and
G → T mutations, respectively [48; 96]. The rate of the major processes that lead
to weak to strong mutation is adenine deamination (which is discussed above), but
it occurs at lower rates than cytosine deamination. Alternatively, DNA polymerases
without proofreading tend to incorporate wrong bases opposite the template Gs or Cs
about 2 fold more often than opposite As or Ts on the template strand [101].
GC biased gene conversion The ratio rW→S/rS→W has been found to vary in
the genomes and to be correlated with crossing-over rate [36]. As I mentioned above, in
all animals genomes it is has been found that rW→S/rS→W is less than one. However,
comparative genomics revealed that the ratio between the substitution frequencies
W → S and S → W varies and in some regions the ratio is greater than one. These
fluctuations in the ratio of W → S frequencies over S → W are suggested not to
be a result of mutations but rather a fixation bias which is called GC biased gene
conversion (BGC) [51].
BGC occurs during recombination in regions where heteroduplexes hybrids between
highly similar allele sequences is formed during meiosis [51]. DNA repair mechanisms
acting on mismatches in the heteroduplex regions are suggested to correct mismatches
between GC and AT bases more frequently towards GC bps than to AT bps. Under
this model, at the population level, BGC mimics positive selection for higher GC
content since the allele frequencies of strong bases are expected to increase at the
population level from one generation to another while the frequency of alleles with
weak bases is expected to decrease. Studies of SNP frequencies in human populations
support selection-like models over the mutational bias model [158; 140].
CpG islands In human, the genome wide average of GC nucleotides is about
40% and the CpG odd ratio, which is the ratio between the observed number of
CpG over the expected by the density of Cs and Gs, is 0.2. These are typical values
for all mammalian geneomes that were analzyed so far and at some extent also in
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other vertebrate genomes. But, in the vertebrate genomes, especially, in mammalian
genomes there are regions which are extremely rich in CpG-dinucleotides and GC
nucleotides. These regions are of typical length of several hundreds of bps and are
composed with over than 50% strong bases and the CpG odd ratio over 0.6. These
regions are called CpG islands (CGIs) [13; 14; 52; 145].
1.5 Bias in substitution rates in single stranded DNA
Chargaff’s second parity rule The double stranded structure of DNA and
Watson-Crick base pairing couples mutation processes of both strands. Every base
α on one strand pairs with just one complementary base α′ on the other strand: G
pairs with C and A with T. Therefore, a mutation is between base pairs,i.e. a mutation
of a base α to β on the forward strand, denoted by α→Fβ, is a mutation α′→Rβ′ on
the reverse strand. The copy of a mutation from strand to its complementary strand
done either by repair enzymes that ensure the right base pairing of the DNA or by
replication if the mutation of one strand is not recognized by such enzymes. As a
consequence, the substitution rate α→Fβ on the forward strand, denoted by rα→F β,
is equal to the substitution rate of the complementary bases, α′ and β′ on the reverse
strand: rα→F β = rα′→Rβ′ . Under the assumption that mutations occur randomly on
both strands and that the repair process is equally effective on both strands we further
have that
rα→F β = rα→Rβ
and therefore
rα→F β = rα′→F β′ (1.3)
i.e. that complementary substitutions occur with the same rate on one strand [144; 90].
When the equality in Eq. (1.3) holds then in a single strand of DNA the comple-
mentary bases are found in equal frequencies the number of A’s is equal to T’s and
number of G’s is equal to the number of C’s (this is called Chargaff’s second par-
ity rule) [144; 90]. However, this assumption and the symmetry of the substitution
rates are not granted, since other cellular processes like transcription and replica-
tion can distinguish between the two strands. Over the past 20 years there has been
accumulating evidence that violations of symmetries are the rule and not the excep-
tion [47; 90; 60; 148; 152]. Detecting asymmetries might be difficult since measuring
the spectrum of mutations via experimental procedures is still laborious. Still, sig-
nificant advances in the field were achieved though complete or partial sequencing of
genomes and the use of comparative genomic approaches [90; 60; 70; 148; 152].
Strand asymmetries in bacterial genomes The first process that was shown
to break the symmetry was transcription in bacteria. It was shown in the early 1990’s
in Escherichia coli that cytosine deamination rates on the non-template strand were
increased as a consequence of ssDNA conformation of the non-template strand during
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transcription [47]. This leads to a higher mutation rate of the type C → T over G→ A
on the non-transcribed strand. In 1985, it was found that lesions in expressed genes
were repaired in a strand specific manner by the transcription coupled repair (TCR)
process [16]. TCR has been postulated to lead to strand bias since the transcribed
strand is preferentially repaired. This preference in repair will result in a strand-
specific mutation spectrum.
A few years later, in the mid-1990’s Lobry [90] suggested that in bacterial genomes,
replication was associated with violations of Chargaff’s second parity rule. As I men-
tioned above the rule states that if the mutational processes do not distinguish between
the two DNA strands then there should be an equal frequency of complementary bases
in a long piece of ssDNA, that is, [A] = [T ] and [C] = [G] [90]. To access strand sym-
metries, it proposed to define the quantities of TA skew ((STA = ([T ]−[A])/([T ]+[A])))
and GC skew (SGC = ([G] − [C])/([G] + [C])) in a single strand of DNA. Deviations
of TA and GC skews from zero imply that mutational processes distinguish between
the two DNA strands [91]. A positive GC skew and a nonzero TA skew are often
used in bacteria to detect the leading strand [44]. A switch in the sign of a skew is
indicative of an origin of bidirectional replication (OBR) or the terminus of replication
[105; 115; 153].
The increasing amount of sequenced genomes enables us to derive a mutation rate
approximation using multiple alignments. The results of these rate estimations were
striking, because, even though the studies of skews revealed that genomes share similar
skews, comparative genomic analyses revealed that the underlying single nucleotide
substitution rates vary significantly between taxa. In each taxon at least one symmetry
of nucleotide substitution rates is broken. Often, there is an excess of mutations
C → T , A→ G, and C → G on the leading strand compared with the complementary
mutations G → A, T → C, and G → C, respectively. However, there is not one
symmetry of nucleotides that is broken in all taxa [131].
Several mechanisms have been suggested to explain the strand asymmetries in reverse
complement mutation rates. Lobry [91] suggested that the asymmetries are a result of
the difference in the replication of two DNA strands, the leading and lagging strands.
It has been suggested that the discontinuous replication of the lagging strand by
the Okazaki fragments increases the frequency with which the template of the lagging
strand is in a single-strand conformation relative to the template of the leading strand,
which is replicated continuously [44]. Because nucleotides on ssDNA are more prone
to be damaged (in particular by adenine and cytosine deamination), this can induce
differences in the mutational spectrum between the two strands [47]. Alternatively,
the difference between the mutational spectra of the two DNA strands can be a result
of replication of the two DNA strands by two different polymerases [84] that have
different error rates [83; 101].
Strand asymmetries coupled to replication in human Studies of strand asym-
metries of mutation rates in mammalian genomes are not as far advanced as in bacte-
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ria. The main reason was related to difficulty of estimation of mutation rates by the
methods used for bacteria. First, directly measuring of mutation rates is very diffi-
cult due to the size of the mammalian genomes which are three orders of magnitude
larger than the genomes of bacteria. Second, the rate of mutations is ten-fold lower in
mammals compared to bacteria. Third and last, the rate of DNA replication is also
several orders of magnitude lower in human than in bacteria.
Direct measurement of nucleotide strand asymmetries of mutation rates in human
has been done previously. Asymmetries which are associated with replication, have
recently been found in humans and profiles of TA and GC skews have been used to
identify putative origin of replications (ORIs) along human chromosomes; Touchon
et al. [152] analyzed six well-studied ORIs in the human genome. Focusing on the
regions on the 5′ → 3′ strand centered at the ORI, they detected a change from a
negative GC and TA skew in the 5’ flanking region of the ORI to positive skews at the
downstream regions, which corresponds to results from Escherichia coli. By detecting
similar changes in compositional skews along human chromosomes, 1,000 putative
ORIs (among them 280 are OBRs) were identified in silico, 30-fold more than the
number of ORIs that were known at that time [69]. The observed TA and GC skews
in the flanking regions of human ORIs imply that there are underlying strand-specific
substitution patterns that are coupled to replication in the human genome.
Strand asymmetries associated with transcription in higher eukaryotes Bi-
ases in the nucleotide composition of ssDNA have been used as evidence for bias in
mutational processes or selection. Green et al. [60] have observed an excess of GT
nucleotides over AC nucleotides on the nontemplate strand in human genes, which
was later found to be correlated with transcription levels in testis [99; 157]. TA and
GC skews are found to be positive in mammalian nontemplate strands, but are close
to zero in the 5’ flanking sequences of genes [149]. Skews also show a regional pat-
tern found along the transcribed DNA [92; 149]. The TA and GC skews are found
to be maximal in the regions immediately downstream of the transcription start site
(TSS) of genes. Nucleotide densities are furthermore observed to be dependent on the
distance from the 5’end and 3’end of introns [150; 1; 49]. This regional behavior of
the nucleotide composition in genes and their flanking regions implies corresponding
regional behavior of substitution processes. Substitution asymmetries were also ob-
served between the template and non-template strand. For instance, using 1.5 Mbp of
orthologous regions in chimpanzee and human, Green et al. [60] calculated the rates
of intronic nucleotide transitions, and found that in the nontemplate strand the purine
transitions (A→ G and G→ A) occurred at a higher rate than their complementary
pyrimidine transitions. Later, a similar bias of A→ G over T → C was reported in an
analysis of SNPs in introns and four fold degenerates (FFD) sites [125]. This strand
bias in substitution rates has been hypothesized to be a result of TCR and of different
misinsertion rates for the four nucleotides [60]. Subsequently, Hwang and Green [70]
carried out an analysis of context dependence of mutation rates in 1.7-Mbp genomic
regions across the phylogeny of 19 mammalian species. Beside the known asymmetries
13
1 Introduction
of complementary transition rates in transcribed regions, they also found similar (but
weaker) asymmetries in the transversion rates. Some of these processes also showed
signatures of neighbor dependencies increasing the impact of strand asymmetry to
context dependent mutations.
1.6 Thesis overview
This dissertation work evolves around the interplay of cellular processes with muta-
tional processes in mammals. As it is discussed in this chapter, the nucleotide compo-
sition profiles along genes and across CpG islands point to regional mutational forces,
that have been acting on these regions. However the underlying substitution patterns
that have shaped these regional nucleotide composition profiles are unknown.
Although the first draft of the human genome was released ten years ago [23], sub-
stitution rates could not be studied from this data alone, and could only be inferred
after the release of mouse and rat genomes [24; 54]. The major advance in the study of
human substitution patterns happened with the release of species closely related to hu-
man such as chimpanzee and macaque genomes in 2005 and 2007, respectively [29; 25].
We use comparative genomic approach to estimate the substitution rates around mam-
malian genes and their flanks and along human CpG islands and their intergenic flanks
(the methods are described in Chapter 2).
We discuss several regional patterns of substitution in the mammalian genomes. Chap-
ter 3 deals with a drop in methylation-deamination rates at the 5’ends of human genes
and at CpG islands. In Chapter 4, a comparison of the substitution rate profiles in
mammalian introns with the ones in mammalian intergenic regions reveals two types of
transcription-associated asymmetries; first, strand asymmetries that start at the TSS
and extend along the whole gene and beyond the 3’end, second, a localized strand
asymmetry that is limited to the first 2 kbp of mammalian transcripts. The following
Chapter 5 concerns intergenic asymmetries that originate at CpG islands and extend
for hundreds of thousands of bps. I will discuss the possibility that these asymme-
tries indicate that CpG islands are origins of replication or of unknown transcripts.
Chapter 6 deals with strong to weak bias in mammalian promoter regions and CpG
islands. This bias seems to vary among promoters of different mammalian species. In
addition, this ratio varies among different types of human CpG islands, probably due
to differences in recombination rates among the different CpG island classes.
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In this thesis, we wish to study the dependence of neutrally substitutional spectrum
and frequencies in different genomic context. In other words we want to further un-
derstand the factors that have been shaping the rates of α→ β substitution i.e rα→β
(where α, β ∈ {A,C,G, T}) in mammalian evolution, particularly, in human since the
specie diverged from chimpanzee. The main focus in the this thesis is on the depen-
dence of single nucleotide substitution rates on the distances to transcription starting
sites of genes or to CpG islands and on the dependency of the substitution spectrum
on the DNA strand. Using comparative genomic approach, the substitution rates in
neutrally evolving regions are inferred from multiple alignments that correspond to
these regions [36].
2.1 Inferring substitution rates
To get an estimation of the neutral mutation rates we rely on the fundamental theorem
of molecular evolution: Substitution rates (at the population level) are equal to the
mutation rates (for an individual)in neutrally evolving sites at a constant population
size (Eq. 1.2) [78]. The mathematical models for sequence evolution describe evolution
as a Markov process in which states are DNA sequences i.e. at any given time the rate
of mutation depends only on the genome sequence at that time point and not on the
past. We can use sequence evolution models to infer the rates of mutations from mul-
tiple alignments. This approach which has been referred to as a comparative genomic
approach has been proven to be very powerful in revealing novel mutational patterns
along the chromosomes [70; 35]. Combining comparative genomic and biochemical
knowledge should probably lead to a better understanding of the current molecular
processes that have shaped our genome. In this section I will explain the sequence
evolution model that is used in this thesis to infer substitution rates from multiple
alignments, which is presented in a recent paper by Duret and Arndt [36].
Sequence evolution Let us consider a DNA sequence ~α(0) at time t = 0 of a fixed
length S
~α(0) = (α1(0), . . . , αS(0)) (2.1)
where αi(0) ∈ {A,C,G, T} and i ∈ {1, . . . , S}.
15
2 Methods
Furthermore, let us assume that all sites are neutral. This means that for any other
individual carrying a sequence
~β(0) = (β1(0), . . . , βS(0))
where βi(0) ∈ {A,C,G, T} and i ∈ {1, . . . , S}, there is no difference in the fitness
compared to an individual that carries sequence ~α(0). This suggests that in the space of
all possible DNA sequences of length S which is of size 4S, all states are equiprobable.
This sequence changes over time due to a stochastic process called mutation and
therefore at time t > 0 the sequence
~α(t) = (α1(t), . . . , αS(t)) (2.2)
might be different from ~α(0). The probability to observe ~α(t) at time t is dependent
on the initial sequence i.e. we have
Pr(~α(t)|~α(0)) (2.3)
is a function of ~α(0).
At this point it seems natural to represent a sequence evolution by a chain of random
variables. Let {A(t), t ≥ 0} be a continuous time chain of random variables where t is
a continuous time index and A(t) = (A1(t), . . . , AS(t)) represents the random variable
over the space of sequences of length S at time t e.g. ~α(t). With these notations
equation (2.3) read as Pr (~α(t) |~α(0)) = Pr (A(t) = ~α(t) |A(0) = ~α(0)).
Many models for sequence evolution assume that sites along the sequence evolve inde-
pendently from one another in a context free manner, in other words we can write
Pr (Ai(t2) |A(t1)) = Pr (Ai(t2) |Ai(t1))
where t2 > t1 are times in evolution.
Under the conditions of neutrality and independence we treat genome evolution as S
independent chains of random variables i,e. {Ai(t)}i∈{1...S} and therefore the model
can be seen as a single-site evolution process each having four states corresponding to
the four nucleotides.
The next natural assumption is that all chains {Ai(t), t ≥ 0} hold the Markovian
property i.e for each t1 ≥ 0 and t2 ≥ 0 such that t1 < t2 the following holds:
Pr (Ai(t2) = αi(t2) |{Ai(t), t ≤ t1}) = Pr (Ai(t2) |Ai(t1)) .
Therefore, we just defined single site evolution as a continuous Markov chain and the
sequence evolution as multiple Markov chains
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Time homogeneity From practical reasons that we will explain below, the Markov
chain is time homogeneous, i.e at each each site, for any given times t1, t2 ≥ 0, we
have
Pr (Ai(t2 + ∆t) = β |Ai(t2) = α) = Pr (Ai(t1 + ∆t) = β |Ai(t1) = α) .
In other words, the probability to change one nucleotide into another within a time
frame ∆t > 0 is independent of time.
We can therefore define the transition matrix Pi(∆t)
Pi,βα(∆t) = Pr(Ai(∆t) = β|Ai(0) = α)
without loss of generality we can assume that t1 = 0 and therefore we replace ∆t with
t.
Ergodicity We call a Markov process ergodic if for every β and α there exist finite
t > 0 such that:
Pi,αβ(t) > 0.
This means that it is possible to move from every nucleotide to every nucleotide in a
finite time.
Substitution rate matrices Let ~pi(t) = (pi,A(t), pi,C(t), pi,G(t), pi,T (t)) be the
probabilities to find a particular nucleotide at position i at time t. By definition we
have
∑
α∈{A,C,G,T} pi,α = 1 and ~pi(0) is the initial distribution given by
pi,α(0) =
{
1 if α = αi(0)
0 otherwise
.
Assuming time homogeneity of the Markov process implies that transition probability
between two distinct nucleotides α, β ∈ {A,C,G,T} is constant over time. Then for
small enough ∆t






ri,α→β if α 6= β
−∑β 6=α ri,α→β if α = β (2.5)
ri,α→β are the positional substitution rates from a nucleotide α to β and Q
(1)
i is called
the substitution rate matrix.
For the probabilities vector the dynamics for a small ∆t are described by:
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where the second term in the sum in (2.6) is the amount of nucleotides α that are
substituted by a different nucleotide and therefore are removed from the frequency of
pi,α(t), while the last term is the number of nucleotides that have changed to α. Notice

























The representation of Equation (2.6) in a matrix formalization is




Master equation Equation (2.8) can be written as a differential equation which











We can also calculate the transition probability matrix Pi(t) by solving the matrix


















Stationary distribution Due to the assumption that our sequence evolution
model is an ergodic Markov process, it converges to a unique stationary state. For
a equilibrated system the nucleotide composition is in a steady state and does not
change over time. The stationary nucleotide composition is:
lim
t→∞
~pi(t) = ~pii = (pii,A, pii,C , pii,G, pii,T )
T
where ~pii is the stationary distribution over the four DNA nucleotides. This distribution
has the property that:
Q
(1)
i ~pii = 0
One can test the stationarity of DNA sequences in evolution by comparing the current
nucleotide composition with the stationary one. For example, by similar comparison it
has been shown that human and flies genomes are not in equilibrium [6; 141]. The non-
stationarity of nucleotide composition can be explained by the fact that mutational
rates and biases might have changed during evolution even in a regional way. For ex-
ample, a source of mutational bias such as recombination hotspots have been shifted
in evolution [124], transcriptional and methylation levels have been changed between
homologous genes in different species [76; 39]. Since methylation, transcription and
replication, recombination have a specific mutational signature, then mutation spec-
trum and levels might also change (see Chapter 1). When not enough time has passed
from the time the mutational spectrum has changed, the nucleotide composition in
a region does not reflect the current mutation process. The latter has been demon-
strated recently by Duret and Arndt with respect to rapid changes in recombination
hotspot density along the human genome [36]. Therefore, the stationary state better
reflects the current mutational biases.
Combination of substitution rate matrices So far we treated sequence evo-
lution as multiple Markov chains by substitution rate matrices Q
(1)
i . In reality, even
under neutrality assumptions, different sites along the sequence evolve at different
rates because multiple factors shape mutation rates such time of replication, cross-
ing over rates, GC content, distance to telomere, expression levels or so [21]. Under
different conditions, denoted by {Fk}, there are different rate matrices Q(1)Fk . The
rate matrix Q
(1)
i for a site i can be written as a linear combination of these different
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where aki is a coefficient that describes the contribution the features Fk to substitution
rates in a site i. Since these coefficients can practically be any non-negative number
all sites can evolve under different substitution rate matrices i.e. {Q(1)i }.
If we know the rates at each site it is not a computational problem to let the sequence
evolve according to these rates. However, many times the rates are unknown but the
sequences at distinct time point are given that with without a loss of generality are
denoted by ~α(0) and ~α(1). The computational task is to infer rates by maximizing




∣∣∣~α(0), {Q(1)i }) .
There are S×12 parameters to infer from only S sites, without no further information,
that reduce the number of parameters, we can not rely on such estimations.












and we only need to estimate the set of parameters {Q(1)Fk } where K is the number of
features and number of parameters is K×12 and S sites . The reliability (confidence)
in the estimate is dependent on the ratio between S and K × 12.
Sequence evolution as independent and identically distributed (i.i.d.) ran-
dom variables In practice also {aki } are not given. And therefore, in this thesis
we make another simplification and we consider all sites to evolve according to the
same substitution rate matrix Q(1), i.e. we assume the (Ai(t)) to be i.i.d. From now







rα→β if α 6= β
−∑β 6=α rα→β if α = β (2.12)
and rα→β ≥ 0.
It is easy to see that
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where α and β are one of the four nucleotides and N(α → β) is the number of sites
along the sequences αi(0) = α changes to αi(1) = β.
We will return to this likelihood function (2.13) further below. With this formulation
(or assumptions), inferring substitution rates is easier since we only need to know is
only ~α(0) and ~α(t) in order to estimate the substitution rates.
Context dependency Until recently, most of the DNA evolution models do not
assume dependency in the sequence context. For example, the probability that C
changes into T is independent of whether C is flanked by G or by A. However, this
assumption is inadequate for C and a G in a context of a CpG that are substituted 10
fold faster to T or A, respectively, than in a non-CpG context [5]. The CpG bias or
CpG methylation deamination process has been described in Chapter 1 and occurs due
to cytosine methylation in the mammalian genome. If one drops this assumption and
considers neighbor dependencies then for di-nucleotides the probability of a substitu-
tion of a nucleotide α0 in a nucleotide β0 is dependent on on its flanking nucleotides
α−1 and α+1 i.e. the probability is determined by the triplet (α−1, α0, α+1). The de-
pendency on the −1 and +1 neighbor suggests the description to model substitution
from a triplet to a triplet
Q(3) = Q(1) ⊗ I ⊗ I + I ⊗Q(1) ⊗ I + I ⊗ I ⊗Q(1) + I ⊗Q(2)CpG +Q(2)CpG ⊗ I (2.14)
where, I is 4×4 identity matrix and ⊗ is the Kronecker tensor product. The first three
terms in Eq. (2.14) represent the neighbor independent single nucleotide substitution
process on the the three sites. The last two terms in (2.14) represent additional
neighbor dependent contributions to the dynamic. For the CpG process the 16 × 16
matrix Q
(2)









rCpG→α′pG if (αβ) = (CG), α′ 6= C and β′ = G
rCpG→Cpβ′ if (αβ) = (CG), α′ = C and β′ 6= G
0 otherwise
(2.15)












This encodes the modeling of the transitions and transversions from CpG.










In a compact way it can be written as
∂
∂t
~p = Q(3)~p (2.16)
where ~p is a vector representation of all possible triplets. Its entries are pβ−1β0β+1 , the
probability for a triplet β in a site.
Equation (2.16) is an ordinary differential equation and its solution is given by
~p(t) = P (3)(t)~p(0)
Where ~p(0) is the initial distribution of triplets at time 0. As before,
P (3)(t) = eQ
(3)t (2.17)
The 64 × 64 matrix P (3) encodes the frequencies or the probability that a triplet
α−1α0α+1 is substituted with another triplet β−1β0β+1 after time t.
The context evolution models can be extended for more context dependent processes
besides CpG methylation deamination processes. Indeed, such extensions have been
used by Hwang and Green [70]. However, Arndt and Hwa [6] have shown that using
other processes beside methylation deamination for the genome-wide estimation do
not significantly change the estimated single nucleotide rates. Inclusion of more rates,
however, do come with the price of an increased amount of data that is needed for
rate inference and of course computational time [36].
Substitution model for a tree The current view on evolution suggests that all
DNA sequences evolved from one ancestral sequence and that they are related by
some phylogenetic relations. This can be described by a phylogentic tree, a branching
diagram showing the order of speciation events.
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As a model, we start from an initial sequence, that is in the root of the tree that bifur-
cate (i.e. that from a node there are only two branches going out )into two different
sequences which might also bifurcate into additional sequences. In a general case, the
tree is composed of M leafs representing M genomic sequences, ~αN+1, . . . , ~αN+M , of
present day species, where N is the number of genomic sequences in the internal nodes
~α1, . . . , ~αN . These sequences evolved from a sequence in the root ~α0. As before, two
sequences, an ancestral, ~αi and a daughter sequence ~αj, which are the nodes of branch
(i, j), are assumed to have evolved according to a substitution rate matrix Q(i,j).
Practical assumptions on substitution models There are two additional as-
sumptions that have been made and are still used by the vast majority of the com-
munity, especially among communities that process limited amounts of sequences per
species or that analyze hundreds of species at a time.
Time homogeneity over a tree - (the molecular clock is constant) The rate matrix
does not change over time along each branch and it is the same along the branches.
This assumption is relaxed by us and others, we allowed different rate matrices in all
branches
Time-reversible models and stationarity assumption. For a time reversible model,
there is no assumption that substitutions preferentially change in certain directions
over time. The conditions for time reversibility is the detailed balance equation
piαrα→β = piβrβ→α
for some vector of probabilities ~pi [141]. This assumption is very useful for the com-
putation of likelihood functions (see in the following subsection).
Historical overview of substitution models The first model was proposed by
Jukes and Cantor in 1969 [73] which assumes that all nucleotides change into an-
other at the same rate. Eleven years later, Kimura [79] suggested that transition and
transversions should be distinguished and introduced the so-called Kimura two param-
eter models. One year later, based on the stationarity assumptions, Felsenstein [41]
modeled sequence evolution by substitution rate matrices whose entries correspond
to the stationarity distribution of nucleotides which are allowed to be non uniform.
In 1985, Hasegawa, Kishino and Yano (HKY) [65] suggested a model that combine
the Kimura and Felsenstein models. The Generalized Time Reversible (GTR) model
which is the most general neutral, independent, finite-site, time-reversible model has
9 independent parameters.
Two teams have omitted time reversible and time homogeneity assumptions [5; 70].
This formalization is very useful, since the twelve substitution rates are decoupled
from each other. This is the only way to measure substitution rates and searching with
biases in sequences in an unbiased manner. In this thesis, I use a model developed by
Arndt [5; 36], that does not assume time reversibility and does not assume a single
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substitution rate matrix over the whole tree but rather different rate matrices for the
all different branches.
The probability of a model Let us assume that we are given a phylogenetic tree,
T with a set of branches E(T ) and that all the sequences in its nodes are given. Let
us also assume that we are given the substitution rate matrices Q(i,j) for the sequence
evolution model along each one of the tree’s branches (i, j). Then we can compute the
probability L of the sequences given the model and the tree
L = Pr(~α0, . . . , ~αM+N |{Q(i,j) ∀(i,j) ∈ E(T )})
where (i, j) is a branch in the tree T .
The above equation can be rewritten as:




where Pr(~α0) denotes to probability to have a sequence ~α0 in the root and the product
is taken over all the possible branches. For a given set of sequences, the probability
Pr(~αj|~αi, Q(i,j)) for evolution on a branch is the probability to see sequence ~αj in node
j if the sequence in the parental node i is ~αi and the the sequence evolves under the
substitution rate matrix Q(i,j).
However, in many cases we retrieve only the M sequences in leafs. Therefore, the
likelihood L for a set of substitution matrices Q(i,j) must be a summation over all the












∣∣~αi, Q(i,j) ). (2.18)
Maximization of the likelihood function The likelihood function (2.18) that
has been introduced above is used to estimate substitution frequencies. Given mul-
tiple alignments, we can estimate the substitution frequencies as the frequencies that
maximize the likelihood function in (2.18).
In context independent models, the sites along sequences evolve independently of each



















where Pr(α0k) is the nucleotide distribution at the root node at position k.
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The maximization of this likelihood function is done by Powell’s algorithm as in [36].
The neighbor dependent case For the neighbor dependent case, the sites do
not evolve independently of each other and therefore the likelihood function does not
factorize. This leads to computational problems in estimating the rates. For this
Peter Arndt applies the Monte-Carlo Maximum-Likelihood (MCML) to maximize the
likelihood function. The algorithm is an iterative Expectation-Maximization approach
with E- and M-steps. In the M-step we estimate the substitution frequencies along
the tree for given ancestral sequences in internal nodes. In the E-step we update the
ancestral sequences in internal nodes.
In the M-step, we maximize the likelihood function given in (2.18). Since we use
the sequences in the all nodes, the maximization is done separately for all branches.
The likelihood for context dependent models between two sequences, ancestral ~α and














(·βi · ∣∣αi−1αiαi+1, Q(i,j) )N(α−1α0α+1→·β0·)
where α−1α0α+1 → ·β0· is the event that a nucleotide α0 flanked by 5’ neighbor
nucleotide α−1 and 3’ neighbor nucleotide α+1 has changed to nucleotide β0 and
N(α−1α0α+1 → ·β0·) is the observed number of triplets α−1α0α+1 in ancestral se-
quence that change to ·β0·. The probability of such events is given by
Pr









∣∣αi−1αiαi+1, Q(i,j), t) is an element of the transition matrix in Eq.
(2.17), without loss of generality, we take t = 1 in Eq. (2.19).
Substitution analysis in this thesis We used the maximum likelihood approach
which has been explained above. It is able to reliably estimate substitution frequencies
from given aligned sequences along all branches that are not directly connected to the
root node (the node that represents the last common ancestor of all species in a
given tree). In contrast to many models, we assume that the molecular clock might
differ between different branches. Therefore, we estimate the 14 or 18 substitution
frequencies along each branch of the phylogeny. Another difference between our model
and other commonly used sequence evolution models is that we do not assume that
the DNA nucleotide composition is at equilibrium. These relaxations make our model
very general in comparison with other models.
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We measure substitution frequencies per base pair, estimating the (fractional) number
of nucleotide exchanges from one nucleotide to another along each branch of the phy-
logeny. We may compute the corresponding substitution rates (measured per bp and
time) by dividing frequencies by the time that passed along a branch. However, in
this theses we are interested in the spectra of substitutions i.e. the relative difference
between two substitution processes and therefore work with the frequencies only.
2.2 Analyzed sequences
Neutrally evolving regions Estimation of mutation rates in germline via com-
parative genomics can be done only using regions which are neutrally evolving. The
vast majority of sites in these regions are not or only slightly subject to evolutionary
constraints. In evolutionary studies the common practice is to choose FFDs, inter-
genic regions and introns as regions which are presumably neutrally evolving or at
least less constrained than coding and UTR sequences. FFDs which were used for
several decades as the gold standard for neutral sites lost their status because of the
finding that they are functional as splicing sites.
In this thesis we analyzed mainly intronic and intergenic regions. They both contain
regulatory elements but unfortunately not very much is known about these elements.
We used them as our standard for neutrally evolving sites.
Sequence data and annotation During the time this work was carried several out
Ensembl versions have been released. The analysis that is presented in this thesis was
done using different genome versions, sequence annotations and multiple alignments.
Estimating substitution rates along average human genes In Chapter 3, the
estimation of the substitution rates was mainly done using triple human-chimp-rhesus
alignments which were retrieved from the Ensembl database, version 41 from October
2006 (49). They are based on the releases homo sapiens (41, 36c), pan troglodytes
(41, 21), and macaca mulatta (41, 10a), and were generated by MLAGAN [24]. The
annotation for genes, exons, and translatable exons are according to Ensembl version
41, which uses the NCBI36 annotation of the human genome.
CpG islands definition We retrieved 21353 CGIs from the Ensembl database,
which defines CpG islands using the following cut offs; minimum length is 400 bps
long; minimum GC content is 50%; and minimum of observed over expected CpG
ratio of 0.6.
Evolution of substitution rates and separation to CGI and nonCGI-genes To
study the specie impact on substitution rates, we analyzed the substitution frequen-
cies of ten species: Human (Homo sapiens), Chimpanzee (Pan troglodytes), Orangutan
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(Pongo pygmaeus), Mouse (Mus musculus), Rat (Rattus norvegicus). Dog (Canis fa-
miliaris), Cow (Bos Taurus), Horse (Equus caballus). Stickleback (Gasterosteus ac-
uleatus) and Medaka (Oryzias latipes). For the purpose of our analysis; mammals were
grouped into the three clades of primates, rodents and laurasitheria (including dog,
cow and horse). For mammals, gene annotation and multiple species alignments were
downloaded from ensemble v55 [42] . For primates we used 4-way catarrhini-specific
EPO alignments [117], for rodents and laurasiatheria the twelve amniota vertebrates
EPO alignments [117]. The Enredo and Pecan (which together with Ortheus) comprise
the EPO pipe line assures the consistency of the alignments with paralogs [117]. For
fish gene annotation and Multiz 3-way alignments were downloaded from UCSC [128].
In each clade analyzed, gene annotation of just one species was used to determine
the regions of interest. That is for primates: human (Ensembl v55), rodents: mouse
(Ensembl v55), laurasitheria: dog (Ensembl v55) and in fish: stickleback (Ensembl
v55). CGI coordinates for human, mouse, dog and stickleback were taken from the
Ensembl (v55).
In the analysis of evolution of substitution rates only protein coding genes were an-
alyzed and were divided into two classes: (1) CGI-genes, where the 5’ end is found
within a CGI; (2) And nonCGI-genes, where 5’ end is not located in a CpG island.
The number and proportion of CGI-genes and nonCGI-genes vary among the refer-
ences species. In human we used 9021 CGI-genes and 4786 nonCGI-genes and in
mouse 6448 and 6708, respectively. Among the dog genes 2882 were CGI-related and
9262 nonCGI-related. The frequencies were then estimated from multiple alignments
and the following phylogenies: primates (((human, chimpanzee), orangutan), rhesus),
rodents ((mouse, rat),human), laurasiatheria (((dog, horse),cow),human) and ((stick-
leback, medaka), tetraodon).
Substitution analysis around and within CGI Sequence annotation and mul-
tiple alignments. Triple human-chimp-rhesus alignments were retrieved from the En-
sembl database, version 50 from July 2008 [42] using the Ensembl API. They are
based on the releases Homo sapiens (50, 36c), Pan troglodytes (50, 2.1), and Macaca
mulatta (50, 10), and they were generated using the EPO (Enredo Pecan Ortheus)
pipeline [117] for 4 catarrhini species. The annotation for genes, exons, and translat-
able exons are from to Ensembl version 50.
The position of the 5’end of an Ensembl gene The 5’ end of a gene which
is coded on the forward (backward) strand, is defined as the lowest (highest) position
among all 5’ chromosomal locations of its transcripts. To ensure a high quality of
the TSS annotation, a gene is only included into the analysis if one of the transcripts
defining the 5’ end is also in the RefSeq transcript or peptide database [82]. We
further included only the first (most 5’) TSS if a gene has multiple TSSs. This way
we minimized effects of transcription on intergenic regions upstream of the 5’ends of
genes. In addition, genes, which were located on sex chromosomes, were filtered out.
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After applying all these filters, we are left with 15552 genes that are used for estimation
of the substitution rates.
Classification of CpG islands We also wanted to check if there is a difference
between CGIs which are or are not associated to transcription. Therefore, we classified
CGIs in the human genome into two main classes according to their distance from the
TSS. The first class of CGIs is associated with transcription; CGIs in this class harbor
one or more TSSs, but do not overlap with genes that are transcribed from different
strands. This class is denoted by tCGI and includes 8249 CGIs. The second class
of CGIs encompasses 3378 distal CGIs (denoted by dCGIs) which are intergenic and
found at least 10kbp away from any annotated TSS of a human gene (Figure 2.1).
We also defined two additional subclasses of CGIs; proximal CGIs (pCGIs) which are
intergenic CGI and are found at a distance of up to 10 kb from some annotated TSS
in Ensembl; and genic CGIs (gCGIs), which are CGIs which are completely contained
within a gene.
Region of analysis: Gene centric view The primary analysis was done on DNA
sequences in the vicinity of the 5’ends of genes. For each gene, we determined a region
of analysis, which was defined as the region 5000 bps up and downstream to the TSS.
However, in order to avoid the twofold analysis of one region, the upstream region was
truncated to the middle position between two genes, if the next upstream gene was
closer than 10000 bp (Figure 2.1). For genes shorter than 5 kbp the downstream region
was also truncated and included the sequence up to the 3’end of the gene (Figure 2.1).
A similar procedure has been applied to determine sequences for the regional analysis
surrounding the 3’end of genes.
Pooling procedure in gene analysis The next step involved retrieving the mu-
tiple alignments for each region of analysis. In order to reduce effects of selection, we
excluded all exons using the annotation of the reference genome in each of the studies.
Masking out exonic sequences we kept the positions of intronic sequence segments rel-
ative to the TSS unchanged (Figure 2.1). The resulting sequences have been further
partioned into non-overlapping 200 bp long windows, where the reference point was the
5’end of the gene (Figure 2.1). For each window, we extracted the appropriate triple
alignment for all genes and concatenated them to estimate substitution frequencies as
outlined below. The length of these triple-alignments in different windows varies due
to different restrictions on the gene sets or sequence characteristics.
We estimated the substitution frequencies for all genes with respect to the non-
template strand (i.e. the not transcribed or coding). We estimated the profiles of
twelve single nucleotide substitution frequencies α → β. In addition, due to the im-
pact of methylation on mutation frequencies in vertebrate cells, six context dependent
substitution processes of CpGs into TpG, CpA, ApG, CpT, CpC and GpG, have been
taken into account and their frequencies quantified.
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Figure 2.1: Sketch of the analyzed regions around the 5’ ends of two classes of genes.
Genes starting within a CGI, denoted by striped boxes, and genes without CGI. CGIs are
denoted by striped boxes. The template strand for transcription (also denoted by the
coding strand) is the reference strand that is used for the substitution analysis and for
defining the directionality 5′ → 3′ relative to the 5’ end (which is denoted by 0) gene
start (broken arrow). The substitution analysis was done in the 10000 bp long regions
centered on the 5’end of gene (denoted by the two outmost vertical lines). This region of
analysis was further truncated if the next upstream gene was closer than 10000 bp (white
box) or the 3’end of the gene was closer than 5000 bp. Furthermore, exons were excluded
(gray boxes). Bold black lines depict the finally analyzed sequences. The substitution
frequencies are estimated relative to the 5’end of genes using a sliding window analysis.
Region of analysis: CGI centric view One of the aims of our analysis is to derive
the profile of nucleotide substitutions rate around and within a CGI. In particular, we
estimate the dependence of rates relative to the 5’ and 3’end of CGI on the reference
strand (see Figure 2.2). The sequence for the 5’ side analysis starts up to 1 Mbp
upstream of the 5’ end of the CGI and ends either at the middle point of the CGI for
distal CGIs or at the TSS inside of tCGIs (see dashed line in Figure 2.2). In order
to avoid twofold analysis the upstream region was truncated to the middle position
between two CGI, if the next CGI was closer than 2 Mbp. A similar procedure has
been applied to determine sequences for the regional analysis surrounding the 3’end
of CGIs (Figure 2.2).
Sliding window analysis and pooling around CGIs In order to get high
resolution of the dependence of 18 nucleotide substitution rates in the distance from
CGI, we wished to estimate the rates in sliding windows, of length 10 kbp each, along
the flanking region of individual CGI (Figure 2.2). However, since the divergence in
DNA sequence between human and chimp is about 1%, the 18 estimated rates in
a single 10 kbp long DNA sequence are noisy. Therefore, in order to perform this
29
2 Methods
kind of analysis we had to pool data for all CGIs in a similar fashion as before for
TSSs . We estimated the 18 substitution rates in genome-wide pooled 10 kbp long
non-overlapping windows, which are located at fixed distances from individual CGIs
up to a distance of 1Mbp for a CGI. The coordinate of a window in the 5’ and 3’
analyzed regions is the distance from the center of the window to the 5’ and 3’ end
of CGIs, respectively (Figure 2.2). Such analysis is possible with the availability of
genome-wide human-chimpanzee-macaque alignments that cover about 85% of the
human genome.
Reference strand for substitution analysis around CGI For estimation of
substitution rates one has to choose one of the two DNA strands as a reference (Fig-
ure 2.2). For dCGIs we analyzed the forward strand in the NCBI annotation, since we
cannot a priori distinguish the two DNA strands. For tCGI the two DNA strands are
distinguishable since on one strand a gene is transcribed (Figure 2.2). Therefore, for
tCGI we estimated the substitution rates with respect to the non-template (i.e. the
non-transcribed) strand of the associated gene.
Nucleotide composition We calculated the nucleotide composition of DNA se-
quences in non-overlapping windows. The sequences that were used were the same as
for the estimation of substitution rates. This estimation was not done for all human
genes but only in human sequences that were part of the analysis. This means that we
picked human sequences in which triple alignments were found for gapless alignment.
There for the nucleotide composition is for sites that are aligned in all species in a
given alignment.
Estimation of W → S and S → W frequencies The frequencies of substitutions
of a weak base (W=A or T)in a strong base (S= C or G) and vice versa are calculated
as follows:
rW→S =
[A](rA→G + rA→C) + [T ](rT→G + rT→C)
[A] + [T ]
(2.20)
rS→W = ([C](rC→A + rC→T ) + [G](rG→A + rG→T )
+ [CpG](rCpG→CpT + rCpG→CpA + rCpG→ApG + rCpG→TpG))/([C] + [G])
(2.21)
where rα→β is the frequency of substitutions of base α in β. The density of base α in
a bin is denoted by [α]; [CpG] is the density of the CpG di-nucleotides.
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Figure 2.2: Sketch of the analyzed regions around and within two classes of CGIs: dCGIs
(A) and tCGIs (B). CGIs are denoted by striped boxes. The bold strand is the reference
strand that is used for the substitution analysis and for defining the directionality 5′ → 3′
relative to the CGI. The substitution rates are estimated relative to the 5’ end (3’ end) of
the CGI using a sliding-window analysis. The left (right) coordinate system described the
distances of the windows from the 5’ end (3’ end), which is denoted by the left (right)
origin (0 k). The left (right) coordinated system starts (ends) at the middle position to
the next CGI upstream (downstream) to the 5’ (3’) end of CGI and ends (starts) in the
dashed line. However, the analyzed regions in both sides of the CGI are restricted to 1
Mbp. (A) dCGIs are CGIs that are intergenic and found at distance of at least 10 kbps
from a TSS. The reference strand is the NCBI forward strand, and the position of the
dashed line is in the middle of the dCGI. (B) A tCGI is a CGI that harbors TSS of a
transcript (exons are denoted by shaded areas). The reference strand is chosen to be the
nontemplate (or coding) strand of this gene. The dashed line coincides with the TSS. The
colored bars indicate regions that were analyzed in figure 2: dCGIintergenic regions (blue);





3 Methylation deamination rate in
the vicinity of the mammalian 5’end
The nucleotide composition along transcripts, in the vicinity of 5’ends of genes and CpG
islands are different than in other parts of the genome. Therefore, we investigate the
dependence of nucleotide substitution frequencies on three factors: transcription, distance
from the 5’ends of genes and distance from CpG islands. The result of this analysis reveal
a sharp decrease of CpG deamination rates at the 5’ends of genes and in CpG islands.
3.1 Analysis of nucleotide substitutions
Study of regional patterns of substitutions around 5’ and 3’ends of averaged
human genes One is tempted to estimate substitution rates at different distances
from the TSS on a single gene level. However, the low divergence between human and
chimpanzee genomic sequences prevents us from getting reliable estimates of mutation
rates in small windows, in particular because we wish to estimate 14 different mutation
rates. To overcome this problem we estimate mutation rates in genome-wide pooled
200 bp long non-overlapping windows, which are located at fixed distances from in-
dividual TSS (see Figure 2.1 and Chapter 2 for further details). Such an analysis is
possible because of availability of genome-wide human-chimpanzee-rhesus alignments
that cover about 85% of the human genome. In order to minimize effects of selection,
we analyze only the intronic parts of genes and their 5’ and 3’ flanking intergenic se-
quences. Finally, we estimate the strand dependency by estimating substitution rates
in the non-template strand only. Due to the dependency of substitution frequencies on
the distance from CGIs’ ends, we also estimate the substitution frequencies separately
for genes whose 5’end resides within a CGI (CGI-genes, see Chapter 2) and those
genes, whose 5’end is located outside of CGI (nonCGI-genes).
Study of regional patterns of substitutions around 5’ and 3’ends of CpG
islands To explore the impact of CGIs, we adopted a CpG island centered view
(see Figure 2.2), where for each CGI we defined a region centered at the CGI that
spreads from this CGI to the middle points of the adjacent CGIs. The average distance
between two CGI is about 100 kbp but the distance can be more than 1 Mbp. We
estimated the substitution rates in intergenic regions in the 5’ and 3’ sides relative to
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CGIs. To control for the impact of transcription on substitution we divided the CGI
into two groups, these that are associated with a transcription start site, tCGIs, and
those that are at least 10 kbp away from a TSS, dCGIs, (Figure 2.2 , panels A and
B). In addition in the analysis of intergenic regions, the sequences that are located in
the 5 kbp flanking regions of genes were removed.
Study of the evolution of substitution patterns in vertebrates Although
our main focus is on the human genome it is useful to study substitution patterns in
other species. By comparing human patterns to those of other species we can find
whether the human patterns are specific or universal to some extent. Therefore we es-
timated substitution frequency profiles along genes of 9 other vertebrates: chimpanzee,
orangutan, mouse, rat, dog, cow, horse, stickleback and medaka.
Study of regional patterns of substitutions
Substitution frequencies have been estimated from pooled triple alignments of genomic
sequences from human, chimp, and rhesus. We used a maximum likelihood approach
which correctly handles effects due to back-mutations and is able to reliably estimate
substitution frequencies from given aligned sequences as described in the Methods
section. A similar regional analysis was also done in the surrounding regions of the
3’end of genes.
3.2 CpG methylation deamination rates
Sharp drop in CpG methylation deamination rates Our analysis revealed
three types of regional substitution patterns (Figure 3.1). In this chapter we will focus
on CpG methylation deamination rate pattern. The reduction of loss of CpG’s is the
strongest regional behavior. In our framework the cytosine in a CpG di-nucleotide may
undergo two mutual independent processes to become a T. The first is the common
C → T transition which does not depend on the neighboring bases; the second is the
neighbor dependent CpG methylation deamination process CpG → TpG (CpG →
CpA on the reverse strand). The frequencies of the latter process are reduced by a
factor of 15 near the TSSs. This decrease in the CpG loss rate occurs symmetrically
down- and upstream of the TSS, and both processes, CpG → TpG and its reverse
complement substitution CpG→ CpA, are affected in the same way.
CpG loss frequencies are lower in CpG islands As we discussed in Chapter 1
the high frequencies of substitutions of CpG are due to methylation-deamination pro-
cesses. However, in CGIs the rate of this process is low and therefore these regions
tend to lose their CpG content at lower rates. Most of human gene 5’ends are located
within CGIs. Therefore, the observed drop in methylation-deamination rates near the
TSS of average human genes can be explained by their association with CGIs.
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Figure 3.1: Substitution rates in introns and in intergenic regions in the vicinity of 5’ and
3’ends of human genes. The plots show the estimated twelve single nucleotide substitution
rates and the CpG deamination rates in non-overlapping 200 bp long windows along the
non template strand. The distances of the windows’ centers from the 5’end or 3’end are
indicated on the x- axes. The estimation of substitution frequencies has been performed
using the non-template strand.
The CpG methylation-deamination (transition) rates are almost two orders of mag-
nitudes lower within CGIs compared with outside CGIs (Figures 3.2 and C.1). In
the flanking regions of tCGI and dCGI the average surplus of the CpG → TpG and
CpG → CpA substitution rate is 0.08 per CpG while in both tCGI and dCGI this
rate is about 0.001 and 0.002 per CpG, respectively (Figures 3.2 and C.1). The sharp
increase of CpG methylation-deamination rates when the distance from CGIs increase
implies that it is the association of 5’end with CGIs that causes the decrease in the
rates. Moreover, the fact that both in tCGI and dCGI there is a decrease implies that
it is not transcription per se that lowers the mutation rates of CGIs. Interestingly,
transversion rates, CpG → CpA/CpT , are higher than the other transversion rates
in non-CpG context but are similar within and in the flanks of CGIs (Figures 3.2
and C.1).
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Figure 3.2: CpG methylation-deamination rates in the proximity of 5 and 3 ends (left and
right 0k, respectively) of tCGI. In the top two panels, the current values of GC content and
CpG odds (continuous lines) are compared with the corresponding stationary quantities
(dashed lines). The data points between the left and the right 0k are calculated within
the CGIs.
The impact of CGIs on mutation rates near the 5’end of genes We re-
peated the analysis of mutational patterns that was carried out separately for gene-
promoters overlapping with CpG islands (CGI-genes) and non associated with CGI
genes (nonCGI-genes). The results of this analysis show that the drop in methylation
deamination rates is more pronounced in CGI-genes (Figure B.1) then in nonCGI-
genes (Figure B.2). The drop in the CpG mthylation deamination is lower near the
TSS of CGI-genes. The region around the TSS, where we observe a low methylation-
deamination transition rate, is narrower. However, since there is a drop of CpG loss in
nonCGI-genes which suggests that not all CGIs have been annotated and there are also
CGI regions shorter than the minimal cut off, that is set by Ensembl, of 400bp [15].
3.3 Possible mechanisms to explain lower CpG loss
near the TSS
The observed reduction of the CpG methylation deamination rate near the TSS can
be explained by two mechanisms. First, the lack of methylation in CGIs in germline
cells [156] decreases the probability of C → T transitions (in CpGs). Second, purifying
selection might counteract the loss of CpGs in order to preserve the existence of a CGI
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for regulatory processes in somatic cells [100]. A loss of CpGs due to mutations would
lead eventually to the loss of the CGI property of a gene promoter and change the
gene expression pattern [72]. However, the similar rates of methylation mediated
transversions of CpGs in CGIs and in their flanks imply that there are additional
factors that shape the profile of CpG-mutations in CGIs beside the methylation levels
themselves.
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Transcription and mutations are key processes in evolution. The effects of mutations on
transcription of genes have been extensively investigated in recent years. In this chapter,
we use comparative genomics to study how transcription has influenced the rates of single
nucleotides mutations in the germline. We observe two types of asymmetries. First, a
strand asymmetry in complementary substitution rates, which extends from the 5’end to
1 kbp downstream from the 3’end. Second, a localized strand asymmetry, an excess of
C → T over G → A substitution in the nontemplate strand confined to the first 2 kbp
downstream of the 5’end of genes and restricted to the CpG islands in the beginning of
genes. These asymmetries can lead to base composition asymmetries in intronic regions
i.e violations of Chargraff’s second parity rule. The global asymmetries is suggested to be
a result of transcription coupled repair. The localized asymmetry is hypothesized to be
due to a higher exposure of the nontemplate strand near the 5’end of genes coupled to
a higher cytosine deamination rate. These asymmetries are found in 7 more mammalian
genomes and can generate nucleotide composition asymmetries in introns of mammalian
genes.
4.1 Localized asymmetry
An excess of C → T over G → A substitutions is restricted to the first 1-2
kbp downstream to the TSS For the neighbor independent single nucleotide
substitutions we find much richer patterns by estimating and comparing the comple-
mentary substitutions on the non-template strand. First, reverse complement sub-
stitution processes do not occur at the same rates on the non-template strand, i.e.
the transcription process singles out one strand breaking the symmetry between the
two strands in untranscribed regions. Second, this violation of the symmetry occurs
only downstream of the TSS. Strikingly, the first such asymmetry, an excess of the
C → T over G → A, is confined to the first 1-2 kbp long region downstream of the
TSS (Figure 3.1). For this localized asymmetry we observe an elevation of the C → T
transition rate by about 20% in the first kbp of the transcript compared to the rate in
promoter regions upstream to the TSS, whereas the G → A rate decreases by about
the same percentage in transcribed regions. The difference between these two rates
39
4 Transcription-associated strand asymmetries in mammals
reaches up to 40% and the gap between these rates is closed at a distance of about 1.5
kbp to the TSS (Figure 4.1). This asymmetry is specific to the 5’end of genes, and it
is not detected in the vicinity of the 3’end (Figure 3.1), which confirms the localized
nature of this strand bias. The trend of the localized asymmetry that we found is
opposite to the one that had been reported by Green et al. [60]. This discrepancy
between the results may very well be explained by the fact that in contrast to the
previous study we surveyed the whole genome and included a broader spectrum of
transcripts into our analysis (see below).
4.2 Global asymmetry
Global asymmetry: A → G exceed T → C transitions along the transcript
In contrast to the above process, other processes show a global asymmetry defined
as a bias in complementary nucleotide substitutions that extends along the whole
transcript. There are four pairs of nucleotide substitution processes that show global
asymmetries: rA→G/rT→C , rC→G/rG→C , rA→T/rT→A, and rG→T/rC→A. In Figure 3.1,
it is shown that the asymmetry in the substitution frequencies extends from the TSS
down to the end of the analyzed region (5 kbp downstream of the TSS). In order
to check whether the (global) asymmetries extend along the whole transcript, we
also analyzed the 10 kbps long region centered on the 3’end of genes (Figure 3.1).
Interestingly, these asymmetries extended not only until the 3’end, but on average also
into the 1 kbp region downstream of the 3’end of genes (Figure 3.1). This extension is
similar to the extension of the TA bias in the nucleotide composition as far as 1 kbps
downstream to the 3’end, which reflects the fact that the termination position of the
transcription process is not always at the annotated 3’end of genes and might continue
several hundreds of bases further [38; 92]. The bias in the transition frequencies A→ G
over T → C was also reported previously by Green et al. [60], who analyzed 1.5 Mbp
of human chromosome 7. Our genome-wide analysis reveals similar biases for three
out of the four transversions (Figure 3.1), which confirms a prediction from theoretical
considerations [150].
4.3 Strand asymmetries in non intronic regions of
genes
The substitution asymmetries in introns can be shaped either by mutational processes
or by selection pressures on introns. These two processes should leave two different
mutational signatures. While mutational processes should not distinguish between the
different parts of the transcript, selection effects are limited to functional elements. If
these functional elements are intron specific, the asymmetries should be restricted to
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introns. We tested this hypothesis by analyzing the substitution rates in three different
parts of transcript, 5’ untranslated regions (UTR), 3’UTR and Four fold degenerate
sites.
UTR We started by estimating the substitution rates in 5’UTR regions; however,
since the average length of 5’UTR is about 200 bp long, we had enough data for
estimating the rates in 5’UTR sequences, which overlap the first two 200 bp long
windows downstream to the TSS. We found out that in 5’UTR sequences that are
located within the first 200 bp of the transcript the rate of C → T (0.0034 per nu-
cleotide) exceeds G → A (0.0025), whereas, the rates of G → A and T → C are
similar (0.00311 and 0.003, respectively). In the next 200 bp long window, the C → T
transitions occur in higher frequencies than G → A, but the degree of asymmetry
between these two rates is lower than in the first window (0.00314 and 0.0029 re-
spectively), and the asymmetry of G→ A (0.00284) versus T → C (0.0025) becomes
more pronounced. Comparison with intronic regions at similar distances from the TSS
showed that the rates in 5’UTR are about 2% lower than the rates in introns, but the
ratios of rC→T/rG→A and of rA→G/rT→C were the same in introns and 5’UTR. Similar
observations were made in the analysis of 3’UTR sequences.
The excess of A → G over T → C was detected in 3’UTR sequence that are located
in the one kbp long region upstream to the 3’end of the genes (Figure A.2). As in
5’UTR sequences, the substitution rates in 3’UTR sequences are lower by about 20%
compared to intronic regions (see in Figure 3.1), but the ratio of rA→G/rT→C was
the same for both (Figure A.3). The lower substitution rates in 3’UTR and 5’UTR
sequences indicates that they these regions are under negative selection.
Four fold degenerate sites Amino acids coded by 4 codons which differ only in
their third position are called four fold degenerated . The third nucleotide in such FFD
codons is called FFD site. In order to build a set of such sites, for each Ensemble gene
we chose one transcript that overlaps a Refseq transcript. Since the number of FFD
sites varies along the transcripts, we used windows of different lengths, which contain
about 100,000 FFD sites. Such criteria left us with 3 windows in the 5 kbp regions
downstream to the transcription starts; hence, we extended the region of analysis to
20 kbp past the TSS. The estimation of substitution in each gene was done by a
Maximum Likelihood Method.
We found that for FFD sites the A → G rates are higher than T → C rates along
the whole transcript (Figure A.4). The localized excess of C → T over G → A
substitutions was also found in FFD sites located proximal to the TSS. However, in
contrast to introns, this bias in the substitution rates is not statistically significant
due to the low amount of sequence data on FFD sites.
Repetitive elements We also checked the impact of repetitive elements on sub-
stitution rates by estimating the substitution in repetitive regions whose annotation
was retrieved from Repeatmasker and in the remaining non-repetitive sequences. The
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Figure 4.1: Ratios between complementary transition rates and the GC content plotted
against distance from the 5’end of genes calculated in 200 bp long windows along the
non-template strand, combined information from all genes and presented by six different
genomic contexts. ”intronic”: genes that were used in Figure 3.1. ”introns w/o 200 bp”:
the 200bp in introns’ edges were excluded; ” GC rich windows” and ”AT rich windows”:
DNA sequences with GC content of above 50% and below 41%, respectively. Windows
that contained less than 100 kbp long DNA sequences were omitted.
UTRs and FFD sites are assumed to evolve under stronger constraints than introns.
On the other hand, repetitive elements are assumed to have less functional constraints.
Indeed, the substitution rates in repetitive elements (Figure A.6) are higher than in
non-repetitive regions (Figure A.7). Yet, the ratios between complementary transition
rates were the same in repetitive and non-repetitive regions (Figure 4.1).
The asymmetries are not due to functional elements in intron edges The
existence of local and global asymmetries in different parts of the transcripts, which are
under different level of evolutionary constraints, implies that the asymmetries are most
likely invoked by a bias in the molecular mutational processes, as a result of selection
acting on functional elements common to all different parts of the transcript, including
repeats. Candidates for such functional elements that are common to introns, UTRs
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and FFDs would be splicing elements. These elements are usually found in 30 bp exons
at the edges of introns and exons [20; 66]. Since previous works suggest that splicing
elements might be part of the 200 bp ends of introns [92; 149], we re-analyzed our data,
using sequence data after excluding the 200 bp at each end of the intron. The removal
of these elements did not affect the profile of the ratios of complementary substitution
frequencies (Figure 4.1); hence, it seems that the bias is not due to elements that are
located in the edges of introns. Nevertheless, there are several works that suggest that
the first introns are enriched with splicing motifs [151]. Even though the first introns
are usually long, and removing them leaves us with little sequence data for analysis,
we could observe similar substitution patterns in introns which are not first introns
(Figure A.5).
4.4 The impact of CpG islands on strand asymmetries
in transcribed regions
Strand asymmetries are correlated with transcription and transcription ini-
tiation in embryonic stem cells Our results, so far, suggest that the substitution
rates are shaped by mutational molecular mechanisms. The asymmetry A → G vs.
T → C, was suggested to be the result of strand specificity of TCR and a bias in
misinsertion of A → G over T → C during replication which is not attributed to
difference between transcribed and non-transcribed strands [60]. In a similar fashion,
TCR and biases in misinsertion rates between complementary transversions can lead
to the asymmetries that are observed in Figure 3.1, i.e. biases in misinsertions of
C → G over G → C, G → T over C → A and A → T over T → A . However,
the fact that TCR acts on the whole transcript rules out its role in the restriction
of the C → T over G → A bias to the first 1 kbp. Therefore we suggest that other
mutational mechanisms are responsible for this bias. It is known that there are several
mutagenic processes that target ssDNA, which is a by-product of RNA polymerase
activity. Hence, higher frequencies of ssDNA in this region could lead to higher tran-
sition rates of C → T in the beginning of a transcript, rather than in the rest of the
transcript.
Recent works show that RNA polymerase II (pol II) activity is not homogenously
distributed along transcripts [77; 107]; moreover, in many genes there are marks of
transcription initiation but not of complete elongation. In about 80% of genes in
embryonic stem cells (ESC), there is an initiation of transcription even though just 50%
of the genes are fully transcribed [61]. Guenther et al. [61] performed a genome wide
mapping of histone modifications, that mark transcription initiation and elongation.
Their results reveal that many ”inactive” (non expressed) genes harbour histone marks
associated with transcription initiation at the vicinity of their 5’ends.
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We used this recent dataset, in which genes were tested for their initiation and ex-
pression states in embryonic stem cells. In particular, we used Table S3 and Table
S5 in the supplementary material of their paper. Table S3 is a list of genes with the
chromosomal location of their TSS and the signal of different histone modifications.
The histone modification H3K4me3, is a marker for transcription initiation. We used
a threshold of above two in the signal of H3K4me3 in order to determine if a gene
experienced initiation. In addition, we used the chromosomal position of the TSS in
order to associate an appropriate Ensembl gene. The expression status of a gene was
retrieved from Table S5 in that paper. This table provides a list of genes and their
expression status in ESC. We divided the genes in this dataset into 4 groups according
to their expression status in ESC (denoted by exp+/-), and their initiation status (init
+/-). We calculated the substitution rates in the 5 kbp upstream and downstream
regions of the 5’end of genes in three groups, init+exp+, init+exp-, and init-exp- (the
number of genes in the last group init-exp+ was too small for analysis).
The results show that the local excess of C → T over G → A is strongest in genes
that are classified as init+exp+, a weaker bias (half as strong as for the init+exp+
group) was found in the group of init+exp- genes. In the set of init-exp- genes, the
local asymmetry is actually absent (Figure 4.2). Similar behavior is also observed for
the global asymmetry (the excess of A→ G over T → C). Hence, we concluded that
initiation of transcription (in ESC) is correlated with formation of the local and global
asymmetries, although these asymmetries are weaker in init+exp- than in init+exp+
genes.
The local asymmetry is correlated to GC content and distance form the
TSS Both the distance from the TSS and the GC content are correlated with the
local asymmetry. The excess of C → T over G → A is limited to the first 1 kbp
region at the start of the transcript, a region that is also extremely enriched in G+C
nucleotides (Figure 4.2). It is not clear if the local asymmetry is correlated with the
distance from the TSS or if these factors are correlated indirectly through a third
factor of G+C density. In order to isolate the impact of the following two parameters:
GC content and distance from the TSS, on the mutation spectrum, for each window in
a certain length from the TSS we built collections of two types of sequences, GC-rich
(above 50%) or GC-poor (below 40%). In GC-rich sequences, the ratios of rC→T/rG→A
and of rA→G/rT→C were similar to the ratios in all genes (compare Figures 4.2 and
4.1). The similarity between the ratios at the 2 kbp downstream is expected because
the enrichment of GC in these regions. The lack of the bias in C → T over G→ A in
GC-rich windows that are located further downstream from the TSS implies that this
bias in the first 1 kbp of the transcript is not just due to the GC content (Figure 4.2).
However, in GC-rich windows, the ratio between A→ G over T → C is lower than the
overall ratio and fluctuates between 1 and 1.2 (Figure 4.2); this can indicate that the
GC-rich sequences that are located several kbp from the 5’end of genes are subject to
different molecular mechanisms than GC-poor sequences. On the other hand, in GC-
poor windows, the bias between C → T and G→ A is absent at the immediate 1 kbp
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Figure 4.2: Correlation between strand asymmetry and transcription status of genes in
embryonic stem cells (ESC). The ratios between complementary transition rates and the
GC content are calculated in three gene classes [61]: genes that experienced initiation and
transcription (exp+init+); genes that experienced initiation but not complete transcription
(exp-init+); genes that experienced initiation but not complete transcription (exp-init-).
The estimation of substitution frequencies has been performed using the nontemplate
strand.
downstream to the TSS, but in the same regions A→ G exceeds T → C (Figure 4.2).
Therefore, it seems that both genomic parameters, the distance from the TSS together
with the GC density, are correlated with the localized asymmetry. Another interesting
observation is the dependency of CpG transition rates on the local GC content [36]. At
distances of more than 2000 bp from the TSS, the CpG loss rates in GC-poor windows
were more than 25% higher than in GC-rich windows (Figure A.8). The CpG loss rates
in AT-rich sequences were 10 times higher than the rates in GC-rich sequences near
the TSS, whereas the C → T transition rates in non-CpG sites in AT-rich sequences
in the first kbp of the transcript were lower than in GC-rich sequences (Figure A.9).
Since both sets of genes, exp+init+ and exp+init-, have on average a high GC content
in promoter regions but different levels of strand asymmetries, we suggest that GC
content is indirectly correlated with the asymmetry level due to higher transcription
activity of GC rich promoters in germline cells. Clearly, a limitation of this analysis
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Figure 4.3: Ratios of complementary transition frequencies and GC content along human
genes. Each of the three panels consists of two sections: The left section is centered on the
TSSs (left 0k) and refers to 5 kbp of intergenic region upstream to the TSS and extends
towards 5 kbp of intronic region downstream to the TSS. The right section on a panel is
similarly centered on the 3’ ends (right 0k), while the analyzed regions extend from 5kbp
of intronic regions (upstream to the 3’end) to 5kbp of intergenic regions downstream to
the genes 3’ ends. The ratios are plotted against the distance from the 5’ and 3’ ends of
genes. Ratios are calculated along the non-template strand from pooled 200 bp windows
of genes annotated for the reference species in each taxon. For CGI-genes the ratios are
presented by thick lines, for nonCGI-genes ratios as thin lines.
is that, although it was carried out in genes that are expressed in ESC, we cannot be
sure that they are also expressed in germline cells, where mutations have to occur in
order to be passed on to the next generation.
The localized strand asymmetry appears only in genes with CpG island
promoters As we mentioned above init+ genes differ for init- in the GC content
in the vicinity of the the TSS. Higher GC content of init+ genes implies that they are
associated with CpG islands. Therefore, we compared the strand asymmetries CGI-
genes with the ones in nonCGI-genes (see Chapter 2). The results of this analysis show
that the global and local asymmetries are significantly more pronounced in CGI-genes
than in nonCGI-genes (Figure 4.3). Actually, the local strand asymmetry is found
only in CGI-genes (Figure 4.3).
The localized asymmetry is limited to CpG islands In order to further
investigate the role of CGIs in shaping the strand asymmetries along introns, we
analyzed the strand asymmetries across CGIs.
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Figure 4.4: Ratios of complementary transition rates are plotted against distance from the
5end (left 0k) and 3end (right 0k) of CGIs calculated in 100 bp long windows. The
analyzed regions are non-exonic. The ratios that are presented between the left and the
right 0k are calculated within the CGIs. The data points between the left and the right
0k are calculated within the CGIs.
The localized asymmetry is found in the transcribed part of CGI and decays outside
of it. We do not observe asymmetry between C → T and G → A IN the tCGI at
the upstream intergenic part nor in dCGI. This implies that a process that couples
transcription and CGI is involved in the formation of the localized strand asymmetry.
The ratio rC→T/rG→A is still found to be higher than one downstream to the 3’end of
genes. This indicates that the definition of CGI boundaries is not accurate.
The ratio of A → G over T → C rates is lower than 1.2 within CGI, while it is
above 1.4 in intronic regions which are found immediately downstream to the 3’ end
of the tCGI. The global assymetry starts from 200bp downstream to the TSS (see
Figure 3.1).
4.5 Strand asymmetries are found in other mammals
Similar strand asymmetries are found along the mammalian tree We tested
whether the substitution asymmetries are a unique feature of the human genome or
also found in other species. In mammals, we have found that the ratio rA→T/rT→C
along the 5kb region downstream to the TSS and 5kbp upstream to the 3’end is larger
than 1 and relatively constant along the analyzed transcribed region. In addition to
this global pattern there is a localized pattern, where rC→T/rG→A is greater than 1
only along the first 1-2kb of transcripts, while the ratio was close to 1 outside this
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Figure 4.5: Ratios of complementary transition frequencies across vertebrates. There are
four rows of panels and two columns of panels. The rows correspond to the four taxa
analyzed in this study and the columns to the two types of ratios between complementary
transition frequencies. Each panel consists of two sections: The left section is centered
on the TSSs (left 0k) and refers to 5 kbp of intergenic region upstream to the TSS and
extends towards 5 kbp of intronic region downstream to the TSS. The right section on a
panel is similarly centered on the 3’ ends (right 0k), while the analyzed regions extend from
5kbp of intronic regions (upstream to the 3’end) to 5kbp of intergenic regions downstream
to the genes 3’ ends. The ratios are plotted against the distance from the 5’ and 3’ ends of
genes. Ratios are calculated along the non-template strand from pooled 200 bp windows
of genes annotated for the reference species in each taxon. For CGI-genes the ratios are
presented by thick lines, for nonCGI-genes as thin lines.
region. Similarly, the global rA→G/rT→C and the local rC→T/rG→A asymmetries are
present in all mammalian genes. Yet the ratio rA→G/rT→C declines towards the 3’ends
of transcripts (Figure 4.5). And as in human, the global asymmetries extend into
the intergenic regions downstream to genes. Across mammals the global and local
asymmetries are significantly more pronounced in CGI-genes than in nonCGI-genes.
This implies that similar CGI-linked processes in mammals are the cause of more
pronounced patterns in CGI-genes (Figure 4.5).
In addition to the breaking of strand symmetry of transition rates, 3 out of 4 of the
transversion rate pairs are not equal to each other (Figures B.3 and B.4). The ratios
rG→T/rC→A, rC→G/rG→C and rA→T/rT→A are greater than one in intronic regions of all
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mammalian species that were analyzed in this study. These three asymmetries begin
at the 5’end of genes and extend beyond the 3’end of genes (Figure 4.5). These results
suggest that strand asymmetries along mammalian transcripts have been shaped by
similar forces during evolution.
Strand asymmetry in fish Strand asymmetries are also found in introns of non-
mammalian species (Figure 4.6), but their directions are different in most cases. In
stickleback and medaka introns, the rA→G/rT→C ratio is smaller than 1, opposite to
the asymmetry in mammals (Figure 4.5). Also the ratio rC→T/rG→A is greater than
1, similar to the first 1-2 kbp downstream the TSS of genes in mammals, but it is not
restricted to the vicinity of the TSS in fish genes. In contrast to mammals, there is
no difference in the level of asymmetry between CGI- and nonCGI- genes in fish.
4.6 Regional patterns of nucleotide composition
The current single nucleotide substitution rates lead to TA and GC skews in
mammals As was mentioned in Chapter 1, TA skew (STA = ([T ]− [A])/([T ]+[A]))
and GC skew SGC = ([G]− [C])/([G] + [C]) are observed in human introns and have
been suggested to be a result of a bias in substitution rates. Over a long period of
time, biases in substitution rates should accumulate and lead to skews in the base
composition of complementary DNA strands [153]. Measurements of the TA skew
and the GC skew [1] have been shown to be different between species both in respect
to their location relative to the TSS and their levels of intensity [1; 149; 49]. It is
interesting to see whether the observed biases of intronic substitution rates can lead
to similar skews as seen in current genomes. We have found that for all vertebrates
this is indeed the case; the direction of skews in intronic regions agrees with the
current ones in CGI-genes (Figure 4.6) and in nonCGI-genes (Figure B.5). Hence,
the observed substitution rates can indeed build the current skews in the genome.
For nonCGI-genes the degree of the stationary skews is similar to the current one in
mammals. However, in intronic regions of primate CGI-genes, the stationary TA and
GC skews are greater than the current ones. This might be due to the incompleteness
of our genome evolution model, which does not include other mutational processes,
such as insertion and deletions, that might have being acting against the influence of
substitutions on base composition around and within genes. Alternatively, it might
be that the mutational force that leads to skews has became stronger during primate
evolution.
Spikes of nucleotide skews at gene ends Another characteristic of both the
TA and GC skews are spikes at boundaries of genes (Figures 4.6 and B.5). At the
5’ end of genes there is a local increase in both skews. For example in primates and
rodents the GC skew is above 0.1 while in the rest of the transcript the skew is below
0.06 (Figures 4.6 and B.5). However at the 3’ end the GC skew is negative in all
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Figure 4.6: Current and stationary TA(*) and GC(*) skews along CGI-genes and their
flanks. Current stationary skews are plotted with thicker lines. The skews are plotted
against distance from the 5’ and 3’ ends of genes and are calculated along the non-
template strand from pooled 200 bp windows of genes annotated for the reference species
in each clade.
species except in primates, where we do not see a GC skew. Therefore the GC skew
is opposite directions at both ends of genes. TA skews are positive along genes and
are stronger near gene boundaries in all species, while being strongest at the 3’end.
The increase in skews in gene boundaries, in particular at the 5’ ends, is also found
in the stationary nucleotide composition in most of species computed solely from the
nucleotide substitution rates (Figures 4.6 and B.5). This suggests that substitutional
biases acting over evolutionary time scales have generated these spikes in the skews.
4.7 Possible mutational processes that generate
localized asymmetries in genes
Is it selection or mutational bias that has generated the substitution asym-
metries in mammalian transcripts? The localized strand asymmetries are
detected in different parts of the transcript and as we saw are found in all mammalian
genomes that we analyzed. This indicates that the substitution force that has gener-
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ated asymmetries acts on all part of the transcripts and is conserved over time. Zhang
et al. [164] propose that the action of selection on splicing enhancers shaped the strand
asymmetries along transcripts, while Green et al. [60] suggest that these are biases in
repair process (see below). However, surveys of somatic mutations in two cell lines
derived from tumor [120; 119] suggest that strand asymmetries are a consequence of
mutational activity. In the two cell lines there was an excess of rA→G, rC→G, rG→T
and rA→T over their base complementary substitution rates. Since these rates were
determined using several thousands of somatic mutation instances it is more likely
that bias in mutagenesis or in repair rather than selection has generated the strand
asymmetries in the transcribed regions of the cancer cell lines.
Molecular mechanisms that can lead to localization of mutations Which
mechanisms are responsible for the localization of cytosine deamination in the non-
transcribed strand near the TSS? One possible process coupled to transcription is the
activity of the Activation Induced (Cytosine) Deamination (AID) enzyme as part of the
somatic hypermutation (SHM) pathway during B-cell development [112]. This enzyme
induces both single nucleotide mutations and rearrangement at the immunoglobulin
gene loci. It promotes cytosine deamination in ssDNA during transcription, but just
at 1-2 kbp downstream to the TSS [112]. Very recently AID has been suggested to
play a role in de-methylation in sperm at early stages of embryogensis by promoting
deamination of methylated cytosine into uracils. Since CpG islands are known to have
lower methylation levels in germ cells it is tempting to propose the AID can actively
promote CGI de-methylation. During this hypothetical de-methylation, ssDNA can
be formed.
AID activity is thought to be focused on so-called AID hot spots [118]. There is
growing evidence that AID is expressed in germ cells, and it has even been reported to
be express in the nucleus, which leads to the conjecture that AID can target ssDNA
in these cells [137]. The probability that a cytosine will be targeted by AID is affected
by its flanking sequence; AID targets hot spots in the form of RGYW/WRCY, where
R is purine, Y is pyrimidine and W is A or T [10; 118; 132]. It has been reported that
50% of the mutations mediated by AID happened in target sites which are just 25%
of all possible sequences
We propose AID can form the localized mutation, since AID mediates mutations
(C → T ) on the first 1 kbp downstream to TSS regions of its target genes similar to
the region we observed for the local asymmetry. In order to test this hypothesis, we
divided the cytosine and guanine in each window into two sets, ones that are within
hot spots, and the complementary ones not in hot spots and not part of CpG. The
substitution rates were calculated by parsimony analysis, which attempts to attach
the shortest evolutionary path from the ancestral sequence. In this analysis, we took
into account only sequences where the sequences in rhesus and chimp were the same.
Hence by parsimonious we assumed that ancestral sequence of human-chimp-rhesus
was the one in chimp and rhesus, and the ancestral sequence was mutated in human
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Figure 4.7: Transition frequencies of cytosine and guanine in/off AID hot spots (HS).
after the eventual split between human and chimp. Comparing the mutation patterns
in these sets revealed that asymmetry does not appear in hot spots but rather in the
non-hot-spots sites (Figure 4.7). Therefore, we could not substantiate the involvement
of AID in the generation of the localized asymmetry on a genome wide scale.
However, there are other DNA deaminases that target ssDNA which have different
sequence specificities. For example, APOBEC3F has a preference to CCN or TCN
(where is N is an arbitrary base) [10]. Mutations in these motifs are higher in our data
set than in the complementary motifs (data not shown), however APOBEC3F has
been shown to deaminate ssDNA just in the cytoplasm [134]. Other DNA deaminases
unfortunately have not yet been analyzed so extensively as AID.
Even though we could not directly associate DNA modifiers like AID with the local
asymmetry, the similarity between the localization of the strand asymmetry in substi-
tution rates and the restrictions of SHM might be the result of similar mechanisms.
Possible mechanisms, which can elevate mutagenesis, are the ones that lead to forma-
tion of a ssDNA of the non transcribed strand. A ssDNA structure has been proposed
to occur in variable (V-) regions during SHM in order to provide the substrate for AID,
which mutates only ssDNA. Furthermore, the nucleotides in ssDNA are subjected to
higher spontaneous DNA damage than nucleotides in dsDNA. Cytosines in ssDNA are
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more prone to deamination than in dsDNA [47; 12]. Hence, if a localized ssDNA of
the non transcribed strand is formed near the TSS, it might explain the higher rate
of C → T transitions on this strand. Interestingly, the observed excess of C → T over
G→ A in bacterial genomes has been also suggested to be mediated by ssDNA on the
non transcribed strand [43]. Since the average length of a bacterial gene in 1-2kb the
induced range of the asymmetry along bacterial genes is similar to the asymmetry pat-
tern we observed for human genes [43]. Hence, we propose that localized conformation
of ssDNA near the TSS can explain the observed strand asymmetry
There are a couple of mechanisms that have been suggested to invoke ssDNA in V-
regions. One of these mechanisms is the formation of RNA/DNA hybrids (R-loops)
on the template strand in the first 1-2 kbp of the variable (V-) regions of immunoglob-
ulin genes [163; 68]. R-loops are formed on the transcribed strand, leaving the non-
transcribed strand in ssDNA formation at a higher frequency than its complementary
strand [87; 133]. Using a biophysical model [19] we calculated the differences between
the free energy levels of RNA/DNA hybrids and DNA/DNA (i.e. dsDNA) structures
at various distances from the TSS for genes in our dataset. According to this model,
for most genes the RNA/DNA hybrid in the first 200 bp downstream of the TSS is
more stable than DNA/DNA conformation (Figure 4.8). Moreover, the average differ-
ence between the energies of these two structures is peaked at the immediate 200bp
long region downstream to the TSS (Figure 4.8). The predicted higher stability can
be attributed to higher GC content and the GC skew near the TSS of human genes,
since GpG di-nucleotides are the main contributors to the energetic difference between
RNA/DNA hybrids and DNA/DNA structures [19]. It is important to note that until
now it is not fully understood what the conditions for R-loops formation are. A couple
of recent studies have suggested that R-loops are initiated from 50 bp long regions,
which contain the motif GGGGCTGGGG and comprise at least 50% of Gs [67; 136].
We found about 300 genes that contain such regions in their first 1 kbp. Estimating
substitution rates in 1 kbp windows along these genes indeed shows a higher degree of
asymmetry (data not shown), but the small number of genes is not enough to establish
a significant association. A recent study suggests that, on top of the higher stability
of RNA/DNA compared to the DNA/DNA structure, a capping enzyme can promote
formation of transcriptional R-loops in vitro [74]. Since the formation of a cap is a
necessary process at early stages of transcription, this finding implies that R-loops are
indeed found at higher frequencies near the TSS than in the rest of the transcript.
Beside R-loops non-B DNA conformations, called G-quadruplexes (G4), might also
be formed near the TSS of human genes on the non transcribed strand [33]. The
formation of a G4 structure in the non template strand and in parallel the formation
of an R-loop on the template strand is often called G-loops and has also been observed
in different situations [34]. It is not known when and where such structures are formed,
but several DNA sequence motifs have been suggested to have higher probability to
form G-quadruplexes [161]. Recent studies reveal an enrichment of such motifs in
promoter regions and in the first 500 bp of human genes [33]. Therefore, these G4
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Figure 4.8: The mean (and the variation) of the energetic gap between the free energy of
RNA/DNA and of DNA/DNA hybrids.
conformations have the potential to create a gradient of ssDNA of the non-template
strand along human transcripts.
In summary, we propose the following model for the generation of the localized sub-
stitution bias. We assume that the non-transcribed strand at the start of genes is in
ssDNA formation at a higher frequency than in regions further downstream. There are
several mechanisms that may induce a localized formation of ssDNA of the transcribed
strand. These mechanisms include either the higher occupation time of pol II near the
TSS [104] or the formation of G/R-loops. As a consequence of these mechanisms, the
transcribed strand near the TSS is protected either by RNA pol II complex or by the
RNA/DNA hybrid, whereas the non-transcribed strand is left in ssDNA formation,
which is prone to higher rates of cytosine deamination. This is due to spontaneous
chemical processes [47] or due to the enzymatic activity of DNA deaminases like AID
or APOBEC3 [112; 134]. These processes eventually can invoke the observed higher
rate of C → T transition on the non-transcribed strand.
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4.8 Mutational processes that may generate global
asymmetries
The global strand asymmetry might also share similarity with SHM The
excess of A → G over T → C substitutions in mammals is proposed [60] to be a
byproduct of transcription coupled repair (TCR) (see Chapter 1). TCR is activated
when RNA polymerase II stalls due to DNA lesions [63]. Green et al. [60] suggested
that lesions that halt RNA pol II can be base mismatches that are formed during
replication. There are two replication errors contributing to substitutions of A in G
on the non-transcribed strand. The first error is misincorporation of Gs at template
Ts when the non-transcribed strand is copied. The second error is misincorporation
of Cs at template As during the replication of the transcribed strand; these errors
result in G-T and A-C (non transcribed-transcribed) mismatches, which become the
substitution-mutations A→ G on the non-transcribed strand when they are repaired
into G-C base pairs. In a similar fashion, a substitution T → C on the non-transcribed
strand is a result of misincorporations of Cs at template As and of Gs at template
Ts, which results in C-A and T-G mismatches. When the base pair mismatches are
repaired via the TCR pathway, the non-transcribed strand serves as a template for
the correction of the transcribed strand. Therefore, the balance between the rates
of A → G and T → C is determined by the balance between misincorporations and
their repair. Since the miss-incorporation rate of purines into the strand being copied
is higher than the rate of pyrimidines, the rate rA→G is higher than of rT→C on the
non-transcribed strand.
The above model has been criticized by different groups mainly because mismatches
in the DNA are not expected to halt transcription and therefore should not initiate
TCR. An alternative model, that we suggest, is that mismatches are introduced by
a removal of DNA lesions that block transcription via error-prone nucleotide-excision
repair (NER) mechanisms. According to this, the DNA lesion is excised together with
a surrounding DNA sequence and the resulting gap [114] is filled by a low fidelity DNA
polymerase, such as polβ [18]. As a consequence the newly synthesized DNA is prone
to accumulate mutations and to form DNA mismatches. Unfortunately, the in-vivo
error spectra of DNA polymerases are not known and therefore we can not determine
which DNA polymerases might be the best candidates to explain the observed biases
without further studies.
In a recent paper, Steele reviewed the data on mutations that result from SHM along
introns of genes that are part of the immunoglublin locus [142]. Steele found that
in this locus, on the non-transcribed strand, the mutation rates of A → G, A → T
and A → C excess their reverse complement mutation rates. We also observe an
excess of rA→G over rT→C and an excess of rA→T over rT→A along human introns
(Figure 3.1). But on the other hand, we find no or only a slight excess of rA→C over
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rT→G (Figure 3.1). These similarities imply that SHM and TCR employ similar but
not identical sets of proteins.
How are strand biases introduced in SHM? During SHM, the induction of AID leads
to the deamination of cytosines into uracils on the non-transcribed strand of im-
munoglobulin genes [98]. The U:G mismatches are assumed to invoke mutations in
two phases [111]. The first phase, the handling of U:G mismatches leads to transitions
or transversions of C:G base pairs. If one strand is primarily targeted by AID, then
the rates of C → T , C → G and C → A will exceed the rates of the reverse com-
plement strand. The second phase, mutations can occur in the sequence surrounding
of the U:G mismatch mainly in A:T base pairs [142]. This has been suggested to
be due to the removal of parts of the surrounding sequence containing an abasic site
that is created when the uracil is excised by uracil-DNA glyocsylase (UNG). The re-
sulting gap is then filled by the error prone DNA polη [126] promoting mutations of
the type A → T . As a consequence, the non-transcribed strand of immunoglobulin
genes accumulates transversions in A→ T over T → A, as we also find in mammalian
introns. Even though the above mentioned pathways can explain part of the global
asymmetries along introns, there are two arguments against these hypotheses. First, in
SHM the non-transcribed strand is often damaged and is also the one that is actively
repaired [98], while in TCR, the transcribed strand is subject to repair processes [63].
Second, the bias of rA→G over rT→C can not be explained by the traditional models
for SHM.
RNA mediated repair model for TCR An intriguing model, which has been
recently suggested for SHM, provides a mechanism that can explain the observed
global asymmetries, including the excess of rA→G over rT→C on the non-transcribed
strand, via a repair of the transcribed strand. Higher mutation rates in As on the
non-transcribed strand of immunoglobulin genes have been postulated to be caused
by repair of the transcribed strand, via a combination of reverse transcription and RNA
editing [46]. According to this model, a DNA strand that contains abasic sites and/or
uracil is first transcribed into RNA. This RNA then forms a secondary structure with
hairpins. Adenosines in the RNA hairpins are known targets for the RNA editing
enzyme adenosine deaminase (ADAR) and are converted to inosines [46]. In the next
step, reverse transcription of such an edited RNA results in a DNA sequence that is
inserted into the DNA strand instead of the damaged fragment. Compared to the
original transcribed sequence the newly synthesized transcribed-strand accumulates
several mutations T → C, T → A and T → G [46] that appear on the non-transcribed
strand as A → G, A → T and A → C. By our results for introns, the substitution
frequencies of A → G and A → T exceed their reverse complement substitution
frequencies, while rA→C is only slightly exceeding rT→G (Figure 3.1). This suggests
that such a repair mechanism can introduce the global strand asymmetries along
genes.
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CpG islands (CGIs) are suggested to be origins of bidirectional replication (OBRs) and
origins of antisense transcription. Since both replication and transcription processes can
lead to strand asymmetry, such an association should leave a trace in the intergenic regions
of the genome in the form of strand asymmetries in mutational rate. Substitution analysis
around CGI reveals bidirectional asymmetries between complementary substitution rates
that are similar to the one that is found around the OBR in bacteria. These asymmetries
may be induced due to differences in the replication of the leading and lagging strand
and the bidirectionality of substitution implies that a significant number of CGIs overlaps
OBRs.
5.1 Strand asymmetries in intergenic regions in the
vicinity of genes
Opposite strand asymmetries upstream to the 5’end of mammalian genes
In upstream regions to the 5’end human genes, there is an opposite bias in the A→ G
vs. T → C substitution frequencies compared to those in 5’ downstream regions
(Figure 3.1). These asymmetries in upstream regions are found in CGI-genes but not
in nonCGI genes (Figure 4.5). An excess of rA→G over rT→C is observed in the upstream
regions of genes in other mammalian species. Furthermore, the ratio rA→G/rT→C and
rC→G/rG→C is lower than one in the upstream regions of all mammalian CGI-genes,
while in nonCGI-genes the rates are either equal to one as seen in primates and
rodents or greater than one as in laurasiatheria. For rG→A/rC→A and rA→T/rT→A the
ratio is close to 1 in the 5’ flanking regions of the genes in most mammalian species
(Figures B.3 and B.4).
Skews in upstream regions In the upstream regions of primate and laurasiathe-
ria CGI-genes one might expect to find skews since there are strand asymmetries in
substitution rates in these regions (Figure 4.6). However, the TA and GC skews are
close to 0 in the 5’ intergenic flanking regions of CGI-genes in both taxa. This might
imply that even though we observe that two out of six of the single-nucleotide substitu-
tion rates are strand asymmetric, it is not enough to induce non-zero skews. Indeed, in
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laurasiatheria, the stationary skews are absent, which indicates that other mutational
processes compensate the impact of strand specific nucleotide mutations. But the sta-
tionary TA and GC skews in primates suggest that the strand asymmetries are able to
induce strand asymmetries in nucleotide distribution in these regions (Figure 4.6).
5.2 Long range strand asymmetries around CpG
islands
Strand asymmetries are found in intergenic regions which are located up-
stream to the TSS of CGI related genes The reversal of the asymmetry in
the upstream regions of CGIs might not come as a surprise since many of CGIs are
found to be bidirectional promoters and origins of bidirectional replication. Therefore,
it is possible that reversal of the asymmetry in upstream regions of genes reflects an
extensive antisense transcription [116] and in particular originating from CGI. There-
fore, we wondered what is the range of the asymmetries in intergenic regions around
CGIs. To investigate this, we derived the profile of 18 nucleotide substitutions rates
around CGI (see Chapter 2). Then in order to measure the deviation of substitutions
from strand symmetric case we calculated the ratios between pairs of complementary
transition rates i.e. the ratio of the rates of C → T over G → A and the ratio of
rates of A→ G over T → C (Figure 5.1). In the intergenic regions upstream to tCGI
and dCGI, the ratio rA→G/rT→C is less than 1 (the mean and standard deviation of
the ratio in the first 10 windows upstream to dCGIs is 0.934 +/- 0.02), whereas, in
intergenic downstream regions it is greater than 1 (mean and standard deviation in
the first 10 windows downstream is 1.09 +/- 0.023). In addition, on both sides of
the CGI (5’ and 3’) the rA→G/rT→C ratio is constant along several hundreds of kbp.
These properties of the ratio profile indicate that there is a bidirectional asymme-
try around CGIs which has the CGI as its origin and that the mutational pressure
which leads to the asymmetry is constant over long distances. In contrast, the ratio
of rC→T/rG→A fluctuates around 1 along the flanking intergenic regions of CGI, an
indication that the strand symmetry between these rates holds around CGIs. Among
the four pairs of complementary transversion rates, three are symmetric and only the
symmetry between the rates of C → G to G→ C is broken (Figures C.2 and C.3).
We also performed the substitution analysis around the middle point between two
consecutive CGIs. On a genome-wide scale, there is a change in the direction of strand
asymmetries at the mid-point (Figure 5.2). The ratio rA→G/rT→C is greater than 1 in
the region upstream of the mid-point whereas, in the downstream region the ratio is
lower than 1. The change in the direction of the asymmetry is smooth (Figure 5.2)
around the mid-point, in contrast to the sharp change in the rA→G/rT→C ratio at the
CGIs (Figure 5.1). The analysis around the mid-point rules out the scenario that
the ratio profiles in Figure 5.1 can be found around any random positions in the
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Figure 5.1: Ratios between complementary substitution rates in intergenic (blue, green)
and intronic (red) regions. The ratios are plotted against the distance from the 5’ end
(left 0 k) and 3’ end (right 0 k) of CGIs calculated in 10-kbp long windows. For dCGI
and tCGIs, the analyzed sequences are intergenic (see corresponding blue and green bars
in Figure 2.2) and are taken from the reference strand as it is described in Figure 2.2.
The analyzed intronic sequences are of genes that their TSS is located within tCGI (see
red bars in Figure 2.2). The ratios in these regions are computed using the nontemplate
strand of a gene (see Figure 2.2); intronic sequences are only available for the 3’ side
(left to the gap) analysis. The ratios at 0 k are calculated within the CGIs, for details,
see Figure 4.4. A shaded histogram of gene lengths in the human genome is presented at
the bottom panel demonstrating that strand asymmetries between A→ G versus T → C
extend over distances larger than of a typical length of a gene.
genome; and therefore it establishes the role of CGIs as origins of the bidirectional
asymmetry.
The strand bias is quantitatively similar in tCGIs and dCGIs As we saw in
Chapter 4, transcribed regions (excluding exons) show a similar qualitative asymme-
try, i.e. rA→G/rT→C > 1. A similar excess of A→ G over T → C in introns has been
suggested to be a result of transcription coupled repair (TCR). If only transcription
induces the asymmetries in intergenic regions around transcripts, then one would ex-
pect a higher level of strand bias around tCGI than around dCGIs. However, the ratio
profile is quantitatively identical around these two classes of CGIs. This observation
is a strong indication that the transcription of genes is not the cause of long range
asymmetries (a point which will be further addressed below).
The ratio rA→G/rT→C is greater in introns than in intergenic regions To
check whether transcription has an additional impact on the ratios between comple-
mentary substitution rates, we also performed a sliding window analysis along intronic
regions of genes whose TSS is inside of a tCGI and we denote them as CGI-genes (see
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Figure 5.2: Ratios of complementary transitions rates in intergenic regions plotted against
the distance from the middle point (0k) between consecutive CGIs calculated in 10 kbp
long windows. All analyzed regions are interegenic. The middle point is between a CGI
and its 5’ adjacent CGI. The results for two classes of CGI are presents: tCGI (blue) and
dCGI (green).
Figure 2.2 and Chapter 2). For these introns, the ratios were calculated in windows of
10 kbp starting from the TSS up to 1Mbps downstream to the tCGI (Figure C.4). We
found out that in introns the ratio of A→ G to T → C rates is 1.6 compared to only
1.1 in intergenic regions at a similar distance from the 3’end of tCGIs (Figure 5.1).
Hence, the greater excess of A→ G over T → C substitutions along the non-template
strand of CGI-genes compared to intergenic regions suggests that the transcription
process has a primary impact on the asymmetries in introns. From the fact that the
ratio rA→G/rT→C is relatively constant along introns (Figure 5.1) one can conclude
that these transcription associated mutational forces are not dependent on the dis-
tance from CGIs. Note that by our definition (see Figure 2.2 and Chapter 2), at any
given bin the intergenic regions are pooled out of the 3’ intergenic flanking regions of
CGI-genes that are shorter than the ones whose sequences are taken for the analysis
of the intronic regions.
In order to further test whether the transcription process is the primary force that
shapes the asymmetries in introns we measured the ratios in intronic regions pooled
from genes whose TSS is not inside a CGI (denoted as nonCGI-genes). We divided the
set of nonCGI-genes into two classes according to the direction of their transcription
relative to the closest CGI, which can be either dCGI or tCGI. The first class is
composed of genes that are transcribed outwards from the closest CGI. The second
class called inwards genes and it contains genes that are transcribed towards the closest
CGI. We found that the ratio rA→G/rT→C is about 1.4 on the non-template strand
of both classes of genes (Figure 5.3). Therefore for some genes the direction of the
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asymmetries is opposite to the one in the intergenic regions. In introns of genes that
are transcribed outwards from the CGIs the direction of the asymmetry is the same
as in intergenic regions, (Figure 5.3), whereas, introns of genes that are transcribed
towards CGIs have asymmetries opposite to those found in the average intergenic
regions at similar distances from the CGI (see Figure 5.3 and Figure 5.1). Hence,
the direction of the strand asymmetries along genes is determined by the direction of
transcription.
Figure 5.3: Ratios of complementary transition rates in intronic regions of inward and
outward genes relative to tCGIs and dCGIs. All rates are calculated using the reference
strand as defined in the Chapter 2.
Low rA→G/rT→C ratio in introns that overlap tCGIs In intronic regions that
overlap tCGIs the ratio rA→G/rT→C is about 1.1 (this is the first bin in the analysis of 3’
intronic regions in Figure 5.1 and more detailed analysis can be found in Figure 4.4),
while in intronic regions downstream to the tCGI, the ratio fluctuates between 1.5
and 1.7 (Figure 5.1). Moreover, this ratio in introns that overlap tCGIs is similar
to the one in intergenic regions (Figure 5.1). Therefore, the asymmetry level within
tCGI is not dependent on transcription; this implies that TCR is not active in the
transcribed parts of CGIs or that its impact on substitution pattern is obscured by
other mutational processes.
Additional asymmetry between C → T and G → A is found in intronic
regions In contrast to intergenic regions, we observed that in intronic regions the
symmetry is additionally broken between C → T and G → A rates. This symmetry
is broken in two different ways and on different scales. The first asymmetry is an
excess of C → T over G→ A that is restricted to intronic regions which overlap CGI
(Figures 5.1 and 4.4). This asymmetry is localized at the first 2 kbp downstream to the
TSS (Figure 4.5). An opposite and weaker bias is found in regions that are located 50-
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500 kbp downstream to the CGIs (Figure 5.1). This bias has been previously observed
by Green et al. [60] and has been suggested to be a result of TCR.
5.3 Mechanisms that can generate strand asymmetries
in intergenic regions
Possible mechanisms that can generate bidirectional strand asymmetries
What processes can generate these two patterns? How are these mutational processes
associated with CGI? Replication can form strand asymmetries since it copies differ-
ently the two DNA strands. The bidirectional strand asymmetries in intergenic regions
can be evidence that CGIs are origins of bidirectional replication. The association of
CGIs with OBR [4; 55] has been suggested more than one decade ago and recently
further established in a genome wide study [17]. Similar patterns of rA→G/rT→C , i.e.
bidirectional asymmetries, have been associated with origin of replication in bacterial
and mitochondrial genomes (see Chapter 1). Therefore, we suggest that the asym-
metries around CGIs and the change in the direction of the asymmetry in the CGIs
(Figure 5.1) are due to initiation of bidirectional replication in these regions.
The range of the asymmetries is several hundreds kbps which is similar to the average
length of a replicon and one order of magnitude longer than the average size of tran-
scripts (Figure 5.1). In case only transcription would invoke these asymmetries, CGIs
would be origins of unknown transcripts of length of hundreds of kbps transcribed
in both directions from CGIs. In particular, such transcripts should originate not
only from tCGIs but also from dCGIs. Recent articles suggest that over 90% of the
genome is transcribed, therefore most of annotated intergenic regions are transcribed
at least once [146]. If such unknown transcripts induced this asymmetry their orien-
tation would be biased relative to the CGIs, i.e. transcription would tend to occur in
outward direction from the CGIs. The estimated rates for introns and for intergenic
regions suggest that a surplus of at least 17 % of the nucleotides in the intergenic
regions around CGIs should be transcribed in outward orientation relative to CGIs;
however there is not sufficient data at this time to check this prediction.
Are all CGIs associated with OBRs? Cadoret et al. [17], have found that 99
out of 506 CGIs in the ENCODE regions serve as OBRs in a specific cell line. It is
possible that different CGIs are origins of replication in different cell types, since the
factors that link between CGIs and OBRs might be cell specific. The substitution
rates that we measured in the present study are the result of mutations that occurred
in or during the production of human germ cells. Up to now, data on OBRs in these
cell types is not available.
Strand asymmetries are due to a difference in DNA polymerases error
spectra The association of OBR with strand asymmetries in the human genome
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implies that on the leading strand, which serves as the template of a new lagging
strand, the ratios rA→G/rT→C and rC→G/rG→C are greater than 1 (Figures 5.1, C.2
and C.3) as in many bacterial genomes [131]. Also in human mitochondrial DNA
(mtDNA), one observes that along the so called heavy strand, the rate of A → G
substitutions is higher than of T → C substitution [40].
There are two main mechanisms that can invoke a ratio rA→G/rT→C greater than
1 on the leading strand (and on the heavy strand of mtDNA). In bacteria (and for
mtDNA), it has been suggested that adenine on the leading (heavy) strand is subject
to higher deamination rates since the leading (heavy) strand is found in ssDNA con-
formation and adenine is less stable in this conformation than when it is base-paired to
T in dsDNA conformation. However, the exposure of ssDNA should also induce even
stronger asymmetry between C → T and G → A, since the rates of cytosine deami-
nation in ssDNA are 140 higher than in dsDNA [47]. Indeed, along the heavy strand
of the mitochondrial genome one observed a stronger excess of the rates of C → T
over G → A than of A → G over T → C [40]. We find that the ratio rC→T/rG→A
is close to 1 (Figure 5.1) and therefore it is unlikely that the exposure of the leading
strand is the main cause for the excess of A → G over T → C on this strand (even
though it is possible that the repair mechanism which handles cytosine deamination
is more efficient in human than in bacteria). This suggests that the mechanism that
has introduced asymmetry along the human mitochondrial DNA is different than the
one that has generated the asymmetry in the nuclear DNA.
Another potential source of the asymmetry between the leading and lagging strand
has been found in yeast. A recent study [84] demonstrated that the lagging and
leading strands are synthesized by two different DNA polymerases, polδ and pol,
respectively. Assuming that two different polymerases are also used in human cells
we suggest that the observed asymmetries are due to a difference between the error
spectra of these two DNA polymerases. During synthesis of the nascent DNA there
are 12 possible single base-base mismatches that can occur. Since there are 2 DNA
polymerases participating in DNA replication there are 24 potential misincorporation
rates. Each of the 12 single-base mutation rates is a combination of two errors that
are caused by polδ and pol. The replication errors that contribute to substitution of
A by G on the leading strand, are misincorporation of G opposite template T by pol.
and of C opposite to template A by polδ that result in G-T and A-C (leading-lagging)
mismatches. These mismatches become substitution-mutations A→ G when they are
repaired into G-C base pair. In a similar manner, substitution of T by C on the leading
strand is a result of misincorporation by polδ of C opposite to A on the template strand
and of and G opposite to T template on the tempalte strand by polδ, which results
in C-A and T-G mismatches. Unfortunately, the error rate during replication of these
two polymerase, polδ and pol are currently only known for yeast [147] but not for the
human polymerases. Therefore, we can not examine this model but rather we predict
that the rates that lead to A → G on the leading strand are higher than the error
rates that lead to T → C.
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How are ORIs mechanistically linked to CpG islands? It is not yet known
how ORIs are determined in mammalian species. It is even less understood why repli-
cation is initiated from CGIs [2]. Since in CGIs are enriched both in set of TSSs and
ORIs, it is tempting to suggest that the same factors that are associated with tran-
scription initiation are involved in replication initiation [3] such as: low methylation
levels in CGI [4; 127], particular histone modifications [93] and transcription factor
binding sites [17]. It has also been suggested that CGIs harbor the binding site for
Origin Recognition Complex (ORC), which is essential for replication initiation [75].
It is further possible that transcription factors that are usually associated with tran-
scription can also promote replication, e.g. c-Jun or c-Fos [106]. Transcription per se
has been shown not to be necessary for the use of CGIs as ORI but transcription can
impact the timing of replication, since replication is initiated first from transcribed
regions [56].
Surplus of nearly 17% of unknown transcripits in outgoing direction from
CGI can generate asymmetries We have already suggested that the asymme-
tries within intergenic regions might be caused by replication. An alternative model
is that unknown transcription around CGI induces these asymmetries. The fact that
the vast majority of the genome is transcribed [53] may suggest that transcription and
TCR are active on a genome wide level and could over time have generated the bidi-
rectional asymmetry around CGIs. However, in this case the transcriptional activity
has to be biased to transcribe the strand in an outward orientation relative to the
CGIs.
In order to quantify the amount of transcription that is needed to generate the observed
asymmetry in intergenic regions, we assumed that in intergenic regions downstream
to the CGI, a fraction p of the sequence is evolved according to an asymmetric model
and (1-p) fraction is evolved according to a symmetric model, in which complementary
substitution rates are equal to each other. Under our model the relation between the
frequency of substitution of α in β in intergenic (i) regions, riα→β and the frequencies by
asymmetric (as) and symmetric ( s) models, rsα→β and r
as




α→β + (1− p)rsα→β (5.1)
The fraction p can be different for complementary bases since the frequency of such
bases are, in general, not equal to each other in regions that evolved under asymmetric
model, for example, there is an excess of Ts over As in intronic regions (Figure C.5 ).
However, even in regions that have been (so far) known to be subject to the strongest
asymmetric mutational forces in the genome, i.e. introns, the bias is not significantly
high (less than 10% surplus of Ts over As in introns). Therefore, we approximate
the A and T content to be the same in sequences, which evolved either according to
symmetric or asymmetric model, and by that we can reduce the number of parameters
in our model.
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T→C + (1− p)rsT→C (5.3)
Notice that rsA→G = r
s
T→C because of the definition of the complementary symmetric





To get the rates of A → G and T → C in intergenic regions we averaged the rates
that are given in Figure C.2 over 10 consecutive windows downstream to the 3’ end of
dCGI. To get the rates of the asymmetric model we averaged the substitution rates in
intronic regions (Figure C.4) over 10 consecutive windows downstream to the 3’ end
of tCGI:
riA→G = 0.0033± 0.0001, rasA→G = 0.0034± 0.0001 (5.5)
riT→C = 0.0031± 0.0001, rasT→C = 0.0022± 0.0001 (5.6)
Using these values we found that at least p = 0.167 fraction of the DNA evolved under
the asymmetric model, i.e. there is surplus of about 17% in transcription proceeding
outward to the CGI, compared to transcription towards the CGI. Here, the parameters
we used for the asymmetric model are estimated in transcribed regions of known genes.
It is likely that the transcription levels of unknown genes are lower than of known
genes and therefore the mutational bias should be also higher. Hence, 17% surplus of
outward expression is a conservative lower bound of bidirectional transcription from a
given CGI and it is reasonable to assume a higher excess.
Implication on genomic architecture: co-orientation of transcription and
replication The association of CGI with replication and transcription suggests
that these processes are coupled to each other through CGIs. Such association has
several evolutionary consequences. CO-occurrence of ORI and TSSs implies that genes
with CGI promoter are transcribed from the leading strand in human. It has been
suggested before that in human, transcription is coordinated with the replication fork
progress [69] similar to some bacterial species [130; 129]. The co-orientation of tran-
scription and replication is suggested to reduce head-on collisions between DNA and
RNA polymerases in bacteria [130]. On the other hand, there is an ongoing discussion
whether most human genes are coded on the leading strand or not [69; 110].
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At the vast majority of CGIs that overlap TSS there is a paused RNA polymerases
at any given time [61] and therefore an absence of transcription does not exclude the
possibility that the RNA polymerase and other parts of transcriptional machinery at-
tract the replication machinery. Moreover, recent research suggests that in mammalian
CpG islands there is an overproduction of short RNA even in the absence of a full
transcript production [138]. Such short RNA are transcribed both from the sense and
antisense strand, where the sense transcripts accumulate downstream to the TSS and
the antisense are primarily found upstream to the TSS [138]. Similar phenomena have
been discovered for replication initiation from CpG islands, where overproduction of
short DNA sequences that overlap CGI have been detected during S phase of the cell
cycle [55]. It is possible that transcription of several dozens bps of long non-coding
RNAs is part of initiation of replication in particular of the leading strand.
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As was discussed in Chapter 1, animal genomes are rich in weak bases (A and T) and
poor in strong bases (G and C). One of the mutational forces that lead to this enrichment
is an excess of S → W substitutions (and mutations) over W → S at a genome wide
level. However, there are DNA loci which are enriched in GC nucleotides. Among these
regions are CGIs and regions surrounding the 5’end of genes (which often coincide with
CGIs). One can predict that the ratio rW→S/rS→W peaks in CGIs and at the TSS of
mammalian genes. In this section we analyzed the profiles of rW→S/rS→W and stationary
GC content (GC*) around and along genes and CGIs. We found that recombination played
a role in the recent evolution of CGIs in human. A subclass of CGIs, the ones which are
further than 10 kbp from any annotated gene, are subject to mutational forces that have
increased the GC content in these subclass. In promoter of dog and stickleback we observe
high rW→S/rS→W ratio as in distal CGI we suggest that recombination via biased gene
conversion is responsible for this increase.
6.1 Correlation of rW→S/rS→W ratio with crossover
rates in human CpG islands
An excess of W → S over S → W is found within dCGI We found out that the
ratios are different between tCGI and dCGI. In the last group the ratio of rW→S/rS→W
is about 2, whereas in tCGIs the ratio of rW→S/rS→W is about 1 (Figure 6.1). In the
immediate flanking regions of both types of CGIs this ratio is lower than 1 (Figure 6.1).
Hence, the rW→S/rS→W profile implies that a GC enriching substitution pattern is a
feature of the CGIs but the level of this enrichment is higher in tCGIs.
In the next step, we used the estimated substitution rates to calculate the stationary
GC content, denoted by GC*, i.e., the GC content that is acquired after a long time
assuming that the substitution rates do not change [37]. GC* in dCGI (about 0.6,
Figure 6.1) is higher than GC* in tCGI (about 0.42, Figure 6.1). The GC content in
both classes of CGI is lower at equilibrium than the current GC frequency of 0.65 in
both types of CGIs (Figure 6.1).
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Figure 6.1: GC content, CpG odds, CpG methylation-deamination rates, rW→S/rS→W ratio
and total substitution rates in the proximity of 5 and 3 ends (left and right 0k, respectively)
of dCGI and tCGI. In the top two panels, the current values of GC content and CpG odds
(continuous lines) are compared with the corresponding stationary quantities (dashed
lines). In the middle panel, rCpG→CpA+CpG→TpG/2 (continuous) are compared with
rCpG→CpT+CpG→ApG/2 (dashed). The data points between the left and the right 0k are
calculated within the CGIs.
The recombination rate is correlated with the rW→S/rS→W ratio within CGIs
The primary process that is known to increase the rW→S/rS→W ratio is recombination
through GC-biased gene conversion (BGC) [50]. In regions where a heteroduplex is
formed mismatches can occur. It has been suggested that repair of mismatches between
S bases (GC) and W bases (AT) will be corrected preferentially into S bases [103].
Therefore, we further subdivided each class of CGIs according to the estimated recom-
bination rates in every CGI. At the first stage, CGIs that overlap with recombination
hotspot were grouped into a subclass called hotspots. At the second stage, the remain-
ing CGIs were subdivided into further 3 subclasses according to their recombination
rates: below 0.2 cM/Mb, 0.2-0.8 cM/Mb, above 0.8 cM/Mb. Indeed, there is a pos-
itive correlation between the ratio rW→S/rS→W and the recombination rate in tCGI
and in dCGI (Figure 6.2), this correlation exists also for CGI within genes (gCGIs see
Chapter 2) and proximal CGI (pCGIs) that are CGIs at distance less of 10 kbp from
a gene (Figure 6.2). In addition, the rW→S/rS→W ratios in dCGIs are greater than
the one in tCGI at any recombination level; this indicates that recombination is not
the only factor that impact the rW→S/rS→W ratio but also the absence or presence of
TSS on CGI contributes to the bias of W → S over S → W .
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Figure 6.2: Dependence of rW→S/rS→W ratio, CpG deamination frequencies, and the sta-
tionary GC content from the recombination rate for four classes of CGIs (see Chapter 2).
The CGIs in the four (t-,p-,g-,d-) CGI classes are subdivided according to four recombi-
nation rate ranges (0 ≤ r < 0.2, 0.2 ≤ r < 0.8, 0.8 ≤ r, hot spots), which are denoted
on the horizontal axis.
6.2 Substitution signature of recombination in
vertebrate promoters
The profile of GC stationary content along genes and their flanks Since
mammalian promoters are associated with CGIs, the GC content near the TSS is
higher by about 50% than the genome wide GC content [165]. We used the estimated
substitution rates in order to calculate the stationary GC content (denoted by GC*)
along genes (Figures 6.3 and B.6).
All mammals examined, except for the dog, show a clear peak in GC content at the
TSS, while in the GC* profile the peak is lower indicating the loss of CpG islands.
This trend is most pronounced in primate and rat CGI-genes, where the GC* pro-
file is almost flat along the regions examined (Figure 6.3). This result is surprising,
since CpG islands are usually believed to play a regulatory role in the transcription
of genes [4] and therefore, one expects the current GC peaks to be preserved also
in GC* profiles. Interestingly, given the close relation to human and chimpanzee,
the orangutan genome shows a high rate of strong to weak substitutions leading to
significantly lower GC content throughout the examined regions. In cow and horse
genomes the GC* near the TSS is about 50%, which is higher than the value of 43%
GC* content in distal regions (Figure 6.3). Also in the mouse genome, the expected
GC* is, at 60%, well above 50% but still lower than the current GC content near the
TSS. However, most surprisingly, in dogs, the current GC content is about 60% at the
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Figure 6.3: The weak to strong bias along CGI-genes and their flanks. The frequencies
of W → S (thick line), S → W (thin line), the stationary GC content (GC*, thick) and
the GC content (thin) are plotted against distance from the 5’end and 3’end of genes and
calculated along the non-template strand from pooled 200 bp windows of genes annotated
for the reference species in each taxon. Only the results for CGI-genes are presented.
TSS, while the GC* value is about 70%. So dog is the only mammalian species where
the recent nucleotide substitution rates lead to an increase of GC content around the
TSS.
In stickleback, the GC* content is higher than the current GC content along the
regions we analyzed (Figure 6.3). The GC content at the 5’end of CGI-genes is slightly
greater than 50%. However, the GC* is above 60% and hence stickleback promoters
are expected to become richer in GC content than mammalian promoters. Also in
the intergenic regions, GC* is higher than in other species; it is around 50% at the
upstream intergenic regions and about 48% in the regions downstream to the TSS
(Figure 6.3).
The ratio rW→S/rS→W increases near the TSS of vertebrates genes The
GC* content reflects the balance between the rates rW→S and rS→W . Therefore, it is
not surprising that the ratio rW→S/rS→W increases near the TSS of vertebrate genes.
In particular this is true for CGI-genes in mammals and stickleback. In most specie
the modification of cytosine into uracil occurs at higher rates than other single base
mutations; therefore, at the genome wide level the ratio rW→S/rS→W is lower than
1 in animal genomes [70]. Since the rate of CpG methylation-deamination (S → W
mutation) is significantly lower near mammalian TSSs than in the rest of the genome,
it might induce the peak in the rW→S/rS→W ratio profile near the TSS. However, even
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after excluding the CpG methylation-deamination rates in the calculation of the ratio
rW→S/rS→W (using only the single-base substitution rates) one observes an increase of
this ratio near the TSS of mammalian CGI-transcripts. The ratio is greater than 1 in
the vicinity of the TSS of laurasiatheria and mouse genes. In stickleback in particular,
the ratio is greater than 1 along all analyzed regions. These results imply that in
non-CpG sites in vertebrates, the mutational pressures favor strong bases near the
TSS.
6.3 BGC as a putative mechanism to increase GC
content
Possible higher rates of biased gene conversion in CGI GC- biased gene
conversion, a by-product of recombination, is considered to be the primary mutational
process that increases the ratio rW→S/rS→W in the genome [70; 103; 50; 37] (see also
Chapter 1). Indeed, the rW→S/rS→W ratio is correlated with the estimated recombi-
nation rates in the different CGI categories (Figure 6.2). However, while, the ratio
rW→S/rS→W is greater in CGIs than in their flanks, the average recombination rate
is the same in CGIs and in their immediate flanking regions (Fig. 6.1). This implies
that recombination can not solely explain the profile of rW→S/rS→W . We suggest two
explanations that can account for this difference. First, the recombination rates that
we use in this study are actually an estimation of the rate of crossing over events and
they miss the non-crossing over events. Therefore, it is possible that the rates of re-
combination are locally higher within CGI regions but crossing over is suppressed due
to purifying selection. Second, the W → S vs. S → W bias can be shaped by positive
selection for high GC content in CGIs due to their role is gene regulation [143]. The
GC rich sequence of CGIs is associated with an open chromatin structure that allows
the binding of RNA polymerase and transcription factors to the DNA [4]. The above
explain the preference for high stationary GC content in tCGI. The stronger bias of
W → S vs. S → W in dCGI might point to distinct mutational mechanisms that
shape the GC content in tCGI and dCGI.
Suggested model for CGI evolution We suggest that the gain of GC bases by
BGC is a transient state. All CGIs have first emerged in the genome by BGC activity
(which also increases the total substitution rates); but once a CGI becomes functional
in the context of nearby genes (tCGI) it also becomes constrained and has lower
mutation rates that preserves its GC content. Indeed, there is a difference in the total
substitution rates between the two classes; within dCGI the rate is 40% greater than
in tCGI (Figure 6.1). Interestingly, the total substitution rate is higher in both tCGI
and dCGI than in their flanking regions suggesting that these regions have undergone
a period of positive selection for high GC content or BGC (Figure 6.1).
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Recombination rates might shaped GC content in vertebrate promoters
The mutational pattern of BGC is observed near TSSs of CGI-genes in dog, cow, horse,
stickleback and medaka (Figure 6.3). In rodents, the picture is slightly different. In
contrast to other mammals, at the 2kb regions centered at the TSS, the substitution
frequencies are lower than in regions that are found at a distance of 1-5kbp from
the 5’ends. However, the drop in rates implies that negative selection near TSSs is
stronger for mouse genes than in the rest of mammalian species. Within the 2kbp
long regions centered in mouse CGI-gene TSSs, there is an increase (and a decrease)
in rW→S (rS→W ) (Figure 6.3). In sum, the signature of BGC mutations rates is found
near the TSS in all mammals and fish. However, these substitution patterns can be
also formed due to a positive selection on the local GC content near the TSS. A pair
of substitutions, which does not impact the GC content but has been found to be
positively correlated with recombination rates is G : C → C : G [36]. In dog genes,
these rates also increase in the vicinity of the 5’end of genes, in particular in CGI-
genes (Figure B.9). Therefore, we suggest that BGC have shaped the patterns of
rW→S/rS→W ratios in the vicinity of the TSS in all species.
Average specie-chromosome length correlates with rW→S/rS→W Previous
studies have revealed that rW→S/rS→W in dogs is significantly higher than in any
other mammal. It has been speculated that this is due to the shorter length of the
dog chromosomes, which is suggestive for higher recombination rates along the chro-
mosome [70]. A support for this theory is that chicken micro-chromosomes, compared
to macro-chromosomes, have a higher GC content, a higher observed/expected ratio
of CpG, and a higher density of CpG islands [102]. This observation was recently ex-
tended to vertebrate genomes, in which the three genomic features are anticorrelated
with the chromosomal length [62]. Therefore, two species that have a similar popula-
tion size but different average chromosomal length would have different rW→S/rS→W
ratios. Dog, which has the shortest chromosomes among the mammals studied here,
is expected to have the highest recombination rates.
In a similar fashion, one can explain the difference between stickleback and medaka.
The average medaka chromosome is about 29 Mb long, 1.3 times longer than that
of stickleback (22 Mb). If recombination rates are roughly reversely proportional to
the chromosome length in stickleback, then the recombination rates should be about
1.3 times higher than in medaka. The value of rW→S/rS→W in non-CpG sites in
stickleback is about 1.3 compared to the ratio of 0.85 in medaka, that is, 50% greater.
This difference can also explain the higher density of CGIs in the stickleback (150
CGI/Mb) genome compared to the medaka genome (37 CGI/Mb) [62].
Recombination rates are higher near the TSS due to adaptation Compared
to cow and horse, in dogs genes the ratio of rW→S over rS→W is only higher near the
TSS. Higher recombination rates along dog chromosomes can not solely explain the
peak in rW→S/rS→W near the TSS. Interestingly, dog and stickleback, which have the
highest rW→S/rS→W ratios, are the species that have experienced the greatest number
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of adaptation events or bottlenecks among the studied species [22; 59]. The evolution
of regulatory elements is often considered to be the prime driver of adaptation. Hence,
it is possible that recombination rates are higher at the TSS in both dog and stickleback
genes, due to the selection of newly recombinant promoter regions. The recombination
rates along the genome are heterogeneous and determined by unknown factors; the
rates themselves have been constantly changing during evolution. The recombination
maps in human and chimpanzee reveal a low number of overlapping hotspots [123; 159];
the reason for that is not clear, but it is possible that selection can shape these rates
across the genome during evolution. For example, in species like stickleback, which
constantly adapt to new environments, recombination rates are expected to be higher
near the TSS, since crossing over events can increase the fitness of the specie in a new
environment. Another scenario is that recombination rates do not differ significantly
between species, but the fixation rate of W → S substitutions increases near the
TSS due to positive selection on GC rich motifs [165]. However, the fixation dynamic
of these GC-alleles is similar to the one is caused by BGC [109] and therefore these
scenarios are indistinguishable by sequence comparison [50].
Are CpG islands vanishing? In this study, a CpG island is defined as DNA
sequence longer than 400bp that fulfills two conditions; (1) the GC content is above
50%; (2) the CpG observed/expected ratio is greater than 0.6 (see Chapter 2). How-
ever, the value of the stationary GC content in tCGIs (GC*=0.41) suggests that these
regions are predicted to lose their CGI properties over a long period of time, while
dCGI with (GC*=0.58) will keep them. This result is counter intuitive since tCGI are
assumed to play a major role in gene regulation [4] and one would expect that substi-
tution rates would maintain the GC content in the vicinity of TSS. It is possible that
the mutational forces that increases the GC content and build up the CGIs are more
active in these regions only prior to time of the association of CGI with transcription.
When CGI harbor TSS and becomes a dominate regulator of gene transcription, the
mutational forces that induces mutations might have deleterious impact. An alterna-
tive explanation might be that other mutational forces such as insertion and deletion
can lead to an increase of GC content that counter balance the impact of nucleotide
substitution rates.
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7 Summary
The availability of mammalian genomes and their corresponding alignments together
with high quality genome annotation enables us to gain insights into differences in
mutational processes in different contexts along human chromosomes. In particular,
one can address the question of substitution signatures that are associated with differ-
ent cellular processes. We study the impact of transcription on substitution patterns
in the vicinity of the 5’ end and 3’ end of genes. Also, an analysis of substitution
patterns within and around CpG islands, which are mammalian sequence features,
was presented. The analysis reveals rich and (to some extent) unexpected patterns of
mutational patterns that are associated with transcription processes, CpG islands, or
both.
There are three transcription-associated substitution patterns that have been observed
in human, of which two are related to CpG islands. The first is a sharp decline in the
deamination rate of methylated CpG dinucleotides, which is observed in the vicinity
of the 5’ end of genes due to abundance of CpG islands in these regions that are
subject to lower methylation levels compared to CpG dinucleotides elsewhere in the
genome. The second is a strand asymmetry in complementary substitution rates,
which extends from the 5’ end to 1 kbp downstream from the 3’ end, associated with
transcription-coupled repair. The third is a localized strand asymmetry, an excess of
C → T over G→ A substitutions in the nontemplate strand confined to the first 2 kbp
downstream of the 5’ end of genes at CpG islands. This pattern might be induced by a
higher exposure of the nontemplate strand near the 5’ end of genes that in turn leads
to a higher cytosine deamination rate. This type of substitution asymmetry is similar
to the one that is observed as a consequence of the somatic hypermutation pathway. It
might be that various proteins that are active during somatic hypermutation, such as
a DNA mutator, Activation Induced cytidine Deaminase (AID), which solely targets
single-stranded DNA, are also active in mammalian germline cells. The necessary
ssDNA conformation can be induced by R-loops or G4 structures, which preferentially
occur at the 5’ ends of genes.
The transcription-associated substitution patterns are not unique to human and can
also be found in other mammalian species, such as chimpanzee, orangutan, mouse,
rat, horse, cow and dog. Fish also have strand asymmetry patterns in introns, but
these asymmetries are different to those in mammals, pointing out that transcription-




Strand-specific substitution processes exist also in intergenic regions. CpG islands are
origins of bidirectional strand asymmetries that extend over hundreds of thousands of
base pairs. These asymmetries can be induced by a DNA replication process which
has CpG islands as its initiation sites. Alternatively, these asymmetries in intergenic
regions can be the signature of unknown transcripts, such as very long non-coding
RNAs. In intergenic regions downstream of genes, there are strand asymmetries that
are similar to the ones in introns, implying that RNA polymerase continues to tran-
scribe regions even further than the 3’ ends of genes.
In this thesis, we also study the ratio of W → S over S → W substitution frequencies.
The genome-wide ratio is lower than 1 in mammals and in all animals that were
sequenced so far. But in human CpG islands that are far from any annotated gene, the
ratio is higher than 1. Previous studies showed that this ratio is positively correlated
with crossing-over rates. When CpG islands are divided according to the crossing-
over rates, the ratio increases with crossing-over rates. Therefore, we suggest that
recombination, possibly via associated processes, such as biased gene conversion, plays
a driving force in creating CpG islands. In CpG islands that overlap TSSs of human
genes and of most mammalian genes there is an opposite bias, i.e. an excess of S → W
substitution rate over W → S, a bias that can lead to the loss of the CpG islands from
TSS regions in the long term. In striking contrast, in dog and stickleback we observed
an increase in GC content in the long term and we suggest that this is an evidence for
the role of recombination in shaping the promoter regions of these species.
The GC content at CpG islands has been known as genomic punctuation marks in
the landscape of CpG methylation-deamination rates. Therefore, results of this thesis
imply that mammalian CpG islands are much more boundary elements for multiple
mutation processes, especially the ones that establish strand asymmetries. This, we
speculate, is a mutational trace of transcription and replication that genome-wide tend
to initiate at CpG islands.
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A Appendix A
Figure A.1: Substitution rates in introns and in intergenic regions in a 20 kbp long regions
centered on the 5’end of genes. The plots show the estimated twelve single nucleotide




Figure A.2: Substitution rates in 3UTR and 3 downstream intergenic region of human genes.
Each point in a plot is the estimated substitution rate in a window of length 200 bp that
is located at certain distance from the 3end.
Figure A.3: The ratios between complementary transition rates plotted against the distance
from the 3’end of genes. The ratios in 3’UTR and introns were calculated using the
estimated substitution rates in Fig. A.2 and Fig. 4.1, respectively.
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Figure A.4: Transition rates and GC content in FFDs in non-CpG sites and in windows with
varying lengths.
Figure A.5: Substitution rates in DNA sequences in a 10 kbp long region centered on the
5’end after excluding first introns in addition to exons.
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Figure A.6: Substitution rates in repetitive DNA sequences in a 10 kbp region centered on
the 5’end of genes.
Figure A.7: Substitution rates in non-repetitive DNA sequences in a 10 kbp region centered
on the 5’end of genes.
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Figure A.8: Substitution rates in GC-rich pooled sequences in a 10 kbp long region centered
on the 5end. In each window, just sequences with above 50% GC content were pooled
out from all genes.
Figure A.9: Substitution rates in AT-rich (GC-poor) pooled sequences in a 10 kbp long
region centered on the 5end. In each window, just sequences with less then 41% GC





Figure B.1: Substitution rates in introns and in intergenic regions in the vicinity of 5’
and 3’ends of human CGI-genes. The plots show the estimated twelve single nucleotide
substitution rates and the CpG deamination rates in non-overlapping 200 bp long windows
along the non template strand. The distances of the windows’ centers from the 5’end or
3’end are indicated on the x- axes. The estimation of substitution frequencies has been
performed using the non-template strand.
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Figure B.2: Substitution rates in introns and in intergenic regions in the vicinity of 5’
and 3’ends of human CGI-genes. The plots show the estimated twelve single nucleotide
substitution rates and the CpG deamination rates in non-overlapping 200 bp long windows
along the non template strand. The distances of the windows’ centers from the 5’end or
3’end are indicated on the x- axes. The estimation of substitution frequencies has been
performed using the non-template strand.
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Figure B.3: Profiles of rG→T /rC→A and rT→G/rA→C ratios across vertebrates. The ratios
are plotted against distance from the 5’ and 3’ ends of genes and are calculated along the
non-template strand from pooled 200 bp windows of genes annotated for the reference




Figure B.4: Profiles of rC→G/rG→C and rA→T /rT→A ratios across vertebrates. The ratios
are plotted against distance from the 5’ and 3’ ends of genes and are calculated along the
non-template strand from pooled 200 bp windows of genes annotated for the reference
species in each clade. For CGI-genes the ratios are presented by thicker lines. See Fig. 4.5
for further details.
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Figure B.5: The current and stationary TA(*) and GC(*) skews along nonCGI-genes and
their flanks. Current stationary skews are plotted with thicker lines. The skews are plotted
against distance from the 5’ and 3’ ends of genes and are calculated along the non-template




Figure B.6: The frequencies of S →W , W → S and CpG methylation deamination process
around the ends of CGI-genes in vertebrates. The frequencies S → W (thin lines) are
calculated without the substitution in CpGs and compared to W → S frequencies (thick
lines). The methylation deamination rates CpG→ TpG(thick) and CpG→ CpA (thin)
are presented in the right panels. See Fig. 4.5 for further details.
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Figure B.7: The frequencies of S →W , W → S and CpG methylation deamination process
around the ends of nonCGI-genes in vertebrates.
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Figure B.8: The frequencies of S →W , W → S and CpG methylation deamination process
around the ends of CGI-genes in vertebrates.
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Figure B.9: Substitution rates in introns and in intergenic regions in the vicinity of 5’
and 3’ends of dog CGI-genes. The plots show the estimated twelve single nucleotide
substitution rates and the CpG deamination rates in non-overlapping 200 bp long windows
along the non template strand. The distances of the windows’ centers from the 5’end or
3’end are indicated on the x- axes. The estimation of substitution frequencies has been





Figure C.1: CpG methylation-deamination rates in the proximity of 5 and 3 ends (left and
right 0k, respectively) of dCGI. In the top two panels, the current values of GC content and
CpG odds (continuous lines) are compared with the corresponding stationary quantities




Figure C.2: Substitution frequencies within dCGIs and along their 1 Mbps long upstream
and downstream intergenic regions. The plots show the estimated twelve single nucleotide
substitution frequencies and 6 CpG deamination frequencies in non-overlapping 10 kbp
long windows. The 5’ and 3’ ends of dCGIs are represented by left and right 0k, re-
spectively. The distances of the windows’ centers from the 5’end and 3’ end of dCGIs
are indicated by negative and positive values, respectively. The estimated of rates within
dCGIs are indicated by the data point at 0ks (see Fig. C.5 for the amount for sequence in
each window).
Figure C.3: Substitution rates within and around tCGIs (see Fig. C.2 for further details).
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Figure C.4: Substitution rates in intronic regions of genes that have TSS inside of tCGIs.
The positions are relative to the 3’ end of tCGI (see Fig. C.2 for further details).
Figure C.5: Statistical features of sequences that were used for the estimation substitution















ssDNA single stranded DNA
dsDNA double stranded DNA
SNP single nucleotide polymorphism
α a base
β a base
α→ β a mutation or substitution from a base α to β
rα→β the frequency of substitution from a base α to β
W a weak base (A or T)
S a strong base (C or G)
rW→S the frequency of substitutions from a weak base to a strong base
rS→W the frequency of substitutions from a strong base to a weak base
BGC biased gene conversion
CGI CpG island
TCR transcription coupled repair
[α] the frequency of a base α in a sequence
STA TA skew (=([T ]− [A])/([T ] + [A])
SGC GC skew (=([G]− [C])/([G] + [C])
ORI origins of replication initiation
OBR origins of bi-directional replication initiation
TSS transcription start site
FFD four fold degenerate sites
~α nucleotide sequence ~α = (α1, . . . , αS)




A(t) random variable over the sequence space
Ai(t) random variable over {A,C,G, T} at a site i
Q transition rate matrix
Q(1) context-free transition rate matrix
Q(3) transition rate matrix of triplets
P transit ion matrix
P (1) transition matrix for context free substitution model
P (3) transition matrix for triplets
pi stationary distribution
⊗ Kronecker tensor product
L likelihood function
UTR untranslated regions




ESC embryonic stem cell








Die Verfu¨gbarkeit von Sa¨ugetiergenomen und ihrer wechselseitigen Alignments sowie
zugeho¨riger Genomannotationen von hoher Qualita¨t ermo¨glichen es uns, Einblicke in
die Verschiedenheit von Mutationsprozessen in unterschiedlichen Kontexten entlang
menschlicher Chromosomen zu erhalten. Insbesondere kann die Frage angegangen
werden, welche Substitutionsmuster mit verschiedenen zellula¨ren Prozessen assoziiert
sind. Wir haben die Auswirkung von Transkription auf Substitutionsmuster in der
Umgebung der 5’- und 3’-Enden von Genen untersucht. Zudem wird eine Analyse
der Substitutionsmuster in und um CpG-Inseln vorgestellt, welche sa¨ugerspezifische
Sequenzbestandteile darstellen. Die Analysen enthu¨llen reichhaltige und (in gewissem
Maße) unerwartete Mutationsmuster, die mit Transkriptionsprozessen, CpG-Inseln
oder beidem assoziiert sind.
Im Menschen wurden drei Transkriptions-assoziierte Substitutionsmuster beobachtet,
von denen zwei mit CpG-Inseln in Zusammenhang stehen. Das erste Muster, eine
starke Abnahme der Deaminierungsrate von methylierten CpG-Dinukleotiden, wurde
im na¨heren Umfeld des 5’-Endes von Genen beobachtet, da die dort ha¨ufig auftre-
tenden CpG-Inseln meist ein schwa¨cheres Methylierungsniveau aufweisen als CpG-
Dinukleotide an anderen Stellen im Genom. Das zweite Muster, eine strangspezifis-
che Asymmetrie in komplementa¨ren Substitutionsraten, erstreckt sich vom 5’-Ende
bis zu 1 kbp hinter dem 3’-Ende und ist mit Transkriptions-gekoppelter Reparatur
assoziiert. Das dritte Muster wird von einer o¨rtlich begrenzten Strangasymmetrie
gebildet, einem U¨berschuss von C → T gegenber G → A-Substitutionen im Nicht-
Template-Strang, der auf die ersten 2 kbp hinter dem 5’-Ende von Genen nahe CpG-
Inseln beschra¨nkt ist. Dieses Muster ko¨nnte von einer ho¨heren Exponiertheit des
Nicht-Template-Strangs nahe dem 5’-Ende von Genen bedingt sein, welche zu einer
ho¨heren Cytosin-Deaminierungsrate fu¨hrt. Diese Art von Substitutionsasymmetrie
a¨hnelt derjenigen, die als Folge des somatischen Hypermutationsweges zu beobachten
ist. Mo¨glicherweise sind einige wa¨hrend der somatischen Hypermutation aktive Pro-
teine, wie etwa der DNA-Mutator Activation Induced cytidine Deaminase (AID),
welcher einzelstra¨ngige DNA bindet, auch in Keimbahnzellen von Sa¨ugern aktiv. Die
no¨tige ssDNA-Konformation kann von R-Loops oder G4-Strukturen induziert werden,
die vorzugsweise am 5’-Ende von Genen auftreten.
Die Transkriptions-assoziierten Substitutionsmuster sind nicht auf den Menschen be-
schra¨nkt und ko¨nnen auch in anderen Sa¨ugerspezies beobachtet werden, so etwa bei
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Schimpanse, Orang-Utan, Maus, Ratte, Pferd, Rind und Hund. Fische zeigen auch
Strangasymmetrie-Muster in Introns, jedoch unterscheiden sich diese Asymmetrien
von denen in Sa¨ugern, was darauf hinweist, daß Transkriptions-assoziierte Reparatur
beziehungsweise Mutageneseprozesse in der Wirbeltierlinie evolvierten.
Strangspezifische Substitutionsprozesse existieren auch in intergenischen Regionen.
CpG-Inseln sind der Ausgangspunkt von bidirektionalen Strangasymmetrien, die sich
u¨ber Hunderttausende von Basenpaaren erstrecken. Diese Asymmetrien ko¨nnen von
DNA-Replikationsprozessen ausgelo¨st werden, die CpG-Inseln als Initiationsorte nutzen.
Alternativ ko¨nnen die Asymmetrien in intergenischen Regionen Anzeichen von un-
bekannten Transkripten sein, wie zum Beispiel sehr langen nichtkodierenden RNAs.
In intergenischen Regionen abwa¨rts von Genen treten Strangasymmetrien auf, die
denen in Introns a¨hneln, was darauf schließen la¨sst, dass die RNA-Polymerase die
Transkription in Bereiche fortsetzt, die hinter dem 3’-Ende von Genen liegen.
In der vorliegenden Arbeit wird auch das Verha¨ltnis von W → S gegenu¨ber S → W -
Substitutionsha¨ufigkeiten untersucht. Das genomweite Verha¨ltnis ist in Sa¨ugergenomen
und allen bisher sequenzierten Tiergenomen kleiner als 1. In humanen CpG-Inseln, die
weitab von annotierten Genen liegen, ist das Verha¨ltnis dagegen gro¨ßer als 1. Bisherige
Studien zeigten, dass dieses Verha¨ltnis positiv mit Crossing-Over-Raten korreliert ist.
Werden CpG-Inseln nach Crossing-Over-Raten aufgeteilt, so steigt das Verha¨ltnis mit
der Crossing-Over-Rate. Dies deutet darauf hin, dass Rekombination, mo¨glicherweise
u¨ber damit verbundene Prozesse wie etwa gerichtete Genkonversion, eine treibende
Kraft in der Entstehung von CpG-Inseln darstellt. In CpG-Inseln, die mit den TSSs
von humanen und den meisten anderen Sa¨ugergenen u¨berlappen, gibt es eine entge-
gengesetzte Tendenz, na¨mlich einen berschuss der S → W gegenu¨ber W → S-Rate.
Diese Tendenz kann auf lange Sicht zum Verlust von CpG-Inseln in TSS-Regionen
fu¨hren. In einem bemerkenswerten Gegensatz dazu beobachteten wir in Hund und
Stichling einen langfristigen Anstieg in GC-Gehalt und folgern, dass in diesen Spezies
Rekombination eine Rolle bei der Formung der Promoterregionen spielt.
Der GC-Gehalt in CpG-Inseln ist bereits bekannt als ”genomisches Satzzeichen” im
genomischen Verlauf der CpG-Methylierungs-Deaminierungsraten. Daher deuten die
Ergebnisse der vorliegenden Arbeit an, dass Sa¨uger-CpG-Inseln versta¨rkt als Begren-
zungen fu¨r mannigfache Mutationsprozesse wirken, vor allem fu¨r diejenigen, die Stran-
gasymmetrien herausbilden. Dies, so la¨sst sich spekulieren, ist eine Mutationsspur
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