Objectives and Background: Libraries are increasingly called upon to demonstrate student learning outcomes and the tangible benefits of library educational programs. This study reviewed and compared the efficacy of traditionally used measures for assessing library instruction, examining the benefits and drawbacks of assessment measures and exploring the extent to which knowledge, attitudes, and behaviors actually paralleled demonstrated skul levels.
INTRODUCTION
In academic and professional environments that are increasingly evidence based and outcomes driven, librarians are likewise called upon to provide tangible evidence that instruction in information literacy (IL) skills is valid and legitimate. Legitimacy is usually quantified through a hierarchy of expected educational standards and outcomes. These include the impact of instruction on students' information retrieval skills, course grades, IL skills, and achievement of program and national standards. The assessment of student learning is important for demonstrating academic achievement and program success, particularly in the context of increasing tuition costs. Measuring student learning outcomes is a process that necessitates sequential and systematic evaluation of library training, workshops, or courses.
Quality educational program evaluation includes both quantitative and qualitative measures. Many commonly used evaluation tools such as selfreported perception surveys focus solely on students' perceptions of their own skills, their knowledge, or the library. These are important areas of investigation, for user satisfaction and self-confidence are significant factors in understanding students' attitudes about libraries and information. At the same time, a balanced approach is ideal, requiring librarians to distinguish between and appropriately apply effective evaluation measures to provide evidence of both attitudes and actual learning outcomes.
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• Comparisons of library instruction evaluation measures demonstrate what surveys, written tests, practical exercises, self-assessments, and so on actually do and do not measure.
• Students routinely overestimate their information retrieval and information literacy skills.
• Students' attitudes about the library and librarians may not correlate with their perceptions of their skills and demonstrated skills.
• Research identifies a disconnect between theoretical knowledge and demonstrated skills.
Implications
• Formative assessment is not only effective for collecting baseline information, but for giving students a realistic picture of their true skill levels.
• Longitudinal summative assessment of practical skills is the truest measure of leaming.
• Libraries should implement appropriate performance, affective, and behavioral measures to provide a complete and accurate assessment of learners' information literacy skills and attitudes.
• Simple descriptive statistics are not adequate for showing how evaluation measures are interdependent, which have cause-and-effect relationships, and what combinations of measures represent skills, knowledge, and learning most accurately. This review includes the articles that specifically address the use of evaluation measurements and instruments to assess IL skills or the impact of IL training on student learning. The review is not limited to the biomédical journal literature, but also includes literature from the arts, humanities, and social sciences. The resulting sample includes articles published since 2007 that report on the use of measures of performance (tests, products, portfolios), attitude (surveys), and behavior (in relation to the use of library resources). These measures are critiqued based on the extent to which they uncover meaningful relationships about learners' skills, knowledge, attitudes, and behaviors. An overview of their pros and cons, benefits, and drawbacks is given. This paper also highlights the literature that makes the best cases for drawing valid conclusions about the tangible impact of library training on student learning and educational outcomes. Table 1 shows the library training evaluation measures that were most frequently represented in the reviewed literature.
FOUNDATIONS OF INFORMATION LITERACY EVALUATION
During the 1990s, many higher education accrediting agencies adopted IL competencies as important criteria for academic success and achievement [1] [2] [3] [4] . At the same time, the Association of College and Research Libraries (ACRL) called for an increased emphasis on IL through its Information Literacy Competency Standards for Higher Education [5] . The associated literature described the adoption and practical implications of the ACRL Standards and other IL criteria, as well as subsequent IL tests such as Project SAILS or institution-specific IL tests [6] [7] [8] [9] [10] [11] [12] . The library literature has also deliberated the educational viability of stand-alone IL tests, IL courses, and IL workshops; curriculum-integrated instruction; the pros and cons of online training; and the like [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] . This literature represents the foundations upon which library-based IL education is typically evaluated.
The Association of Research Libraries commissioned a sfudy to document the demonstrated value of academic libraries to their campuses [33, 34] . In the resulting publications, the authors reviewed existing evaluation measures for training and educational programs and discussed the relevance of library instruction for measuring library impact on student learning (2011) [34] . They described options for measuring skills development (2008) via tests, performance, or evaluation rubrics. The research found, though, that too many libraries did not employ systematic approaches to the assessment of student learning outcomes and IL skills [33] . In fact, many libraries-even those that evaluated their workshops-did not formally evaluate student learning in any way.
This lack of evaluation becomes problematic when libraries must qualify and quantify their impact on educational goals and outcomes. This is an in:\portant issue, for without systematic evaluation, libraries do not have adequate information to determine the impact of existing training on students' IL skills and learriing needs. Decisions regarding whether educational programs should be continued, expanded, or modified occur in a vacuum. In other cases, libraries may not lack data itself, but may lack a systematic process for using statistically reliable research to make conclusions about the validity of educational prograrrmiing. This leaves librarians guessing: How do library educational programs in:\pact IL skills development for meaningful student learning outcomes?
TIMING MATTERS: FORMATIVE AND SUMMATIVE EVALUATION
When evaluation activities take place impacts what is measurable, so realistic decisions about formative and summative evaluation are important. Formative and summative evaluation techniques are applied at different points across the educational cycle. Eormative evaluation tracks student progress along the way. Surrvmative evaluation represents a point in time usually either immediately after training or longitudinally. The timing-related pros and cons are discussed here.
Although formative and summative evaluation go hand-in-hand, surrunative evaluation is more prevalent in in the literature. Zhang, Watson, and Banfield analyzed the ERIC literature from 1990 to 2005, finding ten empirical studies that assessed affect, confidence, and attitudes in information seeking [35] . Of these ten, one implemented both pre-(formative) and post-instruction (summative) evaluation. The more current literature includes more articles describing parallel formative and summative evaluation activities like pre-and post-instruction written tests or affective surveys [8, 9, 11, [36] [37] [38] [39] . In a well-rounded evaluation system, both formative and summative assessments are essential. Depending too heavily on one or the other may result in skewed perspectives on students and leaming, because a complete picture of skills and attitudes is not available.
Eormative assessment may be iterative, occurring periodically throughout a training session, course, or workshop series. This allows instruction to be modified on the go. Güstrap and Dupre described an English composition course in which multiple sections of students (-600) participated in curriculumintegrated IL training [40] . During each of 4 library instruction sessions, students completed "critical incident questionnaires" about their information needs and skills. Reviews of these reports resulted in the development of a list of recurring themes. When preparing for the next session, librarians reviewed these themes and modified training to address specific problems or areas of confusion.
This iterative approach is advantageous, but not always feasible or practical. Eor example, it is only practical when there are multiple opportunities to engage with learners across a period of time. However, library instruction may be short of duration (one to three hours) or one time only, limiting opportunities to do formative evaluation and modify training midstream. Time-in-training is another barrier: librarians may sacrifice formative evaluation measures so that more time is available for instruction or hands-on activities.
Summative evaluation is cumulative in nature. It typically occurs immediately after training, which is an obvious window of time to assess students' skills or record their attitudes. Short-term retention should not be used as a substitute for measures of long-term retention, however. Long-term retention is the more accurate indicator of actual learning. Ideally, shortterm and longitudinal (weeks, months, semesters later) summative evaluation activities should be strategically implemented to understand more about learners' long-term retention [41] . There is a complex array of benefits and barriers to longitudinal tracking or testing, so finding a balance of measures is important.
Cmor, Chan, and Kong examined literature searching exercises and viewed oral presentations in which students described their search strategies that were recorded immediately post-training and again two weeks after instruction [42] . Content analysis showed that during the 2 weeks immediately following instruction, students reverted to ineffective searching behaviors. Of the 70% of students who showed reasonable competence ünmediately post-training, "very few" utilized those same effective search techniques just 2 weeks later. The students did not demonstrate learning or retention.
Despite being highly reliable for measuring actual learning, assessing retention longitudinally presents a variety of challenges, which are perhaps evidenced by the small numbers of articles on retention [41, 42] . One drawback is logistical: students have a tendency to scatter after training. Potential sources of information may also be lost over time. Zoellner, Samson, and Hines reported that only 33% of their original 426 conununications students participated in summative surveys [38] . Researchers were also unable to track responses across time due to loss of identifying data with the posttest survey. Bronshteyn and Baladad measured leaming with individual narrative reflections and anonymous surveys, but neither of these could be correlated because the anon3mious surveys were impossible to track [43] . Cmor, Chan, and Kong indicated that 900 students took a skills test ürvmedi-ately post-instruction, but 20 student presentations from 2 weeks later were available for analysis [42] . Eiga, Bone, and MacPherson reported that post-course surveys had only an 11% response rate [44] . Blummer also reported problems due to data restrictions and the inability to control for a variety of variables [45] . Behavior is somewhat artificial immediately post-instruction, and research on behavior is much more valid when behavior is measured as subsequent real-life use.
These articles provide evidence that without access to individual learners and artifacts, rigorous research methodologies cannot be implemented. Without adequate formative and summative evidence, librarians cannot make reasonable judgments regarding the value and impact of library instruction. Timing matters.
DIRECT AND INDIRECT MEASURES
Evidence of student attitudes and learning can be collected in many ways, including measures of performance (such as tests, portfolios, or products), attitude (surveys), and behavior (library usage). Popular techniques for evaluating the efficacy of library education programs have included in-process and end-product measures, such as citation analysis, narrative reflection, focus groups, and demonstration portfolios and products [43, [45] [46] [47] . Evaluation is either direct or indirect. Direct evaluation documents knowledge, skills, or behavior. Indirect assessment is based on self-reporting of perceived skiUs, learning, behaviors, or attitudes. The following section provides an overview of the benefits and drawbacks of various commonly cited evaluation approaches. Table 2 provides examples of these evaluation measures.
Measures of performance
Performance measures (direct) are based on actual student work. Most often these include tests or scored exercises grounded in clinical questions or real-life simulations or displays such as course products, projects, portfolios, research papers, essays, exhibits, case analysis, and so on. Testing is an obvious way to measure skills or knowledge. Portfolio reviews, citation analysis, product reviews, and so on are also useful for understanding what students have achieved or learned over time. Other approaches include reviewing literature searches to assess students' skills in using explode, focus, subheadings, or limits or skills in creating effective search strategies for answering clinical questions [27, 30, 42, [47] [48] [49] [50] [51] [52] [53] [54] [55] . One pro of using performance measures is that students already produce course artifacts, including literature searches. Librarians do not necessarily need to implement separate evaluation activities. A negative is that significant coordination with information technology access policies and teaching faculty may be required to gain access to student materials. Another problem is that available course artifacts may not provide the best evidence for accurately assessing information retrieval and IL skills. Plus, intangible variables such as affect, values, perceptions, and beliefs are not represented. These intangibles influence learning.
Knowledge versus skills
In health sciences libraries, a logical approach to measuring skills or knowledge has been through literature search assessment, practical tests or exercises, or written tests. Not all tests are created equal, though. Written tests reflect theoretical knowledge.
Practical exercises or tests demonstrate applied skills [38, 39, 56, 57] . In one experiment, medical students participated in an intervention that included pre-and post-training written tests on literature searching concepts and terminology, t)^es of resources, citation formats, critical analysis, problem solving, and so on. Correlation of written tests with scored MEDLINE searches showed no statistically significant results (r=-i-0.17 not statistically significant) [57] . Theoretical knowledge did not translate into practical skill. Maneuvering through a sophisticated bibliographic database like MEDLINE to find journal literature to address a clinical question requires a urüque set of skills [57] .
Measures of attitude
Indirect assessment is affective or attitudinal, or based on learners' perceptions of their skills and learning, including what people think, feel, or believe about the training experience or about their skills. Sources for fhese reports are surveys or questionnaires completed by the students themselves, librarians, course instructors, internship supervisors, peers, and so on. Attitudes are quantified in terms of satisfaction, corifidence, comfort likes, dislikes, preferences, interests, and so forth. Surveys are often used to evaluate the training itself, the instructors, training resources (blogs, clickers, videos), or the method of instruction (online or face-to-face) [38, 40, 44, [57] [58] [59] [60] .
Crawford [61] analyzed 215 empirical studies in ERIC from 1970 to 2002, showing that affective surveys were the most frequently used tool for assessing library instruction. In fact, self-reported attitudinal surveys were the most frequently cited method of evaluation in the literature reviewed here [12, 42, 44, 45, 56, 60] . A common "process-implementation" approach is to ask faculty to describe their satisfaction with the quality of sfudent work or products [42] . Although these findings are nonmeasures in terms of sfudent learning, they are useful for understanding instructor perspectives.
Polkinghorne and Wilton [11] described a political science research skills course in which students' reflections on their information search skills and a variefy of course artifacts were reviewed. The analysis of these artifacts provided a window into students' perceptions. One of the more interesting findings was that students focused on end-resulfs and end-products (assignments), rather than on the information retrieval process itself. The authors commented that students, particularly those with weak skills, were not aware of the requirements for improved IL skills [11] . This leads to an important issue in indirect assessment: students may not be excellent self-judges of their own skills [57] . Even when students acknowledged that their searching methods were chaotic and inefficient, they still felt that they had achieved success and were adept researchers [11] . This is indicative of the "satisfied but inept" phenomenon described by Plutchak [62] . Information retrieval may identify only a handful of the available and applicable resources, and searchers may waste time and go about the process in a haphazard and inefficient manner. Yet, because users find something that seems relevant, they are satisfied with their work: thus, the "satisfied but inept" effect.
Related findings were reported in evidence-based information retrieval experiments with first-year and third-year medical students [57, 63] . Triangulation of evaluation results showed students: (1) believed themselves to possess higher IL skills than their test scores indicated, (2) did not know what information resources fo use to support their coursework, (3) were not aware of important evidence-based resources, and (4) overestimated their knowledge of those they had used. For example, of the 88% of first-year medical students (n=128) who reported being very familiar with MEDLINE, only 12% were aware of Medical Subject Headings (MeSH). In fact, students consistently overestimated their own MEDLINE, information refrieval, and IL skills and knowledge (^=-0.07 not statistically significant) [57] .
Library and resource usage
Questions about the impact of library training and IL programs are also addressed through library usage data. Two approaches measure library usage: reported usage or actual demonstrated usage. In libraries, resource usage is most often gathered through selfreported surveys [45, 46, 56, 64] . A benefit to this approach is that self-reported library usage behaviors are relevant for understanding attitudes like satisfaction, knowledge of resources, comfort, and so forth. A drawback is that self-reported behavior is based on guessing rather than fact. It may not be a statistically valid marker of actual demonstrated usage [57] .
While self-reported library usage behavior does not show actual learning, it may be indicative of the potential for learrüng. For example, students who are more engaged with library resources have more opporturüties to learn to use these resources effectively and efficiently, so perhaps these students will achieve IL higher skills. Unfortunately, the opportunity to learn does not equal actual learning. Another common hj^othesis is that students who are more comfortable, satisfied, or familiar with the library are also more likely to use the library. The validity of these claims cannot be determined without real usage data, however; so estimated or reported behaviors are mostly useful for undersfanding a student's frame of mind.
Demonstrated library usage can be documented through library statistics or data from service areas such as interlibrary loan, circulation, and reserves or from resources including staff, library websites, or bibliographic databases. One benefit of this approach is that it paints a picture of actual resource usage. Another benefit is that usage behavior can be easily tracked longitudinally. One obstacle to measuring user behavior is that it requires tracking of individuals or cohorts. Internal review board requirements may complicate this issue. Plus, many resources are accessed anonymously, rendering it impossible to track individual users.
When available, library usage data can be correlated with other variables like attitudes, test scores, or student learning outcomes to form a broader picture. Eor instance, library resource usage by a cohort of first-year medical students (n=128) was gathered in 2 ways [27] . Immediately post-training, students were surveyed regarding their anticipated use behavior over the next semester. At the end of the semester, students again described their information use during the previous semester. Actual usage across the semester was also captured using students' individual system accounts. These data were then correlated to training group (online training versus face-to-face training) to determine whether the training method (online or face-to-face) itself impacted expected or demonstrated usage. This was important to librarians who wanted students to "get the message" regarding the importance of particular evidence-based course resources. Data analysis revealed no statistical correlations between training groups. This meant that online instruction and traditional instruction were comparable in terms of their impact on students' anticipated information usage behaviors (P=0.20) and actual usage behaviors throughout the semester (P=0.25) [27] . These results eased librarians' concerns about online training. Without library usage statistics, this level of comparison would not have been possible.
Implementing the most efficacious evaluation measures and instruments in any given situation can be challenging. Each approach has its own limitations. At the same time, the orüine learning example above illustrates that not every important research question needs to be about student leaming. Evaluation is useful for informing and driving internal decisions and policies. An excellent program of evaluation combines measures from a variety of sources for a variety of research questions. This approach provides a range of artifacts and data from which to draw evidence.
IN-PROCESS AND END-PRODUCT MEASURES
Information retrieval, information literacy, and learning are processes. Capturing the process itself is important. In-process measures are useful for identifying exactly where a student's skills are weak or strong. The early foundational literature on information-retrieval skills in biomédical education established the groundwork for understanding the information-retrieval process itself, specifically as it relates to end-user searching in MEDLINE [48] [49] [50] [51] [52] [53] [54] [55] . This literature also examined behavioral variables like the extent to which prior MEDLINE searching experience impacted subsequent searching skills and behaviors. For instance, a strong relationship between the level of search experience and frequency of searching was demonstrated [51] . In other words, searching begets searching. Research also showed that searching experience and skill levels correlated. Practice makes perfect [51] . Additionally, Pao and colleagues found that clinical knowledge did not translate to bibliographic searching skills, evidence that bibliographic searching requires a unique set of skills [50, 51] . Although the information-retrieval process continues to warrant exploration, a strong foundational body of literature addresses many major questions.
In-process evaluation can also be applied to other student artifacts such as presentations, projects, or portfolios. There are three reasonably effective methods for conducting in-process evaluation:
1. An assignment immediately at the end of an instruction session or sequence (summative), particularly those in which students can actually begin their searches (direct), takes minimal course faculty engagement but significant coordination, planning, and grading for librarians. Scored practical exercises are also effective measures of actual skills. 2. A survey administered after a period of time (summative, indirect) requires coordination with course instructors, and a reasonable guarantee that the students are available and willing to complete and return surveys. Self-reported surveys are not strong measures of actual learning. 3. A blog, journal, or portfolio captures elements of the writing process such as initial bibliographies, search journals, notes, and so on (formative and/or summative; direct).
The third method requires significant faculty buy-in and willingness to share student work [9, 11, 12, 40-42, 56, 60, 65] . Process portfolios are also usually only feasible when course projects themselves use a developmental approach that requires evidence such as drafts, journals, or milestone notes or evidence. Unfortunately, many process measures, including those in which course instructors are surveyed about what should be incorporated into an instructional session, are considered "non-measures" for the purpose of evaluating student learning [66, 67] .
One of the most commonly used summative endproduct approaches to evaluating student learning is the citation analysis method, in which an academic task culminates in a formally cited paper, project, presentation, and so on [10, 12, 41] . Citations are examined for standards of content and quality. This approach has two main strengths. The first is the idea that the paper or product itself is the ultimate goal, similar to the journal article publication of a research scientist. It is a real, authentic siurunative measure. Secondly, citation analysis is feasible in many academic settings and may require minimal coordination between the content instructor and library instructor.
Sharma's research at the University of Cormecticut described a one-credit, stand-alone IL course that used a portfolio, with requirements to incorporate specific searching skills [12] . The primary course goal was to give students hands-on practice and to provide instructors with detailed information for assessment. Portfolios were evaluated with worksheets for each area covered, a rubric system with dimensions (areas to be evaluated) and defined ratings (needs improvement, good, or excellent). Aggregated results showed that a particularly difficulf step in the process was in defining a topic in a way that was conducive to developing an effecfive search strategy [12] . This phenomenon is routinely observed among librarians who spend considerable time teaching students about appropriate "research questions" and "searchable questions." There are two related drawbacks to the end-product evaluation approach. One is that a final product does not provide information about the informafion retrieval process itself. Library instruction aims at producing searchers who are both effective and efficienf. A student who is a poor searcher but a good evaluator, for example, could produce a highquality citation list only affer wading through hundreds of citations. An effective searcher would have achieved the same final results, but with much greater precision and, hence, economy of effort. Citation analysis loses this important information.
Schilling and Applegate
Another drawback to end-product citation analysis is the loss of fhose citations and resources that are used but may not appear on a final bibliography. An anthropological observation study by Edge showed that astronomers read, talked about, and were influenced by far more fhan just those citations that appeared in their formal papers [68] . Students are likewise influenced by items that they retrieve and read. Another drawback is that citation analysis does not describe where the search process has failed: poor use of Boolean logic, ineffective application of limit options, poor article evaluation skills, and so on. Citation analysis overlooks the searching process and does not measure actual searching behavior or information retrieval skills. Table 3 surrunarizes the pros and cons of commonly used evaluation measures.
ALL MEASURES ARE NOT CREATED EQUAL
It is perhaps most important to distinguish between "what one wants to measure" versus "what really is being measured." While there are many important distinctions between direct testing and affective and behavioral approaches to evaluation, the complex relationships between measures remain unclear. A report in the field of engineering education, for instance, concluded that self-reporfs demonstrated a "very good relationship" to objective measures [69] . Weisskirch and Silveria reported that higher student confidence in the process (e.g., the ability to evaluate the quality of sources) correlafed positively wifh higher grades on a final project [60] . Kisby reported that college students who rated their "online skills" as high also reported greater satisfaction with library services [64] . Lower self-assessed skills were associated with lower satisfaction and nonuse of services. In confrast to these findings. Schilling and Applegate found fhaf attitudes neither predicted nor equaled skill [57] . Stiidents' (n=128) MEDLINE and information retrieval skills (graded search exercise) did not statistically significantly correlate to any of the following: 1. student self-reported satisfaction with their searches (r=-i-0.12 not statistically significant) 2. confidence/comfort in their searches (r=+O.lá not statistically significant) 3. frustration with the information retrieval process (?'=-0.09 not statistically significant) Interestingly, students did know when they had learned something. Those who reported learning more during the training did achieve higher MEDLINE searching skills (r=-F0.41 statistically significant) [57] . Contradictory research results leave unanswered questions about the efficacy of affective measures.
Affective measures are important because user satisfaction and self-confidence play into information behavior and skills development. At the same time, the conunon affective measures, like questionnaires and self-reporting skills surveys, cannot substitute as reliable measures of skills and knowledge. The challenge becomes to implement a balanced approach. This requires that librarians distinguish between and systematically apply appropriate nonmeasures of learning (faculty observations), indirect measures of learning (self-assessmenf of skills), and direct measures of learning (tests).
Another issue that presented in the literature review had to do with the nature of statistical analysis. Most of the literature exclusively reports simple descriptive statistics. These measure one variable at a time, independent of one another. Descriptive statistics are not particularly effective for revealing complex relationships among multiple variables. Moving beyond simple descriptive analysis to the triangulation of dafa from multiple sources can show the extent to which differenf evaluation measures are interdependent, which evaluation measures have cause-and-effect relationships, and, most Tables 4 and 5 show statistical results from a previous study that illustrate the efficacy of tests, attitudes, reported behavior, and other variables for assessing learning [57] . These findings revealed relationships among multiple variables for understanding learning itself and attitudes about learning.
These results and the results of other studies reviewed above indicated that:
• Practical exercises were the most efficacious way to document actual applied, practical skills.
• Written tests were not the equivalent of a practical searching exercise in terms of measuring applied, practical skills.
• Students were poor self-judges of their own skill levels. In fact, their attitudes evidenced the "satisfied but inept" phenomenon [62] .
• Students were excellent self-judges of their attitudes, feelings, beliefs, and perceptions. Certain attitudes went hand-in-hand, like confidence and satisfaction or frustration and dissatisfaction.
• Attitudes, feelings, beliefs, and perceptions were not indicative of actual knowledge and learning.
This level of statistical analysis provided evidence upon which to make conclusions about the impact of library training on learners' information usage, attitudes, skuls, and behavior and, ultimately, on student learning and achievement of educational outcomes.
DISCUSSION AND CONCLUSION
This paper provides an overview of current approaches to evaluating library instruction and students' achievement of educational outcomes, describing the most commonly used evaluation measures among libraries and presenting pros and cons or benefits and barriers of each. This paper also illustrates the significant disparities between measures of skills.
knowledge, attitudes, and information usage behaviors. While affective measures are more common, they are not likely to provide meaningful evidence in terms of students' skills, course grades, or learning outcomes. Yet, attitudes do remain important in the larger context. Librarians want students to feel comfortable and confident in the library and to learn to identify their own limitations and learning needs. Academic assessment protocols strongly urge the incorporation of direcf testing measures, such as objective tests or expert reviews of performances (searches), artifacts, or portfolios [70] Libraries continue to invest significant time and attention to educational programs and know that systematic and sequential information literacy education is important to problem solving, critical thinking, and lifelong learning. Likewise, librarians must equally evaluate their training and educational program outcomes systematically and sequentially with rigorous research methods and measures. The goal of effective evaluation remains to implement what is known about the efficacy of evaluation methods, measures, and tools; weigh the pros and cons, benefits and barriers of each; and acknowledge the required compromises for feasibility, practicality, and affordability. The efficacy of the evaluation measures employed will continue to have a major impact on what questions are answered and unan- Efficacy of connmonly used measures of library instruction Confidence did not predict demonstrated skills. Students who were more confident in their skills did not achieve higher MEDLINE searching scores. Satisfaction did not predict demonstrated skills. Students who were more satisfied with their skills did not achieve higher MEDLINE searching scores. Students were overly satisfied with their skills. Confidence correlated with satisfaction. Those who were more confident in their skills were also more satisfied with their skills. Satisfaction correlated negatively with frustration. Students who were more frustrated were also less satisfied with their skills. Self-reported skill levels correlated with workshop evaluations. Students who reported higher information retrieval skill levels also reported learning more in the workshop. Satisfaction correlated with the workshop evaluations. Students who were more satisfied with their skills also reported learning more in the workshop.
* Based on data from Schilling and Applegate [57j.
swered, and on what evidence is available to quantify the educational value of library instruction.
