The delay-probability-distribution-dependent robust stability problem for a class of uncertain stochastic neural networks (SNNs) with time-varying delay is investigated. The information of probability distribution of the time delay is considered and transformed into parameter matrices of the transferred SNNs model. Based on the Lyapunov-Krasovskii functional and stochastic analysis approach, a delay-probability-distribution-dependent sufficient condition is obtained in the linear matrix inequality (LMI) format such that delayed SNNs are robustly globally asymptotically stable in the mean-square sense for all admissible uncertainties. An important feature of the results is that the stability conditions are dependent on the probability distribution of the delay and upper bound of the delay derivative, and the upper bound is allowed to be greater than or equal to 1. Finally, numerical examples are given to illustrate the effectiveness and less conservativeness of the proposed method.
Introduction
The stability analysis problem for delayed NNs has received considerable research attention in the last decade, see Refs. [1] [2] [3] , where the delay type can be constant, time varying or distributed, and the stability criteria can be delay dependent or delay independent. Since delay-dependent methods make use of information on the length of delays, they are generally less conservative than delay-independent ones. However, in a real system, time delay often exists in a random form, that is, if some values of the time delay are very large but the probability of the delay taking such large values is very small, it may lead to a more conservative result if only the information of variation range of the time delay is considered. In addition, its probabilistic characteristic, such as the Bernoulli distribution and the Poisson distribution, can also be obtained by statistical methods. Therefore, it is necessary and realizable to investigate the probability-distribution delay. Recently, the stability of discrete NNs and discrete SNNs with probabilitydistribution delay are investigated in Refs. [4, 10] , respectively. But neither of them considers the information of the delay derivative.
It has been known that there are two kinds of disturbances that are unavoidable to be considered when one models the NNs. One is parameter uncertainty, the other is stochastic disturbance. For the stability analysis of SNNs with parameter uncertainty, some results related to this problem have recently been published, see Refs. [5] [6] [7] [8] [9] [10] [11] [12] . However, Refs. [5, 6, 10, 11] do not consider the information of the delay derivative. In Refs. [7] [8] [9] , the information of the derivative is taken into consideration, but the upper bound l of the derivative must be smaller than 1. In the case of l P 1 the results in the aforementioned literatures either cannot be applicable [9] or discard the information of the derivative of time delays [7, 8] , which is obviously unreasonable. Therefore, it is essential and significant to investigate the problem of how to eliminate the constraint on the upper bound of the delay derivative in SNNs.
In this paper, we investigate the robust stability problem for a class of uncertain SNNs with time-varying delay. The information of delay-probability distribution is introduced into the SNNs model and a new method is proposed to eliminate the constraint on the upper bound of the delay derivative. Less conservative stability criteria are presented such that the SNNs with probability distribution delay is robustly, globally, asymptotically stable in the meansquare sense for all admissible uncertainties. All results are established in the form of LMI and can be solved easily using the interior algorithms [13] . Numerical examples show less conservativeness of our results.
Problem formulation and preliminaries
Notation. For s > 0; Cð½Às; 0; R n Þ denotes the family of continuous functions / from ½Às; 0 to R n with the norm k/k ¼ sup Às6h60 j/ðhÞj. ðX; F; fF t g t>0 ; PÞ be a complete probability space with a filtration fF t g t>0 satisfying the usual conditions. Let L 2 F 0 ð½Às; 0; R n Þ be the family of F 0 measurable Cð½Às; 0; R n Þ-valued random variables n ¼ fnðhÞ : Às 6 h 6 0g such that sup Às6h60 EjnðhÞj 2 < 1, where EfÁg stands for the mathematical expectation operator with respect to the given probability measure P. I is the identity matrix of appropriate dimensions.
We consider uncertain SNN with time-varying delay as follows: It is easy to know t 2 X 1 means the event sðtÞ 2 ½0; s 0 Þ occurs and t 2 X 2 means the event sðtÞ 2 ½s 0 ; s M occurs. Therefore, a stochastic variable aðtÞ can be defined as
Assumption 2. aðtÞ is a Bernoulli distributed sequence with
where 0 6 a 0 6 1 is a constant and EfaðtÞg is the expectation of aðtÞ. Assumption 3. The neural activation function f i ðx i Þ satisfies
Remark 1. From Assumption 2, it is easy to know
which implies that
where l 
Definition 1. For system (7) and any n 2 L 2 F 0 ð½Às; 0; R n Þ, the trivial solution is robustly, globally, asymptotically stable in the mean-square sense for all admissible uncertainties, if
where xðt; nÞ is the solution of system (7) at time t under the initial state n. 
6 I if and only if there exists a scalar e > 0 such that
Main results
For presentation convenience, in the following, we denote
We firstly investigate the stability of nominal SNN without parameter uncertainties. Theorem 1. For given scalars s 0 P 0; s M > 0; l 1 ; 0 < a 0 < 1 satisfying a 0 l 1 < 1, the SNN described by (7) is globally asymptotically stable in the mean-square sense, if there exist positive matrices P > 0; Q j > 0 ðj ¼ 1; 2; 3Þ; R 1 > 0; R 2 > 0; S 1 > 0; S 2 > 0, positive diagonal matrices K j > 0 ðj ¼ 1; 2; 3Þ and real matrices M i ; N i ði ¼ 1; 2; . . . 6Þ of appropriate dimensions, such that the following LMI holds: 
For formulas (18)-(22), we further have
À2f
T ðtÞM Z t tÀa 0 s 1 ðtÞ
T ðtÞ " M Z tÀa 0 tÀs 1 ðtÞ
À2f T ðtÞM Z tÀs 1 ðtÞ tÀs 0
À2f T ðtÞN Z tÀs 0 tÀs 2 ðtÞ
T ðtÞ " N Z tÀs 2 ðtÞ tÀs M rðsÞ dwðsÞ 6 f T ðtÞ " NS
where rðsÞ dwðsÞ. From (9), for any matrices K i ¼ diagðk i1 ; k i2 ; . . . ; k in Þ P 0; i ¼ 1; 2; 3, it is easy to obtain Â xðtÞ f ðxðtÞÞ
e j e 
By Remark 1, it is easy to know 
Substituting (14)- (17) into (13), adding (18)- (23) and (29) to (13), and taking expectation on both sides of (13), then using (24)- (28) and (30)- (35), we can get E dV ðx t ; tÞ ¼ ELV ðx t ; tÞ 6 f T ðtÞWfðtÞ ð 36Þ
where
By the Schur complement, it is easy to derive that (12) Moreover,
; 0Þ; t P 0 It indicates that system (7) is globally asymptotically stable in the mean-square sense. h Remark 2. In Refs. [7, 8] , when l P 1; Q will no longer be helpful to improve the stability condition since Àð1 À lÞQ is nonnegative definite. However, by Theorem 1 in this paper, when l 1 P 1, if a 0 l 1 < 1 is satisfied, then Àð1 À a 0 l 1 ÞQ 1 is still negative definite. Therefore, the constraint on l 1 < 1 is eliminated. Next, we will discuss the stability of SNN with parameter uncertainties. Based on the results obtained in Theorem 1, the following stability criterion can be derived easily, which is robust for all admissible uncertainties. Theorem 2. For given scalars s 0 P 0; s M > 0; l 1 ; 0 < a 0 < 1 satisfying a 0 l 1 < 1, the SNN described by (7) is robustly, globally, asymptotically stable in the mean-square sense for all admissible uncertainties, if there exist positive matrices P > 0; Q j > 0 ðj ¼ 1; 2; 3Þ; R 1 > 0; R 2 > 0; S 1 > 0; S 2 > 0, positive diagonal matrices K j > 0 ðj ¼ 1; 2; 3Þ and real matrices M i ; N i ði ¼ 1; 2; . . . 6Þ of appropriate dimensions, positive scalar c, such that the following LMI holds: 
For various l 1 , the computed upper bound s M , which guarantee the robust stability of system (7), are listed in Table 1 . From Table 1 , when the information of the delayprobability distribution is considered, for various a 0 the allowable upper bound s M is larger than those in Refs. [6] [7] [8] , where only the variation range of the delay is considered. In addition, when l 1 P 1, the stability criteria fail in Ref. [6] and become derivative independent in Refs. [7, 8] . However, in this paper, the constraint l 1 < 1 is eliminated for a 0 l 1 < 1. Therefore, Theorem 2 in this paper is less conservative than those in Refs. [6] [7] [8] . 
Take the activation function as: For s 0 ¼ 0:4, various l 1 and delay probability distribution a 0 , the computed upper bound s M , which guarantee the robust stability of system (7), are listed in Table 2 .
From Table 2 , this paper overcomes the constraint l 1 < 1 for a 0 l 1 < 1.
Conclusions
The problem of robust stability for uncertain SNNs with probability-distribution-dependent time-varying delay has been addressed in this paper. Some new stability criteria have been proposed to guarantee the robust global asymptotical stability of the SNNs. Probability distribution of time varying delay is introduced into the stability criteria, and the new method eliminates the constraint that the derivative of the delay must be smaller than 1. Numerical examples show the effectiveness and less conservatism of the method. 
