Abstract
DNA must constantly be repaired to maintain genome stability. Although it is clear that DNA repair reactions depend on cell types and developmental stages, we know surprisingly little about the mechanisms that underlie tissue-dependence. This is due, in part, to the lack of adequate study systems. This review discusses recent progress towards understanding the mechanism leading to varying rates of instability at expanded trinucleotide repeats (TNRs) in different tissues. Although they are not DNA lesions, TNRs are hotspots for genome instability because normal DNA repair activities cause changes in repeat length. The rates of expansions and contractions are readily detectable and depend on cell identity, making TNR instability a particularly convenient model system. A better understanding of this type of genome instability will provide a foundation for studying tissue-specific DNA repair more generally, which has implications in cancer and other diseases caused by mutations in the genome's caretakers.
Handling DNA damage in a tissue-dependent manner DNA repair exhibits tissue-specific differences that have received surprisingly little attention despite our thorough characterization of the pathways that handle the 100 000 lesions made to DNA per cell per day [1] (see Figure 1 for details of the repair pathways discussed in this review). Yet this aspect of DNA repair has profound implications on how different cells maintain genome stability and on how we treat specific cancers [2, 3] . Most of what we know about DNA repair mechanisms comes from experiments performed in single-cell models, such as bacteria, yeast, and cultured mammalian cells, or from biochemical assays that use cell extracts or purified proteins. Although these model systems are easily manipulated and are ideal to study mutagenesis, they are ill suited for uncovering mechanisms governing tissue-specific differences in DNA repair. Here I discuss what is known about the cell-type specificity of DNA repair and focus on one particularly suitable system to study this phenomenon: the instability of expanded trinucleotide repeats (TNRs). TNRs are hotspots for genome instability under otherwise normal conditions and their very high mutation rates depend on a variety of DNA repair pathways, thereby providing a convenient site-specific system to study the dissimilarities in DNA repair between tissues.
Several lines of evidence suggest that DNA damage is handled differently between tissues. First, patients with mutations in key DNA repair genes often have tissue-specific phenotypes (Table 1) [3]. For instance, mutations in the mismatch repair (MMR) pathway, specifically those that inactivate MSH2, MSH6, MLH1, or PMS2, lead to colorectal cancer, whereas mutations in proteins involved in single-strand break repair (SSBR), tend to impair neurological functions, as is the case for aprataxin mutations that lead to ataxia with oculomotor apraxia [3] . These differences might arise because MMR is particularly important in dividing cells since mismatches occur at the replication fork. By contrast, neurons would be more sensitive to single-strand breaks and oxidative damage because they are postmitotic and have high metabolic rates [3] .
Interestingly, sequencing cancer genomes has revealed that tumours show a wide range of mutational signatures that vary in part because of their tissue of origin [4] . Mouse knockouts provide further evidence that specific repair pathways are often crucial for the development and continued function of only a subset of cell types [3, 5] .
Measuring the rates of mutations in mouse models carrying a reporter gene also indicate that DNA repair is tissue-dependent. For instance, there is a three-fold difference in the rate of spontaneous mutations within a LacI transgene between germ cells and the spleen [6] .
Similarly, fibroblasts are 100 times more prone to mutations than embryonic stem cells as measured by selecting cells for the functional loss of the non-essential APRT gene [7] . These observations show that mutation rates are indeed tissue-specific.
Differentiating mammalian cell lines into neuron-like cells in vitro revealed an overall reduction in DNA repair capability, yet repair within transcribed domains becomes more efficient, probably via an ill-defined variant of the transcription-coupled repair (TCR) pathway, [8, 9] . The assays used in these studies have the advantage that the dose and type of DNA damage can be controlled and differentiation can be induced at will. Yet, they are limited because the exact location of DNA damage is unknown, a factor that influences DNA repair and genome instability [10] .
Biochemical approaches have also been used to assess directly DNA repair differences in various tissues. For instance, a thorough study evaluated the repair of oxidative lesions via base excision repair (BER) in nuclear extracts from six mouse tissues using oligonucleotide substrates harbouring a single DNA lesion [11] . In this system, the excision of lesions by DNA glycosylases is highest in the testes, providing strong evidence that BER is indeed tissue-specific. Although these types of experiments exclude the effects of chromatin structure, which is both tissuespecific [12] and impacts the repair of DNA lesions [13] , their use of a defined substrate allows for precise quantification of repair efficiencies.
Some studies have focused on the amount of DNA damage accumulating between mouse tissues. For example, the steady state level of several oxidized DNA bases is higher in the brain than in the liver and tail tissues, especially in older mice [14] . Such experiments may be interpreted as evidence that DNA repair differs between tissues or that the amounts of the DNA lesions incurred varies in different cell types.
Trinucleotide repeat instability provides an opportunity to study tissue-specific DNA repair
The experiments outlined above clearly indicate that DNA lesions have tissue-selective effects, but the underlying mechanisms are not well understood and have been difficult to tease apart.
Microsatellites, defined as tandem repeats of up to 6 nucleotides, offer a more tractable system for investigating the tissue-specificity of DNA repair and are particularly important because they are often associated with neurological disorders [15] . Here I focus on CAG/CTG repeats because the mechanisms of their tissue-dependent instability have been better characterized and many mouse models are available that recapitulate most of the features of instability seen in human patients, albeit some differences are present depending on the exact mouse model used [16] .
The instability comes in two forms: expansions and contractions, which include the addition or deletion of repeat units, respectively. TNRs become highly unstable once they reach beyond a threshold of about 35 units, above which they can efficiently adopt non-B structures, such as hairpins and slipped strands, that can be bound by DNA repair factors or bypassed by the DNA synthesis machinery, leading to contraction and expansion of the number of repeats at the locus ( Fig. 2) [17] [18] [19] . Thus, any factors that promote secondary structure formation or that contribute to repair of the repeat tract are involved in TNR instability. The genetic factors known to be important for TNR instability are thus central players in nearly every repair pathway, including TCR, MMR, BER, SSBR, and, at least in lower eukaryotes, homologous recombination [17, 19] . DNA replication is also a major contributor of TNR instability, especially in lower eukaryotes [17, 19] . Thus, TNR instability represents a unique system to understand how the normal DNA repair machinery handles difficult sequences in the genome.
Repeat instability has several advantages for studying tissue-selective phenotypes in DNA repair. First, the site of the instability is defined, which allows the study of the contribution of cis-elements: chromatin-immunoprecipitation (ChIP) assays can be performed (e.g., [20] [21] [22] ), the position of the nearest replication origins can be mapped (e.g., [23] [24] [25] [26] ), and the amount of mRNA expressed from the locus can be quantified, all of which can be tissue-dependent.
Furthermore, the outcome of DNA repair at this locus, TNR instability, can be quantitatively measured (box 1). Importantly, the instability is tissue-specific, with some tissues having very high levels of instability (e.g., striatum and liver), while others, such as the heart and cerebellum, displaying relatively low instability. This tissue-specificity is surprisingly consistent between different mouse models that carry long CAG/CTG repeats at different loci in the genome (See Table 2 and 3). Together, these features make CAG/CTG instability in the mouse an especially useful in vivo model for elucidating the mechanisms guiding tissue-specific DNA repair.
Tissue-specific effects of genetic factors that affect TNR instability
Although some mouse knockouts, including NEIL1 -/- [27] , PMS2 -/- [28] , MSH2 -/- [21, [29] [30] [31] [32] [33] [34] [35] [36] , MSH3 -/-[35, 37, 38] , MLH1 -/- [39] , and MLH3 -/- [39] , display changes in TNR instability in all tissues examined, many studies have identified genetic factors that impact TNR instability in either somatic or germ cells, but not in both. For instance, the DNA methyltransferase Dnmt1 prevents repeat expansion in the germline of both male and female SCA1 mice, but not in their somatic tissues [22] . DNA Ligase 1 (LIG1), which is involved in ligating nicks created during DNA replication, SSBR, and BER, is only required for CTG instability in the female germline of DM300 mice [40] . Knocking out one copy of FEN1, an endonuclease involved in processing DNA replication, SSBR, and BER intermediates, only impacted TNR instability in the male germline of the R6/1 mouse [41] . OGG1, a DNA glycosylase that excises 8-oxo-guanine and initiates BER, contributes to TNR instability in the somatic tissues of R6/1 mice, but has no measurable effect in the germline [14, 42] . These results highlight that TNR instability in somatic and germline cells involve different genetic players and may therefore occur via distinct mechanisms.
Differences in tissue specificity are also evident between somatic tissues. For example, different dynamics of expansions can be observed in the liver and striatum of the Hdh Q111 mouse [43] . A study found that SCA1 mice lacking XPA, a gene required for NER, had a stabilized TNR in the striatum, hippocampus, and cerebral cortex, but had no effect in the liver and kidneys [44] .
These striking observations imply that the mechanism of instability is different even between somatic tissues.
Models for tissue-specificity of TNR instability
Every step leading to TNR instability could be tissue-specific, from the initiation of repair to the processing of intermediates. There is no consensus explaining the cause of the tissuespecificity, yet a number of hypotheses have been proposed [17, 19, 45] . They can be divided into four broad categories: 1) the frequency at which repair within the repeat tract is initiated;
2) the varying stoichiometry of DNA repair proteins; 3) the rate of replication and the location of nearby origins of replication; and 4) transcription and chromatin structure. Below I discuss these models individually, yet it is important to stress that they are by no means mutually exclusive. These models can also account for tissue-selectivity of DNA repair events in general and are not limited to TNR instability.
1) Frequency at which repair within the repeat tract is initiated
An important determinant of tissue-specific DNA repair is likely to be the type and amount of DNA lesions present in the different tissues. In the context of TNRs, this has been proposed to play an important role in BER-dependent instability. A specific type of oxidized base, 8-oxoguanine (8-oxoG), accumulates in an age-and tissue-dependent manner in R6/1 mice [14] and expanded TNRs may be particularly prone to oxidative damage [46] . This accumulation was proposed to trigger the repair of the repeat tract, which would in turn increase the chances of aberrant repair and thus lead to instability. This model is supported by experiments with mice deficient for OGG1, which removes 8-oxoG from DNA. OGG1 deletion reduced instability in all somatic tissues, suggesting that the removal of 8-oxoG triggers instability [14] . Similarly, deletion of NEIL1, a glycosylase that excises preferentially oxidized pyrimidines, but also 8-oxoG, reduced CAG/CTG instability in the R6/1 mice [27] . Together, these studies suggest that the repair of oxidized bases causes instability and predicts that the amount of damaged DNA determines instability rates in different tissues.
This model has been challenged, however, by the finding that the cerebellum accumulates high levels of abasic sites but has little instability in both the R6/1 and R6/2 mice [47] . The striatum, on the other hand, has fewer abasic sites but much more instability. In addition, nuclear extracts from the cerebellum excise 8-oxoG with higher efficiencies than other brain regions [48] . This goes counter to the model outlined above and suggests that tissue-specific differences in TNR instability also depend on other factors. It is possible that the frequency of mistakes made in the process of repairing an oxidized base near or within the CAG/CTG repeat is different between the two organs. For example, more 8-oxoG is encountered in the cerebellum, but its repair could be mostly error-free. In the striatum, there may be less oxidative damage, but the frequency of misrepair may be very high, leading to high levels of instability. Put differently, the number of lesions within the repeat tract, the frequency with which these lesions are repaired, and the frequency of misrepair are all likely to contribute to instability.
Virtually all models of repeat instability center around the ability of TNRs to form secondary structures that are recognized by DNA repair proteins [17, 19] . Analogous to DNA lesions within or near an expanded TNR, secondary structure formation could initiate repair and lead to instability. Larger amounts of slipped-strands could be immunoprecipitated using an antibody against three-way DNA junctions from the heart compared to the cerebellum of a patient with an expanded TNR at the DMPK locus [49] . This raises the possibility that structure formation is tissue-dependent and/or that the number of repeats was higher in the heart (4100-6000 CTGs) than in the cerebellum (1100-1500), creating proportionally different amounts of secondary structures.
Together, these studies suggest that the rate at which repair is initiated within the repeat tract, whether it is due to DNA damage or to the formation of secondary structure could account in part for the tissue-specificity. Going forward, we will need more quantitative data points in a larger set of tissues to evaluate this model. Such experiments would also shed light on how DNA repair of a variety of lesions, not only TNRs, occurs in different tissues.
2) Variations in the stoichiometry of DNA repair proteins across tissues
One of the predominant models that aims to explain tissue-specificity in TNR instability stipulates that the levels of DNA repair factors directly impact repeat instability. Changing the relative levels of DNA repair factors may potentially affect DNA repair rates.
The mismatch repair proteins MSH2, MSH3, MLH1, MLH3, and PMS2 have all been shown to modulate TNR instability in mouse models with CAG, CTG, GAA, and CGG expansions [21, [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [50] [51] [52] [53] . In addition, MSH6 is involved in GAA repeat instability but appears to have little effect on CAG/CTG instability [35, 38, [51] [52] [53] . These results prompted a systematic investigation of the levels of MSH2, MSH3 and MSH6 in several murine tissues [54] , but no obvious correlation was found between instability phenotypes and protein levels. A recent study with the R6/1 mouse proposed that there is a "sweet spot" for instability where a moderate level of MSH2 and MSH3 leads to maximal instability whereas both very high and very low amounts prevent instability [55] . It is unclear how this would work mechanistically. These results highlight that simple correlations will probably not hold true and that complex mechanisms are at play. For instance, in addition to the levels of these proteins, their subcellular location and posttranslational modifications could alter their function in a tissue-specific manner. For example, MSH2 is acetylated [56] and this acetylation has been speculated to alter MSH2-dependent TNR instability in human cells [57] .
The level of BER pathway components may play a role in defining tissue-specificity of instability.
For instance, there are low levels of FEN1 and HMGB1, two factors that favour the long-patch (LP) BER pathway, in the striatum, whereas there are high levels in the cerebellum where TNR instability is very high and very low, respectively [47] . This simple inverse correlation was substantiated by in vitro assays in which varying the amount of BER proteins to mimic the striatal or cerebellar situations modulated the processing of a CAG/CTG repeat by LP-BER and thereby the instability [58] . Together these experiments strongly suggest that the amount of BER proteins can account for the tissue-specificity of instability. One should be careful, however, as the levels of BER factors have not been determined for a large variety of tissues and a correlation between two tissues may not hold true in others. Nonetheless, this is an exciting possibility and cause-effect experiments are worth attempting.
Transcription-coupled repair has been implicated in CAG/CTG instability in bacteria [59, 60] , human cells [61] [62] [63] , and Drosophila [64] . Follow up experiments in mouse models carrying expanded CAG/CTG repeats showed that both XPA and CSB, but not XPC -a component of global genome NER pathway -had instability phenotypes [42, 44, 53] . XPA -/-mice showed a stabilization of the repeat tract only in neuronal tissues, arguing strongly that XPA has tissuespecific roles in the process. Curiously the upstream factor, CSB, does not appear to have specific roles in neuronal instability as would have been expected of a factor working upstream of XPA. This seeming incongruity may be because of the mouse model used (R6/1 versus SCA1), or the low number of mice analysed when conducting the CSB experiments, and/or that CSB has an XPA-independent role [44, 65] .
The levels of NER proteins have not, to my knowledge, been investigated thoroughly in different mouse tissues [8, 9] . However, differentiation systems in cultured human cells showed that although the capacity of neuronal-like cells to repair UV-induced damage was decreased overall, TC-NER was buttressed both on the transcribed and non-transcribed strands [8, 9] . This unusual behaviour in differentiated cells may explain why XPA is critically important for TNR instability in these non-dividing tissues.
A recent genome-wide study found no correlation between the mRNA levels of DNA repair genes and repeat instability [66] . Instead, cell cycle transcripts and genes involved in neurotransmission correlated with repeat instability. This is intriguing and at the moment it is unclear whether the products of these genes have functions that would affect the stability of TNRs. Although such systems-biology approaches will be key to understanding the tissuespecificity of TNR instability, one clear caveat is that mRNA levels do not always correlate with protein levels. This is true both globally [67] and for specific MMR and BER components [47, 54] .
3) Replication as a source of tissue-specific instability
Pioneering studies in bacteria and yeast identified replication as a major source of instability [68] . In mammalian cells, however, it appears that although replication can be linked to repeat instability, the changes tend to be relatively small [69] [70] [71] . Moreover, post-mitotic neurons display instability, suggesting the existence of replication-independent mechanisms. It was pointed out early that replication rates do not correlate with TNR instability in various organs [72] . By contrast, a recent study in the R6/2 mice shows that mRNA and protein levels of the DNA replication genes PCNA, FEN1, RPA1, and LIG1 are higher in the cerebellum than in the striatum, which have modest and high rates of TNR instability, respectively. Using instability and expression data from many more tissues from the Hdh Q111 mice, however, no such correlation has been noted [66] . Nevertheless, replication could potentially account for instability in proliferating and developing tissues. Indeed, tissue-specific changes have been observed in the position of replication origins with respect to the TNR in tissues from the DM300 mouse [23] (Table 1) . Even though these changes do not correlate well with instability rates between tissues, it was proposed that changes in the position of the origin of replication could explain, at least in part, the instability seen in testes, where a large fraction of the cells proliferate [23] .
4) Transcription and chromatin structure in TNR instability
Chromatin structure varies from tissue to tissue and influences gene expression, which ultimately determines cell identity [12] . It is possible that chromatin state underpins the tissuespecific phenotypes associated with TNR instability by, for example, modulating gene expression of DNA repair genes in different tissues. It is also possible that the differences in chromatin structure at TNR between tissues differentially affect their instability [73] .
Transcription has long been linked to genome instability and transcribed regions of the genome appear to be particularly susceptible to breakage and mutations [74] . The TCR branch of NER is dedicated to the removal of DNA lesions that block RNA polymerase II (RNAPII) [75] .
Transcription through a CAG/CTG repeat was not considered to be a major determinant of tissue-specific instability because genes containing expanded TNRs are ubiquitously expressed and the steady-state levels of their mRNAs do not correlate with tissue-specific instability [72, 76, 77] . Importantly, transcription elongation or initiation, rather than steady-state levels of the mRNAs, may still show a correlation. Therefore a series of experiments in mammalian cells was designed to test the hypothesis that transcription itself promotes repeat instability. In these studies, an inducible promoter driving transcription through the CAG/CTG tract increased rates of large contractions by 15 fold [61] . In addition, in vitro experiments show RNAPII stalling at hairpins formed by TNRs, which is thought to initiate TCR and trigger instability [78] . Further experiments in mammalian cells and in the Drosophila germline confirmed that transcription is important for expansion as well as contraction of TNRs [63, 64] .
Recently, a specific histone modification that marks transcription elongation, trimethylation of histone H3 on lysine 36 (H3K36me3), was found to correlate with TNR instability in the cerebellum and striatum of the R6/1 and R6/2 mice [79] . Moreover, the levels of RNAPII, as measured by ChIP, were also higher in the striatum than in the cerebellum, suggesting that there is a correlation between transcription elongation at the repeat locus and the levels of repeat instability in these two different mouse models. Interestingly, H3K36me3 is also known to affect DNA repair and recombination [80] . It is therefore tempting to speculate that this finding may have wider implications for genome instability.
That study is particularly interesting in light of several other experiments investigating the potential role of chromatin structure, including histone modifications, DNA methylation, and the presence of the boundary factor CTCF in repeat instability [22, 57, 64, 73, 79, 81, 82] . In mice, changes in DNA methylation near the expanded CAG/CTG repeat tract in the SCA1 knockin mouse correlated with repeat instability in the germline, but not in somatic tissues [22] . In the SCA7-CTCF-I-wt mice, one out of 15 mice analyzed displayed high levels of TNR instability in its kidney, but had wild type levels in other tissues [82] . This mimicked the situation when the CTCF binding site in SCA7-CTCF-I-mut mice was mutated [82] . Upon further analysis, it was found that the DNA in this mouse's kidney was hypermethylated, which prevented CTCF binding in vitro [82] . These data suggest that changes in DNA methylation near the repeat tract have the potential to lead to tissue-specific differences in repeat instability. The contribution of chromatin structure to repeat instability remains understudied and may provide further clues as to how tissue-selectivity is achieved.
Concluding remarks
It is clear that the issue of tissue-specificity in DNA repair is complex and that simple correlations are unlikely to be found. More likely, several aspects of each of the models discussed above will be at play and may lead to synergistic interactions that regulate the observed instability.
The data accumulated thus far is largely correlational, yet they have provided a testable set of hypotheses. Going forward, I propose that two lines of research will help illuminate these issues. First, research in the field must move from correlative observations to cause-effect experiments. Granted this is more easily said than done. Generating mouse models where the amount of repair proteins can be modulated in a tissue-specific manner would be an informative start.
Second, most studies so far have focused on only a handful of proteins and histone modifications, which inevitably reduces the scope of the conclusions. More studies at the systems level (such as [66] ) are needed. The use of systems biology approaches will provide insights into the pathways leading to repeat instability and the interactions between them.
Such approaches, of course, are applicable to other types of genome instability, and the general problem of tissue-specific DNA repair events will also benefit from their results.
Studying the tissue-specificity of DNA repair will help our understanding of what goes astray in cancer, in the tissue-selectivity of several disorders caused by mutations in DNA repair genes [83] , and in the neurological diseases caused by expanded repeats [15] . *: repeat number refers to the newly-generated mouse. Due to the instability, slight changes have occurred over time. BR, brain; CB, cerebellum; CC, cerebral cortex; HT, heart; KI, kidney; LI, liver; MU, skeletal muscle; SC, spinal cord; SP, spleen; ST, striatum. Blank: not tested, −, no instability detected. + to +++, marginal to extreme instability. This list was updated from the one found here [98] . Only tissues with measurements in at least three different mouse models are shown.
Box 1: Quantifying TNR instability
When TNR instability was first discovered, it appeared qualitatively on Southern blots as smears that reflect the heterogeneity of the repeat length. Similarly, PCRs of an unstable TNR using large quantities of DNA produce smeared bands that are difficult to quantify. PCR-based techniques that use lower amounts of DNA can generate quantitative data on TNR instability. For instance, the Genescan approach uses a fluorescently-tagged primer to amplify about 100ng of DNA. The length of the resulting PCR fragments are then quantified using a sequencer and the Genescan software [95] . Small-pool PCR relies on amplifying about 1 to 50 molecules containing the TNR, running the products on an agarose gel before transferring the DNA onto a membrane, and then probing for the repeat locus. This approach is the gold standard and can provide precise measurements of TNR instability [99] . Other indirect methods are also widely used. They come in two flavors: plasmid-borne and chromosomal. Replication-based shuttle vectors carry an expanded repeat within a yeast reporter gene whose activity changes upon a change in TNR length [100] or the plasmid is transformed into bacteria to be amplified and the repeats are excised and run on polyacrylamide gels [101] . They have the advantage of being relatively quick to execute but are limited in the sensitivity of the assay and it is unclear how the chromatin structure on the transfected plasmids reflect the endogenous situation. The chromosomal methods rely on reporters containing CAG repeats that interfere with splicing [61, 71] . They are exquisitely sensitive, detecting contraction rates down to 10 -5 , but they are blind to expansions. Figure 1 : Sketches of the DNA repair pathways discussed in this review. Mismatch repair (MMR) [102] is initiated when MSH2 paired with either MSH6 (to form MutSα) or MSH3 (to form MutSβ) recognizes a mismatch or a small loop, respectively. They bring in PMS2 bound to either MLH1 or MLH3, which activates the endonuclease activity of PMS2. EXO1 chews away the cut DNA containing the mismatch while RPA coats and protects the single-stranded DNA. DNA polymerase δ fills in the gap which is then ligated. TOP1-DNA adducts, base damage, and sugar damage during their processing towards repair all converge to a single-strand break (SSB) [103] and the late stages of their repair is therefore common. Sugar damage can directly generate gaps. TOP1-DNA adduct are first processed by TDP1 and PNKP to produce a SSB [103] . Other types of bulky DNA-protein crosslinks can also be processed by a combination of homologous recombination and nucleotide excision repair (NER) and can call proteases into play [104] . Base excision repair (BER) [105] is initiated by the recognition and excision of a damaged base, such as 8-oxoG, glycosylases. Monofunctional glycosylases removed the oxidized base and APEX1 creates a SSB. Bifunctional glycolylases contain a lyase activity, bypassing the need for APEX1. The resulting SSB can be filled in and ligated in either of two ways: short-patch or long-patch BER. Short patch BER involves XRCC1, LIG3, PARP1, and DNA polymerase β, which fills in one nucleotide to cover the gap. Long-patch BER involves PCNA and RFC that load one of several polymerases that synthesize at least 2 nucleotides, displacing the downstream DNA molecule. The resulting 5' flap is removed by FEN1 and ligated with LIG1. NER [75] is initiated by the recognition of bulky lesions either by the global genome repair machinery, XPC and DDB1/DDB2, or by stalling of an RNA polymerase. In the latter case, CSA, CSB, and TFIIS are involved in recruiting the downstream factors. Both of these pathways lead to the recruitment of TFIIH, which promotes melting of the DNA at the site of lesion. XPF/ERCC1 cleaves 5' of the lesion while RPA coats the template strand. PCNA and RFC can then load one of several polymerases. Strand displacement occurs and resolution and ligation are promoted by XPG, XRCC1 and LIG3, or by using FEN1 and LIG1. Colour coding: Blue, modifier of repeat instability; orange, no effect on instability; black, not tested. Other important DNA repair pathways include homologous recombination and non-homologous end-joining, which do not appear to play an important role in repeat instability in higher eukaryotes [22, 32] . Readers interested in these pathways are directed to this recent review [106] . Transcription and single-strand break repair in TNR instability. The expanded repeat track is indicated in blue. The molecular details of TNR instability remain unclear and thus many models have been proposed. Here are speculative models by which transcription-coupled repair (left) and single-strand break repair (right) could lead to repeat instability. Note that the RNAPII on the left would facilitate the formation of the hairpin through generation of supercoiling tension as proposed [78, 107] . In both transcription-coupled and SSBR models proposed here, the mismatch repair machinery could bind the secondary structures, stabilize them and/or affect their repair and thereby exacerbate the problem. It should be noted that these models involve intermediates in which the two DNA strands containing two different repeat lengths. These intermediates must either be repaired or replicated before leading to a symmetric duplex. For a detailed study investigating the fate of these slipped strand intermediates, see [108] . Thorough reviews of the mechanisms of TNR instability can be found here [17, 19] . Dion, Fig. 2 
