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MAXIMUM PRINCIPLE AND ITS APPLICATION FOR THE
NONLINEAR TIME-FRACTIONAL DIFFUSION EQUATIONS WITH
CAUCHY-DIRICHLET CONDITIONS
MEIIRKHAN BORIKHANOV, MOKHTAR KIRANE, AND BERIKBOL T. TOREBEK*
Abstract. In this paper, a maximum principle for the one-dimensional sub-diffusion
equation with Atangana-Baleanu fractional derivative is formulated and proved. The
proof of the maximum principle is based on an extremum principle for the Atangana-
Baleanu fractional derivative that is given in the paper, too. The maximum principle is
then applied to show that the initial-boundary-value problem for the linear and nonlinear
time-fractional diffusion equations possesses at most one classical solution and this solution
continuously depends on the initial and boundary conditions.
1. Introduction and statement of problem
In this paper, we consider the nonlinear time-fractional diffusion equation
(1.1)
∂u
∂t
(x, t) =
∂2
∂x2
D1−α
∗t u(x, t) + F (x, t, u) in (0, a)× (0, T ] = Ω,
with the following nonhomogeneous Cauchy-Dirichlet conditions
(1.2)
 u (x, 0) = ϕ(x), x ∈ [0, a] ,
u (0, t) = λ(t), u (a, t) = µ(t), 0 ≤ t ≤ T,
where the functions F (x, t, u) , ϕ (x) , λ (t) , µ (t) are continuous and λ (t) , µ (t) are nonde-
creasing functions, Dα
∗t is the Atangana-Baleanu fractional derivative (see Section 2).
The aim of this paper is to research the maximum principle for the nonlinear fractional
diffusion equation (1.1). We first introduce some recent related works. Maximum principles
were given in [4, 5, 6, 7, 14] for the types of fractional diffusion equations different from
(1.1). For the maximum principles given in [6] to hold, existence of a regular solution
(with existence of a solutions ut on the closed time interval [0, T ]) is assumed. In [7], the
assumption of a solution with existence of a continuous ut in (0, T ] such that ut ∈ L
1 ([0, T ])
is made. In [8] Ahmad, Alsaedi and Kirane studied three types of fractional diffusion
equations. For each type, they obtained an upper bound of the Chebyshev norm in terms
of the integral of the solution.
In [9] Chan and Lui was considered a maximum principle for the equation (1.1) where
Riemann-Liouville derivative is considered rather that instead Atangana-Baleanu derivative
[11, 12, 13].
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If α→ 0 then equation (1.1) by Property 2.3 coincides with the classical heat equation.
The equation of the form (1.1) with fractional derivatives with respect to the time variable
is called the sub-diffusion equation [1]. This equation describes the slow diffusion.
The nonlinear problem (1.1) and (1.2) having a solution implies ut (x, t) exists. Thus
for any 0 < α < 1. D1−αt u (x, t) exists for t > 0. Hence, a solution u (x, t) of the problem
(1.1) and (1.2) in the region [0, a] × [0, T ] is a (classical) solution in C ([0, a]× [0, T ]) ∩
C2,1 ((0, a)× (0, T ]) .
2. Some definitions and properties of fractional operators
In this section, we recall some basic definitions and properties of the fractional derivative
operators.
Definition 2.1. [10] Let f ∈ L1loc([a, b]), where −∞ ≤ a < t < b ≤ +∞ be a locally
integrable real-valued function. The Riemann–Liouville fractional integral Iα of order
α ∈ R (α > 0) is defined as
Iαf (t) = (f ∗Kα) (t) =
1
Γ (α)
t∫
a
(t− s)α−1 f (s)ds,
where Kα =
tα−1
Γ(α)
, Γ denotes the Euler gamma function.
Definition 2.2. [10] Let f ∈ L1([a, b]), −∞ ≤ a < t < b ≤ +∞ and f ∗ K1−α ∈
W 12 ([a, b]), 0 < α < 1 where W
1
2 ([a, b]) is the Sobolev space. The Riemann–Liouville
fractional derivative Dα of order α is defined as
Dαf (t) =
d
dt
I1−αf (t) =
1
Γ (1− α)
d
dt
t∫
a
(t− s)−α f (s)ds.
Definition 2.3. [11] Let 0 < α < 1 and f ∈ W 12 ([a, b]) . The Atangana-Baleanu fractional
derivative of order α is defined by
D∗
αf (t) =
M(α)
1− α
t∫
a
f ′ (s)Eα,1
[
−α
(t− s)α
1− α
]
ds,
where M(α) denotes a normalization function obeying M(0) = M(1) = 1 and Eα,β (z) is a
Mittag-Leffler function Eα,β (z) =
∞∑
k=0
zk
Γ(αk+β)
.
Definition 2.4. [11] Let α ≥ 0 and f be the integrable function on [a, b] . The Atangana-
Baleanu fractional integral of order α is defined by
Iα
∗
[f (t)] =
1− α
M(α)
f(t) +
α
M(α)
Iαf(t).
For convenience, in what follows we assume that M(α) = 1.
Property 2.1. [11]Let f (t) ∈ C1 ([a, b]) and α ∈ (0, 1) , it holds
Iα
∗
Dα
∗
[f (t)] = f(t)− f(a).
MAXIMUM PRINCIPLE AND ITS APPLICATION 3
Property 2.2. If f (t) ∈ C1 ([a, b]), then it holds
Dα
∗
f (t) =
1
1− α
(
f (t)−Eα,1
[
−α
tα
1− α
]
f (0)
)
−
α
(1− α)2
t∫
0
f (τ) (t− τ)α−1Eα,α
[
−α
(t− τ)α
1− α
]
dτ.
The property 2.2 is proved by applying integration by parts.
Property 2.3. If α→ 0, then
Dα
∗
u (t)→ u (t)− u (0) .
Lemma 2.1. [14] Let f ∈ C1 ([0, T ]) attain its maximum at t0 ∈ (0, T ), then
Dαf (t0) ≥
t−α0
Γ (1− α)
f (t0) , for all 0 < α < 1.
If, f (t0) ≥ 0, then D
αf (t0) ≥ 0.
Analogous result for the fractional derivatives at absolute minimum points are obtained
by applying the above result on −f(t).
Lemma 2.2. Let a function f (t) ∈ C1 ([0, T ]). Assume that f ′ (t) exists and is continuous
for t ∈ [0, T ] .
a) If f (t) attains its maximum value over [0, T ] at a point t0 ∈ [0, T ], then for 0 < α < 1,
we get
(2.1) (Dα
∗
f) [t0] ≥
1
1− α
Eα,1
[
−α
t0
α
1− α
]
(f (t0)− f (0)) ≥ 0.
b) If f (t) attains its minimum value over [0, T ] at a point t0 ∈ [0, T ], then for 0 < α < 1,
we have
(2.2) (Dα
∗
f) [t0] ≤
1
1− α
Eα,1
[
−α
t0
α
1− α
]
(f (t0)− f (0)) ≤ 0.
Proof. For the proof of part a) of Lemma 2.2 we define the auxiliary function
g (t) = f (t0)− f (t) , t ∈ [0, T ] .
Then it follows that g (t) ≥ 0, on [0, T ] , g (t0) = g
′ (t0) = 0 and
(Dα
∗
g) [t] = − (Dα
∗
f) [t] .
Since g ∈ C1 (0, T ) , then g′ is integrable. Property 2.2 and integrating by parts yields
(Dα
∗
g) (t0) =
1
1− α
(
g (t0)−Eα,1
[
−α
t0
α
1− α
]
g (0)
)
−
α
(1− α)2
t0∫
0
g (τ) (t− τ)α−1Eα,α
[
−α
(t0 − τ)
α
1− α
]
dτ.
Using the fact that Eα,1(−τ), τ ∈ (0,∞) is completely monotonic [15] we have that [16]
Eα,α(−τ) > 0, τ ∈ (0,∞).
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Since g (t) is nonnegative on [0, T ], the integral in the last equation is nonnegative, and
thus
(Dα
∗
g) (t0) ≤
1
1− α
(
g (t0)−Eα,1
[
−α
t0
α
1− α
]
g (0)
)
= −
1
1 − α
Eα,1
[
−α
t0
α
1− α
]
g (0) = −
1
1− α
Eα,1
[
−α
t0
α
1− α
]
(f (t0)− f (0)) .
The last inequality yields
− (Dα
∗
f) [t0] ≤ −
1
1 − α
Eα,1
[
−α
t0
α
1− α
]
(f (t0)− f (0)) ,
which proves the result. By applying a similar argument to −f (t), we obtain part b). 
3. Linear time-fractional diffusion equation
In this section we shall research the maximum principle for the linear case of equation
(1.1).
Theorem 3.1. Let u (x, t) satisfies the equation
(3.1)
∂u
∂t
(x, t) =
∂2
∂x2
D1−α
∗t u(x, t) + F (x, t) in (0, a)× (0, T ] = Ω,
with Cauchy-Dirichlet conditions (1.2) and functions λ(t) and µ(t) are nondecreasing. If
F (x, t) ≥ 0 for (x, t) ∈ Ω, then
u (x, t) ≥ min
(x,t)∈Ω
{λ (t) , µ (t) , ϕ (x)} for (x, t) ∈ Ω.
Proof. Let m = min
(x,t)∈Ω
{λ (t) , µ (t) , ϕ (x)} and u˜ (x, t) = u (x, t) − m. Then, from (1.2)
we obtain u˜ (0, t) = λ (t) − m ≥ 0, u˜ (a, t) = µ (t) − m ≥ 0, t ∈ [0, T ] , and u˜ (x, 0) =
ϕ (x)−m ≥ 0, x ∈ [0, a] .
Since ∂
∂t
u˜ = ∂
∂t
u and ∂
2
∂x2
D1−α
∗t u˜ (x, t) =
∂2
∂x2
D1−α
∗t u (x, t) , it follows that u˜ (x, t) satisfies
(3.1):
∂u˜
∂t
=
∂2
∂x2
D1−α
∗t u˜ (x, t) + F (x, t) ,
and initial-boundary conditions
u˜ (x, 0) = ϕ (x)−m ≥ 0, x ∈ [0, a] , u˜ (0, t) = λ (t)−m ≥ 0, u˜ (a, t) = µ (t)−m ≥ 0.
Suppose that there exits some (x, t) ∈ Ω such that u˜ (x, t) is negative. Since
u˜ (x, t) ≥ 0, (x, t) ∈ {0, a} × [0, T ] ∪ [0, a]× {0},
there is (x0, t0) ∈ Ω such that u˜ (x0, t0) is the negative minimum of u˜ over Ω. It follows
from Lemma 2.2 that
(3.2) Dα
∗tu˜ (x, t) ≤
1
1− α
Eα,1
[
−α
t0
α
1− α
]
(u˜ (x0, t0)− u˜ (x0, 0))
=
1
1− α
Eα,1
[
−α
t0
α
1− α
]
(u˜ (x0, t0)− ϕ (x0)) ≤
1
1− α
Eα,1
[
−α
t0
α
1− α
]
u˜ (x0, t0) < 0.
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Let w (x, t) = D1−α
∗t u˜ (x, t). Since u˜ (x, t) is bounded in Ω, by Property 2.2 we have
(3.3) D1−α
∗t u˜ (x, t) = D
1−α
∗t u (x, t) =
1
α
(
u (x, t)− E1−α,1
[
− (1− α)
t1−α
α
]
u (x, 0)
)
−
1− α
α2
t∫
0
u (x, τ) (t− τ)−αEα,α
[
− (1− α)
(t− τ)1−α
α
]
dτ → 0 as t→ 0.
From Property 2.1 we have that ∂
∂t
I1−α
∗t D
1−α
∗t u˜ (x, t) =
∂
∂t
u˜ (x, t) . It follows from Definition
2.4 that
I1−α
∗
w (x, t) = α · w (x, t) + (1− α)I1−α
∗
w (x, t) .
Then, by using Definition 2.1 we get for any t > 0,
∂
∂t
I1−α
∗t w (x, t) = α
∂w
∂t
(x, t) + (1− α)Dαt w (x, t) .
It follows from a direct computation that by Property 2.2
(3.4) D1−α
∗t u (x, t) =
1
α
(
u (x, t)− E1−α,1
[
− (1− α)
t1−α
α
]
u (x, 0)
)
−
1− α
α2
t∫
0
u (x, τ) (t− τ)−αEα,α
[
− (1− α)
(t− τ)1−α
α
]
dτ.
Since the left-hand side of (3.4) and the first term of the right-hand side of (3.4) exist,
it follows that the second term on the right-hand side exists and tends to 0 as t → 0+.
Therefore, D1−α
∗t u (x, 0) = 0. Hence, we obtain
w (x, t) = D1−α
∗t u˜ (x, t) = D
1−α
∗t u (x, t) = 0 as t→ 0
+.
Furthermore, it follows from the boundary condition of u˜ (x, t) that
D1−α
∗t u˜ (0, t) = D
1−α
∗t λ (t) , D
1−α
∗t u˜ (a, t) = D
1−α
∗t µ (t) .
Since the functions λ(t) and µ(t) are nondecreasing, then λ′(t) ≥ 0 and µ′(t) ≥ 0 in
t ∈ (0, T ). Consequently, D1−α
∗t u˜ (0, t) ≥ 0 and D
1−α
∗t u˜ (a, t) ≥ 0.
Therefore, w (x, t) satisfies the problem
(3.5)

α∂w
∂t
(x, t) + (α− 1)Dαt w (x, t) =
∂2w
∂x2
(x, t) + F (x, t) .
w (x, 0) = 0, x ∈ [0, a] ,
w (0, t) ≥ 0, w (a, t) ≥ 0 , 0 ≤ t ≤ T.
From (3.2) we have w (x0, t0) < 0. Since w (x, t) ≥ 0 on the boundary, there exists
w (x1, t1) ∈ Ω such that w (x1, t1) is a negative minimum of w (x, t) in Ω.
By Lemma 2.1,
Dαt w (x1, t1) ≤
t−α1
Γ (1− α)
w (x1, t1) < 0.
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Since w (x1, t1) is a local minimum, we obtain
∂w
∂t
(x1, t1) = 0 and
∂2w
∂x2
(x1, t1) ≥ 0. Therefore
at (x1, t1), we getD
α
t w (x1, t1) < 0 and wxx (x1, t1)+F (x1, t1) ≥ 0. This contradiction shows
that u˜ (x, t) ≥ 0 on Ω, and this implies that u (x, t) ≥ m on Ω for any m. 
Theorem 3.2. Suppose that u (x, t) satisfies (1.1), u (x, 0) = ϕ (x) on [0, a], u (0, t) = λ (t),
u (a, t) = µ (t) and functions λ(t) and µ(t) are nondecreasing. If F (x, t) ≤ 0 for (x, t) ∈ Ω,
then
u (x, t) ≤ max
Ω
{λ (t) , µ (t) , ϕ (x)}, (x, t) ∈ Ω.
Theorem 3.2 and 3.3 implies the following assertions
Corollary 3.1. Suppose that u (x, t) satisfies (1.1), u (x, 0) = 0, x ∈ [0, a] , u (0, t) =
u (a, t) = 0, t ∈ [0, T ]. If F (x, t) ≥ 0 for (x, t) ∈ Ω, then u (x, t) ≥ 0, (x, t) ∈ Ω.
Corollary 3.2. Suppose that u (x, t) satisfies (1.1), u (x, 0) = 0, x ∈ [0, a] , u (0, t) =
u (a, t) = 0, t ∈ [0, T ]. If F (x, t) ≤ 0 for (x, t) ∈ Ω, then u (x, t) ≤ 0, (x, t) ∈ Ω.
Theorems 3.2 and 3.3 are similar to the weak maximum principle for the heat equation.
Similar to the classical case, the fractional version of the weak maximum principle can be
used to prove the uniqueness of a solution.
Theorem 3.3. The problem (1.1)-(1.2) has at most one solution.
Proof. Let u1 (x, t) and u2 (x, t) be two solutions of the problem (1.1)-(1.2). Then,
∂
∂t
(u1 (x, t)− u2 (x, t)) =
∂2
∂x2
D1−α
∗t (u1 (x, t)− u2 (x, t)) ,
with zero initial and boundary conditions for u1 (x, t)−u2 (x, t). It follows from Theorems
3.2 and 3.3 that u1 (x, t) − u2 (x, t) = 0 on Ω. We have a contradiction. The result then
follows. 
Theorems 3.2 and 3.3 can be used to show that a solution u (x, t) of the problem (1.1)-
(1.2) depends continuously on the initial data ϕ (x) .
Theorem 3.4. Suppose u (x, t) and u (x, t) are the solutions of the problem (1.1)-(1.2)
with homogeneous boundary conditions corresponding to the initial data ϕ (x) and ϕ (x) ,
respectively.
If max
x∈[0,a]
{|ϕ (x)− ϕ (x)|} ≤ δ, then |u (x, t)− u (x, t)| ≤ δ.
Proof. The function u˜ (x, t) = u (x, t)− u (x, t) satisfies the problem
∂
∂t
u˜ (x, t) =
∂2
∂x2
D1−α
∗t u˜ (x, t) ,
with initial condition u˜ (x, 0) = ϕ (x) − ϕ (x) and boundary conditions. It follows from
Theorems 3.2 and 3.3 that
|u˜ (x, t)| ≤ max
[0,a]
{|ϕ (x)− ϕ (x)|}.
The result then follows. 
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4. Nonlinear fractional diffusion equation
We consider the nonlinear time-fractional diffusion equation of the form (1.1), subject
to the initial and boundary conditions
(4.1)
 u (x, 0) = ϕ (x) , x ∈ (0, a) ,
u (0, t) = u (a, t) = 0, 0 < t ≤ T,
where F (x, t, u) is a smooth function. We start with the following uniqueness result.
Theorem 4.1. If F (x, t, u) is nonincreasing with respect to u, then the nonlinear sub-
diffusion equation (4.1) subject to the initial and boundary conditions (4.2) admits at most
one solution u ∈ C2([0, a]) ∩H1((0, T ])
Proof. Assume that u1 (x, t) and u2 (x, t) are two solutions of (4.1) subject to initial and
boundary conditions (4.2), and let v (x, t) = u1 (x, t)− u2 (x, t) . Then v (x, t) satisfies
(4.2)

vt (x, t)−
∂2
∂x2
D1−α
∗t v (x, t) = F (x, t, u2)− F (x, t, u1) , (x, t) ∈ Ω,
v (x, 0) = 0, 0 < x < a,
v (0, t) = v (a, t) = 0, t ∈ (0, T ].
Applying the mean value theorem to F (x, t, u) yields
F (x, t, u2)− F (x, t, u1) =
∂F
∂u
(u∗) (u2 − u1) = −
∂F
∂u
(u∗) v,
where (u∗) = (1− µ)u1 + µu2 for some 0 ≤ µ ≤ 1. Thus,
vt (x, t)−
∂2
∂x2
D1−α
∗t v (x, t) = −
∂F
∂u
(u∗) v.
Assume by contradiction that v is not identically zero. Then v has either a positive
maximum or a negative minimum. At a positive maximum (x0, t0) ∈ Ω and F (x, t, u) is
nonincreaing, we have
∂F
∂u
(u∗) ≤ 0 and −
∂F
∂u
(u∗) v (x0, t0) ≥ 0,
then
vt(x0, t0)−
∂
∂x2
D1−α
∗t v (x0, t0) ≥ 0.
By using Theorem 3.2 and Theorem 3.3 for a positive maximum and a negative minimum
respectively we get u1 = u2. 
Theorem 4.2. If u1 (x, t) and u2 (x, t) are two solutions of the time-fractional diffusion
equation (4.1) that satisfy the same boundary condition (4.2) and the initial conditions
u1 (x, 0) = g1(x) and u2 (x, t) = g2(x), 0 ≤ x ≤ a. If F (x, t, u) is nonincreasing with
respect to u, then it holds that
‖u1 (x, t)− u2 (x, t)‖Ω ≤ ‖g1 (x)− g2 (x)‖[0,a].
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Proof. Let v (x, t)=u1 − u2. Then v (x, t) satisfies
(4.3)

vt (x, t)−
∂2
∂x2
D1−α
∗t v (x, t) = −
∂F
∂u
(u∗) v, (x, t) ∈ Ω,
v (x, 0) = g1 (x)− g2 (x) , 0 ≤ x ≤ a,
v (0, t) = v (a, t) = 0, t ∈ (0, T ].
LetM = ‖g1 (x)− g2 (x)‖[0,a], and assume by contradiction that the result of the Theorem
4.2 is not true. That is,
‖u1 − u2‖Ω¯ M.
Then v either has a positive maximum at a point (x0, t0) ∈ Ω with
v (x0, t0) =M1 >M,
or it has a negative minimum at a point (x0, t0) ∈ Ω with
v (x0, t0) =M2 < −M.
If
v (x0, t0) =M1 >M,
using the initial and boundary conditions of v, we have (x0, t0) = ΩT .
Applying analogous Theorem 3.2 and Theorem 3.3 in the proof of the previous theorem,
we have ‖v (x, t)‖ ≤ M, which proves the result. 
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