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Abstract
The quadratic dimension of a Lie algebra is defined as the dimension of the linear space spanned by all its invariant non-
degenerate symmetric bilinear forms. We prove that a quadratic Lie algebra with quadratic dimension equal to 2 is a local Lie
algebra, this is to say, it admits a unique maximal ideal. We describe local quadratic Lie algebras using the notion of double
extension and characterize those with quadratic dimension equal to 2 by the study of the centroid of such Lie algebras. We also
give some necessary or sufficient conditions for a Lie algebra to have quadratic dimension equal to 2. Examples of local Lie
algebras with quadratic dimension larger than 2 are given.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
All the Lie algebras considered in this paper are finite-dimensional Lie algebras over a commutative field K of
characteristic zero. Further, K is supposed algebraically closed all through the paper, except in Section 6 where real
Lie algebras are considered. A Lie algebra g is said to be quadratic if it is endowed with an invariant non-degenerate,
symmetric bilinear form. Semisimple Lie algebras are quadratic but there are many other Lie algebras which admit
such structure. Quadratic Lie algebras are not only interesting from the algebraic point of view but also from their
applications in other fields of mathematics and physics. One has, for instance, that such Lie algebras appear in the
notion of Lie bialgebra [1,10,11]. The importance of quadratic Lie algebras in conformal field theory is shown from
the fact that Sugawara’s construction exists for this algebras [12]. On the other hand, a better knowledge of quadratic
Lie algebras would imply a better comprehension of orthogonal Poisson structures [14,15], of Lie–Poisson groups [10,
11], and of Lax equations [13]. Also, the Lie algebra of a Lie group which admits a bi-invariant pseudo-Riemannian
metric turns out to be a quadratic Lie algebra and they are of great importance in the theory of pseudo-Riemannian
symmetric spaces [4]. Many works have been devoted to the study of quadratic Lie algebras (e.g., [3,4,7–9,16] and
references therein). In particular, Medina and Revoy introduced the notion of double extension which appeared to be
an effective method to give an inductive classification of quadratic Lie algebras.
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Let g be a Lie algebra and let B(g) be the vector space spanned by all non-degenerate invariant symmetric bilinear
forms on g. Let us denote dq(g) := dimB(g); we say that dq(g) is the quadratic dimension of g. In [5] and [18] it is
proved that if a quadratic Lie algebra g over an algebraically closed field K is neither null nor one-dimensional, then
g is simple if and only if dq(g) = 1. Further results in [8] show that the quadratic dimension dq(g) of a Lie algebra g
provides much relevant information on its structure.
In this paper, we will focus our interest in those quadratic Lie algebras whose quadratic dimension is equal to 2.
If g is one such algebra, then it is local, that is to say: it admits a unique maximal ideal. We give a characterization
of quadratic local Lie algebras by means of the notion of double extension. In particular, we prove that if g is a non-
reductive quadratic local Lie algebra then either it is solvable and has a one-dimensional center or it is a perfect Lie
algebra with a simple Levi factor. We give a characterization of quadratic Lie algebras with quadratic dimension equal
to 2 among quadratic local Lie algebras by the study of certain elements in the centroid of the Lie algebra and, again,
by the notion of double extension. Further we give necessary or sufficient conditions for a local Lie algebra to have
quadratic dimension equal to 2 and give examples of both solvable and perfect local Lie algebras whose quadratic
dimension is greater than 2, showing that these notions are not equivalent. In Section 6 we see that almost all the
results given in the preceeding sections are also valid in the case of Lie algebras over R and we briefly discuss the
differences between the real case and the algebraically closed case.
2. Definitions and preliminary results
From now on, K will denote an algebraically closed commutative field of characteristic zero. If g is a Lie algebra
overK, then we will denote by z(g),R(g),Der(g) and ad(g), respectively, the center of g, the radical of g, the algebra
of derivations of g and its ideal of inner derivations of g. We now recall some of the definitions and notations most
commonly used all through the paper. Other notions can be seen explicitly in [5,6,8] or [9].
Definition 2.1. A pair (g, B) is said to be a quadratic Lie algebra if g is a Lie algebra endowed with a non-degenerate
symmetric bilinear form B which is also invariant, i.e. B([X, Y ], Z) = B(X, [Y, Z ]), for all X, Y, Z ∈ g. In this case,
we will also say that B is an invariant scalar product on g. The Lie subalgebra of Der(g) composed of antisymmetric
derivations with respect to B will be denoted Dera(g, B). A Lie algebra g is said to be perfect if g = [g, g]. It can be
easily seen that the radical of a perfect Lie algebra is always nilpotent and that a quadratic Lie algebra is perfect if and
only if its center vanishes. If V is a subspace in a quadratic Lie algebra (g, B), we will denote by V⊥ its orthogonal
with respect to B.
In [16] Medina and Revoy have introduced the notion of double extension of quadratic Lie algebras in order to
give an inductive classification of such algebras. Since this notion will be frequently used in this paper, we recall its
definition:
Definition 2.2 ([16]). Let (A, T ) be a quadratic Lie algebra. Let b be another Lie algebra and ψ : b → Dera(A, T )
a representation of b by means of antisymmetric derivations of (A, T ). If pi stands for the coadjoint representation of
b and φ(x, y)z = B(ψ(z)x, y) for all x, y ∈ g, z ∈ b, then the direct sum of vector spaces g = b∗ ⊕A⊕ b with the
bracket given by
[ f1 + x1 + y1, f2 + x2 + y2] = (pi(y1)( f2)− pi(y2)( f1)+ φ(x1, x2))
+ ([x1, x2]A + ψ(y1)(x2)− ψ(y2)(x1))+ ([y1, y2]b),
for f1, f2 ∈ b∗, x1, x2 ∈ A, y1, y2 ∈ b, is a Lie algebra called the double extension of A by b by means of ψ . One can
easily verify that the bilinear form B : g×g→ K given by B( f1+x1+y1, f2+x2+y2) = T (x1, x2)+ f1(y2)+ f2(y1),
for f1, f2 ∈ b∗, x1, x2 ∈ A, y1, y2 ∈ b is a scalar product on g and hence (g, B) becomes a quadratic Lie algebra.
Further, for every bilinear symmetric invariant form γ (not necessarily non-degenerate) on b we may define a new
scalar product Bγ : g× g→ K as follows:
Bγ ( f1 + x1 + y1, f2 + x2 + y2) = T (x1, x2)+ γ (y1, y2)+ f1(y2)+ f2(y1),
for f1, f2 ∈ b∗, x1, x2 ∈ A, y1, y2 ∈ b.
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Definition 2.3. Let (g, B) be a quadratic Lie algebra. Let us denote by F(g) the vector space of all bilinear symmetric
invariant forms of g and let B(g) be the vector subspace of F(g) spanned by all scalar invariant products of g. The
dimension of the vector space B(g) is called the quadratic dimension of g and will be denoted by dq(g). It is shown
in [5] that, actually, if g is a quadratic algebra, then F(g) = B(g).
One has the following lemma whose proof is straightforward:
Lemma 2.1. Let (g, B) be a quadratic Lie algebra and let K be another bilinear form on g. There exists a linear
endomorphism D of g such that K (X, Y ) = B(DX, Y ) for all X, Y ∈ g. Further, K is symmetric and invariant if and
only if B(DX, Y ) = B(X, DY ) and D[X, Y ] = [DX, Y ] hold for all X, Y ∈ g.
Definition 2.4. The set of linear endomorphisms F of a Lie algebra g satisfying F[X, Y ] = [FX, Y ], X, Y ∈ g is
usually called the centroid of g. If B is a bilinear form on g, we will denote by Cents(g, B) the set of all B-symmetric
elements in the centroid of g.
If (g, B) is a quadratic Lie algebra, it is clear that Cents(g, B) is a vector subspace of the linear space of all linear
endomorphisms of g and, from Lemma 2.1, it is obvious that dq(g) = dimCents(g, B).
3. Local quadratic Lie algebras
We are interested in the structure of quadratic Lie algebras whose quadratic dimension is 2. Obviously, such a Lie
algebra need not be irreducible We begin with the following result which completely characterizes the non irreducible
case.
Proposition 3.1. Let (g, B) be a quadratic Lie algebra such that dq(g) = 2. The following statements are equivalent:
(i) g is reductive;
(ii) g is not irreducible;
(iii) g is either the direct sum of two simple ideals or it is the direct sum of a simple ideal and a one-dimensional ideal.
Proof. It is straightforward to prove that (i) implies (ii) and that (iii) implies (i). In order to prove that (ii) implies
(iii), let us consider that g is not irreducible. Thus, there exists a decomposition g = ⊕nk=1 Ik , where n ≥ 2 and
Ik, 1 ≤ k ≤ n, are non-degenerate irreducible ideals in g satisfying B(Ik, Il) = {0} for all k 6= l. Obviously,∑n
k=1 dq(Ik) ≤ dq(g) and, since dq(g) = 2 and n ≥ 2, we get that n = 2 and dq(I1) = dq(I2) = 1. This is only
possible if both I1 and I2 are either simple or one-dimensional. However, if I1 and I2 are both one-dimensional
ideals, then g should be the 2-dimensional abelian Lie algebra and, hence, dq(g) = 3. This excludes this possibility
and hence g must be as claimed in (iii). 
We have now restricted the study of quadratic Lie algebras whose quadratic dimension is 2 to the study of those
which are irreducible. We start with the following:
Definition 3.1. A Lie algebra g is called local if it admits a unique maximal ideal.
Definition 3.2. Let g be a Lie algebra and letM(g) denote the set of all minimal ideals in g. ClearlyM(g) = ∅ if
g is simple or one-dimensional. We define the socle of g as the sum of all minimal ideals in g. We will denote it by
Soc(g) and assume Soc(g) = {0} whenever g is simple or one-dimensional.
Remark 3.1. Since the orthogonal of a maximal ideal in a quadratic Lie algebra is a minimal ideal, it is clear that if
g admits a quadratic structure then g is local if and only if g it admits a unique minimal ideal. Therefore, a quadratic
Lie algebra is local if and only if its socle is a minimal ideal.
The following result shows the interest of local Lie algebras in our context. Its proof is a direct consequence of the
remark above and [8, Corollary 2.1].
Lemma 3.1. Every non-zero irreducible quadratic Lie algebra whose quadratic dimension equals 2 is a local Lie
algebra.
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Proposition 3.2. Let g be a non-reductive quadratic Lie algebra. The Lie algebra g is local if and only if g is either
a solvable Lie algebra whose center is one-dimensional or a perfect Lie algebra with a simple Levi factor.
Proof. Denote by p(g) the dimension of z(g) and by s(g) the number of simple ideals of a Levi factor of g and by
m(g) the number of minimal ideals in a decomposition of Soc(g) [8].
Let us first consider that g is quadratic and local. This means that Soc(g) is a minimal ideal and hence, by [8,
Corollary 4.2], one has s(g)+ p(g) = 1. If s(g) = 0 and p(g) = 1, then g is solvable and its center has dimension 1.
If s(g) = 1 and p(g) = 0, then g must be perfect with a simple Levi factor.
Conversely, if g is either a solvable Lie algebra whose center is one-dimensional or a perfect Lie algebra with a
simple Levi factor, then we have that m(g) = s(g)+ p(g) = 1 and, therefore, Soc(g) is a minimal ideal. 
In the following theorem we give a characterization of local quadratic Lie algebras by means of the notion of
double extension. In the sequel, if ψ : s → gl(A) is a representation of a Lie algebra s and V is a linear subspace of
A stable by ψ(s) then we will consider V s = {X ∈ V : ψ(s)X = 0, for all s ∈ s}, the space of invariants of V with
respect to ψ .
Theorem 3.1. Let (g, B) be a non-reductive quadratic Lie algebra.
(1) g is local and solvable if and only if (g, B) is the double extension of a non-zero nilpotent quadratic Lie algebra
(A, T ) by a derivation δ which is invertible on the center z(A) of A.
(2) g is local and perfect if and only if (g, B) is a double extension of a nilpotent quadratic Lie algebra (A, T ) by a
simple Lie algebra s via a representation ψ : s→ Dera(A, T ) such that (z(A))s = {0}.
Proof. (1) Suppose that g is local and solvable. By Proposition 3.2 we clearly have that z(g) = KX , for some X ∈ g.
Since [g, g] = (z(g))⊥, there exists Y ∈ g such that g = [g, g] ⊕ KY . Clearly, [g, g] is a maximal ideal and KY is a
Lie subalgebra of g and hence, by [6, Theorem 2], if A = [g, g]/KX , then g must be the double extension of (A, T )
by means of the derivation δ ∈ Dera(A, T ) given by δ(N (Z)) = N ([Y, Z ]), for all Z ∈ [g, g], where N : [g, g] → A
stands for the canonical projection mapping.
Clearly A is a nilpotent Lie algebra since the derived ideal [g, g] of the solvable Lie algebra g is so. Let us prove
that A 6= {0}. Otherwise, we would have that [g, g] = z(g) and therefore g would be two-dimensional and nilpotent,
hence abelian. But this contradicts the assumption of g being local for it admits two different minimal ideals.
Now, in order to see that δ is invertible on the center of A, let us consider a ∈ [g, g] such that N (a) ∈ z(A).
If δ(N (a)) = 0, then [Y, a] ∈ KX = z(g) and hence B([Y, a], [g, g]) = {0}, since [g, g] = (z(g))⊥.
Besides, B([Y, a], Y ) = −B(a, [Y, Y ]) = 0, which leads us to B([Y, a], g) = {0}. This shows that [Y, a] = 0.
Since N (a) ∈ z(A), we get [a, [g, g]] ⊆ z(g). Hence B([a, [g, g]], [g, g]) = {0}. The invariance of B implies
B([a, [g, g]], Y ) = B([g, g], [a, Y ]) = {0} since [a, Y ] = 0. We may then derive that B([a, [g, g]], g) = {0}, and
consequently [a, [g, g]] = {0}. Therefore we have that a ∈ z(g), which shows that N (a) = 0. This obviously proves
that δ is invertible on z(A).
Reciprocally, supppose that (g, B) is a double extension of a quadratic nilpotent Lie algebra (A 6= {0}, T ) by means
of a derivation δ which is invertible on z(A). We have g = Ke∗ ⊕ A ⊕ Ke, where Ke is the one-dimensional Lie
algebra. Since g is the semidirect product of two solvable Lie algebras, g is also solvable and hence Soc(g) = z(g).
Let us prove that z(g) = Ke∗. From the definition of double extension one clearly obtains e∗ ∈ z(g). Now, take
X = αe∗ + a + λe ∈ z(g), where α, λ ∈ K and a ∈ A. For every b ∈ A one has
0 = [X, b]g = [a, b]A + T (δ(a), b)e∗ + λδ(b),
which clearly implies T (δ(a), b) = 0 and [a, b]A = −λδ(b). If we choose b 6= 0, b ∈ z(A), then λδ(b) = 0 and,
since δ is invertible on z(A), we obtain λ = 0. As a consequence, [a, b]A = 0 for all b ∈ A, and hence a ∈ z(A).
Moreover, since T (δ(a), b) = 0, holds for all b ∈ A, we get that δ(a) = 0, which implies, by the invertibility of δ on
z(A), that a = 0. Therefore X = αe∗ and, thus, z(g) = Ke∗. This proves that g is local.
(2) Let us now consider that g is a perfect local Lie algebra. From Proposition 3.2, its Levi factors should be simple.
This means that its radical R(g) is a maximal ideal of g. Thus, if s is a Levi factor of g, then, by [6, Theorem 2], g is
the double extension of A = R(g)/(R(g))⊥ by s by means of the representation ψ : s→ Dera(A, T ) given by:
ψ(X)(N (Y )) := N ([X, Y ]), ∀X ∈ s, Y ∈ R(g),
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where N : R(g)→ A is the canonical projection. Since g is perfect, we have that R(g) is nilpotent and, hence, so is
A.
Let us now see that (R(g))⊥ is the center z(R(g)) of R(g). Since B is invariant, we have that z(R(g)) ⊂ (R(g))⊥
holds because [g,R(g)] = R(g). Further, the invariance of B also gives
{0} = B((R(g))⊥,R(g)) = B((R(g))⊥, [g,R(g)]) = B([(R(g))⊥,R(g)], g),
which proves that [(R(g))⊥,R(g)] = {0}, and thus (R(g))⊥ ⊂ z(R(g)). Therefore we have A = R(g)/z(R(g)).
In order to prove that z(A)s vanishes, take Y ∈ R(g) such that N (Y ) ∈ z(A) and N ([X, Y ]) = 0 for all
X ∈ s. We get [Y,R(g)] ⊂ z(R(g)) and [Y, s] ⊂ z(R(g)), which leads us to [Y, g] ⊂ z(R(g)). Therefore,
B([Y,R(g)], g) = B(R(g), [Y, g]) = {0}, proving that Y ∈ z(R(g)) and hence N (Y ) = 0. Thus, we conclude
(z(A))s = {0}.
Reciprocally, suppose that (g, B) is a double extension of a nilpotent quadratic Lie algebra (A, T ) by a simple
Lie algebra s by means of a representation ψ : s → Dera(A, T ) satisfying (z(A))s = {0}. Then g = s∗ ⊕ A ⊕ s,
where s is a simple subalgebra of g and s∗ ⊕ A is a solvable ideal in g since it is a central extension of a nilpotent
Lie algebra. We then have that R(g) = s∗ ⊕ A and s is a Levi factor of g. Consider f ∈ s∗, a ∈ A, s ∈ s such that
X = f + a + s ∈ z(g). If s′ ∈ s, then
0 = [s′, X ] = − f ◦ adss′ + ψ(s′)(a)+ [s′, s]s.
This implies that f ◦ adss′ = 0, [s′, s]s = 0, ψ(s′)(a) = 0 hold for all s′ ∈ s. Therefore we get that f = 0 and
s = 0, because s is simple, and that a ∈ As. Now, for every a′ ∈ A we have 0 = [a′, X ] = [a′, a]A + φ(a′, a).
Here, φ(a′, a) ∈ s∗ is given by φ(a′, a)(s′) = B(ψ(s′)(a′), a) = −B(a′, ψ(s′)(a)), for all s′ ∈ s, which identically
vanishes since a ∈ As. As a result, we get that [a′, a]A = 0, for all a′ ∈ A and therefore a ∈ z(A)∩As = (z(A))s =
{0}. This means that z(g) = {0}, and g must be perfect. Further, Soc(g) = (R(g))⊥, is a minimal ideal since the Levi
factor s of g is simple and, hence, g is local. 
Remark 3.2. The results above show that, in order to study quadratic algebras whose quadratic dimension is 2, it
suffices to focus the attention on the two cases appearing in Theorem 3.1. This will be done in the next two sections.
It should be noticed that although every irreducible quadratic Lie algebra g such that dq(g) = 2 is a local Lie
algebra, the converse fails. Actually in the next sections will we give examples of both solvable and perfect local Lie
algebras whose quadratic dimension is greater than 2.
4. Solvable Lie algebras with quadratic dimension 2
We begin with the following result which gives a sufficient condition and let us prove that, in contrast with the case
dq(A) = 1, there exists a large number of solvable Lie algebras which satisfy this condition.
Proposition 4.1. Let (A, T ) be a quadratic Lie algebra and let δ ∈ Dera(A, T ) be an invertible derivation. Then the
double extension (g, B) of (A, T ) by means of δ has quadratic dimension equal to 2.
Proof. Let K be an invariant symmetric bilinear form on g = Ke∗⊕A⊕Ke and consider α = K (e, e), β = K (e, e∗).
For every x ∈ A we have K (e, x) = K (e, [e, δ−1x]) and hence, by the invariance of K , we get K (e, x) = 0.
Analogously, K (e∗, x) = K (e∗, [e, δ−1x]) = 0 since e∗ is central. Now, if x, y ∈ A are such that T (x, y) 6= 0 then
0 = K ([δ−1x, y], e∗) = K ([δ−1x, y]A, e∗)+ T (x, y)K (e∗, e∗) = T (x, y)K (e∗, e∗),
which shows that K (e∗, e∗) = 0. Further, for every x, y ∈ A, we have
K (x, y) = K (x, [e, δ−1y]) = K ([δ−1y, x], e) = T (x, y)K (e∗, e) = βT (x, y) = βB(x, y).
Therefore, if S is the bilinear form defined by S(e, e) = 1, S(Ke∗ ⊕ A, g) = 0, then an easy calculation shows that
K = αS + βB and, hence, dimF(g) = 2. 
Example. Wewill see that the class of solvable Lie algebras with quadratic dimension equal to 2 is a wide one. In fact,
one can always construct from an arbitrary Lie algebra g an infinity of quadratic Lie algebras admitting an invertible
antisymmetric derivation as follows:
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For each n ∈ N, n > 1, let us consider the non-unitary associative commutative algebra Pn = tK[t]/tnK[t]. The
vector space Gn = g⊗ Pn endowed with the bracket
[x ⊗ ¯t p, y ⊗ ¯tq ] = [x, y]g ⊗ t p+q ,
for all x, y ∈ g, p, q ∈ N \ {0}, is a nilpotent Lie algebra and the linear endomorphism D of Gn defined by
D(x ⊗ ¯t p) = p(x ⊗ ¯t p); x ∈ g, 1 ≤ p ≤ n − 1,
is an invertible derivation ofGn . Now, the vector spaceAn = Gn⊕ (Gn)∗ endowed with the bracket [X+ f, Y +g] =
[X, Y ]Gn − g ◦ adGn (X) + f ◦ adGn (Y ), for every X, Y ∈ Gn, f, g ∈ (Gn)∗, and with the bilinear form
T (X + f, Y + g) = f (Y ) + g(X); X, Y ∈ Gn, f, g ∈ (Gn)∗, is a quadratic Lie algebra. Actually, (An, T ) is
nothing but the double extension of the Lie algebra {0} by Gn or, with the terminology of [9], the trivial T ∗-extension
of Gn . Further, the linear endomorphism δ of An defined by δ(X + f ) = D(X) − f ◦ D, for X ∈ g, f ∈ g∗, is an
invertible antisymmetric derivation of (An, T ).
By Proposition 4.1, the double extension of (An, T ) by means of δ is a quadratic Lie algebra with quadratic
dimension equal to 2.
Remark 4.1. The condition of invertibility of the derivation δ which appears in Proposition 4.1 may be substituted by
the apparently nicer condition of invertibility on both [A,A] and z(A). In fact, both conditions are equivalent as may
be seen by considering U = [A,A] + z(A) in the following lemma:
Lemma 4.1. Let (V, B) be a vector space endowed with a non-degenerate symmetric bilinear form and let δ be a
B-antisymmetric endomorphism of V . Let U be a linear subspace of V which is stable by δ and U⊥ ⊂ U. If δ is
invertible on U then δ is invertible on the whole of V .
Proof. Since U⊥ is completely isotropic and B is non-degenerate, there exists a subspace W of V such that
V = U⊕W and such that B(w,U⊥) = {0},w ∈ W is only possible ifw = 0. Let us consider a vector v = u+w ∈ V
where u ∈ U, w ∈ W and suppose that δ(v) = 0. This clearly implies that δ(w) = −δ(u) ∈ U . Note that since δ
is antisymmetric and U is stable by δ, so is U⊥ and, therefore, δ(U⊥) = U⊥. Hence, for every a ∈ U⊥ one has
B(δ(a), w) = −B(a, δ(w)) = 0, which proves that w is orthogonal to U⊥ and thus must be zero. 
Notation. Let (A, T ) be a quadratic Lie algebra and δ ∈ Dera(A, T ). In the sequel, we will consider the linear
subspace of K×K×A× End(A):
E(A, T, δ) = {(α, λ,m, l) ∈ K×K× Ker(δ)× Cents(A, T ) : δl = lδ = αδ + adA(m)}.
Proposition 4.2. Let (g, B) be the double extension of a quadratic Lie algebra (A, T ) by means of a derivation δ and
suppose that z(g) = Ke∗.
(1) If (α, λ,m, l) ∈ E(A, T, δ), then the linear endomorphism D(α,λ,m,l) of g defined by:
D(α,λ,m,l)(e∗) = αe∗, D(α,λ,m,l)(e) = λe∗ + m + αe,
D(α,λ,m,l)(a) = l(a)+ T (m, a)e∗, ∀a ∈ A
is an element in Cents(g, B).
(2) The mapping Φ : E(A, T, δ) → Cents(g, B) given by Φ(α, λ,m, l) = D(α,λ,m,l), for every (α, λ,m, l) ∈
E(A, T, δ), is a vector space isomorphism.
(3) A necessary and sufficient condition for dq(g) = 2 is given by
E(A, T, δ) = {(α, λ, 0, αidA), α, λ ∈ K}.
Proof. The proof of (1) is a direct calcultaion. It is straightforward to see that the mapping Φ is linear and injective
and hence, in order to prove (2), it suffices to prove that Φ is also surjective. Let us then consider D ∈ Cents(g, B).
Clearly, D preserves both the center of g and the derived ideal [g, g] and, thus, since D is symmetric, there exist
α, λ ∈ K, m ∈ A and a linear T -symmetric mapping l : A→ A such that D(e∗) = αe∗, D(e) = λe∗ + m + αe and
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D(a) = l(a) + T (m, a)e∗, for all a ∈ A. Moreover, m ∈ Ker(δ) since 0 = D[e, e] = [De, e] = −δ(m). Hence, if
a ∈ A one has
δl(a) = [e, D(a)] = D[e, a] = lδ(a)− T (δ(m), a)e∗ = lδ(a),
which proves that lδ = δl. Now, for a, a′ ∈ A, the condition D[a, a′] = [D(a), a′] implies that l([a, a′]A) =
[l(a), a′]A and T ((adg(m)+αδ)(a), a′) = T (δl(a), a′), which obviously lead us to D = D(α,λ,m,l) with (α, λ,m, l) ∈
E(A, T, δ), completing the proof of (2). Finally, (3) follows as an immediate consequence of (2) and Lemma 2.1. 
Proposition 4.3. Let (A, T ) be a quadratic nilpotent Lie algebra and δ ∈ Dera(A, T ) invertible on z(A). Let us
consider A = K ⊕ C the Fitting decomposition of A with respect to δ and let n be a positive integer such that
K = Ker(δn) and C = δn(A).
It holds that K = C⊥, [K , K ] ⊂ K and [K ,C] ⊂ C. Moreover, if Θ : A→ K denotes the projection of A on K
defined by Θ(k + c) = k, for all k ∈ K , c ∈ C, then Θ([C,C]) = K.
Proof. Clearly δ(K ) ⊂ K , δ(C) ⊂ C and, since δ is skew-symmetric with respect to T , we have that K = C⊥.
Moreover, [K , K ] ⊂ K since for all x, y ∈ K one has:
δ2n[x, y] =
2n∑
k=0
(
2n
k
)
[δkx, δ2n−k y] = 0,
which shows that [x, y] ∈ Ker(δ2n) = Ker(δn). Hence, [K ,C] ⊂ C because T is invariant and K = C⊥.
Next, let us consider I = Θ([C,C]) and show that I is an ideal of K . Let us take k ∈ K and x, y ∈ C . If [x, y] =
k′ + c′ with (k′, c′) ∈ K × C , then Θ([x, y]) = [x, y] − c′. Consequently, [k,Θ([x, y])] = [k, [x, y]] − [k, c′] =
[x, [k, y]] + [y, [x, k]] + [c′, k]. Since [K ,C] ⊂ C , one obtains that [k,Θ([x, y])] = Θ([x, [k, y]] + [y, [x, k]]) ∈ I
and hence I is an ideal in K .
We now set J = I⊥∩K , where I⊥ is the orthogonal of I with respect to T . Since T is invariant, we get that J is an
ideal of K . Further, T ([J,C],C) = T (J, [C,C]) = T (J, I ) = {0} since T (K ,C) = {0} and therefore [J,C] = {0}
because [K ,C] ⊂ C and T|C×C is non-degenerate. Thus, J is an ideal of A. If J 6= {0}, then J ∩ z(A) 6= {0}, which
is in contradiction with the invertibility of δ on z(A). Therefore J = {0} and hence K = I = Θ([C,C]). 
The following corollary follows at once.
Corollary 4.1. Let (A, T ) be a quadratic nilpotent Lie algebra and δ ∈ Dera(A, T ) invertible on z(A). Let
A = K ⊕ C be the Fitting decomposition of A with respect to δ and let n be an integer such that K = Ker(δn)
and C = δn(A). The derivation δ is invertible on A if and only if C is a Lie subalgebra of A.
If V is a subspace of a Lie algebra A, then we will denote by CA(V ) its centraliser, this is to say: CA(V ) = {x ∈
A : [x, v] = 0 for all v ∈ V }.
We recall the following well-known result whose proof is straightforward.
Lemma 4.2. If (A, T ) is a quadratic Lie algebra, then CA([A,A]) = [A, [A,A]]⊥ = z2(A), where z2(A) = {x ∈
A : [x,A] ⊂ z(A)}.
As a consequence, for every δ ∈ Dera(A, T ) one has δ(CA([A,A])) ⊂ CA([A,A]).
Theorem 4.1. Let (g, B) be the double extension of a quadratic nilpotent Lie algebra (A, T ) by means of a derivation
δ. If dimF(g) = 2 then δ must be invertible on CA([A,A]).
Proof. Let A = K ⊕ C be the Fitting decomposition of A with K = Ker(δn) and C = δn(A). Suppose that δ is not
invertible on CA([A,A]) and take m ∈ CA([A,A]) ∩ Ker(δ). Clearly m ∈ z(K ) since CA([A,A]) ⊂ CA(K ). Let
l : A→ A be the linear mapping defined by
l(k + c) = [m, δn−1(a)], k ∈ K , c = δna ∈ δ(A).
The map l is well-defined because if c = δna = δna′ then one has (a − a′) ∈ K , hence δn−1(a − a′) ∈ K , and since
m ∈ z(K ) we get that [m, δn−1(a − a′)] = 0. Now, since K and C are stable by δ, for every k ∈ K and c = δna ∈ C
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we have:
lδ(k + c) = l(δ(k)+ δ(c)) = l(δn+1(a)) = [m, δna] = [m, c] = [m, k + c]
δl(k + c) = δ[m, δn−1(a)] = [δ(m), δn−1(a)] + [m, δn(a)] = [m, δn(a)] = [m, k + c],
which show that lδ = δl = adA(m). Further, l is T -symmetric since one verifies that δ(m) = 0 implies
T (l(k + dna), k′ + δna′) = T ([m, δn−1(a)], δna′) = −T (δ[m, δn−1a], δn−1(a′))
= T (k + δna, l(k + δna′)).
Next, we will prove that l[x, y] = [lx, y] = 0 for all x, y ∈ A. Since l is symmetric with respect to T it suffices to
show that [lx, y] = 0 for all x, y ∈ A. Thus, suppose that x = k + c where k ∈ K , c = δna ∈ C and y, z ∈ A then
we have
T ([lx, y], z) = T (lx, [y, z]) = T ([m, δn−1a], [y, z]) = T (m, [δn−1a, [y, z]]) = 0
and, hence, [lx, y] = 0.
We have then found m ∈ Ker(δ),m 6= 0 and l ∈ Cents(A, T ) such that (0, 0,m, l) ∈ E(A, T, δ). According to
Proposition 4.2, dq(A) ≥ 3, a contradiction. 
Remark 4.2. It is easy to see that an analogous result may be proved considering the (apparently) less restrictive
condition of δ being invertible on CA(δn−1([A,A])) instead of on CA([A,A]). The following proposition shows that
both conditions are equivalent.
Proposition 4.4. Let (g, B) be the double extension of a quadratic nilpotent Lie algebra (A, T ) by means of a
derivation δ. Let A = K ⊕ C be the Fitting decomposition of A with respect to δ and let n be a positive integer
such that K = Ker(δn) and C = δn(A).
The map δ is invertible on CA(δn−1([A,A])) if and only if it is invertible on CA([A,A]).
Proof. If δ is invertible on CA(δn−1([A,A])) then it is obviously invertible on CA([A,A]) since the derivation δ
preserves [A,A] and hence CA([A,A]) ⊆ CA(δn−1([A,A])).
Conversely, let us suppose that δ is not invertible on CA(δn−1([A,A])) and, therefore, consider m ∈
CA(δn−1([A,A])) ∩ Ker(δ). For every k ∈ K and x, y ∈ C , there exist x ′, y′ ∈ C such that δn(a) = x, δn(a′) = y.
Therefore,
T ([m, k],Θ[δn(a), δn(a′)]) = T ([m, k], [δn(a), δn(a′)]) = −T (k, [m, [δn(a), δn(a′)]])
= T (k, [δn(a), [δn(a′),m]])+ T (k, [δn(a′), [m, δn(a)]])
= (−1)nT ([δn([δn(a), k]),m], a′)+ (−1)nT ([δn([k, δn(a′)]),m], a) = 0,
since δ[A,A] ⊂ [A,A] and m ∈ CA(δn−1([A,A])). The facts that K = Θ([C,C]) and that T|K×K is non-degenerate
lead us to [m, k] = 0. Hence m ∈ z(K ) and, in particular, m ∈ z(Ker(δ)). Now, m ∈ CA(δn−1([A,A])) ∩ Ker(δ)
implies that δn−1([m, [x, y]]) = [m, δn−1([x, y])] = 0, for every x, y ∈ A. This proves that [m, [x, y]] ∈
Ker(δn) = K . On the other hand, if x, y ∈ A and [x, y] = k + c where k ∈ K and c ∈ C , we get from
m ∈ z(K ) that [m, [x, y]] = [m, c] ∈ [K ,C] ⊂ C . Therefore, [m, [x, y]] ∈ K ∩ C = {0}, which proves that
m ∈ CA([A,A]) ∩ Ker(δ). 
Theorem 4.1 suggests that the sufficient condition δ invertible on A given in Proposition 4.1 is not necessary.
Actually, it is not: the following examples prove the existence of solvable quadratic Lie algebras (g, B)with dq(g) = 2
and where (g, B) is the double extension of a quadratic nilpotent Lie algebra (A, T ) by means of a derivation
δ ∈ Dera(A, T ) which is not invertible on the whole of A.
Example. Let us consider a positive integer n ≥ 6 and let Ln be the Lie algebra spanned by a basis {xi , 1 ≤ i ≤ n}
with the following non-trivial brackets:
[x1, xi ] = xi+1, 2 ≤ i ≤ n − 1.
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LetA = T ∗0 (Ln) be the trivial T ∗-extension ofL [9] and T the invariant scalar product ofA given by T (x+ f, y+g) =
f (y) + g(x), for x, y ∈ L, f, g ∈ L∗. If { fi , 1 ≤ i ≥ n} stands for the dual basis of {xi , 1 ≤ i ≥ n}, then one can
easily check that the linear endomorphism δ of A given by:
δ(x1) = x1, δ( f1) = − f1, δ(xi ) = (i − (n − 2))xi , (i ≥ 2),
δ( fi ) = ((n − 2)− i) fi , (i ≥ 2),
is an antisymmetric derivation of (A, T ).
A rather long calculation shows that if α ∈ K, m ∈ Ker(δ) and l ∈ Cents(A, T ) satisfy δl = lδ = αδ + adg(m),
then one has m = 0 and l = αidA so that conditions of Proposition 4.2 are fulfilled and, therefore, the double
extension (g, B) of (A, T ) by means of δ satisfies dimF(g) = 2. 
Although, as we have seen, the derivation δ need not, in general, be invertible on the whole Lie algebra A, there
are some cases in which it is. Obviously, from Theorem 4.1, this is the case when A is 3-step nilpotent. However,
applying Lemma 4.1 to the subspace U = z2(A) let us obtain the following more general result:
Corollary 4.2. Let (g, B) be the double extension of a quadratic nilpotent Lie algebra (A, T ) by means of a derivation
δ. If A is 4-step nilpotent, then dq(g) = 2 if and only if δ is invertible.
We will finish this section showing that there exist local solvable quadratic Lie algebras whose quadratic dimension
is larger than 2. By Theorem 4.1 and Proposition 3.2 it suffices to find a quadratic nilpotent Lie agebra (A, T ) and a
derivation δ ∈ Dera(A, T ) invertible on z(A) but not on CA([A,A]). We have the following:
Example. Let A be the linear span of eight vectors {xi , fi : 1 ≤ i ≤ 4} endowed with the Lie algebra structure given
by the following non-trivial brackets
[x1, xi ] = xi+1, 2 ≤ i ≤ 3,
[x1, fi ] = − fi−1, 3 ≤ i ≤ 4,
[xi , fi+1] = f1, 2 ≤ i ≤ 3
and let T be the bilinear form on A defined by T (xi , x j ) = T ( fi , f j ) = 0 for all i, j , T (xi , f j ) = 0 for i 6= j and
T (xi , fi ) = 1 for every i ≤ 4. The pair (A, T ) is a nilpotent quadratic Lie algebra. It should be noticed that, actually,
it is the algebra constructed as in the example below but for n = 4. The linear endomorphism δ of A defined by
δ(x1) = x1, δ(x2) = −x2, δ(x3) = 0, δ(x4) = x4,
δ( f1) = − f1, δ( f2) = f2, δ( f3) = 0, δ( f4) = − f4,
results in an antisymmetric derivation of (A, T ). Since z(A) is spanned by {x4, f1}, it is clear that δ is invertible on
z(A). However, x3, f3 ∈ z2(A) ∩ Ker(δ).
Thus, the double extension g of (A, T ) by means of δ is clearly local but dq(g) ≥ 3.
5. Perfect Lie algebras with quadratic dimension equal to 2
Since every local Lie algebra is either solvable or perfect, we next study those perfect Lie algebras whose quadratic
dimension is 2. Recall that, according to Theorem 3.1 such a Lie algebra must be a double extension of a quadratic
nilpotent Lie algebra by a simple Lie algebra.
In the sequel, ifM,A are two s-modules, then we will denote by Homs(M,A) the linear space of morphisms of
s-modules fromM to A.
We begin with the following result which, with Lemma 2.1, characterizes all the scalar invariant products on a
double extension of a (non necessarily nilpotent) quadratic Lie algebra (A, T ) by a simple Lie algebra.
Theorem 5.1. Let (A, T ) be a quadratic Lie algebra and s a simple Lie algebra and suppose that there exists a
representation ψ : s → Dera(A, T ). Let (g, B) be the double extension g = s∗ ⊕A⊕ s of (A, T ) by s by means of
ψ and let us consider the linear subspace of E = K×K× Homs(s,A)× Cents(A, T ) given by
E(A, T, s, ψ) = {(α, λ, F, l) ∈ E : l ◦ ψ(x) = ψ(x) ◦ l = αψ(x)+ adAF(x),∀x ∈ s}.
The following hold:
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(1) If (α, λ, F, l) ∈ E(A, T, s, ψ), then the linear endomorphism D(α,λ,F,l) of g given by:
D(α,λ,F,l)( f ) = α f, ∀ f ∈ s∗; D(α,λ,F,l)(a) = T (a, F(.))+ l(a), ∀a ∈ A;
D(α,λ,F,l)(x) = λK(x, .)+ F(x)+ αx, ∀x ∈ s,
where K denotes the Killing form of g, is an element in Cents(g, B).
(2) The mapping Φ : E(A, T, s, ψ)→ Cents(g, B) given by Φ(α, λ, F, l) = D(α,λ,F,l) is an isomorphism of vector
spaces.
(3) A necessary and sufficient condition for dq(g) = 2 is given by
E(A, T, s, ψ) = {(α, λ, 0, αidA), α, λ ∈ K}.
Proof. The proof of (1) is a rather long but direct calculation. It is easy to prove that Φ is linear and injective. Hence,
in order to prove (2) it suffices to see that Φ is onto.
Let us then consider D ∈ Cents(g, B). Since [s, s∗] = s∗, and s∗ is an ideal in gwe get that D(s∗) = [D(s), s∗]g ⊆
s∗. Hence, if pi denotes the coadjoint representation of s, then
D(pi(x) f ) = D([x, f ]g) = [x, D( f )]g = pi(x)(D( f )),
for all (x, f ) ∈ s × s∗. This proves that D|s∗ : s∗ → s∗ is a morphism of s-modules. Therefore, since s∗ is a simple
s-module, there exists α ∈ K such that D|s∗ = αids∗ .
For every x ∈ s, let us decompose D(x) as D(x) = E(x)+ F(x)+G(x), where E(x) ∈ s∗, F(x) ∈ A,G(x) ∈ s.
If y ∈ s, then D([x, y]) = [x, D(y)] clearly implies G([x, y]s) = [x,G(y)]s, F([x, y]g) = [x, F(y)]g and
E([x, y]g) = [x, E(y)]g. Thus, G : s → s, F : s → A and E : s → s∗ are morphisms of s-modules. Since s
is a simple s-module, then there exists β ∈ K such that G = βids. Now, as we have that B(s, s∗) 6= {0}, there exists
(x, f ) ∈ s × s∗ such that B(x, f ) 6= 0. Hence, βB(x, f ) = B(D(x), f ) = B(x, D( f )) = αB(x, f ), and, then
we obtain that α = β. Moreover, if we denote by K the Killing form of s, then the mapping ∆ : s → s∗ given by
∆(x) = K(x, .), for every x ∈ s, is an isomophism of s-modules. This implies that ∆−1 ◦ E : s → s is a morphism
of s-modules, and hence there exists λ ∈ K such that ∆−1 ◦ E = λids. Therefore, E = λ∆.
Now, for a ∈ A we have D(a) = m(a) + l(a) + n(a), where m(a) ∈ s∗, l(a) ∈ A, n(a) ∈ s. The
fact that B(D(a), f ) = B(a, D( f )) holds for every f ∈ s∗, leads us to n(a) = 0. Therefore, if we choose
a ∈ A and x ∈ s, the symmetry of D with respect to B implies that T (F(x), a) = B(x,m(a)) = m(a)(x) or,
equivalently, m(a) = T (a, F(.)), for every a ∈ A. Further, from [D(a), x] = [a, D(x)] = D[a, x], we obtain that
l([a, x]) = [l(a), x] = α[a, x] + [a, F(x)]A and [m(a), x] = φ(a, F(x)), which lead us to l ◦ ψ(x) = ψ(x) ◦ l =
αψ(x)+ adAF(x).
The condition D([a, b]g) = [D(a), b]g for a, b ∈ A implies l([a, b]A) = [l(a), b]A and the equality
B(D(a), b) = B(a, D(b)), shows that T (l(a), b) = T (a, l(b)). Therefore l ∈ Cents(A, T ). We conclude that
D = Φ(α, λ, F, l) = D(α,λ,F,l), which proves that Φ is surjective as claimed.
Finally, the proof of (3) is a straightforward consequence of (2) and Lemma 2.1. 
Theorem 5.1 lets us give some sufficient conditions which assure a quadratic dimension equal to 2 for perfect Lie
algebras. Recall that such Lie algebras are local and therefore must be as shown in Theorem 3.1.
Corollary 5.1. Let (g, B) be a double extension of a nilpotent quadratic Lie algebra (A, T ) by a simple Lie algebra
s by means of a representation ψ : s→ Dera(A, T ).
If the s-module A does not admit a s-submodule isomorphic to s and As = {0}, then dq(g) = 2.
Proof. Consider (α, λ, F, l) ∈ E(A, T, s, ψ). Since A does not admit a s-submodule isomorphic to s and s is
simple, we have that Homs(s,A) = {0}. Hence, F = 0. Let ψ(s)(A) be the linear subspace of A spanned by
{ψ(x)(a) : (x, a) ∈ s × A}. Clearly, ψ(s)(A) is a s-submodule of A and ψ(s)(A) = [s,A]g. Now, from As = {0}
one immediately obtains ψ(s)(A) = [s,A]g = A because A is a semisimple s-module. Hence, l = αidA since
l ◦ ψ(x) = αψ(x) holds for all x ∈ s. Thus, E(A, T, s, ψ) = {(α, λ, 0, αidA), α, λ ∈ K}, which, according to
Theorem 5.1, implies dq(g) = 2. 
Example. The following examples show that the class of quadratic perfect Lie algebras with quadratic dimension
equal to 2 is non-empty and that several constructions may give rise to one of them.
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1. If s is a simple Lie algebra then, by Corollary 5.1, the double extension g = s⊕ s∗ of {0} by s by means of ψ = 0
has quadratic dimension equal to 2.
2. Let us consider s = sl(2) and A a non-trivial irreducible sl(2)-module such that dim(A) = 2k + 1 for some
k ≥ 2. Since A is isomorphic to the dual sl(2)-module A∗, there exists a non-degenerate symmetric bilinear form
T : A×A→ K which is also sl(2)-invariant, this is to say, T (x .a, a′) = −T (a, x .a′), for all x ∈ sl(2), a, a′ ∈ A.
Let us endow A with an abelian Lie structure and let ψ : sl(2)→ gl(A) be the representation of sl(2) associated
to the sl(2)-module structure in A. Now, if g is the double extension of (A, T ) by sl(2) by means of ψ then, by
Corollary 5.1, dq(g) = 2.
Further, if A is a sl(2)-module such that every irreducible sl(2)-submodule of A is nontrivial and has odd
dimension greater than 4, then,A admits a bilinear form T which is symmetric, non-degenerate and sl(2)-invariant.
Corollary 5.1 implies that the double extension of the quadratic commutative Lie algebra (A, T ) by sl(2) by means
of the representation ψ : sl(2) → gl(A) associated to the sl(2)-module structure in A has quadratic dimension
equal to 2.
3. In [2], it has been constructed a family of quadratic algebras (g, B) which are perfect and complete (i.e. which
also satisfy ad(g) = Der(g)). Such algebras are double extensions by s = sl(2) of non-commutative nilpotent
Lie algebras (A, T ) such that the sl(2)-module A does not admit a sl(2)-submodule isomorphic to s and Asl(2)
vanishes. Again by Corollary 5.1, its quadratic dimension must be equal to 2.
Remark 5.1. This last example gives to rise the question of whether every quadratic perfect and complete Lie algebra
has quadratic dimension equal to 2. Note that, according to a result in [17], if g is a Lie algebra such that [g, g] 6= g and
z(g) 6= {0}, then Der(g) 6= ad(g). Therefore, for a quadratic Lie algebra g there is an equivalence between being both
perfect and complete and satisfying the condition ad(g) = Der(g). Hence, it would be interesting to know whether
this last condition necessarily implies dq(g) = 2 or not. It should be noticed that the converse clearly fails since the
quadratic perfect Lie algebras given in the first example are not complete but have quadratic dimension 2.
We have shown in Section 4 the existence of solvable local quadratic Lie algebras whose quadratic dimension is
greater than 2. We will now see that this also happens in the non-solvable case. We begin with the following:
Proposition 5.1. Let (g, B) be a double extension of a nilpotent quadratic Lie algebra (A, T ) by a simple Lie algebra
s by means of a representation ψ : s→ Dera(A, T ) satisfying (z(A))s = {0}.
If dq(g) = 2, then the s-module z(A) does not admit a s-submodule isomorphic to the adjoint s-module s.
Proof. Suppose that there exists a s-submodule z1 of z(A) which is isomorphic as s-module to s, and let R : s → z1
denote the isomorphism between them. It is clear that if i : z1 → A stands for the canonical inclusion then the
map F = i ◦ R is a non-zero morphism of s-modules. Since F(x) ∈ z(A) for all s ∈ s, it is easy to see that
(0, 0, F, 0) ∈ E(A, T, s, ψ) and thus, according to Theorem 5.1, dq(g) ≥ 3. 
Remark 5.2. Actually, one easily verifies that, under the assumption that (g, B) is a double extension of a nilpotent
quadratic Lie algebra (A, T ) by a simple Lie algebra s, if z(A) = ⊕kj=1 z j⊕V is a decomposition in which each z j is a
s-submodule ofA isomorphic to the adjoint s-module s, then {(α, λ, i j ◦R j , αidA) : j ∈ {1, . . . , k}, (α, λ) ∈ K×K},
where i j and R j denote, respectively, the inclusion mapping of z j inA and the isomorphism from s to z j , is contained
in E(A, T, s, ψ). Thus, in this case we have that dq(g) ≥ k + 2.
Example. We now give some examples of local quadratic Lie algebras which admit more that 2 independent scalar
products.
1. Let s be a simple Lie algebra and n ∈ N, n ≥ 1. Let us consider a s-module A = ⊕ni=1Ai where eachAi , 1 ≤ i ≤ n, is a s-submodule of A isomorphic to the adjoint s-module s. Let us endow A with the bilinear
symmetric form T defined by
T|Ai×Ai = K, T|Ai×A j = 0, ∀i 6= j ∈ {1, . . . , n}
whereK stands for the Killing form in s. If we consider onA an abelian Lie structure, we obviously get that (A, T )
is a quadratic Lie algebra. Let us consider the representation ψ : s → gl(A) of s associated with the s-module
A. Clearly, ψ(s) ⊆ Dera(A, T ). Since As = {0}, Theorem 3.1 shows that the double extension g = s ⊕ A ⊕ s∗
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of (A, T ) by s by means of ψ is a perfect local quadratic Lie algebra. However, according to the remark above,
dq(g) ≥ n + 2. 
2. In [5, Proposition 2.2] we gave a family of quadratic Lie algebras. Such algebras are local Lie algebras with
quadratic dimension larger than 2 for which the corresponding nilpotent Lie algebras A are not commutative.
6. Real Lie algebras with quadratic dimension equal to 2
In this section, we will consider K = R, the field of real numbers, and will focus our attention on those aspects of
the results in the previous sections which differ from the algebraically closed case.
First, it is interesting to point out that if g is a real Lie algebra and gC denotes it extension to the field C of complex
numbers then dimR F(g) = dimC F(gC). It was proved in [5] that a real Lie algebra g satisfies dq(g) = 1 if and only
if g is either one-dimensional or a simple Lie algebra such that gC is also simple. Moreover, if g is simple but gC is
not, then dq(g) = 2. In the sequel, we will say that a simple real Lie algebra is absolutely simple if its complexification
is a simple Lie algebra.
One has the following proposition whose proof is similar to that of Theorem 2.1 in [8]:
Proposition 6.1. Let (g, B) be a quadratic real Lie algebra. Let us denote by p(g) the dimension of its center z(g)
and by s1(g), s2(g) respectively the number of absolutely simple ideals and the number of simple ideals which are not
absolutely simple of a Levi factor.
(1) If g is reductive then dq(g) = s1(g)+ 2s2(g)+ p(g)(1+ p(g))/2.
(2) If g is not reductive then dq(g) ≥ 1+ s1(g)+ 2s2(g)+ p(g)(1+ p(g))/2.
Therefore, instead of Proposition 3.1, in the real case one has:
Proposition 6.2. Let (g, B) be a quadratic Lie algebra over R such that dq(g) = 2. Then, g is reductive if and only
if g is either the direct sum of two absolutely simple ideals or it is the direct sum of an absolutely simple ideal and a
one-dimensional ideal or else g is a simple Lie algebra whose complexification is not simple.
It is remarkable that for real Lie algebras the fact of being a reductive quadratic Lie algebra with dq(g) = 2 does
not imply that it is reducible as occurs in the complex case.
The remaining results of Section 3 as well as all those on solvable Lie algebras given in Section 4 are also valid for
any commutative field K of characteristic zero. In the case of perfect Lie algebras studied in Section 5, one has to be
aware of the following fact:
Lemma 6.1. Let (g, B) be a non-reductive real quadratic perfect Lie agebra. If dq(g) = 2 then g is the double
extension of a nilpotent quadratic Lie algebra (A, T ) by an absolutely simple Lie algebra s by a representation
ψ : s→ Der(A, T ) such that z(A)s = {0}.
Let us remark that if in Theorem 5.1 we replace simple Lie algebra by absolutely simple Lie algebra then the
theorem remains valid. In fact, we have only used that K is algebraically closed in the proof of D|s∗ = αids∗ ,
G = βids and ∆−1 ◦ E = λids. Nevertheless, these three equalities follow at once from the following fact:
Let s be an absolutely simple real Lie algebra and let M be a s-module such that M ⊗ C is a (s ⊗ C)-module
simple. If ϕ ∈ Homs(M,M) then ϕ ⊗ idC ∈ Hom(s⊗C)(M ⊗ C,M ⊗ C). By the Schur Lemma one has that there
exist α, β ∈ R such that ϕ ⊗ idC = (α + iβ)idM⊗C and, hence ϕ(x) ⊗ 1 = αx ⊗ 1 + x ⊗ iβ. This clearly implies
that β = 0 and therefore ϕ = αidM .
As a consequence, Corollary 5.1 and Proposition 5.1 are also valid by changing simple Lie algebra to absolutely
simple Lie algebra. We summarize these three results in the real case in the following proposition:
Proposition 6.3. Let (g, B) be a double extension of a nilpotent quadratic real Lie algebra (A, T ) by an absolutely
simple Lie algebra s via a representation ψ : s→ Dera(A, T ).
(1) The condition E(A, T, s, ψ) = {(α, λ, 0, αidA), α, λ ∈ R} is necessary and sufficient for dq(g) = 2.
(2) If the s-module A does not admit a s-submodule isomorphic to s and As = {0}, then dq(g) = 2.
(3) If dq(g) = 2, then the s-module z(A) does not admit a s-submodule isomorphic to the adjoint s-module s.
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