Full-waveform laser scanning extends the information content of "conventional" laser scanning by storing the temporal profile of both the emitted laser pulse and its echoes. This allows for calculating radiometric quantities in addition to the geometric data. This radiometric information needs to be calibrated in order to enable comparison among flight strips of the same laser scanner campaign and/or different campaigns. Radiometric calibration is aimed at the determination of a calibration constant which contains the parameters of the emitted laser pulse (besides others). All of these parameters are normally treated as constants. In this paper, the sensitivity of the calibration constant to variations of the emitted laser pulse is analysed theoretically by deriving it according to the error propagation law, followed by an empirical analysis carried out on the example of two airborne full-waveform laser scanning campaigns. Both were operated with the same instrument and over the same area on two different dates.
INTRODUCTION
Airborne laser scanning (ALS) has become a standard technique for the acquisition of three-dimensional topographic data during the last 15 years. Besides geometric data, i.e. the point cloud, current instruments record also radiometric information. This might be an integer number, commonly referred to as intensity, stored as additional attribute of the single points. Moreover, a sampled copy of the temporal shape of the emitted laser pulse and of its echoes can be recorded. This is referred to as full-waveform laser scanning ).
Radiometric data needs to be calibrated if its information content is to be compared among flight strips of different altitude or flight campaigns carried out at different dates and/or with different instruments (Höfle and Pfeifer, 2007) . The physical basis for the calibration is the radar equation (Jelalian, 1992) , the sought quantity is the calibration constant. Its calculation is presented in detail in Section 2.
This study focuses on quantifying the uncertainty of the calibration constant caused by variations of the emitted laser pulse. The corresponding derivations are presented in Section 3. The subsequent section contains an empirical analysis w.r.t. to these variations carried out on behalf of multi-temporal data sets. These data were acquired over the same area in 2004 and 2005 . The results are presented in Section 5 and the conclusions are given in Section 6.
THEORY

Radar Equation and Backscatter Cross-Section
The relation of the transmitted laser power Pt(t) and the detected power of its echo P d (t) is given by the radar equation (Jelalian, * Corresponding author.
1992):
with βt denoting the beamwidth of the transmitted signal, R the range from the sensor to the target, t the travel time, vg the group velocity of the laser ray, σ the effective backscatter cross-section (in m 2 ), Dr the aperture diameter, ηATM the atmospheric transmission factor, and ηSYS the system transmission factor. The backscatter cross-section is a product of the target area ( dA[m 2 ]), the target reflectivity ( [ ]) , and the factor 4π/Ω describing the scattering angle of the target (Ω[sr] ) in relation to an isotropic scatterer (Jelalian, 1992) :
is digitized in intervals of normally 1 ns ). Since the range resolution is limited by the digitization interval and the width of the emitted laser pulse, typically scatterers closer than 0.5 m to each other can therefore not be separated. This results in the aggregation of such scatterers, giving the radar equation the following form (Wagner et al., 2006) :
with σ i (t) := ∂σi/∂t as the differential backscatter cross-section and ⊗ as the convolution operator.
In fact, not P d (t) is recorded but its convolution with the impulse response of the receiver Γ(t):
The first two factors on the right-hand side form the system waveform S(t) := Pt(t) ⊗ Γ(t). In the scanner, a damped copy of the emitted waveform is sent directly to the receiver so that a waveform proportional to S(t) is recorded. Thus, it is possible to base our calculations on the recorded waveforms Pr(t) and S(t) instead of the (unknown) quantities P d (t) and Pt(t), resp.
Extracting the differential backscatter cross-section σ i (t) for given Pr(t) and S(t) implies deconvolution. Several approaches for solving this task in full-waveform laser scanning have been developed, e.g.:
• Gaussian Decomposition (Hofton et al., 2000; Wagner et al., 2006) solves the deconvolution implicitly: Both S(t) and Pr(t) are modeled with Gaussian functions. Since the convolution of two Gaussians again gives a Gaussian, the derivation of σ i (t) is straightforward.
• The algorithm presented in (Jutzi and Stilla, 2006) comprises the transformation of the emitted pulse and the received waveform to the frequency domain. Thus, the differential backscatter cross-section is retrieved as the result of division of the spectrum of the received waveform by the spectrum of the emitted pulse. In this approach, a Wiener Filter is applied for noise reduction in the frequency domain.
• The EM (expectation-maximization) approach presented in (Parrish and Nowak, 2009) attempts to model σi(t) as a chain of discrete spikes in time domain. The focus of this approach lies on extracting of the correct number of echoes and their exact positions rather than gaining radiometric information.
• Deconvolution based on uniform B-splines (Roncat et al., 2011 ) models S(t) and Pr(t) as uniform B-spline curves of different degrees. By exploiting the convolution properties of this kind of functions, deconvolution can be performed in a linear approach.
In the subsequent text, we will follow the terminology of Gaussian Decomposition. However, the results are not limited to this approach.
Calibration Constant
As mentioned before, S(t) and Pr(t) are both modeled as Gaussian functions:
The parametersŜ andPi denote the peak amplitudes of the system waveform and the echo waveform, resp., whereas ss and sp,i are the corresponding widths of the respective Gaussian functions, expressed as standard deviations. The energy of the system waveform, ES, is simply
Separating the parameters of the reflecting surface from the other parameters ofPi leads to the introduction of the calibration constant CCAL (Wagner et al., 2006; Briese et al., 2008) :
with
CCAL can be calculated using naturally available (Briese et al., 2008; Lehner and Briese, 2010) or artificial reference targets (Kaasalainen et al., 2009 ) with known reflectivity. Its determination enables to derive σ as radiometric quantity of the single scatterer independent of the parameters of the emitted laser pulse. However, σ is influenced by the incidence angle ϑ of the laser beam to the scattering surface and the effective illuminated area A of this scatterer. Thus, it is preferable to use the backscattering coefficient γ instead of σ (Wagner, 2010) :
Since A cos ϑ is the orthogonal projection of A in the direction of the laser beam, γ can be determined without regarding the local surface normal of the scatterer.
The parameters of the transmitted laser pulse are normally regarded as unknown (or known up to a constant factor since S(t) is stored in a damped version) but constant quantities. This is also reflected in standards such as the ASPRS LAS 1.3 (LASer File Format Exchange, (ASPRS, 2011)) and the Riegl SDC file format (Riegl, 2011) . Both do not represent the transmitted laser pulse. However, there has been empirical evidence that the transmitted laser pulse cannot be regarded as "constant enough" for proper radiometric calibration (cf. (Mallet, 2011; Bretar et al., 2009) ). In (Wagner, 2010) , a different version of the calibration constant is therefore formulated, withoutŜ in the denominator:
ERROR PROPAGATION DUE TO LASER PULSE VARIATIONS
The observation of S(t) and the determination ofŜ (up to a constant factor) and ss allow us to study the influence of their variations on CCAL.
For this analysis, we first write the partial derivatives of CCAL w.r.t.Ŝ and ss:
Following the law of error propagation, this yields for the variance ς 2 C CAL (Mikhail, 1976) 1 : the variances ofŜ and ss, resp. Reordering Equation (11) gives
The relative deviation of CCAL is therefore given by
When assuming positive correlation betweenŜ and ss (empirically justified by the data sets investigated in this study, see Section 5), a lower bound of the relative deviation of CCAL is found by neglecting correlation (ρ = 0):
s 2 s Figure 1 shows the relation of these three relative deviations for different levels of correlation. 
DATA SETS
Empirical analysis was carried out on the example of two fullwaveform ALS campaigns. The campaigns took place over the Schönbrunn area in Vienna, Austria on August 20, 2004 and May 4, 2005, resp . Both were operated with a Riegl LMS-Q560 instrument (Riegl, 2011) . The first campaign consisted of eleven flight strips with 1.9 million to 2.9 million laser pulses per flight strip and 26.4 million laser pulses in total. The scanner was operated at a pulse repetition rate of 50 kHz.
The second campaign contained thirteen flight strips with 3.6 million to 5.0 million laser pulses per flight strip, resulting in approx. 53.1 million laser pulses all together. The pulse repetition rate was 100 kHz. The scan layout of both campaigns is shown in Figure 2 . The scan layouts of the two campaigns were nearly equivalent with the exception of the different pulse repetition rate and the two additional strips of the 2005 campaign (strips 2 and 14). The two campaigns form therefore an ideal test data set for investigating the validity of the calibration constant among different flight strips and different scanning campaigns regarding the variation of the emitted laser pulses.
RESULTS
For each recorded system waveform, its amplitudeŜ and width ss were calculated using the Gaussian Decomposition algorithm suggested in (Wagner et al., 2006) . We based our analysis on histograms and other statistics (minimum, maximum, mean, standard deviation and relative standard deviation), calculated per flight strip forŜ and ss.
The 2004 campaign showed very similar distributions ofŜ (given in Table 1 and Figure 3 ) with slightly different mean values per strip but very similar shapes. Only the flight strips 10 and 11 showed a noticeably higher skewness. The distributions of ss per flight strip were practically identical (see Table 2 and Figure 4) . The high similarity of the distributions of bothŜ and ss in the 2004 campaign was not present in the other campaign. Especially the amplitudes showed a much higher variation which might be due to the higher pulse repetition rate. The mean values per flight strip ranged from 158.8 to 222.7 whereas the average value in the 2004 campaign was 225.4. However, the relative deviations per flight strip were comparable to those of the 2004 campaign, except for strip 2 where the relative deviation was more than three times higher. The two very small minimum amplitudes of strip 11 and 12 (1.2 and 3.6) are due to a erroneous recording, i.e. the digitizer was turned on although no laser pulse was emitted and only noise was recorded. The average of the pulse widths ss in the 2005 campaign differed about 1.5% from the average value of 2004 (1.835 ns vs. 1.861 ns) with lower relative deviations. All flight strips showed very similar distributions, in contrast to the distributions ofŜ (see Table 4 and Figure 5 ). for all other single strips of this campaign. The variation ofŜ can be regarded as main influence quantity for the variation of CCAL so that ss and the correlation between these two parameters can be neglected.
Our results also apply if an other deconvolution technique than
Gaussian Decomposition is performed. In this case, the righthand side of Equation (6) is taken into account so that the relative deviation of CCAL is only dependent on the relative deviation of system waveform energy, ςE S /ES. Their distribution was also analysed but not separately listed here. It showed a distribution similar to the one of the system waveforms' amplitudes as was expected due to the small variations of the widths ss.
DISCUSSION AND OUTLOOK
In this study, the variations of emitted laser pulses were evaluated on behalf of The mean of the system waveform widths resulted to 1.861 ns and 1.835 ns, resp. In both cases, their relative deviations were smaller than 1%.
The current state of the art within the process of radiometric calibration is the determination of one singular calibration constant per flight campaign, based on artificial or naturally available targets. This study demonstrates the presence of laser pulse variations (amplitude and pulse width) within a strip as well as in the whole flight campaign and estimates their influence on the determination of the calibration constant. Within one strip, a narrow variation can be observed whereas especially in flight campaign 2005, a high variation between the strips occurred. For an advanced radiometric calibration, one can focus on the calculation of an individual calibration constant per strip. This would allow to reduce the variation of the radiometric calibration between the strips. The determination of a shot-based calibration constant is not feasible. However, in order to consider the individual variation of the laser pulse, either
• the individual amplitudes and pulse widths can be considered as additional variables in the whole radiometric calibration process (cf. (Wagner, 2010) ) or
• by using echo parameters normalized by the parameters of the individual laser pulses instead of the original echo parameters in the mathematical framework of radiometric calibration. This would enable to consider the pulse variations without increasing storage space and processing time. Furthermore, it is compatible with currently available file format standards.
Future research and further practical investigations will show which of these methods is more practicable.
