Abstract. Let k = Fq(T ) be the rational function field over a finite field Fq, where q is a power of 2. In this paper we solve the problem of averaging the quadratic L-functions L(s, χu) over fundamental discriminants. Any separable quadratic extension K of k is of the form K = k(xu), where xu is a zero of X 2 + X + u = 0 for some u ∈ k. We characterize the family I (resp. F, F ′ ) of rational functions u ∈ k such that any separable quadratic extension K of k in which the infinite prime ∞ = (1/T ) of k ramifies (resp. splits, is inert) can be written as K = k(xu) with a unique u ∈ I (resp. u ∈ F, u ∈ F ′ ). For almost all s ∈ C with Re(s) ≥ 1 2
Introduction
In Disquisitiones Arithmeticae [7] , Gauss presented two famous conjectures concerning the average values of class numbers associated with binary quadratic forms over Z, which can be restated as the average values of class numbers of orders in quadratic number fields. The imaginary case of these conjecture was first proved by Lipschitz, and the real case by Siegel [17] . By the Dirichlet's class number formula, these two conjectures can be stated as averages of the values of quadratic Dirichlet L-functions at s = 1. In [17] , Siegel showed how to average over all discriminants. Let χ d be the quadratic character defined by the Kronecker symbol χ d (n) = ( be the Dirichlet series associated to χ d . Siegel [17] has obtained averaging formulas for L(1, χ d ) over all positive discriminants d between 1 and N , or all negative discriminants d such that 1 < |d| ≤ N . From these averaging formulas with Dirichlet's class number formula, Siegel has obtained averaging formulas for the class number h d or the class number times regulator h d R d over all positive discriminants d between 1 and N , or all negative discriminants d such that 1 < |d| ≤ N . At the critical point s = 1 2 , Jutila [14] derived an asymptotic formula for
where d runs over fundamental discriminants in the interval 0 < d ≤ X. In [8] , using the Eisenstein series of 1 2 -integral weight, for s ∈ C with Re(s) ≥ 1, Goldfeld and Hoffstein obtained an asymptotic formula for L(s, χ m ), where the sum is either over positive square-free m between 1 and N , or over negative square-free m with 1 < |m| ≤ N . Putting s = 1 and using the Dirichlet's class number formula, one can average the class number h m or the class number times regulator h m R m over the fields Q( √ m).
Now, we introduce the analogous results in function fields over finite fields. Let k = F q (T ) be the rational function field over a finite field F q of q elements, and A = F q [T ] be the ring of polynomials. First, we consider the case of q being odd. Let χ N be the quadratic character defined by the Kronecker symbol χ N (f ) = ( be the quadratic Dirichlet L-function associated to χ N . In [10] , Hoffstein and Rosen has obtained a result on averaging L(1, χ N ) over all non-square monic polynomials N ∈ A (all discriminants) of given degree. Using the averaging of L(1, χ N ) with the Dirichlet's class number formula, they solved the problem of averaging the class number h N or the class number times regulator h N R N over all non-square monic polynomials N ∈ A of given degree. Moreover, by defining and analyzing metaplectic Eisenstein series in function fields, Hoffstein and Rosen [10] also succeed in averaging L(s, χ N ) over all square-free polynomials N (fundamental discriminants) of given degree. Andrade and Keating [2] and Jung [12] have obtained asymptotic formulas for L( 1 2 , χ N ), where the sum is over all monic square-free N of given degree, by elementary analytic method using approximate functional equation. Recently, Andrade [1] and Jung [13] also have obtained asymptotic formulas for L(1, χ N ).
In the case of q being even, Chen [5] obtained formulas of average values of L-functions associated to orders in quadratic function fields, and then derived formulas of average class numbers of these orders. The aim of this paper is to solve the problem of averaging L(s, χ u ) over fundamental discriminants in even characteristic. Any separable quadratic extension K of k is of the form K = k(x u ), where x u is a zero of X 2 + X + u = 0 for some u ∈ k. We characterize three families F, F ′ and I of rational functions u ∈ k such that any separable quadratic extension K of k can be written uniquely as K = K(x u ), where u ∈ F, u ∈ F ′ or u ∈ I according as the infinite prime ∞ = (1/T ) of k splits, is inert or is ramified in K (see §2.2). By extending the analytic methods in [1-4, 12, 13, 16] , for almost all s ∈ C with Re(s) ≥ 1 2 , we obtain the asymptotic formulas for the summation of L(s, χ u ) over all K u with u ∈ F, all K u with u ∈ F ′ or all K u with u ∈ I of given genus (see Theorem 2.4). In [1, 2, 12, 13] , the authors have obtained the asymptotic formulas for the summation of L(s, χ N ) only at s = 1 2 and s = 1. The asymptotic formulas for the summation of L(s, χ u ) obtained in this paper hold for almost all s ∈ C with Re(s) ≥ 1 2 . This can be regarded as an analogue of the result of Hoffstein and Rosen [10] in even characteristic. The method of proving "Approximate" functional equations of L-functions (Lemma 3.1) in this paper also holds in odd characteristic case and all results in §3.2 hold in odd characteristic too. Thus our method can also be applied to obtain the asymptotic formulas for the summation of L(s, χ N ) for almost all s ∈ C with Re(s) ≥ 1 2 in odd characteristic. The methods and calculations in [1, 2, 10] also can give the same asymptotic formulas for Re(s) ≥ 1 2 . As applications, we obtain the asymptotic mean value formulas of L-functions at s = 1 2 and s = 1 (see Corollaries 2.6 and 2.7), and using the Dirichlet's class number formula, we also obtain the asymptotic mean value formulas of the class number h u or the class number times regulator h u R u (see Theorem 2.8 and Corollary 2.9).
Statement of results

Some Background on
. Let q be a power of 2. Let k := F q (T ) be the rational function field with a constant field F q , ∞ = (1/T ) the infinite prime of k, and A := F q [T ]. We denote by A + the set of monic polynomials in A and by P the set of monic irreducible polynomials in A. Throughout this paper, any monic irreducible polynomial P ∈ P will be also called a "prime" polynomial. For a positive integer n we denote by A + n the set of monic polynomials in A of degree n and by P n the set of monic irreducible polynomials in A of degree n. The norm |f | of a polynomial f ∈ A is defined to be |f | := #(A/f A) = q deg(f ) for f = 0, and |f | := 0 for f = 0, where #X denotes the cardinality of a set X. For any 0 = f ∈ A, let Φ(f ) := #(A/f A) × , and let sgn(f ) be the leading coefficient of f . Let ℘ : k → k be the additive homomorphism defined by
The zeta function ζ A (s) of A is defined for Re(s) > 1 to be the following infinite series:
It is well known that ζ A (s) = 1 1−q 1−s . The monic irreducible polynomials in A also satisfies the analogue of the Prime Number Theorem. In other words we have the following. Theorem 2.1 (Prime Polynomial Theorem). Let π A (n) denote the number of monic irreducible polynomials in A of degree n. Then, we have
, where x u is a zero of X 2 + X + u = 0 for some u ∈ k. We say that u, v ∈ k are equivalent if
It is known that u and v are equivalent if and only if u + v = ℘(w) for some w ∈ k (see [9] or [11] ). Fix an element ξ ∈ F q \℘(F q ). The following lemma is due to Y. Li. In fact, Y. Li obtained the result which holds for any Artin-Schreier extensions of the rational function fields of any characteristic.
Lemma 2.2. Any separable quadratic extension K of k is of the form K = K u , where u ∈ k can be uniquely normalized to satisfy the following conditions:
3)
, ξ}, α ℓ ∈ F q and α n = 0 for n > 0.
Proof. Since it is difficult to find the reference for it, we will give the proof due to Y. Li. We know that every element u ∈ k can be uniquely written as
where
, Q ie i = 0 and α ℓ , α ∈ F q . We can remove the term
with 2|e ij as follows. Let e ij = 2k ij and let
Similarly, we can remove even degree term α 2ℓ T 2ℓ and we get the desired form. Now it is clear that any two u, v ∈ k which are normalized as in (2.3) are equivalent if and only if u = v.
Let u ∈ k be normalized one as in (2.3). The infinite prime ∞ = (1/T ) splits, is inert or ramified in K u according as n = 0 and α = 0, n = 0 and α = ξ, or n > 0. Then the field K u is called real, inert imaginary, or ramified imaginary, respectively. The discriminant D u of K u is given by
and, by the Hurwitz genus formula ([18, Theorem III.4.12]), the genus g u of K u is given by
For M ∈ A + , let r(M ) := P |M P and t(M ) := M · r(M ). For P ∈ P, let ν P be the normalized valuation at P , that is, ν P (M ) = e, where P e M . Let B be the set of monic polynomials M such that ν P (M ) = 0 or odd for any P ∈ P, that is, t(M ) is a square, and C be the set of rational functions
for any P |M . Also we let E be the set of rational functions
where deg(A P,i ) < deg(P ) for any P |M and for all 1 ≤ i ≤ ℓ P . Note that for D M ∈ E, gcd(D, M ) = 1 if and only if A P,ℓ P = 0 for all P |M . Let F be the set of rational functions D M ∈ E such that A P,ℓ P = 0 for all P |M and F ′ := {u + ξ : u ∈ F}. By the normalization in (2.3), we can see that u → K u defines a one-to-one correspondence between F (resp. F ′ ) and the set of all real (resp. inert imaginary) separable quadratic extensions of k. For any positive integer s, let G s be the set of polynomials F (T ) ∈ A of the form
where α ∈ {0, ξ}, α i ∈ F q and α s = 0.
Let G := s≥1 G s and I := {u + F : u ∈F and F ∈ G}, whereF = F ∪ {0}. By the normalization in (2.3), we can see that w → K w defines a one-to-one correspondence between I and the set of all ramified imaginary separable quadratic extensions of k.
2.3.
Hasse symbol and L-functions. Let P ∈ P. For any u ∈ k whose denominator is not divisible by P , the Hasse symbol [u, P ) with values in F 2 is defined by
For N ∈ A prime to the denominator of u, write N = sgn(N )
i , where P i ∈ P are distinct and e i ≥ 1, and define [u, N ) to be
For u ∈ k and 0 = N ∈ A, we also define the quadratic symbol:
This symbol is clearly additive in its first variable, and multiplicative in the second variable. For the field K u , we associate a character χ u on A + which is defined by χ u (f ) = { u f }, and let L(s, χ u ) be the L-function associated to the character χ u : for s ∈ C with Re(s) ≥ 1,
, where ε(u) = 1 if K u is ramified imaginary and ε(u) = 0 otherwise. Also we have that L(z, χ u ) has a "trivial" zero at z = 1 (resp. z = −1) if and only if K u is real (resp. inert imaginary), so we can define the "completed" L-function as
which is a polynomial of even degree 2g u satisfying the functional equation
For positive integer n, let
corresponds to the set of all real (resp. inert imaginary) separable quadratic extensions K u of k with genus n − 1.
Let F 0 = {0}. For any integers r ≥ 0 and s ≥ 1, let I (r,s) = {u + F : u ∈ F r , F ∈ G s }. For any integer n ≥ 1, let I n be the union of all I (r,s) , where (r, s) runs over all pairs of nonnegative integers such that s > 0 and r + s = n. Then, under the correspondence u → K u , I n corresponds to the set of all ramified imaginary separable quadratic extensions K u of k with genus n − 1.
Lemma 2.3. For a positive integer n, we have
Proof. The map B n → A + n defined by M →M and the map A + n → B n defined by N → N * := N 2 /r(N ) are inverse to each other. Thus we have #B n = #A + n = q n . For each
For any s ∈ C with Re(s) > 0, let
.
For an arbitrary small ε > 0, let X ε be the set of complex numbers s ∈ C such that (1) For an arbitrary small ε > 0 and s ∈X ε , we have
(2) For an arbitrary small ε > 0 and δ > 0 and for s ∈X ε with |s − 1| > δ or s = 1, we have
where β g (
] .
(3) For an arbitrary small ε > 0 and s ∈X ε , we have
Remark 2.5. The restrictions of |s− Corollary 2.6. Assume that q > 2 is fixed. As g → ∞, we have
Corollary 2.7. Assume that q > 2 is fixed. As g → ∞, we have
Let O u be the integral closure of A in the quadratic function field K u and h u be the ideal class number of O u . If K u is real, R u denotes the regulator of O u . We have the following formula which connects L(1, χ u ) with h u ([6, Theorem 5.2]):
From Theorem 2.4 and (2.8), we obtain the following theorem.
Theorem 2.8. As q is fixed and g → ∞, we have
u∈F g+1
Corollary 2.9. As q is fixed and g → ∞, we have
3. Preliminaries 3.1. "Approximate" functional equations of L-functions. Let u ∈ k be a normalized one as in (2.3) and write
). In this subsection we prove the following lemma, which is a generalization of Lemmas 2.1 in [1, 12, 13] . We remark that the proof of Lemma 3.1 also can be applied to obtain "Approximate" functional equations of L-functions L(s, χ N ) in odd characteristic. (1) For u ∈ I, we have
Proof. Write
By definition (2.5), we have
From the functional equation (2.6), we have
and equating coefficients, we have
Hence, we can write L * (z, χ u ) as
follows from (3.5) immediately by letting z = q −s . Suppose that u ∈ F. From (3.4) and (3.5), we have
Then, by multiplying (1 − z) on (3.6) and putting z = q −s , we get (3.2). Finally, consider the case that u ∈ F ′ . By (3.4) and (3.5), we have
By multiplying (1 + z) on (3.7) and putting z = q −s , we get (3.3).
3.2. Some auxiliary lemmas. All results in this subsection hold in arbitrary characteristic. Thus we assume that q is a power of any prime number.
The following lemma is a minor modification of Theorem 17.1 in [15] . 
Then, there is a positive real number δ < 1 such that
then the error term can be replaced by with
Proof. Let ζ Φ (s) be the Dirichlet series associated to Φ. It is known that ([15, Chap 2.
Let ρ : A + → C be defined by ρ(f ) = Φ(f ) if (L, f ) = 1 and ρ(f ) = 0 otherwise, and ζ ρ (s) be the Dirichlet series associated to ρ:
Then, we have
which has a simple pole at s = 2 and is holomorphic in the region Re(s) > 1. Hence, ζ ρ (s + 1) has a simple pole at s = 1 and is holomorphic in the region Re(s) > 0. Then ζ ρ (s + 1) is holomorphic in the region Re(s) ≥ ǫ except for a simple pole at s = 1 with residue
Applying Lemma 3.2 to ζ ρ (s + 1) with δ ′ = ǫ, we find
Applying Lemma 3.3 with ǫ = 1 2 , we have the following corollary. Corollary 3.4. We have
Proof. By Lemma 3.3, we have
and, by [2, Lemma 5.7] ,
So we get the result.
Now we have the following lemma, which is a generalization of Lemmas 3.3, 3.4 and 3.5 of [13] . 
(3.12)
Proof.
(1) We can write
Using the Euler product formula, we can show that
Hence, we have
(3.14)
We also have
By inserting (3.14) and (3.15) into (3.13), we get (3.11).
(2) If Re(s) < 1, by a similar process as in the proof of (1), we can get
If s = 1, we have
Finally, if Re(s) ≥ 1 (s = 1), we have
Recall that, for a small ε > 0, 
which will be used repeatedly in §4.1. Recall that (see (5.29) in [2] )
Lemma 3.6. Let h ∈ {g − 1, g}. For a small ε > 0 and s ∈ X ε ∪ {s ∈ C : Re(s) ≥ 1}, we have 
Proof. By change of summations, we have
If s = 
we have, by Lemma 3.5 (1),
Lemma 3.7. Let h ∈ {g − 1, g}. For a small ε > 0 and s ∈X ε , we havẽ
Proof. We can writẽ
, as in the proof of Lemma 3.6, we havẽ
Now, the results follows from (3.11) and (3.12).
3.3. Two sums. For each M ∈ B, let C M be the set of rational functions u ∈ C whose denominator divides M , E M = E ∩ C M and F M = F ∩ C M . Note that C M and E M are abelian groups under addition and #E M = |M |, #F M = Φ(M ). In fact, C M can be defined for any monic polynomial M , not necessarily in B. Note that E n (resp. F n ) is the disjoint union of E M (resp. F M ) with M ∈ B n .
For any f ∈ A + and M ∈ B, we define We have
and thus
Proof. This follows from the fact that u ∈ E M N can be uniquely written as u 1 + u 2 with u 1 ∈ E M and u 2 ∈ E N and the fact that { 
where E m (f ) is the set of elements u ∈ E m such that u ∈ E M for some M ∈ B m with gcd(M, f ) = 1. 
Note that if u ∈ E g+1 , then the genus of the curve defined by X 2 + X + u = 0 is g. 
Proof. Let L ∈ B ℓ with 2ℓ < d. For each square-free monic polynomial N of degree n − ℓ, there exists a unique M ∈ B n such that L = [M/N ] and vice versa. Then, by Lemmas 3.8 and 3.13, we have
Now we consider the ramified imaginary case. Let s be a positive integer. For M ∈ B and α ∈ F × q , we define (inside the field k)
where A ≤m = {f ∈ A : deg(f ) ≤ m},G 0 = {0} andG s−1 denotes the set of all polynomials
Lemma 3.16. Let r ≥ 0 and s ≥ 1 be integers, M ∈ B r and α ∈ F × q . For any f ∈ A + m with gcd(M, f ) = 1 and m ≤ 2r + 2s − 2, which is not a perfect square, we havẽ
Proof. If deg(A) < deg(f ) ≤ 2r + 2s − 2, then A can be expressed as t(M )B + C with deg(C) < 2r and deg(B) = deg(A) − 2r ≤ 2s − 2. Thus C ′ M,s contains a complete residue system modulo f . Also, every element in E ′ M,s can be obtained from C ′ M,s by normalization. Since C ′ M,s and E ′ M,s are abelian groups, we haveŨ
As before we haveΓ
and thusT
Lemma 3.18. Let s be a positive integer, M ∈ B and f
For any positive integers r, s, let E (r,s) = M ∈Br E ′ M,s . Note that if Γ f,M = 0, theñ Γ ′ f,M,s = 0 for any s ≥ 1. Then, using similar process as in Proposition 3.12, we get 
where E (r,s) (f ) is the set of elements u ∈ E (r,s) such that u ∈ E ′ M,s for some M ∈ B r with gcd(M, f ) = 1. 
Thus we have
and, as in the proof of Proposition 3.15 using Lemmas 3.18 and 3.19, we have
Now, (3.21) follows from
Proof of Theorem 2.4
In this section we give a proof of Theorem 2.4. In §4.1 and §4.2, we obtain several results on the contribution of squares and of non-squares, which will be used to calculate the first moment of L-functions for Re(s) ≥ 
and
Proposition 4.1. For a small ε > 0 and s ∈X ε , we have
(1) Write
Note that I (0,g+1) = G g+1 . For 1 ≤ r ≤ g and M ∈ B r , let I M = {v + F : v ∈ F M and F ∈ G g+1−r }. Then I (r,g+1−r) is the disjoint union of the I M 's, where M runs over B r . Hence we have g r=0 u∈I (r,g+1−r)
Since #G g+1 = 2ζ A (2) −1 q g+1 , we have
, by (3.10), we have
where J g (s) is given in (3.16). The error term in (4.3) is ≪ gq 3g 2 . Now, the result follows from Lemma 3.6. (2) By a similar process as in the proof of (1), we have
, whereJ g−1 (s) is given in (3.17) . The result follows from Lemma 3.7.
Proposition 4.2. For a small ε > 0 and s ∈X ε , we have
(1) For each M ∈ B g+1 , let F M be the set of rational functions u ∈ F g+1 whose denominator is M . Then F g+1 is a disjoint union of the F M 's, where M runs over B g+1 . Hence, we can write
Since #F M = Φ(M ), by (3.10), we have
The error term in (4.4) is ≪ gq 3g 2 , and the result follows from Lemma 3.6. (2) By a similar process as in the proof of (1), we have
where the error term in (4.5) is ≪ gq 3g 2 . Now, the result follows from Lemma 3.7. 
Proof. By a similar process as in the proof of (1) of Proposition 4.2, we have
Now, the result follows from Lemma 3.7. (g − n)
Proof. By a similar process as in the proof of Proposition 4.2 (1), and by Corollary 3.4, we have
Moreover, we have
Hence we get the result. (g − n)
(1) By Proposition 3.15, we have
The proofs of (2), (3) and (4) are similar to that of (1) and there is no novelty involved. 
Proof of Theorem 2.4 (1)
. By Lemma 3.1 (1), we have
For a small ε > 0 and s ∈X ε , by Propositions 4.1, 4.5 and Remark 4.7, we have
By inserting (4.7) and (4.8) into (4.6), we have
Proof of Theorem 2.4 (2)
. By Lemma 3.1 (2), we have
where u∈F g+1
and, for s = 1, 
